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The reliability of structural joints plays a crucial role in our
daily life since the most recent innovations in engineering
and structural materials have exponentially increased the us-
age of advanced products, multi- components, and structures.
Hence, it is necessary to introduce new methods to assess the
bonding strengths of adhesive joints, especially in complex
interfaces, as in the presence of micro-structured or rough
surfaces, since the morphology of the interface highly influ-
ences the overall performance of a structural joint.
The present thesis explores the role of complex interfaces and
functional surfaces in the overall performance of multi- com-
ponents products, intending to understand the mechanical
phenomena that may take place at the interface between dif-
ferent materials, simply in contact or joined through an adhe-
sive.
Different topics have been analyzed through experimental and
numerical analyses. The research deals with rough interface
contact simulations proposing a novel multi-scale approach
in the context of computational contact mechanics. Further-
more, the surface morphology influence on adhesive joints
has been investigated through peeling tests and numerical
models. Moreover, a computational framework for micro-
structured adhesives has been proposed. The final topic re-





The permanent assembly of individual components is an important tech-
nological issue in many fields of engineering, from buildings construc-
tion to industrial production and bio-medical applications. A structural
joint can be defined as a connection between two or more components
able to assure a certain load-bearing capacity.
There are many different technologies for joining two or more com-
ponents, including fastening methods like bolts and rivets, the use of
adhesives, and welding techniques. Since the most recent innovations
in engineering and structural materials are based on combining different
types of materials to obtain advanced products, the reliability of the me-
chanical joining of different materials plays a very important role in our
daily life.
The design of a structural joint can be very different according to the
nature of materials to be assembled and to the mechanical role of the
connection in the whole structure. Material characteristics as flexibility,
thermal expansion, optical and electrical properties must be taken into
account together with service conditions, environment influence, frac-
ture behavior, fatigue, and degradation process. Moreover, the features
of the surfaces in contact at the joining interface can also affect the me-
chanical performance of the structural joint.
With respect to other binding techniques such as mechanical fasten-
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ings or welding, the use of adhesives has acquired greater importance
through the years, supported also by the increased production and us-
age of synthetic materials in the industrial sector.
Total weight reduction is of primary importance in the aerospace,
automotive, and shipbuilding industry. With this aim, traditional ma-
terials have been replaced by composites materials, and the traditional
fastened joining methods have been substituted by the use of adhesives
for composite-composite, metal-metal, and metal-composite connections
(Figure 1). In fact, adhesive bonding offers the advantages of weight sav-
ing and extending fatigue-life because of the elimination of fasteners and
fastener holes [1, 2].
Figure 1: Adhesive film for metal to honeycomb components for aerospace
application. Adapted from [3].
Regarding civil engineering, common applications of structural ad-
hesives are represented by external reinforcements to existing buildings.
For this method, steel and carbon fiber-reinforced polymers (CFRP) are
commonly bonded to the existing concrete using different methods of
attachment from solely adhesive bonding to hybrid jointing techniques,
for example adhesive bonding in combination with bolting. Remaining
in the civil engineering sector, mechanical fixation devices between glass
panels and metallic structures used in facade buildings are being pro-
gressively substituted by adhesive connections. An example is the huge
glass facade of the Charlemagne Building in Brussels, realized using ad-
hesively bonded joints during the renovation of the skyscraper between
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1994 and 1998, see Figure 2. Another common application in civil en-
gineering is the laminated glass, a composite material consisting of one
or more sheets of glass or synthetic polymers like acrylic glass joined to-
gether with one or more interlayers, simultaneously acting as adhesive
and separator [4]. Special safety requirements have to be full-filled by
the Laminated Safety Glass (LSG), since the adhesive layer is must guar-
antee residual carrying capacity and avoid dropping out after breakage.
In steel construction, adhesive bonding is less common. Even though
in 1955 a bridge based on hybrid bonding technology (adhesive bond-
ing backed up with screws) was raised in Marl (Germany), the adhesive
bonding applications are mostly limited to research projects, due to to
the progressive development of welding technology, and to the lack of
statements on the durability of adhesive connections in structural steel
for the service life.
Figure 2: Facade of the Charlemagne Building in Brussels, Belgium. Source
[5].
In everyday life objects many other applications can be found be-
cause of the adhesive’s higher strengths, lower weights, lesser expenses,
and ease of fabrication compared to other methods of joining. There is
hardly any product in our surroundings that does not contain at least
one adhesive, be it the label on a beverage bottle, impermeable packag-
ing materials, computer screen, the shoes that we wear.
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It is hence necessary to establish methods to guarantee the perfor-
mance of adhesive joints, especially for structural application. Their me-
chanical behavior is influenced, in general, by the choice of the adhesive,
the joined components properties, the geometry of the joints, and the ser-
vice environments. The present work considers mostly the influence of
the mechanical properties of the joint parts, with special attention to the
geometrical properties of the surfaces at the interface.
The surface characteristics, in fact, play an important role in multi-
component products, with or without adhesives. Load transfer, friction,
adhesion, and wear are all phenomena highly dependent on the surface
morphology. Hence, joint design needs to consider the interface charac-
teristics.
Many surfaces that appear smooth at the naked eye, present a much
more complex geometry using a microscope, as in the case of crystal sur-
face (Figure 3). The presence of irregularities on the surface can results
in unique characteristic so that many different surfaces treatment have
been developed to optimize the surface topology.
Figure 3: Irregularities of a crystal surface. The approximate dimension of
the picture is 150 µm. Taken from [6].
The design of new functional surfaces often brings amazing results:
for example, windows having surfaces not perfectly smooth, but hav-
ing a particular roughness are easier to clean; special suits for swimmers
allowed to break the world records because of the lower resistance of-
fered by the water; adhesives with three-dimensional surface patterns
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have better performance; lenses with a specific rough surface produce
better pictures because of the different reflection of light. Most of these
technologies are inspired by nature and mimic animals’ and vegetables’
surface characteristics.
1.1 Surface roughness
All the surfaces of macroscopic solids, even the one that appears smooth
to the naked eye, present irregularities and deviations from the ideal ge-
ometrical form, on many different length scales, starting from the macro-
scopic scale to the inter-atomic distance scale. These deviations from the
ideal shape can be classified in form errors, which may derive from an in-
accurate production process, for example, surface textures or waviness,
when the deviations are periodically repeated on the surface, or micro-
scale irregularities.
This finer scale component is called roughness and even the smoothest
surface contains microscopical irregularities that no machining method
can remove, no matter how precise. These irregularities, which appear
like hills and valleys on the surface using a certain magnification (an
example is given in Figure 4), might be a natural characteristic of the sur-
face solid, result from interaction with the environment, or derive from
the production or machining process.
Properties of solids surfaces are important for technological applica-
tions, since phenomena like contact mechanics, friction, wear, lubrica-
tion, and adhesion are affected by surface topology. For example, if we
consider two bodies brought in contact, the percentage of the surface that
we can see in contact at the macro-scale, called nominal contact area, will
be much bigger than the area that is really in contact, since this latter area,
defined as real contact area, includes only tiny parts of the surface where
the ”hills” (asperities) from one solid are squeezed against the asperities
of the other solid [8]. The real contact area assumes great importance in
many practical applications involving heat transfer and contact resistiv-
ity.
Furthermore, special macroscopic features, like hydrophobicity of self-
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Figure 4: Magnification of a vinyl disk surface. Taken from [7].
cleaning, are related to the presence of particular micro-structures on
many plants surfaces, which cause the liquid drop to remain suspended
on the tips of the asperities, with some air trapped between the liquid
and the substrate. The well-known hydrophobic micro-structures on the
lotus leaf are depicted in Figure 5. Hence, the drop easily rolls off, ex-
plaining the so-called lotus effect which is nowadays used in many appli-
cations like self-cleaning glass and paints [9].
Roughness influence is a matter of discussion also within the research
area dealing with adhesion, at different length scales, since the adhesive
strength is enhanced or reduced according to the surface topography.
Some animal species exploit the surface characteristics for special abili-
ties that have been studied by researchers for new technologies applica-
tions: the peculiar structure of gecko’s feet allow them to climb vertically
on a wall, or the texture of the shark’s skin is the secret for their speed
inside the water.
1.1.1 Profilometric acquisition and statistical analysis
Surface morphology can be analyzed using the topographical data of the
surface obtained using specific instruments, called profilometers, which
associate to the points on the surface, the value of height with respect to a
6
(a) (b)
Figure 5: Photograph of a lotus leaf with some drops of water (a) and Scan-
ning electron micrograph of the surface (b). The droplet touches the leaf
only a few points and forms a ball that easily rolls off even for small incli-
nations. Source [10] for (a) and [11] for (b).
reference plane. The measurement may involve only a line on the surface
(profile) or it can be repeated along multiple lines in a perpendicular
grid, obtaining a three-dimensional scan.
The different available measurement methods can be distinguished
in contact or non-contact methods. In the first case, the height values are
obtained using a stylus moved across the surface. The probe is directly
in contact with the surface and the instrument records the vertical dis-
placement of the probe as it scans along the surface to obtain the surface
profile (see Figure 6). This technique has some disadvantages since the
probe can damage the surface or be contaminated. Soft plastic and rub-
ber materials, for example, cannot be measured with contact profilome-
ters, as their surface will deform when a force is applied. The contact
method results can be also affected by the size and the shape of the sty-
lus, which are directly related to the limiting lateral resolution that can
be achieved by the instrument.
Non-contact methods, on the other hand, are based on different phys-
ical principles and exploit the light instead of a physical stylus, using
optical techniques. One of these tools is the confocal profilometer which
works by using a small aperture, known as a confocal aperture (see Fig-
ure 7). A highly focused light is projected through the aperture and the
detection of the light reflected by the sample allows the evaluation of
the surface texture. The reflected signals that are out of focus are cut off
7
Figure 6: The stylus tip of a contact profilometer physically senses the sam-
ple surface. Its geometry affects the measured profile.
using a pinhole inside the optical pathway, thus allowing only the sig-
nals from the illuminated spot to enter the light detector. The confocal
profilometer scans different planes of the surface moving vertically and
only the points of the surface within the focal plane will provide a useful
signal. These points will have a known height since the position of the
focal plane is also known.
A confocal profilometer (Leica DCM-3D) is available in the labora-
tory of the Research Unit MUSAM (Multi-scale Analysis of Materials). It
has been used to scan the surfaces taken into account in chapter 3. This
contactless confocal profilometer is equipped with three lenses provid-
ing various sample magnification (10x, 20x, 100x) and it allows differ-
ent spatial resolutions (which correspond to the distance between two
consequent points of which the height is evaluated) in x, y, z directions
depending on the adopted lens.
The topographical data acquired through the profilometric scanning
of the surface can be analyzed using quantitative parameters to com-
pare different samples, control the quality of the manufacturing process,
and to link the surface characteristic to the above-mentioned phenomena
(wear, friction, adhesion,...). A variety of parameters have been identi-
fied over the years, some of them are very specific to certain applications
especially in the industry sector, others are more related to the research
activity. Dozens of reference standards exist to describe measurement
techniques and desired surface characteristics, such as ASME B46 [13],
8
Figure 7: Working principle of a confocal profilometer: a laser ray is used to
enlighten a specific plane of the sample surface; then, the light is reflected
back to the profilometer through a confocal pinholes which allows to detect
only the signal coming from the focal plane. Adapted from [12].
ISO 4287 [14] and ISO 25178 [15] and SEMI MF1811 [16], however an ex-
hausting list of surface parameters is above the goal of this thesis. Hence,
the attention will be limited to those parameters relevant for the follow-
ing chapters.
The amplitude parameters are defined in the ISO 4287 [14] consid-
ering a roughness profile z(x) with evaluation length lr (profile length).
The proposed parameters are summarised in Table 1. Note that some
parameters are evaluated over profile segments (called sampling length)
and then averaged along the profile length; in this case, n is the chosen
number of segments. Among them, the parameter Rz evaluates the av-
erage peak-to-valley distance over the profile length (see Figure 8), and it
will be used to classify the different samples analyzed in chapter 3. The
corresponding definitions can be found also for areal data (instead of for
profile data), using the notation S instead of R.
If the surface or profile heights are considered as random variables,
the statistical distribution of the profile (or surface) heights can be recon-
structed starting from the histogram data of the digitized points over the
evaluation length, by plotting the number or fraction of surface heights
9
Symbol Description Definition
Ra Average roughness = arithmetical mean deviation Ra = 1lr
∫ lr
0 |z(x)| dx







Rvi Maximum valley depth below the mean line Rvi = |min z(x)|




Rpi Maximum peak height above the mean line Rpi = max z(x)




Rzi Maximum peak to valley height of the profile Rzi = Rip +Rvi




Table 1: Roughness amplitude parameters as defined in ISO 4287 [14]
Figure 8: Evaluation of the peak-to-valley distance, Rzi, of different pro-
file segments (sampling length). The average value Rz over the evaluation
length is obtained as Rz = 15
∑5
i=1Rzi. Adapted from [17].
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Figure 9: Histogram and cumulative distribution function derived from a
profile. Taken from [19].
lying between two specific heights as a function of height (see Figure 9).
The height distribution of many natural surfaces, such as surfaces pre-
pared by fracture, or surfaces prepared with sandblasting or ion sput-
tering, are usually nearly Gaussian [18]. Other types of rough surfaces,
for example, prepared by fracture and then (slightly) polished, display a
non-symmetric and non-Gaussian height distribution since the asperity
tops have been polished [18]. For a Gaussian distribution of the heights











where µ is the mean and σ is the standard deviation.
The heights field can be represented also considering the cumulative
distribution function P (z), which is obtained by plotting the cumulative
number or portion of the surface height lying at or below a specific height
as a function of that height (see Figure 9) [19].
1.1.2 Fractal surfaces
In contact mechanics, as in other research fields, the statistical descrip-
tion of rough surfaces has been used to model the contact interactions
between rough bodies (for the related literature, see Chapter 2), involv-
ing statistical parameters as mean and variance of the surface elevations,
slopes, and curvatures. However, these statistical quantities are strongly
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Figure 10: Sketch of the self-affinity characteristic of a profile. Taken from
[19]
dependent on the resolution of the measuring instrument, and their val-
ues change according to the magnification [20].
If we observe a rough profile ( or surface) at increasing magnifica-
tion, increasing details can be recognized right down to the nano-scale.
Furthermore, the rough profile appears quite similar in the structure at
all magnifications, as in the sketch of Figure 10. Due to this multi-scale
nature of the surface, it is known that the variance of surface height and
its derivatives and other roughness parameters depend strongly on the
resolution of the roughness measuring instrument or any other form of
filter [19]. Hence, it is necessary to introduce a scale-independent char-
acterization of roughness.
For this purpose, the surface multi-scale properties can be character-
ized by fractal geometry [21]. The morphology of natural interface as
metallic components, rock joints, asphalt road, fracture surfaces, are very
well reproduced by fractal models and show the property of invariance
by scale transformation: the parts of a structure are similar in succes-
sive ranges of view (magnification or reduction) in all directions (self-
similarity) or at least one direction (self-affinity). The scaling relation of
a self-affine surface z(x, y) can be mathematically described as [22]:
f(x, y, z)→ f(rx, ry, rHz) (1.2)
where r is a scaling coefficient and H < 1 is called Hurst exponent and it
varies between 0.5 and 1 for most natural surfaces.
The fractal dimension D is related to the Hurst exponent as D = 3−H
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Figure 11: Illustration of surface fractality. Self-affine surfaces (left) and
surface profiles (right) showing increasing fractal dimension. Taken from
[23].
and it is used as a general descriptor of the surface characteristic. In
ordinary geometry shapes, the fractal dimension has integer values (0
for sets describing points, 1 for lines, 2 for surfaces, and 3 for volumes).
In the case of fractal dimensions, D has non-integer values, it can vary
between 2 and 3 for fractal surfaces. An example of increasing fractal
dimension is shown in Figure 11.
Starting from the pioneering work of Majumdar and Bhushan [20],
fractal geometry has been applied to predict the behavior of surface phe-
nomena at different length scales; moreover, numerically generate syn-
thetic rough surfaces started to be used as surface simulation methods.
Notable examples of algorithms that provide artificial surfaces data for
numerical simulations are the Weierstrass-Mandelbrot function [24], the
spectral synthesis method [25] and the Random Midpoint Displacement
method which will be treated more exhaustively since it will be used
later in the thesis.
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1.1.3 Random Midpoint Displacement algorithm for frac-
tal surfaces
The Random Midpoint Displacement (RMD) algorithm is one of the meth-
ods used to generate the heights field of fractal surfaces, and it is exten-
sively used in computer graphics to generate 2D and 3D landscapes and
height-maps, an example is in Figure 12.
Figure 12: Example of a landscape generated with the Random Midpoint
Displacement algorithm. Taken from [26].
The method was first introduced by Fournier, Fussell, and Carpen-
ter in 1982 [27] and different variants have been proposed during the
years. A review of the algorithm, also known as the diamond-square al-
gorithm, and the different modifications that have followed one another
over the years can be found in [28]. The input parameters necessary for
this method are: the lateral dimension of the desired surface L, the nodal
spacing δ, the fractal dimension D, and the initial variance σ20 of the
Gaussian random number extraction. The surface is generated starting
from a rectangular cell whose corners have heights extracted by a Gaus-
sian random distribution with variance σ0 (See Figure 13 (a)). A central
node is then added computing its height equal to the average of the four
corners heights, plus a random number taken from a random Gaussian
variable with reduced variance σ21 = σ20(1/
√
2)3−D (Figure 13 (b)). Sub-
sequently, the heights of the four intermediate points along the bound-
aries are computed considering the three neighboring nodes heights and
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Figure 13: First steps of the Random Midpoint Displacement algorithm to
generate a fractal surface. Adapted from [29].
adding a random value from a Gaussian distribution with a scaled vari-
ance σ22 = σ21(1/
√
2)3−D, as in Figure 13 (c). The process is repeated for
each new square, and so on, until the desired level of detail is reached
(Figure 13 (c)).
It is worth noticing that, at each step, the heights previously com-
puted are no longer modified, so that at the k-th step, the surface includes
all the height fields generated at the previous step. As explained in [30],
the surfaces obtained with this algorithm generally contains a random
waviness effect that is related mostly to the first step, when the heights
of the four corner are set to four random numbers and no longer mod-
ified. The longest wavelength contained in the surface power spectrum
will be then related to this initial geometry since the following steps only
enrich the spectrum without modification to the low-frequency range.
In many simulations including numerical generated rough surfaces,
it is important to distinguish the roughness effect from the waviness and
form component, a modified algorithm is proposed in [30] to reduce this
undesired waviness effect, and it is used later in this thesis. First of all,
the height of the corners is set equal to zero, and the surface is obtained
by the composition of n x n patches generated using the RMD with differ-
ent random seeds. Each patch will have a lateral size, and the associated
longest wavelength, significantly smaller than the total length size of L.
Hence, the final surface will be composed of a n x n grid of RMD patch,
and each of them will consequently have a different average value. This
latter characteristic can be another source of waviness and it has been
removed by scaling the height field of each patch to match the average
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plane of the one including the tallest asperity.
1.2 Structural Adhesives
Adhesives are defined as non-metallic substances that allow to bind two
or more separate items together and resist their separation. Adhesive-
like substances, commonly referred also as glue, are known for a very
long time in human history: remains of adhesives made in prehistory
were discovered in different archaeological sites, in the form or resins or
natural substance used for flint ceramic vessels or tar-hafted stone tools
[31], [32].
In general, adhesives can be natural substances or produced synthet-
ically; they usually have a polymeric structure, meaning that the chem-
ical structure is a long molecule composed of repeated units chemically
bonded together. An example is the epoxy polymer adhesive used in
several everyday applications, including glue sticks for glue guns and a
variety of craft glues.
The formation of the joint is the results of physical and chemical phe-
nomena within the adhesive and between the adhesive and the compo-
nents (called adherends). The joint strength is the result of adhesive and
cohesive forces which develop respectively at the interfaces and inside
the adhesive (see Figure 14).
Figure 14: Adhesive and cohesive forces in a adhesive bonded joint. Source
[33].
Adhesives can be classified according to the process necessary to de-
velop the cohesive forces inside the adhesive layer. One class of adhe-
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sives is liquid at the beginning of the application and becomes solid at
the final stage due to a chemical reaction in the adhesive layer. These
types of adhesives are classified as chemical reactive and the bonding pro-
cess is called curing. Temperature and time affect the chemical reaction
necessary for the adhesive layer formation. Multi-component adhesives
belong to this class because they harden by mixing two or more compo-
nents that are not adhesive by nature, but they chemically react when
they are mixed.
In other types of polymeric adhesive, the bonding process happens
because of a physical reaction, called setting process. It is the case of
solvent-based adhesives, for which the solid-state is reached when the
solvent evaporates, and of pressure-sensitive adhesive. Post-it is a com-
mon example of pressure-sensitive adhesives, which form a bond with
the surface where are applied when a certain pressure is applied (see
Figure 15).
Figure 15: Re-adherable glue of a post-it, example of pressure-sensitive ad-
hesive. Source [34].
The most important contributions at the interface level the formation
of adhesive forces between the adhesive and the substrate are presented
in Figure 16.
The molecular contact at the surface of the substrate is the seat of
chemical bonding and diffusion between the molecules of the involved
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Figure 16: Sketch of different factors involved in the adhesion between sur-
faces.
temporary formation of opposite dipoles on the surfaces, are responsible
for the adhesive abilities of hair-like attachment systems of some animals
feet [35].
Polymers molecules can also interdiffuse into the other polymer in
contact, binding the two components together. Electrostatic (Coulomb)
and magnetic attraction are other well-known interface phenomena ex-
ploited in semiconductor and robotic industries.
Finally, the surface irregularities play an important role because of the
mechanical interlocking between the adhesive and the surface pores and
asperities. The irregularities increase the surface area, increasing total
contact between adhesive and substrate and it also provides a physical
impediment to crack propagation at the interface.
According to the application, many different types of adhesives are
available. The present thesis focus on the structural adhesive which can
be described as ‘high-strength glue’ that binds together components in a
connection capable of transmitting structural stress without loss of struc-
tural integrity within design limits (Figure 17).
Structural adhesives are used extensively for bonding metallic, poly-
meric, and composite parts [37]. There are many types of structural ad-
hesive, including epoxy, silicone, urethane, and acrylic. The thesis aims
to assess the structural integrity of adhesively bonded joints.
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Figure 17: Example of application of a structural adhesive in the industrial
sector. Source [36].
1.2.1 Hyperelastic constitutive model
As stated before, adhesive materials usually have a polymeric structure.
Their chemical composition is characterized by long molecular chains
composed of repeated units, called monomers, and arranged in a three-
dimensional structure. The macroscopic physical properties of a polymer
depend on the interactions between the chains: for examples, if the poly-
meric chains are linked together to form a three-dimensional network,
the polymer is brittle and stiff, on the contrary, if the chains are con-
nected through weak intermolecular forces, the polymer has a rubber-
like behavior. Moreover, many factors as temperature, pressure, and
phase change can modify the chemical structures and the macroscopic
properties.
Aside from the adhesives, other natural polymeric materials are wool,
silk, and natural rubber. The list of synthetic polymers is even longer and
includes synthetic rubber, nylon, silicone, polyethylene, polystyrene, and
polypropylene among others.
From a mechanical point of view, this class of materials, defined elas-
tic material, can experience large deformations and return to the initial
state once their load disappears. In other words, the work done dur-
ing the loading process is recovered during the unloading process [38].
While for linear elastic materials, stress varies linearly with respect to
strain, other linear solids manifest a nonlinear elastic response, see Fig-
ure 18, defined hyperelasticity. The hyperelastic constitutive laws account
both for nonlinear material behavior and large shape changes.
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Figure 18: Stress-strain response for elastic material. Source [38].
Many researchers have studied the hyperelastic constitutive model,
producing phenomenological or empirical laws, or based on the microstruc-
ture of the solid. Among the others laws, we can cite Mooney-Rivlin [39],
Ogden [40], Arruda-Boice [41] and Neo-Hookean models.
Often the hyperelastic components are used together with other types
of materials, with different mechanical behaviors in many technologi-
cal solutions: structural joints, where the adhesives connect stiffer ad-
herends, fibers-reinforced rubber, bio-mimetic structures, and stretchable
electronic devices.
Flexible electronic devices, for example, combine metallic layers (or
islands) with a linear elastic behavior to polymeric substrates that assure
large deformations to the final product.
1.2.2 Adhesive bonded joints
Adhesive bonding offers different possibilities for joint geometry design
(see Figure 19). Apart from the realization of layered components, where
the adhesive represents simply a relatively thin layer, one of the simplest
join types is the so-called butt joint realized by applying the adhesive
at two components extremities. The geometry of the scarf joint differs
for the slope of the interface. Other configurations overlap the lateral
surface of the parts, in the geometry defined as single-lap and double lap.
Moreover, different geometries are used to realize corner assemblies.
The broad use of adhesive for the realization of structural joints is
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Single lap joint Double lap joint
Butt joint Scarf joint
Figure 19: Adhesive bonded joints geometries.
justified because of the advantages offered by this technology compared
to welding and fastening techniques. A great advantage is represented
also by a good strength/weight ratio. The adhesive allows connect-
ing both similar and dissimilar materials, and various types of geome-
tries. Besides the weight reduction, this bonding technique, in fact, al-
lows uniform load transfer, reduces the stress concentration, and en-
hances the energy efficiency of the structure [42]. Because of the large
number of available adhesives, the chemical and physical properties can
be tuned according to the adherends and service condition, for exam-
ple sealing joints against different environments, insulating against heat
transfer and electrical conductance, damping vibration, and absorbing
shock.
However, adhesive bonded joints present some disadvantages:
• extensive surface preparation;
• difficult disassemble of the joint;
• degradation from moisture, humidity, and temperature.
Regarding the first point, bond strength and joint durability can be
significantly improved by treating the adherend surface before the bond-
ing. Typical surface pretreatment techniques include solvent cleaning,





Figure 20: Sketch of different types of loading cases for adhesive bonded
joints.
The adhesive joints can experience different types of loading condi-
tions, depending on the joint geometry and the mechanical properties of
adhesive and adherend, as depicted in Figure 20.
The failure of the adhesive joint can be classified into two different
types: (i) the first mechanism is called adhesive failure and regards the
interfacial bond failure between the adhesive and the adherend; (ii) the
second one is called cohesive failure and occurs when a fracture allows
a layer of adhesive to remain on both surfaces. A sketch of the differ-
ent failure modes is shown in Figure 21. Another situation occurs when
the adherend fails before the adhesive, this case is known as a cohesive
failure of the substrate. Combinations of the two mechanisms may also
occur if the crack propagates at some spots in a cohesive way and at oth-
ers in an interfacial manner.
Different standards have been established for the assessment of adhe-
sive joint strength. To evaluate the viscosity, tensile strength, bulk mod-
ulus, shear strength, and shear modulus, ASTM (American Society for
Testing and Materials) standards describe different experimental tests ac-
cording to the bonded materials (metals, plastic, and wood). One of the
most used is the peeling test where the strength required to detach (peel)










Figure 21: Sketch of different types of adhesive bond failure.
used to characterize the adhesive.
As will be described later in Chapter 3, peeling test is a useful tool to
analyze also the influence of the substrate characteristics on the strength
of the adhesive. The joint strength is, in fact, the result of the characteris-
tics of the components and of the interface features. The presence of geo-
metric discontinuities, material mismatch, and property jumps introduce
more complexity than the simple evaluation of the single component
performance, in the adhesive joints, as well as other multi-component
assemblies.
1.2.3 Bio-inspired adhesives
As already introduced in Section 1.1, the natural abilities to climb verti-
cally, developed by many animal species derive from the special charac-
teristic of their feet surface. Geckos, spiders, and some insects, for exam-
ple, are very well known for their ability to run up any walls and ceilings.
They rely on the unique distribution of micro-structures on their feet skin
which creates multiple contact elements. This adhesive mechanism has
been investigated to produce new bio-inspired adhesives, which surface
reproduce the natural micro-structures on animal skins.
In the specif case of geckos, their foot-pads are covered by a huge
number of keratin hairs, called setae and visible at a certain magnification
as in Figure 22. Each hair has a sub-micrometer dimension and branches
at the tip into hundreds of projections, called spatulae [35]. These micro-
structures produce a sufficient adhesive force, thanks to van der Walls at-
traction forces (more recent studies have shown the contribution of elec-
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trostatic interaction [44]), to allows geckos to climb most surfaces [45].
Figure 22: Spatulae microstructures on geckos feet, responsible for their
ability of climb vertically. Source [46].
Spatula-shaped contacts are also known from other biological sys-
tems and therefore seem to represent the optimized geometry for multi-
ple contact formation and rupture with the substrate [35]. The spatula-
shaped system can generate adhesion only when a shear force is applied,
which is possible because of muscle force express by geckos while run-
ning or walking.
Contact elements in biological attachment systems can also assume a
mushroom-shaped geometry, which assures a long-term temporary ad-
hesion, compared to the dynamic adhesive system of the spatula shape
(see Figure 23). The mushroom-shaped geometry adhesion is indepen-
dent of applied shear and can remain attached without the external sup-
port of muscle force. A relatively high pull-off force is needed for the
contact breakage. These characteristics make the mushroom-shaped ge-
ometry more suitable for the realization of bio-inspired adhesive since
a long term attachment without the constant external load application
is required. Moreover, it has been demonstrated that in dry adhesives,
mushroom shapes are much more efficient than flat-punch contact ele-
ments [47].
Mushroom-Shaped Adhesive Microstructures (MSAMSs) are usually
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Figure 23: Contact shapes of biological attachment systems. Adapted from
[35].
produced using polymers as polyurethane, PDMS, or polyvinylsiloxane
(PVS) through soft molding technique. The result is shown in Figure 24.
A sketch of the singular pillar, which is the singular mushroom-shape






(c) Side view, close up
Figure 24: Mushroom-shaped fibrillar adhesive micro-structures made of
PVS.
The pillar geometry needs to be optimised considering the stress dis-
tribution dependence on the stalk radius (Ri) and contact plate radius
(Re) and thickness (s) in order to avoid stress singularities [35], because
stress peak does not guarantee the correct adhesion between the sub-
strate and the pillar.
In the case of an optimized geometry, if a tensile load acts on a pillar
of the MSAMSs, the detachment is governed by two types of debonding
mechanisms: (i) crack nucleation in the middle of the contact interface,
known as mode II, and crack propagation toward the outer edge and
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Figure 25: Interfacial stress distribution of different pillars stress. Source
[35].
Figure 26: Single mushroom-shaped pillar upon the action of a pull-off force
P tilted by an angle α. Adapted from [35].
(ii) homogeneous separation due to the achievement of the theoretical
contact strength of intermolecular van der Waals interactions. Moreover,
the pull-off force required for the detachment of the pillar depends on
the tilt angle (α) (see Figure 26). Hence, the contact rupture can then be
controlled by increasing the tilt angle.
Mushroom-shaped technology has several advantages compared to
conventional pressure-sensitive adhesives since it is glue-free, and switch-
able, reversible, and can be used underwater [35]. MSAMSs are also re-
sistant to many attachment cycles and the contamination can be easily
removed by washing. They have been used to allows robots to climb
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(a) (b)
Figure 27: (a) Components of the climbing robot Waalbot II with labeled
components and an inset of a SEM image of the MSAMSs adhesive used in
the footpads. (b) Climbing payload capacity of Waalbot on smooth vertical
surfaces. Adapted from [48].
vertical glass walls [48] (Figure 27) and as skin patch for health monitor-
ing [49] (Figure 28).
1.3 Objectives and outline of the thesis
Intending to understand the mechanical phenomena that may take place
at the interface between different materials, simply in contact or joined
through an adhesive, the present research project explores the role of
complex interfaces and functional surfaces in the overall performance
of a multi-component product, focusing on different topics and applica-
tions.
Firstly, the thesis examines the influence of the morphological prop-
erties of the surface on the stress transfer between components directly
in contact in the context of computational contact mechanics. The re-
search focuses on the development of a new variational approach and its
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Figure 28: Skin patch for health monitoring systems with MSAMSs adhe-
sive. Adapted from [49].
related finite element formulation that overcomes the issue of requiring
an accurate representation of roughness, treating the interface as nomi-
nally smooth at the macro-level and embedding, at the micro-level, the
actual rough topology. A multi-scale FEM-BEM formulation is proposed
in Chapter 2 to address large-scale contact problems without smoothing
out the influence of the roughness at the micro-scale. The formulation
considers a 2D frictionless normal contact problem and the coupling be-
tween the micro- and macro-scale has been implemented by exploiting
three alternative approaches for accelerating the computations.
The second topic of the thesis, developed in Chapter 3, aims at study-
ing the mechanical behavior of structural adhesives. In this chapter, the
effect of roughness and adhesive thickness on the peeling response of
a silicone-based adhesive bonded to a polymeric substrate has been ex-
perimentally investigated through peeling tests. The effect of the surface
morphology on the cohesive failure of the adhesive has been modeled
starting from the collected experimental data. The simulation of the joint
has been performed using standard finite elements for the adherends and
zero-thickness interface finite elements for the adhesive, using a cohesive
zone model approach.
Moreover, the research project focuses on the simulation of biolog-
ically inspired adhesives with mushroom-shaped micro-structures, us-
ing a computational model to reproduce experimental data and evaluate
the adhesive performance on more complex applications. This topic has
been explored in Chapter 4.
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Finally, in Chapter 5, the failure of bilayer structures with material
mismatch has been analyzed to assess the reliability of layered structures
used, for example, in stretchable devices. The polymeric nature of adhe-
sives and flexible substrates has been considered coding a phase-field
finite element with a hyperelastic constitutive model to simulate crack
initiation and propagation in bilayer structural joints.







In this chapter, a multi-scale method for contact mechanics problems is
presented to address the simulation of rough contact interfaces between
two bodies considering the presence of roughness at the interacting sur-
faces. Since industrial products have a size-scale usually much bigger
than the microscopical size-scale of roughness, an effective approach is
needed to take into account both the bulk properties of the components
coming into contact and the surface topography influence on the overall
performance. A multi-scale approach that combines the Finite Element
Method (FEM) for the mechanics of the bulk components and the Bound-
ary Element Method (BEM) at the microscopic scale for solving the rough
contact problem has been developed.
Rough contact has been widely studied in contact mechanics to com-
pute contact variables, such as contact pressure, contact stiffness and real
contact area, and deformation and stress states of the bodies considering
the presence of roughness. In particular, an overview of the different
approaches available in the literature for simulating the effect of rough-
ness is provided in Section 2.1. In Section 2.2 the variational formulation
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of the problem is introduced together with the micro- and macro-scale
models, afterwards their coupling is presented in Section 2.3. Section
2.3.4 is devoted to numerical examples and discussion of the computa-
tional advantages of the proposed approach.
Nomenclature
Ωi i-th body domain
δΩDi Dirichlet boundary of the i-th body
δΩNi Neumann boundary of the i-th body
Γ Interface between the two bodies
Γi Interface boundary of the i-th body
Γ∗ Macro-scale smooth representation of Γ
Γ∗i Macro-scale smooth representation of Γi
x, y, z Coordinates at the macro-scale
ui Displacement field of the i-th body
x Position vector
εi Small Deformation strain vector of the i-th body
σi Cauchy stress tensor vector of the i-th body
Ψ(εi) Helmholtz free-energy
C Constitutive operator for the i-th solid
ei,max Maximum peak to valley distance for Γi
L Characteristic length for Ωi
∆u = u1 − u2 Relative displacement field
ni, ti Normal and tangential vectors of Γ∗i
n, t Normal and tangential vectors of Γ∗
g = (gn, gt)T Gap field across the interface
p = (pn, pt)T Contact pressure vector at the interface
M Averaging operator
wi Gauss quadrature weight for the i-th integration point
detJ Determinant of the Jacobian of the element coordinates transformation
gn,i, pn,i Normal gap and the normal contact pressure at the i-th Gauss Point
$\mathbf{d} Nodal displacement vector
R Rotation matrix
N Shape function matrix
L Matrix operator
r Coordinate of the natural reference system
R(k), Residual vector at the k Newton-Rapson iteration
K(k) Tangent stiffness matrix at the k Newton-Rapson iteration
C Interface constitutive matrix
ξ = (ξ1, ξ2)T Position vector at the micro-scale
ei(ξ) Elevations field of Γi measured from Γ∗
e∗(ξ) Elevation of the composite topography
e∗max Maximum peak-to-valley distance for the composite topography
Ei, νi, Gi Young’s module, Poisson ratio and Shear modulus of the i-th body
E, ν,G Composite elastic parameters
u(ξ) Normal displacement of the half-space
u(ξ, gn) Indentation of the half-space
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Nomenclature
w(ξ, gn) Half-space displacement elastic correction
p(ξ) Normal contact pressure at the micro-scale
P Total contact force
l Lateral size of the discretized rough surface
n Resolution paramenters
NxN Number of grid cells, N = 2n + 1
a Lateral size of a cell
e∗i,j , ui,j , ūi, j Height, half-space displacement and indentation of the i, j cell
wi, j Displacement elastic correction of the i, j cell
ē∗ Mean elevation of the discretized rough field
s Root mean square of the discretized rough field
H(ξ, η),H Green’s function continuous and discretized forms
C Cholesky factorization of H
u∗,p∗ optimal normal displacement and optimal contact force vectors
p Averaged contact pressure
α Coefficient depending on the mesh size of the surface grid
w0 Elastic uniform displacement for the body elastic compliance
δt, δr Total displacement and roughness related displacement
δc Augmented displacement for the BEM algorithm
pi pn value at the iteration i of the pressure correction procedure
err Relative error for the pressure correction procedure
a, b Power-law fitting function coefficients
gtn,k, p
t
n,k pn and gn at the k-th Newton-Rapson iteration at timestep t
∆gtn,k gn pertubation at the k-th Newton-Rapson iteration at timestep t
gtn,k+1, p
t
n,k+1 Perturbed gn and pn at the k-th Newton-Rapson iteration at timestep t
∆ Imposed displacement in the benchmark test
h∗(gn) Distance between the smooth reference plane
and the mean plane of the rough surface
2.1 Contact of rough surfaces
The performance and reliability of a mechanical joint are heavily influ-
enced by the geometrical/topological features of the interacting surfaces.
Any local imperfections and deviations from the ideal flatness of the sur-
face can play a crucial role in stress transfer between the bodies, friction,
wear, and lubrication. Besides the mechanical properties, also thermal
and electrical conductance, optical properties, and fluid-solid interac-
tions are influenced by the presence of roughness.
In fact, the inevitable roughness on the contacting surfaces causes in-
timate contact to be restricted to a few microscopic actual contact areas
constituting a small percentage of the nominal contact area, as firstly in-
32
troduced by Bowden and Tabor in [50].
Subsequently, starting from one of the best-known results in mechan-
ics, the Hertzian analysis of the elastic contact between two spheres,
in 1966 Greenwood and Williamson [51] extended the Hertz’s result to
rough surfaces and giving the base for many subsequent theories used
in tribology [52, 53, 54]. In the Greenwood and Williamson’s theory, the
rough surface is described through an exponential distributions function
of the surface heights and it is assumed that the asperities have the same
radius of curvature, behave independently and deform as a Hertzian
sphere. A more complex statistical distribution of the elevations and cur-
vatures are introduced in [55], while the interaction between the asperi-
ties has been later analyzed in [56]. Based on a fractal description of the
rough surfaces, in the 1990s, different models exploited the multi-scale
features of roughness as in [20, 22, 8].
The mentioned efforts focused mostly on the characterization of the
interface interactions between the contacting surfaces, neglecting the me-
chanics of the bulk. Moreover, the analytical methods can deal with
a limited number of cases, in other more complex situations numerical
methods are needed. A numerical formulation of a contact problem re-
duces the contact interface to a set of discrete nodes and to a finite set
of algebraic equations [57]. Mathematically, the discrete problem differs
from the continuum problem, though the value of the numerical method
depends on the assumption that, with appropriate mesh refinement, the
predicted physical relations will approach those of the continuum prob-
lem asymptotically.
In the literature, the most common approaches are (i) the Bound-
ary Element Methods, where, on the same line of semi-analytical ap-
proaches, only the surface of the bodies is examined, and (ii) Finite El-
ement Methods in which also the surrounding continuum is considered.
The boundary element method, first introduced in 1977 [58] and ap-
plied to contact mechanics within the work of Andersson and Allan-
Persson [59], has been historically preferred because of the minor com-
putational effort than the finite element one, since the discretization of
both rough surface and bulk increases the dimension of the problem. In
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the boundary element method, the deformable body beneath the rough
surface is commonly assumed as a half-space or a half-plan. For a linear
elastic problem, the methods lead to an integral equation, the so-called
Green’s function, that relate the displacement at a generic point to the
action of a concentrated force on the surface caused by the contact inter-
action. Discretizing the half-plane with a grid of boundary elements, per-
forming the numerical integration over each boundary element, and as-
sembling the solution matrix, the unknown quantities (either the surface
displacement or traction per node) can be solved numerically from the
set of linear equalities and inequalities stemming from the contact con-
ditions using constrained optimization methods. Different algorithms
are available in the literature, Bemporad and Paggi [60], provided an
overview of different available solution algorithms. Within the same
publication, a warm-started Non-Negative Least Squares (NNLS) algo-
rithm is proposed and it will be used and described later in this chapter.
The generalization of BEM to finite-size geometries and inhomoge-
neous material is not straightforward and it has been attempted in [61]
and [62]. In this framework, the finite element methods demonstrate bet-
ter capabilities and it has been applied in the case of interface constitu-
tive nonlinearities as in [63], and material nonlinearities. For examples,
the elastoplastic behavior is considered in [64], and viscoelastic materials
involving frictional dissipation are exploited in [65].
Remarkable applications of the FEM can be found in the case of multi-
field problems, involving heat-transfer [66, 67] or in reaction-diffusion
problems [68], where the BEM has not been applied so far.
The size-scale of the components involved in industrial products still
constitute an open problem because the above mentioned finite element
techniques are designed only for micro-scale computations, compara-
ble with the roughness scale. To overcome this issue, multi-scale ap-
proaches can be considered. In this regard, large-scale finite elements
simulations of contact problems using a refined constitutive model for
including roughness effects can be found in [69] and in [70], where a fi-
nite element contact model with a fine mesh at the interface has been
proposed exploiting local refinement techniques. In the already cited
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[66], the authors developed a modified nonlinear penalty formulation at
the macro-scale using a micro-mechanical model solution in closed form,
with the drawback of introducing some assumptions on the statistics of
the heights field. Moreover, a multi-scale FEM approach using surface
interpolation techniques and micro-scale off-line computations for fric-
tional contact has been proposed in [65], mentioned also above for the
viscoelastic material model.
As compared to the previous methods proposed in the literature, the
approach presented in this thesis does not rely on a closed-form solu-
tion at the micro-scale associated with a specific microscopical contact
model, which implies assumptions on roughness statistics. The pro-
posed method, in fact, allows using directly any kind of height fields,
available from profilometric acquisitions or numerically generated, sim-
ply as input data for the problem. Furthermore, the macro-scale model
benefits from the advantages of the FEM, that can simulate more com-
plex geometries than the half-plane assumed for the BEM, and can be
extended to frictional and multi-field contact problems.
The next sections present the variational formulation of the mechani-
cal problem and clarifies the coupling between the FEM and BEM at the
different scales, exploiting a new interface finite element.
2.2 Variational formulation
This section delineates the variational formulation for the contact prob-
lem between two solids with a rough interface. Firstly, the strong differ-
ential form describing the mechanics of the bodies and the contact condi-
tions at the interface is presented. Then, the corresponding weak form is
derived, providing the basis for the interface finite element formulation.
2.2.1 Strong form of the governing equations
Consider two deformable bodies occupying the domains Ωi ∈ R2 (i =
1, 2) in the undeformed configuration, where a point position is defined
by the reference system Oxyz or Oxz in the case of a two-dimensional
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setting, which is used in the following presentation for the sake of sim-
















Figure 29: The solid domains Ωi (i = 1, 2) and the interfaces Γi (i = 1, 2).
In the most general case, let us introduce, for each body, a displace-
ment field ui = (ui, vi)T, that maps the transformation from the unde-
formed configuration to the deformed ones, and vice versa. Such func-
tions are thereby assumed to be continuous, invertible, and differentiable
functions of the position vector x = (x, z)T within each body [71]. As cus-
tomary [63], inside each deformable solid, the small deformation strain
tensor εi (i = 1, 2), defined as the symmetric part of the displacement
gradient: εi = ∇sui, is introduced. In the sequel, using the standard
Voigt notation, the strain tensor components are collected in the vector
εi = (εxx, εzz, γxz)
T
i . In the same way, the Cauchy stress tensor compo-
nents are defined in the vector σi = (σxx, σzz, τxz)Ti .
The two solids are separated by an interface Γ defined by the opposite
boundaries Γi (i = 1, 2) of the two domains, viz. Γ =
⋃
i=1,2 Γi, where
contact takes place. The whole boundary of the i-th body, ∂Ωi, can be
divided into three sections:
• the Dirichlet boundary ∂ΩDi where displacements are imposed;
• the Neumann boundary ∂ΩNi where tractions are specified;




























Figure 30: Smoother representations of the interface Γ∗1 and Γ∗2 and respec-
tive normal and tangent unit vectors.
Here, we assume that Γi is nominally smooth but microscopically
rough, thus introducing a scale separation. A smoother representation
of each interface, Γ∗i , is then introduced by considering a surface parallel
to the average one of the rough surface Γi and passing through its lowest
point, i.e. the deepest valley (see Figure 30).
The formulation is not restricted to macroscopically flat surfaces, but
it has general validity, and includes curved surfaces. In this latter case, it
is possible to distinguish the roughness from the form of the solid. The
lowest point of the rough surfaces would be hence determined consider-
ing the maximum distance with respect to the surface of the form along
the normal direction to this latter surface. Another possible approach
considers the surface to be macroscopically flat and includes the form in
the rough description at the micro-scale. The reference surface for defin-
ing the lowest point would be represented in any case by the smooth
macroscopic description. The scale separation holds if the following hy-
potheses are satisfied:
• ei,max << L, where ei,max is the maximum peak-to-valley distance
for the i-th rough surface and L is a characteristic length for Ωi;
• ei,max << R for every point of Γ∗i , where R is the local radius of
curvature of Γ∗i .
The two reference curves Γ∗1 and Γ∗2 are distinct lines separated by a
distance t, which defines the interface thickness at the micro-scale, while
37
at the macro-scale such a distance is negligible, thus allowing to consider
them distinct but coincident lines which concur to define Γ∗. Hence, the
smooth representation of the interface Γ∗ is used to solve the problem at
the macro-scale and for the definition of the governing equations of the
system.
Moreover, as a result of the scale separation, at the macro-scale level,
conforming contact takes place over the nominal contact area apriori de-
fined by Γ∗, while at the micro-scale, non conforming contact between
the two opposite rough surfaces holds. At the initial condition, the ac-
tual contact area between the undeformed surfaces Γi can be determined
by their geometry.
Consider, also, the tangential and normal unit vectors ti(x, z) and
ni(x, z) at any point of Γ∗i , with ni pointing outwards from the domain
Ωi. The two coincident smoother surfaces are parallel to each other be-
cause we assumed that two non-conformal profiles are microscopically
rough but nominally smooth, and therefore n1(x, z) = −n2(x, z) and
t1(x, z) = −t2(x, z), ∀x, z on Γ∗. As a result, unique tangential and nor-
mal unit vectors n and t (assumed to be coincident with n1 and t1) can
be defined, and Γ∗ can be described by a zero-thickness interface model.
At the interface Γ∗, the configuration of the system is described by
the gap field across the interface g = (gn, gt)T, which is mathematically
defined as the projection of the relative displacement field ∆u = u1 −u2
onto the normal and tangential directions of the interface. The math-
ematical expression for the g is described later in Eq. (2.8) with more
details.
Supposing the absence of body forces, the linear momentum equa-
tion of the system provides the strong (differential) form of equilibrium
for each body, equipped with the Dirichlet and the Neumann boundary
conditions acting respectively on ∂ΩDi and ∂Ω
N
i , where i = 1, 2. Further-
more, the interaction between the two bodies is described by the contact
conditions on Γ∗, so that the strong form of equilibrium reads:
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∇ · σi = 0 in Ωi, (2.1a)
ui = û on ∂ΩDi , (2.1b)
σi · n = T on ∂ΩNi , (2.1c)
gn > 0, pn > 0 on Γ∗ (2.1d)
gn ≤ 0, pn = 0 on Γ∗ (2.1e)
where û and T denote, respectively, the imposed displacement and the
applied traction vector, while pn is the nominal pressure at the contact
interface, and depends on the normal component of the relative displace-
ment, gn. The sign convention adopted in this Chapter considers the gap
gn to be zero at the initial condition, and to be positive-valued when the
initial distance between Γ∗1 and Γ2 reduces (the bodies are getting closer),
corresponding to a positive contact pressure pn. Since the adhesion be-
tween the bodies is neglected, a negative gap represents the detachment
of the bodies and corresponds to pn = 0. The nominal pressure pn(gn) is
an unknown variable for the macro-scale problem and it is computed us-
ing the boundary element method at the micro-scale level, as described
in the Section 2.3.2.
In order to solve the Eq. 2.1, recalling standard thermodynamics ar-
guments, a general constitutive stress-strain relation is considered for
the i-th material domain: σi := ∂εiΨ(εi) and Ci := ∂2εiεiΨ(εi), whereby
Ψ(εi) is the Helmholtz free-energy function for body i, whereas σi and
Ci are, respectively, the Cauchy stress tensor and the constitutive oper-
ator. In the present formulation, a linear elastic material law has been
considered. However, the given framework can be adopted also for the
nonlinear case.
The constitutive response of the interface should be introduced by
distinguishing between the normal and the tangential directions. Al-
though the present formulation can encompass any type of interface in-
teractions, we restrict our attention to the frictionless normal contact
problem and we neglect the influence of adhesion.
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2.2.2 Weak form of the equilibrium equations
According to the principle of virtual work, a virtual displacement field
vi and a virtual normal gap gn(∆v) at the interface Γ∗ are introduced in
order to compute the weak form of the equilibrium equations associated



















The test function in the i-th body fulfills the condition vi = 0 on ∂ΩDi ,
whereas the contact conditions on Γ∗ can be formulated as:
pn(gn) =
{
pn if gn > 0,
0, if gn ≤ 0.
(2.3)
The contact conditions on Γ∗ impose that the corresponding integral
is greater or equal to zero everywhere on Γ∗. Thus, the solution of the












TTv2 d∂Ω ≥ 0.
(2.4)
The displacement field ui solution of the weak form in Eq. (2.2) is
such that it corresponds to the minimum of Π for any choice of the test
functions vi.
2.3 Multi-scale contact formulation
The present Section introduces the discretization of system with main fo-
cus on the interface model. In fact, for the bulk, standard linear quadri-
lateral or triangular isoparametric finite elements can be invoked, while,
at the interface, the solution of the presented contact problem is treated
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at two different levels. At the macro-scale, a zero-thickness interface fi-
nite element is employed to model interface interactions. The integral
expressions for the stiffness operator and the residual vector are approx-
imated via a Gaussian integration, as explained in detail in Section 2.3.1,
using the values of the contact pressure evaluated by solving, for each
Gauss point, the micro-scale problem. The latter is solved considering
an equivalent contact problem between the rough surface and an elastic
half plane exploiting the boundary element method, see Section 2.3.2.
The macro-scale interface discretization is treated under 2D plane
strain assumption, while the micro-scale is 3D, and deals with two sur-
faces coming into contact. As stated in the previous section, the nominal
pressure computed at the micro-scale is used at the macro-scale into the
interface finite element. For guaranteeing the consistency between the
two scales, the average pressure acting on the surfaces and evaluated us-
ing the BEM is multiplied by a unit depth before passing it to the FEM
model. The same approach can be developed considering a 3D model
also for the macro-scale discretization.
2.3.1 Finite element discretization of the interface at the
macro-scale
The macro-scale discretization of the interface exploits the formulation
of interface elements used in non-linear fracture mechanics for cohesive
crack growth which is further specialized to account for the effect of
roughness at a microscopical level. This 4 node isoparametric interface
finite element is characterized by nodes 1 and 2, belonging to Γ∗2, and by
nodes 3 and 4, which belong to Γ∗1, see Figure 31.
Using the described interface finite elements, the integral on Γ∗ in













where the subscript h refers to the discretised geometrical features of the
interface, the subscript e denotes a single interface element contribution










Figure 31: Sketch of the interface finite element topology.
The element formulation is related to a middle line obtained by aver-
aging the position vectors of the two sides of the interface. The position
vector of a generic point on the middle line, x̂, can be computed using an
averaging operator M:
x̂ = Mx (2.6)
The latter equation allows to determine the nodal points 1∗ and 2∗ along
the middle line of the interface. Each interface element is mapped into
a natural reference system, having origin in the center of the element,
such that the position of a point along the middle line can be specified by
a dimensionless parameter,r, whose absolute magnitude never exceeds
unity. The introduction of the middle line of the element allows also the
definition of the normal and tangential unit vectors n and t representing
the local reference system of the element.
Each element contribution is then computed using the two points
Gauss quadrature formula:∫
Γ∗e
p(gn)gn dΓ = det J
∑
i=1,2
wi pn,i gn,i (2.7)
where gn,i and pn,i are the normal gap and the normal contact pressure at
the i-th Gauss Point, wi is the weight for the i-th integration point, and
det J is the standard determinant of the Jacobian of the element coordi-
nates transformation from its global reference frame (Oxz) to the natural
reference system.
In the latter equation, both the normal gap gn and the nominal pres-
sure pn(gn) are required. The gap at any point inside the interface finite
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element, g = (gt, gn)T, is derived from the nodal displacement vector
d = (u1, v1, . . . , u4, v4)
T, which collects the displacements components u
and v of the four interface finite element nodes. The relative displace-
ments of the nodes 1-4 and 2-3 can be computed applying a matrix op-
erator L which calculates the difference between the displacements of
nodes 1 and 2 with respect to those of nodes 4 and 3.
At this point, the relative displacements at any points of the interface
finite element are evaluated by the multiplication of the nodal values
with the matrix N that collects the standard linear shape functions at the
element level.
Finally, we need to get the projections of the relative displacements
on the local coordinate system of the interface finite element (normal and
tangential gap). For this purpose, the rotation matrix R, defined by the
components of the unit vectors t and n, is introduced.
In formulae, we have:
g = −RNLd, (2.8)
where the operators present the following matrix form:
L =

−1 0 0 0 0 0 1 0
0 −1 0 0 0 0 0 1
0 0 −1 0 1 0 0 0




N1 0 N2 0
















where nx, nz , tx and tz are the components of the unit vectors n and t
along the x and z directions.
Since we restricted our attention on the frictionless normal problem,
only the normal component of g, gn, is used in Eq. 2.7. The other un-
known value in that equation is the normal contact pressure pn that,
as anticipated before, is computed according to the boundary element
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method accounting for micro-scale contact interactions as explained in
the following subsection.
Supposed that the nominal pressure has been evaluated, the interface
finite element formulation provides, after the assembly operation, a non-
linear algebraic system of equations, due to the intrinsic non-linearity in-
troduced by the contact conditions. A Newton-Raphson scheme is herein
adopted to solve the implicit non-linear set of equations:
K(k)∆d(k) = −R(k), (2.10a)
d(k+1) = d(k) + ∆d(k), (2.10b)
where the superscript k denotes the iteration inside the Newton-Raphson
loop.
At the element level, the residual vector R(k)e and the tangent stiffness





























The formulation requires herein to specify ∂pn/∂gn, depending on the
sign of the normal gap.
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2.3.2 Boundary element method for micro-scale interac-
tions
The computation of pn at each Gauss Point, left pending in the previous
subsection, is here explained starting from the formulation of the contact
problem at the micro-scale, which involves, in general, two deformable
rough surfaces.
The equations governing the micro-scale contact problem of two de-
formable rough surfaces, whose heights field has been previously ac-
quired through profilometric analysis or numerically generated, can be
solved, for simplicity, using an equivalent system as demonstrated in
[72]. The two deformable rough surfaces can be substituted with a rigid
rough surface indenting an elastic half-plane with composite elastic pa-
rameters.
The heights field of the rigid rough surface is obtained considering
a composition of the topography of the two original surfaces. Let e1(ξ)
and e2(ξ) be the elevations of the rough surfaces measured from their
macro-scale smooth representation,where ξ = (ξ1, ξ2)T is a position vec-
tor referring to the surfaces local reference system, as in Figure 32(a). As
already stated, the smooth reference surfaces (dashed lines) are sketched
in Figure 32(a) where they are represented as flat profiles for the sake of
simplicity, even though the formulation can be applied also to curved
surfaces.
The elevation of the composite topography can be evaluated as:
e∗(ξ) = e1(ξ) + e2(ξ)−min[e1(ξ) + e2(ξ)] (2.14)
measured from a new datum set in correspondence of the lowest point,
with distance e∗max from the reference surfaceas shown in Figure 32(b).
As illustrated in [57, 73], the composite elastic parameters of the flat





































(b) Composite topography described by e∗(ξ).
Figure 32: Transformation of two rough profiles (a) into a flat line, the elastic
part, and a profile with composite topography (b), i.e. the rigid indenter.
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where Ei, νi, and Gi = Ei/[2(1 + νi)] denote, respectively, the Young’s
Modulus, the Poisson ratio and the shear modulus of the original bodies.
In the same way, the composite Poisson ratio ν is related to G and E via
ν = E/(2G)− 1.
The micro-scale contact problem of the described equivalent system
is solved under displacement control, for each Gauss point of the inter-
face finite elements, considering a far-field displacement in the direction
perpendicular to the undeformed half-space, equal to gn computed at
the macro-scale. At the initial condition, when gn = 0, the assumption
that only the tallest height of the composite topography touches the half-
plane, with a resulting zero normal traction, has been made. For each
value of gn > 0, a non-zero contact area and a corresponding total nor-
mal force, P , can be computed. The total normal force, represented by
the surface integral of the contact tractions over the interface, is evalu-
ated using the BEM implementation proposed in [60]. The average nom-
inal pressure pn, needed at the macro-scale, can be herein computed as
the ratio between the total normal force and the nominal contact area.
According to the boundary element method, the deformation of the
half-space at any point can be described by the normal displacement
u(ξ), where ξ is the position vector related to the point, with respect to
the underformed state. A 2D sketch of the micro-scale contact problem
is shown in Figure 33. For a given far-displacement gn imposed to the
flat half-space, its rigid body motion is represented by the black dashed
lines, whereas the deformed configuration is represented by the black
solid line.
The displacement is related to the pressure p(η) through the so-called
Green’s function, noted as H(ξ,η), that relates the displacement of a
generic point of the half-space to the action of a concentrated force on





where S is the half-space.







Figure 33: Illustration of the contact problem between a rigid rough surface,
solid blue line, and an elastic half-plane, for a given far-field displacement
gn. The rigid body motion of the half-plane is indicated by the dashed black
lines, while its deformed boundary by the solid black one.







where || · || represents the Euclidean norm. As already mentioned, the
total contact force P can be evaluated by integrating the pressure field





As shown in Figure 34, the deformed configuration of the half-space
makes the points to be of three types:
• not in contact from the beginning (a), because the far-field displace-
ment is not enough to fill the gap to the corresponding elevation of
the rough surface;
• losing contact due to elastic interactions (b);
• in contact after taking into account elastic interactions (c).
At each point in contact, the indentation of the half-space is given
by u(ξ, gn). Introducing the quantity w(ξ, gn) = u(ξ) − u(ξ, gn) (Fig-













(a) Different types of points of the rigid rough surface according to the de-
formation of the half-space: (a) not in contact, (b) not in contact due to elastic









(b) Magnification of the point (b) and sketch of the quantities u(ξ),w(ξ) and
ū(ξ).
Figure 34: Deformed configuration of the half-space at a given far-field dis-
placement gn.
can be written as:
w(ξ, gn) ≥ 0, (2.19a)
p(ξ) ≥ 0, (2.19b)
w(ξ, gn)p(ξ) = 0, (2.19c)





Figure 35: Example of the discretization of the rough surface in a square
grid.
is then represented by the couple of the values u(ξ) and p(ξ) that satisfies
Eq. (2.16) together with (2.19). This infinite dimensional problem can be
solved numerically by discretizing the rough surface.
A square grid with lateral size l and resolution parameter n has been
considered, such that the grid is composed ofN×N cells withN = 2n+1
boundary elements per side. The lateral size of each boundary element
is a = l/(2n + 1). In the examples proposed in the next section, a random
midpoint displacement algorithm has been used to generate the height
field e∗i,j (with i = 1, ..., N , j = 1, ..., N ) of the rough surface, although
any data field obtained from experiments can be used as input, without
any restriction (see Figure 35). To compare the results of the method, dif-
ferent microscopically rough surfaces have been considered and, for each
of them, a preliminary statistical characterization gives the mean eleva-
tion ē∗, the maximum elevation e∗max, and the root mean square rough-
ness s.
A unit cell of the surface grid is denoted with Si,j , while its central
coordinate is defined as ξi,j ,
∫
ξ∈Si,j ξdξ, the displacement and the re-
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In the same way, the discretised form of u can be defined as:
ui,j , gn − e∗max + e∗i,j (2.22)
Each term of the matrix H represents the Green’s function in Eq.
(2.17) averaged on an elementary cell of the surface grid and corresponds
to the displacement induced by a uniformly loaded square. The matrix









if i 6= k, j 6= l, (2.23)
The discretized matrix form of the problem thus reads:
w = H · p− u, (2.24a)
w ≥ 0, p ≥ 0, w · p = 0, (2.24b)
where wi,j , ui,j − ui,j is the vector of elastic corrections to the displace-
ments.
The problem has a unique solution for any gn ≥ 0 since H is symmet-
ric and positive definite because of the property of linear elasticity. The






s.t. p ≥ 0. (2.25b)
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for which the equations in (2.24) represent the Karash-Kuhn-Tucker op-
timality conditions.
Moreover, the problem can be written effectively as a non-negative
least squares problem introducing a Cholesky factorization of the com-







s.t. p ≥ 0. (2.26b)
An active-set method has been implemented in the interface finite el-
ement as proposed in [60], together with the proposed warm-start tech-
nique that takes advantage of the monotonic increasing (or decreasing) of
pressure by increasing the far-field displacement. In a quasi-static simu-
lation, the contact forces determined for a certain value of gn can be saved
in a history variable and used as an initial value for the optimization of
the next step. The algorithm converges to the normal displacement vec-
tor u∗ and the optimal contact force vector p∗ from which we can derive
the normal pressure pn required at the macro-scale.
The evaluation of pn from the computed contact pressure requires a
further step since the boundary element method accounts for both the
half-place deformation and the surface roughness effect. Since the elastic
compliance of the bulk is already included at the macro-scale within the
FEM framework, the contribution of the elastic compliance of the half-
space has to be removed from the BEM result. It is necessary to evaluate
the elastic deformation associated with the micro-scale problem and ap-
ply a correction to the obtained pressure field.
For this purpose, let us consider the problem of a flat rigid inden-
ter, with dimension lxl over an elastic half-plane. An averaged nominal





where the coefficient α depends on the mesh size used for the surface
grid. In our problem, starting from a given w0, p is derived through the
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above-explained BEM algorithm for the flat rigid indenter, to compute in
advance the value of α for different surface resolution n. The values are
given in Table 3, whereas different methods to obtain the limit value of α
when the mesh size approaches the continuum description can be found
in [57, 74, 75].
n 1 2 3 4 5 6 7 8
α 0.778 0.806 0.826 0.841 0.852 0.858 0.862 0.865
Table 3: Values of the coefficient α computed by solving the problem of a
rigid flat indenter in contact with an elastic half-plane with the BEM algo-
rithm, for different values of the surface resolution parameter n.
Known the value of α, for a set of far-field displacement δ and the
corresponding nominal pressure p, the effect of roughness can be isolated
applying the Eq. (2.27), so that the roughness related displacement is
δr = δt − w0(pt) and the corrected curve is obtained by subtracting the
BEM curve to the linear elastic contribution. In Figure 36, the qualitative
representation of the subtracting procedure is shown, and we can notice
that the identified roughness contribution is stiffer than the one resulting
from the overall system.
It must be underlined that this subtracting procedure is not directly
applicable in the interface element routine, since the macro-model pro-
vides to the micro-model a single displacement gn for each Newton-
Raphson iteration at each Gauss point, instead of a series of displacement
δ which are the necessary input for the above-mentioned procedure.
In other words, the subtracting procedure requires the knowledge of
the entire total contribution curve, while the implemented formulation
provides only a point of the curve, as depicted in Figure 37, where the
result of the BEM algorithm for a given displacement gn is noted as point
(a). The desired value of pressure would be pc (point (b)) cannot be eval-
uated directly through the subtracting procedure, since it corresponds to
the point (c) on the total contribution curve that is also unknown. It cor-
responds to an augmented input displacement for the BEM algorithm
δc = gn + w0(pc) where the elastic displacement w0 would require the
knowledge of pc itself. To compute this augmented displacement, an it-
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Figure 36: Qualitative representation of pressure vs. imposed displacement
curve considering the elastic contribution (green dashed line), the rough-
ness contribution (red dashed curve), and their combined effect (blue solid
curve) as obtained by the BEM algorithm.
erative procedure has been established.
The iterative approach starts from the evaluation of the pressure p1(gn),
and the corresponding displacement correction w10(p1). Using the aug-
mented displacement δ1c = gn + w10 , a new value of nominal pressure
p2(δ1) is found. At the i-th generic iteration, the corrected displacement
reads:




At this point, the relative error on the nominal pressure is evaluated,






and, the procedure stops when it is less than an imposed tolerance cho-
sen according to previous convergence studies as shown in the numeri-
cal examples section. The resulting average pressure is herein ready to
be read by the interface finite element at the macro-scale level.
The algorithm for the solution of the contact problem at the micro-
scale is summarized in the box 1.
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Algorithm 1: Micro-scale BEM subroutine
Input : Normal gap gn, Number of grid points N , lateral size l, Young’s
Modulus E, Nominal surface area A, Surface data, Tolerance ε,
Maximum number of iterations imax, Surface flag fl = 0 at the first
timestep.
Initialization: Iteration counter i, w0,u∗,p∗,p0, N0, p, pi−1, ξ1, ξ2, e∗, δ, δc,
err, History variableHst
if fl == 0 then
Read the surface data:
ξ1 ← grid points coordinates in direction 1
ξ2 ← grid points coordinates in direction 2
e∗ ← heights field






while err ≤ ε and i ≤ imax do
δc ← gn + w0
if i > 1 then
Call Warm-Start procedure:
begin
Input : N, ξ1, ξ2, Coordinates of the points in contact from the
previous iteration ξc,1, ξc,2, Contact pressure from the
previous iteration p∗
See Reference [60]-Algorithm 4 for the procedure details
Output: Initial guess for the contact pressure p0, Initial guess of
points in contact N0 having coordinates ξ0,1, ξ0,2
end
end
Call Non-Negative Least Squares (NNLS) procedure:
begin
Input : δc, N, ξ1, ξ2, e∗,p0, N0, ξ0,1, ξ0,2
See Reference [60]-Algorithm 3 for the procedure details















Output: Normal contact pressure pn
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Figure 37: Since point (b) is not directly derivable in the element routine,
starting from point (a) the iterative procedure evaluates the pressure in (c)
which guarantees equilibrium betweenw0, gn and δc and gives the corrected
pressure related to gn.
2.3.3 Implementation details and different approaches for
the multi-scale coupling
The interface finite element has been coded as a user element for FEAP,
exploiting a Newton-Raphson solution scheme. At each time step and
for each Gauss point, the contact pressure pn(gn) is computed by calling
the subroutine which contains the explained algorithm for the solution of
the BEM model and the pressure correction procedure (Algorithm 1). As
seen in the section regarding the micro-scale model, the BEM subroutine
is called to compute the nominal pressure pn. However, the interface fi-
nite element requires also the computation of the Jacobian of the element,
in particular, it needs the contact stiffness ∂pn/∂gn. Three coupling ap-
proaches have been explored for its evaluation since the computational
effort is heavily influenced by the Jacobian computation.
The first approach proposes a full integration of FEM and BEM us-
ing an approximation of the Jacobian for the iterative update scheme.
For the current k-th Newton-Raphson iteration at the timestep t, the
BEM subroutine is called once using gtn,k as the far-field displacement
56





n,k. This latter value corresponds to the pressure in-








Since an approximation of the Jacobian is used for the iterative update
scheme, this approach is called FEM-BEM Quasi-Newton (FBEM-QN).
For this approach, in the following applications, a value of the perturba-
tion ∆gtn,i = 0.01g
t
n,i has been chosen.
Since this coupling procedure is computationally demanding, a sec-
ond approach is also proposed for the numerical evaluation of the nor-
mal contact stiffness to save CPU time. In such approach, called FEM-
BEM Cheap Quasi-Newton (FBEM-CQN), Eq. (2.30) is used only at the
first time step and then for the following step, the finite difference for-
mula uses, as reference values, the displacement and the pressure corre-
sponding to the previous converged time step, stored in an appropriate
history variable. The contact stiffness, at the current t step, is evaluated









where t− 1 denotes the previous time steps variables.
The last approach, which is referred to as FEM-BEM semi-analytical
(FBEM-SAN), directly avoids calling the BEM subroutine, using, instead,
a closed-form expression for pn(gn). This expression has been obtained
solving off-line the normal contact problem at the micro-scale, for a set
of far-field displacements and for the given height field. A power-law




has been used to fit the solution of the problem in terms of predicted
average contact pressure vs. the imposed far-field displacement. The lin-
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earized interface stiffness matrix C in analytical form has been computed
as the derivative of the obtained expression for pn(gn).
The power-law fitting function has been chosen considering the re-
sults in [30] where it is shown that the relation between the nominal pres-
sure and the plane separation follows a power-law expression, at least in
the range of intermediate situation between two limit regime, the high
and the low separations. For very high separation, since only the tallest
asperities are in contact, scatter in contact pressures is usually observed,
because the contact response is affected by the statistics of the extremes
of the lower tail of the asperity elevation distributions. On the opposite,
low separations and the consequent high pressures bring the asperities
to merge and form a large contact area. To avoid this latter scenario,
in the fitting procedure used in the following numerical examples, the
maximum allowed far-field displacement corresponds to 3s, which ap-
proximately corresponds to a rigid body motion of the half-plane from
the tallest height of the rough surface to the average plane. Apart from
the disadvantages related to the extreme cases, the FBEM-SAN approach
is the fastest method, as showed in the following paragraphs, especially
when the same representative surface is used at all the integration points
of the interface macro-scale model, or when the same surface is analyzed
for different loading scenarios since it is necessary to compute the fitting-
function parameters only once and reused them multiple times.
The three approaches for the multi-scale coupling are summarised in
the Algorithm 2, 3, 4 which illustrate also the entire scheme of the FEAP
user element.
2.3.4 Benchmark tests and discussion of the results
The capabilities of the numerical framework derived in the previous sec-
tions are herein explored considering a benchmark test to compare dif-
ferent solutions strategies and different input surfaces.
The benchmark test is composed by two square blocks of lateral size
L = 10 mm discretized by a single finite element each and connected by
an interface finite element at the common boundary of the two bodies,
58
Algorithm 2: Interface finite element with FEM-BEM Quasi-
Newton Approach
Input : Iteration number inside the Newton-Raphson scheme (k), Nodal
coordinates x, Nodal displacement d, Gauss quadrature weights wigp,
History variablesHst1,Hst2.
Input for the Micro-scale BEM subroutine: Rough Surface data, Material
properties, Tolerance ε, Maximum number of iterations for the micro-scale imax.
Initialization: Gauss points index igp,gigp = [gt, gn]T ,pigp = [pt, pn]T ,C
for igp← 1 to 2 do
Compute detJ , N, L, R
gigp ← −RNLd
if gn < 0 then
First call Micro-scale BEM Procedure:
begin
Input : Normal gap gn, Rough Surface data, Material properties,
Tolerance ε, Maximum number of iterations for the
micro-scale imax
See Algorithm 1
Output: Normal contact pressure pn
end
gn,k+1 ← gn + 0.01gn
Second call Micro-scale Procedure:
begin
Input : Normal gap gn,k+1, Rough Surface data, Material
properties, Tolerance ε, Maximum number of iterations for
the micro-scale imax
See Algorithm 1
Output: Normal contact pressure pn,k+1
end


























Algorithm 3: Interface finite element with FEM-BEM Cheap
Quasi-Newton Approach
Input : Iteration number inside the Newton-Raphson scheme (k), Nodal
coordinates x, Nodal displacement d, Gauss quadrature weights wigp,
History variablesHst1,Hst2.
Input for the micro-scale subroutine: Rough Surface data, Material properties,
Tolerance ε, Maximum number of iterations for the micro-scale imax.
Initialization: Gauss points index igp,gigp = [gt, gn]T ,pigp = [pt, pn]T ,C
for igp← 1 to 2 do
Compute detJ , N, L, R
gigp ← −RNLd
if gn < 0 then
Call Micro-scale Procedure:
begin
Input : Normal gap gn, Rough Surface data, Material properties,
Tolerance ε, Maximum number of iterations for the
micro-scale imax
See Algorithm 1
Output: Normal contact pressure pn
end









Hst1,igp ← pn (at convergence)


















Algorithm 4: Interface finite element with FEM-BEM Semi-
Analytical Approach
Input : Iteration number inside the Newton-Raphson scheme (k), Nodal
coordinates x, Nodal displacement d, Gauss quadrature weights wigp,
Parameters of the power law function a, b.
Initialization: Gauss points index igp,gigp = [gt, gn]T ,pigp = [pt, pn]T ,C
for igp← 1 to 2 do
Compute detJ , N, L, R
gigp ← −RNLd
if gn < 0 then
pn ← agbn




















Output: Residual vector R(k)e , Stiffness Matrix K
(k)
e
see Figure 38. The nominal contact area at the interface is A = 10mm2.
The two solids are chosen with equal material parameters for simplicity:
Young’s moduli E1 = E2 = 1 N/µm2 and Poisson ratios ν1 = ν2 = 0.3,
where the subscripts 1 and 2 identify the lower and upper bodies, respec-
tively. Choosing the same elastic properties for the two blocks avoids the
coupling between the normal and the tangential contact problems, since
a frictional constitutive response for the interface is not specified in this
test. Eq.s (2.15a) and (2.15b) allow to compute the composite parame-
ters: composite Young’s modulus E = 0.5495 N/µm2 and a composite
Poisson ratio ν = −0.3929 to be used at the interface.
The imposed Dirichlet boundary conditions consist of vertical con-
straints onto the lower side of Ω2 and a single horizontal constraint ap-
plied at the top-left nodes of both bodies, to avoid rigid body motion.
An imposed downward vertical displacement ∆ acts on the upper side
of Ω1, monotonically increasing with a pseudo-time variable to simulate
















Figure 38: Geometry and boundary conditions of the benchmark test in
uniaxial compression.
mum value of 3s, denoting s the root mean square of the surface rough-
ness used to represent the composite topography.
The assumption of scale-separation between the micro- and the macro-
scales is essential to the method. Thence, the composite topography cho-
sen as input for the BEM algorithm has a lateral size l much smaller than
the macroscopic lateral size L. In the present benchmark, l = 1 mm,
which leads to a ratio l/L = 0.1, and the maximum height of the rough
surface is 50µm. Moreover, it is assumed that the heights fields used as
input, are statistically representative of the surface topography and can
be used at both the integration points.
The rough surfaces used in the numerical simulations are generated
using the Random Midpoint Displacement (RMD) algorithm described in
the Introduction in Section 1.1.3. The Hurst exponent has been set equal
to H = 0.7, while three resolutions corresponding to n = 6, 7 and 8
have been considered, which implies having 65, 129, and 257 heights
per side, respectively. By increasing the surface resolution, the dimen-
sion of the contact problem solved by BEM at each Gauss point increases
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Figure 39: Example of a RMD rough surface (n = 6).
BEM approach at different levels of complexity. The goal is to compare
the accuracy of the results and the computational effort of the proposed
coupling strategies. An example of the generated surface is shown in
Figure 39.
In order to apply the correcting procedure on the contact pressure
explained in Section 2.3.2, a preliminary convergence study has been
carried on to establish the tolerance value used to control the error in
Eq. (2.29). A tolerance of 1 × 10−2 results in good accordance with the
gap-pressure curves and it has been used in our numerical simulations.
An example is given in Figure 40 for the surface with n = 6 and for the
given dimensionless displacements ∆/s.
In the preliminary analysis for the FBEM-SAN scheme, the fitting pro-
cedure as been performed employing MATLAB’s built-in fitnlm func-
tion1 for performing non-linear regressions. The resulting curve coeffi-
cients for the power-law function in Eq. (2.32) are collected in Table 4 and
distinguished by the three different value of surface resolution n.
The goodness of the fitting function has been evaluated considering
the sum of squares due to error (SSE), the sum of squares of the re-
gression (SSR), the total sum of squares (SST ), and finally the R-square
(R2) coefficients. Improvements in all the estimators can be observed as
the resolution gets higher. It is important to consider also the CPU re-
1See https://uk.mathworks.com/help/stats/fitnlm.html for documentation.
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Figure 40: Comparison of the gap-pressure curves evaluated using two dif-
ferent procedures with tolerance sets as 1× 10−2.
quired by this off-line stage, which is highly affected by the number of
discretization steps in which the imposed displacement ∆ is divided for
this analysis. Figure 41a and Figure 41b show, respectively, the variation
of R2 and the CPU time required by the off-line stage, with respect to
the number of discretization steps. The value of 102 steps, used in the
present benchmark example, represents a good trade-off between fitting
accuracy and computational time spent during the operation.
Table 4: Coefficients of the power-law function p(gn) = agbn, together with
goodness of fit parameter.
n 6 7 8
a [N/µm2] 1.416× 10−06 1.240× 10−06 1.064× 10−06
b 2.831 2.862 2.905
SSE 5.677× 10−07 4.073× 10−07 3.407× 10−07
SSR 3.773× 10−04 3.576× 10−04 3.461× 10−04
SST 3.722× 10−04 3.537× 10−04 3.437× 10−04
R2 0.9985 0.9988 0.9990
In the following analyses, the dimensionless total normal loadP/(EA),
computed as the sum of the vertical reactions forces at the constrained
nodes of the macro-scale model, is plotted to vary dimensionless normal
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Figure 41: Parametric study over the number of time steps used in the fit-
ting, for the same imposed far field displacement ∆.
gap h∗/s, where h∗(gn) = e∗max − ē∗ − gn is the actual distance between
the flat plane and mean plane of the rough surface.
Figure 42 shows the P/(EA) vs. h∗/s contact predictions for different
coupling strategies, FBEM-QN, FBEM-CQN and FBEM-SAN, and for in-
creasing resolution parameter n = 6, 7 and 8. Overall, it is possible to
notice that the three approaches provide almost coincident results for
the highest surface resolution (see Figure 42f ), while the semi-analytical
scheme leads to slightly different predictions for lower resolutions (sur-
faces with n = 6 in Figure 42b and n = 7 in Figure 42d ). The power-
law function used to approximate the contact response in the FBEM-SAN
scheme does not exactly reproduce the actual BEM contact response for
coarse meshes or large separations, being affected by a scatter induced
by statistics of extremes of the asperity height distribution. Moreover,
as shown in Figures 42a, 42c and 42e, varying the surface resolution, the
curves have the same trend, regardless of the coupling strategy.
The differences between the three approaches are more visible by ex-
amining the dimensionless normal contact stiffness Cmats/E vs. the di-
mensionless normal gap h∗/s in Figure 43. As expected, the FBEM-SAN
predicts a smooth response for all the surface resolutions and all the nor-
mal gap values, see Figure 43e, due to the power-law best-fitting equa-
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(b) n = 6









































(d) n = 7









































(f) n = 8
Figure 42: Dimensionless contact pressure vs. dimensionless normal gap
predictions depending on the solution scheme and the surface resolution.
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tion, which derivative is used to compute the normal contact stiffness.
The other two coupling strategies present a less smooth behavior, espe-
cially for the high separation regime, corresponding approximately to
2.2 ≤ h∗/s ≤ 2.5. In this regime, the actual contact behavior is governed
by few asperities in contact and therefore the contact response should
present oscillations and a non-smooth behavior. By reducing the sep-
aration between the bodies, the number of contact spots increases, and,
consequentially the collective response tends to be much more stable and
smoother. It can be noticed that the same happens also at the increase of
surface resolutions, as it can be seen in Figures 43b, 43d, and 43f. The
power-law best-fit approximation becomes much more reliable and the
results are almost coincident for the highest resolution.
The computational effort required for solving the problem using the
proposed multi-scale approach is a fundamental aspect since, as explained
in Section 2.1, in the literature, the application of the BEM method over
the FEM technique has been preferred mainly because computationally
less expensive. The following paragraphs examine the convergence rate
and the computational time for the presented benchmark test, to show
the capabilities of the FEM-BEM approach.
The contact problem has been solved using a convergence tolerance
of 1× 10−9 and the convergence rate of the last time-step (∆ = 3s) is pre-
sented in 44, where the evolution of the residual norm is plotted against
the number of iterations of the numerical scheme used to solve the set
of nonlinear algebraic equations. The Figures 44a, 44c and 44e com-
pare the convergence rate of the three numerical strategies for the same
surface resolution. As expected, the FBEM-SAN displays a quadratic
convergence, regardless of the resolution, since the tangent stiffness is
computed exactly from the derivative of the pressure-separation rela-
tion, which is given in the analytic form. The FBEM-QN and FBEM-
CQN display a slower convergence rate than FBEM-SAN, requiring at
least one iteration more than the semi-analytic approach, due to the nu-
merical approximation of the tangent stiffness matrix. From Figure 44a,
44c and 44e, the influence of the surface resolution can be analyzed: the
integrated approaches (FBEM-QN and FBEM-CQN) show an increasing
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(d) n = 7



























(f) n = 8
Figure 43: Dimensionless contact stiffness vs. dimensionless normal gap
predictions depending on the solution scheme and the surface resolution.
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number of iterations with the increasing n, as expected.
Regarding the CPU time required to solve the benchmark problem,
the comparison between the different strategies is reported in Figure 45a,
45c and 45e for the FBEM-QN, FBEM-CQN and FBEM-SAN solution
strategies and in Figures 45b, 45d and 45f for the three different reso-
lution parameters. It is visible that the FBEM-SAN is much faster than
the other two strategies especially for intermediate and low separations
when the time required for the micro-scale BEM computations spent to
predict the contact pressure and the contact stiffness in the FBEM-QN
and the FBEM-CQN schemes is significant. Moreover, this result is also
due to the fact that the CPU time for the FBEM-SAN strategy includes
only the time required for FEM to solve the macro-scale contact problem
without the time for the off-line execution of BEM since this preparatory
step is very case-specific and depends not only on the maximum value
of pressure required but also on the accuracy requested to the fitting op-
eration, as already shown in Figure 41b.
Both the integrated strategies show almost the same CPU time, with
slight differences: the FBEM-QN is faster at the beginning, for high sepa-
ration, whereas the FBEM-CQN allows saving time in the low separation
range. Both the integrated approaches become more expensive for the
low-separation regime when the number of contact points increases. For
the same reason, these strategies are also more time consuming for the
higher resolutions.
Another advantage of the proposed multi-scale method is the possi-
bility to extract local information about the micro-scale contact problem
when the integrated strategies are used. An exemplary use is reported
in Figure 46 where the actual contact area has been extracted at differ-
ent time steps, without additional effort. The same could be done for
the pressure field and other variables that may be useful for simulations
including wear and friction or for multi-field problems involving heat
transfer or reaction-diffusion phenomena where the actual contact vari-
ables can be reused in the model. For the FBEM-SAN strategy, the in-
formation about the percentage of the actual area or other local variables
can be extracted as well but required an additional interpolating function
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(d) n = 7

































(f) n = 8
Figure 44: Residual norm vs. iteration step depending on the solution
scheme and the surface resolution.
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(f) n = 8
Figure 45: CPU time (s) vs. dimensionless normal gap predictions depend-
ing on the solution scheme and the surface resolution.
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during the off-line stage.
Despite the additional computational cost associated with concur-
rent FEM-BEM coupling compared to a micro-mechanical model, this
approach presents the highest versatility since the BEM algorithm is ap-
plied at each integration point of the interface finite element using any
height field as input data, without introducing any simplifying assump-
tion on the topology. Compared to a microscopical model, in fact, it
does not rely on a closed-form solution at the micro-scale associated with
a specific microscopical contact model, which implies assumptions on
roughness statistics. It can be easily used to solve macroscopic contact
problems accounting also for the effect of the rough interface.
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(a) Dimensionless overall reaction force
against the imposed displacement.
(b) Point 1, A/An = 0.38%.
(c) Point 2, A/An = 1.66%. (d) Point 3, A/An = 3.12%.
Figure 46: Evolution of the free volume of the real geometry at the micro-
scale for three different levels of imposed displacement, for the n = 7,
FBEM-QN case. For every one of the three contour plots the ratio between
the actual contact area A and the nominal one An is provided, while the









The previous Chapter considered the influence of the surface roughness
at the interface of two bodies directly in contact. This Chapter explores
the surface topology influence in adhesive bonded joints, where the com-
ponents are assembled through an adhesive layer. The roughness of the
surface affects locally the adhesion at the interface and the overall joint
response.
In the introduction (Chapter 1), the general properties and applica-
tions of structural adhesives, defined as load-bearing adhesives, have
been already described. Among them, silicone adhesives are used in a
wide range of industrial applications also because of the favorable cost-
efficiency ratio. In this Chapter, the analysis focuses on the mechanical
behavior of silicone adhesives in presence of rough interfaces. The inves-
tigation considers the experimental tests of a silicone adhesive applied on
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polymeric substrates with different roughness, and the numerical simu-
lation of the bonded joint.
The Chapter introduces the state of the art for roughness dependence
in adhesive joints in Section 3.1, describes materials, tools and methods
of the experimental campaign in Section 3.2, and finally shows the re-
sults in Section 3.3. Moreover, the phenomenon is investigated using a
numerical model of the joint which is explored in Section 3.4.
Nomenclature
Rz Average of peak-to-valley distance values over evaluation length
σ Root mean square of the surface height field
Ea Adhesive Young’s modulus
ta Adhesive thickness




GC Adhesive fracture energy
θ Peeling angle
w Peeling strip width
GIC Adhesive fracture energy in Mode I
α Dimensionless parameter for the roughness influence
Ωi i-th body domain
ui Displacement field of the i-th body
δΩi Boundary of the i-th body
δΩDi Dirichlet boundary of the i-th body
δΩNi Neumann boundary of the i-th body
Γ Interface between the two bodies
n Normal unit vector of the interface
t Tangential unit vector of the interface
T Interface cohesive traction
gloc Gap field across the interface in the local reference system
gn Normal component of the gap
gt Tangential component of the gap
x̂ Position vector on the middle line of the interface finite element
M Averaging operator
N Shape function matrix
x̄ Coordinates vector of the interface finite element nodes
d displacement vector of the interface finite element nodes
L Matrix operator for computing the relative displacements
R Rotation matrix
C Tangent interface constitutive matrix
kp Standard penalty parameter
σ(gn) Normal component of the interface traction
σc Critical traction (normal direction)
gnc Critical crack opening (normal direction)
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Nomenclature
gnu Critical crack opening at the complete decohesion
kn Initial Stiffness parameter of the interface law
h Effective thickness of the adhesive
z̄ Average height of the surface
zmin Minimum height of the surface
σc,smooth Critical traction for the smooth part
σc,rough Critical traction for the rough part
GIC,smooth Adhesive fracture energy for the smooth part
GIC,rough Adhesive fracture energy for the rough part
3.1 Adhesive bonding strength evaluation and
surface roughness influence
Increasing the load capacity of a structural joint by optimizing the com-
ponents’ surface properties is of great importance for industrial applica-
tions and mechanical joints design. The mechanical response of adhesive
joints can be influenced by a wide number of parameters that can be clas-
sified into three main groups: (i) intrinsic properties of the adhesive, e.g.
chemical structure, visco-elasticity, strength, etc.; (ii) the substrate inter-
action with the adhesive, including the adhesive application methods
and the surface morphology; (iii) environmental factors as temperature,
moisture, fatigue, etc [76, 77]. The main topic of this Chapter is estab-
lishing the influence of the surface topology of the component on the
strength of adhesive joints. Regarding this issue, different contributions
can be listed in the specif literature, including experimental results and
theoretical predict
The surface roughness effect on adhesive strength has been studied in
[78] through the shear tests on single lap joint samples realized using the
heat-resistant, silicone-rubber RTV88 adhesive (see Figure 47). Their in-
vestigation shows that the surface roughness increases the effective area
while decreasing the shear strength due to the decreasing of the cohesive
failure area.
The work of Azari et al. [79] focuses on the fatigue and fracture be-
havior of epoxy adhesive investigated through Double Cantilever Beam
(DCB), and Asymmetric Double Cantilever Beam (ADCB) specimens, re-
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Figure 47: Single lap joint subject to shear test. Source [78].
Figure 48: Geometry of DCB (a) and ADCB (b) joints. Adapted from [79].
spectively, as shown in Figure 48. Their results show that for mode I
(DBC tests), the roughness increase causes the increase of the fatigue
threshold to a certain value, after which further increase of roughness
causes a decrease of the fatigue critical value. While for mixed-mode
(ADBC) loading, no roughness effects have been observed.
Surface roughness dependence is a matter of research also in the field
of Fiber Reinforced Polymer (FRP) used in the reinforcement of con-
crete structures. Before applying the reinforcement, the concrete sur-
face is commonly prepared by different methods, resulting in different
roughness profiles. In [80], profilometric data have been collected on the
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(a) Direct tension pull-off test (b) Single shear pull-out test
Figure 49: FRP bonded on concrete specimens experimental tests. Adapted
from [81].
concrete roughness resulting from brushing, grinding, bush-hammering,
and sandblasting. Empirical correlations have been found between the
measured roughness parameters and the bond strength measured through
pull-off and single shear pull-out tests (measuring mode I and mode II
adhesion strength). A sketch of the two types of experimental tests is
shown in Figure 49.
Among the different experimental procedures developed to measure
the adhesive bond, the most used is the peel test which involves peeling
a thin strip (a film, called peel arm) away from a substrate, previously
bonded to each other through an adhesive layer. The peeling extension,
corresponding to the length of the detached strip, and the applied peel
force are measured during the test.
The possible configurations for this experimental test are depicted in
Figure 50, different in the way the load is applied on the peeling strip.
Peeling is usually performed in a standard testing machine, at a constant
rate of peeling extension and measuring the peel force with a load cell.
All the procedures describe the use of rectangular specimens with con-
stant adherend thickness and large ratios of width to thickness.
The focus of this Chapter is the fixed arm peel test, executed with the
substrate fixed and the peeling strip detached at different angles, usually
in the range 45°–180° [82].
A prediction of the mechanical behavior of a peel test can be achieved
using fracture mechanics. Initial analytical models for the peel geome-
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Figure 50: Configurations of different types of peel tests. Source [82].
try treated the film as an elastic beam attached to an elastic foundation,
representing the adhesive layer through their interactions. The interface
crack is assumed to advance when the maximum stress reaches the value
identified with the strength of the adhesive. With the hypothesis of neg-
ligible shear stresses in the adhesive, Bikerman [83] computed the peel
force at the start of the adhesive rupture, for a 90° peeling test, consider-
ing the influence of the adhesive and film thickness.
The condition for fracture of an adhesive joint subject to peeling test
had been derived in [84], using an energy-balance approach analogous to
the one suggested by Griffith [85] for fracture of brittle solids. Assuming
a linear elastic behavior for the elastic film and neglecting the influence
of the adhesive layer, the total energy of the joint is computed as the sum
of three terms: the interface surface energy, the potential energy term
due to the applied force at a given angle of peeling and the elastic energy
required to bend and stretch the film. According to Kendall’s analysis,
the interface surface energy is defined as the work required to separate
two surfaces and corresponds to the adhesive fracture energy. The peel
force required for the crack propagation is hence computed as a function
of the adhesive fracture energy.
Subsequently, [86, 87] model the adhesive joint using Timoshenko’s
theory for beams on elastic foundation with extensional and rotational
stiffness computed considering half of the peel arm thickness and its
material properties. With respect to the previous theories, Timoshenko’s
model includes the shear effect but neglects the effect of the adhesive
thickness. Further investigations extended the approach to elastoplastic
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Figure 51: Cohesive zone model process zone. Source [92].
or viscoelastic materials and large deformations [88, 89].
The fixed arm peel test has been modeled also using the Linear Elas-
tic Fracture Mechanics (LEFM) approach in [90], analyzing the crack-tip
stress field using the stress intensity factor computed in [91] for interface
fracture.
A somewhat different approach towards the same objective is the co-
hesive zone model (CZM), which adds a zone of vanishing thickness
ahead of the crack tip aiming at describing more realistically the fracture
process without the use of stress singularity. According to this model,
the failure process involves a process zone after the crack tip where the
material is damaged but is still able to transfer stress so that the stress
decreases slowly as a function of the crack opening (see Figure 51).
Hence, the cohesive zone is idealized as two cohesive surfaces held
together by cohesive traction, and the separation process is described by
a cohesive interface law that relates the cohesive traction and the rela-
tive displacement of the surfaces, till the complete separation when a
critical value is reached [93]. The traction-separation is described by
three parameters: critical energy release rate (GC), critical limiting maxi-
mum stress (or equivalently the critical separation), and the shape of the
traction-separation law.
In the CZM framework, the interface law reproduces the adhesive
layer and, in general, the resulting finite element model is composed of
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the standard FEM adherends discretization and a single layer of cohesive
zone elements at the interface. A comparison of the CZM results with
benchmark tests developed with analytical models can be found in [94].
In [95], various cohesive zone traction laws had been incorporated
into the beam on elastic foundation model, obtaining an analytical solu-
tion for the peeling analysis. In this work, the cohesive zone relationship
is not a material property but depends on the thickness of the peel arm,
since the initial stiffness of the stress-displacement relationship is pro-
portional to the ratio of the Young’s modulus over the thickness [96, 97].
Dynamical and geometrical nonlinearities have been included in finite
thickness interface elements in [98] to address layer debonding in 90°
peeling tests involving thick adhesive layers.
Finite-thickness contact elements have been recently used to study
decohesion problems in layered materials in [99] where the stiffness of
the initial linear branch of the interface law is considered to be depen-
dent on the finite thickness of the adhesive. The bond of linearly elastic
adherends to quasi-brittle substrates has been modeled using the cohe-
sive zone model also in [100]. In [101], the interface law is coupled with a
damage variable that accounts for the degradation of the interface during
the test.
3.2 Experimental campaign
In our investigation, the 90° and 180° fixed arm peeling tests have been
considered. According to the standard ASTM D1876 for the 90° peeling
test, the substrate is kept horizontal, while the strip is bonded to the sub-
strate for only a part of its length, while the free part is gripped and pull
vertically with the standard machine, creating an ”L” shape. During the
test, the 90° angle between the substrate and the free part of the strip re-
mains constant. The 180° configuration is similar but the strip bends to
form a tight ”U” with the substrate (see Figure 52).
The 90° peeling test measures the adhesive joint strength under pure
opening displacements, or mode I, while for a different angle the adhe-






(a) 90° Peeling test (b) 180° Peeling test
Figure 52: 90° and 180° peeling test geometries.
A detailed description of the sample preparation and the test results
are given in the following paragraphs.
3.2.1 Substrates and their roughness characterization
Thermoplastic substrates of dimension 120×25×2mm3 have been fabri-
cated through injection molding as shown in Figure 53, using steel inserts
with prescribed roughness to generate a specific rough surface also on
the substrate. In particular, the inserts surface has been characterised by
Rz (see definition in Table 1) producing five different types of polymeric
substrates (Rz = 0.6, 0.7, 1.8, 3.0, 7.5µm), to which can be add another
class of smooth samples.
The substrate surface appears divided into two areas: a smooth part
where the peeling will start, and a rough part that will be used to com-
pare the peeling response to the smooth part (Figure 54). The different
rough surfaces obtained on the substrates are shown in Figure 55.
The surface features of the substrates might differ from the used in-
sert and a proper characterization is then necessary. A non-contact con-
focal profilometer LEICA DCM3D available in the MUSAM-Lab at the
IMT School for Advanced Studies Lucca has been used to acquire sur-
face data to define a statistically representative surface of each type of
substrate. The statistically representative surface can be defined as the
surface size that includes enough valleys and peaks such that the overall
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Figure 53: Realization of the substrate using steel inserts of specific rough-
ness.







Figure 54: Plastic substrate with rough and smooth part.
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(a) Smooth (b) Rz = 0.6µm (c) Rz = 0.7µm
(d) Rz = 1.8µm (e) Rz = 3.0µm (f) Rz = 7.5µm
Figure 55: Details of the substrates with different Rz values.
ensemble is able to fully characterize the statistical features of the over-
all surface. For this purpose, the ”stitching tool” of the profilometer has
been used, increasing the scanned area as needed through the stitching
of smaller areas. For the finest rough surface (Rz = 0.6µm), the results of
the stitching procedure with the 100x magnification is shown in Figure 56
starting from the smallest area to the biggest one obtained by consider-
ing a grid of 9 × 9 individual scans. The dimensions of the acquired
topography can be found in Table 6.
Grid Size 1×1 2×2 3×3 4×4
Area (µm2) 127×95 229×172 332×249 434×325
Number of heights 768×576 1382×1036 1996×1496 2610×1956
Grid Size 5×5 6×6 7×7 8×8
Area (µm2) 536×402 638×478 740×555 843×632
Number of heights 3224×2416 3838×2876 4452×3336 2533×1898
Table 6: Grid size of the scanned surface using the profilometer stitching
tool.
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(a) 1× 1 (b) 2× 2 (c) 3× 3
(d) 4× 4 (e) 5× 5 (f) 6× 6
(g) 7× 7 (h) 8× 8 (i) 9× 9
Figure 56: Scanned extended topography of substrate with Rz = 0.6µm




Figure 57: Normalized distributions of the height field for different stitching
number for the sample with Rz = 7.5µm.
The size of the representative surface has been chosen by analyzing
the statistical features of the extended areas. By increasing the scanned
area size, the probability distributions of the acquired height fields tend
to converge suggesting that the statistical representative surface size has
been reached. This effect can be qualitatively spotted in Figure 57, ob-
serving the probability density functions obtained for the sample with
Rz = 7.5µm.
The objective measure of the similarity between two curves has been
obtained through Dynamic Space Warping (DSW) algorithm. This al-
gorithm, applied on the normalized probability density function of the
surfaces height fields, generates a quantitative indicator of the mismatch
between two probability distribution curves, as in Figure 58 which shows
that after the size the 8 × 8 the distance does not vary: this surface por-
tion is hence large enough to be statistically representative of the sample.
The test has been repeated for all the roughness types involved in the ex-
perimental campaign and the resulting representative surface sizes are
reported in Table 7.
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Figure 58: DWS algorithm results showing the similarity value obtained for
Rz = 7.5µm.
Rz [µm] 7.5 3.0 1.8 0.7 0.6
Grid size 8× 8 7× 7 6× 6 6× 6 5× 5
σ[µm] 11.36 4.03 3.25 2.20 1.14
Table 7: Grid sizes and root mean square values (σ) of the statistically rep-
resentative surfaces for the different Rz .
As already stated, the substrate roughness may differ from the rough-
ness of the steel insert used for the molding process. However in the
following parameters, for the sake of brevity, we will speak about ”sub-
strate with Rz equal to a certain value”, meaning that the specific sam-
ple has been prepared with the insert having Rz = .
3.2.2 Sample preparation and peeling tests
The samples have been prepared using:
• the black polymeric substrate (glass fiber reinforced Polybutylene
Terephthalate, PBT-GF30) presented above;
• a thin strip of HELIOX PV FERON NEOX CPC 300, flexible and
inextensible, having dimensions 5mm wide ×0.3mm thick;
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Figure 59: Fixture used to realize the samples with a controlled adhesive
thickness.
• a black two-component silicone sealant cured at room temperature.
Both the adherends and dog-bone silicone samples have been previ-
ously characterized through tensile tests to obtain mechanical properties.
The Young’s modulus of the HELIOX strip is equal to 4.9GPa and the
tensile strength is 180MPa, the silicone samples have Young’s modulus
Ea = 3.30MPa, the polymeric substrate has Young’s modulus equal to
3.65GPa. The different order of magnitude of the elasticity modulus val-
ues allows to consider the strip inextensible compare to the adhesive and
the substrate can be considered rigid.
To control the thickness of the adhesive layer bonding the substrate
and the peel strip, the samples have been prepared using a specific fix-
ture designed for this experimental campaign (see Figure 59).
The sample preparation requires the following steps: firstly, the sub-
strate is placed in the mold of the fixture and the strip is secured through
a clamp at one extremity; then the adhesive is dispensed in a line on the
substrate. The last step requires deploying the strip on the adhesive and
clamping it at the other extremity. At this point, the squeegee can be
manually swiped on the sample to bond together the components. The
adhesive thickness can be controlled by adjusting the vertical position of
the squeegee, assuring the reproducibility of the final sample, shown in
Figure 60.
Peeling tests have been conducted employing the Zwick/Roell uni-
versal testing machine on the six different Rz types of substrates and
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Peeling direction 
Figure 60: Sample at the end of the preparation, before the peeling test
which will be conducted starting from the smooth part of the sample.
Figure 61: Loading rate effect on the peeling response.
for five different adhesive thicknesses: ta = 0.5, 0.8, 1.2, 1.9, 3.0mm. For
each test, at least three samples have been tested for a total of 150 peel-
ing acquisitions. The flexible strip is removed at a constant rate and the
force necessary for the surfaces debonding is measured by the tension
in the tape. The tests have been executed with three different loading
rate values: 80, 254 and 1000mm/min to investigate possible effects on
the peeling response.
The results for a sample are shown Figure 61 and it can be observed
that higher loading rates smooth out the oscillations in the measured
peeling force but without effect on the average peeling force values in
the steady-state range.
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Figure 62: For the 90° peeling test, the plateau of the peeling force corre-
sponds to the adhesive fracture energy for Mode I.
3.3 Experimental results and discussion
The experimental responses have been evaluated in terms of peeling ex-
tension, d, and peeling force, F , to assess the effect of roughness and
adhesive thickness. Moreover, the failure modes have been analyzed to
evaluate the consequences on the peeling force.
When the peeling force reaches the steady-state, its value can be re-
lated to the adhesive fracture energy GC and to the peeling angle θ ac-








where Fw is the peeling force (F ) per unit width (w).
Hence, for the 90° peeling tests the value of the plateau of the peeling
force for unit width corresponds directly to the adhesive fracture energy
in Mode I, GIC, as in Figure 62. Since the sample surface is divided into
the smooth and rough sections, the adhesive fracture energy can be re-
ferred to the smooth part or to the rough part as well considering the
peeling extension: the last 25mm of peeling extension refers to the adhe-
sive fracture energy for the rough part.
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Figure 63: 90° peeling test results for samples having adhesive layer thick-
ness ta = 0.5mm.
3.3.1 Adhesive thickness and roughness influence
The experimental curves obtained from the 90° peeling test are presented
in Figures 63 - 66 limited to a small number of plots, since plotting all the
obtained curves would excessively lengthen this Chapter.
The adhesive thickness plays a significant role in the adhesive frac-
ture energy of the joints, immediately visible in Figure 67 which shows
the peeling response for samples with smooth substrates and different
ta. The adhesive thickness increase corresponds to the increase of the
adhesive fracture energy except for the cases ta = 1.2, 1.9mm that have
similar plateau values.
It has been noticed that in some cases there is a jump in the peel-
ing force of the rough part compared to the corresponding value of the
smooth part. This jump is particularly visible for the thinnest adhesive
layers and for the rougher samples, as in Figure 63 for Rz = 0.7, 1.8µm,
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Figure 64: 90° peeling test results for samples having adhesive layer thick-
ness ta = 0.8mm.






























Figure 65: 90° peeling test results for samples having adhesive layer thick-
ness ta = 1.2mm.
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Figure 66: 90° peeling test results for samples having adhesive layer thick-
ness ta = 1.9mm.


































Figure 67: Adhesive thickness influence on the peeling response for the
samples with smooth substrates.
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Figure 68: Plateau values of the peeling force referred to the smooth sec-
tion (dotted line) and the rough section (dash-dotted line) for two samples
having ta = 0.8mm.
and Rz = 3.0, 7.5µm, Figure 64 for Rz = 3.0, 7.5µm, Figure 65 for Rz =
7.5µm, and Figure 66 for Rz = 7.5µm. While in other cases, these two
peeling force values (for both smooth and rough parts) are almost equal
as in Figure 64 for Rz = 1.8µm, Figure 65 for Rz = 0.7, 1.8µm, and Fig-
ure 66 for Rz = 1.8, 3.0µm.
These values have been quantitatively compared by considering the
average peeling force over the peeling extension for the smooth and the
rough sections after removing the drops caused by a change of the failure
modes (major details about the failure mechanisms will be explained in
the next section). An example of the result of this analysis is shown in
Figure 68 regarding the response of two samples with adhesive thickness
ta = 0.8mm and roughness Rz = {3.0, 7.5µm}.
The average peeling force, which corresponds to the adhesive frac-
ture energy, has been compared with the properties of the sample: adhe-
sive thickness and root mean square (σ) of the elevations of the statisti-
cally representative surface.
It has been observed that the presence of the jump in the peeling force
can be related to the adhesive thickness and the r.m.s. roughness eleva-
tion. Hence, a dimensionless parameter, α, defined as the ratio between
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Adhesive thickness ta[mm]
Rz[µm] σ[µm] 0.5 0.8 1.2 1.9 3.0
0.6 1.14 439 702 1053 1667 2632
0.7 2.20 227 363 545 864 1364
1.8 3.25 154 246 369 585 923
3.0 4.03 124 199 298 471 744
7.5 11.36 44 70 106 167 264




the adhesive thicknesses and the root mean square roughness, has been






The ratio values can be found in Table 8 and the highlighted cells
report the cases where the experimental jump of the peeling force has
been found. A ”critical” value of α equal to 246 can be considered as the
threshold above which the roughness effect cannot be appreciated.
The second set of experimental tests have been conducted with a peel-
ing angle equal to 180° and for adhesive layer thickness ta = 0.8, 1.2, 1.9mm.
The experimental curves are presented in Figure 69 as exemplary cases.
For this experimental set-up, the surface roughness does not play a
significant role in the adhesion strength. Based on the experimental re-
sults, the presence of roughness at the interface does not affect the peel-
ing force, due to the mixed-mode fracture with dominant shear failure
mode, characteristic of the 180° peeling test, on the opposite of the 90°
peeling experiments where mode I is the dominant failure mode.
3.3.2 Failure mechanisms
The peeling tests have been evaluated also with respect to the failure
mechanism, differentiating for each sample between:
• adhesive failure (AF), referring to an interfacial bond failure mode,
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Figure 69: 180° peeling tests results for samples with ta = 0.8mm and dif-
ferent substrate roughness.
which may occur at the interface between the adhesive and the ad-
herends (the substrate or the strip);
• cohesive failure (CF), occurring when a crack travels within the fi-
nite thickness of the adhesive and, at failure, thin layers of the ad-
hesive remain attached to both adherends.
A sketch of these different scenarios has been shown in the introductory
Chapter, Figure 21. Most of the samples point out a mixed-mode failure
pattern, hence, it is interesting to evaluate how the peeling response is
influenced by the failure mechanism.
To quantitatively assess the percentage of each damage mechanism
in a sample, an image processing routine implemented in MATLAB has
been used. The routine analyses the optical scans of strips after the peel-
ing, taking advantage of the contrast between the white strip and the
black color of the silicone adhesive. In the post-peeling scan, the white
color represents an adhesive failure close to the strip (since the white
color of the strip is still visible), while the black color requires the analysis
of the substrate scan since it is necessary to distinguish between cohesive
96
maybe it is just a matter of the numbers in the
Figure 70: Possible failure mechanisms of the sample: adhesive failure (AF)
and cohesive failure (CF).
failure and adhesive failure close to the substrate surface (see Figure 70).
Four meaningful examples are here reported to show the influence of the
failure mechanism on the peeling response.
The Figure 71 shows the images of three samples with ta = 1.2mm
and smooth substrate after 90° peeling test. Peeling response, strip, and
substrate are reported for each case. For all three specimens, the dam-
age pattern starts with an AF mechanism, which corresponds to the first
peak load. The case denoted with (a), green curve, shows a crack propa-
gation in CF mechanism corresponding to the second peak load and the
steady-state range. The sample (c), red line, moves from a cohesive fail-
ure to an adhesive failure close to the substrate in the central part of the
specimen, corresponding to a load drop in the force-displacement plot.
Moreover, it can be seen that, except for the central drop, the (a) and (c)
tests reaches the same steady-state values of peeling force for the same
failure mechanism. The same central load drop due to AF failure is visi-
ble also in case (b). However, after the initial AF stage, sample (b) shows
a mixed AF and CF pattern leading to small load drops in the peeling
force also in the other sections and a lower average steady-state.
The next scenario considers the peeling response of 90° peeled sam-
ples having an adhesive thickness equal to ta = 0.8mm and it is depicted
in Figure 72. Sample (a) shows a perfect cohesive failure for the entire
specimen. The other 2 samples reveal mixed failure mechanisms includ-
ing CF and AF close to the substrate. The post-peeling surface is char-
acterized by a ridge pattern, particularly visible in the substrates pic-





Figure 71: 90°peeling test response and failure mechanisms for three sam-
ples with smooth substrate and ta = 1.2mm.
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Figure 72: 90°peeling test response and failure mechanisms for three sam-
ples with smooth substrate and ta = 0.8mm.
(b) and (c) show a higher peeling force compared to the case (a), which
can be explained considering that, during the crack propagation, there is
a larger surface creation in the mixed-mode mechanism (ridge pattern)
compared the smooth cohesive failure surface, corresponding to higher
energy dissipation.
For the 180° peeling force, in Figure 73, two specimens having ad-
hesive layer thickness ta = 1.9mm are compared. The first case, cor-
responding to the strip on top of the plot and to the red curve, has a
percentage of cohesive failure equal to 80%, while, for the lower strip it
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Figure 73: 180°peeling test response and failure mechanisms for two sam-
ples with smooth substrates and ta = 1.9mm.
is equal to 65%. The failure starts with the cohesive failure for both the
samples and the peeling force curves initially overlap. The changes in
the failure mechanism cause loading drops corresponding to the white
area in the post-peeling strips pictures.
The same results can be observed also in the case of post-peeling anal-
ysis of samples having ta = 0.8mm, where the loading drops correspond-
ing to adhesive failure in the sample (a) are clearly visible compared to
the peeling response of the sample (b) where the cohesive failure has
been found along the entire adhesive bond line (see Figure 74).
3.4 Finite Element Simulations
Starting from the described peeling experiments and considering a start-
ing 2D model under the plane strain assumption of the specimen, the
adhesive layer has been modeled through an interface finite element fol-
lowing the cohesive zone model approach.
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Figure 74: 180°peeling test response and failure mechanisms for two sam-
ples with smooth substrates and ta = 0.8mm.
3.4.1 Interface finite element formulation
The kinematics of the zero-thickness interface finite element follows the
same approach seen in Chapter 2 and the framework proposed in [103].
The variational formulation considers two deformable bodies Ωi ∈ R2
in the undeformed configuration. A displacement field ui = (ui, vi)T is
introduced for each bodies. As in the previous chapter, the boundary
of each solid, δΩi, is split into the Dirichlet boundary condition, δΩDi ,
Neumann boundary condition, δΩNi , and the cohesive interface Γ.
Focusing the attention on the interface between the solids, denoted
with Γ, the energy contribution of the interface cohesive traction T = (τ, σ)T





where gloc describes the gap field across the interface represented by the
relative displacement field between the two sides of the interface. The
notation introduced in this Chapter differs from the previous one be-
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cause of a different sign convention attributed to the gap and the trac-
tion vector: in the previous Chapter, a positive gap gn corresponds to
positive contact pressure (see the contact conditions in Eq.s 2.1), on the
opposite, in the present adhesion problem, a positive normal component
of the gap represents the detachment of the interface and corresponds to
positive tensile traction σ.










After a standard discretization process of the interface, for conve-
nience, the element formulation is related to a middle line obtained by
averaging the position vectors and the displacements of the two sides of
the interface. The position vector of a generic point on the middle line,
x̂, can be computed using an averaging operator M:
x̂ = Mx (3.5)
The same relation holds for the displacement field.
It is hence possible to define the normal and the tangential vectors at
the middle line of the interface, respectively n and t, which constitute
the local coordinate system of the interface element.
Using an isoparametric interpolation, the position vector and the dis-
placement vector can be obtained using an operator N that collects the
standard linear shape functions:
x = Nx̄ (3.6)
u = Nd (3.7)
where x̄ and d denote, respectively, the position vector and the displace-
ment vector of the interface finite element nodes.
As already done in Section 2.3.1, the relative displacements between
the nodes couples 1-4 and 2-3, can be obtained using an operator L and
a rotation matrix R:
gloc = RNLd (3.8)
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The partial derivative in Eq. 3.4, in the hypothesis of small displace-




A Newton-Raphson scheme is adopted to solve the system of equa-
tions deriving from the finite element discretization, as in the Eq. 2.10.


























In the following simulations, only the 90° peeling test has been con-
sidered which corresponds to Mode I deformation, consequently the tan-








The contact condition corresponding to a negative normal gap is here
solved using a standard penalty parameter kp which takes the value of
10000MPa/mm in the following simulations.
Different interface constitutive laws may be chosen for modeling the
interface and computing the tangent stiffness matrix C. In this investiga-
tion, the proposed stress-displacement relations are:
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• a tension cut-off model, characterized by a critical traction, σc and
a critical crack opening gnc;
• a bilinear model, after the critical traction and opening (σc, gnc), a
linear descending behavior follows till the critical displacement gnu
at the complete decohesion.




kngn if 0 ≤ gn ≤ gnc
0 if gn > gnc
kpgn if gn < 0
(3.13)
For the bilinear model the governing equation becomes:
σ =






if gnc < gn ≤ gnu
0 if gn > gnu
kpgn if gn < 0
(3.14)
The stiffness parameter kn is proportional to the ratio between the
Young’s modulus of the adhesive, Ea, and the adhesive layer thickness
[95], ta, and this assumption will be later used to add the influence of
roughness to the model. The constitutive laws are depicted in Figure 75.
The area under the curves identifies the associated interface fracture











(a) Tension cut-off (b) Bilinear
Figure 75: Interface constitutive laws.
When the energy dissipated is equal to the interface fracture energy,
the cohesive traction is reduced to zero and new crack surfaces are formed.
This approach allows the simulation of the cohesive failure of the ad-
hesive layer, which is modeled as a zero-thickness layer, while the real
thickness is considered inside the interface law. Moreover, in the case of
the tension cut-off model, for a given stiffness kn (related to Ea/ta), it is
possible to assign one quantity: the interface fracture energy or the criti-
cal tension or the critical opening gnc such that the other two parameters
can be computed. For the bilinear model, for a given kn, two quantities
must be assigned to complete the description of the interface law among
the parameters GIC, σc (or gnc), gnu.
3.4.2 Model of the specimens with smooth substrates
The 90° peeling test has been reproduced through a finite element model
which geometry is shown in Figure 76. The mesh and boundary con-
ditions are in Figure 77. The material parameters used for the simula-
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Figure 76: Geometry of the 90° peeling test model for the smooth substrate.
Figure 77: Mesh and boundary conditions for the 90° peeling test model
with smooth substrate. Details of the mesh are given in (b).
tion derive from the experimental characterization of the components,
see Section 3.2.2. This first model considers a smooth substrate, hence,
the same interface constitutive law has been used along the entire inter-
face.
The model has been used to compare the peeling response with the
bilinear and the tension cut-off interface laws to the experimental tests.
Preliminary results have been obtained considering different adhesive
layer thicknesses for fixed GIC = 3.2Nmm. For the tension cut-off case,









For the bilinear CZM, another input is necessary asideGIC = 3.2N/mm:
in this simulation, the value of gnu has been given as 3mm. The other
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The CZM laws varying ta for the two cases are depicted in Figure 78.
The model results are shown in Figure 79 for the tension cut-off inter-
face law, and in Figure 80 for the bilinear CZM.
For both cases, the variation of the adhesive layer thickness changes
the initial slope of the peeling response, while the peeling force reaches
at the steady-state exactly the value of 3.2N/mm which corresponds to
the given value of GIC. The increasing value of ta in the bilinear interface
law corresponds to the increase of gnc, and to the consequent increase
of the peak load, and of the corresponding imposed displacement in the
force-displacement curve.
The comparison between the tension cut-off and the bilinear inter-
face laws results show that the bilinear CZM system provides a peeling
response that better reproduces the experimental curves and it will be
used for the following simulations.
3.4.3 Zeroth-order approximation model for rough sub-
strate
The second set of simulations aim at reproducing the effect of roughness
on the peeling response. This investigation has been carried considering
only the samples for which the ratio α is lower than the proposed thresh-
old. The goal of the simulation is to predict the peeling response of the
rough interface, knowing the response of the smooth section. In other
words, the peeling curves related to the smooth substrate will be used to
tune the interface constitutive law variables; these values are then used
to predict the peeling force for the rough interface.
The model considers the substrate as nominally ’flat’, introducing the
effect of roughness in the interface constitutive law. The adhesive inter-
face of the sample is split into two sections where the interface constitu-
tive law uses different parameters for the smooth and the rough section.
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Figure 78: CZM interface laws for different adhesive thicknesses.
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Figure 79: Influence of the adhesive thickness layer with given GIC and
tension cut-off interface constitutive law.
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Figure 80: Influence of the adhesive thickness layer with given GIC and
bilinear interface constitutive law.
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Figure 81: Peeling model with the adhesive interface divided into smooth
and rough sections.
Figure 82: Adhesive thickness reduction due to the presence of roughness
at the interface.
A sketch of the geometry of the model is shown in Figure 81, where
the two parts that composed the interface are clearly visible. The model
is 10mm longer than the real sample to avoid boundary influence on the
peeling results when the peeling extension reaches the right edge.
The influence of roughness in the related interface part has been in-
troduced into the model using a so-called “zeroth-order approximation”
where the nominal thickness of the adhesive, ta, has been reduced by an
average thickness of the adhesive, h, available considering the average
height of the statistically representative rough surface of the substrate. A
sketch of the reduction of the adhesive thickness due to the presence of
roughness is shown in Figure 82.
In particular, the statistical characterization of the rough surfaces pro-
vides the root mean square of the surface elevations as seen in the Sec-
tion 3.2.1 and given in Table 7. These values can be used to approximate
the average height of the surface as z̄ − zmin ≈ 3.5σ. The nominal thick-
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Table 9: Effective thickness values, h, used in the simulations.
ness of the adhesive can be reduced according to the relation:
h = ta − 3.5σ (3.18)
where h is called effective thickness. The values of h for each scenarios
are in Table 9. The highlighted cells represent the values corresponding
to α < 246 for the roughness effect can be appreciated.
The experimental results for the smooth part of the sample can be
used to tune the parameters of the interface constitutive law to match the
experimental curves. For each nominal thickness, the adhesive fracture
energy has been evaluated averaging the peeling force per unit width of
the different samples since the adhesive thickness influences the steady-
state peeling force as shown in Figure 67. Hence, the first part of the
analysis focused on retrieving from the model the steady-state value of
the peeling force related to the smooth part of the substrate, as in Fig-
ure 83.
The same critical traction has been used for all the samples equal to
0.8MPa, while the critical displacements, gnc and gnu, are computed from
Eq.s 3.17. The values are in Table 10.
ta[mm] GIC,smooth[N/mm] σc,smooth[MPa] gnc[mm] gnu[mm]
0.5 2.08 0.8 0.12 5.21
0.8 2.44 0.8 0.19 6.09
1.2 2.20 0.8 0.29 5.50
1.9 2.38 0.8 0.46 5.94
Table 10: Smooth interface parameters used for the bilinear cohesive zone
model.
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Average peeling force, smooth part
Experimental curve
Figure 83: Steady-state value of the peeling force per unit width for the
sample with ta = 0.8mm and rough substrate with Rz = 7.5µm.
Figure 84: Bilinear interface laws for the rough and the smooth part of the
sample.
To predict the peeling response for the rough part, the critical traction
σc,rough is computed using the effective thickness h, knowing the value of
gn and gnc from the smooth interface.
With the proposed assumptions, a sketch of the bilinear constituive
equations for the smooth and rough interface is given in Figure 84. All
the values used as input in the simulations are reported in Table 11.
The results of the simulations together with the values of GIC for the
smooth (input of the model) and the rough part (predicted by the model)
are given in Figures 85, 86, 87 and 88.
In these plots, the shaded area represents the range spanned by the
experimental curves with the same nominal adhesive thickness, used to
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(a) ta = 0.5mm−Rz = 0.7µm















(b) ta = 0.5mm−Rz = 1.8µm
Figure 85: Comparison of the experimental curves related to the nominal
adhesive thickness ta = 0.5mm with the simulations results obtained using
the effective thickness h.
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(a) ta = 0.5mm−Rz = 3µm















(b) ta = 0.5mm−Rz = 7.5µm
Figure 86: Comparison of the experimental curves related to the nominal
adhesive thickness ta = 0.5mm with the simulations results obtained using
the effective thickness h.
114
















(a) ta = 0.8mm−Rz = 3µm
















(b) ta = 0.8mm−Rz = 7.5µm
Figure 87: Comparison of the experimental curves related to the nominal
adhesive thickness ta = 0.8mm with the simulations results obtained using
the effective thickness h.
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(a) ta = 1.2mm−Rz = 7.5µm
















(b) ta = 1.9mm−Rz = 7.5µm
Figure 88: Comparison of the experimental curves related to the nominal
adhesive thickness ta = 1.2, 1.9mm with the simulations results obtained
using the effective thickness h.
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ta[mm] Rz [µm] h[mm] σc,smooth[MPa] gnc[mm] gnu[mm]
0.5 0.7 0.4923 0.81 0.12 5.21
0.5 1.8 0.4886 0.82 0.12 5.21
0.5 3 0.4859 0.82 0.12 5.21
0.5 7.5 0.4602 0.87 0.12 5.21
0.8 3 0.7859 0.81 0.19 6.09
0.8 7.5 0.7602 0.84 0.19 6.09
1.2 7.5 1.1602 0.83 0.29 5.50
1.9 7.5 1.8602 0.82 0.46 5.94
Table 11: Rough interface parameters used for the bilinear cohesive zone
model.
compute the average value of GIC,smooth for the smooth part of the in-
terface. Moreover, each plot contains the experimental curve considered
for the specific Rz value and the peeling response obtained through the
simulation. Consequently, the peeling force is the same for the samples
having the same nominal thickness, see for example Figure 85 and Fig-
ure 86, while the peeling force relating to the rough part of the substrate
varies according to Rz . In particular, the simulation results show that
the peeling force jump between the smooth and rough sections increases
with the increase of Rz and the consequent decrease of h.
Not all the cases are well captured by the model. the thinnest ad-
hesive layer is characterized by a big variability of results already in
the smooth range, caused also by crack propagation in adhesive failure
mode instead of cohesive failure mode, which cannot be captured by the
proposed finite element model, see Figure 85 and 86.
For ta = 0.8mm andRz = 3µm, Figure 87, it can be observed that even
though the jump in the peeling force is not well captured, the model re-
produces the correct steady-state of the experimental curve in the rough
part. On the opposite, the case with ta = 0.8mm and Rz = 7.5µm, Fig-
ure 87 show a correct jump in the peeling force but different values of
steady-state peeling force for both the smooth and rough part. In these
cases, tuning the bilinear constitutive parameters of the smooth part on
the specific sample and not on the average behavior, the model results
are closer to the experimental curves, see Figure 89. However, this strat-
egy is not physically meaningful since the model uses two different in-
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(a) ta = 0.8mm−Rz = 3µm (b) ta = 0.8mm−Rz = 7.5µm
Figure 89: Model results obtained tuning the interface parameters on the
single sample instead of using the averaging procedure.
terface constitutive laws even in the smooth region where the samples
have the same characteristics (same adhesive thickness and smooth sub-
strate). Moreover, this approach does not show relevant results for the
other values of ta.
Finally, the peeling force jumps predicted by the model are more ac-
curate for thick adhesive layers, ta = 1.2, 1.9mm, which show less vari-
ability in the experimental peeling curves (and narrower shaded area),
Figure 88.
The procedure for identifying the cohesive zone model parameters
appears hence complex, and it cannot be based on the simple modifica-
tion of the initial stiffness of the interface law as in the proposed model.
The roughness effect allowed us to classify the peeling response and the
failure mechanisms experimentally. However, the numerical simulation








The industrial sector has shown a growing interest in dry adhesives, es-
pecially bio-mimetic adhesives inspired by the natural micro-structures
observed on the animals’ skin. This Chapter focuses on the simulation of
adhesives having mushrooms-shaped patterned surface through the for-
mulation of an interface finite element capable of capturing the attach-
ment and detachment mechanisms without the necessity of modeling in
detail the microstructures on the surface. Hence, the proposed interface
finite element represents a versatile tool for modeling possible applica-
tions of bio-inspired adhesives starting from simple pull-out experimen-
tal tests.
The Chapter starts with a short description of the literature contribu-
tions on bio-mimetic adhesives in Section 4.1, while Section 4.2 illustrates
the experimental investigation that constitutes the basis of the interface
model formulation proposed in Section 4.4. The final Section (4.5) delin-





g Displacement gap at interface
gu Unloading displacement
Tu Unloading traction
Tad Maximum traction (pull-off force)
gad Displacement corresponding to the maximum traction
gmax Critical displacement at the complete decohesion
P1(g) Fitting function for the loading phase for a given α
P2(g, gu) Fitting function for the unloading increasing phase for a given α
P3(g, gu) Fitting function for the unloading decreasing phase for a given α
gu Vector containing gu values of the cycles for a given α
p Vector of the polynomial coefficients
gi Vector of g values for the i-th cycle for a given α
n Number of cycles for the analysed tilt angle
g Total displacement vector given by concatenation of gi
C Matrix form of the powers of g for the polynomial fitting
Ti Vector of the traction data T for the i-th cycle for a given α
T Total traction vector given by concatenation of Ti
A Inequality constrains displacement matrix
Aeq Equality constrains displacement matrix
b Inequality constrains traction vector
beq Equality constrains traction vector
Tu Vector of the unloading traction values
gad Vector of the adhesion peak displacements
Tad Vector of the adhesion peak tractions
Q1(g) Fitting function for the adhesion peak traction vector
t Generic time-step
gloc = (gn, gt)
T Gap at the interface
gt Tangential component of the gap vector
gn Normal component of the gap vector
ᾱ Experimental tilt angles
t Current time-step
ghist History variable containing the value of the gap at t− 1
guhist History variable containing the unloading displacement
T1(g, gu, α1) Traction value corresponding to the tilt angle α1
T2(g, gu, α2) Traction value corresponding to the tilt angle α1
τ Tangential component of the traction vector
σ Normal component of the traction vector
C Interface tangent stiffness matrix
ᾱ1 and ᾱ2 Experimental tilt angles used in the interface finite element routine
Ei and ν1 Young’s modulus and Poisson ratio of the i-th body
un and ut Normal and tangent components of the unloading displacement
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4.1 Model bio-mimetic mushroom-shaped adhe-
sives
As underlined in the introductory Chapter of this thesis, adhesion is a
fundamental phenomenon with great importance also in biological sys-
tems at different scales: cell adhesion is the process by which cells form
contacts with each other, bacterial adhesion allow bacteria to live in close
association with surfaces and plants and animals like insects, spiders,
and geckos developed complex biological systems of attachment.
This kind of biological attachment device represents a significant source
of information for developing novel bio-inspired adhesives. The adhe-
sive properties of these natural surfaces are highly influenced by the
micro-structures contact shape, as seen in Section 1.2.3. Next to the more
famous micro-structures on the gecko’s footpads, the attachment sys-
tems of beetles from the family Chrysomelidae have been the inspiration
for Mushrooms-Shaped Adhesive Microstructures (MSAMSs) instead of
previously used patterned adhesives having cylindrical pillars [104]. While
the geckos’ attachment system has a hierarchical structure composed of
setae and spatulae, the fibrillar surface inspired by the beetles can be eas-
ier reproduced for industrial dry adhesives with better results compared
to flat surfaces.
Moreover, the adhesive performance of the mushroom-shaped pillars
have been compared against the cylindrical flat punch geometry [105],
and other tip shapes [106], showing the positive influence of the thin
plate at the pillars extremity on the adhesion strength emerged from the
experimental research and explained theoretically by the analysis of the
pillar detachment.
A close-up of the attachment and detachment of the mushroom-shaped
pillars and of the crack propagation is proposed in [107] through com-
pression and shear tests on PVS (polyvinylsiloxane) patterned disks, sug-
gesting that the shear loads can be used to release the contact and easily
separate the adhesive from the substrate.
A detailed review of the experimental and theoretical investigations
on the micro-pillars has been proposed in [108]. The analyses focus
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mainly on the analytical derivation of the stress state at the interface be-
tween the pillar and the adhering surface. In the same paper, a FE anal-
ysis of the pillar is also introduced to investigate the relation between
the pillar’s geometrical dimensions and the stress distribution under the
plate. The detachment process has also been simulated in [109] testing
the frictionless and sticking friction conditions at the contact surface for
the mushroom-shape and the flat punch geometry.
The adhesive interface has also been studied through the cohesive
zone model in [110] using a Dugdale-Barenblatt model for the normal
direction and neglecting the possibility of the interface failure in the tan-
gential direction. A bilinear traction-separation law has been used in
[111] to simulate loading and unloading experimental tests on polyurethane
fibrils with different plate thicknesses.
Few computational models have been proposed about systems more
extensive than the single pillar due to the computational effort required
for meshing the complex geometry of a patterned surface. An example
can be found in [112] regarding gecko-inspired adhesive pressed against
a rigid sphere. A contact formulation including friction, adhesion, and
decohesion conditions have been proposed integrating a penalty approach
with a bilinear separation law.
A more complex approach has been proposed in [113] simulating the
gecko’s seta through a 3D multiscale finite element model. Nonlinear
finite element beams have been used for the setae branching in multiple
spatulae. These latter elements have been modeled at a smaller scale
with a detailed FEM. Finally, the adhesive interaction with the surface
uses Lennard-Jones’ potential for the molecular interaction between the
spatula pad and the adhering surface.
The simulation of the MSAMSs adhesive at a scale bigger than the
single pillar represents an open issue nowadays. For this reason, the
present work aims at reproducing the mushroom patterned adhesive
performance without the necessity of a detailed description of the sur-
face through the formulation of a phenomenological interface law that
can be used inside a zero-thickness finite element. In this way, computa-
tional models of peeling tests and real applications can be easily studied
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since only a nominally flat interface will be required.
The starting point of the computational framework is the experimen-
tal data acquired during pull-off tests on PVS samples, focusing the at-
tention on the dependence of the adhesion strength on the tilt angle,
which is a crucial parameter of the performance of the adhesive, as it
will be described in the following Section.
4.2 Experimental investigation
The experimental campaign has been carried on using MSAMS samples
produced with polyurethane (PVS), in which elastic modulus is about
3MPa. The height of a singular pillar is about 100µm, while the base
diameter is 60µm decreasing to 35µm at the middle section and having a
neck close to the contact plate with a 25µm diameter. The contact plate
diameter is about 48µm, and its thickness is 2µm. The mushroom-shaped
pillars are hexagonally packed on the sample’s surface, and they have
been shown in Figure 24.
The adhesion measurements have been performed on a custom-built
apparatus, shown in Figure 90 at a constant velocity of 0.1mm/s, com-
posed by a 6-axis positioning table. The samples have been pressed
against a glass cylinder with 5mm diameter and later retracted from it,
considering a defined tilt angle α. Nine values of the tilt angle have
been tested: 0.0◦, 0.5◦, 1.0◦, 1.5◦, 2.0◦, 2.5◦, 3.0◦, 3.5◦, 4.0◦. For each an-
gle, about 30 cycles of attachment (loading) and detachment (unloading)
have been tested using decreasing values of the maximum loading dis-
placement ranging between −0.80mm up to −0.1mm.
An exemplary force-timestep diagram can be seen in Figure 91 related
to the 31 cycles done with α = 2.5◦. The positive values are recorded
during the loading phase when the MSAMS is pressed against the cylin-
der. During the unloading phase, the minimum peak values represent
the force needed to completely detach the adhesive, referred to as pull-
off force. The overall behavior shows that the pull-off force is a function
of the maximum loading displacement and the tilt angle. At increasing
values of loading displacement (corresponding to the increase of loading
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Figure 90: Experimental set-up for adhesion measurements.
force), the pull-off force increases up to a plateau value.
The traction-displacement curve has been obtained for each cycle con-
sidering the nominal traction T as the ratio between the force value and
the glass cylinder area. The sign convention here adopted agrees with the
finite element formulation introduced in Chapter 3, assuming the load-
ing traction as negative and the adhesive traction in the unloading phase
positive. The unloading phase can be further divided into (i) an increas-
ing phase up to the maximum traction values corresponding to the pull-
off force and (ii) a decreasing phase till the complete detachment of the
adhesive. The division in these two steps is required to identify the max-
imum adhesive traction and to facilitate the fitting procedure, as will be
described in the next Section.
The traction-displacement curve obtained with the tilt angle α = 2.5◦
is depicted in Figure 92 and it is related to the first loading-unloading
cycle. Some relevant quantities are shown in the same plot to introduce
the notation that will be used in the following paragraphs: (i) the dis-
placement at the end of the loading phase, gu (afterward referred to as
unloading displacement), and the corresponding traction values Tu, (ii)
the maximum traction Tad and the related displacement gad, and (iii) the
critical displacement at the complete adhesive failure gmax.
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Figure 91: Force-timestep diagram of 31 cycles of loading and unloading
with tilt angle α = 2.5◦.

















Figure 92: Traction-displacement curve obtained with the tilt angle α = 2.5◦
with an unloading displacement gu = −0.81mm.
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Figure 93: Experimental curves related to the same tilt angle α = 2.5◦ but
with a decreasing unloading displacement gu.
The different cycles related to the same tilt angle have been over-
lapped in Figure 93 to observe the effect of the unloading displacement
gu. The plot shows that for increasing values of tilt angle, the adhesion
peak decreases. In the applications, this phenomenon can be exploited
to have a rapid detachment of the MSAMSs adhesive by changing the
pillar’s inclination.
The same procedure has been repeated for each tilt angle and the
curves of the first cycle for different tilt angles are shown in Figure 94.
4.3 Development of the interface model
The experimental data collection has been followed by the definition of
an interface constitutive model that can reproduce the behavior of the
MASAMs adhesive to be used in the zero-thickness interface finite ele-
ment, already exploited in Chapters 2 and 3.
The experimental investigations show that in general, the traction at
the interface depends on the tilt angle α used during the test, on the
displacement jump at the interface, g, and on the loading history, since
the adhesion pull-off traction depends on the unloading displacement gu.
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Figure 94: Experimental traction-displacement curves obtained at the first-
cycle for different tilt angles.
Hence, the desired constitutive model assumes the form of: T = f(α, g, gu).
The experimental data are firstly used to define a function having the
form of T = f(g, gu) for each tilt angle. Secondly, a linear interpolation
of the traction values will be considered to deal with all the values of
α ∈ [0◦, 4◦]. The first step is described in detail in the present Section,
while the linear interpolation will be described directly in the next Sec-
tion together with the interface finite element routine.
For each tilt angle, to relate the imposed displacement to the mea-
sured traction, three different functions have been used for the loading
phase, P1(g), the increasing unloading phase, P2(g, gu), and the decreas-
ing unloading phase, P2(g, gu).
Polynomial expressions of the gap have been fitted to the experimen-
tal data using the linear least-squares solver with linear constraints of-
fered by Matlab (function lsqlin1) which provides the solution to least-
1See https://it.mathworks.com/help/optim/ug/lsqlin.html
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A · p ≤ b
Aeq · p = beq
(4.1)
where p is the vector of the polynomial coefficients, C collects the dis-
placement data in a matrix form according to the degree of the polyno-
mial, and T collects the traction values in a vector as described in the
following paragraphs.
Collecting the displacement data of the i-th cycle in column vector gi
with i = 1, ..n and n number of cycles for the analysed tilt angle, the total










In the same way, T collects the traction data in the form of a vector,










where Ti is the column vector of the traction data corresponding to the
i-th cycle.
The matrix C collects hence the element-wise powers of g. As an
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The matrix A and Aeq are used to enforce constraints on the fitting
function. The inequality constraint has been used to impose the mono-
tonic increasing (or decreasing) of the function, while the equality condi-
tion binds the curve to pass through given couples of traction-gap values.
As for the C matrix, A and Aeq collect the powers of the displacement
vector, while b and beq contain the traction vectors.
The experimental curves’ three phases differ for the polynomial or-
der and variables and for the imposed constraints. Depending on which
part of the experimental curves is considered in the minimization prob-
lem, only a section of the displacement data and the related traction is
considered in the vectors g and T.
As shown in the following paragraphs, it is necessary to also intro-
duce the vector of the unloading displacement gu that collects the un-
loading displacements of all the cycles. Since gu must have the same
length of g, it is obtained by repeating the value of gu of the i-th cycle a
number of times equal to the number of elements of gi. The same proce-
dure has been used for introducing the vector of the unloading traction
Tu.
4.3.1 Loading phase
The loading phase is interpolated using a third-degree polynomial ex-
pression having general expression:
P1(g) = p3g
3 + p2g
2 + p1g + p0 (4.5)
The vector p in the minimization problem in Eq.(4.1) is hence given
by {p3, p2, p1, p0}T. Since the polynomial must assume zero value trac-
tion at the initial displacement, the fourth coefficient p0 is always equal
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Figure 95: Loading phase interpolation curve (black line) for α = 2.5◦.
to zero. Moreover, the function is constrained to pass through the un-
loading traction-displacement couple of the first cycle since it has been
observed that this constrain improves the fitting quality (see Figure 95,
where the unloading points for all the cycles are highlighted with red
asterisks).
As a second constrain, the monotonic increasing of the curve has been















and b is a vector of zeros.
The result for α = 2.5◦ is shown in Figure 95 where the fitting curve
is represented by the black line. The constraints are satisfied within the
default tolerance of the Matlab function. The coefficient values found for
each α are given in the Appendix A.
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Figure 96: 3D plots of the unloading phase experimental curves for
α = 2.5◦.
4.3.2 Unloading phase
The second step regards the fitting of the unloading phase. The fitting
procedure of the unloading phase is complicated by the traction’s de-
pendency not only on the gap at the interface but also on the unloading
displacement gu. The 3D plot in Figure 96 represents the experimental
curves obtained varying gu, which becomes the third axis of the plot.
In the same figure, the initial points, the adhesion peaks, and the final
points of each curve are highlighted. These values have been collected in
the vectors gu,gad and Tad. Two different polynomial functions are used
for the increasing and decreasing sections of the curves to achieve a good
fitting of the data.
To improve the convergence of the algorithm used for the minimiza-
tion problem, the traction values at the adhesive peak Tad have been
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Figure 97: Fitting of the adhesion peak traction Tad with respect to the un-
loading gap gu for α = 2.5◦.
interpolated by a more regular function of the unloading displacement
gu before being used in the equality conditions. It has been noticed that
a second-order polynomial function can reproduce very well the exper-




u + q0 (4.7)
The polynomial coefficients found using Eq.(4.1) without constraints are
given in the Appendix A.
Going back to the unloading phase fitting procedure, the chosen func-
tions are polynomials of fifth degree in g and second degree in gu having
the following general expression:
Pi(g,g
u) =p00 + p10g + p01g
u + p20g
2 + p11g ◦ gu + p02(gu)2 + p30g3+
p21g
2 ◦ gu + p12g ◦ (gu)2 + p40g4 + p31g3 ◦ gu + p22g2 ◦ (gu)2+
p50g
5 + p41g
4 ◦ g + p32g3 ◦ (gu)2
(4.8)
where ◦ represents the element-wise product, and the index i assumes
the value 2 for the increasing phase and 3 for the decreasing phase.
The Eq. (4.1) provides the coefficients vectors for the increasing and
the decreasing sections of the unloading phase, specified in the Appendix A
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Figure 98: Experimental curves and fitting surface for the increasing section
of the unloading phase for α = 2.5◦.
for each α. The fitting surfaces are in Figure 98 for the increasing section
and in Figure 99.
The fifteen coefficients for the increasing phase have been computed
using Eq. 4.1 imposing the equality constraints at the unloading points,
represented by blue asterisks in Figure 98, and at the adhesion peaks,
represented by green asterisks in the same plot.
For the decreasing section, the chosen constraints are the equality
condition at the maximum tractions (green asterisks in Figure 99) and the
inequality condition for the fitting surface’s monotonic behavior, which
must decrease towards zero till the critical displacement (purple aster-
isks in Figure 99). This condition has been computed considering the
derivative of P3(g,gu) with respect to g.
In both cases, the experimental tractions at the adhesion peaks are
substituted by the interpolated values using the polynomial in Eq. (4.7).
Finally, the complete interface model for a given angle α assumes the
form summarised in Table 13 and the final result is shown in Figure 100
for α = 2.5◦.
To better compare the obtained surface and the experimental data,
the result is shown also in the form of a 2D plot in Figure 101, by fixing
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Figure 99: Experimental curves and fitting surface for the decreasing section
of the unloading phase for α = 2.5◦.
Phase General Form Intervals Polynomial order Number ofcoefficients
Loading T = P1(g, α) gu < g ≤ 0 3rd order in g 4
Increasing
Unloading T = P2(g,g
u, α) gu ≤ g < gad 5
th order in g and
2nd order in gu
15
Decreasing
Unloading T = P3(g,g
u, α) gad ≤ g ≤ gmax 5
th order in g and
2nd order in gu
15
Table 13: Summary of the different fitting polynomials used for the interface
constitutive model.
Figure 100: 3D Fitting Surface obtained for α = 2.5◦.
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Figure 101: Experimental curves in dashed line are compared with the fit-
ting curves for α = 2.5◦ and for given values of gu.
the value of gu for each curve.
4.4 Interface Finite Element formulation
The kinematics of the interface finite element follows the same proce-
dure illustrated in Section 3.4.1. Here, the contribution of the interface at










Let us consider a generic time-step t of a quasi-static finite element
analysis. The interface finite element routine provides the tangential and
normal components of the gap vector, gt and gn which allow to compute
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∣∣∣∣) if gn 6= 0
90◦ if gn = 0
0 if gn = 0 and gt = 0
(4.10)
The conditions and the absolute value are necessary to get α ∈ [0, 90◦]
since the considered experimental angles are assumed to be always pos-
itive, and the results are symmetrical with respect to the central vertical
axis.
The local tilt angle is compared with the known experimental an-
gles ᾱ = {0◦, 0.5◦, 1◦, 1.5◦, 2◦, 2.5◦, 3◦, 3.5◦, 4◦}, evaluating the interval
for which α ∈ [ᾱ1, ᾱ2]. The notation with ̄ is here introduced to distin-
guish the quantities obtained through the analysis of the experimental
data and the quantities computed during the FE simulation at the ele-
ment level. In the case of a local tilt angle greater than 4◦, the analyzed
interval is [4◦, 90◦] and the traction contribution related to the tilt angle
90◦ is supposed to be equal to zero.






The interface law described in the previous Section considers the gap
to be negative during the unloading phase, and then it spans from neg-
ative to positive values in the unloading phase. For this reason, the gap
value used as input in the interface law subroutine must account for the
sign as well: the gap g is considered to be negative if gn < 0 and positive
if gn > 0.
The interface element subroutine contains the information regarding
the experimental critical displacements, ḡu, ḡad and ḡmax for each angle ᾱ
to be compared with the simulation gap g. The routine also stores all the
polynomial function coefficients and expressions necessary to compute
the traction vector according to the gap.
To obtain the correct traction value for a given gap g, it is essential
to identify if the interface is in the loading or unloading phase. In the
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latter case, it is also necessary to know the unloading displacement gu.
For this purpose, two history variables are introduced at each integration
point: ghist containing the gap g of the previous timestep t − 1, and guhist
containing the unloading gap gu. While the variable ghist is updated at
each timestep, the variable guhist is updated only during the loading phase
such that it remains available for the following unloading phase.
With these inputs, the traction values T1(g, gu, ᾱ1) and T2(g, gu, ᾱ2)
are computed selecting the appropriate polynomial expressions accord-
ing to the intervals in Table 13. The derivative of the traction with respect
to g, necessary for the tangent stiffness matrix of the element, is com-
puted using the analytical derivative of the polynomial fitting functions.
Subsequently, the traction values are linearly interpolated to obtain the
traction T and ∂T∂g for the angle α. The sign of the traction T derives di-
rectly from the fitting function.
The final step of the element routine regards the computation of the
traction components τ and σ, and the tangent stiffness matrix C. The
traction components are evaluated as:
σ = T cos(α) (4.12a)
τ = T sin(α) (4.12b)












Since the polynomial functions allow the direct computation of the
derivative of T with respect to the gap g, the stiffness matrix components
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Moreover, the derivatives of g are computed considering that the gap































As last step, the chain rule is applied also to obtain the derivative











































The final form of the stiffness matrix components is hence obtained





























































The algorithm of the presented interface finite element is summarised
in Algorithms 5, 6 and 7. The Algorithm 5 contains the overall structure
of the interface finite element starting from the computation of the local
tilt angle α and the gap g to the element residual vector and the stiffness
matrix, while Algorithms 6 and 7 focus on the evaluation of the interface




computed in Algorithm 7 for ᾱ1 and ᾱ2.
In the following algorithms, with the aim of shortening the notation,
the partial derivatives of a variablewith respect to the gap g have been
written as ,g . Moreover, it can be observed that Algorithm 7 computes
the values of traction also in the case of g < gu, but raises a warning since
the fitting function might not be accurate for such interval.
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Algorithm 5: Interface finite element for MSAMSs
Input : Iteration number inside the Newton-Raphson scheme (k), Nodal
coordinates x, Nodal displacement d, Gauss quadrature weights wigp,
History variablesHst1,Hst2, Vector of ᾱ,
For each ᾱ: unloading displacement ḡu, adhesion peak displacement ḡad, critical
displacement ḡmax, parameters of the fitting functions P1(g), Q1(g),
P2(g, gu) and P3(g, gu), parameters of the derivatives of the fitting
functions P1,g(g), P2,g(g, gu) and P3,g(g, gu).
Initialization: Gauss points index igp,gigp = [gt, gn]T,Tigp = [τ, σ]T,C, α, ᾱ1,
ᾱ2.
for igp← 1 to 2 do
















if α < π/2 then
Computing interval ᾱ1 ≤ α ≤ ᾱ2
Call procedure Traction Evaluation:
begin
Input : g, ghist, guhist, α, ᾱ1, ᾱ2, Parameters of the fitting functions
and derivatives, ḡu(ᾱ), ḡad(ᾱ), ḡmax(ᾱ)
See Algorithm 6
Output: Traction T, derivative T,g
end
σ ← T cos(α)
τ ← T sin(α)
Computing C according to Eq.(4.18)
Hst1,igp ← g (at convergence)



















Algorithm 6: Subroutine computing T and T,g
Input : g, ghist, guhist, α, ᾱ1, ᾱ2, Parameters of the fitting functions and their
derivatives, ḡu(ᾱ), ḡad(ᾱ), ḡmax(ᾱ)




Call subroutine with ᾱj = ᾱ1:
begin
Input : ᾱ1, g, ghist, guhist, Coefficients of the fitting functions and their
derivatives, gu, gad, gmax
See Algorithm 7





if ᾱ2 6= π/2 then
Call subroutine with ᾱj = ᾱ2:
begin
Input : ᾱ2, g, ghist, guhist, Coefficients of the fitting functions and their
derivatives, gu, gad, gmax
See Algorithm 7




















Output: Traction T, derivative T,g
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Algorithm 7: Subroutine Tj and Tj,g for a given ᾱj
Input : ᾱj , g, ghist, guhist, Coefficients of the fitting functions and their
derivatives, gu, gad, gmax
Initialization: Tj , Tj,g
if g < gmax then
if g == 0 and ghist == 0 then
Tj ← 0
Tj,g ← 0
else if g < 0 and |ghist| ≤ |g| then
Tj ← P1(g, ᾱ1)
Tj,g ← P1,g(g, ᾱ1)
if g < gu then
Raise a warning: ”Computed quantities might be incorrect since g < gu.”
end
else
if g ≤ gad then
Tj ← P2(g, guhist, ᾱ1)
Tj,g ← P2,g(g, guhist, ᾱ1)
else
Tj ← P3(g, guhist, ᾱ1)






Output: Traction Tj , derivative Tj,g
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4.5 Numerical results
The finite element formulation, coded as a new user element for the FE
program FEAP, has been tested using a simple benchmark model to re-
produce the experimental results. The model consists of two square
blocks meshed with standard 4-node linear finite elements and sepa-
rated by the novel interface finite element. The geometry and boundary
conditions are shown in Figure 102. The two solids have been consid-
ered almost rigid compared to the interface and with the same material
parameters: Young’s moduli E1 = E2 = 1000MPa and Poisson ratios
ν1 = ν2 = 0.45, where the subscripts 1 and 2 refers to the lower and
upper block respectively.
The simulation is conducted under displacement control imposing
vertical and horizontal displacements on the upper edge such that the
far-field tilt angle is known and can be compared with the experimental
ᾱ. The normal and the tangential components of the reaction force are
computed and compared with the experimental curves. As in the exper-
iments, the simulation considers a loading phase by pressing the upper
block against the lower one and then an unloading phase until the inter-
face’s complete failure. Since the two solids are almost rigid compared
to the interface, the tilt angle applied through the displacement compo-
nents imposed at the upper edge is equal to the local tilt angle.
The results for a tilt angle equal to 2.5◦ are provided in Figures 103
and 104 and compared with the experimental data and the fitting func-
tions for different values of gu. As expected, the model reproduces ex-
actly the fitting functions, and it is in excellent agreement with the exper-
imental data.
More complex simulations have been considered to evaluate the method’s
potentiality, starting from testing the efficiency of the model for tilt an-
gles that have not been tested during the experimental campaign.
The traction-displacement curves for increasing values ofα are shown
in Figure 105 for for the normal direction and in Figure 106 for the tan-
gential one. The same unloading displacement has been used for all the
simulations; however, the normal and tangent components of the un-
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Figure 102: Benchmark test geometry and boundary conditions with one
single interface finite element.


























Figure 103: Numerical simulation results for the normal direction compared
to experimental and fitting functions for different gu and α = 2.5◦.
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Figure 104: Numerical simulation results for the tangential direction com-
pared to experimental and fitting functions for different gu and α = 2.5◦.
loading displacements, un and ut are different for the reported curves be-
cause of the different tilt angles. The curves withα equal to { 0.2◦, 0.8◦, 1.2◦ }
have been obtained through linear interpolation of the known experi-
mental angles, reported in the same plot for comparison. The chosen lin-
ear interpolation captures the experimental dependence of the traction
on the applied tilt angle with good results.
The proposed computational framework can also model a more re-
alistic application of the MSAMSs adhesive, for example, the simulation
of a polymeric layer’s bond to a glass substrate through the mushroom-
shaped adhesive. In fact, the following simulation has been inspired by
the use of MSAMSs adhesives to realize adhesive gloves for climbing ver-
tical walls. These applications rely on the tilt angle variation to quickly
release the gloves from the wall since the detachment force is strictly con-
nected to the peeling angle. Hence, the proposed formulation must cor-
rectly capture the force variation with the tilt angle variation over time.
The finite element model used for this simulation is shown in Fig-
ure 107 and consists of a glass substrate layer with Young’s Modulus
equal to 70GPa and Poisson ratio equal to 0.3, and an upper polymeric
layer in ABS (acrylonitrile butadiene styrene) having E = 3200MPa and
145
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Figure 105: Normal traction-displacement curves for different values of α.
-0.02 -0.015 -0.01 -0.005 0 0.005 0.01 0.015 0.02 0.025 0.03































Figure 106: Tangential traction-displacement curves for different values of
α.
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Figure 107: FEM Model for a peeling test of MSAMSs adhesive bonding an
ABS layer to a glass substrate.
ν = 0.3. The simulation has been conducted in a quasi-static framework
with the far-field ᾱ depending on the current timestep.
The mesh consists of standard 4-node elements for the two bulk solids
having h = 0.17mm resulting in 120 elements along the interface.
After the loading phase with a constant tilt angle α = 1◦, the interface
has been tested considering firstly an increasing tilt angle and secondly
a decreasing behavior. The results have been hence compared with a
constant angle peeling. The tilt angle evolution has been controlled by
checking the local tilt angle at the interface at the last integration point,
as underlined in Figure 108 and it has have been plotted in Figure 109. In
this latter plot, it can be noticed that after the loading phase with the local
α equal to the constant value 1◦, the blue curve identifies the simulation
with the increasing tilt angle, and the red curve represents the decreasing
behaviour.
Figure 110 shows the displacement field magnitude of the structure
for the case with constant α at different time-steps: the initial configura-
tion in Figure 110(a), the end of the loading phase (b) and the unloading
steps (c)-(e).
The simulation results in terms of reaction force vs imposed displace-
ments are shown in Figure 111 and Figure 112 in terms of normal com-
ponents and tangential components respectively for the simulations with
constant tilt angle equal to 1◦ (green curve), and for the increasing (blue
curve) and decreasing α (red curve) plotted in Figure 109. As expected,
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Figure 108: The local tilt angle for an integration point of the interface is
obtained as in Eq. (4.10) using the values of gn and gt.

















Figure 109: Variation of the local tilt angle α during the peeling tests.
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Figure 110: Snapshots of the simulation with α = 1 showing the magni-
tude of the displacement field. The initial configuration is represented in
(a), while the following time-steps correspond to the imposed displacement
u = −0.8mm (b), u = 0.30mm (c), u = 1.16mm (d), and u = 2.00mm (e).
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Figure 111: Normal components of the force-displacement curve for the
peeling test with α varying during the simulation.
the tangential components increase for decreasing values of the tilt an-
gle; however, the peeling response is mainly dominated by the normal
components because of the considered angles’ low values.
A better comprehension of the result can be achieved by looking at
Figure 113 where the results are plotted in terms of the magnitude of the
force and displacement values without the decomposition in normal and
tangential directions. It can be observed that the required peeling force
decreases for increasing α, corresponding to an easier detachment of the
mushroom-shaped adhesive.
Hence, the zero-thickness interface element can be a valuable tool for
simulations of industrial applications of mushroom-shaped adhesives
without the necessity of expensive computational models involving a de-
tailed discretization of the surface microstructures.
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Figure 112: Tangential components of the force-displacement curve for the
peeling test with α varying during the simulation.
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In line with previous contents in this Thesis, adhesive joints models often
consider the adhesive layer as an interface between the adherends, see
references [94, 95]. However, in many applications, the adhesive layer
behaves as a bulk layer that can experience large deformations and high-
stress states and gives rise to cracks, especially for an adhesive thickness
comparable with the thickness of the components. In the latter case, thick
adhesive joints belong to the broader range of mechanical joints with
layered heterogeneous structures. The simulation of joint failure requires
hence a more detailed model, based not only on the interface properties,
being the main target of the current Chapter.
Among the applications, in solar energy production devices, most
of the silicone-based adhesives show a hyperelastic material behavior
as many other rubber-like materials which are characterized by a rela-
tively low elastic modulus and high bulk modulus. Moreover, in many
industrial applications, hyperelastic materials are used as substrate for
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more rigid components with linear elastic behavior, featuring thin layer-
substrate systems. The present chapter aims at formulating a numerical
tool for the fracture simulation of structural joints with rubber-like com-
ponents.
The contents of the present Chapter commence with a short descrip-
tion of the large strain theory quantities used to describe the kinematics
of hyperelastic material in Section 5.1. Note that for the sake of brevity,
this document exclusively includes the concepts that are required in or-
der to understand the following sections, while other theory details can
be found in many continuum mechanics textbooks and treatises, see [114],
[115], among many others. The fracture behavior of materials subject to
large deformation is described in Section 5.2, introducing the phase-field
approach for Fracture Mechanics simulations. The final Section (5.3) ex-
ploits this method to evaluate the crack propagation of bi-layered struc-
ture with Neo-Hookean material.
Nomenclature
Ω0 Body domain in the initial configuration
Oe1e2e3 Reference system
Ω Body domain in the current configuration
X Position vector with respect to the initial configuration
t Generic time-step
x Position vector with respect to the current configuration
ϕ Nonlinear deformation map
u Displacement vector
F Deformation gradient
J determinant of F, Jacobian
H Displacement gradient
E Green-Lagrangian strain tensor
I Unit tensor
C Right Cauchy-Green strain tensor
b Left Cauchy-Green strain tensor
ε Linear strain tensor
C0 Internal cut of the solid in the initial configuration
C Internal cut of the solid in the current configuration
∂C0 Boundary of C0
∂C Boundary of C
dA Infinitesimal surface area element in the initial configuration
da Infinitesimal surface area element in the current configuration
t Traction vector in the current configuration
N0 Normal unit vector in the initial configuration
n Normal unit vector in the current configuration
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Nomenclature
σ Cauchy stress tensor
P First Piola-Kirchhoff stress tensor
PN Nominal stress tensor
S Second Piola-Kirchhoff stress tensor
W Strain energy function or density
A First elasticity tensor
CSE Second elasticity tensor
δ Kronecker delta
λ and µ Lamè parameters
β Material parameter describing the volumetric compressibility
E and ν Young’s Modulus and Poisson ratio
G Energy released rate per unit of new crack surface
Gc Critical energy release rate
Γ0 Crack set in the body domain in the initial configuration
∂Ω0 External boundary of the solid in the initial configuration
u∗ Prescribed displacements
t∗ Prescribed surface tractions
∂ΩD0 Dirichlet boundary in the initial configuration
∂ΩN0 Neumann boundary in initial configuration
b∗ Body force per unit mass
P External potential energy
E Internal energy of the solid
Π Total potential energy of the solid
φ Crack phase-field parameter
g(φ) Energetic degradation function
kres Residual parameter to avoid numerical instability
γ(φ;∇φ) Crack surface density function
α(φ) Geometric crack function
ξ Parameter of the geometric crack function
l0 Length scale parameter
c0 Scaling parameter
σc Material tensile strength
δE First variation of the internal energy
δΠ First variation of the total potential energy
N Linear shape function matrix of the displacement field
δū Nodal displacement values
J Jacobian of the transformation between global and natural reference system
ξ Nodal coordinates in the natural reference system
X Nodal coordinates in the global reference system
∇φ Gradient of phase field
φ̄ Nodal phase-field values
N̄ Linear shape function matrix of the phase-field
B̄ Derivatives of the phase-field shape function matrix
Kuu Stiffness matrix of the displacement sub-problem
Kφφ Stiffness matrix of the phase-field sub-problem
Kuφ and Kφu Coupling components of the stiffness matrix
δW (F) Virtual energy density





ab Geometrical tangent matrix
δE Variation of the Green-Lagrange strain energy
B0a Matrix relating δE and δū
u Imposed displacement used in the numerical simulations
t Upper layer thickness used in the numerical simulations
h Mesh dimension
5.1 Finite elasticity theory definitions
Consider a solid in its initial state whose domain is denoted by Ω0 ⊂ R3.
This domain is formally described as a set of continuously distributed
points (called material points) P ∈ Ω0. A point position is identified by
the vector X = {X1, X2, X3}T in R3 with respect to the origin O. This
initial configuration is considered as undeformed and stress-free and it
is also identified as the reference configuration.
Throughout the deformation process, the solid assumes the so-called
current configuration occupying the domain denoted by Ω ⊂ R3 at an
arbitrary time t, and whose position vectors are identified by the vector
x(X, t) as in Figure 114. The initial and current configurations are related
through the nonlinear deformation map ϕ : Ω0 × [0, t]→ R3, so that x =
ϕ(X, t).
Furthermore, it is possible to introduce the displacement vector which
describes the motion of the body from the undeformed to the deformed
configuration at the time t:
u(X, t) := x(X, t)−X (5.1)
Equivalently, the current position of the material points is given by:
x(X, t) = X + u(X, t) (5.2)
In the quasi-static framework, the time represents only a ”pseudo-time”
necessary to characterize the state of deformation.
The motion of the body can be described following two approaches
which are physically equivalent to each other, but bring to different in-
terpretations and quantity definitions in conjunction with alternative nu-






Figure 114: Solid deformation process from the reference configuration to
the current one.
the variables and the system equations are formulated with respect to the
reference configuration and to the vector X; (ii) the Eulerian or Spatial
description, where the current configuration and the vector x are con-
sidered instead. In what follows, the Lagrangian approach is used to
describe the deformation of the body, so not all the strain and stress mea-
sures are introduced (see [114] and [115] for the additional ones).
The deformation of the body is described using a tensor F, called De-
formation Gradient, which relates tangent vectors of initial and current
configuration to each other, mapping an infinitesimal line segment dX in
Ω0 of the initial state, to a line segment dx of the current configuration:






→ F = dx
dX
(5.3)
where ∇X(·) is the gradient of (·) with respect to the material configura-
tion. An alternative expression for F derives from the definition of the







= I +∇X(u) (5.4)
with I representing the unit tensor. Using the tensor H = ∇X(u), called
Displacement Gradient, F can be written also as F = I + H.
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Particularly relevant is the determinant of F, denoted by J and called
Jacobian. The Jacobian expresses the volume variation of the solid during
the deformation process. Hence, a deformation process with a negative
Jacobian would correspond to a negative volume, which is not physi-
cally admissible. In order to keep the consistency of the mapping of the
deformation process and preventing negative volume: J > 0. Moreover,
an incompressible material will have J = 1.
5.1.1 Strain tensors





(FTF− I) = 1
2
(H + HT + HTH) (5.5)
The Lagrange strain tensor quantifies the changes in length of a material
segment, and angles between pairs of segments in the deformable solid.
It can be noticed that the term HTH represent the high order contribution
due to the non-linearity of the system. In the geometrically linear theory,
this term is neglected and the Green-Lagrangian strain tensor reduces to
the linear strain measure ε = 12 (H + H
T).
Moreover, the right Cauchy-Green tensor can be defined as well:
C := FTF (5.6)
It can be regarded as quantifying the squared length of an infinitesimal
segment in the reference configuration. In the same way, the left Cauchy-
Green tensor can be defined as:
b := FFT (5.7)
and it represents the squared length of an infinitesimal segment in the
current configuration.
5.1.2 Stress tensors
The stress measures related to the Lagrangian formulation do not di-
rectly correspond to physical stress because, in the case of large strain
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theory, the difference between the initial cross-section area and the cur-
rent one is not negligible so far. Hence, the first introduced stress tensor
is the Cauchy stress tensor which is related to the deformed area. Other
stress measures will be later defined for the reference configuration.
Consider an internal cut of the solid denoted with C0 ∈ Ω0 at the ref-
erence configuration and with C at the current state, having boundaries
∂C0 and ∂C, respectively. According to the Cauchy Lemma, the traction
vector t, acting on an infinitesimal surface area element, da, on C with
normal vector n, can be written as:
t = σ · n, ti = σijnj (5.8)
where σ is the Cauchy stress tensor (or true stress tensor) which can be
seen as the internal force per unit deformed area. The component of the
stress tensor, σji, represents the i-th component of the traction vector
acting on a plane with normal in the ej direction.
According to Nanson’s formula [116], the transformation of surface
area elements from Ω to Ω0 is given by:
nda = JF−T ·N0dA (5.9)
where N0 is the normal vector in the reference configuration of the in-
finitesimal surface area element dA. This relation allows to introduce the
first Piola-Kirchhoff stress tensor, P:
σn · da = σJF−T ·N0dA = PN0dA
→ P = Jσ · F−T
(5.10)




where the uppercase indices are reserved to the reference configuration
and the lowercase to the current deformed configuration. The first Piola-
Kirchhoff stress tensor can be regarded as the internal force per unit un-
deformed area acting within a solid. Since σ is multiplied by F only
from the left, the first Piola-Kirchhoff tensor is related to both the ini-
tial and the current configuration. Moreover it is not symmetric and it is
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important to distinguish it from the Nominal stress tensor, which is the
transpose of the first Piola-Kirchhoff stress, used by many authors and
often denoted with P as well:
PN = P
T = JF−1 · σ (5.12)
With the aim of considering only the reference configuration, the sec-
ond Piola-Kirchhoff tensor is introduced as:
S = F−1 ·P = JF−1σF−T (5.13)
It follows that:
P = F · S, PiI = FiJSJI (5.14)
No physical meaning can be related to this latter stress tensor but it is
used very often because it is symmetric and it is easier to deal with sym-
metrical stress tensors in the reference configuration.
5.1.3 Constitutive models
Hyperelastic (or Green) materials are defined as elastic materials for which
the work is independent from the load path. It is then possible to in-
troduce a stored energy function, called also strain energy function or














The stored energy potential for the stress can be written as function of the
right Cauchy-Green tensor C or Green-Lagrange strain tensor E. Equiv-















The linearization of the weak form equations of the system, intro-









This operator, is used in the Newton-Raphson solution method in fully
implicit nonlinear FE schemes. The constitutive material model can be
also expressed using the second elasticity tensor or material tangent mod-


















NIMJFjM + SIJδij (5.20)
where δ is the Kronecker delta: δij = 1 if i = j, δij = 0 if i 6= j.
The numerical simulations presented in this Chapter are developed
using hyperelastic material models. Within this context, the simplest ma-
terial model that extends the linear elastic laws to large displacements is
called Kirchhoff-Saint-Venant, and it is characterized by the Lamè param-
eters λ and µ (the latter constant is called also shear modulus).





[tr(E)]2 + µtr(E2) (5.21)





= λtr(E)I + 2µE (5.22)
Finally, the second elasticity tensor reads:
CSE = λI⊗ I + 2µI4 (5.23)
The second formulation used in the chapter is the compressible Neo-
Hookean material model in the form adopted in [117]. The strain energy
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where J = det(F), µ is the shear modulus and β = 2ν/(1 − 2ν) > 0
describes a weak volumetric compressibility of the elastic solid through
the Poisson ratio ν.























5.2 Phase field approach for fracture
5.2.1 Brief State of the Art of phase field method for hy-
perelastic materials
Modeling of the fracture phenomena is still a relevant challenge in Com-
putational Mechanics and different methods have been proposed so far
in the related literature such as the Cohesive Zone Model [103, 118], the
eXtended FEM (XFEM) [119], among many others.
The mathematical background of the eXtended FEM is based on the
concept of the partition of unity: a set of functions such that the sum
of all the function values at a point x is 1 [119]. The shape functions of
the standard finite element method satisfy this condition, and the XFEM
takes advantage of it by introducing in the approximation space some
enrichment functions and extra degrees of freedom able to reproduce
the jump in the displacement field caused by the crack [120]. The direc-
tion of the crack growth is determined by computing the stress intensity
factors at the crack tip, in conjunction with the use of a predefined crack
propagation criterion for the determination of the crack advance progres-
sion in terms of extent and direction. In general, only the nodes near the
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crack are enriched, and a remeshing algorithm is introduced to allow the
simulation of the crack propagation in the domain. The splitting algo-
rithm is necessary for the elements containing the crack tip or crossed
by the crack, which can become computationally demanding, especially
in complex geometries and in 3D simulations, since the method needs a
variable number of extra degrees of freedom per node. The method has
been widely adopted in the scientific literature, and a review of the state
of the art can be found in [121].
Recent developments of the Virtual Element Method (VEM) show the
potential of this approach within the field of fracture mechanics. The
method was initially proposed in [122, 123], and it represents a general-
ization of the standard finite element method. The domain is discretized
in general polygonal elements, and one key advantage of the method is
the flexibility concerning the mesh generation since irregularly shaped
elements (even non-convex) can be employed to deal with complex ge-
ometries. In brief, the VEM differs from the classical finite elements since
it does not require the computation of the interpolation functions in the
interior of the elements. Instead, they have an explicit representation
only at the boundary of the elements through polynomial functions of
order k. For k = 1 (known as low-order VEM), the element nodes are
placed entirely at the vertices of the polygonal elements, and the shape
or basis functions restricted at the element boundaries are linear func-
tions [124].
In general, the VEM relies on the split of the discrete space of test
functions into a projected part and a remainder. The projection is re-
quired since the approximated displacement field is available only on
the boundaries of the element. This approach leads to a rank-deficient
stiffness matrix that needs a stabilization term to solve the system. It has
been applied to finite elastoplastic deformation in [125], compressible
and incompressible hyperelastic materials in [126], contact problems in
[127] and to homogenization problems in [128]. Applications to fracture
mechanics can be found in [129] and in [130]. In the first work, brittle
crack propagation is modeled by computing the crack growth direction
and splitting the virtual elements in such directions following the crack
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evolution. In [130], the VEM discretization of the bulk has been coupled
with 2D interface cohesive elements. The work proposes a tracking algo-
rithm to determine the crack nucleation and evolution and to refine the
virtual elements mesh accordingly. Moreover, interface finite elements
are introduced in the cutting line along with the evolution of the crack.
In order to simulate crack initiation, crack branching, and crack co-
alescence for multiple fronts in an efficient and reliable manner, multi-
field variational formulations (usually denominated phase field methods),
have been proposed in the last decades with a tremendous impact within
the research community. These methods can be envisaged as a particu-
lar form the Continuum Damage approaches which use a parameter to
describe the solid deterioration and to control the material strength [131].
Phase-field methods are based on Griffith’s idea of competition be-
tween elastic and fracture energy. According to Griffith’s theory for brit-
tle elastic solids [85], when a crack propagates, there’s a reduction of the
elastic strain energy stored in the body, and, at the same time, the surface
energy increases because of the creation of new crack surfaces. Hence a
preexisting crack will propagate if the crack growth results in a reduction
of the potential energy greater or equal to the increase of surface energy.
The energy released rate per unit of new crack surface is referred to as
G and the critical value for which the crack propagates is noted with Gc.
This value called also fracture toughness, is independent of the geometry
of the solid, and it is a material property.
The pioneer works in the direction of a variational approximation of
Griffith’s energy balance approach have been carried out by Francfort
and Marigo [132], Bourdin et al. [133] and Miehe et al. [134]. These
authors consider a damage variable as an additional primary unknown
of the problem, defining an extra degree of freedom per node in the FE
discretization to model brittle fracture phenomena. The additional vari-
able is governed by a Poisson-type partial differential equation to model
fracture events.
One of the most appealing aspect of phase-field methods is the fact
that any sharp discontinuity represented by the crack can be approx-
imated by a diffuse-interface description of cracks. Correspondingly,
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and in line with the developments given in [133, 134], the fracture phe-
nomenon is modeled by two partial differential equations: the stress
equilibrium equation, which accounts for the increasing damage of the
body, and the evolution equation which describe the energy dissipation
and the crack growth.
In the specialized literature, the individual phase-field formulations
differ for the approximation of the sharp crack, for the degradation func-
tion used to lower the damaged material stiffness, and for the method
used to enforce the irreversibility condition (the level of damage can only
increase). This approach has been used to describe brittle materials at the
beginning, but later they were extended to cohesive [135, 136] or ductile
[137, 138] fracture, and to dynamic crack propagation [139, 140].
In [141], advancements of the variational approach to fracture are pre-
sented to model complex crack patterns in heterogeneous materials and
composite structures. To trigger fracture events in thin-walled structures,
solid shells relying on the enhanced assumed strain (EAS) method have
been exploited in [142], while interface debonding problems have been
treated using discrete cohesive zone model for the interface coupled with
phase-field for the bulk [97, 143, 144]. A broader presentation of phase-
field approaches can be found in [145].
The phase-field approach have been developed also for virtual ele-
ments by Wriggers and coworkers in [146, 124] considering the projec-
tion of the displacement and phase fields on to a polynomial space. The
results are in line with the ones obtained with second-order triangular
finite elements and the technique seems to be promising especially in the
case of severe distortion of the elements.
The application of the phase-field method to rubber-like material at
large deformation is more challenging compared to the linear elastic brit-
tle fracture at infinitesimal strain because both material and geometric
nonlinearities should be considered simultaneously [147]. Moreover, the
material nonlinearity is also influenced by the evolution of the damage
field.
In the last decade, a phase-field model for rate-independent hypere-
lastic materials was firstly proposed by Miehe [117]. Mandal and cowork-
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ers [148] simulated crack nucleation and propagation in composites ma-
terials with polymeric matrix, while Russ et al. [149] propose the sim-
ulation of 3D-printed polymeric composites. A phase-field model for a
general nonlinear elastic material based on a novel energy decomposi-
tion has been proposed by Tang et al. [150].
In [151, 152], a variational formulation based on the phase-field ap-
proximation of fracture has been developed to include some specific at-
tributes of elastomers: (i) crack nucleation as consequence of hydrostatic
stress concentrations (as near rigid fillers, often used for engineering ap-
plications), (ii) total or partial healing of micro-cracks, and (iii) fracture
resistance, not as a material property, but depending on the history of
fracture and healing.
5.2.2 Motivation for the use of PF methods in adhesive
joints
In the light of the previous description of the potential capabilities of PF
methods, this technique can be considered as an extraordinary candidate
for its application in adhesive joints due to: (i) the complex character of
the geometric definition of such joints, (ii) the possible different failure
modes within the component (adhesive/cohesive failures), among other
aspects. Therefore, this approach is here exploited to simulate the failure
of polymeric materials used in many structural joints, both as compo-
nents or adhesives.
Regarding this topic, the failure phenomena of an adhesive layer con-
sidered as bulk material has been studied in [153]. In this contribution
the experimental results are compared with FEM simulations relying on
the constitutive and fracture mechanical characterization of a silicone ad-
hesive.
The phase field method has been used in [154] to simulate fracture in
layered heterogeneous structures analysing the material parameters mis-
match and the influences of interface properties. Thin films on compliant
substrates have been analysed also in [155] providing a characterization
of the different damage patterns according to the mechanical properties
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Figure 115: Cracks perpendicular to the stretch direction in a gold stripe on
a silicone elastomeric substrate. Adapted from [156].
of the system. With respect to the cited works, the proposed formulation
takes into account also the hyperelastic material models of the compo-
nents.
Interesting applications of the proposed parametric study can be found
in the field of flexible electronics where the material properties of the ma-
terials needs to be properly tuned to guarantee the deformability of the
final device. Several failure modes are observed for thin rigid layer on
flexible substrate, consisting in crack propagation through the layers or
debonding at the interface. In [156] and [157], metal thin layers on elas-
tomeric substrates of different Young’s Modulus have been studied. In
these studies, it is possible to observe the formation of subsequent cracks
in the metal layer (see Figure 115).
In [158], fracture and debonding of stiff ceramic islands on deformable
substrates have been experimentally investigated considering different
dimensions and thickness (see Figure 116).
A phase-field finite element for large deformation has been devel-
oped and implemented in the commercial FE package Abaqus using the
user-defined capability UEL (user element interface) starting from the
material model proposed in [117]. The formulation is described in the
next Section. The choice of Abaqus in the present Chapter instead of
FEAP is motivated by the more advanced pre-processing and post-processing
tools offered by the software and by the complexity of the simulations
that are the goal of the present framework. FEAP has a limitation of
100000 finite elements for 3D simulations, and the present framework
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Figure 116: Ceramic islands (size L and thickness h) on PI (polyimide) sub-
strate stretched horizontally. Source [158].
has been coded with the perspective of modeling examples more com-
plex than the one presented in this Chapter. Another advantage is the
possibility of an easier technology transfer since Abaqus is widely used
in the industrial sector. Moreover, the use of a different software has
been the opportunity to enlarge the author’s knowledge of finite ele-
ments packages. It has to be remarked that the programming language
(FORTRAN) and the structure of the user element are the same in both
the programs such that the Abaqus user element can be easily transferred
to FEAP, if necessary.
With respect to the cited work [117], the proposed formulation does
not use the artificial viscous regularization of the above rate-independent
formulation of crack propagation in rubbery polymers. The staggered
method implemented in the Abaqus user element for the solution of the
displacement and phase-field equations requires solving independently
the two problems at the same time, using the variables obtained in the
previous iteration and stored in appropriate history variables. The result-
ing algorithm differs from Miehe and Schänzel’s implementation where
the fracture phase-field problem is solved as a first step and the solution
is used for the displacement problem.
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5.2.3 Phase field variational formulation for finite defor-
mation
Consider the solid already introduced in section 5.1 but with a crack set



















Figure 117: A cracking solid Ω0 in the reference configuration with sharp
crack Γ0 (a) and its regularization (b).
The external boundary is signified by ∂Ω0 having N0 as outward unit
normal vector. Moreover, on the external boundary, the prescribed dis-
placements u∗ and surface tractions t∗ are applied on ∂ΩD0 and ∂Ω
N
0 re-
spectively, such that ∂Ω0 = ∂ΩD0 ∪ ∂ΩN0 and ∂ΩD0 ∩ ∂ΩN0 = ∅. Let also as-
sume that the domain Ω0 is subjected to b∗ which denotes a body forces
per unit mass.




b∗ · u dV +
∫
∂ΩN0
t∗ · u dA (5.27)








where Gc is the critical energy release rate or fracture toughness of the
material. The total energy of the solid is then sum of the two contribu-
tion:
Π(u,Γ0) = E(u,Γ0) + P(u) (5.29)
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The variational approach introduced by Francfort and Marigo [132]
evaluates the crack evolution by finding a global minimizer of (5.29)
through the introduction of a phase-field approximation. The principal
idea of the phase-field formulation is the substitution of the sharp crack
with a transition region from undamaged to broken material. The sharp
crack is approximated as a band of finite thickness characterized by a
crack phase-field parameter φ ∈ [0, 1] such that φ = 0 denotes the intact
material and φ = 1 represents the cracked one. The crack approximation
converges to the sharp crack when the band thickness approaches zero.
The energy contribution from the crack surface, contained in equation















where g(φ) is called energetic degradation function and acts to reduce
the elastic strength of the material.
There are different choices for the function g(φ), a more detailed dis-
cussion can be found in [145], in this thesis we used the model introduced
by Bourdin et al. in [133] and it is referred as AT2 model:
g(φ) = (1− φ)2 (5.32)
In order to avoid numerical instabilities at the fully broken state, a
parameter kres ≈ 0 is used in the expression of g(φ):
g(φ) = (1− φ)2 + kres (5.33)
In the equation (5.31), γ(φ;∇φ) is the crack surface density function










where α(φ) is called geometric crack function, l0 is the length scale pa-
rameter that controls the width of the diffuse crack band (see Figure 117b),





For the AT2 approach c0 = 2.
The length scale parameter l0 is strictly related to the thickness of the
band approximating the sharp crack such that when l0 → 0, the regu-
larised solution converges to the fracture mechanics solution according
to the Γ-convergence theorem [148]. Moreover, in the related literature,
in [159, 160] for example, it has been shown that by assigned to l0 a value
related to the material tensile strength, σc, it is possible to predict the
nucleation of fracture in the system correctly. These authors established
that the length scale is proportional to the Irwin’s characteristic length,
GcE
σ2c
, by a factor depending on the type of phase model. For the AT2







This approach has been successfully applied to many experimental
results for ceramics, metals, and hard polymers, showing a very good
agreement between the numerical and the experimental tests [160] espe-
cially for the cases of fracture nucleation from large pre-existing cracks.
The Eq. 5.36 has also been used in the numerical simulations presented in
this Chapter triggering the crack nucleation with the presence of a notch.
However, using l0 as a material constant is less effective for the pre-
diction of fracture nucleation in the bulk or from small pre-existing cracks
and in the case of almost incompressible materials [161]. Moreover, the
mesh size has to be smaller than the length scale parameter to ensure
the fracture phenomena’ correct prediction. In some cases, the length
scale might be too small, leading to an even smaller element dimension
and consequently to a computational model too expensive, or it can be
too large such that modeling a small scale system. Different approaches
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have been proposed to overcome these issues: the phase-field regular-
ized cohesive zone model proposed in [145] (specialized for hyperelastic
material in [148]) encodes the tensile strength in the energy degradation
function. In contrast, the phase-field approach proposed by [161] con-
siders an external crack driving force to account for the strength of the
material.
The geometric crack function α(φ) determines the distribution of the
crack phase field and can be written as:
α(φ) = ξφ+ (1− ξ)φ2 ∈ [0, 1] ∀φ ∈ [0, 1] (5.37)
with the parameter ξ ∈ [0, 2]. The AT2 formulation can be obtained using
ξ = 0 such that α = φ2.
In order to find the minimizing couple (u, φ), the following varia-



























The total potential first variation with respect to the displacement and
phase-field must vanish at a minimum:
δΠ(u, φ) = δE + δP = 0 (5.39)






























The given formulation can be specified for different material models
substituting the desired expression for W (F). As stated before, the nu-
merical simulations will be conducted using the expression of the energy
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strain potential provided for the Kirchhoff-Saint-Venant and the Neo-
Hookean material models in Section 5.1.3. Using the Eq. (5.17), the for-




























5.2.4 Finite element discretization
The finite element discretization is here described for the displacement
and the phase-field equations. Using the isoparametric form, the coordi-




Na(ξ)X̄a = N(ξ)X̄ (5.42)
where ξ = {ξ1, ξ2, ξ3} are the natural coordinates for each element in
the three-dimensional case and X̄a are the nodal coordinates where the
index a ranges from 1 to the number of nodes in the element (four nodes
for 2D and 8 nodes for 3D). Moreover, N is the standard linear shape
function matrix.





Na(ξ)ūa = N(ξ)ū (5.43)
The virtual displacement, that appears in the weak form equations, is




Na(ξ)δūa = N(ξ)δū (5.44)
The weak form in Eq. (5.41) includes first derivatives of the displace-
ment and of the phase-field. For their discretization, we need to de-
rive firstly the derivatives of the shape functions with respect to XI ,with
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in which the J is the Jacobian transformation between the natural coor-
dinates ξ and the reference system X. The derivatives will be written in
the sequel using the notation:
∂Na
∂XJ
= Na,XJ ≡ Na,J (5.48)









In order to express the weak form equations, the columns of matrix





Similarly, for the phase field φ and its gradient ∇φ the interpolation













B̄a(ξ)φ̄i = B̄φ̄ (5.53)
where the interpolation matrix N̄ and B̄ have components:

































The residuals needed in the Newton-Raphson solver for the solution








































A staggered method has been used for the solution of this system
of equations, allowing the interaction between displacement and phase-
field problems only through history field variables. This method is based
on the consideration that the two fields are weakly coupled. For each
time step, the current displacement is computed using the phase-field
value at the previous step, while the current phase field is calculated
based on the energy history.






BTg(φn)PdV = 0 (5.59)
This is solved for u, assuming φn known from the previous time step.



















where the potential energy from the displacement problem is replaced
by a history variable defined as:
H0 = 0 (5.61a)
Hn+1 = max{W (Fn), Hn} (5.61b)
In order to use the Newton-Raphson method to solve the system, the














where δū and δφ̄ are the new nodal solutions at the time step n+ 1. The
coupling matrix Kuφ and Kφu are set to zero in a Jacobi-type staggered
solution scheme.
The matrix Kuu can be obtained in terms of first Piola-Kirchhoff stress
starting from the virtual energy density δW (F) as:
d(δW ) = δFi,I dPiI = δFi,I AiIjJ dFjJ (5.63)
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where AiIjJ is the first elasticity tensor in Eq. (5.18). The tangent matrix










Each sub-matrix Kuuab has the size ndofu×ndofu where ndofu is the number
of displacement degrees of freedom for each node, and the indices a and
b vary from 1 to the number of nodes of the element.
Equivalently, the expression for the tangent matrices can be then split
into two different contributions called material and geometrical tangent








The two contribution can be derived considering that P = F · S, the
Eq. (5.63) can also be expressed as [115]:
dPiJ = FiRdSJR + SJRdFiR (5.66)
The material stiffness matrix can be derived more easily switching to
Voigt notation for the Green strain and the second Piola-Kirchhoff ten-
sors, {E} and {S}, and considering the definition of the second elasticity
tensor [CSE] given in Eq. (5.19).





where B0a is used to relate δ{E} and δū as:







F11Na,2 + F12Na,1 F21Na,2 + F22Na,1 F31Na,2 + F32Na,1
F12Na,3 + F13Na,2 F22Na,3 + F23Na,2 F32Na,3 + F33Na,2
















where I is a unit matrix whose size depends on the dimension of the
problem and S is in matrix form.













More details on this derivation are given in [162], while the proposed
finite element implementation uses the formula based on the first Piola-
Kirchhoff (Eq.s (5.59) and (5.64)).

















The phase-field variable represents an extra degree of freedom for each
node, consequently the matrix Kφφ has the size given by the number of
nodes: nnodes × nnodes.
5.3 Numerical simulations
The described formulation has been tested considering 3D, plane strain,
and plane stress cases through benchmark tests taken from the literature
using the commercial finite element software Abaqus FEA coding a spe-
cific user element subroutine.
The capability of the framework has also been explored for more com-
plex 3D simulations considering thin cylindrical structures.
Subsequently, the computational framework has been used to eval-
uate structures composed of two different hyperelastic layers with me-
chanical parameters mismatch. The analyzed materials are typically used
in stretchable devices and flexible electronics. These applications usually
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involve a polymeric layer to assure a large deformation to the final prod-
uct together with metallic or ceramic components. The simulations aim
at reproducing the crack propagation within these types of structures.
The first example considers a notched 2D plate with two different
thin layers. A parametric study on the fracture propagation through the
layers has been conducted varying fracture toughness and bulk proper-
ties between the joint materials to understand the competition between
crack branching and penetration when the crack impinges into the inter-
face represented by the materials discontinuity.
The parametric study is followed by an interesting application with
real materials considering a thin linear elastic material layer on top of a
hyperelastic one.
5.3.1 2D formulation: penny shaped model
In order to demonstrate the capability of our formulation, a first bench-
mark test has been compared to results available in [117] for the same
problem. We considered a penny-shaped specimen with a pre-existing
notch in the center, with geometry and boundary conditions depicted in
Figure 118. The test consists in a rectangular plate of 0.4mm height and
2mm height with a central horizontal notch of 0.2mm width and 0.01mm
height. A monotonically increasing displacement u has been applied on
the upper boundary, while the bottom boundary is fixed.
Figure 118: Geometry and boundary conditions of a rectangular plate with
a central notch under remote tension u.
The finite element discretization of the plate consists of around 64700
elements (characteristic element length h = 0.002mm as in [117]), and a
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magnification of the mesh in the area close to the central notch is shown
in Figure 119.
Figure 119: Mesh of the rectangular plate with the central notch.
Following the benchmark test proposed in [117], the plate has shear
modulus µ = 5N/mm2 and Poisson ratio ν = 0.45 which corresponds to
β = 9. The critical fracture energy is Gc = 2.4N/mm and the length scale
is l0 = 0.01mm, while the residual parameter k has been set to 1.0× 10−6
(the same value is used in all the simulations of this chapter).
Different simulations have been performed comparing the result of
the 2D plane stress and plane strain assumptions with the solution in
[117]. The deformed configurations at different imposed displacements
till the complete rupture for plane strain configuration is shown in Fig-
ure 120.
The corresponding load-displacement curves are plotted in Figure 121.
In this plot, the green and purple curves correspond to the same geom-
etry solved with standard finite elements available in Abaqus: the green
curve is obtained with ”CPS4” elements for plane strain, and the violet
curve with ”CPE4” plane stress elements, using the same material pa-
rameters for the Neo-Hookean model. They have been juxtaposed to
the phase-field elements results (both plane strain, yellow curve, and
plane stress, red curve, formulation) to observe that they overlap per-
fectly when the plate is still undamaged, as expected. The results are in
line with the benchmark test taken from [117], verifying the formulation.
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(a) u = 0.40mm (b) u = 0.45mm
(c) u = 0.52mm (d) u = 1.00mm
Figure 120: Phase field evolution during the crack propagation for the rect-
angular plate under plane strain assumption.























PF elements - Plane Strain
PF elements - Plane Stress
Abaqus Standard - Plane Strain
Abaqus Standard - Plane Stress
Figure 121: Central notched plate response in terms of imposed displace-
ment vs total reaction force considering plane strain and plane stress hy-
pothesis. Comparison between the present approach and the results ob-
tained in [117]. and using standard Abaqus hyperelastic elements.
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5.3.2 3D formulation: thin cylindrical structure
The coded phase-field element with the hyperelastic material model has
been used to simulate the crack initiation and propagation in a thin cylin-
der with a central notch. For saving computational time, only half of a
cylinder has been modeled and solved considering symmetrical bound-
ary conditions at the vertical faces and equal applied displacement at the
top and bottom face. The simulation considers only half of the cylinder
with height equal to 60mm, internal radius equal to 52.5mm and thick-
ness 5mm as shown in 122. The layer has a central notch with dimensions
10mm× 1mm.
(a) (b)
Figure 122: Geometry (a) and boundary conditions (b) for the cylindrical
layer. The dimensions are reported in mm.
The material taken into account for the simulation is the polymer PET
(Polyethylene terephthalate) which is one of the most common polymers,
and it is used for packaging, in the form of containers for food and liq-
uids, as the substrate in solar cells and flexible electronics, and for 3D
printing products. Its mechanical properties are shown in Table 15. The
length scale parameter l0 = 1mm has been computed using E and σc as
given in the table through the Eq. (5.36).
The mesh uses 3D elements with h = 1mm and it is shown in Fig-
ure 123. The requirement of h ≤ l0 would require a lower element size,
but since the test is here presented only to show the potentiality of the
implemented finite element method in a 3D setting, the mesh size has
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been chosen to show the crack path in the cylindrical structure within a
reasonable computational time for the simulation.
(a) (b)
Figure 123: Mesh of the cylinder.
The crack path is shown in Figure 125, while the structure response in
terms of imposed displacement vs reaction force is plotted in Figure 124.
5.3.3 Parametric study on a bilayer joint with parameters
mismatch
The analysis proposed in this Section regards a structural joint composed
of two layers with different mechanical and geometrical properties. The
failure of a joint subject to a tensile test is simulated using the proposed
hyperelastic phase-field element. With the aim of understanding which
parameters can affect the failure of the joint, a parametric study has been
conducted considering: (i) the Young’s modulus ratio between the two
layers, (ii) the critical fracture energies mismatch, and (iii) the thickness
of the joined components.
The geometry of the sample is presented in Figure 126 together with
the applied boundary conditions. The current simulation is conducted
Material E ν λ µ Gc σc l0
[GPa] [GPa] [GPa] [N/mm] MPa [mm]
PET 2.80 0.37 2.91 1.02 10.34 55 1.00
Table 15: Mechanical parameters of the polymer PET (Polyethylene tereph-
thalate).
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Figure 124: Load-displacement curve for the simulation of the cylindrical
polymeric layer.
(a) u = 0.51mm (b) u = 0.65mm (c) u = 0.72mm
Figure 125: Crack propagation of the cylindrical layer.
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under plane strain assumption. Moreover, in order to keep the consis-
tency in the analysis, the total height of the joint is constant and equal to
10mm, while the ratio between the upper and lower layer thickness may
vary. In this latter case, the notch depth varies so that it is always half of
the upper layer thickness.
Both the layers are modeled using the Neo-Hookean constitutive model
described in Section 5.1. Concerning the mechanical parameters, the
lower layer is considered as made from PET, with the material prop-
erties reported in the previous Section Table 15. The properties of the
upper layer can take different values to assess the impact of the specific
parameters for the current study case.
Figure 126: Geometry (a) and boundary conditions (b) of a bilayer rectan-
gular plate with a notch in the top layer. The simulations include thickness
t = 1, 2mm.
Regarding the underlying FE discretization and in order to avoid
mesh influence on the results, a convergence study has been carried out
on the element dimension, choosing h = {1.0, 0.5, 0.2, 0.1}mm. The re-
sulting meshes are shown in Figure 127, while the response of the joint
is plotted in Figure 128 in terms of imposed displacement and reaction
force at the right bounded edge of the plate. It can be noted that the re-
sults for h = 0.2mm and h = 0.1mm are almost coincident to each other,
and the value of h = 0.2mm has been chosen for the following simula-
tions since it saves computational time with respect to the smaller value.
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(a) Mesh of the entire plate with h = 1mm.
(b) h = 1mm. (c) h = 0.5mm.
(d) h = 0.2mm. (e) h = 0.1mm.
Figure 127: Different element dimensions used for the mesh convergence
study of the bilayer joint.
Young’s Modulus influence
The first parameter for the joint analysis is the Young’s Modulus ratio
between the two layers E1/E2, where E1 and E2 refer to the upper and
lower layers, respectively. The considered range accounts for different
order of magnitude fromE1/E2 = 0.001 toE1/E2 = 100. The study aims
to assess how different stiffness values of the upper layer can change
the crack initiation and propagation. The analysis is repeated for two
different upper layer thickness: t = {1.0, 2.0}mm.
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Figure 128: Mesh with different elements dimension.
The imposed displacement - reaction force results are depicted in Fig-
ure 129. It can be noticed immediately that a higher Young’s modulus
ratio corresponds to a smaller prescribed displacement for the failure of
the joint for both the upper layer thickness considered. ForE1/E2 = 100,
after a sudden drop of the reaction force caused by the propagation of the
crack in the upper layer, when the crack arrives at the interface, the reac-
tion force curve shows a second stage due to the propagation of the crack
into the lower layer with a lower Young’s modulus.
The crack path for the different stiffness ratio are shown starting from
Figure 130 to Figure 135, comparing for each case the results for the two
values of thickness. Through the analyses of these graphs, it can be ob-
served that the thickness of the layers does not have a strong influence
on the predicted crack path. Moreover, the first three cases (Figures 132,
131 and 130) have the upper layer more flexible than the substrate, and
despite the presence of the notch, the failure phenomenon starts from the
lower layer.
The case in Figure 133 is reported only for comparison, since in this
case, the same parameters are used for the upper and lower layer, hence
the plate is composed only of one material.
Finally, in Figure 135 and Figure 134, the crack starts from the notch,
propagates in the more rigid upper layer till the complete failure when
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Figure 129: Parametric study on the effect of Young’s modulus mismatch in
a bilayer structure. For the lower layer, the PET material parameters have
been used (see Table 15), varying the top layer thickness and its value of
Young’s modulus E1.
the propagation reaches the end of the lower layer.
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t = 1mm t = 2mm
(a) u = 1.70mm (b) u = 1.710mm
(c) u = 2.00mm (d) u = 1.714mm
Figure 130: Crack evolution for Young’s modulus ratio E1/E2 = 0.001.
t = 1mm t = 2mm
(a) u = 1.70mm (b) u = 1.70mm
(c) u = 2.00mm (d) u = 2.00mm
Figure 131: Crack evolution for Young’s modulus ratio E1/E2 = 0.01.
t = 1mm t = 2mm
(a) u = 1.66mm (b) u = 1.64mm
(c) u = 2.00mm (d) u = 2.00mm
Figure 132: Crack evolution for Young’s modulus ratio E1/E2 = 0.1.
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t = 1mm t = 2mm
(a) u = 1.42mm (b) u = 1.17mm
(c) u = 2.00mm (d) u = 2.00mm
Figure 133: Crack evolution for Young’s modulus ratio E1/E2 = 1.
t = 1mm t = 2mm
(a) u = 0.42mm (b) u = 0.30mm
(c) u = 1.00mm (d) u = 1.00mm
Figure 134: Crack evolution for Young’s modulus ratio E1/E2 = 10.
t = 1mm t = 2mm
(a) u = 0.10mm (b) u = 0.08mm
(c) u = 2.00mm (d) u = 1.00mm
Figure 135: Crack evolution for Young’s modulus ratio E1/E2 = 100.
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Critical fracture energy influence
The models with upper layer thickness t = 1mm and t = 2mm have
been used to assess the effect of another material parameter: the critical
energy fracture Gc, varying the value of the top layer Gc1 and keeping
constant the value ofGc2 = 10.34N/mm for the lower layer. The response
is shown in Figure 136. The curves have very similar behavior to each
other, distinguished only by the prescribed displacement that causes the
complete failure of the joint.




























Figure 136: Parametric study on the effect of critical fracture energy mis-
match in a bilayer structure. For the lower layer, the PET material parame-
ters have been used (see Table 15), varying the upper layer value of Gc1.
However, if the crack path is analysed, it can be seen that the critical
fracture energy ratio Gc1/Gc2 = 0.01 brings to the failure of the upper
layer only, without the propagation of the crack through the joint thick-
ness (see Figures 137 and 138). For Gc1/Gc2 = 0.1, the damage firstly
develops within the upper layer, and propagates vertically in a second
step (see Figure 139). This difference is not visible for Gc1/Gc2 = 1 (Fig-
ure 140) as expected since the two layer have the same parameters. Fi-
nally, for Gc1/Gc2 = 10, the crack starts in the lower layer, which has
lower Gc, and propagates into the upper layer later (Figure 141). This
latter case shows a different crack path for the case with t = 1mm and
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t = 2mm, since in the thicker layer model, two symmetrical cracks de-
veloped from the bottom edge, reach the interface and propagate along
it towards the central notch in the upper layer.
t = 1mm
(a) u = 0.54mm
(b) u = 0.60mm
(c) u = 0.80mm
(d) u = 1.60mm
Figure 137: Crack evolution for the fracture energy ratio Gc1/Gc2 = 0.01
and upper layer thickness 1mm.
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t = 2mm
(a) u = 0.30mm
(b) u = 0.36mm
(c) u = 0.50mm
(d) u = 1.40mm
Figure 138: Crack evolution for the fracture energy ratio Gc1/Gc2 = 0.01
and upper layer thickness t = 2mm.
t = 1mm t = 2mm
(a) u = 1.40mm (b) u = 1.00mm
(c) u = 2.0mm (d) u = 2.0mm
Figure 139: Crack evolution for the fracture energy ratio Gc1/Gc2 = 0.1.
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t = 1mm t = 2mm
(a) u = 1.42mm (b) u = 1.17mm
(c) u = 2.00mm (d) u = 2.00mm
Figure 140: Crack evolution for Young’s modulus ratio Gc1/Gc2 = 1.
t = 1mm t = 2mm
(a) u = 1.66mm (b) u = 1.60mm
(c) u = 2.00mm (d) u = 2.00mm
Figure 141: Crack evolution for the fracture energy ratio Gc1/Gc2 = 10.
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5.3.4 Thin linear elastic layer on hyperelastic substrate
The present Section expands the results obtained in the previous one con-
sidering more realistic multi-material joints. In fact, in real applications,
the components of structural joints do not differ for only one material
parameter at a time, but the mismatch regards all the mechanical prop-
erties. Hence, in this Section, the simulations are carried out considering
a polymeric substrate joined to other materials with very different prop-
erties.
In particular, Table 16 reports the mechanical properties of the con-
sidered materials: silicone, aluminium and copper. Very often, in flexi-
ble electronics and solar cells application, the PET polymer is coupled to
these materials, and it is more flexible than the linear elastic layer.
Material E ν λ µ Gc σc l0
[GPa] [GPa] [GPa] [N/mm] [MPa] [mm]
PET (substrate) 2.80 0.37 2.91 1.02 10.34 55 1.00
Aluminium 64 0.33 46.70 24.06 20.00 190 3.73
Copper 120 0.34 95.15 44.78 0.57 222 0.15
Silicone 130 0.16 26.37 56.03 0.04 72 0.1
Table 16: Mechanical properties of linear elastic materials used for the bi-
layer plate simulations.
For the simulations carried out under plane strain hypothesis, the
upper layer is considered linear elastic using the Kirchhoff-Saint Venant
constitutive law. In contrast, the lower layer is modeled as Neo-Hookean
material (see 5.1 for the difference between these two constitutive mod-
els).
The first application considers the coupling of a silicone layer with
a PET substrate, using the geometry and boundary conditions shown in
Figure 142. With respect to the previous model, only the materials are
different. The mesh size h has been chosen equal to 0.1mm, which in
the case of the silicone material also corresponds to the length scale l0.
However, it is usually suggested a value of h smaller than l0 (in [163] the
suggested value is h ≤ 1/2l0) our numerical tests involving hyperelastic
materials show that reducing the mesh size leads to a higher distortion
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of the elements, especially around the crack path, and arrests the conver-
gence of the simulation.
Figure 142: Geometry and boundary conditions for a bilayer joint with
linear elastic and hyperelastic components. The simulations consider
t = 1, 2, 3, 4, 5mm.
The influence of the upper layer thickness is shown in Figure 143.
For each simulation, the crack pattern is depicted through different snap-
shots in Figures 144, 145 and 146.
For the silicone layer thickness equal to 1mm, the crack starts from
the notch and propagates till the interface (Figure 144a), causing a first
drop of the load in the force-displacement curve. With the increase of the
applied displacement, while the first one propagates horizontally (Fig-
ure 144b), new equidistant cracks start from the upper layer in the prox-
imity of the lateral edges, corresponding to other load drops. The phe-
nomenon repeats creating crack pattern composed by equidistant cracks
in the upper layer (Figure 144c and 144d) till the complete debonding
from the substrate (Figure 144e).
For thicker silicone layers (t = {2.0, 3.0, 4.0, 5.0}mm), the crack firstly
propagates vertically within the upper layer, causing a first drop in the
relative load-displacement curve. At the interface with the polymeric
substrate, the crack is deflected and branches horizontally until the sub-
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Figure 143: Thickness influence on the response of a bilayer structure com-
posed by a linear elastic silicone layer (top) and a hyperelastic PET layer
(bottom).
strate’s debonding, without the initiation of a new crack from the upper
edge. The phase-field evolution is very similar to each other for all cur-
rent the simulations, being depicted in Figures 145 and 146.
The second set of simulations compares the results already obtained
for the silicone-PET joint with the response of the same polymeric sub-
strate coupled with thin aluminum and copper layers. The displacement-
force curves have been plotted in Figure 147 considering the upper layer
thickness equal to t = 1mm and t = 2mm.
The load-displacement curve for the aluminium layer corresponds to
a crack propagation that starts from the notch and propagates vertically
through the two layers, as shown in Figure 148, for both the upper layer
thicknesses 1mm and 1mm. Moreover, it can be noticed that the failure of
the aluminium-PET joint shows a discontinuity corresponding to arrival
of the crack at the interface in Figures 148a and 148b, before propagat-
ing across it as captured in Figures 148c and 148e for t = 1mm and in
Figures 148d and 148f for t = 2mm.
Looking at the copper-PET joint crack evolution for the smaller thick-
ness, the phase-field evolution shows the formation of cracks equidistant
from the notch that propagates till the central crack propagates through
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t = 1mm
(a) u = 0.08mm
(b) u = 0.18mm
(c) u = 0.19mm
(d) u = 0.40mm
(e) u = 1.64mm
Figure 144: Crack evolution for the joint composed by the PET substrate
and silicone layer of thickness t = 1mm.
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t = 2mm t = 3mm
(a) u = 0.03mm (b) u = 0.03mm
(c) u = 0.20mm (d) u = 0.32mm
(e) u = 1.40mm (f) u = 0.60mm
Figure 145: Crack evolution for the joint composed by the PET substrate
and silicone layer with t = {2.0, 3.0}mm.
t = 4mm t = 5mm
(a) u = 0.02mm (b) u = 0.02mm
(c) u = 0.24mm (d) u = 0.02mm
(e) u = 1.23mm (f) u = 1.42mm
Figure 146: Crack evolution for the joint composed by the PET substrate
and silicone layer with t = {4.0, 5.0}mm.
198
Figure 147: Thickness and material properties influence on the response of
a bilayer structure composed by a PET layer (lower layer, hyperelastic) and
different linear elastic layers: aluminium, copper and silicon, with different
thickness.
.
t = 1mm t = 2mm
(a) u = 0.40mm (b) u = 0.28mm
(c) u = 0.45mm (d) u = 0.30mm
(e) u = 0.48mm (f) u = 0.37mm
Figure 148: Crack evolution for the bilayer joint with aluminium layer of
thickness t = {1.0, 2.0}mm.
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t = 1mm
(a) u = 0.12mm
(b) u = 0.28mm
(c) u = 0.58mm
(d) u = 0.59mm
Figure 149: Crack evolution for the plate with copper layer of thickness
t = 1mm.
the interface till the complete failure of the joint (see Figure 149). Silicone
and copper have Young’s modulus of the same order of magnitude, and
this is reflected in a similar failure mode at the initial stage. However, the
different Gc1/Gc2 ratio, equal to 0.056 for the copper joint and 0.003 for
the silicon one, determines the different crack path since the mismatch
for the other mechanical parameters do not reach an order of magnitude.
The thicker case t = 2mm, depicted in Figure 150, starts with a horizontal
crack propagation (as in the corresponding silicone case), but the higher
critical energy release rate translates into the propagation of the crack in
the PET layer and the failure of the joint.
The described simulations have been developed considering only phase-
field elements without coupling with CZM elements at the interface be-
tween the two layers, which will be considered for future developments
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t = 2mm
(a) u = 0.05mm
(b) u = 0.07mm
(c) u = 0.22mm
(d) u = 0.28mm
Figure 150: Crack evolution for the plate with copper layer of thickness
t = 2mm.
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of the topic. As shown in this Section, the crack propagation along the
interface is already captured by the present formulation, allowing to an-






The research work conducted in this thesis regards the development of
new methods to assess the reliability of structural joints, focusing on the
performance of adhesive bonded joints and structures with complex in-
terfaces. The morphology of the interface between the bonded compo-
nents highly influences the overall performance of a structural joint. The
industrial sector shows a growing interest in optimized surfaces with a
controlled roughness or micro-structures to improve the mechanical fea-
tures of structures obtained by joining different materials.
The thesis’s main results will be presented in the following Sections,
together with a brief discussion on possible future developments for each
of the topics addressed in the previous Chapters.
6.1 Multi-scale FEM-BEM formulation for rough
contact problems: main results and future
investigations
The first topic of discussion in this thesis regards the influence of the sur-
face’s morphological properties on the stress transfer between compo-
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nents directly in contact in the context of computational contact mechan-
ics. While different experimental methods allow the characterization
of the surface topography, the computational tools dealing with macro-
scale components are not adequate to capture also the influence of rough-
ness which is observed at a much smaller scale: a numerical model of a
structural joint taking into account the surface morphology would re-
quire both a macro-scale representation of the joints components and an
accurate representation of the roughness at the micro-scale and the nec-
essary computational effort for such a model would be very high.
To overcome this issue, the research project proposes a multi-scale ap-
proach combining novel interface finite elements to simulate the solids
interactions at the macro-scale with the boundary element approach at
the micro-scale to simulate the rough contact at the interface. Specifi-
cally, assuming a frictionless contact problem, the macro-scale interface
is modeled as nominally flat using interface finite elements and storing
the information regarding the surface roughness within the element rou-
tine. A statistically representative rough surface can be used as input of
the model or different surface topography that can be varied with the po-
sition along the macro-scale finite element model’s contact surface. The
interface finite element provides the information regarding the surfaces’
separation in terms of relative displacement in the normal direction to a
subroutine based on the boundary element method for solving the con-
tact problem at each integration point. The boundary element method
provides the homogenized normal contact traction and the normal con-
tact stiffness to the macro-scale interface finite element.
This approach allows the solution of rough contact problems with-
out any assumption on the surface height field’s statistical distribution.
With respect to a micro-mechanical approach, the computational cost in-
creases because of the necessity to use the BEM algorithm at each inte-
gration point. However, possible acceleration strategies have been pro-
posed based on different approximations of the Jacobian used in the iter-
ative solution scheme. Moreover, the possibility of exploiting an off-line
solution of the contact problem at the micro-scale. Advantages and dis-
advantages for each of the three alternatives have been compared and
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discussed through benchmark tests.
Aside from extending the framework to 3D simulations and to dif-
ferent contact geometry, the computational framework can be consid-
ered for multi-field problems involving friction, thermal conduction, and
wear, extracting information on the contact area directly from the micro-
scale. In the case of wear, the rough surface height field could be updated
along the simulation according to the wear law.
6.2 Main results and future developments for
silicone-based adhesive joints
The role of roughness in adhesive bonded joints has been investigated
in Chapter 3. Adhesive technology is used extensively in the aerospace
and automotive industry, civil engineering, and everyday objects due
to good mechanical performance, total weight reduction, reduced cost,
and ease of bonding realization compared to other binding techniques
such as bolting, mechanical fastenings, or welding. Hence, it is neces-
sary to introduce new methods to assess the bonding strengths of adhe-
sive joints, especially in complex interfaces, as in the presence of micro-
structured or rough surfaces.
Roughness influence has been investigated through 90◦ and 180◦ peel-
ing tests on a two-component silicone adhesive used to bond flexible
polymeric strips to thermoplastic substrates having specific rough sur-
faces. The substrates’ surface topography was previously acquired through
a non-contact profilometer and analyzed to determine the statistically
representative surface for each substrate type. The peeling test results
have been analyzed in terms of adhesive thickness influence, roughness
characteristics, and failure mechanism.
The 90◦ peeling tests show that peeling force increases for increasing
thickness values. Moreover, the influence of roughness is visible only for
samples having the ratio between the adhesive thickness and the r. m. s.
of the statistically representative heights field below a certain threshold
that has been proposed as an indicator for adhesive joints design. No
relation between the surface topography and the peeling force has been
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found for the 180◦ peeling set-up. Finally, the failure mechanism has
been analyzed by acquiring post-peeling images of the substrates and the
strips and processing them with a routine implemented in Matlab to dif-
ferentiate between adhesive and cohesive failure. The experimental re-
sults show that the peeling curve has a load drop when the failure mech-
anism changes from cohesive to adhesive failure and that mixed-mode
mechanisms are characterized by a higher peeling force and a ridge pat-
tern on the failure surface, indicating a higher energy dissipation.
The described experimental analyses have been used to formulate
a zeroth-thickness interface finite element introducing the interface law
dependence on the roughness properties and the adhesive thickness by
computing an effective thickness of the adhesive layer. This model has
been tested against the experimental curves showing a limited efficiency,
especially in the case of the smallest thickness. The identification of the
cohesive zone model parameters cannot be based on the simple modifi-
cation of the interface law’s initial stiffness through the effective thick-
ness of the adhesive, as in the proposed model. Although the roughness
effect can be used to classify the peeling response and the failure mecha-
nisms experimentally, the computational model requires a more complex
algorithm to capture the analyzed system’s correct mechanical response.
The proposed model could be enriched by adding other relations be-
tween the interface constitutive law and the surface topology to improve
the simulation accuracy. A possible strategy could introduce other sta-
tistical quantities to describe the sample roughness as the average slope
of profiles since an empirical dependence of the peeling force on this
statistical parameter has been found in [80] for FRP-concrete joints. A
more complex algorithm for the interface parameters identification could
be explored as well, for example, adopting a genetic algorithm to com-
pute the adhesive fracture energy at each point of the interface according
to the rough surface heights field. Another possible approach is repre-
sented by the simulation of the failure mechanisms observed in the peel-
ing tests through the phase-field approach seen in Chapter 5 coupled
with the cohesive zone model at the adhesive interfaces to model the
crack propagation and the eventual migration from cohesive to adhesive
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failure.
6.3 Computational framework for bio-inspired
MSAMSs adhesives: conclusions and future
applications
Chapter 4 presents a novel computational framework for the simula-
tion of bio-inspired adhesives since the experimental results show the
great potentiality of this technology compared to traditional pressure-
sensitive adhesives. In particular, bio-mimetic PVS adhesive samples
with mushroom-shaped microstructures have been analyzed in pull-off
tests. The experimental data have been used to develop an interface fi-
nite element model capable of reproducing the adhesive performance
without modeling the complex surface in detail.
The first step regards the identification of the dominant parameters
affecting the adhesive response in the experimental tests. In line with the
literature, the MSAMSs adhesive’s pull-off strength depends on the max-
imum load reached during the loading phase and on the tilt angle with
which the test is conducted. This last aspect is relevant for the applica-
tions since the detachment from the adhering surface can be sped up by
increasing the inclination of the peeling force. The loading and unload-
ing data have been fitted using polynomial surfaces depending on the
gap separation between the adhesive surfaces, the unloading gap, and
the applied tilt angle. Hence, the functions have been transferred inside
the interface finite element routine and decomposed in the normal and
tangential directions.
After comparing the experimental results, the proposed framework
has been used to reproduce a loading and unloading test of a polymeric
layer from a glass substrate with a tilt angle variable during the simula-
tion, aiming at simulating conditions similar to possible industrial appli-
cations of the MSAMSs adhesives. The method’s potentiality could be
further investigated by extending the method to a 3D setting and sim-
ulating more complex applications and prototypes exploiting the pat-
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terned adhesives technology.
6.4 Conclusions and future developments for the
phase-field approach for crack propagation
in rubber-like materials
The final Chapter deals with a different perspective on structural joints
considering the adhesive layer as bulk material instead of an interface. In
many applications, adhesives can experience large deformations, high-
stress states, and consequent crack propagation, especially when the ad-
hesive thickness is comparable with components dimensions. In this
case, the adhesive layers perform as hyperelastic materials and require
the introduction of a different computational approach for simulating
the crack initiation and propagation. For this reason, the phase-field ap-
proach for fracture has been exploited to simulate the failure of poly-
meric materials in structural joints.
The phase-field approach has been formulated in the framework of
finite elasticity and used to study the effect of material properties mis-
match on the crack propagation in bilayer structures. A parametric study
has been conducted varying the mechanical and fracture parameters of
the layers and considering the effect of the components’ thickness. The
parameters influence the failure mechanism since the crack path not al-
ways starts from the notch and propagates through the layers, but also it
can give origin to the failure of the upper layer only with the formation
of subsequent and equidistant cracks for low values of upper layer thick-
ness and when the upper layer fracture energy is two order of magnitude
lower than the lower layer values. The phase-field method has also been
applied to simulate hyperelastic PET substrate coupled with copper, alu-
minum, and silicone layers, showing very different crack paths.
The analysis can be further developed considering a coupling of the
phase-field elements used in the bulk with cohesive zone model ele-
ments at the interface for finite elasticity. Although the proposed frame-
work already captures the crack propagation at the interface, the cou-
208
pling could provide a better insight into the different failure mechanisms.
There are different possible interface laws available in the literature that
can be used for the coupling with the phase-field parameter. For exam-
ple, bilinear and cut-off interface laws have been already proposed in
[144] and [143]. The coupling with the nonlinear Tvergaard’s traction-
displacement curve [164] is a matter of ongoing research since it could
offer a better convergence of the algorithm. The large deformation of the
phase-field finite elements used in the hyperelastic bulk already repre-
sents a computational challenge so the treatment of the interface needs
particular care. Moreover, the Tvergaard’s interface law would provide
a gradual degradation of the interface, compared to the cut-off relation.
Finally, other possible developments are represented by the extension of






The present Appendix includes the list of the polynomial function co-
efficients computed in Chapter 4. Table 17 contains the coefficients for
the polynomial curves used for the loading phase, Table 18 the coeffi-
cients for the functions approximating the maximum adhesion traction
dependence on the unloading displacement. Tables 19 and 20 include
the coefficients for the increasing unloading surfaces. Finally, Tables 21
and 22 contain the coefficients for the decreasing unloading surfaces.
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Table 17: Coefficients for the polynomial fitting function used for the load-
ing phase.
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α = 0◦: c(1) = −0.0079
c(2) = 0.5538
α = 0.5◦: c(1) = −0.0349242927922089
c(2) = 0.618196175304598
α = 1◦: c(1) = 0.00550090496585975
c(2) = 0.562970086873730
α = 1.5◦: c(1) = −0.0349242927922089
c(2) = 0.618196175304598
α = 2◦: c(1) = 0.203506691806733
c(2) = 0.484407234380967
α = 2.5◦: c(1) = 0.331504364913189
c(2) = 0.508460864027320
α = 3◦: c(1) = 0.423357568851700
c(2) = 0.499824859526338
α = 3.5◦: c(1) = 0.404311085739681
c(2) = 0.532681023849793
α = 4◦: c(1) = 0.414359030950649
c(2) = 0.456188273479555
Table 18: Coefficients for the polynomial fitting function used for the maxi-
mum adhesive traction.
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α = 0◦: c(1) = −0.0138755267136547 α = 1.5◦: c(1) = −0.00682691144175060
c(2) = 0.156247456543133 c(2) = 0.0885837973830941
c(3) = −0.244296117516819 c(3) = −0.107700762401314
c(4) = −0.588509698891207 c(4) = −0.111559621390995
c(5) = −0.727553093566541 c(5) = −0.0539021696646330
c(6) = −0.127854320568900 c(6) = −0.0648026232654176
c(7) = 0.637909422883284 c(7) = −0.207117327620995
c(8) = −1.40880974735903 c(8) = 0.129553030093155
c(9) = −0.472232288720151 c(9) = −0.0387431908808649
c(10) = −0.307136991635085 c(10) = 0.139520733054923
c(11) = 2.38995453288998 c(11) = −0.433552021469844
c(12) = −1.09398252471844 c(12) = 0.216480624567229
c(13) = 0.464835214155747 c(13) = −0.00531605484453032
c(14) = −0.304898491041879 c(14) = 0.254243748733964
c(15) = 1.51038686069351 c(15) = −0.269466127252665
α = 0.5◦: c(1) = −0.0357605447831750 α = 2◦: c(1) = −0.0126376524566409
c(2) = 0.108767101009007 c(2) = 0.0458369414353075
c(3) = −0.245676159853886 c(3) = −0.0807769872919593
c(4) = −0.217802110138767 c(4) = −0.0491003653879599
c(5) = −0.0637913490204055 c(5) = −0.0849051156341541
c(6) = −0.208718885598716 c(6) = −0.0349541389603931
c(7) = 0.145634823771983 c(7) = −0.0717109117559895
c(8) = −0.288485749386917 c(8) = 0.137975949869645
c(9) = −0.00203475749085533 c(9) = −0.0524653974772843
c(10) = 0.0558357878349223 c(10) = 0.162373067369189
c(11) = 0.248481905814094 c(11) = −0.306737458096844
c(12) = 0.0134073514674846 c(12) = 0.152457647661829
c(13) = 0.0605684865539400 c(13) = −0.0572698457569808
c(14) = 0.226434520312288 c(14) = 0.348629352980202
c(15) = 0.00783418792403732 c(15) = −0.289463457178687
α = 1◦: c(1) = −0.0306387173116903 α = 2.5◦: c(1) = −0.00464119961104771
c(2) = 0.133852363252434 c(2) = 0.0468116387824264
c(3) = −0.211034927412920 c(3) = −0.0606863012553418
c(4) = −0.229072090860856 c(4) = −0.0689961801100444
c(5) = −0.0263724724959447 c(5) = −0.0560911852341231
c(6) = −0.172056559995526 c(6) = −0.0170645894465773
c(7) = 0.0827338627157611 c(7) = 0.0997097258359764
c(8) = −0.265209053297762 c(8) = −0.0870064320043343
c(9) = 0.000175368645589642 c(9) = −0.00894594300584743
c(10) = 0.187373310525139 c(10) = −0.139327419284266
c(11) = 0.198648559653793 c(11) = 0.212804160081914
c(12) = −0.00227037209582717 c(12) = −0.0712121226905289
c(13) = 0.0776241577552187 c(13) = −0.132347732694954
c(14) = 0.377273150012847 c(14) = 0.192479231068380
c(15) = −0.00207712350014786 c(15) = −0.0595892704218405
Table 19: Coefficients for the polynomial fitting function used for the in-
creasing unloading phase. Part 1.
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Table 20: Coefficients for the polynomial fitting function used for the in-
creasing unloading phase. Part 2.
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α = 0◦: c(1) = 105.140406921943 α = 1.5◦: c(1) = 1.64700874578315
c(2) = −778.176040681610 c(2) = −16.5401102807058
c(3) = −0.585570221220716 c(3) = 0.769127002791122
c(4) = 2292.06213263112 c(4) = 64.2627819836151
c(5) = 42.2599161181913 c(5) = −7.15678403467021
c(6) = 22.9315683799871 c(6) = 0.0117800739050713
c(7) = −3358.26485825349 c(7) = −120.791896077143
c(8) = −194.596410229804 c(8) = 19.7407652007014
c(9) = −107.402394749600 c(9) = −0.510514417549132
c(10) = 2447.51847791845 c(10) = 109.722445477554
c(11) = 290.918720898563 c(11) = −22.9543906849532
c(12) = 161.132081757170 c(12) = 0.763637587445181
c(13) = −709.837595745579 c(13) = −38.6716298480228
c(14) = −140.830466286573 c(14) = 9.65724346256964
c(15) = −78.5163965989426 c(15) = −0.382247083874124
α = 0.5◦: c(1) = 181.327095620153 α = 2◦: c(1) = 0.493482822110671
c(2) = −1362.23643688171 c(2) = −5.50682063484540
c(3) = −358.662818671935 c(3) = −0.0256010598447480
c(4) = 4056.78600646084 c(4) = 23.4412637096195
c(5) = 2038.91365919043 c(5) = −0.716781339416994
c(6) = 19.4508958588012 c(6) = −0.114579562820626
c(7) = −5987.66491299123 c(7) = −47.3557481302639
c(8) = −4329.09079745761 c(8) = 2.44200039815629
c(9) = −79.9163417900632 c(9) = 0.489399237873247
c(10) = 4381.12592047691 c(10) = 45.3164057627585
c(11) = 4064.23358058317 c(11) = −3.35252116762305
c(12) = 107.718712954063 c(12) = −1.13334282096398
c(13) = −1271.80421033372 c(13) = −16.4956201753299
c(14) = −1423.09123123988 c(14) = 1.84490361977576
c(15) = −48.1123777934344 c(15) = 0.879855312831650
α = 1◦: c(1) = 225.060666520605 α = 2.5◦: c(1) = −0.227018984309417
c(2) = −1734.99876760830 c(2) = 1.83192767944990
c(3) = −38.0110875102511 c(3) = −0.323281266856323
c(4) = 5321.59398859712 c(4) = −5.28778445473530
c(5) = 235.147795208501 c(5) = 1.54230259306333
c(6) = −2.53541929170946 c(6) = −0.0937701274726055
c(7) = −8115.51045732135 c(7) = 7.12773177320101
c(8) = −544.167794342736 c(8) = −3.51619879675288
c(9) = 12.3508766821054 c(9) = 0.309946245687698
c(10) = 6152.56119757218 c(10) = −4.74797889852978
c(11) = 553.762330960345 c(11) = 3.67868551760612
c(12) = −21.5813279381053 c(12) = −0.592202728312768
c(13) = −1855.03728022235 c(13) = 1.28745944297607
c(14) = −208.513113089210 c(14) = −1.47960322158605
c(15) = 12.6038245588319 c(15) = 0.349009385455814
Table 21: Coefficients for the polynomial fitting function used for the de-
creasing unloading phase. Part 1.
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Table 22: Coefficients for the polynomial fitting function used for the de-
creasing unloading phase. Part 2.
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tional Methods for Contact Problems with Roughness”. In: Mod-
eling and Simulation of Tribological Problems in Technology. Ed. by
Marco Paggi and David Hills. Cham: Springer International Pub-
lishing, 2020, pp. 131–178. ISBN: 978-3-030-20377-1. DOI: 10.1007/
978-3-030-20377-1_4. URL: https://doi.org/10.1007/
978-3-030-20377-1_4.
[72] J. R. Barber. “Bounds on the electrical resistance between contact-
ing elastic rough bodies”. In: Proceedings of the Royal Society of Lon-
don A 459 (2003), pp. 53–66. DOI: 10.1098/rspa.2002.1038.
[73] J. R. Barber. Elasticity. Springer, Dordrecht, 3rd Edition, 2010.
[74] M. Nakamura. “Constriction Resistance Of Conducting Spots In
An Electric Contact Surface”. In: WIT Transactions on Modelling and
Simulation 3 (1993), p. 10. DOI: 10.2495/BT930121.
224
[75] H. D. Conway and K. A. Farnham. “The relationship between
load and penetration for a rigid, flat-ended punch of arbitrary
cross section”. In: International Journal of Engineering Science 6.9
(1968), pp. 489–496. ISSN: 0020-7225. DOI: 10.1016/0020-7225(68)
90001-3.
[76] R.L. Fernandes, M.F.S.F. de Moura, and R.D.F. Moreira. “Effect of
moisture on pure mode I and II fracture behaviour of composite
bonded joints”. In: International Journal of Adhesion and Adhesives
68 (July 2016), pp. 30–38. ISSN: 0143-7496. DOI: 10.1016/J.IJAD
HADH.2016.01.010. URL: https://biblioproxy.cnr.it:
2114/science/article/pii/S0143749616300033.
[77] O.R. Patil, A. Ameli, and N.V. Datla. “Predicting environmen-
tal degradation of adhesive joints using a cohesive zone finite
element model based on accelerated fracture tests”. In: Interna-
tional Journal of Adhesion and Adhesives 76 (July 2017), pp. 54–60.
ISSN: 0143-7496. DOI: 10.1016/J.IJADHADH.2017.02.007.
URL: https://biblioproxy.cnr.it:2114/science/
article/pii/S0143749617300258.
[78] Tae Min Cho et al. “Effect of surface roughness on the adhesive
strength of the heat-resistant adhesive RTV88”. In: Journal of Adhe-
sion Science and Technology 23.15 (Sept. 2009), pp. 1875–1882. ISSN:
01694243. DOI: 10.1163/016942409X12508517390671. URL:
https://www.tandfonline.com/doi/abs/10.1163/
016942409X12508517390671.
[79] S. Azari, M. Papini, and J. K. Spelt. “Effect of surface roughness on
the performance of adhesive joints under static and cyclic load-
ing”. In: Journal of Adhesion 86.7 (July 2010), pp. 742–764. ISSN:
00218464. DOI: 10.1080/00218464.2010.482430. URL: h
ttps://www.tandfonline.com/doi/abs/10.1080/
00218464.2010.482430.
[80] Ivano Iovinella, Andrea Prota, and Claudio Mazzotti. “Influence
of surface roughness on the bond of FRP laminates to concrete”.





[81] Faisal M. Mukhtar and Rayhan M. Faysal. “A review of test meth-
ods for studying the FRP-concrete interfacial bond behavior”. In:
Construction and Building Materials 169 (Apr. 2018), pp. 877–887.
ISSN: 09500618. DOI: 10.1016/j.conbuildmat.2018.02.
163. URL: https://linkinghub.elsevier.com/retrieve
/pii/S0950061818304124.
[82] D.R. Moore. “An Introduction to the Special Issue on Peel Test-
ing”. In: International Journal of Adhesion and Adhesives 28.4-5 (June
2008), pp. 153–157. ISSN: 01437496. DOI: 10.1016/j.ijadhad
h.2007.01.001. URL: https://linkinghub.elsevier.
com/retrieve/pii/S0143749607000607.
[83] J. J. Bikerman. “Theory of Peeling through a Hookean Solid”. In:
Journal of Applied Physics 28.12 (Dec. 1957), pp. 1484–1485. ISSN:
0021-8979. DOI: 10.1063/1.1722682. URL: http://aip.
scitation.org/doi/10.1063/1.1722682.
[84] K Kendall. “The adhesion and surface energy of elastic solids”. In:
Journal of Physics D: Applied Physics 4.8 (Aug. 1971), p. 320. ISSN:
00223727. DOI: 10.1088/0022-3727/4/8/320. URL: http:
//stacks.iop.org/0022-3727/4/i=8/a=320?key=
crossref.8140dfc34535dc8742c55c6d927903c0.
[85] A. A. Griffith. “The Phenomena of Rupture and Flow in Solids”.
In: Philosophical Transactions of the Royal Society A: Mathematical,
Physical and Engineering Sciences 221.582-593 (Jan. 1921), pp. 163–
198. ISSN: 1364-503X. DOI: 10.1098/rsta.1921.0006. URL:
http://rsta.royalsocietypublishing.org/cgi/doi/
10.1098/rsta.1921.0006.
[86] J. G. Williams. “End corrections for orthotropic DCB specimens”.
In: Composites Science and Technology 35.4 (Jan. 1989), pp. 367–376.
DOI: 10.1016/0266-3538(89)90058- 4. URL: https://
biblioproxy.cnr.it:2114/science/article/pii/
0266353889900584.
[87] J. G. Williams. “Root rotation and plastic work effects in the peel
test”. In: The Journal of Adhesion 41.1-4 (1993), pp. 225–239. ISSN:
15455823. DOI: 10.1080/00218469308026564.




[89] L. F. Kawashita, D. R. Moore, and J. G. Williams. “Protocols for
the measurement of adhesive fracture toughness by peel tests”.
In: Journal of Adhesion 82.10 (2006), pp. 973–995. ISSN: 00218464.
DOI: 10.1080/00218460600876142.
[90] M. D. Thouless and H. M. Jensen. “Elastic fracture mechanics of
the peel-test geometry”. In: The Journal of Adhesion 38.3-4 (1992),
pp. 185–197. ISSN: 15455823. DOI: 10.1080/00218469208030454.
[91] Zhigang Suo and John W. Hutchinson. “Steady-state cracking in
brittle substrates beneath adherent films”. In: International Jour-
nal of Solids and Structures 25.11 (Jan. 1989), pp. 1337–1353. ISSN:
00207683. DOI: 10.1016/0020-7683(89)90096-6.
[92] “Finite element multibody simulation of a breathing crack in a ro-
tor with a cohesive zone model”. In: ISRN Mechanical Engineering
2013 (2013). ISSN: 20905122. DOI: 10.1155/2013/249035.
[93] C.T. Sun and Z.H. Jin. “Cohesive Zone Model”. In: Fracture Me-
chanics (Jan. 2012), pp. 227–246. DOI: 10.1016/B978-0-12-
385001-0.00009-2. URL: https://www.sciencedirect.
com/science/article/pii/B9780123850010000092.
[94] Ted Diehl. “On using a penalty-based cohesive-zone finite ele-
ment approach, Part I: Elastic solution benchmarks”. In: Interna-
tional Journal of Adhesion and Adhesives 28.4-5 (2008), pp. 237–255.
ISSN: 01437496. DOI: 10.1016/j.ijadhadh.2007.06.003.
[95] J.G. Williams and H. Hadavinia. “Analytical solutions for cohe-
sive zone models”. In: Journal of the Mechanics and Physics of Solids
50.4 (Apr. 2002), pp. 809–825. ISSN: 00225096. DOI: 10.1016/
S0022- 5096(01)00095- 3. URL: https://linkinghub.
elsevier.com/retrieve/pii/S0022509601000953.
[96] Marco Paggi and Peter Wriggers. “A nonlocal cohesive zone model
for finite thickness interfaces - Part I: Mathematical formulation
and validation with molecular dynamics”. In: Computational Ma-
terials Science 50.5 (2011), pp. 1625–1633. ISSN: 09270256. DOI: 10.
1016/j.commatsci.2010.12.024.
[97] M. Paggi and J. Reinoso. “Revisiting the problem of a crack im-
pinging on an interface: A modeling framework for the interac-
tion between the phase field approach for brittle fracture and the
interface cohesive zone model”. In: Computer Methods in Applied
Mechanics and Engineering 321 (2017), pp. 145–172. ISSN: 00457825.
227
DOI: 10.1016/j.cma.2017.04.004. arXiv: 1702.01102.
URL: http://dx.doi.org/10.1016/j.cma.2017.04.004.
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