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Abstract
The principle of maximum entropy (Maxent) suggests to select the
distribution with maximal entropy. While this has served the community
as a useful tool it has recently become clear that distributions with high
entropy may indeed be produced by short generative programs. Here
we refine the principle by considering recursive (computable) generative
programs as a refinement to classical Maxent. We take advantage of a
causal algorithmic calculus to derive a thermodynamic-like result based
on how difficult it is to reprogram a computer code to produce an output
with a different algorithmic probability. Using the distinction between
computable and algorithmic randomness we quantify the cost in informa-
tion loss associated with reprogramming. To illustrate this we construct
reference graphs reversing the same algorithmic calculus and introduce a
Maximal Algorithmic Randomness Preferential Attachment (MARPA)
Algorithm, a generalisation over previous approaches. Using MARPA
and reprogrammability we refine Maxent by quantifying the algorithmic
typicality of an object based on a combined distance from algorithmic
randomness. Classical entropy-based Maxent collapse all random-looking
cases despite the generating mechanism thereby confounding all distinct
degrees of randomness and pseudo-randomness. We discuss practi-
cal implications of evaluation of network randomness. Our analysis
provides insight in that the reprogrammability asymmetry appears to
originate from a non-monotonic relationship to algorithmic probability.
Our analysis motivates further analysis of the origin and consequences
of the aforementioned asymmetries, reprogrammability, and computation.
Keywords: second law of thermodynamics; reprogrammability; algorith-
mic complexity; generative mechanisms; deterministic systems; algorith-
mic randomness; principle of maximum entropy; Maxent.
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Thermodynamics is a funny subject. The first time you go through
it, you don’t understand it at all. The second time you go through
it, you think you understand it, except for one or two small points.
The third time you go through it, you know you don’t understand
it, but by that time you are so used to it, it doesn’t bother you any
more.
Arnold Sommerfeld [3].
1 Classical Thermodynamics and Related Work
We propose a conceptual framework and a set of heuristics and methods for
object randomization based on computability and algorithmic probability dif-
ferent to those from classical methods that offer a refinement on the Principle
of Maximum Entropy and also a different perspective of thermodynamics of
computation from the point of view of algorithmic information.
Conventionally, and traditionally, thermodynamic entropy is defined as fol-
lows:
• A measure of statistical disorder;
• Some quantity or property that increases but never decreases;
• A process that defines the direction of time;
• A measure of statistical information
Some of the problems surrounding the characterisation of the second law and
entropy go back about a hundred years, to the time when they were introduced.
While most of the discussion around thermodynamics is not only legitimate but
central to the most pressing and important questions in physics, the statistical
version of entropy has found a renewed application in the form of the so-called
Principle of Maximum Entropy, often denoted by Maxent.
Previous work has considered the question of replacing all or part of the
statistical machinery from statistical mechanics in order to arrive at an algo-
rithmic approach to thermodynamics. Some authors have discussed the analogy
between algorithms and entropy [27, 24]. One example is the thought exper-
iment ‘Maxwell’s demon’–whereby Maxwell suggested that the second law of
thermodynamics might hypothetically be violated by introducing intelligence in
the form of a being capable of following an algorithm that enabled it to dis-
tinguish between particles of high and low energy–taken together with Szilard’s
discussion of this paradox [44]. Here we offer an alternative framework in terms
of which Maxwell’s paradox and other thermodynamic-like phenomena can be
reformulated in terms of computer programs via algorithmic probability and
program-size complexity.
Other examples combining computation and entropy can be found in Seth
Lloyd’s concept of thermodynamic depth [38], heavily indebted to the work of
Kolmogorov and Chaitin and to Bennett’s notion of logical depth [7]; in Baez’s
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algorithmic thermodynamics[5] approach that is capable of defining an algorith-
mic version of algorithmic temperature and algorithmic pressure, and in Crutch-
field’s computational mechanics using epsilon-machines [14]. Zurek has also
proposed the inclusion of algorithmic randomness in a definition of physical
entropy to allow the reformulation of aspects of thermodynamics, such as the
Maxwell demon’s thought experiment [58, 59].
The interest in introducing algorithmic complexity to questions of thermo-
dynamics and the second law derives from a wish to introduce an additional
dimension into the discussion of the foundations of probability going back to
Kolmogorov [28], Solomonoff [43], Chaitin [15] and Levin [30] among others, but
also from an interest in the relationship between physics and logical informa-
tion [5, 7, 27, 58, 59, 44, 38]. This include, testing or refining the second law
of thermodynamics by taking into consideration and ruling out apparent disor-
dered states that are not algorithmically random. Unlike statistical mechanical
approaches, algorithmic complexity represents a generalisation over entropy that
assigns lower entropy to objects that not only appear statistically simple but
are also algorithmically simple by virtue of having a short generating mecha-
nism capable of reproducing the algorithmic content of a system. Without such
an additional dimension, uncomputable or algorithmically random and com-
putable and non-algorithmically random networks are conflated and collapsed
into the typical Bernoulli distribution produced by entropy, in which maximal
entropy represents apparent statistical disorder, without distinguishing between
networks with an algorithmic construction and algorithmic randomness. Indeed,
a random-looking system with maximal entropy can be recursively generated by
a short computer program that entropy would classify as statistically random
but not as algorithmically random. An example of a fundamental limitation of
Shannon entropy is, for example, offered in [55], where its fragility is exposed
in a very simple example involving an attempt to quantify the deterministic
vs random nature of exactly the same object (a recursive graph of algorithmic
randomness).
While we will demonstrate that the mathematics of changes in algorith-
mic complexity and the formal repurposing capabilities of computer programs
show a thermodynamic-like phenomenon that is similar, if not equivalent, to the
mathematics of physical thermodynamics, in this paper we do not aim to con-
nect physical thermodynamics to algorithmic thermodynamics directly. In other
words, while we may be able to count the number of operations for converting
one computer program into another by targeting a specific desired output from
these programs, we do not enter in this paper into the details of the energetic
cost of implementing these operations in hardware. We believe, however, that
these results, while abstract in nature, are fundamentally ‘analogous’ in charac-
ter to the same kind of thermodynamic principles in classical mechanics. While
this is beyond the scope of the present paper, we are motivated by the current
results to revisit this important topic.
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2 Notation and Definitions
Let G be a graph composed of a set E(G) of edges with end points in V (G) also
known as the nodes of G. We will denote by |V (G)| the cardinality of V (G)
and by |E(G)| the cardinality of the set E(G).
Definition 1. The degree of a node in G is the number of directed and undirected
edges linked to that node.
Definition 2. The degree sequence of a graph is the unsorted list of degree nodes
of all nodes of G.
Generally speaking random graph is described by a probability distribution,
or by a random process which generates them. Very intuitively, a random graph
is obtained by starting with a set of number of isolated vertices and adding
successive edges between them at random. Diverse models has been suggested
to generate A random graph [19, 20, 22]. Each of these model produce different
probability distributions on graphs. Most commonly studied model, Erdo¨s-
Re´nyi model assigns equal probability to all graphs with equal number of edges,
i.e. In Erdo¨s-Re´nyi or E-R graph, each edge is included in the graph with
probability p independent from every other edge. The parameter0 ≥ p ≤ 1
determine the graph density and as it increases the model becomes more and
more likely to include graphs with more edges. the value p = 0.5 corresponds
to the case where all graphs on n vertices are chosen with equal probability and
degree sequence approximating a uniform distribution, i.e. almost surely most
nodes have about the same node degree. Because an E-R random graph can be
obtained by starting with a set of n isolated nodes and adding edges between
them at random. Let φ be a property of G. We can quantify the probability
of graph G to have that particular property Prob(φ(G)) based on the set of
elements from the distribution of the mathematical model used to produce the
random graph. Generally the probability of property φ can take values between
0 and 1 as V (G) or E(G) tends to infinity. These models can be used in the
probabilistic method to provide a definition of what it means for a property to
hold for almost all graphs. We can speak of the set of first-order properties of
a graph for which the previous value is 1, rather than 0; let us refer to such
properties as “holding almost surely”. In the case of properties of E-R graphs,
we will always mean properties that “hold almost surely” and which can be
satisfied by graphs on at most |V (G)| vertices. We will often shorten it to read
’G has this property’ meaning “sharing many of the well-known properties that
hold almost surely for ER graphs” and we will refer to Erdo¨s-Re´nyi-like graphs
as E-R graphs.
Definition 3. An object α is algorithmic random if there exists a constant c
such that for all n, K(α|n) ≤ n− c, where α|n denotes the first n bits of α. i.e.
an algorithmic random object is almost algorithmically incompressible. [30, 15]
Definition 4. We define the elements of an object G that are able to move
G towards algorithmic randomness as the set of elements (e.g. nodes or edges
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in a graph) N(G), and as P (G) the set of elements that move G away from
randomness.
Definition 5. The complementary set of N(G) ∪ P (G) is the set of neutral
elements and are those that do not move G towards or away from algorithmic
randomness. If not otherwise specified, the neutral set will also contain the
elements that move G towards or away from algorithmic randomness by less
than a constant log2(n) + c, with c a small positive real number.
Definition 6. We call the ordered set of all elements of G, σG, and their
algorithmic contribution values sorted from most positive to most negative con-
tribution to the algorithmic content of G and to σN (G) and σP (G), the negative
and positive parts, i.e. the ordered sets of N(G) and P (G).
We call σ(G) the ‘signature’ of G.
Definition 7. We call a deletion an algorithmically random deletion (or sim-
ply a deletion if not otherwise stated), if it is non-recursive, non-computable
or non-enumerable (which will be used as synonyms ad opposing computable,
algorithmic or recursive), that is, it cannot be algorithmically recovered or if its
information was not recorded by, e.g., an index from an enumeration of elements
of G when deleted, and is thus, for all computable purposes, lost.
Definition 8. An algorithmically random graph is a graph whose P (G) is
empty, that is, it has no elements that can move it away from randomness.
Definition 9. An algorithmically random Erdo¨s-Re´nyi (E-R) graph is an E- R
graph with |P (G)| = 0
Not all E-R graphs are algorithmically random (see Theo. 13).
2.1 Graph Entropy
A major challenge in science is to provide proper and suitable representations of
graphs and networks for use in fields ranging from physics [31] to chemistry [32].
Networks have been characterized using classical information theory. One
problem in this area is the interdependence of many graph-theoretic proper-
ties, which makes measures more sophisticated than single-property measure-
ments [33] difficult to come by. The standard way to address this is to generate
graphs that have a certain specific property while being random in all other
respects, in order to check whether or not the property in question is typical
among an ensemble of graphs with otherwise seemingly different properties. The
Shannon entropy (or simply entropy) of a graph G can defined by
H(A(G)) = −
n∑
i=1
P (A(xi)) log2 P (A(xi)) (Eq. 2)
where G is the random variable with n possible outcomes (all possible adjacency
matrices of size |V (G)|). For example, a completely disconnected graph G with
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all adjacency matrix entries equal to zero has entropy H(A(G)) = 0, because
the number of different symbols in the adjacency matrix is 1. However, if a
different number of 1s and 0s occur in A(G), then H(A(G)) 6= 0. Just as for
strings, Shannon entropy can also be applied to the node degree sequence of a
graph [34]. The Shannon entropy of an unlabelled network characterized by its
degree distribution can be described by the same formula for Shannon entropy
where the random variable is a degree distribution. The chief advantage of so
doing is that it is invariant to relabellings. This also means that the degree
distribution is not a lossless representation of a labelled network (but rather of
its isomorphic group), and is an interesting entropic measure, but one that can
only be used when the node labels are not relevant. For example, in a causal
recursive network, the node labels may represent time events in a sequence that
has a meaning captured in the network labelling, in which case the degree dis-
tribution sequence (where no agreement has been reached on the order of the
elements in the distribution sequence, which is therefore disordered) cannot be
used to reconstruct the original network represented by the unlabelled version
or the isomorphism group of the labelled networks. It is also clear that the
concept of entropy rate cannot be applied to the degree distribution, because
the node degree sequence has no particular order, or any order is meaningless
because any label numbering will be arbitrary. This also means that Shannon
entropy is not invariant to the language description of a network, especially as
a labelled or an unlabelled network, except for clearly extreme cases (e.g. fully
disconnected and completely connected networks, both of which have flat degree
distributions and therefore the lowest Shannon entropy for degree sequence and
adjacency matrix). While the application of Entropy to graph degree distribu-
tions has been relatively more common, the same Entropy has also been applied
to other graph features, such as functions of their adjacency matrices [35], and
to distance and Laplacian matrices [17]. A survey contrasting adjacency matrix
based (walk) entropies and other entropies (e.g. on degree sequence) is offered
in [35]. It finds that adjacency based ones are more robust vis-a´-vis graph size
and are correlated to graph algebraic properties, as these are also based on the
adjacency matrix (e.g. graph spectrum). In general we will use Block entropy
in order to detect more graph regularities (through the adjacency matrix) at a
greater resolution. But for Block entropy there is an extra factor to be taken
into account. The unlabelled calculation of the Block entropy (not relevant for
1-bit entropy) of a graph has to take into consideration all possible adjacency
matrix representations for all possible labellings. Therefore, the Block entropy
of a graph is given by:
H(G) = min{H(A(gL))|GL ∈ L(G)} (Eq. 3)
where L(G) is the group of all possible labellings of G.
In [55], we introduced a graph that is generated recursively by a small com-
puter program of (small) fixed length, yet when looking at its degree sequence
it tends to maximal entropy and when looking at the adjacency matrix it tends
to zero entropy at the limit, thus displaying divergent values for the same object
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when considering different mass probability distributions—when assuming the
uniform distribution to characterize an underlying ensemble comprising all pos-
sible adjacency matrices of increasing size, or when assuming all possible degree
sequences in the face of a total lack of knowledge of the deterministic nature of
the graph in question.
3 Algorithmic Information Dynamics
The expected value of algorithmic entropy equals its Shannon entropy up to a
constant that depends only on the distribution [4]. That is, every deterministic
source has both low entropy and low algorithmic randomness, and algorithmi-
cally random objects surely have the highest Shannon entropy. However, in
practical terms, they are fundamentally different. Nowhere in Shannon entropy
is there any indication as to how to estimate the underlying mass probability
distribution needed to determine the random or deterministic nature of a source,
the availability of some other method for doing so being simply assumed.
Algorithmic complexity, however, does provide many methods, albeit very
difficult ones, to estimate the algorithmic randomness of an object by inspecting
the set of possible programs whose size is at most the size of the shortest program
that may produce the object. One popular way to approximate it has been
by using lossless compression algorithms, given that a compressed program is
sufficient proof of non-randomness.
The algorithmic (Kolmogorov-Chaitin) complexity of a string x is the length
of the shortest effective description of x. There are several versions of this notion.
Here we use mainly the plain complexity, denoted by C(x).
We work over the binary alphabet {0, 1}. A string is an element of {0, 1}∗.
If x is a string, |x| denotes its length. Let M be a universal Turing machine
that takes two input strings and outputs one string. For any strings x and y,
we define the algorithmic complexity of x conditioned by y with respect to M ,
as:
CM (x|y) = min{|p| such that M(p, y) = x}.
We match the machine M with a universal machine U , thereby allowing us
to drop the subscript. We then write C(x|y) instead of CM (x|y). We will also
write C(x) instead of C(x|λ) (where λ is the empty string).
3.1 Approximations to Algorithmic Complexity
we have introduced methods to approximate the algorithmic complexity of a
graph with interesting results [47, 54, 36]. For example, in [47] correlations were
reported among algebraic and topological properties of synthetic and biological
networks by means of algorithmic complexity, and an application to classify
networks by type was developed in [54]. Together with [47] and [54], the methods
introduced represented a novel view and constitute a formal approach to graph
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complexity, while providing a new set of tools for the analysis of the local and
global structures of networks.
The algorithmic probability [43, 30, 37] of a string s, denoted by AP (s)
provides the probability that a valid random program p written in bits uniformly
distributed produces the string s when run on a universal (prefix-free 1) Turing
machine U . Formally,
AP (s) =
∑
p:U(p)=s
1/2|p| (Eq. 5)
That is, the sum over all the programs p for which a universal Turing machine
U outputs s and halts.
Algorithmic probability and algorithmic complexity K are formally (in-
versely) related by the so-called algorithmic Coding theorem [16, 11]:
| − log2AP (s)−K(s)| < O(1) (Eq. 6)
As shown in [47], estimations of algorithmic complexity are able to distin-
guish complex from random networks (of the same size, or growing asymptot-
ically), which are both in turn distinguished from regular graphs (also of the
same size). K calculated by the BDM assigns low algorithmic complexity to reg-
ular graphs, medium complexity to complex networks following Watts-Strogatz
or Baraba´si-Albert algorithms, and higher algorithmic complexity to random
networks. That random graphs are the most algorithmically complex is clear
from a theoretical point of view: nearly all long binary strings are algorithmi-
cally random, and so nearly all random unlabelled graphs are algorithmically
random [21], where algorithmic complexity is used to give a proof of the num-
ber of unlabelled graphs as a function of its randomness deficiency (how far it
is from the maximum value of K(G)).
The Coding Theorem Method (CTM) [18, 41] is rooted in the relation speci-
fied by algorithmic probability between frequency of production of a string from
a random program and its algorithmic complexity (Eq. (6). It is also called the
algorithmic Coding theorem, to contrast it with another coding theorem in clas-
sical information theory). Essentially it uses the fact that the more frequent
a string (or object), the lower its algorithmic complexity; and strings of lower
frequency have higher algorithmic complexity.
3.2 Block Decomposition Method
The Block Decomposition Method (BDM) was introduced in [47] and [52]. It
requires the partition of the adjacency matrix of a graph into smaller matrices
using which we can numerically calculate its algorithmic probability by running
a large set of small 2-dimensional deterministic Turing machines, and then– by
applying the algorithmic Coding theorem– its algorithmic complexity. Then the
overall complexity of the original adjacency matrix is the sum of the complexity
1The group of valid programs forms a prefix-free set (no element is a prefix of any other,
a property necessary to keep 0 < AP (s) < 1.) For details see [16, 11].
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of its parts, albeit with a logarithmic penalization for repetition, given that n
repetitions of the same object only add log n to its overall complexity, as one can
simply describe a repetition in terms of the multiplicity of the first occurrence.
More formally, the algorithmic complexity of a labelled graph G by means of
BDM is defined as follows:
BDM(G, d) =
∑
(ru,nu)∈A(G)d×d
log2(nu) +Km(ru) (1)
where Km(ru) is the approximation of the algorithmic complexity of the sub-
arrays ru arrived at by using the algorithmic Coding theorem (Eq. (6)), while
A(G)d×d represents the set with elements (ru, nu), obtained by decomposing
the adjacency matrix of G into non-overlapping squares of size d by d. In each
(ru, nu) pair, ru is one such square and nu its multiplicity (number of occur-
rences). From now on BDM(g, d = 4) will be denoted only by K(G), but
it should be taken as an approximation to K(G) unless otherwise stated (e.g.
when taking the theoretical true K(G) value). Once CTM is calculated, BDM
can be implemented as a look-up table, and hence runs efficiently in linear time
for non-overlapping fixed size submatrices.
3.3 Normalized BDM
A normalized version of BDM is useful for applications in which a maximal
value of complexity is known or desired for comparison purposes. The chief
advantage of a normalized measure is that it enables a comparison among objects
of different sizes, without allowing size to dominate the measure. This will be
useful in comparing arrays and objects of different sizes. First, for a square
array of size n× n, we define:
MinBDM(n)d×d = bn/dc+ min
x∈Md({0,1})
CTM(x) (2)
where Md({0, 1}) is the set of binary matrices of size d × d. For any n,
MinBDM(n)d×d returns the minimum value of Eq. (1) for square matrices
of size n, so it is the minimum BDM value for matrices with n nodes. It cor-
responds to an adjacency matrix composed of repetitions of the least complex
d× d square. It is the all-1 or all-0 entries matrix, because 0d,d and 1d,d are the
least complex square base matrices (hence the most compressible) of size d.
Secondly, for the maximum complexity, Eq. (1) returns the highest value
when the result of dividing the adjacency matrix into the d × d base matrices
contains the highest possible number of different matrices (to increase the sum of
the right terms in Eq. (1)) and the repetitions (if necessary) are homogeneously
distributed along those squares (to increase the sum of the left terms in Eq. (1))
which should be the most complex ones in Md({0, 1}). For n, d ∈ N, we define
a function
fn,d : Md({0, 1}) 7−→ N
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that verifies: ∑
r∈Md({0,1})
fn,d(r) = bn/dc2 (3)
max
r∈Md({0,1})
fn,d(r) ≤ 1 + min
r∈Md({0,1})
fn,d(r) (4)
CTM(ri) > CTM(rj) ⇒ fn,d(ri) ≥ fn,d(rj) (5)
The value fn,d(r) indicates the number of occurrences of r ∈ Md({0, 1})
in the decomposition into d × d squares of the most complex square array of
size n × n. Condition Eq. (3) establishes that the total number of component
squares is bn/dc2. Condition Eq. (4) reduces the square repetitions as much as
possible, so as to increase the number of differently composed squares as far as
possible and distribute them homogeneously. Finally, Eq. (5) ensures that the
most complex squares are the best represented. Then, we define:
MaxBDM(n)d×d =
∑
r ∈Md({0, 1}),
fn,d(r) > 0
log2(fn,d(r)) + CTM(r)
Finally, the normalized BDM value of an array X is:
Given a square matrix X of size n, NBDM(X)d is defined as
CTM(X)−MinBDM(n)d×d
MaxBDM(n)d×d −MinBDM(n)d×d (6)
This way we take the complexity of an array X to have a normalized value
which is not dependent on the size of X but rather on the relative complexity
of X with respect to other arrays of the same size. The use of MinBDM(n)d×d
in the normalization is relevant. Note that the growth of MinBDM(n)d×d is
linear with n, and the growth of MaxBDM(n)d×d exponential. This means
that for high complexity matrices, the result of normalizing by using just
CTM(X)/MaxBDM(n)d×d would be similar to NBDM(X)d. But it would
not work for low complexity arrays, as when the complexity of X is close to the
minimum, the value of CTM(X)/MaxBDM(n)d×d drops exponentially with n.
For example, the normalized complexity of an empty array (all 0s) would drop
exponentially in size. To avoid this, Eq. (6) considers not only the maximum
but also the minimum.
Notice the heuristic character of fn,d. It is designed to ensure a quick com-
putation of MaxBDM(n)d×d, and the distribution of complexities of squares
of size d ∈ {3, 4} in D(5, 2) ensures that MaxBDM(n)d×d is actually the maxi-
mum complexity of a square matrix of size n, but for other distributions it could
work in a different way. For example, condition (4) assumes that the complex-
ities of the elements in Md({0, 1}) are similar. This is the case for d ∈ {3, 4}
in D(5, 2), but it may not be true for other distributions. But at any rate it
offers a way of comparing the complexities of different arrays independent of
their size.
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3.4 A Calculus of Reprogrammability
At the core of the (re-)programmability analysis is a causal calculus introduced
in [53] based on Algorithmic Information Dynamics, the change in complexity
of a system subject to perturbations, particularly the direction (sign) and mag-
nitude of the change in algorithmic information content C between wild and
perturbed instants of the same object, such as objects G and G′, which for pur-
poses of illustration can be graphs with a set of nodes V (G) and a set of edges
E(G).
We define two measures of reprogrammability (denoted by PR(G) and PA(G)
as introduced in [53]) as measures that capture different aspects of the capability
of a system’s elements to move an object G towards or away from randomness.
Definition 10. Relative programmability is defined as PR(G) :=
MAD(σ(G)))/n or 0 if n = 0, where n = max {|σ(G)|} measures the
shape of σP (G) and how it deviates from other distributions (e.g. uniform or
normal), and MAD is the median absolute deviation of G.
Definition 11. Absolute programmability is defined as PA(G) := |S(σP (G))−
S(σN (G))|/m, where m = max(S(σP (G)), S(σN (G))) and S is an interpolation
function. This measure of programmability captures not only the shape of σP (G)
but also the sign of σP (G) above and below x = 0.
The dynamics of a graph can then be defined as transitions between different
states, and one can always ask after the potential causal relationship between G
and G′. In other words, what possible underlying minimal computer program
can explain G′ as evolving over discrete time from state G?
For graphs, we can allow the operation of edge e removal from G denoted by
G\e where the difference |C(G)−C(G\e)| is an estimation of the (non-)shared
algorithmic mutual information of G and G\e or the algorithmic information dy-
namics (or algorithmic dynamics in short) for evolving time-dependent systems
(e.g. if G′ evolves from G after t steps). If e does not contribute to the descrip-
tion of G, then |C(G)−C(G\e)| ∼ log2 |V (G)|, where |V (G)| is the node count
of G, i.e. the algorithmic dynamic difference will be very small and at most a
function of the graph size, and thus the relationship between G and G′ can be
said to be causal and not random, as G′ can be derived from G′ with at most
log2 |V (G)| bits. If, however, |C(G) − C(G\e)| > log2 |V (G)| bits, then G and
G\e are not states having the same causal origin and the algorithmically ran-
dom removal of e results in a loss because G\e cannot recursively/computably
recover G and has to be explained independently, e.g. as noise. In contrast,
if C(G) − C(G\e) < log2 |V (G)|, then e can be explained by G alone and it
is algorithmically not contained/derived from G, and is therefore in the causal
trajectory of the description of G from G\e and of G\e from G.
If G is random, then the effect of e will be small in either case, but if G
is richly causal and has a very small generating program, then e as noise will
have a greater impact on G than would removing e from the description of an
already short description of G. However, if |C(G) − C(G\e)| ≤ log2 |V (G)|,
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where |V (G)| is the vertex count of G, then e is contained in the algorithmic
description of G and can be recovered from G itself (e.g. by running the program
from a previous step until it produces G with e from G\e).
4 The Thermodynamics of Computer Programs
A thermodynamic-like result is illustrated by a measure of sophistication based
on quantifying the difficulty of reprogramming an object according to its under-
lying algorithmic generator or computer program. A measure of sophistication
is a measure capable of telling apart ‘sophisticated’ cases from simple and ran-
dom objects, the latter being assigned low complexity, as in the case of Bennett’s
logical depth [7].
For example, in a complete graph G, the algorithmic-random deletion of any
single node or single edge has the same effect, because all nodes and all edges
make the same algorithmic-information contribution to the original graph as
they cannot be distinguished in any way, and so their recovery does not need
recording in, e.g., an enumerable index. In this case, for a complete graph,
the ordered elements σ(G) can be analytically derived from the uniform mass
probability distribution defined by x = log2 |V (G)| with |V (G)| the node count
of G because all nodes in a complete graph are neutral since they contribute
by log2 |V (G)|. In contrast, the algorithmically random deletion of any single
edge does not lead to a complete graph, and after 2 edge deletions, recovering
any single one is not algorithmic, as it entails a lack of recording. All edges
are therefore in N(G) as they move the complete graph G towards algorithmic
randomness.
Fig. 1 can help illustrate how uniform random perturbations may provide a
picture of the set of possible future states and may be relevant in the case of
naturally evolving systems. This means that, in both cases in Fig. 1, the asym-
metric cost of moving random to simple and simple to random from a purely
algorithmic perspective may also be relevant in the case of naturally evolving
systems. The degree to which the perturbations are informative depends on
whether the dynamic evolution process is proceeding (nearly) uniformly at ran-
dom or not. An alternative way to illustrate the phenomenon of asymmetric re-
programmability is by considering networks as produced by computer programs
(Fig. 2) (or as produced by computer programs). The algorithmic complexity
C of a complete graph k grows by its number of nodes because the generat-
ing mechanism is of the form “connect all N nodes”, where N = |V (k)|. In
contrast, the algorithmic complexity of an algorithmically random Erdo¨s-Re´nyi
(E-R) graph with edge density ∼ 0.5 grows by the number of edges |E(E-R)|
because to reproduce a random graph from scratch the sender would need to
specify every edge connection, as there is no way to compress the description.
As depicted in Fig. 2, algorithmic-random removal of a node n from a com-
plete graph k produces another complete, albeit smaller graph. Thus the gen-
erating program for both k and k′ = k\n is also the relationship between k and
k′, which is of a causal nature. In contrast, if an edge e is removed from k, the
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Figure 1: The thermodynamics of computer programming. Top: The programs
producing simple versus random data have different reprogrammability prop-
erties. If repurposed to generate programs to print blocks of 0s, we only need
a single intervention in the generative program of (1), changing 1 to 0 inside
the Print instruction indicating that 200 0s be printed instead of 1s. In con-
trast, asking a program that prints a random binary string s to print only 0s
will require on average |s|/2 interventions to manually change every bit 1 to
0. Random perturbations can be seen as the exploration of the possible paths
through which an object may evolve over time.
generating program of k′′ = k\e requires the specification of e and the resulting
generating program of size C(k′′) > C(k), sending k towards randomness for
every edge e algorithmic-randomly removed.
On the one hand, moving a complete graph toward randomness (see Fig. 1
and 2) requires algorithmically random changes. On the other hand, we see
how a random graph can also be easily rewired to be a complete graph by edge
addition. However, if the complete graph is required to exactly reproduce a
specific random graph and not just its statistical properties, then one would
need to have full knowledge of the specific random graph and apply specific
changes to the complete graph, making the process slow and requiring additional
information. Yet, moving the random graph toward a complete graph requires
the same effort as before, because the complete graph is unique, given the fixed
number of nodes and implies reaching edge density 1 no matter the order of the
added edges. Nevertheless, transforming a simple graph, such as the complete
graph (see Fig. 2,) by algorithmically random one-by-one edge removal has a
greater impact on its original algorithmic complexity than performing the same
operation on a random graph.
4.1 Graphs as Computer Programs
Specifically, if S is a simple graph and R an algorithmically random one, then
we have it that C(S)− C(S\e) ≥ C(R)− C(R\e), i.e., the rate of change from
S to (a non-specific) R is greater than in the other direction, thus imposing a
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thermodynamic-like asymmetry related to the difficulty of reprogramming one
object into another according to its initial program-size complexity. This is
because a random deletion to R will always have little impact on the underlying
print(R) with respect to |R| (of at most logarithmic effect), because print(R) ∼
R, but a random deletion (or a random transformation in general) to S may
lead to a greater disruption of the small (by definition) generating program of S.
The asymmetric axis where the highest reprogrammability point can be found
is exactly the point at which C(S)− C(S\e) = C(R)− C(R\e) for a specific S
and R.
It is clear then how analysing the contribution of each element to the object,
as shown in Fig. 2, has the potential to reveal the algorithmic nature of the
original object and how difficult it is to reprogram the underlying generative
computer program in order to produce a different output/graph.
A thermodynamic-like effect can be found in the (re)programmability capa-
bilities of an object. Moving random networks by edge removal is significantly
more difficult than moving simple networks towards randomness. For random
graphs, there are only a few elements, if any, that can be used to convert them
slowly towards simplicity, as shown in Fig. 2. In contrast, a larger number of
elements can nudge a simple network faster towards randomness. This relation-
ship, captured by the reprogrammability rate for simple versus random graphs,
induces a thermodynamic-like asymmetry based on algorithmic complexity and
reprogrammability.
Fig. 2 illustrates that in a complete graph, the algorithmic-random removal
of any single node leads to a less than logarithmic reduction in its algorithmic
complexity, while the removal of any single edge leads to an increase in ran-
domness. The former because the result is simply another complete graph of
a smaller size, and the latter because an algorithmically random deleted link
would need to be described after the description of the complete graph itself. In
other words, If kn =complete graph on n nodes, C(kn) is at most C(n)+O(1) ≤
log2(n) +O(1) versus C(kn−1) ≤ k(n− 1) +O(1) ≤ log2(n− 1) +O(1), so the
difference between log2(n) and log2(n− 1) is very small and not even the differ-
ence between, say, n and n− log2(n), which is what one would normally call a
“logarithmic additive difference”.
It is worth noting that if we only want to delete a single edge from the
complete graph, there are
(|V (kn)|
2
)
possibilities . However, there is only one
such possibility up to isomorphism. So if we only care about describing graphs
up to isomorphism (or unlabelled), the complexity drops only by a constant.
This is true for deleting any n edges, as there will then only be n possible
isomorphisms. For this and the general case, we have previously investigated
the relationship between labelled and unlabelled graph measures of algorithmic
complexity [47, 48, 49], and while there are some differences, for the most part
the results hold, though they warrant some minor variations.
If a graph is evolving deterministically over time, its algorithmic complex-
ity remains (almost) constant up to a logarithmic term as a function of time,
because its generating mechanism is still the same as in the complete graph
(which is a simplest extreme case), but if its evolution is non-deterministic and
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Figure 2: Graphs as produced by programs. All real-world networks lie between
the extreme cases of being as simple as a complete graph whose algorithmic
complexity C is minimal and grows by only log |V (k)|, and a random (also sta-
tistically random and thus E-R) graph whose algorithmic complexity is maximal
and grows by its number of edges |E(E-R)|. If we ask what it takes to change
the program producing k to produce E-R and vice versa, in a random graph, any
single algorithmic-random node or edge removal does not entail a major change
in the program-size of its generating program, which is similar in size to the ran-
dom graph itself i.e. |E(G)|. The curve shows how, without loss of generality,
the reprogramming capability of networks, as produced by computer programs,
produces an asymmetry imposed by algorithmic complexity and reminiscent of
traditional thermodynamics as based on classical probability. A maximally ran-
dom network has only positive (blue) elements (Fig. 5) because there exists no
perturbation that can increase the randomness of the network either by remov-
ing a node or an edge, as it is already random (and thus non-deterministic).
Thus changing its (near) minimal program-size length by edge or node removal
is slow. However, a simple graph may have elements that incline its program-
size length toward randomness. In each extreme case (simple vs random) the
distribution of sorted elements capable of shifting in each direction is shown in
the form of what we call ‘signatures’, both for algorithmically random edge and
node removal. The highest reprogrammability point is the place where a graph
has as many elements to steer it in one direction as in the other.
possible changes to its elements are assumed to be uniformly distributed, then
a full perturbation analysis can simulate their next state, basically applying ex-
haustively all possible changes one step at a time. In this case, any node/edge
perturbation of a simple graph has a very different effect than performing the
same interventions on a random graph.
15
5 Principle of Maximum Algorithmic Random-
ness (MAR)
There is a wide range of applications in science, in particular in statistical
mechanics, that serve as ways to study and model the typicality of cases and
objects (see Discussion section). Indeed, determining how removed an object is
from maximum entropy has been believed to be an indication of its typicality
and null model based on its information content [6].
Maximum entropy, or simply Maxent, is taken as the state of a system when
it is at its most statistically disordered—when it is supposed to encode the least
information.
We will see here, however, that entropy may collapse cases that are only
random-looking but are not truly so. Based on the ideas above we can, nev-
ertheless, suggest a conceptual and numerical refinement of classical Maxent
by an algorithmic Maxent. Instead of making comparisons against a maximal
entropy graph, one can make comparisons against a generated maximal algo-
rithmic random graph (MAR) candidate (shown in red in Fig. 3) by either
comparing the original graph (denoted by G in Fig. 3) or a compressed version
(denoted by minG) approximated by, for example, algorithmic graph sparsifi-
cation [50]. Such comparisons are marked as t and t′ in Fig. 3 and replace the
need for comparison with a maximal entropy graph that may not be algorith-
mically random. Fig. 3 shows how such a replacement can be made and what
comparisons are now algorithmic (t and t′) versus only statistical, which in the
case of this illustration involves a graph that has been shown to produce a near
maximal degree sequence when it is of lowest algorithmic randomness [55] (in
magenta, top right).
5.1 Maximal Algorithmic Randomness Preferential At-
tachment (MARPA) algorithm
Once the number of nodes is fixed, a MAR graph is of density 0.5, just like
a classical E-R graph. This is because the highest algorithmic complexity is
reached when K(G) ∼ |E(G)| is maximised somewhere between the 2 extreme
cases in which fully disconnected and complete graphs reach minimum complex-
ity K(G) ∼ log2|V (G)|.
This means that, without loss of generalisation to other objects, a Maximal
Algorithmic Random graph G is an Erdo¨s -Re´nyi (E-R) graph that is algo-
rithmically random, i.e. whose shortest possible computer description is not
(much) shorter than |E(G)|, where |E(G)| is the number of edges of G; or,
|E(G)| − C(G) < c.
MARPA seeks to maximise the information content of a graph G by adding
new edges (or nodes) at every step. The process approximates a network of
a given size that has the largest possible algorithmic randomness and is also
an Erdo¨s-Re´nyi (ER) graph. An approximation of a ‘Maximal’ Algorithmic-
Random (MAR) graph can be produced as a reference object whose generating
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program is not smaller than the network (data) itself and can better serve in
maximum (algorithmic-) entropy modelling.
Figure 3: The paths to statistical and algorithmic randomness are different,
and they determine different principles for different purposes. Classical Maxent
quantifies statistical randomness but its algorithmic refinement quantifies both
statistical and algorithmic randomness. This opens up the range of possibili-
ties for moving toward and reaching a random graph, by not only considering
whether it is random-looking but also whether it is actually algorithmically
random.
MARPA allows constructions of a maximally random graph (or any object)
by edge preferential attachment, in such a manner that randomness increases
for any given graph. Let G be a network and C(G\e) the information value of
e with respect to G such that C(G)−C(G\e) = n. Let P = {p1, p2, . . . , pn} be
the set of all possible perturbations. P is finite and bounded by P < 2|E(G)|
where E(G) is the set of all elements of G, e.g. all edges of a network G. We
can approximate the set of perturbations e′ in P such that C(G)−C(G\e′) = n′
with n′ < n. As we iterate over all e in G and apply the perturbations that
make n′ < n, for all e, we go through all 2|E(G)| possible perturbations (one can
start with all |E(G)| single perturbations only) maximising the complexity of
G′ = max{G|C(G)−C(G\e) = {max among all p in P and e ∈ G} (which may
not be unique and can build an algorithmic probability distribution to compare
with, one that is complementary to the distribution of maximal entropy graphs).
Fig. 4 may be misleading because there is no guarantee of uniqueness of
G′ such that K(G′) is of maximal algorithmic randomness (neither in theory
nor practice). However, the number of algorithmically random graphs is strictly
smaller than the number of high entropy graphs for the same size and under any
other graph-theoretic constraint (such as degree sequence and edge density for E-
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Figure 4: While many objects can look statistically random (and thus have
maximum entropy), there are fewer that are actually algorithmically random.
Approximation methods allow tighter bounds for MAR graphs beyond entropy
approaches. This algorithmic version expands and improves over classical Max-
ent which is based on classical information theory and Shannon entropy. The
original graph G has a shortest description minG and perturbations to either
the original and compressed version can lead to randomised graphs for different
purposes. Some of them will have maximum entropy denoted by maxG′n but
among them only some will be also of maxK(G).
R randomisation). We denote the set of maximal entropy graphs as {MaxS(G)}
and the set of maximal algorithmic randomness graphs as {MaxK(G)}, while
approximations to {MaxK(G)} will be denoted by {MaxC(G)}.
Definition 12. The randomness deficiency of an object, such as a graph, in
a particular distribution (e.g. a set of graphs) quantifies how far an object is
from the greatest algorithmic random object with the same properties (e.g. edge
density) in the distribution.
The purpose of MARPA (Fig. 4) is thus to maximise the randomness defi-
ciency between an object of interest and its greatest algorithmic randomisation.
To this end, it is necessary to estimate the algorithmic complexity of such an
object by means such as popular lossless compression algorithms (e.g. LZW),
which are limited but are an improvement over other measures such as en-
tropy [46], or by alternative means such as those introduced in [18, 41, 48, 52, 49]
based on algorithmic probability.
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Let such a constructed maximal complexity object maxC(G) be used to
quantify the randomness deficiency of an object of interest be denoted by C(G).
The procedure consists in finding the sequential set of perturbations {P} that
upon application to G leads to G′ such that maxC(G) − C(G′) is minimised,
and where C(G′)−C(G) is the randomness deficiency estimation of G, i.e. how
removed G is from its (algorithmic-)randomised version maxC(G) (notice that
C(G) is upper bounded by maxC(G) and the difference is always positive).
5.2 Supremacy of algorithmic Maxent
To illustrate how algorithmic Maxent is an improvement over classical Maxent
we demonstrate that the E-R model admits different constructions some of which
are not algorithmic random.
Theorem 13. (existence) At least one E-R graph exists which is not algorith-
mically random.
Ackermann [1] and Rado [2] constructed the so-called Rado graph in a similar
spirit to our ZK-graph [55] using an algorithmic/computable procedure based
on what is called the BIT predicate by identifying the vertices of the graph
with the natural numbers 0, 1, 2, . . . An edge connects vertices x and y in the
graph (where x < y) whenever the xth bit of the binary representation of y
is nonzero. So, for example, the neighbours of vertex zero consist of all odd-
numbered vertices, because the numbers whose 0th bit is nonzero are exactly
the odd numbers. Vertex 1 has one smaller neighbour, vertex 0, as 1 is odd
and vertex 0 is connected to all odd vertices. The larger neighbours of vertex 1
are all vertices with numbers congruent to 2 or 3 modulo 4, because those are
exactly the numbers with a nonzero bit at index 1. The Rado graph is almost
surely Erdo¨s–Re´nyi on countably many vertices [1, 2].
Theorem 14. (non-uniqueness) There is more than one E-R graph that is not
algorithmically random.
The set of pseudo-random generating graphs with fixed seeds of different
minimum program-size generates one E-R random graph, and for each different
seed it will generate another E-R random graph.Therefore there more than one
E-R graph that is not algorithmically random. it should be noted that an E-
R graph with density 0.5 may be of maximal entropy, but can be produced
by programs of varying length and thus of varying algorithmic randomness,
i.e. either recursively generated or not. Fig. 5.3 shows that the complexity
of graphs with exactly the same number of nodes and edges that comply with
the properties of an E-R graph (e.g. edge density ∼ 0.5) do not comply with
the property of maximum algorithmic randomness (MAR), and their values will
diverge for typical randomly chosen examples of growing graphs by node count.
It is also shown that the numerical approximations, both for simple (complete)
and MAR graphs, follow the theoretical expectations. The proof is by induction.
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5.3 Numerical examples
Consider the absolute maximum algorithmic-random graph, which we will de-
note by maxC(G). maxC(G) is a graph comprising the same number of nodes
but with an edge rearrangement operation such that C(G) < C(max(G)) ≤ 2k,
where k = (|E(G)|(|E(G)|−1))/4 is the maximum number of edges in G divided
by 2 where at edge density 0.5 it reaches maximal algorithmic randomness.
There are two possible methods to produce estimations of MAR graphs on
top-down and one bottom-up. The bottom-up method consists in adding edges
starting from the empty graph until reaching the desired target network size (in
nodes and/or edges).
The top-down method consists in deleting edges starting from a given net-
work and find the elements that maximise its algorithmic complexity. We call
these methods edge-deletion and edge-addition algorithmic randomizations (as
opposed to just randomization in the classical sense). When constraining edge-
addition by maximum number of nodes, both methods converge in maximal
algorithmic value and statistical properties but may construct different graphs,
both of which are estimation of MAR graphs.
A third method may consist in edge rearrangement/switching but this re-
quires an exponentially greater number of operations at every step. A computa-
tionally more efficient way to produce an approximation to a MAR network by
edge deletion is to start from a complete graph and keep deleting edges until a
target network size is reached. The pseudo-code of the edge-deletion algorithmic
randomization is as follows:
1. Start with an empty or complete graph G.
2. Perform all possible perturbations for a single operation (e.g. edge deletion
or addition) on G to produce G′.
3. Keep only the perturbation that maximized algorithmic randomness, i.e.
C(G′) ≥ C(G).
4. Set G := G′
5. Repeat 1 until final target size is reached or C(G) > C(G′).
With the cost function maximizing algorithmic complexity the above pseudo-
code is valid for other operations to G′ Without loss of generalisation. These
operations can be of other types, including edge rearrangement/switching and
edge addition just as edge removal (see Discussion). However, different opera-
tions require different time complexities.
The edge-addition algorithmic randomization can start from an empty set,
for which one would be generating approximations of MAR graphs (for that
operation) for all sizes from bottom up.
The algorithm can also be repeated to produce a set of candidate MAR
graphs (not only because many MAR graphs may exist but because C is semi-
computable and thus they are only approximations). The intersection of both
{MaxC(G)} and {MaxS(G)} is an interesting candidate set with which to re-
place {MaxS(G)} alone for purposes of Maxent. But if the algorithm to produce
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{MaxC(G)} approximates {MaxK(G)} then {MaxS(G)} ⊂ {MaxC(G)} and
{MaxS(G)} will be upper bounded by {MaxC(G)} because it is upper bounded
by {MaxK(G)}.
Figure 5: Top left: One can produce a MAR graph starting from an empty graph
and adding one edge at a time (see Fig. 6) or one can start from a complete
graph and start deleting edge by edge keeping only those that maximize the
algorithmic randomness of the resulting graph. Bottom left: Following this
process, MAR graphs top E-R graphs meaning BDM effectively separate low
algorithmic complexity (algorithmic randomness) from high entropy (statistical
randomness), where entropy would simply be blind collapsing all recursive and
non-recursive cases. Right: degree distribution comparison between E-R and
MAR graphs.
Fig. 5.3 shows how MAR graph degree distributions follow E-R graphs for
nodes with high degree but not for lower degree nodes. MAR graphs produce a
degree sequence of greater entropy and algorithmic complexity because an algo-
rithmic random graph should also have an algorithmic random degree sequence.
In Fig. 6, the ensemble of E-R graphs are a randomization of the MAR
graphs with the same number of nodes. Despite allowing any possible num-
ber of edges, MAR graphs are equally random both according to classical and
algorithmic (estimations) on their adjacency matrices but of greater entropy
than E-R graphs. The ZK graph came high for degree sequence entropy as
expected as it was designed for that purpose, but for approximations of algo-
rithmic complexity by BDM, the ZK graph was considerably less random also
as theoretically expected (as it was recursively generated [55]. MAR graphs,
however, had both maximal entropy and maximal algorithmic randomness.
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Figure 6: Top: A MAR graph constructed by adding one by one every possible
edge and keeping only those that maximise the uncompressibility/ algorithmic
complexity of the graph according to BDM. Shown are only eight steps from
10 edges to 150. Bottom: MAR graphs versus ensemble of pseudo-randomly
generated E-R graphs (with edge density 0.5) versus the ZK graph [55] designed
to have minimal adjacency matrix entropy but maximal degree sequence entropy.
The edge density of the MAR graphs remains at 0.4 meaning that the great-
est increase of algorithmic randomness is achieved by adding new nodes at about
0.4 density rather than increasing the density. When forcing to keep the same
number of nodes and reach maximal algorithmic randomness the algorithm does
produce MAR graphs with 0.5 edge density.
Attempts to produce MAR graphs with popular lossless compression algo-
rithms (Compress and Bzip2) failed because they were not sensitive enough to
small changes required to evaluate the edge to add or delete to generate an
approximation of a MAR graph.
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5.3.1 Time Complexity and Terminating Criterion
Approximating a MAR graph candidate can be computationally very expen-
sive, with exponential time complexity in the order O(2n
2
) for the bottom-up
approach (adding edges) because at every step, all possible additions have to
be tested and evaluated against the original object. The time complexity is,
however, reduced to linear time O(n) for the top-down method (starting from
a complete graph) when only considering single-perturbation analysis, that is,
instead of applying all possible subsets only individual ones are allowed.
Small MAR graphs can also be produced and are not necessary to recompute
once the number of nodes (and possibly number of edges) is fixed. Better clas-
sical randomizations are also possible at reasonable time complexity especially
because they are only applied to graphs of fixed size and thus asymptotic time
constraints are less relevant.
The terminating criterion for the top-down approach to produce MAR
graphs consists in stopping the method either at the desired size by edge count
or when further deletion leads to a decrease in complexity. In other words,
starting from e.g. a complete graph k, if C(k) > C(k′n) where n denoted the n
iteration of the method description, then stop at iteration n−1 that maximizes
algorithmic randomness for all n. Otherwise said C(k) > C(k′n) is concave as
a function of n and the terminating time is at the global maximum of C.
6 Discussion
We have introduced a principle of maximum entropy (Maxent) based on com-
putability, leading to a stronger principle based on algorithmic randomness, an
approximation to a generalisation of the traditional Maxent based instead on
algorithmic complexity approximations which are independent of the specific
method such as the nature of the lossless compression algorithm.
Unlike E-R graphs, MAR graphs cannot be generated by computer programs
of much smaller size than the edge count of the networks themselves. The
intuition behind the construction of a MAR graph is that the shortest computer
program (measured in bits) that can produce the adjacency matrix of a MAR
graph, is of about the size of the adjacency matrix and not significantly shorter.
We believe that deconvolving aspects of randomness versus pseudo-
randomness in scientific practice can help elucidate many confounding aspects
within certain areas such as physics. For example, the so-called Holographic
Principle, where it is often suggested that ‘all the information about the uni-
verse is contained in its surface’, but makes no distinction between statistical
and algorithmic information.
Roughly, if the universe has positive entropy, then the set of universes with
the same probability distribution is much larger than the number of actual uni-
verses in which we live. For example, for a universe statistically random there
are many more statistical-equivalent candidates, including those algorithmically
generated reproducing the same statistical distribution (for an example of how
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an object can mimic to have a target probability distribution, appear random
but not being so see [55]), than candidate universes of low entropy universe.
This is because for only for low entropy candidate universes will be also of
low algorithmic randomness producing a small set of possible models, but for
higher entropy cases, the number of high entropy but low algorithmic complex-
ity universes diverge. In other words, there are about Qn−c ways to describe Q
particles contained in a universe of length n with less than c bits than Q/SQ!
many ways to place Q particles in the same space, preserving the same statisti-
cal distribution (even under all coarse-graining partitions SQ). SQ is the subset
of particles Q whose permutation in the same subset preserve entropy S. This
is because we know that the number of objects in a set with highest algorithmic
complexity is a proper subset of the number of objects with highest entropy in
the same set. Theo. 13 and Cor. 14 are here relevant as they show this for a
specific type of object, showing that there are E-R graphs that have the same
properties but can be differently generated by recursive means. In other words,
only a fraction of those would actually describe the exact configuration of our
universe or some algorithmic equivalent one. The difference is huge considering
that the particles that make a human being can be arranged in so many config-
urations other than a human being (let alone a particular one) preserving the
same statistical properties of their original arrangement in a human being. Yet,
it is highly algorithmically probable to define a configuration closer to a human
being (because it is of low algorithmic complexity, and according to the cod-
ing theorem is algorithmically highly probable [16]), or even a particular one,
when describing the process that led to that human being rather than simply
describing its statistical properties.
The point is thus that information claims about statistical properties of ob-
jects is way less precise than what they apparently convey which is not enough
to reconstruct the same object, such as our universe, or its particular gener-
ating code. A clear distinction should thus be made between statistical versus
algorithmic information and statistical versus algorithmic randomness.
This algorithmic approach provides such a platform, independent of whether
we can numerically or methodology achieve such distinction, we we claim we
can approximate. Our framework offers an alternative to translate and reinter-
pret generic examples from classical thermodynamics in the language of com-
puter programs. For example, Maxwell’s demon is captured or reformulated by
a recursively enumerating process keeping record of algorithmic-random dele-
tions, allowing reversing these deletions into non-algorithmic random ones and
incurring in an unavoidable cost. The undeletion process then becomes com-
putable by exchanging information loss with memory (e.g. a reverse lookup
table), assigning an index to each process from a preconceived, well-defined
enumerating scheme, making the deletion process reversible without algorith-
mic information loss. The incurred cost is in the recording of the data and
the preconception of the computable enumeration from which the knowledge is
extracted and recorded at every stage back and forth, as their answers can then
be seen as coming from an Oracle machine (the algorithmic Maxwell demon)
providing the answer to the question of which element is deleted at any given
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time to make a network more algorithmically random at no cost (‘hotter’). The
enumeration would then allow us to trace back and forth the location of every
element independent of its cause and effect, breaking the asymmetry and appar-
ently violating the asymmetry found in the otherwise natural thermodynamics
of computer programs, as described here.
In the present work we have only considered deletion (of edges or nodes)
from a graph but this is without loss of generalisation. Indeed, all the results
hold when considering other recursive vs non-algorithmic transformations, such
as swapping nodes or edges or swapping bits, rows and columns on its adja-
cency matrix. The algorithmic asymmetry in reprogrammability will come from
whether such a specific transformation is computable (recursive) or algorithmi-
cally random. Indeed, the algorithmic information content properties of G are
essentially identical to those of t(G) if G = t′(t(G)), i.e. if the transformation
t is enumerable and reversible but not if t is non-computable or algorithmically
random. Edge deletion is, however, the most interesting approach in practice
for cases such as sparse graphs, graph dimension reduction and network recon-
struction.
Evidently, our results, methods, and Maxent refining algorithm will rely en-
tirely on the numerical approximations to K(G), and thus on how good the
estimation C(G) is. We have introduced in [18, 41] novel methods that have
yielded better estimations than those methods based on popular lossless com-
pression algorithms [52, 46] and on this basis we have discovered what we believe
to be interesting applications [57, 26, 40]. For example, the use of popular loss-
less compression algorithms will make {maxS}∩{maxC} = {maxS}∪{maxC}
for most cases, where C is, for example, LZW, because LZW is closer to entropy
S than to algorithmic complexity K [46, 51]. A review of alternative measures
both for entropy and algorithmic complexity is available in [56].
7 Conclusion
From an asymmetric relationship in a measure of reprogrammability, we con-
clude that the probabilistic basis of the second law of thermodynamics has
strong similarities and connections to the difficulty of formally repurposing cer-
tain objects to induce them to behave in different computational ways.
We have thus established interesting parallels between computer program-
ming as based on the dynamics of computer programs being repurposed and
related to thermodynamic-like phenomena in terms of algorithmic probability,
and algorithmic complexity, from which reprogrammability indexes can be de-
fined. The lack of symmetry in the operation of rewiring networks with regards
to algorithmic randomness implies a direction or an asymmetry which indicates
a natural direction for digital thermodynamics. After showing that the set of
maximum entropy graphs is not the same as the set of maximum algorithmically
complex graphs, we introduced a principle akin to maximum entropy but based
on algorithmic complexity. The principle of maximum algorithmic randomness
(MAR) can therefore be viewed as a refinement of Maxent as it is a proper
25
subset of algorithmically random graphs, having also the highest entropy.
We believe that only by rigorously selecting models from data can we hope
to make progress in understanding first principles and that current statistical
approaches leave all the final interpretation to the observer and help little or only
indirectly in truly exhibiting the properties that such approaches are supposed
to grasp or reveal.
Acknowledgements
H.Z. wishes to acknowledge the support of Swedish Research Council (Veten-
skapsr˚adet) grant No. 2015-05299. J.T. acknowledges support from King Ab-
dullah University of Science and Technology.
References
[1] W. Ackermann, Die Widerspruchsfreiheit der allgemeinen Mengenlehre,
Mathematische Annalen, 114 (1), 1937.
[2] R. Rado, Universal graphs and universal functions, Acta Arith., 9: 331–
340, 1964.
[3] S.W. Angrist, and L.G. Helper, Order and Chaos in Laws of Energy and
Entropy, p. 215, New York: Basic Books, 1967.
[4] A. Teixeira, A. Matos, A. Souto, L. Antunes, Entropy Measures vs. Kol-
mogorov Complexity, Entropy 13 (3), pp. 595–611, 2011.
[5] J.C. Baez, M. Stay, Algorithmic Thermodynamics, Computability of the
Physical, Mathematical Structures in Computer Science, 22, 771–787,
2012.
[6] G Bianconi, The entropy of randomized network ensembles, EPL (Euro-
physics Letters) 81 (2), 28005 165, 2007.
[7] C.H. Bennett, Logical Depth and Physical Complexity, in R. Herken, The
Universal Turing Machine: a Half-Century Survey, Oxford University
Press, pp. 227-257, 1988.
[8] T. Bo¨ttcher, An Additive Definition of Molecular Complexity, J. Chem.
Inf. Model., 2016, 56 (3), pp 462-470
[9] D. Bonchev, Information Theoretic Indices for Characterization of Chem-
ical Structures, Research Studies Press, Chichester, 1983.
[10] S. Califano, Pathways to Modern Chemical Physics, Springer, Springer-
Verlag Berlin Heidelberg, 2012.
26
[11] C.S. Calude, Information and Randomness: An Algorithmic Perspective,
EATCS Series, 2nd. edition, 2010, Springer.
[12] , Peter J. The random graph, The mathematics of Paul Erdos, II, Algo-
rithms Combin., 14, Berlin: Springer, 333–351, arXiv:1301.7544, 1997
[13] Cameron, Peter J. , The random graph revisited, European Congress of
Mathematics, Vol. I, Progr. Math., 201, 267–274, 2001
[14] J.P. Crutchfield and C.R. Shalizi. Thermodynamic depth of causal
states: Objective complexity via minimal representations, Phys. Rev. E,
59(1):275-283, 1999.
[15] G.J. Chaitin. On the length of programs for computing finite binary se-
quences Journal of the ACM, 13(4):547–569, 1966.
[16] T.M. Cover and J.A. Thomas, Elements of Information Theory, 2nd Edi-
tion, Wiley-Blackwell, 2009.
[17] Matthias Dehmer and Abbe Mowshowitz, A history of graph entropy mea-
sures, Information Sciences 181, pp. 57–78, 2011.
[18] J.-P. Delahaye and H. Zenil, Numerical Evaluation of the Complexity of
Short Strings: A Glance Into the Innermost Structure of Algorithmic Ran-
domness, Applied Mathematics and Computation 219, pp. 63–77, 2012.
[19] P. Erdo¨s, A. Re´nyi, On Random Graphs I. In Publ. Math. Debrecen 6, p.
290–297, 1959.
[20] P. Erdo¨s, A. Re´nyi, On the evolution of random graphs, Bull. Inst. Inter-
nat. Statist, 38 (4), 343–347, 1961.
[21] H. Buhrman , M. Li , J. Tromp , P. Vita´nyi, Kolmogorov Random Graphs
and the Incompressibility Method, SIAM J. Comput, 29(2):590–599, 1999.
[22] E.N. Gilbert, Random graphs,Annals of Mathematical Statistics 30 :
1141–1144, doi:10.1214/aoms/1177706098.
[23] Hector Zenil, Narsis A. Kiani, Jesper Tegne´r Quantifying loss of infor-
mation in network-based dimensionality reduction techniques Journal of
Complex Networks, 4(3), 342–362,2016
[24] D. Hammer, A. Romashchenko, A. Shen, and N. Vereshchagin. Inequali-
ties for Shannon entropies and Kolmogorov complexities. J. Comput. Syst.
Sci., 60:442–464, 2000.
[25] Horsley, Daniel; Pike, David A.; Sanaei, Existential closure of block in-
tersection graphs of infinite designs having infinite block size, Journal of
Combinatorial Designs, 19 (4): 317–327, 2011
27
[26] N. Gauvrit, H. Zenil, F. Soler-Toscano, J.-P. Delahaye, P. Brugger, Hu-
man Behavioral Complexity Peaks at Age 25, PLoS Comput Biol 13(4):
e1005408, 2017.
[27] P. Gru¨nwald and P. Vita´nyi, Shannon Information and Kolmogorov Com-
plexity, arXiv:cs/0410002, 2004.
[28] A. N. Kolmogorov. Three approaches to the quantitative definition of
information, Problems of Information and Transmission, 1(1):1–7, 1965.
[29] W.W. Kirchherr Kolmogorov complexity and random graphs Inf Process
Lett, 6 (3) , 125-130,1992
[30] L. A. Levin. Laws of information conservation (non-growth) and aspects
of the foundation of probability theory, Problems of Information Trans-
mission, 10(3):206–210, 1974.
[31] S. Boccaletti et al. The structure and dynamics of multilayer networks.
Physics Reports, 544(1):1–122, 2014.
[32] Z. Chen, M. Dehmer, F. Emmert-Streib, and Y. Shi, entropy bounds for
dendrimers.
[33] C. Orsini, M.M. Dankulov, P. Colomer-de-Simo´n, A, Jamakovic, P. Ma-
hadevan, A. Vahdat, K.E. Bassler, Z. Toroczkai, M. Bogun˜a´, G. Caldarelli,
S. Fortunato and D. Krioukov, Quantifying randomness in real networks,
Nature Communications, 6:8627, 2015.
[34] J. Korner and K. Marton. Random access communication and graph
entropy. IEEE transactions on information theory, 34(2):312–314, 1988.
[35] E. Estrada, A. Jose´, and N. Hatano. Walk entropies in graphs. Linear
Algebra and its Applications, 443:235–244, 2014.
[36] H. Zenil, N.A. Kiani, J. Tegne´r, Quantifying Loss of Information in
Network-based Dimensionality Reduction Techniques, Journal of Com-
plex Networks, DOI: 10.1093/comnet/cnv025.
[37] W.W. Kirchherr, M. Li, P.M.B. Vita´nyi, The miraculous universal distri-
bution, Journal Mathematical Intelligencer, pp 7–15, 1997.
[38] S. Lloyd, H. Pagels, Complexity as thermodynamic depth, Annals of
Physics, 188, pp. 186–213, 1988.
[39] P. Martin-Lo¨f, The definition of random sequences, Information and Con-
trol, 9:602–619, 1966.
[40] F. Soler-Toscano, H. Zenil, A Computable Measure of Algorithmic Proba-
bility by Finite Approximations with an Application to Integer Sequences,
Complexity vol. 2017, 2017.
28
[41] F. Soler-Toscano, H. Zenil, J.-P. Delahaye and N. Gauvrit, Calculating
Kolmogorov Complexity from the Frequency Output Distributions of Small
Turing Machines, PLoS ONE 9(5): e96223, 2014.
[42] M. Spevack, The Harvard Concordance to Shakespeare. The Belknap Press
of Harvard University Press, Cambridg. Mass., 1973.
[43] R.J. Solomonoff, A formal theory of inductive inference: Parts 1 and 2.
Information and Control, 7:1–22 and 224–254, 1964.
[44] L. Szilard, On the decrease of entropy in a thermodynamic system by
the intervention of intelligent beings, Zeit. Phys. 53, pp. 840–856, 1929
(English translation in H. S. Leff and A. F. Rex (eds.) Maxwell’s Demon.
Entropy, Information, Computing, Adam Hilger, Bristol, 1990.
[45] Venugopal, KR. Mastering C++, Muhammadali Shaduli. p. 123, 1997.
[46] H. Zenil, L. Badillo, S. Herna´ndez-Orozco and F. Herna´ndez-Quiroz,
Coding-theorem Like Behaviour and Emergence of the Universal Dis-
tribution from Resource-bounded Algorithmic Probability, International
Journal of Parallel Emergent and Distributed Systems, 2018 DOI:
10.1080/17445760.2018.1448932
[47] H. Zenil, F. Soler-Toscano, K. Dingle and A. Louis, Graph Automorphisms
and Topological Characterization of Complex Networks by Algorithmic In-
formation Content, Physica A: Statistical Mechanics and its Applications,
vol. 404, pp. 341–358, 2014.
[48] H. Zenil, F. Soler-Toscano, J.-P. Delahaye and N. Gauvrit, Two-
Dimensional Kolmogorov Complexity and Validation of the Coding Theo-
rem Method by Compressibility, 2013.
[49] H. Zenil, N.A. Kiani and J. Tegne´r, Methods of Information Theory and
Algorithmic Complexity for Network Biology, Seminars in Cell and De-
velopmental Biology, vol. 51, pp. 32-43, 2016.
[50] H. Zenil, N.A. Kiani, J. Tegne´r, Unsupervised and Universal Data Reduc-
tion and Network Sparsification Methods By Minimal Algorithmic Infor-
mation Loss, arXiv:1802.05843.
[51] H. Zenil, Algorithmic Data Analytics, Small Data Matters and Correlation
versus Causation. In M. Ott, W. Pietsch, J. Wernecke (eds.), Berechen-
barkeit der Welt? Philosophie und Wissenschaft im Zeitalter von Big Data
(Computability of the World? Philosophy and Science in the Age of Big
Data) Springer Verlag, pp 453-475, 2017.
[52] H. Zenil, F. Soler-Toscano, N.A. Kiani, S. Herna´ndez-Orozco, A. Rueda-
Toicen, A Decomposition Method for Global Evaluation of Shannon En-
tropy and Local Estimations of Algorithmic Complexity, arXiv:1609.00110
[cs.IT].
29
[53] H. Zenil, N.A. Kiani, F. Marabita, Y. Deng, S. Elias, A. Schmidt, G. Ball,
J. Tegne´r, An Algorithmic Information Calculus for Causal Discovery and
Reprogramming Systems, bioRxiv 185637; doi: https://doi.org/10.
1101/185637.
[54] H. Zenil, N.A. Kiani and J. Tegne´r, Algorithmic complexity of motifs
clusters superfamilies of networks, Proceedings of the IEEE International
Conference on Bioinformatics and Biomedicine, Shanghai, China, 2013.
[55] H. Zenil, N.A. Kiani and Jesper Tegne´r, Low Algorithmic Complexity
Entropy-deceiving Graphs, Phys. Rev. E., 96, 012308, 2017.
[56] H. Zenil, N.A. Kiani, J. Tegne´r, A Review of Graph and Network Com-
plexity from an Algorithmic Information Perspective, Entropy, 20(8):551,
2018.
[57] H. Zenil, N.A. Kiani, A. Zea, J. Tegne´r, Causal Deconvolution by Al-
gorithmic Generative Models, Nature Machine Intelligence, vol 1, pages
58–66, 2019.
[58] W. H. Zurek, Algorithmic randomness and physical entropy. Phys. Rev.
A, 40, 4731, 1989.
[59] W. H. Zurek, Thermodynamic cost of computation, algorithmic complex-
ity, and the information metric, Nature 341, pp. 119–124, 1989.
30
