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Alla mia famiglia
Physics needs new ideas but to have a new
idea is a very difficult task; it does not mean
to write a few line of a paper. If you want
to be father of a new idea, you should fully
devote your intellectual energy to understand
all details and to work out the best way in
order to put the new idea under experimental
test.This can take years of work: you should
not give up. If you believe that your idea is a
good one, you should work hard and never be
afraid to reach the point where a new-comer
can, with little effort, find the result you have
been working for so many years to get. The
new-comer can never take away from you the
privilege of having been the first to open a
new field with your intelligence, imagination
and hard work.Do not be afraid to encourage
others to pursue your dream. If it becomes
real, the community will never forget that you
have been the first to open the field.
Isidor Issac Rabi
The present work is a study on a large freighter aircraft with the aim to
improve the competitiveness of the airfreight with respect to the other means
of transport.
In the first chapter an analysis of the airfreight system is conducted in
order to define the strategic key points to reduce the transportation costs;
the technological improvements, represented by an innovative freighter, have
to be integrated into a more efficient transport system and , thus, the traffic
flows needs to be optimized.
For this reason the approach here presented is divided into two parts.
The first part of the study deals with the design of an innovative aircraft
properly conceived for freight transportation. Its operating requirements are
chosen in line with the market analysis presented in the first chapter. An
innovative configuration based on a PrandtlPlane architecture is chosen in
order to fulfill all the operating requirements together with limits imposed by
regulations. The main features of the Prandtlplane architecture are briefly
discussed in Chapter 2.
The preliminary design is focused on the aerodynamic optimization of
the configuration. An in-house developed code has been used to define a
wing geometry able to minimize the cruise drag in the presence of several
constraints related to the flight mechanics (trim and stability), low speed
and structural design (wing loading).
The optimization procedure is intended to define a space of feasible solu-
tions where both global and local minima are defined. This approach allows
us to perform several sensitivity analysis at varying the constraint conditions.
The solutions include PrandtlPlanes in which a third lifting surface is
added to the main box-wing with the aim to extend the feasible space when
all the constraints are active.
A low order aerodynamic solver, based on Vortex Lattice Method, has
been coupled to the optimization procedure in order to guarantee a com-
promise between reliability of the results and computational efficiency. The
reliability of the aerodynamic methods is discussed in Chapter 7 by compar-
ing the results with some experimental tests on a PrantlPlane model.
Low speed performance and flight dynamics response are taken into ac-
count in a post processing phase; preliminary models are adopted to estimate
the dimension of both the high speed devices and the control surfaces. In
addition the dynamics of flight is assessed in both the longitudinal and lateral-
directional planes and a comparison with the handling qualities imposed by
Regulations is presented.
The second part of the study regards the definition of an optimum net-
work of freight airports in order to optimize the traffic flows and to reduce
ii
the costs; the problem belongs to the branch of ”mass transportation theo-
ries”, briefly introduced in Chapter 8. An innovative approach, based on the
so called asymptotic analysis of a proper functional, has been developed in
the framework of a collaboration with the Department of Mathematics of the
University of Pisa. Some numerical samples are presented to verify the reli-
ability of the proposed model and finally some test cases on actual problems
about freight transportation over US and over Europe are discussed.
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Part I
Design of a very large freighter
Chapter 1
Features of the existing airfreight system
In the present chapter, an analysis of the social and economic factors affecting
the airfreight sector is presented in order to support the development of an
aircraft properly conceived for the transportation of goods. The key factors
are pointed out and some existing solutions are briefly analyzed with the
aim of define the breakthrough aspects to increase the competitiveness of the
airfreight.
1.1 Economic analysis of the airfreight
The airfreight represents today a marginal sector of the goods transportation
industry because less than the 1% of the total goods is moved by aircraft.
Nevertheless, the scenario radically changes when considering the money ex-
changes: in this case the airfreight represents about 30% of the global eco-
nomic flows related to freight transportation. The difference between quan-
tity of carried goods and economical flows depends mostly on the very high
direct costs: in fact, in the case of air transport, the consumed energy per
TonxKm of transported goods, can become even two order of magnitude
higher than in the case of the other means of transport[11] as displayed in
figure 1.1.
Consequently, only goods with a very high value added can be transported
by air; according to the airfreight rates proposed in,[14] the average total val-
ues of the goods transported by air is about 15 US$/Kg whereas a value
of 12 US$/Kg represents a threshold limit under which the air transporta-
tion becomes unfavorable. For this reasons, only few categories are today
transported by air as shown in the Figure 1.2.
Even though the air transport is limited by its specific energy consump-
tion, the comparison shown in figure 1.1 is misleading. Several factors tend
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Figure 1.1: Energy consumption (kg of equivalent oil) per unit of traffic
Figure 1.2: Goods classification piramid (Source:Boeing[14])
to reduce significantly the differences with the other means of transport when
the global shipping costs are considered; the main factors are:
Reliability The air transport is not affected by geographical obstacles and
a point-to-point connection could be done easily along the minimum
distance; in the case of all the other means of transport a direct con-
nection is often impossible, the effective journey can result many times
larger and intermediate transfers to other carrier are often necessary.
Both the origin and destination points can be located far away from
the sea ports so that changes in the mode of transport are needed with
an increase of the warehousing, storage and load-unload operations.
Service Speed and Efficiency The air freight ensures the best on time
service together with the lowest block time; typical long haul routes can
be covered in 14-18 hours, including also the load/unload operations,
while the correspondent service by ships is performed in a couple of
weeks.The air transport becomes the only possible choice in case of
perishable transport or emergency scenarios. In the case of road and rail
transportation, the costs related to jams and congestion are becoming
significant especially in areas like Europe and America; the efficiency
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Table 1.1: Accident costs in EU, year 2001
Mode Eur (billion)
Road 162
Air 0.5
Rail 2.74
Maritime 1.78
of the air ensures negligible jams costs, increasing the competitiveness
further on.
Safety and service quality Aircraft is the safest mean of transport with
the lowest costs related to accidents; for example, table 1.1 reports the
year 2001 accidents costs over Europe for different modes of transport
([8]):
Infrastructure Airports have the smallest land requirements in terms of
construction costs and environmental impact. Moreover, the construc-
tion costs can be also amortized by the productivity of the airports
itself
Consequently, very high growth rates are expected in the medium and
long term future:[14] the total volume of goods is expected to be doubled
within the next 20 years. Thus, the global fleet is expected to increase in
favor of large new freighter and not from the conversion of existing passenger
aircraft, as shown in Figure 1.4; about 600 new wide-body freighters are
needed in the next decades.
The growth rate reported in Figure 1.3 gives only a partial information
of the developments of the airfreight system. In fact, when regional data are
considered, a very uneven distribution of the traffic flows can be observed.
Continental transportation is growing faster in Asia (China has growth rates
of +10% per year) whereas the traffic flows between Europe-North America
and Middle East-Europe are predicted to grow +6.6% yearly.
Thus, continental range (<4000 nm) is considered as the optimum one
for future generation of cargo aircraft.
In this context, new challenges are pointed out in the design of a new
generation of freighter, all oriented towards the increase the competitiveness
of the airfreight by cutting the overall transportation costs; therefore the
following actions are considered strategic:
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Figure 1.3: Long term forecast (Source:Boeing[14])
Figure 1.4: New freighter fleet (Source:Boeing[14])
1.1 Economic analysis of the airfreight 6
1. Reduction of flight costs: new technologies and innovative solutions
must be oriented towards the reduction of fuel consumption during
flight, and the improvements of loading/unloading operations. These
goals can be achieved through the introduction of new engines and
breakthrough configuration in aircraft design.
2. Increase of the aircraft loading factor: today, freighter present
an average loading factor of about 60% of their total capability. Some
studies[9] estimated that this parameter has today the most significant
influence on the direct cost per TonxKm of transported goods. As
shown in Figure 1.5 an increase of the load factor up to 90 % of the
total capability, can results in a decrease of about 20% of the fuel
consumption for the existing widebodies freighter; moreover the result
is almost independent from the airframe weight to the MTOW ratio.
Figure 1.5: Fuel consumption vs aircraft load factor (Source:World Bank
group[9])
These results indicate that an optimization of traffic flows and the def-
inition of a proper airfreight network are fundamental to minimize the
transportation costs; this optimization is based on some mass trans-
portation theories developed in the present study.
3. Multimodality: a transport system is defined ”multimodal” when two
or more means of transport are used without breaking the so called
”transportation unit” in order to maximize the effiency of the service
in terms of costs, door-to-door delivery and reliability. Today, the air-
freight is excluded from these systems because of the non-compatibility
between the intermodal ”Unit Load Devices (ULD)” (the 20ft ISO-
containers) and the volume arrangements of the existing fuselages. The
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B747 A330 AN124 AN225 C5 MD11 B777
MTOW [kg*1000] 448 233 405 640 381 283 347,5
Wpay [kg*1000] 134,2 70,1 150 250 122,5 91,7 103
Wfuel [kg] 182,4 78 278,96 300 154,4 116,8 144,96
Range [nm] 4400 3200 2800 2500 2400 3950 4970
Hcruise [m] 13000 13000 12000 11000 10600 13000 13000
Mcruise 0,9 0,82 0,82 0,8 0,77 0,82 0,84
dimension (Lxb) 76,3 x 68,5 58 x 60 69 x 73 84 x 88 75,3 x 67,9 58 x 51,6 63,7 x 64,8
Table 1.2: Existing freighter main performance
possibility to carry the ISO containers is a strategic feature for the de-
sign of new generation freighter in order to cut the costs further on. At
the same time, light ISO-containers have to be introduced in order to
reduce the empty weights. These aspects indicate once more that the
strategy of modifying the existing aircraft is not the best solution for
an optimal airfreight system and new aircraft are needed, as proposed
in this thesis
1.2 Existing cargo aircraft and future projects
Existing aircraft and freighter properly conceived for cargo transportation
are described. In addition some preliminary projects are presented.
1.2.1 Existing cargo aircraft
Existing freighters mainly derive from the conversion of old passenger aircraft
with the aim to minimize the property costs on despite of very high operating
costs (flight and maintenance).
Existing freighter are wide-bodies; Boeing B-747 is the main example
covering about the 60% of the global fleet (180 unities). Other large freighter
are shown in Table 1.2 together with their operating performance. All the
aircraft in Table 1.2 are equipped with turbofan engines to fly in the transonic
range at the usual altitudes (11000-13000 meters). In the case of a freighter
we can cut the operating costs by reducing the cruise speed to M ∈ [0.6 −
0.7] in order to use turboprops or open rotor with a lower SFC because the
requirements of freight transportation are totally different from the passenger
ones.
Besides, there is no need to maintain the long ranges of passenger aircraft;
the range will be reduced notably to favor the increase of the payload as far as
possible. At the same time, the wing planform of most the existing freighter
derive from the design of passenger transportation and, consequently, the
operating performance are very similar (transonic flight) each other.
It can be observed that three aircraft reported in Table 1.2 (AN124,
AN225, C5) are designed expressly for cargo transportation. In these cases
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the fuselage is designed in order to favor the load/unload operations, the high
wing allows to have a unique cargo deck very close to ground level. In the case
of AN-225 the overall dimensions exceed the maximum allowed ones in order
to carry all the nominal payload meeting all the operating requirements. In
these three cases, the range at maximum payload results very limited (<3000
nm) and long haul routes are covered by reducing the payload amount (due
to a large flexibility diagram).
1.2.2 Previous projects on cargo aircraft
In the past, some conceptual designs have been carried out of aircraft op-
timized for the transportation of intermodal ISO-containers. The Eco-lifter
project[50] was based on the development of a classical wing-tail configura-
tion in which the fuselage was enlarged vertically to hold four ISO container
per section for a total of 40 ISO containers (20ft long). The operating re-
quirements were chosen in order to make it competitive for a intra-European
transportation with a design Range equal 4000 nautical miles (with fully
loaded capacity). In Figure 1.6 the baseline configuration of the ecolifter
project is shown, together with the fuselage section.
Figure 1.6: Ecolifter, baseline configuration
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The main drawbacks of the cited project can be resumed as follows:
• The fuselage structural weight results very high due to the big amount
of payload per unit of surface.
• The loading/unloading procedures are extremely complex;
• The inertia is affected by the vertical disposal of the container resulting
in a difficult rolling control;
• Planform dimensions exceed the maximum allowed dimensions;
• The longitudinal control is critic.
Other projects focused[28] the attention to the fuselage design in order to
have a cargo deck very close to the ground level as shown in Figure 1.7. In
this case the resulting configuration has a high wing and the fuselage can be
enlarged horizontally to host three intermodal containers whereas the cockpit
is located in an upper level. Again a front cargo door is considered.
Figure 1.7: Design of a freighter fuselage (source[28] )
In this case, even if the payload is assumed equal to 156 Tons, the resulting
wingspan is higher than the maximum allowed one, due to the horizontal
enlargement of the fuselage.
1.3 Purpose of the proposed study
In the present work, the design of a very large freighter is presented taking
a non conventional box-wing or PrandtlPlane configuration into account. As
explained in the following chapters, the particular closed wing configuration
becomes a feasible solution as the aircraft capability is increased.
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In the early stage of the aircraft design, statistical a semi empirical rela-
tions are used to determine a first sizing of the configuration. When a non
conventional configuration is analyzed, the reliability of these design strate-
gies is no longer valid and a time-saving but reliable procedures to estimate
aerodynamics, and performance become essential at the beginning of the de-
sign.
Therefore, an optimization procedure is presented in order to determine
a wing geometry able to minimize cruise efficiency meeting also the require-
ments of flight mechanics, equilibrium and stability. Consequently, other
preliminary tools are developed to evaluate the performance of the aircraft
at low speed and the flight dynamic response.
At the same time, the market analysis presented in the paragraph 1.1
showed that an optimization of the traffic flows should be oriented to increase
the loading factors of the aircraft with tremendous benefits in terms of cost
reduction. For this reason, a preliminary study on the definition of a network
of freight airports is faced in the second part of the work; a new analysis tool
is presented based on the so called asymptotic analysis models applied of
some mass transportation theories.
Chapter 2
PrandtlPlane configuration for very large
aircraft and first sizing
A new class of unconventional aircraft, named ”PrandtlPlane”, is proposed
for the freighter of the future; in this chapter, the theoretical background of
the configuration is presented together some recent results and theorems on
the Aerodynamics of the lifting system. A first sizing of a very large freighter
with a PrandtlPlane configuration is described.
2.1 The Best Wing System and beyond
The scientific background for PrandtlPlane comes from the Prandtl’s ”best
wing system”(BWS) concept, published in 1924 as a NACA Report;[46] the
lifting system with minimum induced drag for given lift and span, is a box
wing in the front view, made of two horizontal wings and two vertical wings
connecting the tips, with the following characteristics: a) the velocity induced
from the global vorticity along the horizontal wings is identically constant and
b) the induced velocity on the vertical wings is identically zero. The ratio
between the induced drag of the BWS (DBWS) and the reference optimum
monoplane (Dm) with the same span and total lift, has been provided in an
approximated form, depending on the non dimensional ratio h/b where h is
the vertical gap and b is the span.
Dbws
Dm
∼= 1 + 0.45
h
b
1.04 + 2.81hb
(2.1)
An exact solution of Prandtl’s problem was given in[30] where it appears
that the BWS allows a reduction of the induced drag between 20% and 30%
for the non dimensional ratio 0.1 < h/b < 0.2 confirming the reliability of
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Figure 2.1: Comparison between approximated and exact solutions of the
BWS
the approximated Prandtls’s solution for the same interval of h/b (see Figure
2.1).
Results provided by Prandtl’s BWS theory define a mathematical opti-
mum solution that is far from a practical application to a wing configuration.
Then, other aerodynamics theorems allow us to define an optimum box wing
system able to fulfill also requirements deriving from the equilibrium and
stability of flight.
Munk’s stagger theorem states that The total induced drag of a system of
lifting surfaces is not changed when the elements are moved in the streamwise
direction. As a consequence, the two horizontal wing can be sweptt and
moved along the longitudinal direction withouth affecting the efficiency of
the lifting system.
Recent studies[24][25] generalized the BWS theory in order to find optimum
lifting condition on a general multi-wings non planar configuration; these
studies are based on a generalized resolution of a lifting line problem. The
main results[23] can be summarized as follows:
• the induced drag depends on the gradient of circulation among the
wings, wings tips devices help to decrease the induced drag;
• the induced drag results highly sensitive to the vertical gap between
the lifting surfaces;
• The Prandtl’s approximation is no longer suitable when the vertical dis-
tance between the wings is substantially increased. It has been proved
numerically that the limit solution for h → ∞ tends to a zero drag
whereas the Equations 2.1 gives the solution
(
Dbws/Dm
)|h∞ = 0.16.
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Physically it means that, when the height h is large, the lift distribu-
tion becomes constant along the horizontal wings.
• In the case of a closed wing system the non uniqueness of the op-
timal solution has been demonstrated. Figure 2.2 shows that the
minimum induced drag condition can be achieved by an infinity num-
ber of lift distribution by simply adding a constant term to the reference
distribution determined in literature.[46] Thus, as an example, system
III has an equal aerodynamic load repartition among the upper and
lower wings and presents the same total lift and optimal induced drag
of system II which has the upper wing more loaded than the lower wing.
Figure 2.2: Lift distribution for optimal solutions
In particular, the last results allows to design a wing system in such the
way that the lift repartition among the two horizontal wings can meet other
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flights requirements (e.g. trim and stability).
2.2 Very large PrandtlPlane aircraft
Deriving from the BWS concept, the PrandtlPlane (”PRP”) presents a closed
wing system with usually a lower wing located in the front part of the fuselage
whereas the higher one is moved aft. The higher wing is connected to the
fuselage through two fins that reduce the arise of futter phenomena during the
normal high speed condition. Typical example of a PrandtlPane is reported
in Figure 2.3:
Figure 2.3: PrandtlPlane confguration, 250 seats civil aircraft
The main advantage of the PrandtlPlane consists in a total drag reduc-
tion of about 10-13% during the cruise, when the induced drag represents
nearly half of the the total one. The reduction is even more when low speed
conditions are considered so that the configuration is particularly suitable
for subsonic aircraft. Different civil transport PrandtlPlanes have been stud-
ied at a preliminary stage so far: a 250 seats, an extra-large one with 1460
seats, a light amphibian; different fuel solutions have been proposed as the
Liquid Hydrogen propulsion. In general, the empty weight of the lifting sys-
tem (including the twin fin) is nearly the same (about 15-16% of MTOW) as
demonstrated in.[22] In the case of PrP1460, in particular, a section of the
fuselage is made by two decks for passengers, with 3 isles each, 32 passengers
per section, and a bottom deck for cargo, with 3 containers; in this solution,
two trusses are positioned between the bottom and the top of all the frames
(those in correspondence to the doors and emergency evacuations are ex-
cluded) to carry the pressurization loads. All the indicators of efficiency are
better than those for the monoplane aircraft; examples are: wetted surface
per passenger, luggage and cargo capacity, aerodynamic efficiency, comfort,
fuel consumption, safety, ground operation times.
Since the effectiveness of this configuration has been analyzed from dif-
ferent points of view (structures, flight mechanics, operation etc...) in several
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previous works, the following advantages can be noticed when the configu-
ration is expressly applied to very large aircraft (most of these aspects are
further analyzed in the present study):
• Wing structure is over-constrained resulting in a different stress dis-
tribution. The stiffness can be improved with a proper design of the
structure.
• The presence of a twin fin is mandatory to solve the flutter problems
and, as a consequence:
• The fuselage is enlarged horizontally and, due to the pressurization,
top and bottom fuselage frames are connected with tensile struts. This
solution is very efficient and the presence of the internal trusses is com-
patible with the interior design and service organization. No particular
problems arise when the pressurization is missing or limited as in the
case of a freighter design.
• The intersection of the front wing with the fuselage has a limited volume
impact and the aircraft takes a great advantage in terms of useful space
available for the cargo deck. The cargo deck has no interruptions and is
provided with front and rear doors for a contemporary embarkation and
disembarkation of containers; the ground operation times are reduced.
• Many engine integrations are possible; this property is fundamental for
the aircraft of the future where new engines are in project, including
open rotors, to reduce fuel consumption.
• The flight controls are accurate and safe, and the stall speed is smaller
than conventional; this property was proved during the wing tunnel
tests conducted on the scaled model of the small aircraft. In particu-
lar, the pitch control is made of two elevators positioned on the roots
of front and rear wing roots, moved in opposition of phase in order
to apply a pure moment in pitch, without modifying the equilibrium
between weight and lift. Ailerons are disposed on both wing tips with
the minimum span needed and the maximum possible efficiency.
• The variation of the CG can be limited by a proper fuel distribution
among the rear and the front wing, and at the same time,
• the MoS can be reduced without affecting stability and dynamic re-
sponse of the aircraft because of the very high longitudinal stiffness
cmα and aerodynamic damping cmq.
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2.3 Definition of optimum requirements for a very large
freighter
The operating requirements are expressly chosen to favorite the freight trans-
portation in such a way the unitary operating cost can be reduced as much
as possible; in this contest, the key ideas for the determination of optimal
requirements for airfreight derives from the market analysis presented in the
chapter 1 as reported in the following points:
Payload The payload should be increased as much as possible; in this way
the costs per unit of transported mass can be reduced
Maximum dimensions At the same time, the designed aircraft should be
capable to operate in the existing airports. Regulations[7] define a max-
imum plan-form dimension equal to 80x80 meters for parking stalls and
taxing operations.
Intermodality The possibility to include the air transportation into the
more efficient multimodal transport system, requires that the aircraft
should be able to carry ISO-container to facilitate the passage from/to
the other means of transport. The existing sea/rail ISO containers
are not compatible with air transportation because of their very high
empty weight (up to 35% of their maximum gross weight). For this
reason, The 20ft aluminum ISO container is taken as Unit Load Device
of reference in the present study. The main features are reported in
Figure 2.4 and both the construction and the operation procedure are
regulated in reference.[4]
Figure 2.4: Features of the ISO container, aluminum version for air trans-
portation
Range A design range of 3000 [N.M] is assumed as optimal value, con-
trasting the current trend of wide bodies aircraft, able to cover long
routes (5000-6000 N.M) without intermediate landings. In the present
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case, typical routes are intra-continental journeys. The range reduc-
tion allows us multiple benefits: first, the requested fuel per TonxKm
is reduced; at the same time, the freighter become efficient also for the
continental commerce that will be increasingly more important in the
future [2]. Long haul missions can be covered through one or more inter-
mediate landings that don’t reduce the competitiveness of air transport
because of the low sensitivity of goods on the block speed reduction.
The projected block time of a typical long haul route reported in Fig-
ure 2.5 (Hong Kong-Frankfurt, about 5100 NM), with one intermediate
landing (grren line in the same figure), is increased by 40% (15,5 hours
with respect to the current block time of 11 hours direct flight reported
in blue line).
Figure 2.5: Design range compared with a typical long haul route
The intermediate landings become also strategic for an optimization of
the logistic system: in fact, a proper network of new or existing freight
airports allows to distribute the payload coming from one origin for
multiple destinations, increasing the aircraft load factor.
Flight performance The specific fuel consumption of existing turbofans is
not compatible with any costs reduction. A non conventional architec-
ture, based on the open rotor concept, appears a good solution in order
to improve the fuel saving and to guarantee the power to accomplish
all the flight conditions. Flight performance must fit with the engines
ones, so that the data of existing open rotor[3] are selected as a ref-
erence point: M=0.60-65 @ h=18000-21000 ft for speed and altitude
respectively. It is remarked also that a reduction on the cruise speed
has also benefits in terms of reduction of the total drag because of the
higher amount of the induced one.
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Table 2.1: Operating requirements
feature notation value
Gross Payload [kg] Wpay 250000
ULD type - 24 ISO container
Range [N.M.] R 3000
Cruise speed M 0.6-0.7
Cruise altitude [ft] h 20000
Engine - Open rotor
max. lenght [m] Lfus 80
max. wingspan [m] b 80
The Operating requirements are thus reported in Table 2.1.
2.4 Fuselage design
The fuselage is enlarged horizontally in order to locate the vertical fins as far
as possible. Once, the payload can be disposed in a single deck. Moreover,
from a structural point of view, the fuselage is equivalent to a doubly sup-
ported beam in correspondence with the front and rear wing connections and
the structural weight results lighter than in the monoplane case.
The conceptual design starts from the preliminary definition of the fuse-
lage shape which is properly designed for the ISO container transportation:
moreover, no windows are required, pressurization is limited to cockpit area,
doors must allow easy and quick load/unload operations.
The container are disposed in a single deck, set transversally to the air-
craft longitudinal axis; the corresponding fuselage transversal section is cre-
ated in order to reach a compromise between contrasting requirements as
minimizing the wetted surface, avoiding any interference between payload
and structures and ensuring adequate bending stiffness. Figure 2.6 compares
the cross sections of different cargo aircraft: B747-F (A), AN-225 (B), the
”ecolifter” project (C),[50] and the fuselage of the PrandtPlane Freighter (D);
in the case of existing freighters deriving from both the conversion of pas-
senger aircraft (case A) or dedicated design (case B), the cross section is
not optimized for intermodal container dimensions and, consequentially, it
involves in problem with load unload operations and loss of available volume.
Previous projects about intermodal transportation by air (case C), are based
on a vertical expansion of the fuselage with problems in ground operations,
inertia during flight maneuvers, and structural load affecting the floor and in
general all the fuselage.
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Figure 2.6: Definition of the transversal shape
The volume under the cargo deck allows no interference in the crossing
area with the front wing and, at the same time, it ensures adequate volumes
for landing gear locations. Moreover, an adding payload can be disposed in
possible cargo compartments in this area.
Doors are located on the side of the fuselage in both the rear an front
area so that the load/unload operations times are notably decreased. Doors
dimensions are related to the dimensions of the containers cross section, so
that they results relatively small.
From a structural point of view, the fuselage can be considered during
flight as a beam doubly supported in correspondence of the horizontal wings
intersections (or fin position when the rear wing connection is considered).
Preliminary FEM analyses[43] remarked a good correspondence in the stress
distribution when compared to the one dimensional beam model. If compared
to a classic wing tail configuration, the maximum bending stress (due mainly
to the mass load) can be reduced until 30 % with a total mass reduction of
about 10%. Then, the fuselage structural weight can be correlated with the
wing geometry and a proper function has been carried out. The distance
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from the nose to the root of the ant wing la and the distance between the
two wing i, have been chosen as the parameter of the problem as reported in
Figure 2.7. For a given load distribution (due to the payload weight only),
the total Strain energy can be calculated by assuming EJ = const along the
fuselage longitudinal axis so that the problem is reduced as follows:
ENla,i ∝
∫
Lfus
(
M(la, i))
)2
dx (2.2)
where M(la, i) is the bending moment law along the longitudinal axis. It
is noteworthy that the position of the wings depend on other flight require-
ments and, mainly, on the flight mechanic longitudinal stability. Then, the
results of problem 2.2 can be assumed as a proper penalty function in a more
general optimization process aiming at maximizing the aircraft aerodynamic
efficiency and minimizing the total structural weight. The penalty function is
depicted in Figure 2.7 depending on the non-dimensional parameters la/Lfus
and i/Lfus. The minimum value (=1) refers to optimal conditions.
Figure 2.7: Fuselage weight penalty function
2.5 A first sizing
Weight and flight performance have been estimated by the use of preliminary
simple models; although the reliability of these models is no longer valid when
applied to both non conventional and very large aircraft, they have been used
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Table 2.2: Weights and performance results
feature notation value
Maximum Take-Off Weight [kg] Wto 624800
Gross Payload [kg] Wpay 250000
Empty Operative Weight [kg] Weo 250400
Fuel Weight [kg] Wfuel 124460
Wing loading [kg/m2] W/S 540
Power to weight ratio [ehp/kg] hp/W 0.175
Requested Power [ehp] hp 109000
to define a first configuration that is taken as the starting point for the next
optimization procedure.
The operative weight fraction WeoWto is determined by statistical model de-
veloped by Jane’s (2.3), using proper values for the A, B coefficient in the
case of very large aircraft:
Weo
Wto
= A ·WBto with A = 2.385, and B = −0.1246 (2.3)
Breguet formula have been used for the estimation of fuel consumption
during cruise and loiter segments, in the case of propelled aircraft; for the
cruise we have:
Wfin
Win
= e
−
R · SFCcr
ηprop · Ecr (2.4)
and, in the case of loiter, we have:
Wfin
Win
= e
−
vloi · Loi · SFCloi
ηprop · Eloi (2.5)
Since both 2.3 and (2.4),(2.5) depend by the MTOW, they have been
inserted within an iterating process to determine the weights.
The preliminary sizing is completed by the estimation of the wing surface
and the requested power, in such the way that all the flight segments can
be accomplished. Then the ”Project point”, defined as the couple of the
wing loading W/S and the power to weight ratio, hp/W , can be graphically
determined considering simple relations of flight mechanics for the following
conditions: take-off, climb, cruise, approach and landing. The results are
graphically showed in fig. 2.8:
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Figure 2.8: Project Point determination and starting configuration
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Although the reliability of such these results is not proven, the information
shown in Figure 2.8 remark that the low speed conditions influence strongly
the wing configuration in terms of maximum Wing Loading. This aspect will
be taken into account during the preliminary design of the wing system faced
in Chapter 3.
Chapter 3
Preliminary aerodynamic optimization
The aerodynamic optimization plays a key role in the preliminary design
stages. An in-house developed code has been used to determine the optimal
solutions in the presence of constraints. A general overview of both the
optimization theories and the design procedure is reported in this chapter,
together with the aerodynamic method used to compute both the lift-to drag
ratio and the aerodynamic derivatives.
3.1 Definition of the preliminary design procedure
An optimization procedure is set up in order to evaluate a wing geometry
corresponding to the maximum aerodynamic efficiency during cruise, in the
presence of different constraints coming from structures, low speed and flight
mechanics. In Figure 3.1 the work-flow of the preliminary design is reported.
In the optimization procedure, the objective functional is the lift-to-rag
ratio during cruise since the preliminary design aims at reducing the flight
costs that are mainly related to the fuel consumption. The design variables
are the set of geometric parameters that define the wing geometry in the case
of PrandtlPlane configuration.
The aim of the present optimization procedure is not limited to the de-
termination of a single optimized configuration but to the determination of a
feasible design space where the solutions depend on the different constraint
conditions. This approachhas been chosen to analyze a non conventional
configuration, as the PrandtlPlane, where simple statistical relations are not
available in the early design stage.
The in house developed optimizer is named AEROSTATE (AERody-
namic Optimization with STAtic stability and Trim Evaluator); it uses both
analytic laws and numerical algorithms in order to determine the local and
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Figure 3.1: Workflow of the preliminary procedure
the global minimum points.
Since no analytic relation can be found to relate explicitly the geometric
parameter to the aerodynamic efficiency, an aerodynamic solver has to be
coupled to the optimization procedure. Vortex Lattice Method is chosen as
aerodynamic solver because it provides a good compromise between compu-
tational speed and reliability of the results.
As shown in Figure 3.1, a geometric generation is conducted in parallel to
the optimization procedure in order to carry out the 3D CAD model for each
feasible configuration. The shape generation is automatic and can be used
during the optimization process to modify locally the wings (as for example,
adjustments of the sweep angles, positioning of the kink...). Also the shape
generator is an in-house developed software[19];[45] an example of the resulting
geometric model is reported in Figure 3.2.
The software package allows us to analyze complex geometries and non
conventional wing configurations, that can be obtained by defining few para-
metric inputs (eg. chords, sweep angles for each wing bay); different modules
can be used to generate the different parts of the aircraft: fuselage, wings
etc... . The resulting 3D model can be exported to other software for further
aerodynamic and structural analyses (eg CDF and FEM simulations).
Other aspects as flight mechanics, low speed and dynamics response, are
introduced as constraints of the optimization or verified only in a ”post-
processing” phase. In particular, the feasible solution has to satisfy the equi-
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Figure 3.2: Geometric model in output of the geometric generator
librium, trim and stability of flight during the cruise condition.
Low speed and flight dynamics are evaluated in a post processing phase
only for the admissible configurations.
In particular, the low speed analysis aims at estimating the dimensions
of slats and flaps for both the wings in order to fulfill the requirement in
terms of maximum lift coefficient without stall. This procedure is reported
in Chapter 5.
The Flight Dynamics regards the aircraft response in both the longitu-
dinal and the lateral-directional planes. The so-called handling qualities are
evaluated and also both the ailerons and the elevators are sized in accordance
to requirements on the minimum rate of rolling speed and on the maximum
loading factor reached for a given deflection of the elevators: the sizing pro-
cedures are reported in Chapter 6.
3.2 Optimization methods
In this section a general overview of the optimization methods is presented.
Considering the functions f(x), g(x) and h(x):
f : Rn → R, f ∈ C1 (3.1)
g : Rn → Rp, g ∈ C1 (3.2)
h : Rn → Rm, h ∈ C1 (3.3)
The set Ω is defined as follows:
Ω =
{
x ∈ Rn : g(x) ≤ 0, h(x) = 0}. (3.4)
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Then, the optimization problems, is defined in the form (3.5):{
min f(x)
x ∈ Ω ⊂ Rn (3.5)
There are three hypotheses that guarantee the existence of minima for
the function f in Ω:
1. f is a lower semi-continuous function and Ω is a compact set;
2. f is a lower semi-continuous function; it is also coercive and Ω is a
compact set;
3. f is continuous and the set L0 = {x ∈ Rn : f(x) ≤ f(x0)} is compact,
where x0 is the starting point.
From a different point of view, the first two hypotheses may be avoided
if the existence of the minimum is demonstrated.
In general, an optimization algorithm generates a sequence of points {xk}
along a descent direction:
xk+1 = xk + tkd
k. (3.6)
The previous sequence is generated by the algorithm f(xk+1) ≤ f(xk); tk
represents the step length and dk is the search direction. Now xk, dk and a
linear restriction of f are considered (refer to (3.7)):
ϕ(t) = f(xk + tdk). (3.7)
Moreover, the first derivative of ϕ(t), calculated in t = 0 is get in equation
(3.8):
ϕ′(0) = ∇f(xk)dk. (3.8)
Clearly, if ϕ′(0) < 0, then dk is a descent direction and all the directions
dk form an angle with the gradient vector in the range
(
− pi
2
,
pi
2
)
. A generic
descent direction is indicated in equation (3.9) as:
dk = −Hk∇f(xk), (3.9)
where Hk is a generic square matrix.
In the following subsections, analytic algorithms with the property of
descending directions at each iteration are considered.
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3.2.1 Unconstrained optimization theory
If the optimization problem is unconstrained, Ω = Rn and x∗ is a minimum
point only if a necessary condition is satisfied:
∇f(x∗) = 0. (3.10)
If f ∈ C2, it can be added the condition that the Hessian ∇2f(x∗) is
positive semi-definite. Moreover, if Ω = Rn and f ∈ C2, a sufficient condition
to ensure that x∗ is a minimum point, is that the Hessian of f is positive
definite.
The conditions of convergence of a generic algorithm, with the property of
descending directions at each iteration, are given by the abstract convergence
theorem due to Orthega.
Abstract convergence Theorem (Orthega)
Given the sequence xk+1 = xk+ tkd
k, if the following hypotheses are fulfilled:
1. L0 is a compact set;
2. f(xk+1) ≤ f(xk);
3. ∇f(xk) 6= 0, dk 6= 0 and
lim
k→+∞
∇f(xk)dk
‖dk‖ = 0;
4. ∃β > 0 : |∇f(x
k)dk|
‖dk‖ ≥ β‖∇f(x
k)‖;
then either:
• ∃ ν such that xv ∈ L0 and ∇f(xv) = 0
or
• The sequence {xk} ⊂ L0, ∀k, has accumulation points in L0, then, the
sequence {f(xk)} convergences and
lim
k→+∞
‖∇f(xk)‖ = 0.
At least, the convergence to a minimum is guaranteed for whatever opti-
mization algorithm which satysfies the Orthega’s Theorem conditions.
It is observed that the third Orthega’s Theorem condition is more difficult
to be satisfied: it is substituted by a sufficient condition and it is defined in
the Armijio’s Theorem.
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Armijio’s Theorem
If f ∈ C1, L0 is a compact set, ∇f(xk)dk < 0 and if
‖dk‖ ≥ ρ |∇f(x
k)dk|
‖dk‖ , ρ > 0 (3.11)
then
lim
k→∞
∇f(xk)dk
‖dk‖ = 0. (3.12)
When the direction dk = −Hk∇f(xk) is considered, it can be shown that
the condition 3.11 is satisfied, as well as the third condition of the Orthega’s
Theorem.
3.2.2 Second Order Methods
The second order methods, also known as Newton Methods, assume a quadratic
approximation of the non-linear objective function; referring to Eq. (3.13),
about the point xk:
qk(s) = f(xk) +∇f(xk)s+ 1
2
s∇2f(xk)s, (3.13)
then, according to necessary optimality condition, (refer to Eq. 3.10):
∇qk(s) = ∇f(xk) +∇2f(xk)s = 0 (3.14)
and solving respect to s, the search direction is get:
s = −
[
∇2f(xk)
]−1∇f(xk). (3.15)
The term
[
∇2f(xk)
]−1
= Hk is the inverse of the Hessian matrix ; it
must be non-singular and for the Orthega’s Theorem, it must be positive.
The step size is chosen constant (tk = 1).
The Newton-Kantorovich’s Theorem asserts the following conditions for
Newton’s Method:
1. f ∈ C2 and ∇2f be Lipschitz or f ∈ C3;
2. ∃x∗ such that ∇f(x∗) = 0;
3. ∇2f is non singular at least at each point of iteration.
Then, ∃ ε > 0 such that ∀x0 ∈ B
(
x∗, ε
)
, the sequence {xk} converges to
x∗ with a quadratic speed rate.
The main disadvantage of Newton’s methods is the calculation of the
inverse of the Hessian matrix at each step and it is very time consuming.
Consequently, an approximation of the Hessian matrix is introduced.
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Quasi-Newton methods
The Newton’s algorithms, where an approximation of the Hessian matrix is
used, are called Quasi-Newton methods. The Hessian Matrix can be com-
puted by an iterative method:
Hk =
[∇2f(xk)]−1 (3.16)
{
H0 = I, if k = 0
Hk+1 = Hk + ∆Hk , if k ≥ 1
(3.17)
in which:
∆Hk =
δkδk
δkγk
− (Hkγ
k)(Hkγ
k)
γkHkγk
+ cHkγ
kνkνk (3.18)
and
δk = xk − xk+1
γk = ∇f(xk+1)−∇f(xk)
νk =
δk
δkγk
− Hkγ
k
γkHkγk
c =
{
0 by Davidon-Fletcher-Powell
1 by Broyden-Fletcher-Goldfarb-Shanno
(3.19)
There is also a theorem ensuring that if:
‖γk‖2
γkδk
≤ ρ and ρ ≥ 0, then the sequence {xk} has at least one sub-
sequence converging to a stationary point.
3.2.3 Constrained optimization theory
In this section, some results of constrained optimization theory are presented.
They are useful to introduce the algorithms which are used in AEROSTATE.
The standard constrained problem is represented in eq. (3.20) and it is
called ”Nonlinear Programming problem”.
min f(x)
g(x) ≤ 0
h(x) = 0
x ∈ Ω ⊂ Rn
(3.20)
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The f , g and h functions are defined in Equations (3.1), (3.2) and (3.3);
the set Ω is defined by the lower and upper boundaries. The equation system
(3.20) is a general formulation, when:
• max f(x) = −min[− f(x)];
• c(x) ≥ 0⇔ g(x) ≤ 0, where g(x) = −c(x).
A point x∗ ∈ Ω is a global solution of the problem 3.20 if
f(x∗) ≤ f(x), ∀x ∈ Ω. (3.21)
For the Weierstrass Theorem, a global solution exists if Ω is a compact
set.
A point x∗ ∈ Ω is a local solution of the problem (3.20), if it exists an
open neighborhood Bx∗ of x
∗, such that f(x∗) ≤ f(x), ∀x ∈ Ω ∩Bx∗ .
The constrained local solutions must satisfy necessary optimality condi-
tions, which are defined by the Karush-Kuhn-Tucker Theorem.
Karush-Kuhn-Tucker Theorem
The definition of the generalized Lagrangian function is reported in eq. (3.22).
L(x, λ, µ) = f(x) +
p∑
i=1
λigi(x) +
m∑
j=1
µjhj(x) (3.22)
We assume that:
• x∗ is a solution;
• A regularity condition of the feasible region holds at x∗;
• λ∗i ≥ 0 and µ∗ exist, such that the equations system (3.23) is satisfied:
∇xL(x∗, λ∗, µ∗) = 0
λ∗i gi(x
∗) = 0, i = 1, ..., p
hj(x
∗) = 0, j = 1, ...,m
(3.23)
The System (3.23) is non linear, of n + p + m equations and unknowns.
It is observed that the regularity condition is called constraint qualification.
This condition asserts that the gradient of the active constraints at point x˜,
∇gi(x˜), i ∈ {1, ..., p : gi(x˜) = 0} and ∇h(x˜), must be linearly independent.
A triplet (x∗, λ∗, µ∗) which satisfies the equations system (3.23), is called
a KKT point.
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Second order sufficient optimality conditions
The constraint solutions can satisfy also sufficient conditions for optimality
conditions, which are described below.
• The f , g and h functions are twice continuously differentiable;
• The point (x∗, λ∗, µ∗) is a KKT point;
• The Hessian matrix of Lagrangian function ∇2L(x∗, λ∗, µ∗) is positive
definite,
then, the x∗ solution is a strict local solution of the problem (3.20).
3.2.4 Constrained optimization algorithms
Problem (3.20) is solved by means of two approaches. The first approach is
to transform the constrained optimization problem into an equivalent uncon-
strained problem, which is described in section 3.2.1. The second approach
consists in solving successive constrained quadratic subproblems.
The methods that transform the constrained problem into an uncon-
strained problem are called also ”penalty methods”. They are further divided
in two subcategories:
• Asymptotic unconstrained penalty methods;
• Exact unconstrained penalty methods.
The asymptotic unconstrained penalty methods can be also divided into:
• External penalty methods;
• Interior penalty methods.
The latter division depends on the starting point position ( in or out of
the region respectively). In the following paragraphs, the algorithms, which
are implemented in AEROSTATE, are presented. In particular, the local
solver is the Sequential Quadratic Programming (SQP) Method, whereas the
global solver is the LOCSMOOTH algorithm.
Sequential Quadratic Programming (SQP) Method
The SQP algorithm can be considered an extension of the Newton’s method
(valid for the unconstrained problems, refer to section 3.2.2), to the con-
strained problem. The basic idea is to move away from the current point by
minimizing a quadratic model of the problem.
A constrained problem is now considered in eq. (3.24).
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{
min
x
f(x)
hj(x) = 0 j = 1, ...,m
(3.24)
Then, the Lagrangian function is defined in eq. (3.25).
L(x;µ) = f(x) + µTh(x). (3.25)
A solution may be obtained by solving the equations system (3.23), which
is reported in (3.26). {
∇xL(x, µ) = 0
hj(x) = 0, j = 1, ...,m
(3.26)
The Newton iteration is given by:[
xk+1
µk+1
]
=
[
xk
µk
]
+
[
dkx
dkµ
]
(3.27)
Similarly to the Newton’s method (refer to the eq. 3.14), the step is
obtained by the following equation:
∇xL(x, µ) +∇2xL(xk, µk)dx = 0, (3.28)
from which:
∇x
[
f(xk) + µk+1h(xk)
]
+∇2xL(xk, µk)dx = 0
∇2xL(xk, µk)dx = −
[
∇x
(
f(xk) + µk+1h(xk)
)]
∇2xL(xk, µk)dx = −
[
∇xf(xk) +∇xh(xk)
[
µk + dµ
]]
∇2xL(xk, µk)dx +∇xh(xk)dµ = −∇xf(xk)−∇xh(xk)µk.
(3.29)
Therefore, the KKT system (3.26) becomes:
{
∇2xL(xk, µk)dx +∇xh(xk)dµ = −∇xf(xk)−∇xh(xk)µk
h(xk) +∇xh(xk)dx = 0
(3.30)
From the equations system (3.30) the step is obtained by the follow equa-
tions:
[∇2xL(xk, µk) ∇xh(xk)
∇xh(xk)T 0
] [
dx
dµ
]
= −
[∇xf(xk) +∇xh(xk)µk
h(xk)
]
(3.31)
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By adding to both sides of the first equation of the system (3.31), the
Newton’s iteration becomes:
xk+1 = xk + dk (3.32)
[∇2xL(xk, µk) ∇xh(xk)
∇xh(xk)T 0
] [
dx
µk+1
]
= −
[∇xf(xk)
h(xk)
]
(3.33)
The iteration defined by eq. (3.32) and eq. (3.33) are the Newton-
Lagrange method for solving the problem (3.24).
The quadratic programming problem is now considered.mins∈Rn
[
1
2
sT∇2xL(xk, µk)s+∇xf(xk)T s
]
∇xh(xk)s+ h(xk) = 0
(3.34)
The first order necessary optimality conditions are:[∇2xL(xk, µk) ∇xh(xk)
∇xh(xk)T 0
] [
s
η
]
= −
[∇xf(xk)
h(xk)
]
(3.35)
where η is a Lagrange multiplier for the problem (3.34).
Comparing the equations (3.33) and (3.35), it is noted that (dx, µ
k+1)
and (s, η) satisfy the same system. Therefore, in order to solve the problem
(3.24), an iteration based on the solution of the quadratic problem (3.34)
may be used.
The simplest form of an algorithm based on the SQP method is:
1. Choose an initial pair (x0, µ0);
2. If (xk, µk) is a KKT point of the problem (3.24), stop;
3. Find (sk, ηk) as KKT point of the problem (3.34), by using the eq.
(3.35);
4. Set xk+1 = xk + sk, µk+1 = ηk, k = k + 1 and go to step 2.
The SQP method is preferable to the Newton-Lagrange method because
it satisfies both the first and the second order necessary optimality conditions.
In the problem (3.34), the objective function is a quadratic approximation of
the Lagrangian function and the constraint is a linear approximation of the
equality constraint.
In general, problems are in the form:
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
min
x
f(x)
gi(x) ≤ 0 i = 1, ..., p
hj(x) = 0 j = 1, ...,m
(3.36)
Linearizing the constraints and developing to the second order the La-
grangian function, it is obtained:
min
s∈Rn
[
1
2
sT∇2xL(xk, λk, µk)s+∇xf(xk)T s
]
∇xg(xk)T s+ g(xk) ≤ 0
∇xh(xk)T s+ h(xk) = 0
(3.37)
The SQP algorithm for the problem 3.36, is:
1. Choose an initial triplet (x0, λ0, µ0);
2. If (xk, λk, µk) is a KKT point, stop;
3. Find (sk, ζk, ηk) as KKT point of the problem (3.37);
4. Set xk+1 = xk + sk, λk+1 = ζk, µk+1 = ηk, k = k + 1 and go to step 2.
The sequence
(
xk, λk, µk
)
, which is generated by the SQP algorithm, con-
verges with a quadratic rate to the solution
(
x∗, λ∗, µ∗
)
if:
• The functions f , g and h are twice differentiable with Lipschitz contin-
uous second derivatives;
• (x∗, λ∗, µ∗) satisfies the second order sufficient conditions.
As in the Newton’s methods, the SQP method requires to compute the
second order derivatives; as in Newton’s methods, this can be avoided by
using an iterative Quasi-Newton approximation Bk.
An update strategy for Bk could be obtained as follows:
δk = xk+1 − xk
γk = ∇L(xk+1, λk, µk)−∇L(xk, λk, µk) (3.38)
and updating the eq. (3.18) for unconstrained optimization, choosing the
Broyden-Fletcher-Goldfarb-Shanno formulation:
Bk+1 = Bk − B
kδk(δk)TBk
(δk)TBkδk
+
γk(γk)T
(γk)T δk
. (3.39)
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It is observed that the positive definiteness of Bk is no longer assured,
but it may be overcome by modifying the term γk, as proposed by Powell:
γ¯k = τγk + (1− τ)Bkδk, (3.40)
where τ is defined as:1 if (δ
k)Tγk ≥ 0.2(δk)TBkδk
0.8
(δk)TBkδk
(δk)TBkδk − (δk)Tγk if (δ
k)Tγk < 0.2(δk)TBkδk
(3.41)
The disadvantage is the convergence rate that becomes superlinear, by a
Quasi-Newton approximation. The step-size for the SQP algorithm are two:
• Line search approach;
• Trust region approach.
In the ”line search approach” , the sequence is given by:
xk+1 = xk + tks
k, (3.42)
where the step-size tk is evaluated as to get a sufficient decrease of the
merit function, which allows to reduce both the objective function and the
constraint violations. A widely used merit function is the ”I1 penalty func-
tion”; however, due to its non differentiability, it suffers of the ”Maratos effect”
that is a deteriorating effect on the converge rate near the solution. This ef-
fect can be overcome by using the ”Fletcher’s merit function” or the merit
function of the ”Exact penalty methods”. This approach is implemented in
the MATLAB function fmincon, which is implemented in the local solver of
the software AEROSTATE.
3.2.5 Limitations and global optimization
The analytic methods to search the minimum of a functional (in presence or
not of constraints) are sufficient to determine the global minimum point only
if the functional is monotonic.
Usually, the considered functional in the optimization problems, present
a huge number of local minima; the analytic methods tend to a certain local
minimum depending on the starting point. This aspect prevents the use of
gradient based searching algorithms and the so called Euristic methods are
introduced in order to overcome this problem searching the global minimum
point. Many practical applications made massive the use of this heuristic
methods so that many algorithms are today available: simulated annealing,
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particle swarm simulation, genetic algorithms etc... Without entering into
the details of the different methods, a common drawback is represented by
the speed of the procedure that is slower than the analytic methods. As
a consequence their utilization is limited when the number of the design
variables is large and at the same time, the convergence is reached only if a
lot of coefficients are set properly.
In the present work a particular algorithm for the research of the global
minimum point is considered. The Local Smoothing algorithm presents a
good compromise between computational speed and capability to find a
global minimum in presence of several constraints. The method described
in the following subsection, has been implemented in Matlab environment in
previous works ([47]) with the aim to use robust SQP algorithms to search
local minima and consequently applying to them the algorithms for the de-
termination of the global minimum.
LOCSMOOTH algorithm
LOCSMOOTH is an algorithm for global optimization, which deals with the
search of global optima and it is due to Addis, Locatelli and Schoen.[2] It
is supposed to search the global minimum x∗ of the function represented in
continuous line in Fig. 3.3. The algorithm works properly when the starting
function has a funnel structure, i.e. a superposition of an underlying structure
(the dashed curve represented in the follows figure) and some perturbation
around it.
The local optimum x1 depends on the starting point x
∗; thus, the local
optimum function L(x*) can be defined and reported in Fig. 3.3 with the
tick line: this is a step function and a rapid convergence algorithms cannot
be applied. For this reason, a Gaussian filtering smooths the thickest curve
and the minimum point of the smoothed function is found. From this point,
the local minimum of the objective function is searched with a generic local
algorithm. This logic is implemented in the LOCSMOOTH algorithm that
is organized in two phases:
• Approximation phase;
• Displacement phase.
In the approximation phase, the local minimum L(xh), starting from the
point xh, is found. In particular, a uniform random sample of K points,
inside a sphere of radius R and centered at xh, S(xh, R), is generated and
the local minima L(xk), xk ∈ S(xk, R) are calculated. These values are used
to generate an approximated filtering function LˆBg (x).
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Figure 3.3: An example of a function with a funnel structure and its step
function.
In the displacement phase, the minimum of LˆBg (x) is taken as the next
starting point and the procedure is iterated. The procedure is stopped when
no improvements are observed. Then, the procedure is now described in
details, in the following paragraph.
First of all, a reference configuration x0 is considered; moreover, other
parameters are introduced, which are: R,K, and MaxNoImp. Then an
uniform random sample point x is chosen in a sphere S(x0, R) and a local
minimum point x∗ is computed starting from the sample point x; furthermore,
it is set current = record = f(x∗).
Secondly the steps procedure is described below.
STEP 1 If NoImp < MaxNoImp, i is set to 0; else, the optimization process
is ended.
STEP 2 If i < K and record ≤ current, i = i+1 and an uniformly random point
yi is sampled inside the sphere S(x
∗, R); moreover, a local minimum
point of y∗i is computed starting from yi. It is set current = f(y
∗).
STEP 3 If current < record then a new record has been found and record =
current is posed; moreover, the center of the sphere is changed y∗. Else,
NoImp = NoImp+K is set and the smoothed function is built using
the stored local minima y∗i . Then, xˆ, the minimum of the smoothed
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function, is found. Furthermore, the local minimum y∗ of the objective
function is obtained, starting from xˆ and it is set current = f(y∗).
STEP 4 If current < record, a new record has been found. Therefore, record =
current is set and the sphere is moved in y∗i position (x
∗ = y∗i ):
S(y∗i , R). The parameter NoImp is set equal to zero. Instead, x
∗ = xˆ,
go to STEP 1.
The global optimization ends whenNoImp = MaxNoImp. The smoothed
function LˆBg (x) is given by the model shown in eq. (3.43).
LˆBg (x) =
K∑
i=1
L(yi)g(‖yi − x‖)
K∑
i=1
g(‖yi − x‖)
(3.43)
where:
g(z) = e
− z2
(2σ)2 (3.44)
is the Gaussian kernel and the standard deviation σ is:
σ = rK−
1
n (3.45)
If this standard deviation definition is used, all the volume of the sphere
(which is proportional to rn) is covered by the Gaussian weight. Indeed,
in order to obtain equal coverage for different radius values, the number of
samples must be K = r
n
σn . This choice of standard deviation may be less
effective when the variable have different range of variation. In order to
avoid this, a different standard deviation is used:
σ =
( n∏
i=1
ri
K
) 1
n
(3.46)
where ri are the radii along the different variable axes. The parameter n,
which represents the number of points n to be sampled, influences the quality
of the approximated function; however, it is time consuming, because of a
local optimization must be performed for each sample.
The parameter ri influences the exploration amplitude: a too small ra-
dius limits the search of the solution, whereas a huge radius could give too
dispersed data and a deterioration of the approximated function.
The optimization procedure has been validated trough several numerical
problems and real application reported in.[47] Two example are reported in
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Figures 3.4 and 3.5, related to the minimization of the Rosenbrock’s function
and the optimization of a packaging problem respectively. Results prove the
effectiveness of the adopted procedure.
Figure 3.4: Optimization procedure applied to the Rosenbrock’s function
Figure 3.5: Optimization procedure applied to a circle packaging problem
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3.3 Vortex Lattice Method aerodynamic analysis
Athena Vortex Lattice (AVL) is a program for the aerodynamic analysis of
rigid aircraft of arbitrary configuration. It employs an extended vortex lattice
model for the lifting surfaces, together with a slender-body model for fuselages
and nacelles. Besides AVL allows:
• to linearize the aerodynamic model about any flight state;
• to extrapolate the aerodynamics derivatives with respect the equilib-
rium condtion;
• to consider mass properties.
The vortex lattice method is briefly explained and the main hypotheses and
characteristics are summarized in section 3.3.1. Section 3.3.2 describes the
software, with a particular attention to the aerodynamic models of wings and
fuselage.
3.3.1 The Vortex Lattice Method
The Vortex Lattice Method (VLM ) has been widely studied in Aerodynamics
and there are many variations of it; the method is general and the description
here reported refers to the Reference.[41]
The Vortex Lattice Method, as the panel method, is based on solutions
to Laplace’s Equation and there are many similarities: both them place the
singularities on the surface and the non-penetration condition has to be sat-
isfied at a number of control points; finally, the differential problem becomes
an algebraic one. The most important differences between the panel method
and the vortex lattice method deal with the pressure coefficient and the air-
foils thickness. The VLM does not compute the CP on the lower and the
upper surface of the wing; it just provides the ∆CP . Moreover the thickness
is not taken into account for the calculation. The boundary condition is lin-
earized and transferred from the actual surface to a flat mean surface in VLM
(”thin airfoil boundary condition approach”). Also the relationship between
the pressure and the flow speed is simplified. Refer to a steady, inviscid and
irrotational flow around an airfoil. The non-penetration condition is shown
in Eq. (3.47), where V is the flow speed and n the external normal vector of
the body.
V · n = 0 (3.47)
The implicit form of the body equation is given in (eq. 3.48) (refer to fig.
3.6).
F (x, y) = y − f(x) = 0 (3.48)
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Figure 3.6: Generic airfoil in steady, inviscid, irrotational flow
The flow speed is the sum of V∞ and q = (u, v), that is a disturbance
velocity. All the hypotheses for the potential flow are respected, so the equa-
tion q = ∇φ can be written (φ is the potential of velocity) and, according to
fig. 3.6, the velocity components and the normal vector can be expressed as
follows. {
Vx = V∞cosα+ u
Vy = V∞sinα+ v
(3.49)
n =
∇F (x, y)
‖∇F (x, y)‖ (3.50)
So the exact, nonlinear, boundary condition is given by eq. (3.51).
v =
df
dx
(V∞cosα+ u)− V∞sinα (3.51)
The previous relation can not be used for an automatic computational
method, so it needs to be simplified: the following equations are assumed:
u
V∞ << 1
v
V∞ << 1
cosα ' 1
sinα ' α
(3.52)
The new, approximate, boundary condition is reported in eq. (3.53).
v
V∞
=
df
dx
− α (3.53)
This form of the boundary condition is not valid if the flow disturbance is
elevated, compared to the freestream velocity: for aerodynamically stream-
lined shapes this is usually valid everywhere except at the leading edge of the
airfoil, where a stagnation point exists (u = −V∞) and the slope is infinite
(df/dx = ∞); nevertheless, if the details of the flow at the leading edge are
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not important to the analysis, the linearized boundary condition can be used.
A further simplification of the non-penetration condition can be obtained by
using a Taylor series expansion of the v component calculated on the body:
assuming small airfoils and small perturbations, eq. (3.54) is obtained:
v(x, y) = v(x, f(x)) = v(x, 0) +
∂v(x, 0)
∂y
f(x) + ... ' v(x, 0) (3.54)
Now, let fl and fu be the lower and the upper surface respectively; consider
fc the camber description and ft the semi-thickness description. It can be
inferred that fu/l = fc ± ft, and the boundary condition splits as shown in
Eq. (3.55): {
v(x,0+)
V∞ =
dfc
dx +
dft
dx − α
v(x,0−)
V∞ =
dfc
dx − dftdx − α
. (3.55)
If the thickness is neglected, the boundary condition becomes the same
for the upper and the lower surface. The expression of the CP coefficient
has to be consistent with the previous approximations and Eq. (3.56) can be
obtained.
CP = − 2u
V∞
. (3.56)
Using the superposition effect, it can be shown that ∆CP is not affected by
the airfoil thickness, hence the VLM does not consider it, because thickness
does not contribute to lift to first order in the velocity disturbance:
∆CP = 2(CPcamber + CPα) (3.57)
The conclusion of this analysis is that the lift is not affected by the surface
thickness and the boundary condition can be imposed on a flat coordinate
surface. The core of the VLM is to use vortex singularities, so a briefly
overview on the vortex-theorems (Kelvin-Helmotz) is reported below:
• Along a vortex line, the circulation (Γ) is constant.
• A vortex filament (or line) can not begin or end abruptly in a fluid.
The vortex line must be closed or extend to infinity, or end at a solid
boundary. Furthermore, the circulation (Γ) about any section is the
vortex strength.
• An initially irrotational, inviscid flow will remain irrotational.
The most suitable result of the previous theorems for the VLM, points out
that a sheet of vortices can support a jump in tangential velocity, while the
normal velocity is continuous. Thus, a vortex sheet can represent a lifting
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surface. The Biot-Savart formula is the most general result that can be used
to compute the induced velocity (w) at a point P by a portion (dl) of a
three-dimensional vortex filament (strenght Γ) located at point Q (refer to
(3.58), where rQP is the vector from point Q to point P ).
dw =
Γ
4pi
dl ∧ rQP
| rQP |3 (3.58)
Applying the Biot-Savart formula to two remarkable cases, the following
relations are proved:
w =
Γ
4pih
(1 + cosθ0) (3.59)
w =
Γ
4pih
(cosθ1 − cosθ2) (3.60)
Equation 3.59 is valid for a semi-infinite vortex, while equation (3.60) is valid
for a finite vortex (see fig. 3.7).
Figure 3.7: Semi-infinite vortex and finite vortex
There is a specific vortex used in the traditional VLM: it is a ”horseshoe
vortex”, which extends from downstream infinity to a point in the field ”A”,
then from point ”A” to point ”B” and another vortex from point ”B” down-
stream to infinity. The velocity induced by this vortex is the sum of the three
parts and it is computed by means of (3.59) and (3.60).
w = wAB + wA∞ + wB∞. (3.61)
The coordinates of the corner points of the vortex are A = (x1n, y1n, z1n) and
B = (x2n, y2n, z2n) (refer to fig. 3.8). The induced point is C = (x, y, z). The
expression of the three parts of the induced velocity is given by the following
equations:
wAB = (
Γn
4pi
Ω)Ψ (3.62)
wA∞ = (
Γn
4pi
ΩA∞)ΨA∞ (3.63)
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wB∞ = −(Γn
4pi
ΩB∞)ΨB∞ (3.64)
Figure 3.8: ”Horseshoe” vortex
The expressions of the vectors Ψ, ΨA∞, ΨB∞ and of the scalar quantities
Ω, ΩA∞ and ΩB∞ can be found in.[41] Finally, the general expression of the
induced velocity at a location m due to a general vortex placed in n is:
wm = CmnΓn. (3.65)
Horseshoe vortexes are used to represent a lifting surface, and each vortex
is defined by the vortex location and the control point location (where the
surface boundary condition is satisfied) resulting from two models of the
chords: the Flat Plate model and the Parabolic camber model. According to
the Flat Plate Case, the distance between the vortex and the control point is
c/2 whereas, according to the Parabolic Camber Model,the vortex is located
at c/4. The next steps summarize the classical procedure of the VLM, in
accordance to the ”1/4 - 3/4 Rule” by Enrico Pistolesi :
• Divide the planform up into a lattice of quadrilateral panels, and in
each panel put a horseshoe vortex at 1/4 of the chord element.
• Place the control point on the 3/4 chord element and at the midpoint
in the spanwise direction.
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• Assume a flat wake oriented to the upstream direction.
• Determine the strengths of each Γn required to satisfy the boundary
conditions by solving a system of linear equations.
The VLM methods provide reliable results about lift and the interactions
among lifting surfaces. It is widely used in the design processes to evaluate
the neutral point of a whole configuration, by considering the position of
wing and tail or canard. Aerodynamic coefficients, as the drag coefficient CD
and the slope of the lifting curve CLα, can be predicted correctly together
with the effects of control surfaces and their deflections on the aerodynamics
forces.
Neglecting the sideslip angle and assuming a mainly 2D-surface, the
boundary condition is given by equation (3.66), where N is the total number
of vortexes on a half wing and the only unknowns are the Γn.
2N∑
n=1
Cmn(
Γn
V∞
) = (
dfc
dx
− α)m (3.66)
There are exacly 2N control points, so m = 1, ..., 2N and the problem is
easily solvable. An implementation of VLM on a general surface is reported
in fig. 3.9.
Figure 3.9: VLM on a general wing
3.3.2 AVL: a general overview
AVL has been conceived for lifting surfaces with thin airfoils, low angles of
attack and of sideslip. These surfaces and their trailing wakes are represented
by a layer of ”horseshoe” vortexes, whose filaments are directed parallel to
the x axis. AVL also allows to model slender bodies, such as fuselages and
nacelles, by using sources and doublets: however the experience with this
model is relatively limited, and hence modeling of bodies should be done
with caution.
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Compressibility is treated in AVL using the classical Prandtl-Glauert
transformation. This is equivalent to the compressible continuity equation,
with the assumptions of irrotationality and linearization about the freestream.
The forces are computed by applying the Kutta-Joukowsky relation to each
vortex, this remaining valid for compressible flow. The relative importance
of compressible effects can be judged by the Prandtl-Glauert factor 1/B (eq.
3.67), where M is the freestream Mach number and Λ is the wing sweep at
c/4.
1
B
=
1√
1− (McosΛ)2 . (3.67)
One of the most interesting aspect of AVL is the paneling operation. The
main guidelines to mesh the aerodynamic surfaces have been summarized
in[20] and they are reported below:
1. Convergence of the solution is achieved when the number of panels is
N ∼ 102;
2. Meshes are more refined at the wing tips;
3. Meshes are more refined at the leading edge;
AVL provides also results on stability and trim so that the effects of the
panel distribution and the sensitivity have been studied (refer to[20]). The
neutral point is not affected by the panel number or distribution, while the
center of pressure is well evaluated when at least 8 panels are used in the
chord direction, distributed according to a sine function with smaller panel
in the trailing edge. The panel distribution in the spanwise direction has less
influence on the solution, so at least 20 panels are chosen with a concentration
in the root and tip areas.
The mobile surfaces can be modeled by defining the span sections and
the chord position as shown in Figure 3.10.
Preliminary studies have been conducted in order to evaluate the influ-
ence of the fuselage mesh as reported in Figure 3.11; in the first case study,
the force derivatives from four different models of a large transport plane
are compared with the data available in the literature.[34] In the ”WING”
model, the fuselage is not considered and the wing is only projected up to
the longitudinal symmetry plane; in the ”FLAT H” model, the fuselage is
considered as an extension of the main wing; the vertical size of the fuselage
is included in the ”FLAT V” model by including a vertical plate and, finally,
the actual fuselage body is considered in the ”BODY” model by means of a
source distribution along the longitudinal axis of the fuselage.
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Figure 3.10: Control surfaces on VLM model
Figure 3.11: Panels model with different fuselage modelisation
The results of the comparison is thus reported in the Table 3.1 together
with the percentage errors on the force derivatives.
The fuselage has a little influence on the force derivatives with respect
the longitudinal plane whereas its contribution becomes significant in the
lateral-directional analysis. In particular, the directional stability N ′β is not
conservative because the unstable contribution of the fuselage is neglected.
Therefore, two distinct models will be considered according to the type of
performed analysis; during the optimization procedure,when only longitudi-
nal stability is taken into account, the most reliable results are obtained for
the FLAT H model. Moreover, only half the model is considered in order to
make the analysis faster. An example of the AVL panels model is reported
in Figure 3.12.
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Force derivative Literature WING Body Flat H Flat V
Zw −0.634 −8% +2% −2% −6%
Mw −0.00475 +13% −12% +7% +13%
Mq −0.61 +10% +11% +9% +9%
Yv −0.0775 −40% −55% −40% −11%
L′β −0.635 −50% −51% −50% −18%
N ′β 0.11 +26% +24% +21% −4%
L′p −1.09 −4% −1% −2% −1%
N ′r −0.231 +21% −24% −54% +11%
Table 3.1: Validation of the VLM fuselage definition
Figure 3.12: Panels model adopted in the optimization procedure
The reliability of the results provided by the VLM code has been demon-
strated through numerical validation using CFD codes and experimental ac-
tivities. Nevertheless, the code gives significant errors in the estimation of
the drag since the viscous component cannot be considered properly. For
this reason a build-up method is assumed to the drag computation. The
wing drag has been calculated starting from the drag polar of airfoils deter-
mined numerically (in this case results are also extrapolated by reference[1])
and then assembled together to have the wing drag:
Dw =
1
2
ρv2
∫ b/2
−b/2
c(y) · cd(y)dy,
where b/2 is the wing half-span, c(y) is the wing chord distribution Cd(y)
is the airfoil drag coefficient at the generic station y. Worth of notice is that
the airfoil drag coefficient is a function of the local lift, local Mach number
and local Reynolds number: Cdv(y) = f(Cly),M(y), Re(y)). Therefore, the
procedure for calculating the wing drag is:
1. Given the geometry and the angle of attack, calculate the lift by AVL;
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2. Given a polar database for the considered airfoils in terms of function
Cdv = f(Cl,M,Re), calculate the local Mach and Reynolds numbers
along the wing span;
3. Interpolate the local quantities with the drag coefficient at the given
wing span;
4. Interpolate in the wingspan direction to get the function C(dv)(y);
5. Integrate to have the wing drag.
A different model is requested during the flight dynamics verification
where the lateral-directional response is taken into account. In this case,
since the vertical size of the fuselage becomes important, a different panel
model is considered where, again, the fuselage is considered as a part of the
main wing and a fictitious diedhral angle is assumed to take the vertical size
into account. This model proved to be efficient when PrandtlPlane configu-
ration is considered and the validation has been occurred through measure-
ments of the main force derivatives during wind tunnel tests on a particular
configuration. Results of these activities are further described in chapter 7.
3.4 AEROSTATE
AEROSTATE (AERodynamic Optimization with STAtic stability and Trim
Evaluator) is in-house developed software and its theoretical basis are de-
scribed in.[47]The code finds the optimum wing planforms of whatever con-
figuration under geometrical and aerodynamic constraints in cruise condition.
The research of the optimum configuration in AEROSTATE is obtained
by the implementation of a local and a global algorithm. The ”SQP” algo-
rithm implemented in the Matlabe function fmincon is used as local optimizer
whereas the ”LOCALSMOOTH” algorithm has been set up. The structure of
the software is modular so that other algorithtms can be considered for the
local optimization.
The software AEROSTATE is used in the preliminary design of aircraft
in order to define a wing plan form in such a way that a proper functional
is minimized under the presence of several constraints. The software archi-
tecture is reported in Appendix A. The most importantof the optimization
procedure are geo, res and Xmemo.
All the geometric information about the configuration are gathered into
a MATLAB structured variable geo. The geometric parameters assumed as
variable of the problem are reported as an example in Figure 3.13.
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Figure 3.13: Variables of the optimization procedure
The structure data format, allows to store the information in different lev-
els in such a way that the geometric parameters can be divided in accordance
to the considered lifting surface. As an example, all the information about
the front wing are gathered into a structured variable called in the same way
of the wing (geo.ala ant). The wing is defined by means of position and angle
of a certain number of control sections.
It is important to notice that all the geometric quantities can be set as
variable or constant by means the a structured variable var that assume the
binary values 1 in case of variables, 0 otherwise.
Once the variables are fixed and an initial configuration has been de-
fined in the first design, the optimization procedure can be initialized; the
procedure is reported as work-flow in Figure 3.14.
The procedure consists of the following steps:
1. Set the boundaries for each geometric parameter;
2. Set the general aerodynamic conditions in terms of: design weight,
cruise speed and altitude, trim AoA;
3. Initialize a preliminary evaluation of the geometry where all the quan-
tities (e.g sweep angles for each bay, length of the lateral bulkheads,
position of the fins) are explicitely calculated;
4. Calculate the structural mass and the CG position for each aircraft
component;
5. Initialize and perform the aerodynamic analysis where the coefficients
and derivatives are extrapolated by the VLM solver.
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Figure 3.14: Workflow of the optimization procedure
6. Refine the calculation of drag by means of the actual polar drag of the
considered airfoil;
7. Evaluate the objective function and the constraints and perform a gra-
dient based optimization method to determine a set of local minima.
8. Perform a global optimization by means of the local smoothing algo-
rithms.
9. If the convergence is reached then the procedure is stopped, otherwise
the global minimum is considered as the new starting point an the
procedure is iterated.
The evaluation of the mass and CG position is essential in the optimiza-
tion procedure and in this case, it is preliminary assumed that:
• the mass of the fuselage depends on the position of the wing crossings
so that the function shown in the paragraph 2.4 is considered.
• the wing masses depend on their surface; in this case. a reference
density per unit of surface is considered.
• since the mass per unit of surface is considered constant, the CG po-
sition is computed geometrically by considering each wing bay trape-
zoidal so that the coordinates can be calculated as follows referring to
the geometric quantities reported in the Figure 3.15:
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{
yCG = yi +
s
3
2ci+1+ci
ci+1+ci
xCG = xi +
ci
2
(
yCG − yi
)
tan Λ
(3.68)
Figure 3.15: CG position of the trapezoidal wing
Chapter 4
Aerodynamic optimization: analyses and
results
The optimization procedure described in Chapter 3 is general and it can be
applied to any aircraft class. In this Chapter, it is applied to the case of a very
large aircraft; proper objective functional and constraints set are defined.
4.1 Definition of the problem
The optimization procedure aims at minimizing the flight costs and pollution
connected, mainly, to the fuel consumption. Therefore the objective function
deals with the minimization of the total drag during cruise under several
constraints; the problem can be formulated as follows:
minxF(x) =
{− LD(x) + p(x)}
Lant(x) + Lpost(x)−Wdes ≤ W
M(x)|CG ≤ M
MoSmin ≤MoS(x) ≤MoSmax
(W/S)|ant,post ≤ (W/S)max
xmin ≤ x ≤ xmax
(4.1)
The state variable x is the vector of the geometric parameters that de-
fine the wing configuration as already reported in Section 3.4 for the case of
a PrandtlPlane configuration. The fuselage shape is assumed fixed accord-
ingly to the requirements of the aircraft. For each variable, the boundary
conditions are determined by means of the xmin and xmax vectors.
In (4.1), the objective functional to be minimized is the opposite of the
lift-to-drag ratio and also a penalty is included a consequence of previous
computation on structures of the boxwing system for large aircraft. In the
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case of a very large PandtlPlane, the penalty is a limitation of the lateral
bulkheads length in order to avoid structural problems due to instability
under compression, and, thus, we assume:
p(x) = K lbulk
where lbulk is the length of the bulks directly from the tips of both the
front and aft wing and K is a proper weight coefficient.
The first two constraints are given by the vertical and pitch equilibrium
during flight with a reference design weight of
Wdes = 585000kg.
In addition, proper maximum and minimum values for the Margin of
Stability are considered taking in mind that the position of the CG and the
Neutral Point depend on the wing planform.
As reported also in Chapter 6, the dynamic response of the Prandtlplane
configuration is affected by very high value of the longitudinal stiffness cmα
and aerodynamic damping cmq; consequently, proper handling qualities are
achieved with a reduced Margin of Stability, and thus we assumed:
0 ≤MoS ≤ 7%.
The constraint on a maximum value of the wing loading depends on both
structural design and low speed loads.
The following assumptions are also considered in the optimization analy-
ses(when not differently specified) :
• The wingspan is assumed as constant, equal to 80 meters because previ-
ous optimizations have shown that the solution tends to the maximum
admissible value of wingspan in order to increase the aspect ratio as
much as possible.
• The Airfoils are the same along the wingspan; we choose a six digit
NACA laminar airfoil is considered with the experimental characteris-
tics reported in Figure 4.1. These airfoils present an extended laminar
zone close to the trim lift coefficient. Moreover, the airfoil thickness
(15% of the chord) allows to solve properly the problem of fuel volume
and structural bending stiffness.
• The aerodynamic analysis is performed at a constant Angle of Attack
α = 0◦ so that the asymptotic flow is aligned with the fuselage axis
(and its drag contribution is minimized). This condition doesn’t have
influence on the equilibrium and trim of the aircraft (we have a rigid
body pitch rotation of the lifting system at disposal).
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Figure 4.1: NACA 642415 - Aerodynamic features - Source: Abbott
With the conditions specified before, the analyses have been conducted
and they are summarized in the following Table 4.1.
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Table 4.1: Performed analyses
Run number Comment Configuration
P0 Equilibrium of flight; ”unconstrained”
problem (no stability and wing load-
ing)
PrP
P1 Constraints on W/S and stability
added
PrP
1-4 Auxiliary wing added; evaluation of
the W/S limits
PrP+Aux. Wing
5-15 Penalty function added; evaluation of
the coefficient K
PrP+Aux. Wing
16-19 and 23-32 K assumed and study on W/S varia-
tions of the front wing
PrP+Aux. Wing
20-22 Rear wing loading PrP+Aux. Wing
34-39 Sensitivity at varying the wingspan
and the fin height
PrP+Aux. Wing
40-43 Study at varying positions of the aux-
iliary wing
PrP+Aux. Wing
M1-M5 Study of a correspondent monoplane Wing-Tail
4.2 Preliminary analyses: unconstrained and constrained
solutions
Two first preliminary runs, P0 and P1 have been performed to evaluate the
effects of adding the constraints of the stability of flight and maximum wing
loading (P1 ) on the optimum solution P0.
In the first simulation, only the equilibrium conditions are considered and
the objective functional is the cruise drag without any penalty function. The
sketch of the global minimum solution P0 is reported in Figure 4.2 together
with the lift distribution in the Trefftz’s Plane.
As expected, the chords are minimized (lower bound for the chords is set
to 5 m) so that wing surfaces are as smaller as possible and both the induced
and the viscous drag components are minimized. As reported in the Trefftz’s
Plane, the incidence of the control sections are assessed so that the induced
velocity is constant along the wingspan aiming at the minimum condition
determined by Prandtl. The 57% of the total lift is produced by the front
wing, taking into account the presence of the fuselage (that is modeled as a
flat plate, aligned to the wing).
On the contrary, the longitudinal stability is not verified (MS=-8%) and
also the wing loading (about 900 kg/m2) is not in accordance with low-speed
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Figure 4.2: Run P0 : results
stall condition and structural stiffness; moreover, the tips of the front and
aft wing results very far each other resulting in a very long lateral bulkheads
with possible structural instability in some flight conditions.
Consequently, a second preliminary run P1 has been performed with the
adjoin of constraints on the margin of stability and wing loading, but without
considering any penalty function.
0% ≤MoS ≤ 7% (W/S)|ant,post ≤ 550kg/m2
The result of the second preliminary optimization is shown in Figure 4.3.
Figure 4.3: Run P1 : results
When these constraints are applied, the solution changes completely: the
total lift is not equally distributed and the optimality condition of the BWS
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is no longer verified; at the same time, the wings surfaces are dominated by
the bound on the wing loading so that chords are nearly doubled if com-
pared to the previous solution; both these aspects contribute to a dramatic
decrease of the aerodynamic efficiency that passes from E = 25 of the uncon-
strained solution, to E = 13, 4. It is noteworthy that this wing configuration
appears hardly feasible because sweep angles are in contrast with low speed
requirements.
A new strategy is introduced to find a feasible solution that satisfies all
the constraints.
The problem is faced by introducing a third lifting surface (defined as
auxiliary wing) in the configuration with the aim of releasing the front and
rear wings from both the stability and the lifting constraints.
4.3 Introduction of an auxiliary wing
The convergence of the optimization is difficult when the Maximum Take Off
Weight increases well beyond the largest existing aircraft. In particular, it
becomes hard to conciliate structural requirement with flight stability and
maneuverability at low speed.
The optimization algorithms have been modified in order to include the
possibility of a third wing (called auxiliary wing). The main results can be
summarized in the following points:
• Even though this auxiliary wing increases the structural weight, other
components (especially the fuselage) have benefits and thus, the total
structural weight can be considered constant at the first step;
• The best position of the new wing is far enough from the aircraft center
of gravity; the pitch trim become much easier and the elevators does
not need high angles to trim the aircraft;
• The auxiliary wing gives a new contribution to the induced drag and
friction drag but, in total, the box wing surface is reduced because the
total surface of the whole lifting system is not affected significantly by
the number of the wings.
The auxiliary wing acts as a tail or as a canard; its geometric parameters
(shown in Figure 4.4) are included in the vector of variables x, increasing
the design dimension: the auxiliary wing has no kink and the wingspan is a
parameter.
4.4 Influence of the wing loading constraint 60
Figure 4.4: Example of a new-kind configuration including a canard
4.4 Influence of the wing loading constraint
Wing loading for conventional planes identifies the aircraft class: Boeing 737
and Airbus 320 have similar wing loading ( 568 kg/m2 and 636 kg/m2 respec-
tively) while Airbus 340 wing loading is about 860 kg/m2 (refer to Fig. 4.5).
The wing loading grows vs MTOW whereas the two biggest aircraft (A380
and AN225) show a lower wing loading (up to 700 kg/m2) due probably to
structural limits. The conventional wing loading is computed by considering
the total aircraft weight in a specific mission point (e.g. take off or cruise
design point) and considering only the wing surface and not the horizontal
tail.
Figure 4.5: Wing Loading vs MTOW for current aircraft
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In a PrandtlPlane aircraft all surfaces contribute to the total lift; so, every
wing has its proper wing loading defined as the lift produced on that wing
divided by its surface (refer to eq. (4.2), where W is the design weight).(W
S
)
i
=
Li
Si
(4.2)
The wing loading of the whole configuration is given by Eq. (4.3); we
observe that the front, the rear and the auxiliary wing loadings can also
overcome the global wing loading because a scale factor Si/Stot is present
(Stot is the sum of all wing surfaces).( W
Stot
)
=
(W
S
)
front
(Sfront
Stot
)
+
(W
S
)
rear
(Srear
Stot
)
+
(W
S
)
aux
(Saux
Stot
)
(4.3)
The first analyses deal with the maximum front wing loading in Table 4.2;
the rear wing and the auxiliary wing loadings can vary in a wide range, so
that the resultant configuration depends only on the constraint of the front
wing :
Analysis min(W/S)front max(W/S)front
1 400 600
2 500 700
3 600 800
4 700 900
Table 4.2: Front Wing loading Lower Boundaries (LB) and Upper Boundaries
(UB)
The results are examined and reported in the next Figures; as previously
declared, the main scope of the AEROSTATE software is the definition of
a global minimum together with a set of local minima composing a feasible
solutions space. Thus, every point of the following graphs represents a spe-
cific wing configuration for which the aerodynamic features are determined:
aerodynamic coefficients of the whole configuration, lift distribution along
the wingspan, force derivatives.
4.4.1 Checks on the results of the optimization procedure
Figure 4.6 shows the checks on the equilibrium between the total lift and the
MTOW for the analyses 1-4 of Table 4.2. The vertical equilibrium W = Ltot
is introduced in the optimization by means of the inequality constraint:
|W − Ltot| < ;
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the red lines indicate the tolerance limits defined trough the coefficient
 (±1% of W ) while each configuration is represented with the stars in the
same graphs.
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Figure 4.6: Check on the equilibrium condition.
Some configurations are allowed to violate the constraints, because, as a
matter of fact, this situation is possible in AEROSTATE if the most con-
straints are fulfilled (thus, interesting configurations are not eliminated, and
they can be checked later); besides, the numerical violation of constraints al-
lows to reach the global minimum in a faster way. Nevertheless these results
can be excluded from the feasible results space during the post processing
phases. This kind of checks has been performed for all the analyses reported
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in Table 4.1
Figure 4.7 is another check of the whole calculation in the optimization
performed; from the equilibrium conditions, the relationship between CL and
(
W
S
)gen becomes
CL =
1
q
(W
S
)
gen
= A
(W
S
)
gen
(4.4)
The coefficient A has been computed theoretically (Atheo = 7.03 ∗ 10−4
m2/kg) and from Fig. 4.7 (Agraph = 7.14 ∗ 10−4 m2/kg), with an error aof
about 1$.
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Figure 4.7: Global CL vs global Wing Loading.
4.4.2 Results
The most important aerodynamic parameter is the Efficiency, E.
Fig. 4.8 and Fig. 4.9 show how E is affected by the front wing loading
and by the wing loading of the whole configuration. If the front wing loading
increases, the efficiency increases as well; the wing loading limitations have
been established to takes structural problems and low speed aerodynamics
(CLmax) into account in a preliminary manner. It can be inferred that the
optimizer finds the solutions close to the upper boundary of the front wing
loading in order to reach the maximum efficiency.
The global wing loading can be defined as follows:(W
S
)
gen
=
Wdesign
Sref
(4.5)
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The efficiency E is a growing function of the wing loading (WS )gen (Fig.
4.9); the trend shown in Fig. 4.9 is justified by considering that:
E =
1
q
(W
S
)
gen
1
CD
, (4.6)
where the dynamic pressure, q, is the same for all the configurations (the
altitude and the Mach number are given and are h = 6000m and M = 0.65
respectively); CD depends on the (
W
S )gen and the relation between CD and
(WS )gen is nearly linear (Fig. 4.14).
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Figure 4.8: Efficiency vs front Wing Loading.
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Figure 4.9: Efficiency vs global Wing Loading.
When the front wing loading varies between 400 kg/m2 and 600 kg/m2,
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the lift acting on the auxiliary wing is high and its surface is large.
When the front wing loading increases, the auxiliary wing tends to dis-
appear: its surface becomes smaller and smaller and the lift of the aircraft is
not affected at all by the presence of the auxiliary wing. These results indi-
cate that the configurations with three lifting surfaces have no sense for wing
loading increases over 800 kg/m2; this assumption is confirmed by Figure 4.8
showing that both the local and the global minima tend to the superior lim-
its when the boundary of the front wing maximum wing loading is reduced
(points are aggregated in the neighborhood of the limit value).
The rear wing characteristic are not influenced by the front wing loading:
the average lift is between 10 % and 40 % of total and the surface is always
between 30 % and 50 %. The rear wing loading is not constrained in these
preliminary analyses; thus, the main role of the rear wing is to ensure the
right Margin of Stability, in the limits given before (0− 7 %).
Fig. 4.10 underlines the importance of the global Aspect Ratio in the
PrandtlPlane configuration, where, by definition,
ARgen =
b2
Stot
(4.7)
The trend shown in fig. 4.10 is easily explained by rearranging eq. (4.6); we
obtain:
E =
1
q
Wdesign
b2
ARgen
CD
, (4.8)
where q, Wdesign and b are all constants. In a PrandtlPlane configuration,
all the surfaces give a positive lift and two of them are significant because
of their sizes; instead, in a conventional monoplane configuration, the tail is
used just for trim setting and for maneuvers without any contribution to the
lift.
The values of ARgen in fig. 4.10 are lower than those for a conventional
monoplane because, now, the whole lifting surface is considered. It is very
interesting to remark that the way to improve the efficiency is to decrease all
the surfaces of the PrandtlPlane aircraft and, thus, with a given span, all the
wings need to be slender.
Since the vertical equilibrium is respected, the role of the rear wing and of
the auxiliary wing, varying the maximum wing loading, is reported in Figure
4.11 and Figure 4.12.
Fig. 4.15 and Fig. 4.16, together with Fig. 4.13, show that the auxiliary
wing is not necessary when very high values of the front wing loading occur.
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Figure 4.10: Efficiency vs global Aspect Ratio.
Looking at the CL graphs (fig. 4.15 and fig. 4.16), it can be noticed
that the variations of CL of the whole configuration are relatively small in
the ranges of W/S of the front, rear and auxiliary wings; it appears that the
CL increases lightly at increasing (W/S)front and it is less dependent on the
variations in the rear and auxiliary wing.
This fact can be explained as follows: the rear wing can help the front
wing to develop the necessary lift, but, at the same time, it is a relatively big
surface far enough from the centre of gravity to affect the Margin of Stability
significantly, according to the second graph of fig. 4.16. A high rear wing
loading ensures higher efficiency; yet, it implies small chords, that means a
reduced Margin of Stability; then, the optimizer works to meet the condition
0 < MS < 0.07 acting in the rear wing chords.
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Figure 4.11: Lift of rear wing and auxiliary wing.
Finally, Fig. 4.14 shows that, for a high global wing loading, the induced
drag and friction drag coefficients tend to assume the same values. Low wing
loading configurations have the friction drag coefficient about 50 % higher
than the induced drag coefficient because the total surface is large; however
the slope of the induced drag curve is higher than the friction drag one and
thus, the induced drag is more sensitive to the global wing loading variation.
The previous results on the configurations with different front wing loading
lead to the choice of 400 kg/m2 <
(W
S
)
front
< 600 kg/m2. This range
ensures good efficiency, not too high values of CL and structural feasibility.
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Figure 4.12: Surface of rear wing and auxiliary wing.
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Figure 4.13: Wing Loading: auxiliary wing - front wing relationship.
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Figure 4.14: CD contributions.
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Figure 4.15: CLtot trends.
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Figure 4.16: CL trends.
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4.5 Setting the bulk parameter
In the present study, the objective function is:
OBJ = −E +KbulkLbulk (4.9)
The aerodynamic efficiency has to be improved as more as possible and
the bulk length has to be reduced, in order to avoid efficient configurations
with long bulks; if the bulks are too long, buckling occurs under compression
loads in some flight conditions. The following analyses wish to study the
effects of Kbulk coefficient.
The Margin of Stability and the value of Angle of Attack are set in the
same way of the former analysis. The front wing loading is the one stated
in the previous section and the wing loading of the rear wing and of the
auxiliary wing have been slightly modified with a reduction of the ranges of
variation. Too low rear wing loadings lead to less efficient configurations and
no interesting solutions exist for nearly unloaded auxiliary wings. Thus, new
wing loading ranges are established and reported in Tab. 4.3.
Lower Boundary [kg/m2] Wing Loading Upper Boundary [kg/m2]
400 Front Wing 600
300 Rear Wing 700
200 Winglet 900
Table 4.3: Wing loadings - Kbulk Analyses
Different analyses have been performed by assuming the values of Kbulk,
reported in Tab. 4.4.
Analysis 5 6 7 8 9 10 11 12 13 14 15
Kbulk 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Table 4.4: Kbulk Analyses.
The most important variables are considered in the present analysis as
function of Kbulk. Firstly, only the optimum configuration has been consid-
ered in each analysis; moreover, for any Kbulk value, all local minima have
been reported (under the symbol ”+”) together with the average values, cal-
culated and connected by the dash blue. The main results are then reported
in Figure 4.17 for the aerodynamic efficiency and the length of the lateral
bulks.
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Figure 4.17: Efficiency and Bulk Length.
The reported results show that the coefficient doesn’t have a direct effect
on the global aerodynamic efficiency and the related graph has a very uneven
pattern. On the other hand, the bulk length tends to be reduced as the weight
coefficient increases.
A value of the Kbulk parameter has to be set for the further analyses. It
is chosen taking into account the following main features:
• Aerodynamic efficiency E (Fig. 4.17) has to be maximum.
• The bulk length (Lbulk) has to be limited to avoid buckling effects (Fig.
4.17).
• High wing loadings increase the performance but structural feasibility
tends to be critical (Fig. 4.18).
All the previous remarks lead to the choice of Kbulk = 0.8.
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Figure 4.18: Wing Loading vs Kbulk parameter.
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4.6 Variations of the wing loading constraints in the
presence of the penalty function
The same analyses described in section 4.4 are repeated in the presence of
the penalty function for the bulk length by posing Kbulk = 0.8. The results
are similar to the ones previously reported and no notable changes are ob-
served, so validating the initial study. Further studies have been performed
at changing the upper limit of the wing loading. Results are thus summarized
in the Figure 4.19 where only the best configurations are reported for each
run.
Figure 4.19: Wing Loading vs Kbulk parameter.
At each optimization run, the code tends to minimize the surface of the
front wing and the relevant wing loading tends to the upper bound limit;
this trend has a beneficial effect on the objective function because both the
induced and the viscous drags are reduced; in fact, the second figure shows
that the aerodynamic efficiency improves with (W/S)front. On the contrary,
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the rear wing seems to be dominated by the requirements on flight stability;
in fact in this case the wing loading results lower than the front wing and the
total lift is no longer equally distributed (the front wing produces between
65% and 75% of the total lift, graph not reported); as an evidence of this
trend, the graphs of the Margin of Stability (MoS) versus the (W/S)front ,
show a poor correlation. When the bound on the maximum wing loading is
reduced, the lift produced by the main wings violates the other constraints
and, thus, the presence of the third wing has some benefits; both surface and
lift (in percentage of the total lift) of the third wing increase when the wing
loading bound is reduced; the increment of wing surface reduces slightly the
efficiency.
4.7 Variation of the rear wing height and wingspan
The previous analysis was performed with a given wingspan and a given
height of the rear wing. Now, we study how the optimum configurations are
influenced by variations of these two parameters. The results are shown in
the following figures with the same sequence shown before.
A reference analysis (Analysis 34) is used to compare the results obtained
from wing span and fin height variations, with the conditions given in Tab.
4.5 and in eq. 4.10.
0 <MS < 7 %
alpha = 0 deg
Kbulk = 0.8
0 kg/m2 <
(W
S
)
front
< 600 kg/m2
0 kg/m2 <
(W
S
)
rear
< 600 kg/m2
200 kg/m2 <
(W
S
)
winglet
< 600 kg/m2
(4.10)
4.7.1 Variation of the rear wing height
A lower rear wing height results into shorter fins,an easier manufacturing, a
cost saving etc.; the directional stability can be obtained easily by improving
the double fin volume. Results are reported in Figures 4.20, 4.21.
Fig. 4.20 and Fig. 4.21 show that the average aerodynamic efficiency
increases if the fin height increases. This trend depends on the increase of
efficiency due to the Prandtl’s Best Wing System effect but, on the other
hand, a reduction due to the larger wetted surface is also present (in every
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Analysis num. Wing span [m] Fin height [m]
34 80 12
35 80 11
36 80 10
37 75 12
39 70 12
Table 4.5: Wing span and rear wing height for each analyses.
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Figure 4.20: Efficiency vs H - H sensitivity.
analysis the design of the fins is fixed). In total, the average efficiency varia-
tion is about 2.8 %. Indeed, if the wings are more distant, this aerodynamic
system is more efficient. This trend is confirmed by both the behaviour of
the optima efficiencies and the efficiency averages.
In Fig. 4.22, is pointed out that the total lift coefficient and the drag
total coefficient increase with the height of the fin: in any case, the efficiency
increases.
The total lift coefficient and the total drag coefficients do not show signif-
icant average variations (Fig. 4.22), in accordance with the modest variation
of efficiency shown before.
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Figure 4.21: AR gen vs H - H sensitivity.
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Figure 4.22: Total lift coefficient and total drag coefficient - H sensitivity.
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4.7.2 Variations of the wingspan
Another important parameter is the wing span which is limited by the hangar
sizes and structural efficiency, in particular flutter; the efficiency trend with
the wing span variation is analysed in this section. The results are plotted
in Figures 4.23 and 4.24.
The most important (and expected) result is that the global efficiency of
the airplane is reduced for smaller spans; it results also that the influence of
the wingspan on the margin of stability is not significant.
The front lift coefficient is almost constant in all the configurations; this
effect causes a reduction of the front wing lift if the wing span decreases, with
the consequence that the rear wing and the auxiliary wing increase their lift
and their lift coefficients. Moreover, the front wing surface decreases because
the wing span reduction is more important than the increase of the chords.
These effects cause an improvement of the lift on the auxiliary wing.
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Figure 4.23: CL tot vs Global wing loading - B sensitivity
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Figure 4.24: AR gen vs Global wing loading - B sensitivity
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Figure 4.25: Efficiency - B sensitivity
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Figure 4.26: AR gen - B sensitivity
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Figure 4.27: Efficiency vs AR gen - B sensitivity
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4.7.3 Influence of the h/b ratio
Three analyses are compared: the first one has a nominal ratio h/b = 0.15;
the second and the third analyses have been performed reducing both the
wingspan and the fin height. In all the analyses the boundary conditions
reported in the Eq. 4.10 are considered.
Main information about the analyses are summarized in Tab. 4.6.
Analysis Number Wingspan b [m] Fin Height h [m]
(
h
b
)
31 80 12 0.150
46 75 11 0.147
47 70 10 0.143
Table 4.6: Comparison between analysis 31, 46 and 47.
The results are shown from Fig. 4.28 to Fig. 4.32. The reliability of these
analyses is verified in Fig. 4.28 remarking that the global Aspect Ratio and
the global wing loading are linearly dependent, because the total span and
the weight are fixed.
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Figure 4.28: AR gen vs Global wing loading - h/b constant
Figure 4.29 shows that the Efficiency has different ranges for the three
runs and it varies as reported in Table 4.7.
Figure 4.30 shows how The Efficiency depends on the general Aspect
Ratio ARgen =
b2
Sref
; the results indicates that the combination of b =
80[m] , h = 12[m] produces the highest AR that is the maximum slander of
the wing system.
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E b,h
18− 21 b = 70h = 10
20− 22 b = 75h = 11
22− 24 b = 80h = 12
Table 4.7: Efficiency range vs height and wingspan variations
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Figure 4.29: Efficiency vs Global wing loading - h/b constant
It appears from Figure 4.31 that in the case of smaller wings (lower h/b
ratios), the lift percentage increases on both the rear and auxiliary wings due
to the decrease of total lift on the front wing. The auxiliary wing surface
is raised with the purpose of generating the lift required and the optimiza-
tion consists into increasing its dimension wingspan and chords (refer to Fig.
4.32).
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Figure 4.30: Efficiency vs ARgen - h/b constant
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Figure 4.31: Auxiliary Wing wingspan - h/b constant
4.8 Summary of the results
In this section, all the information about the PrandtlPlane are collected to
produce three-dimensional plots of all the configurations corresponding to
the local minima. The parameters setting of this new analysis is summarized
below.
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Figure 4.32: Auxiliary Wing root chord - h/b constant
0% < MS < 7%
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Kbulk = 0.8
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It is observed that the auxiliary wing is free to move along the fuselage
axis, acting as a canard or a tail. In the rest of this section, a set of solutions
are presented. All the proposed solutions verify the aerodynamics and flight
mechanics constraints.
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Table 4.8: Analysis Results: test5trisCurr0.
Figure 4.33: Analysis Results: test5trisCurr0.
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Table 4.9: Analysis Results: test5trisCurr1.
Figure 4.34: Analysis Results: test5trisCurr1.
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Table 4.10: Analysis Results: test5trisCurr2.
Figure 4.35: Analysis Results: test5trisCurr2.
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Table 4.11: Analysis Results: test5trisCurr3.
Figure 4.36: Analysis Results: test5trisCurr3.
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Table 4.12: Analysis Results: test5trisCurr4.
Figure 4.37: Analysis Results: test5trisCurr4.
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Table 4.13: Analysis Results: test5trisCurr5.
Figure 4.38: Analysis Results: test5trisCurr5.
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Table 4.14: Analysis Results: test5trisCurr6.
Figure 4.39: Analysis Results: test5trisCurr6.
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Table 4.15: Analysis Results: test5trisCurr7.
Figure 4.40: Analysis Results: test5trisCurr7.
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Table 4.16: Analysis Results: test5trisCurr8.
Figure 4.41: Analysis Results: test5trisCurr8.
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Table 4.17: Analysis Results: test5trisCurr9.
Figure 4.42: Analysis Results: test5trisCurr9.
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Table 4.18: Analysis Results: test5trisCurr10.
Figure 4.43: Analysis Results: test5trisCurr10.
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Table 4.19: Analysis Results: test5trisCurr11.
Figure 4.44: Analysis Results: test5trisCurr11.
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Table 4.20: Analysis Results: test5trisCurr12.
Figure 4.45: Analysis Results: test5trisCurr12.
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Table 4.21: Analysis Results: test5trisCurr13.
Figure 4.46: Analysis Results: test5trisCurr13.
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4.9 Analysis of an equivalent wing-tail configuration
A classic monoplane concept is compared to the PrandtlPlane solution. All
input data remain the same, as MTOW, Design Weight, Cruise Mach and
Cruise Height, together with the chosen airfoil.The optimizer has been suit-
ably modified, in order to delete the auxiliary wing and lateral bulks whereas
the presence of the tail is taken into account. Although most of the con-
straints are the same (e.g. wing loadings boundaries and the maximum cl),
some features are summarized in the following points:
• The objective function is F = − LD ;
• The Margin of stability is bigger than the PrandtlPlane one, so the MS
constraint has been modified in each of the following analyses:
9% < MS < 16%;
• The height of the tail should be carefully evaluated and the T configu-
ration for the vertical tail is not advisable.
Only the most significant analyses are reported and the results are shown
in the following Figures. The main features of the performed analyses are
shown in Table 4.22
ID b [m] h [m] max W/S front [kg/m2] note
Mon12 80 3 600 −
Mon13 80 5.5 600 −
Mon16 80 8 600 −
Mon17 80 13.5 600 A380 starting geometry
Table 4.22: Wing-Tail configuration runs
The first results are reported in Figure 4.47 in terms of aerodynamic Effi-
ciency vs the Margin of Stability: also the results for the reference PrandtlPlane
analyses are reported in the same graphs in blue stars.
Many monoplane configurations can reach the same values of efficiency of
the PrandtlPlane but the Margin of Stability is strongly negative for most of
solutions (e.g MONTRY 17 analysis), so that many aircraft are unstable. An
interesting review of the previous graph can be made, imposing the constraint
of the Margin of Stability as a filter as reported in Figure 4.48.
As remarked, the Wing-tail configuration presents a reduced feasible solu-
tion space if compared with the PrandtlPlane analysis and only few solutions
4.9 Analysis of an equivalent wing-tail configuration 101
Figure 4.47: Aerodynamic Efficiency vs MoS, analyses of the wing-tail con-
figuration
Figure 4.48: Aerodynamic Efficiency vs MoS, analyses of the wing-tail con-
figuration, filtered solution
exists with efficiencies comparable to the case of the PrandtlPlane. The ge-
ometries of the underlined solution are the reported in the figure 4.49.
These configurations have been assessed without the constraint of the
maximum wing loading. The graph of Figure 4.50 shows that the wing load-
ing is higher than 600 kg/m2 and, also, the total lift coefficient requested
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Figure 4.49: Wing tail configurations
for equilibrium at high speed condition is higher than in the ones of the
PrandtlPlane analysis. As a consequence, also the low speed condition can
be hardly achieved.
Figure 4.50: CL vs. Wing Loading, wing-tail analyises
Chapter 5
Low speed verification
The present chapter is dedicated to the low speed design of a large PrandtlPlane.
Firstly, the landing maximum lift condition is analyzed and high lift devices
and elevators are designed; then, the aircraft is verified to meet trim and
longitudinal stability conditions during landing.
5.1 Sizing procedure for the flap system
We consider the approach and landing conditions of the airplane; the ap-
proach speed V3 is introduced as:
V3 = 1.3VSdyn , (5.1)
where VSdyn is the dynamic stall speed for a given flap configuration,
according to;[48] besides, we assume:[51]
VSdyn = 0.94VS1g , (5.2)
where VS1g is the stall speed in steady flight. Thus, the necessary lift
coefficient of the whole configuration, CLS1g, becomes:
CLS1g = (0.94)
2(1.3)2CLapproach (5.3)
where
CLapproach =
W/S
1
2ρV
2
LS
, (5.4)
white the following reference conditions:
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W = 75 % MTOW
MTOW = 624800 kg
VLS = 145 kts
ρ = 1, 225 kg/m3 (h=0).
(5.5)
The purpose of these studies is to investigate about the feasibility of high
lift devices on the optimized configurations.
The low speed method, described in this section, consists into satisfying
the following conditions:
ClmaxFw ≤ ClmaxFwTor (5.6)
ClmaxRw ≤ ClmaxRwTor (5.7)
ClmaxAw ≤ ClmaxAwTor (5.8)
ClmaxFw, ClmaxRw and ClmaxAw are the maximum airfoil lift coefficients
(with or without high lift devices extracted) of each wing; ClmaxFwTor,
ClmaxRwTor and ClmaxAwTor are the corresponding maximum airfoil lift coef-
ficients that are calculated considering the effects of the high lift devices.[51]
The ClmaxFw, ClmaxRw and ClmaxAw are computed by using the AVL
software, in which all the aerodynamic surfaces and all the wing devices
(elevators, trailing edge flaps and slats) are modeled; elevators, flaps and
slats are represented in AVL as plain flap and slat.
In the procedure reported in the scheme of Figure 5.1, the angles of ele-
vators, flaps and slats are established in the following way:
1. The approach angle α (the angle between the unperturbed flow and the
fuselage axis) is determined in such a way that the local ClmaxAw of
the clean configuration is less than 1.2 (corresponding to the linearity
loss in Fig. 4.1): then, αapproach is the angle at which the stall of the
auxiliary wing airfoil occurs. The assumption is consistent with the
hypothesis that no high lift devices are installed on the auxiliary wing.
2. Once α is chosen, the deflection angles of elevators and trailing edge
flaps are obtained from the equilibrium equations (reference to the cen-
ter of gravity):{
CLS1g = CL0 + CLαα+ CLδeδe + CLδf δf
0 = CM0 + CMαα+ CMδeδe + CMδf δf
(5.9)
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Figure 5.1: Low speed procedure workflow
CL0 and CM0 are the total lift coefficient and the total moment coef-
ficient of the entire configuration, respectively, when α, δe and δf are
equal to zero; δe and δf are small perturbations.
3. Now, a new aerodynamic calculation is performed by launching AVL,
with the deflection angles δe, δf which solve equations 5.9 and with the
correct angle of approach α; the results are the Cl distributions along
all the aerodynamic surfaces.
In particular, the Cl perpendicular to the isobars are extrapolated and
compared with the allowable data values that are obtained from the
Torenbeek’s method.
At this step, it is verified that:
|CLS1gAV L − CLS1g|
CLS1gAV L
≤ 5 % (5.10)
and
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CMtotAV L = ±0.03 (5.11)
This step is necessary, because δe and δf are calculated under the hy-
pothesis of linear aerodynamics and without considering the slats ef-
fects: in this way the vertical equilibrium and the moment equilibrium
are confirmed within appropriate tolerances.
The effects of slats are not considered in 5.9: the slat angle δs is set
accordingly to usual operation range:
δs = 22.5 deg (5.12)
When the approach angle is too large, it is corrected by hand: this effect
appears when the auxiliary wing is placed in the rear fuselage and subjected
to downwash.
The effect of the trailing edge devices depends on the used technology
and the type of device. Statistical data provided in Reference[51] are used to
evaluate the effectiveness on the maximum local lift for different flaps. Some
data are also reported in Appendix B.
5.2 Results
The Low speed verification has been performed on the feasible solution set
determined in the analyses of Section 4.8. Moreover, the following assumption
are taken in to account:
• The front wing devices are:
– Trailing edge double slotted flaps;
– Leading edge slats.
• The rear wing devices are:
– Trailing edge single slotted flaps;
– Leading edge absent.
• The elevator is modeled as a plain flap and is located on the auxiliary
wing and on the rear or front wing, depending on the position of the
auxiliary wing itself as reported in the following paragraphs.
• The flap chord is 30 % of the local chord;
• The slat chord is 15 % of the local chord;
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• The gain deflection between front and rear flap is set to K = 1 where
the gain is defined as:
K =
δf rear
δf front
.
The results are shows for three different examples, where the location of
the auxiliary wing varies with respect the front and the aft wings. In this
way, the design flexibility of the proposed configuration is evaluated also for
the low speed analysis.
5.2.1 Auxiliary wing as a canard
The feasible configuration coming from the optimization procedure is re-
ported in Figure 5.2. From the high speed analysis, the configuration has an
aerodynamic efficiency equal to E = 22.6.
Figure 5.2: Feasible configuration with canard auxiliary wing
The low speed aerodynamic analysis is then resumed in Table 5.1 whereas
in Table 5.2 are reported the verification on the requested local lift coefficient.
α [deg] δf [deg] δe [deg] δs [deg]
8.0 21.7 17.5 22.5
(CL)nec (CL)tot  [%] (CM )tot
1.8440 1.8464 0.128 0.004
CLα [rad
−1] CLδf [deg−1] CLδe [deg−1] CL0
4.191] 0.037 −0.003 0.458
CMα [rad
−1] CMδf [deg−1] CMδe [deg−1] CM0
−0.830 −0.012 0.023 −0.048
Table 5.1: Canard Configuration - Low Speed Analysis
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Type (cl)max available (cl)max necessary y at (cl)max [m] % Lift
Front Wing 3.48 3.43 25.76 61.4
Rear Wing 2.66 2.26 19.56 30.4
Auxiliary Wing 1.20 1.65 4.45 8.2
Table 5.2: Canard configuration, comparison of the (cl)max
The configuration is designed with double slotted flaps on the front wing
and single slotted flaps on the rear wing. The front wing is usually more
loaded than the rear one so that it usually stalls first. More efficient high
lift devices are thus requested in order to postpone the stall condition and to
improve the overall aircraft performance. This behaviour usually occurs when
a PrandtlPlane configuration is considered, independently from the aircraft
class([40][36]).
A preliminary sizing of the control surfaces is conducted in order to deter-
mine the trim condition. In this case the elevators are located in the auxiliary
wing and the rear one so that the derivative cMδe is high and, at the same
time, cLδe is negligible . Therefore, the control surfaces are shown in Figure
5.3 together with the lift distribution along the wingspan for all the three
wings.
As reported in Figure 5.3 and Table 5.2, the arrangement of the high lift
devices meets the specifications on the maximum local lift coefficient except
for the auxiliary wing; thus its dimensions have to be increased in order to
reduce the local lift coefficient.
5.2.2 Moving the auxiliary wing
The auxiliary wing moves backwards to the longitudinal position of the rear
wing. As in the previous analyses, an elevator is installed on both the auxil-
iary wing and the rear wing but this case they are moving on phase to pull-up
the aircraft. The aircraft geometry is then reported in Figure 5.4. The ele-
vators are not installed in the front wing in order to increase the dimension
of the flap as much as possible.
As reported in Table 5.4 the maximum angle of attack is not dominated
by the stall of the auxiliary wing: in fact, the auxiliary wing undergoes
the downwash of the front wing, so it tends to develop a low aerodynamic
load. The low speed procedure provides α = 14 degrees as maximum angle
of attack, but this choice would lead to very small flap deflections (about
10 degrees). Since double slotted flap and single slotted flap are employed,
then, the value of α has been limited to 10 degrees and the auxiliary wing
is far from the stall condition. This new arrangement allows efficient high
lift devices to work properly and the low angle of attack helps the pilot’s
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Figure 5.3: Aerodynamic condition over the wings and control surface ar-
rangement
Figure 5.4: configuration ”2” geometry
sight during landing. The aerodynamic results reported in Table 5.3 shows
that the force derivatives cLδe is more than doubled with respect the previous
canard case keeping a similar value of cMδe . This behavior is due mainly to
the different arrangement of the elevator. The lift distribution remark also
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α [deg] δf [deg] δe [deg] δs [deg]
10.0 20.0 10.0 22.5
(CL)nec (CL)tot  [%] (CM )tot
1.7606 1.8111 2.789 0.021
CLα [rad
−1] CLδf [deg−1] CLδe [deg−1] CL0
4.230] 0.034 −0.007 0.424
CMα [rad
−1] CMδf [deg−1] CMδe [deg−1] CM0
−0.550 −0.019 0.014 −0.032
Table 5.3: test5trisCurr6 - Low Speed Analysis
Type (cl)max available (cl)max necessary y at (cl)max [m] % Lift
Front Wing 3.40 3.22 15.29 66.3
Rear Wing 2.49 2.12 18.31 32.2
Auxiliary Wing 1.20 0.98 0.03 1.5
Table 5.4: test5trisCurr6 - (cl)max
that in this case the auxiliary wing is not critic due to its relative position to
the main wing system and all the specification are satisfied.
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Figure 5.5: Conf. ”2” - High lift devices.
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5.2.3 Auxiliary wing as a tail
The last analysis deals with an auxiliary wing located in the aft of the air-
craft, behind the rear wing (see Figure 5.6). In this case two couples of
counteroutating elevators are located on the front and the auxiliary wings
and the rear wing holds only single slotted flaps for the most of the wing
span, except the tip zone, that is dedicated to the ailerons.
Figure 5.6: Configuration ”tail”
α [deg] δf [deg] δe [deg] δs [deg]
8.0 18.5 12.5 22.5
(CL)nec (CL)tot  [%] (CM )tot
1.7778 1.777 0.004 0.029
CLα [rad
−1] CLδf [deg−1] CLδe [deg−1] CL0
4.361] 0.035 −0.0002 0.460
CMα [rad
−1] CMδf [deg−1] CMδe [deg−1] CM0
−0.926 −0.016 0.031 −0.002
Table 5.5: configuration ”tail” - Low Speed Analysis
From the aerodynamic results reported in Tab 5.5, it is denoted that the
elevator position produces a variation in lift cLδe ' 0. The control surface
deflections are within the limits as also the geometric angle of attack α. From
Tab. 5.6, the specification on the maximum lift coefficient are also satisfied,
remarking that also this configuration meet all the low speed requirements. It
is explicitly denoted that in this case the auxiliary wing acts as a conventional
tail and thus it produces a negative lift to guarantee the aircraft trim. The
main consequence is an increase of the lift acting on the rear wing whereas
the front wing is slighted unloaded.
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Type (cl)max available (cl)max necessary y at (cl)max [m] % Lift
Front Wing 3.37 3.07 15.81 52.9
Rear Wing 2.45 2.33 0.06 47.6
Auxiliary Wing 1.20 0.19 0.02 −0.5
Table 5.6: configuration ”tail” (cl)max
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Figure 5.7: Configuration ”tail”- Lifting distributions
Chapter 6
Evaluation of the flight dynamics qualities
The evaluation of the flight dynamics characteristics is not usually considered
during the preliminary stage of aircraft design and, at the same time, also
the control surfaces are sized in accordance to semi-empirical or statistical
data. When a non conventional wing configuration is analyzed, the reliability
of the standard design strategies can be no longer valid and an estimation of
the flying qualities become essential in the early stages of the aircraft design.
Similar procedures, can also be used to evaluate the effects of the control
surfaces on the dynamics of the aircraft.
6.1 The flight dynamics model
In the flight dynamics analysis aerodynamic forces have to be evaluated to-
gether with inertial properties, propulsion characteristics and control forces.
A model is proposed model to determine the flight dynamics natural
modes of the aircraft, based on the resolution of the linearized equilibrium
equations where the aircraft is reduced to a rigid body in a steady straight
flight. The present approach is referred to.[18] Because of the symmetry of
both the aerodynamic forces and the inertia properties, the longitudinal mo-
tion can be separated from the lateral-directional one so that two independent
models are adopted.
6.1.1 Longitudinal dynamic
The longitudinal motion of the aircraft can be described by means of four
state variables related to the perturbations of the equilibrium condition: two
velocities u,w, the pitch angle θ and the pitch angular speed q. Considering
an initial condition of straight flight (the trajectory angle θ0 is null), the
equations system (6.1) describes the equilibrium of the aircraft in a stability
coordinates system:
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
u˙ = Xuu+Xww + gθ + ∆t
w˙ = Zu1−Zw˙u+
Zw
1−Zw˙w +
Zq+U0
1−Zw˙ q +
Zδe
1−Zw˙ δe
θ˙ = q
q˙ =
(
Mu
Mw˙Zu
1−Zw˙
)
u+
(
Mw
Mw˙Zw
1−Zw˙
)
w +
[
Mq +
Mw˙(Zq+U0)
1−Zw˙
]
q +
[
Mδe +
Mw˙Zδe
1−Zw˙
]
δe
(6.1)
The uppercase coefficients represent the dimensional aerodynamic deriva-
tives respect to the quantities in the subscript. Their value is calculated from
the aerodynamic non-dimensional coefficients as reported in the next para-
graphs. The control is introduced in terms of elevators deflection δe and
thrust level ∆T . The state variables array Xlong = [u v θ q]
T and the
control array ulong = [∆T δe]
T are introduced and, thus, the equations (6.1)
can be expressed in the following matrix form:
X˙long =
[
A
]
Xlong +
[
B
]
ulong (6.2)
where the coefficients, are grouped in the state matrix A and the control
matrix B, respectively. Since the aim of the present model is the determina-
tion of the natural modes, the control effects can be neglected and the model
is reduced to a well known eigenvalue problem:
∣∣∣A− λI∣∣∣=
∣∣∣∣∣∣∣∣∣
Xu − λ Xw −g 0
Zu
1−Zw˙
Zw
1−Zw˙ − λ 0
Zq+U0
1−Zw˙
0 0 1− λ 0(
Mu
Mw˙Zu
1−Zw˙
) (
Mw
Mw˙Zw
1−Zw˙
)
0
[
Mq +
Mw˙(Zq+U0)
1−Zw˙
]
−λ
∣∣∣∣∣∣∣∣∣ = 0
(6.3)
The solutions of the characteristic equation (6.3) consists of two couples of
complex conjugate roots that are related to conventional phugoid and short-
period modes respectively on the basis of their natural frequencies. Since the
two modes involves different variables and their frequencies are far each other,
they can be analyzed separately so that two explicit models are reported.
Short period mode
The short period mode is distinguished from variations in both vertical speed
w and angular speed q whereas the variation in u can be neglected. Thus, the
system (6.3) can be reduced to a second order problem and it is simplified as
follows: ∣∣∣∣∣
Zu
1−Zw˙ − λ
Zq+U0
1−Zw˙(
Mw
Mw˙Zw
1−Zw˙
) [
Mq +
Mw˙(Zq+U0)
1−Zw˙
]
−λ
∣∣∣∣∣ = 0 (6.4)
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Both the natural frequency ωsp and the damping ζsp can be explicitly
extrapolated from (6.4), considering that Zw˙ << 1. On the contrary, the
effects related to the derivative Zq that are usually neglected for conventional
wing-tail configuration, are taken into account in this case; we have:
ωsp =
√[
MqZw −MwZq +Mα
]
ζsp = − 1
2ωsp
[
Mq + Zw +Mw˙Zq +Mα˙
]
.
(6.5)
Long period mode
During the Phugoid motion, the variations of vertical speed w are negligible
if compared with variation in longitudinal speed u and the pitch angle θ. In
this case, the pitch equilibrium is verified and the third equation in (6.1) is
no longer considered so that the correspondent eigenvalue problem can be
reduced as follows: ∣∣∣∣∣Xu − λ −gZuZq+U0 0
∣∣∣∣∣ = 0 (6.6)
Similarly to the short period case, both the natural frequency and damp-
ing can be explicitly determined for the phugoid motion remarking that the
force damping Zq is taken into account due to the non conventional wing
configuration.
ωph =
√
−g Zu
Zq + U0
ζph = −Xu
2
√
−gZq + U0
gZu
(6.7)
6.1.2 Lateral-directional dynamics
Referring to the stability coordinate system and assuming an initial condition
of straight flight (the bank angle Φ0 = 0), the aircraft motion can be described
by the following system:
v˙ = Yvv + Ypp+ (Yr + U0)r + gφ+ Yδrδr
p˙ = L′vv + L′pp+ L′rr + L′δaδa + L
′
δrδr
r˙ = N ′vv +N ′pp+N ′rr +N ′δaδa +N
′
δrδr
φ˙ = p
(6.8)
In this case the variable states array Xld is composed by the lateral speed
v = U0β, the rotational speed along the x-axis and z-xis (p and r respectively)
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and the bank angle φ. The control variables are represented by the deflections
of the ailerons and the rudder. It can be remarked that the primed forces
derivatives appearing in eq.(6.8), are introduced in order to uncouple the
rotational equilibrium along the x-axis and z-axis (second and third equation
of the same system (6.8)) because of the presence of the inertial term Ixz.
The primed derivatives can be expressed in terms of usual forces derivatives
by using the following formula:{
L′<>i
N ′<>i
}
=
1
∆
[
1 Ixz/Ix
Ixz/Iz 1
]{
L<>i
N<>i
}
(6.9)
The natural modes are determined by solving the characteristic equation
of the homogeneous system, as reported in eq.(6.10):
∣∣∣Ald − λI∣∣∣=
∣∣∣∣∣∣∣∣
Yv − λ Yp (Yr + U0) g
L′v L′p − λ L′r 0
N ′v N ′p N ′r − λ 0
0 1 0 −λ
∣∣∣∣∣∣∣∣ = 0 (6.10)
The characteristic equation (6.10) consists of two real roots and a couple
of conjugate complex roots; the real roots (Tr and Ts) are associated to roll
and spiral mode respectively while the two complex roots are related to the
dutch roll mode with frequency ωdr and damping ζdr The natural modes
are computed directly by solving the eigenvalue problem of eq. (6.10) even
though explicit relations can be assumed under the hypothesis of neglecting
some of the force derivatives. These last assumptions, valid for conventional
wing configuration, cannot be verified in general, for the PrandtlPlane. Thus,
the approximated solutions reported in (6.11) will be compared with the roots
of eq.(6.10).
Tr ∼= L′p
Ts ∼= g
U0
L′vN ′r −N ′vL′r
L′vN ′p −N ′vL′p
ωdr ∼=
√
YvN ′r + U0N ′v
ζdr ∼= −Yv +N
′r
2ωsp
(6.11)
6.2 Flying and Handling qualities
The dynamic characteristics, together with the stability and maneuverability
aspects, contribute to define the so called flying qualities of the aircraft.
Thus, the flying qualities are related to the response of the aircraft during
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each mission segment, being dominated by the physical flight parameters (e.g.
margin of stability, dynamics frequencies and damping).
The effectiveness of these responses cannot be evaluated easily, since they
are strictly related to the way of piloting and to the human perception. For
this reason, the concept of the handling qualities is introduced, referring to
the ease and precision which a pilot can accomplish a particular mission with.
Figure 6.1: Cooper-Harper scale
The Cooper-Harper [33] scale is a common criterion used by pilots and
engineers to evaluate the handling qualities by assigning a value from 1 (best)
to 10 (worst) to the response of the aircraft in a particular mission task; the
rating scale reported in Figure 6.1 remains difficult to be interpreted since
it involves the pilot-in-the-loop and other effects due to the control systems
(e.g. differences between fly-by wire or mechanical controls).
In the present study, the handling qualities are compared to the flying
qualities by using the MIL-F-8785C procedure,[6] that provides an equivalent
classification to the Harper-Cooper scale on the basis of the dynamic and
static characteristics of the aircraft: the correspondent rating is reported in
the same Figure 6.1. Three different level of compliance, from 1 (the best) to
3 (just satisfactory) are specified for four different classes of aircraft (denoted
with Roman number I to IV) and for three Flight Phases (named A, B and C).
Both the aircraft and the mission classifications are defined in the following
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Table .
Table 6.1: Classification of aircraft classes and flight phases
MIL-F-8785C Aircraft classes and Flight phase categories
I Small, light airplanes
II Medium weight, low-to-medium maneuverability airplanes
III Large, heavy, low-to-medium maneuverability airplanes
IV High-maneuverability airplanes
A Flight Phases that require rapid maneuvering
B non terminal Flight Phases (Climb, Cruise, Loiter)
C Terminal Flight Phases
The procedure is usually applied to military aircraft and thus, in case
of civil application, both the specifications relative to the aircraft class IV
and the flight phases A are no longer valid. In particular, some constraints
for both the longitudinal and the lateral-directional natural modes can be
extrapolated from[6] as reported in the following sub-paragraphs.
6.2.1 Requirements on the longitudinal flying qualities
The reference[6] provides limits on the natural modes of the aircraft as far
as on the control forces perceived form the pilot during maneuvers. In this
study, only the requirements directly related to the dynamic modes are con-
sidered. Limits on both the phugoid and short period damping are provided,
independently from the class of the considered aircraft as reported in Table
2. The limits on the phugoid damping are also valid for any flight category
while differences are reported in the case of the short period motion.
Table 6.2: Limits on the longitudinal damping
Level Phugoid Short Period
Cat. B Cat. C
1 ζph > 0.04 2.0 > ζsp > 0.3 1.3 > ζsp > 0.35
2 ζph > 0 2.0 > ζsp > 0.2 2 > ζsp > 0.25
3 T2 > 55 sec. ζsp > 0.15 ζsp > 0.15
The short period natural frequency, can be limited by introducing the
Control Anticipation Parameter defined as the ratio between the initial angu-
lar speed at the beginning of a certain maneuver, and the normal acceleration
when steady state condition are reached.
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CAP ≡ q
∆n
≈ ω
2
sp
U0
g
1
TΘ2
≈ ω
2
sp
n/α
(6.12)
where the term 1/TΘ2 represents the zero of the high frequency pitch
attitude. In the present work it has been determined by solving the system 6.1
respect to the variable θ/δe, by applying the Cramer method and obtaining
the following expression:
1
Tθ2
= −Zw(1− Zδe
Mδe
Mw
Zw
)/(1 +
Zδe
Mδe
Mw˙) (6.13)
Some limits are imposed to the maximum and minimum values of CAP,
as reported in Figure 6.2, so that correspondent limitations on the natural
frequency can be determined by means of the equation (6.12).
6.2.2 Requirements on the lateral directional flying qualities
Direct limits are imposed to the dutch roll frequency and damping: these
limits depend on both the flight phase category and the aircraft class. Simi-
larly, the maximum roll mode time constant is given depending on both the
two parameters.
The limits are (qualitatively) reported in Figure 6.4 in the framework
of the imaginary plane of the poles, while the values can be directly taken
from.[6]
On the other hand, a divergent spiral motion with negative value of the
damping is admitted: in this case the minimum time ∆T2 to double the
amplitude is imposed, depending only on the flight phase category. It is
remarked that it can be related to the spiral pole by using the relation:
1
Ts
=
ln(2)
∆T2
(6.14)
Therefore, the lateral-directional limits are reported in Tab. 6.3 for the
class III (very large, heavy aircraft).
Table 6.3: Lateral-directional limits for class III aircraft, source MIL-F
Level Dutch-Roll Roll Spiral
min ζd min(ωdζd) minωd maxTr min ∆T2
1
B
0.08
0,35
0.4 1.4
20
C 0,1 12
2 0.02 0.05 0.4 3 8
3 0 0 0.4 10 4
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Figure 6.2: Limits on the CAP for flight phases B
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Figure 6.3: Limits on the CAP for flight phases C
Figure 6.4: Limits of the lateral directional poles
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6.2.3 Additional requirements on the control surfaces
No direct specifications on the dimensions and effectiveness of the mobile
surfaces are indicated in.[6]Thus,the elevators are sized in such a way that
a prescribed maximum vertical load factor is reached. By using the short
period model, the maximum load factor can be determined depending on a
given deflection of the elevator:
nzmax = 1 +
U0
g
Zδe
(U0 + Zq)
·
(
1 +
MδeZα
ZδeMα
)
1− ZαMq(U0+Zq)Mα
· δe (6.15)
The maximum deflection of the elevator is evaluated on the basis on the
trim condition.
The rolling angular speed at steady condition can be evaluated for a given
aileron deflection as follows:
P∞ = TrL′δaδa (6.16)
In the present study, it is supposed that both the maximum load factor and
the rolling angular speed are imposed, so that a correspondent deflection of
both the mobile surfaces can be determined. In particular we suppose that
nzmax > 2.5 whereas the rolling angular speed are taken from regulation as
reported in table 6.4 concerning the flight phase C (low speed condition).
level min p [deg/s]
1 12
2 7.5
3 5
Table 6.4: Minimum rolling speed
6.3 The calculation procedure
An automated procedure is set up in order to determine both the flying
qualities and the effects of the mobile surfaces (elevators and ailerons) for a
given wing geometry. Initial data are directly extrapolated from the in-house
developed parametric geometric generator ASDtogether with the definition
of reference flight parameters.
Two different procedures are available for the longitudinal and the lateral-
directional analysis respectively; as shown in figure 6.5, an iterative procedure
has been set up in both cases to size the mobile surfaces: their lengths are
progressively increased until adequate levels of vertical load factor and rolling
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angular speeds are achieved. At the same time, the procedure gives informa-
tion on the levels of the flying qualities; if they are not satisfactory, the wing
geometry needs to be redesigned properly.
Figure 6.5: Calculation procedures, blocks diagram
A preliminary aerodynamic analysis is needed to determine the aerody-
namic coefficients and consequently the force derivatives used in the models
described in the paragraph 2. In this case, the software based on a Vortex
Lattice Method, AVL is used; the code has been calibrated[44] for the analysis
of PrandtlPlane wing configurations and an example of the used VLM grid
is reported in Figure 6.6.
The meshing criteria are similar to the descriptions reported in Section
3.3.2 but in this case, the whole configuration is analyzed in order to evaluate
also the lateral-directional response.
The aerodynamic coefficients determined by the VLM analysis have been
validated by proper comparison with Wind Tunnel experimental test as shown
in Chapter 7. When the aerodynamic coefficients are calculated, the force
derivatives are determined by considering the flight condition in terms of
speed U0 and altitude, following the relations reported in
[18] . Inertial data,
have to be also included and, assuming that the inertia tensor is known, it
is rotated by the AoA determined in trim condition, in order to report its
components in the stability coordinate system.
The components of the inertia tensor are determined assuming that the
masses and the Centers of Gravity of each aircraft component (wings, fin,
fuselage etc...) are known from the optimization procedure: thus, the follow-
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Figure 6.6: VLM model of a PrandtlPlane
Figure 6.7: Aircraft configuration considered for the flight dynamic analysis
ing relations can be used for the calculation with respect to the CG of the
whole aircraft:
Ixx =
∑
iMi
[(
zCGi − zCG
)2
+
(
yCGi
)2]
Iyy =
∑
iMi
[(
zCGi − zCG
)2
+
(
xCGi − xCG
)2]
Izz =
∑
iMi
[(
xCGi − xCG
)2
+
(
yCGi
)2]
Ixz =
∑
iMi
[(
xCGi − xCG
)(
zCGi − zCG
)] (6.17)
The procedure here describe, has been tested on different aircraft to eval-
uate the reliability of the results and
6.4 Results of the procedure
The performed analyses regardsthe three configurations described in Chapter
5 carried out from the Low Speed analysis. Also in this case the aim is the
evaluation of the effects on the flight response of different positions of the
auxiliary wing. All the configurations are summarized in Figure 6.7.
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Flight Phase Altitude [m] Speed
B 6000 M = 0.6
C 0 v = 80[m/s]
Table 6.5: Conditions for the flight dynamics analyses
For each aircraft, two flight conditions are considered, dealing with the
cruise and low speed respectively; therefore, they correspond to the flight
phases B and C determined in Reference[6] and the flight features are re-
ported in Table 6.5.
The flight dynamics response in the longitudinal plane is then reported in
Table 6.6 for all the three wing configurations and for both the flight phases.
It can be denoted that:
• the short period mode during cruise is not critic: the damping values
ζsp are within the Level 1 as also the value of the CAP parameter; the
CAP values are close to the lower limit value imposed by regulation.
• The phugoid damping is within level 2 having values close to zero due
mainly to the reduced margin of stability that has been considered
during the analysis. The damping in cruise is downgraded if compared
to the low speed phase. The difference between the two flight phases
can be explained if we consider the approximation for the value of the
phugoid damping (neglecting the values of CDu, CLu, Cmu with respect
CL and CD):
|ζph| ∝ 1/E;
thus, since the damping is inversely proportional to the aerodynamic
efficiency, its value is higher during low speed when high Angle of Attack
occurs to produce high lift. Nevertheless, this result is partial since also
the Margin of Stability influences the phugoid response. These effects
will be briefly discussed in the following paragraphs.
• At low speed, the CAP parameters is downgraded to Level 2 ;
• The elevator can be sized according to the maximum load factor reached
during a low speed maneuver whereas their power at high speed is
proven. For all the configuration, the initial dimension of the elevator
is sufficient to determine adequate load factors during maneuvers. In
particular, the wing configuration conf. 2 is more effective due to the
length of the elevators in the auxiliary wing. At the same time, the
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other two configurations also achieve adequate response even if their
dimension is reduced. This results is due to the position of the auxiliary
wing, where one couple of the elevator is located, that is very far from
the aircraft CG in both the cases.
The study on the longitudinal flight dynamics is completed by the eval-
uation of longitudinal poles at varying the Margin of Stability comprised
between:
−5% ≤MoS ≤ +20% ;
this variations can be due, as an example, to different disposition of the
payload along the fuselage axis. The results are similar for the three config-
urations so that only those ones relative to the configuration conf. ”canard”
is discussed and the same conclusions are valid also for the other two config-
urations. The results are reported in the two graphs of Figures 6.8 and 6.9
in terms of the poles in the imaginary plane.
Figure 6.8: Longitudinal poles at varying the MoS
From Figure 6.8, when the MoS is high, the imaginary part of both the
phugoid and the short period modes is high too. The poles move towards the
real axis where the MoSis reduced. One pole of the short period mode and
one pole of the phugoid tend to approach whereas the second phugoid pole
moves towards the unstable part of the plane.
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Figure 6.9: Phugoid poles at varying the MoS
The coalescence between short period and phugoid modes depends on the
aircraft configuration; in this case, the features of the short period are very
far from the phugoid characteristics also when the MoS is negative and the
distinction remains valid for all the range of MoS.
Moreover, the MoS does not affect significantly the phugoid response
since the poles in the same Figure 6.8 are aggregated near the origin. A
particular of the phugoid mode is thus reported in Figure 6.9 together with
the handling qualities limitations. When the MoS is positive the poles moves
on the negative part of the real axis and one pole becomes unstable for
MoS = 0. The increase of the Margin of Stability can represent a solution to
improve the phugoid damping: in fact, when the MoS is high the poles crosses
the circle that define the level 1 quality of the damping. Nevertheless, the
sensitivity of the phugoid pole at verying the MoS remains too low and the
level 1 quality can be reached for very high values of the MoS, MoS = 15%.
The possible increase of the MoS has negative consequences on the ef-
fectiveness of the elevators. As an example, the variation of the maximum
load factor nzmax is reported in Figure 6.10 at varying the MoS. The nzmax
is determined by using Eq. 6.15 for a given elevator deflection and dimen-
sion. Also in this case, the graph concerns the configuration conf. canard
that presents the lowest elevator’s effectiveness if compared to the other two
configuration (at the same value of MoS).
Figure 6.10 shows that the maximum load factor decreases rapidly at
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Figure 6.10: maxnz vs MoS
increasing the MoS and, for MoS ' 12.5% the elevators are not able to
produce a proper load factor. As a consequence, if high MoS is requested
to improve handling qualities, the size of the elevators has to be revised
consequently.
The last analyses regard the flight dynamics lateral directional plane and
the results are reported in Table 6.7 for the three configurations and the two
flight phases. It can be remarked that:
• the rolling performance are within level 1. except for the conf. canard
and conf. tail that present a level 2 roll time constant.
• the spiral mode has a positive damping corresponding to a leve 1 han-
dling quality.
• the dutch roll damping is level 2 for all the cases except for the conf.
canard in flight phases B (level 1).
• the dutch roll frequency is critic and it affects also the response in terms
of minωdrζdr that are all of level 3. This results could be due to a not
sufficient vertical tail volume since the two fins are located in proximity
of the rear wing , relatively close to the CG of the whole aircraft; in
addition the lateral bulks, can add a unstable contribution so that more
vertical surface can be required in the aft of the aircraft; a similar
response has been observed for other PrandtlPlane aircraft[44] so that,
in general, the presence of the lateral bulkheads makes more complex
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the design of the aircraft 1 . From the other hand, it is also remarked
that the dutch roll frequency is usually critic for heavy transport aircraft
that present large vertical fins. For this reason, the regulation prescribes
that this limit can be relaxed for ultra large aircraft.
The effectiveness of the ailerons can be studied at the low speed condition
by using Eq. 6.16. The iterative procedure is applied in order to increase the
aileron length and to achieve the proper roll rate; results are reported in the
graphs of Figure 6.11.
Figure 6.11: Roll rate vs. aileron length
The initial length of the aileron is not sufficient to achieve the level 3
roll rate for all the three wing configurations: the effectiveness is reduced
because of the inertia component Ix that is high due to the box wing system
(some masses are located far along the wingspan). The aileron length has
to be increased in both the front and aft wing; for both the conf. 2 and
the conf. canard configuration the length is doubles to achieve the level 3
condition whereas the conf. tail configuration presents the best response. As
a consequence, even though some feasible solution exist, especially for the
wing configuration conf. tail, it appears difficult to guarantee good roll rate
qualities without modifying the length of the high lift devices or elevators.
1As an example, the same procedure has been applied also to a PrandtlPlane flying
model whose dimension and weights have been properly scaled from those ones of the
IDINTOS aircraft described in Chapter 7. Also in this case the dutch roll response was not
sufficient and the problem has been solved by increasing the vertical tail volume by means
of some vertical fences
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Chapter 7
Validation of the VLM analyses through
Wind Tunnel tests
In the present chapter, some wind tunnel tests on a PrandtlPlane config-
uration are described. The test model refers to the IDINTOS amphibious
aircraft and the experimental activities are conducted in order to validate the
results of the preliminary design in terms of aerodynamic forces. The IDIN-
TOS project is briefly introduced and the test model and the Wind tunnel
facilities are described. Finally, the results are compared with the results
of the preliminary activities in order to evaluate the reliability of the data
coming out from the VLM aerodynamic solver.
7.1 forewords on the IDINTOS project
The project IDINTOS was funded by Tuscany regional government in the
framework of the EU FP7 to design and manufacture the first prototype of
an ultralight amphibious PrandtlPlane, according to the requirements of the
Italian regulation on sport aircraft.[5]
In Figure 7.1 the time line of the project is reported (consisting in 24+6
months):after the design of the optimum configuration, the experimental ac-
tivities covered the second part of the project.
In particular, the towing tank tests aimed at validating the design of the
planing hull to avoid the arise of any diverging phenomena (e.g. purpoising).
The wind tunnel and flying tests on a scaled model aimed at validating the
results on the wing configurations carried out during the preliminary design.
The resulting prototype is shown in Figure 7.2 together with the resulting
flight performance.
The following requirements have been considered:
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Figure 7.1: IDINTOS project’s timeline
Figure 7.2: IDINTOS resulting prototype and main features
• Maximum Take-Off Weight lower than 495 kg;
• stall speed at MTOW lower than 18 m/s, with the CG in the most
unfavourable position;
• capability of maintaining longitudinal trim in level flight at any speed
from 1.4 VS1 to the lower between 0.9 VH and VC
In the case of a ultralight aircraft, the CG position of the aircraft depends
strongly on the pilot position and on the amount and position of fuel; the
envelope of all the possible CG position is as shown in Figure 7.3; they
are determined by assigning a reference weight for each aircraft component
(structures, systems, engines etc...),
The same optimization procedure described in Chapter 3 has been con-
sidered during the preliminary desing. In particular, a penalty function that
takes the lift division amount on the front and rear wings into account is in-
serted to guarantee the trim for all the CG envelope. Thus the optimization
problem is the following:
7.1 forewords on the IDINTOS project 134
Figure 7.3: IDINTOS, evaluation of the CG variations

minxF(x) =
{− LD(x) + p(x)}
p(x) ∝ LantLrear
Lant(x) + Lpost(x)−WMTOW ≤ W
M(x)|CG ≤ M
MoSmin ≤MoS(x) ≤MoSmax
vs0(x) ≤ vsreq
xmin ≤ x ≤ xmax
(7.1)
where, again, the variables state array is composed by the geometrical
parameters of the lifting system. The results of the optimization process is
reported in Figure 7.4 where the evolution of the wing geometry is presented
at introducing the different constraints.
In particular the different solutions deal with the following analyses:
ID01 Balanced High speed configuration that fulfill trim and stability: the
low speed constraints are not introduced.
ID02 Same analysis of the ID01 case with the re-positioning of some com-
ponents (engine, fuel).
ID03 Introduction of the low speed requirements; the sweep angles of both
the front and the rear wing are reduced and the front wing needs to be
moved aft to guarantee stability and trim in a more efficient way.
ID04 The penalty function is considered to guarantee trim and stability
in all the flight conditions(one can note that the front wing moves
forward).
ID05 Some geometrical boundaries are introduced in order to increase the
visibility of the pilots and the ergonomics of the cabin.
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Figure 7.4: Evolution of the wing geometry in the preliminary de-
sign,IDINTOS aircraft
Figure 7.5: IDINTOS aircraft final configuration
Thus the final resulting geometry reported in Figure 7.5, has been taken
as a reference for both numerical analyses (CFD simulations) and the exper-
imental activities. It is explicitly remarked that also in this case both the
elevators and the ailerons are located in both the wings in such a way that
the longitudinal control can be performed in pure pitching moment and the
effectiveness of the rolling response is improved.
Further descriptions of the design methodologies and the numerical sim-
ulations of the IDINTOS project are reported in[29] .
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7.2 Wind tunnel facility and test model
The wind tunnel tests have been carried out at the facility of Politecnico di
Milano (Italy), using a closed test section. Other characteristics of the wind
tunnel are listed in Table 7.1.
Table 7.1: Wind Tunnel features
Type of circuit Closed
Test section shape Square
Test section dimensions W = 4m, H = 3.84m, L = 6m
Maximum speed 55m/s
Turbulence level < 0.1
The test section allows to have a complete scaled model of the aircraft
so that lateral forces at different sideslip angle can be measured as well; at
the same time, the model is big enough to replicate also control surfaces
with a good level of detail in order to have a reliable measurement of their
effectiveness.
The total aerodynamics forces and moments of the model are measured
by means of a six component balance, mounted on the top of a vertical strut.
The balance is hinged to the strut in order to change the angle of attack (α)
by means of an actuator. Finally, the strut base is connected to the floor
through a rotating platform which allows to test different sideslip angles (β).
In Figure 7.6, a detail of the balance mounted on the strut is depicted on the
left, whereas the overall architecture of the Wind Tunnel facility is reported
in the right side of the same figure.
Figure 7.6: Particular of the balance and the Wind tunnel facility
The wingspan is 2 meters length, resulting in a dimensional scale factor
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of λ = 0.25 being defined as:
λ =
lmodel
lreference
At sea level and considering a lift coefficient within the interval [-0.2 1.8],
the total lift forces produced during the experimental tests are estimated as
follows:
L =
1
2
ρ0 v
2 S λ2 cL = [−18 140]kg,
where the flow speed has been limited to 40 m/s in order to avoid any possible
structural problem to the model. The wind tunnel model is designed to
guarantee proper stiffness under these loads so that the elastic deformation
don’t affect the aerodynamic forces measured by the balance. The model is
made of a polyurethane resin reinforced by steel spars located in both the
wings, the lateral bulks and the fuselage, as shown in Figure 7.7.
Figure 7.7: Manufacturing of the test model, particular of the wing and of
the balance interface
For the same reason, a steel cage is designed as the interface between the
model and the balance. Tin order to position the aircraft model both in the
normal way and in the upside-down position (to evaluate strut interference).
Some aluminum ribs are located along the wingspan to support the mobile
surfaces with proper hinge connections, created by means of moving blocks
as reported in detail in Figure 7.8. In this way, the control surface can be
deflected continuously from a minimum value to a maximum one.
The entire model, finally assembled in the Wind tunnel facility, is dis-
played in Figure 7.9.
7.3 Test campaign
The test campaign is summarized in the Table 7.2 adopting for the clean
configuration the maximum speed equal to 40 m/s, which means a Reynolds
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Figure 7.8: Detailed design of the wing, particular of the ribs
Figure 7.9: Entire model of the IDINTOS in the Wind Tunnel test section
number of about 6.3 ·105 (referred to mean aerodynamic chord), representing
the 18% of the Reynolds value for the full-scale aircraft at nominal cruise
condition.
7.4 Results
The overall results of the Wind Tunnel tests are reported in reference.[21] In
particular, the aerodynamic forces measured during the Wind Tunnel tests
are compared with the results carried out from corresponding VLM analyses.
7.4.1 Aerodynamic Derivatives with respect α and β
In Figure 7.10 the lift and the pitch moment are reported for different angles
of attack α, whereas the lateral force and the yaw moment depend on the
sideslip angle β. Results refer to both the experiments (continuous lines) and
the VLM analyses (dotted lines).
The results are in good accordance between each other; in particular
the lift coefficient results identical until separation occurs. As expected, the
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Table 7.2: Classification of aircraft classes and flight phases
Test nr Configuration α seq β seq Objective
1-7 Clean Yes Yes Stall, α and β derivatives
8-26 Aileron Yes Yes δa derivatives
27-48 Elevators Yes Yes δe derivatives
49-57 Rudder Yes Yes δr derivatives
58-75 Flaps Yes Yes Stall,α,β,δf deriv
77-78 Flaps+Elevators Yes Yes δ∗e deriv
85-86 Biplane Yes No Lateral bulkheads effects
87-100 Clean, Up-down Yes No Pylon interference
VLM cannot introduce non-linearities due to flow separation. This behavior
is appreciated also when the pitch moment is taken into account: in this
case, although some differences are appreciated in terms of absolute values,
the derivative coefficient cmα convergences to the same values.
Similar considerations can be done about the lateral force and the yaw
moment versus on the sideslip angle β. In this case, also the absolute values
are equivalent within the hypothesis of linear aerodynamics. Moreover, the
non-linearities due to aircraft geometry can be captured also by the VLM
solver by assuming a proper vortices grid. As an example, the fuselage has
been modeled by extending the front wing until the longitudinal symmetry
plane with a proper dihedral angle in such a way that both the vertical and
the lateral size of the fuselage are replicated (see Figure 7.11, left). In Figure
7.11 right, the yaw coefficient (depending on β) is evaluated for different
values of the angle of attack α.
Increasing the AoA, α, the efficiency of the vertical tail decreases; at the
same time, both the fuselage and the lateral bulks introduce a component
scaled by the sin(α) so that for high AoA, the linear behavior is no longer
valid. Both the VLM and the Wind Tunnel tests confirm this result.
Since the VLM analysis doesn’t capture the effects of the viscous flow, the
most significant errors appear when the drag polar is compared as shown in
Figure 7.12; for this reason the corrective procedure described in Sect. 3.3.2
is needed by introducing the effective polar drag of the considered airfoil.
7.4.2 Aerodynamic derivatives with respect δa and δe
The main effects of the ailerons and elevators are reported in Figure 7.13
where the aerodynamic coefficients depend on the deflection of both the two
control surfaces. Both the wind tunnel test and the VLM analyses are con-
ducted by imposing α = 1◦.
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Figure 7.10: Comparison of the aerodynamic forces depending on α and β
angles
Since they are located on both the wings, a unitary deflection of the
elevators is defined positive when deflected in clockwise direction in the rear
wing and the contrary in the front wing, with a gain equal to -1, causing a
pitch down (the two couples of elevators are counter-rotating). In the ailerons
case the gain between the front and the rear wing is +1.
Also in the present case, the absolute values of the aerodynamic coef-
ficients present a difference of about 10% between the Wind Tunnel mea-
surements and the VLM results. Even though the derivative of the vertical
force with respect the elevator deflection presents the largest difference, the
value of the derivative is very low in both the cases (Fig. 7.13) so that the
difference is attributed to some numerical errors. As a consequence, the lon-
gitudinal control of the aircraft can be performed in pure pitching moment
since the value of the derivative Cmδe is high whereas the lift doesn’t vary
with elevators deflection.
Similar conclusions can be carried out as far as yaw and rolling moments
are concerned: the most significant differences are appreciated when the ab-
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Figure 7.11: Yaw coefficient for different values of the AoA
Figure 7.12: Comparison of the drag polar
solute values of the yaw moments are compared; once again the derivatives
presents close value with error less than 5%.
The previous results indicate that reliable trim conditions are difficult
to be obtained resulting in an error of 10-15%. On the other hand, the
aerodynamics derivatives are more accurate, confirming the reliability of the
analysis when dealing with static stability and flight dynamic responses.
7.4.3 Stall analysis
The stall behavior can be observed from Figure 7.14, for the clean wing
configuration.
The following aspects are worth of notice:
• The clean configuration has a smooth stall which begins at about α =
15◦; then, a plateau of the curve occurs, and the lift remains nearly
constant when increasing the AoA. Because of the conctact between
the model and the strut, it has not been possible to increase α above
24 [deg] and to find the end of such smooth stall region.
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Figure 7.13: Comparison of the aerodynamic forces depending on elevators
and ailerons deflections
• The Cm − α curve can be divided in two quasi-linear regions; the first
one for α < 10◦, in which the slope is lower, and the second one for
α > 10◦, in which the slope is higher. Such behavior is due to the loss
of linearity on front wing, which makes the rear wing contribution to
the pitch moment, the predominant one.
In conclusion, the front wing stalls first but without any change in the
total lift because of the lifting capability of the rear wing. During the stall, a
nose down pitching moment occurs so that the wing recovers form the stall.
7.4.4 Comparison of the closed wing with the biplane configura-
tion
In this last section some results on the effectiveness of the Best Wing System
concept are provided. In Figure 7.15, the lateral bulksheads has been re-
moved to the model and the total drag produced in the biplane configuration
has been compared to one of the closed wing case; both the test has been
conducted with a flow speed of 25 m/s in order to avoid structural problem
for the biplane configuration.
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Figure 7.14: CL − α and Cm − α
Figure 7.15: Comparison between the total drag of biplane model and clsed
wing system
The results are reported in the graph of the same Figure 7.15, in terms
of DBWS/Dbiplane. The achieved results show that the efficiency of box-
wing configuration is higher than the one measured in the case of biplane
configuration. The drag reduction with respect to a biplane with the same lift,
ranges from 5% to 10% confirming the theoretical resultsof the literature.[42]
Part II
Optimum location of airports
Chapter 8
Mass transportation problems for aeronautics
A network of dedicated freight airport is oriented to cut the operating costs by
optimizing the traffic flows; in fact, costs depend mainly on the transportation
distance between airports and on the loading factors of the aircraft so that a
proper cost functional can be properly carried out and minimized.
The definition of an airports network can be considered a mass trans-
portation problem: from a mathematical point of view, the problem can be
stated in the following manner:
uProposition 8.1 Given a domain Ω, where a certain function of population ρ is
defined on, find the location of a set of n points, called centroids, X1, X2, .., Xn
in such the way a proper cost functional F is minimized
The goal is to move the masses along the domain accordingly to an im-
posed criterion and minimizing the costs. The functional is related to the
costs to move the unit mass between two points of the region and it is pro-
portional to the transportation distance.
The proposed model that is described in the following paragraph is based
on a novel approach called asymptotic analysis; these models are intended
to solve partially the problem of computational cost that occurs when the
number of airports to be located, becomes large. The presented study has
a general validity and consequently it is applied to freight transport case
but same studies can be carried out also for passenger transport or also
when other means of transportation are considered (ground, rail, maritime
or combinations).
A wide literature exists on both mass transportation theories and the
related resolution algorithms but only a small part of them can be applied
to the air traffic flows with many limitations. As reported in Table 8.1,
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three main categories of mass transportation problems can be distinguished
in accordance to the kind of transportation considered. A further description
of these categories are reported in the next paragraphs.
Problem type Application
Location
Hub & spoke systems
facilities location
Routing
traveling salesman problem
networks design
Location-Routing multilevels and multimodal transport system
Table 8.1: Mass transportation models
8.1 Location theories
The first theories, named Location model, deal with the problem to locate
one or more centroids (or hubs) in a region in such a way that the masses can
be concentrated in these centroids. Decision on the positioning the airport
hub of an airline company, or the location of a facility (in order to increase
the accessibility in the territory) are real applications that are commonly
faced by these models, formulated firstly by Weber[53] in the first decades
of 1900. With reference to Figure 8.1, this problem consists in to find the
optimum position Xi of one or more the centroids in such the way the masses
qj coming from an arbitrary set of m starting points, are collected into them.
Figure 8.1: Location scheme
The location problem is then related to the minimization of the transport
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cost functional depending on the transport distance and on the amount of
mass, as reported in example in Equation 8.1:
min
(X1,X2,...,Xn)∈Ω
F :=
M∑
i=1
qidi(xi, Xj), (8.1)
The equation 8.1 is expressed in a discrete form since the starting M
points are a finite number. In a continuous formulation, the concentraded
masses qi are replaced by an initial non-negative function ρ : Ω→ R+ which
represents the distribution density of masses in Ω. Let us denote by qj the
quantity of resources that will be concentrated at the point Xj and by Ωj the
so-called Voronoi cell corresponding to Xj , that is the sub-region of Ω that
sends its resources to the point Xj . In other words, we have
qj =
∫
Ωj
ρ(x) dx.
Then we have that the total cost to concentrate the resources spread on Ωj
into the airport xj is given by
A
∫
Ωj
|x−Xj |ρ(x) dx
where A is a proportionality constant. Summing up over all the N airports
we have that the total cost is given by
A
N∑
j=1
∫
Ωj
|x−Xj |ρ(x) dx
that can be also written in the form
A
∫
Ω
(
dist(x,Σ)
)
ρ(x) dx (8.2)
If compared with the equation 8.1, the summation turns into an integral
defined on the domain: the problem is then mathematically formulated as
follows:
min
{∫
Ω
(
dist(x,Σ)
)
ρ(x) dx : Σ ⊂ Ω, #Σ = N
}
(8.3)
Here Σ is the unknown set of N points to be determined, #Σ is the
cardinality of Σ that is considered as a fixed parameter of the problem, and
dist(x,Σ) is again the distance function between a generic point of the domain
and the nearest centroids:
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dist(x,Σ) = min |(x− y)| : y ∈ Σ
The existence of the optimality conditions of the problem 8.3 is straight-
forward. On the contrary, in spite of its simplicity, the numerical computation
of an optimal set Σ, presents big difficulties at increasing the cardinality N
of the set, essentially due to the fact that the cost functional admits a huge
number of local minima.
For this reason, the location problem are usually faced in the discrete
form of the problem 8.1 imposing also a finite set of possible positions of the
centroids.
In most of the location models, the functional depends linearly on the
distance and on the amount of goods, so that the application to some real
cases results limited.
As reported in literature[52] , the location problem can be used to face
the problem in locating a single hub of an airline company; the problem is
thus reduced in finding the optimal location of one centroid by knowing the
amount of goods moved from a fixed networks of airports and limiting the
possible optimal position to a set of possibilities. In this case the functional
can be properly modified in order to take the non linearities into account by
introducing some elasticity coefficients α and β so that the problem can now
be expressed in the form:
min
(X)∈Ω
F(X) :=
M∑
i=1
qαi d
β
i (xi, X) (8.4)
The proposed model is then used to analyze a real study case about the
airline hub for transportation in the far East Asia; the results are reported
in the Figure8.2 in term of level curve of the functional together with the
position of the main hub (in red dot) depending on the values of the elasticity
coefficients.
It is denoted that the optimal results depend highly on the values of
both the coefficients. They are extrapolated by a linear regression of socio-
economic data so that an analytic formulation is not available.
Although multiple hubs can be defined in a Location models, these theo-
ries are not sufficient to simulate the dynamic of a network because a second
layer of transport is missing: the movement across the centroids. In the
present case, the second layer could be directly related to air transportation.
Multi-layer transport, and hubs network can be considered by introducing a
so called routing term that deals with the transportation between the cen-
troids.
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Figure 8.2: Application of the location model into a hub airline problem
8.2 Location-Routing models
Location-routing models widely studied in literature, can be described by
referring to Figure 8.3: into a region, data about masses flows are know on
a set of origin-destination points; the masses are collected into a centroid,
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transported in another one and then moved towards the destination points.
In this case the problem consists in the minimization of a functional com-
posed by two terms as reported in Equation 8.5 in one of the most common
formulations[27] :
min
(X1,X2,...,XN )∈Ω
F := 2(
N∑
i=1
M∑
j=1
WijOijdij(Xi, xj)) +K
N∑
k 6=i
WkiOkidki(Xk, Xi)
(8.5)
Figure 8.3: Location-routing scheme
In equation 8.5, the terms have the following meanings:
1. M is the number of dispacth/delivery nodes;
2. Wij is the amount of mass moved from the j-th node to the i-th cen-
troid and vice-versa (whereas the term Wki is the equivalent mass of
transported good between the i-th and the k-th centroids);
3. Oij is a coefficients that assumes value 1 if the connection (Xi, xj) is
allowed, null otherwise;
4. dij(Xi, xj)is the distance between the points, Xi e xj ;
5. K is a proportionality factor between the first cost term and the second
one.
The first terms is the location costs requested to transport masses from
a point to a centroids and viceversa; the second part of the equation is the
routing terms, related to the transport costs between centroids: when an
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airport network is considered, the location cost deals with the ground trans-
portation necessary to collect the goods into the airports, while the routing
term represents the air transportation costs between two airport.
In the location problems, data on the volume of goods are enough to
define the optimization problem reported in equations 8.4 or 8.3. In the case
of location routing the goods flows between origin and destination are needed
together with some transportation scenarios to define uniquely the problem:
thus a proper Origin-Destination matrix has to be taken into account.
Figure 8.4: Transport scenario
As an example, in Figure 8.4 are reported the main transportation rules
that are usually modeled in the existing Location routing analyses; in par-
ticular three options are possible:
• Single vs multi allocation: in the first case, an origin/destination point
can be connected to a single centroid (scheme A in Figure 8.4); in the
other case, multiple connections are allowed (scheme B).
• Direct or stopping connection: in the first case, the O/D points can be
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directly connected without imposing a routing travel (scheme E).
• Point-to-point or rules of routing: usually, the centroids are connected
all each other in a point to point system. Nevertheless, in some cases
(scheme C) the connection between two particular centroids can be not
longer permitted (e.g. the distance is not in line with the operating
range of the used aircraft).
The different scenarios are included in the optimization problem 8.5 by
means of proper boundary conditions. As an example, the single allocation
system can be simulated by including a set of M equation on the values of
the coefficients Oij so that:
N∑
i=1
Oij = 1 ∀j ∈M
.
8.3 Limitation
Even though the formulation of the location-routing problem is well defined
and lots of resolution algorithms are available in literature, its application to
real cases is limited because of the following drawbacks:
• The Origin-Destination matrix is very difficult to define because of the
poor reliability and availability of the data.
• From the point of view of the computational complexity theory, the
location-routing problem belongs to the class of LP hard problem:thus,
its resolution is not guaranteed when the degrees-of-freedom of the
problem (number N of centroids) increases. As an example, in ref-
erence[27] samples are reported that remark the increase of the compu-
tational cost when the size of the problem increases too. On despite
of its simple formulation, the location-routing problems admit a large
number of local minima at increasing the variables of the problem so
that the use of fast gradients methods is not recommended.
• Due to the computational complexity, some limitations regards also
the cost functional: as reported in Equations 8.5), the dependence of
both the two terms is linear with the distance; moreover Routing and
Location costs differ each other only by an coefficient K.
For this reason the application to real cases, in which air and /or ground
transportation could be not linear dependent, or when the number of centroid
is large, is not easy.
Chapter 9
The Location-Routing asymptotic model
The model proposed in the present study intends to solve partially the limi-
tations due to the computational complexity of Location-Routing problems.
Moreover, some non-linearities will be introduced in the cost functional in
order to extend the application to real study cases.
Even if the computational complexity is strictly related to the nature of
the problem, a different approach based on the asymptotic analysis[15] of the
cost functional is assumed.
The approach here presented, has been developed in the framework of
a collaboration with the Department of Applied Mathemathics where the
mathematical formulation of the asymptotic Location-Routing problem has
been carried out demonstrating the existence of the solution to the problem[17]
When the number N of centroids is large, the optimization problem re-
ported in equations 8.3 and 8.5 can be substituted with an asymptotic anal-
ysis, for N → ∞. An asymptotic analysis provides, instead of the precise
location of the optimal set ΣN , a limit density µ defined over the domain Ω
with a much lighter computational costs. This limit density µ is a measure
of the probability to locate a centroids in the points of the domain.
9.1 Asymptotic Location Problem
The Location Problem can be written in its continuous formulation as follows:
min
{∫
Ω
(
dist(x,Σ)
)p
ρ(x) dx
}
Σ ⊂ Ω, #Σ = N
dist(x,Σ) = min |(x− y)| : y ∈ Σ,
(9.1)
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where a possible non linear dependence of the cost functional has been
taken into account by adding the exponent p to the evaluation of the distance
function.
In the asymptotic analysis, the optimal set ΣN is replaced by the measure
µN
µN =
1
N
N∑
i=1
δxi ,
defined as the limit of the probabilities
µN =
N∑
i=1
miδxi
where δx denotes the Dirac mass at the point x.
According to Γ-convergence theories developed by De Giorgi[31] , the
asymptotic analysis of the problem 9.1 has been performed in recent works[15]
providing the following equivalent expression of the functional of the Problem
9.1:
ACp,dN
−p/d
∫
Ω
ρ(x)(
µ(x)
)p/d dx , (9.2)
expressed in terms of the limit density µ, where Cp,d is a constant depend-
ing on the exponent p and on the dimension d of the problem (e.g d = 2 if the
problem is on a Cartesian plane). Moreover, the definition of the probability
measure implies that the integral over the domain equals the unity:∫
Ω
µ(x) dx = 1
9.2 Asymptotic Location-Routing formulation
Once the resources, spread on Ω with density ρ, have been concentrated at
the centroids Xj , with mass qj each, the goods will travel among airports.
In the present problem, the following assumptions are taken into account:
1. a point-to-point connection occurs between centroids.
2. the flows between two centroids is proportional to the amount of mass
collected in each one.
3. the cost function depends on the transport distance; also in this case, a
non linear dependence is introduced by an exponent q so that the cost
function leads to:
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V (Xj −Xk) = K|Xj −Xk|q
where the coefficient K represents the routing cost per unit of distance.
The assumption 2 in particular, is needed in order to overcome the prob-
lem of defining an Origin-Destination matrix also if it is limiting the appli-
cation to some real cases.
The routing cost Rou can be expressed in the case of #Σ = N as follows:
Rou = B
N∑
j=1
N∑
i=1
mimj |xi − xj |q (9.3)
When the asymptotic analysis is faced, the equation 9.3 turns into a
double integral over the domain Ω, where the unknown probability function
µ appears again:
RouN→∞ = B
∫
Ω
∫
Ω
|x− y|q µ(dx)µ(dy) = B
∫
Ω×Ω
|x− y|q µ⊗ µ(dx, dy),
(9.4)
where the symbol ⊗ represents the tensorial product. Thus, the asymp-
totic analysis of the complete Location-Routing problem is obtained by sum-
ming Equations 9.2 and 9.4:
min
µ∈P(Ω)
Fε(µ) = L(ρ, µ) +Rou(µ) =
= min
{
ε
∫
Ω
ρ(x)(
µ(x)
)p/d dx+ ∫
Ω×Ω
|x− y|q µ⊗ µ(dx, dy)
}
,
(9.5)
where all the coefficients are grouped into ε:
ε = ACp,dN
−2−p/d/K
The existence of the optimal solution has been demonstrated and it is
determined by performing the first derivative of the functional 9.5 as reported
in the next paragraphs.
9.3 The ”main hub” asymptotic formulation
When ε→ 0, the optimal densities µε of problem (9.5) tend to a Dirac mass
δx0 for a suitable point x0 which the optimal densities µε are concentrated in.
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In practical terms, the point x0 could represents the ”main hub”of the airport
network whose the location minimizes the transportation costs between all
the other centroids. It is demonstrated that[32] that the functional can be
scaled by dividing it by its minimum value, given by:
minFε ' ε1/(1+p/d)
Therefore, the scaled functional Gε = Fε(µ)minFε , becomes:
Gε(µ) = ε
(p/d)/(1+p/d)
∫
Ω
ρ(x)(
µ(x)
)p/d dx+ ε−1/(1+p/d) ∫
Ω×Ω
V (x− y) d(µ⊗ µ)
Using the Young’s inequality 1 the problem becomes:
Gε(µ) ≥ C
∫
Ω
ρ1/(1+p/d)
(
V ∗ µ)(p/d)/(1+p/d) dx ,
where C is a constant that can be excluded. Moreover, since the optimal
solution in this case tends to a Dirac mass in the point x0, the optimal main
hub is located in the point that minimizes the functional reported in the
following equation 9.6:
min
x0
H(δx0) =
∫
Ω
(
ρ(x)
)1/(1+p/d)|x− x0|q(p/d)/(1+p/d) dx; (9.6)
It is noted that the equation 9.6 is a general expression of the well known
Torricelli’s problem 2 with suitable exponents.
1the Young’s inequality for products is defined by the following expression:
Xεα + Y ε−β ≥ X
βY α
ααββ
when the condition α+ β = 1 is valid.
2The Fermat-Torricelli problem is a geometric problem defined in the second half of
1600 that can be stated as follows: ”Find the point that minimizes the sum of the distances
between the point and the vertexes of a triangle”
Chapter 10
Numerical samples
In the present chapter a resolution algorithm is presented for both the Location-
Routing model reported in 9.5 and the Main Hub problem defined in Equation
9.6. Consequently, some numerical samples are introduced to evaluate the
efficiency of the asymptotic approach.
10.1 Resolution of the asymptotic location routing prob-
lem
The necessary conditions of optimality for the Location Routing problem 9.5
simply follow by differentiation of the cost functional leading to the following
equation:
ερ
p
d
µ−1−p/d + 2V ∗ µ = λ (10.1)
where the symbol ∗ denotes the convolution operator and λ assumes the
role of a Lagrange multiplier coming from the probability constraint on µ.
Unfortunately,the condition (10.1) doesn’t admit an explicit solution, so we
try to approximate it with a numerical method. More specifically, we ap-
proximated the solution with an iterative calculation. For a given domain
Ω ∈ Rd, we start from the uniform distribution with total mass 1 and then
we define the iteration term according to necessary condition:µ0 = U(Ω)µn+1 = ( ερc+V ∗µn)p/d+1 (10.2)
Here the the density ρ and the coefficient λ will be defined. According
with the condition (10.1), we can deduce that the constant λ has to be pro-
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Figure 10.1: Calculation procedure for the optimal Location Routing problem
portional to ε1/(1+p/d). The iterative procedure has been implemented in
Matlab environment and its scheme is reported in Figure 10.1.
Thus the procedure follows the steps:
1. Define the domain Ω; set the exponents p, q, the coefficient ε; set the
intial probability distribution µ0;
2. Calculate the convolution V ∗ µ;
3. Calculate µn+1;
4. Normalize µn+1;
5. If
(
(µn+1 − µn)/mun+1
)
< err then the procedure ends and µn+1 is te
optimal probability distribution; otherwise, repeat the procedure from
step 2.
10.2 1D numerical samples
The 1D cases are used to investigate the behavior of the function µ varying the
density function ρ for a fixed routing cost V ;also the effects of the variation
of the coefficient  are analyzed. In the one-dimensional case, the domain
is the segment defined by the interval [-1,+1] that is discretized in order to
solve numerically the problem. Consequently, both the functions ρ and µ
are expressed through an array of values in correspondence of the resulting
nodes.
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The first example refers to the case of a linear dependent location cost, a
quadratic exponent of the routing cost q = 2 and an asymmetric distribution
of population over the domain so that the initial conditions can be resumed
as follows:
ρ =
{
2 ∀x ∈ [−1, 0]
1 ∀x ∈ [0,+1] , V = |x− y|
2, p = 1
The results are reported together with the initial population distribution
ρ in the following graph of Figure 10.2 where different values of the coefficient
ε have been considered.
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Figure 10.2: Results of the first simulation (asymmetric population)
In this conditions, about 10 iterations are requested to solve the problem
and the computational time results to be proportional to the number of
point used to discretize the domain; when it is divided into 200 steps, the
calculation time is about 100 sec.
The results for different values of  coefficient show that, as the  decreases,
the limit density µ tends to have a concentration centred on a single point.
At the limit of  → ∞, the density µ becomes a Dirac mass positioned in
the point x0 that minimizes the functional 9.5. The convergence towards
the limit conditions of  → ∞ is slow and it cannot be reached numerically
because the onset of numerical errors below the value of  ' 10−4. Therefore,
the routine can be completed by calculating also the value of the functional
H(δx0) reported in 9.5, and find the point x0 of minimum. In this case,
the minimum of the functional 9.5 can be found by solving directly the first
derivative:
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H(δx0) =
∫ +1
−1
(
√
ρ(x))|x− x0| dx =
=
∫ x0
−1
(
√
2)(x0 − x) dx+
∫ 0
x0
(
√
2)(x− x0) dx+
∫ 1
0
(1)(x− x0) dx
(10.3)
dH(δx0)
dx0
= ... =
d
dx0
(
√
2x20 + (
√
2− 1)x0 + const = 0
x0 =
1
2
√
2
− 1
2
' −0.146
So that the analytic solution equals to the value determined by the nu-
merical procedure that is also reported in the Figure 10.2.
Discontinuities in C0 can be used to model some gaps in the domain or
areas where hubs cannot be located such as sea or mountains: in this case,
the probability measure µ is redistributed over the domain in such the way
the global area always equals to 1, as shown in Figure 10.3 where the green
line occurs when considering a lack between the interval [−0.4 + 0.2] of the
domain while the blue distribution refers to a constant population defined all
over the domain. The initial conditions are defined as follows:
ρ = 1, V = |x− y|2, p = 1
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
X

 
 
=0 [-0.4<X<0.2]
=k
Figure 10.3: Gap on the domain
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The population ρ often can have an uneven distribution among the do-
main, and therefore an adequate function is requested in order to model
correctly this aspect. A first solution can be provided by treating this distri-
bution as a sum of M Gaussian:
ρ(x) =
M∑
j=1
Aje
−Bj |Xj−x|2
where the coefficients Aj ,Bj ,Xj are used to set respectively the height,
the width and the position of the j-th peak.
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Figure 10.4: Population modeled through a sum of Gaussian function
The results reported in Figure 10.4 refer to the case of a population ρ com-
posed by 6 peaks of different position, height, and area of influence (width);
also in this case the simulations have been conducted with two different values
of the coefficient .
The density of probability µ is highly dependent by the value of the used
coefficient; when it is very small we again observe that the probability tend
to be concentrated on the neighbourhoods of the point x0 that in this case it
can be numerically determined:
x0minHδ ' +0.044
As the  decrease, the influence of the routing cost becomes larger on
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despite of the location ones so that the system tends to minimize the airport
distance. The large differences between the solutions remarks the importance
in choosing a value of the coefficient as realistic as possible. Moreover, one can
note that the computational time is not affected by the population function
but only by the used discretization step.
The effective decisional process related to the facilities (the airports) lo-
cation, is done in a post-processing phase: in this way, we can decide how
many airports can be located in a given region, proportionally to the area
limited by the density distribution; for example, the numbers on the X-axis
of Figure 10.4 equals to the airport on each step (of 0.1 large).
10.3 2D numerical samples
The routine has been applied also in the 2-D case, considering a square do-
main in a plane delimited by the vertexes [−1 − 1], [−1 1], [1 1], [1 − 1].
Similarly to the 1D case, a peaks distribution shown in Figure 10.5 is
cosidered as initial populaton. We remember the Gaussian function in the
case of two variables and together with the routing cost function and the
exponent of location p:
ρ(x, y) =
M∑
j=1
Aje
−Bj(|Xj−x|2+|Yj−y|2)
V = |d|0.5 = ( 2√(x2 − x1)2 + (y2 − y1)2)0.5, p = 1
Figure 10.5: 2-D simulation: population ρ
Although the calculation procedure does not change, the computational
time is higher than in the previous 1D cases because of the great number of
points requested to discretize properly the domain: about 2000 seconds are
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needed when the domain is divided into 1600 cells. Nevertheless, it remains
notably lower than the the computational time of the common models of the
Operating Research.
Figure 10.6: 2-D simulation: result
The result in Figure 10.6 shows that the probability density follows the
shape of the initial population ρ(x, y) (we can note that the exponent q = 0.5
determines the minor importance of the routing costs on despite of location
ones) the point of maxima can be observed near the central peaks where the
effects of both the location and routing terms are summed.
When the population distribution becomes irregular, the position x0 of
the ”main hub” cannot be estimated immediately but the Functional 9.6 can
be easily computed and its minimum can be determined. For the same 2-D
case, the values of the Functional are shown in Figure 10.7 whereas the point
of minimum is depicted in the right part of the same figure together with the
level curves of the population ρ.
It is explicitly denoted that in the described example, the euclidean con-
cept has been introduced to evaluate the distance between the two points
in the plane domain. The Location Routing asymptotic model reported in
Equation 9.5, has been developed in such a way that the distance d assumes
a more general meaning of a metrics associated to the set of points X. Thus,
the necessary conditions for the applicability of the model in Eq. 9.5, is that
the couple X, d constitutes a metric space. As a practical consequence, the
model can be applied also when the domain cannot be defined on a Carte-
sian space as for example the case of locating some points on a sphere. This
last problem is faced when the domain of the problem is associated to a
geographical area.
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Figure 10.7: 2-D main hub result
Chapter 11
Airfreight flows modeling
A practical application of the Location Routing model is described in the
present chapter. In particular, two main problems have to be investigated
when Location Routing problems are applied to the study of a real case:
• Routing function and location one, identify airfreight costs and ground
transport costs respectively; the dependence of air costs on the flight
distance have to be investigated;
• The density function reflects the spatial distribution of the airfreight
demand.
In other terms, we need to find likely values for the coefficient ε and, most
important, the exponent q in Eq. (10.1).
Moreover, the problem is applied to a geographical area so that the hy-
pothesis of Euclidean domain cannot be longer valid. In the last section,
some tests cases are described in order to prove the validity of the proposed
model; the tests cases regards study of the freight airport network in the U.S.
and over the Europe respectively.
11.1 The metric space of a geographical area
The geographical area can be assumed as a portion of the surface of the
Earth, reduced to a sphere where the radius Rearth is known. Thus, a generic
point is described by the its latitude and longitude,λg, φg respectively.
Many projection systems are available in literature in order to report a
geographical area in a Cartesian domain by using a coordinate transformation
p (λg, φg)→ (xg, yg). The limitations of these transformation is that it is not
possible to ensure the properties of equivalence and equidistance at the same
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Figure 11.1: Definition of the great circle distance
time. In other terms, when a geographical area is reported in a Cartesian
plane, its surface is modified as far as the distance between two generic points.
For this reason, it is more convenient face the location routing problem in
the spherical surface and then report the solution on the plane only for the
visualization of the results.
A metric has to be associated to the spherical space in order to introduce
the most proper distance since several definitions are available in literature.
In the present case, the orthodromic (named also great circle distance) can be
used. The great circle distance defines the shortest path between two point
as depicted in Figure 11.1.
The orthodromic between two point AandB can be interpreted as the
arc of the great circle passing through the two points themselves and the
center of the sphere. The distance can be evaluated by using the formula
11.1:
∆σ = arctan
(√
(cosφ2 sin ∆λ)2 + (cosφ1 sinφ2 − sinφ1 cosφ2 cos ∆λ)2
sinφ1 sinφ2 + cosφ1 cosφ2 cos ∆λ
)
(11.1)
11.2 Modeling the airfreight demand
When the airfreight flows are analyzed, the intial population function ρ deals
with the so called airfreight demand. The definition of the parameters affect-
ing the airfreight demand, results very difficult; in addition, all the models
available in literature are highly affected by the economies of scale and the
geographical region on which the air transport is operated. In the present
study, we assume that the airfreight demand depends on some socio-economic
parameters in a likely linear regression as proposed in[38] :
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ln(AF ) = C0 +C1PC+C2TSE+C3TSL+C4MD+C5HT with R
2 = 0.81
(11.2)
where
• C0, .., C5: coefficients depending on the economies of scale;
• AF : volume of airfreight demand (TON);
• PC: per capita personal income ($1,000);
• TSE: traffic shadow effect. In first approximation, this parameter will
not considered in order to avoid any iterative process also for the input
data;
• TSL: transportation-shipping-logistics employment market share (%);
• MD:# of medical diagnostic establishments;
• HT : average high-tech employee wage ($1,000);
One can note that an airport has a relatively small catchment region
(cities or districts), so that on the ”ground side”, the airfreight demand has
influence on a very small area on despite of the worldwide dimension of the
air transport. For this reason the airfreight function must to be refined also
if the domain is very large and, consequently, the required discretization step
has to be small.
In this contest, the socio-economic data appearing in (11.2) are extrap-
olated at a regional level from common statistical reports (National Bureau
for USA[12] or Eurostat for E.U.[13]). As an example, economic data are pro-
vided over the U.S. territory for the so called Metropolitan Statistical Area
(see Figure 11.2) whereas the Europe can be divided into nomenclature des
unites territoriales statistiques, tipologie 2 or NUTS2 areas equivalent to
regions (Figure 11.3).
Therefore, the following steps are required to determine the airfreight
demand function:
1. Define the domain dividing it into regions according to the classification
provided from statistical reports[12][13] .
2. Determine the centroids position of each region where the statistical
data are extrapolated on: they are reported in blue dots in Figures
11.2 and 11.3.
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Figure 11.2: Metropolitan Statistical Area over the US territory
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Figure 11.3: NUT-S2 areas over the EU territory
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3. For each point, calculate the airfreight demand AF accordingly to the
Equation 11.2.
4. Determine the airfreight demand function assuming that is composed
by a sum of 2D Gaussian curves, following the relation 11.3:
ρ(lat, lon) =
n∑
i=1
AFie˙
− 1
POPi
[(lon−loni)2+(lat−lati)2] (11.3)
where POP indicate the number of people living in the considered
statistical area (in this way the area of influence results proportional to
the population).
In Figures 11.5 and 11.4, the contour of the airfreight demand is reported
for the two test cases. It can be denoted that, as expected, its distribution
over the domain is strongly uneven.
Figure 11.4: Airfreight demand over the EU
11.3 Modeling the ground and the air costs
A function to model the operating cost is very difficult to obtain, especially in
the case of airfreight, because most of costs depends strongly by the economies
of scale in which the company operates, commercial accordances, kind of
operations done (all cargo transport, mixed with passenger transport etc...).
In this case, the dependence on the flight distance must be explicit and it
also must fit the function V (d) in the global problem (9.5).
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Figure 11.5: Airfreight demand over the US
Previous studies about data collection of existing freighter fleet ([37] and[35])
give a statistical regression of the Direct Operative Cost per Available Tonne
Distance, or cost/ATM which is a common unit of measure for the air trans-
port costs. In Figure 11.6, the results are compared together with a third
costs function in green line: this model is determined by assuming that the
dependence on the flown distance is proportional to the consumed fuel and
it is based on the Breguet formula (green line):
Cost(d) ∝ 1− e
d SFC
η Ecr
pay(d) d
(11.4)
Even though some results differ notably between each other, a general
behaviour can be denoted: unit costs decrease as the flight length increases
because the aircraft cannot be considered a constant mass vector (fuel rep-
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Figure 11.6: Comparison with different airfreight cost models
resents about 30% of the total take-off weight) so that the fuel consumption
tend to decrease when the aircraft is lightening. Curves in Figure 11.6 present
a similar shape, differing only by a coefficient. For this reason, the exponent
q is generally <0 if the costs are expressed per unit of mass transported and
per unit of length flown. When cost are expressed in term of $/unit of pay-
load, we can set the exponent 0 < q < 1 and from the above cited statistical
regression, we can set q ' 0.7. On the other side the location costs are re-
lated to the ground transportation. In literature[39] it it is widely assumed
that this cost depends linearly on the transportation distance, so that the
exponent q can be posed equal to the unity p = 1.
11.4 Results
Since the airfreight demand function is defined and the costs terms are cali-
brated, the resolution algorithms reported in 10.1 can be now applied. Figure
11.7, shows the levels curve of the probability measure µ resulting by the
analysis over the US domain where the coefficient ε has been posed equal to
1.
In the same figure also the existing major 10 freight airports are depicted
with black crosses. The probability has an uneven distribution over the do-
main with some peaks. The Location of the local maxima is in correspondence
of the major freight airports; moreover, the global maxima is located in cor-
respondence of the Memphis airport that is the busiest freight airport in the
US today; this result is also important because the Memphis airport is used
as main hub by some freight companies after some studies based on location
theories developed during the ’70. The correspondence demonstrates the re-
liability and the effectiveness of the proposed model. The main hub problem
has been also applied for this case and in Figure 11.8 the level curves of
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Figure 11.7: Level curves for µ US study case
the functional of Equation 9.6, together with the position of the point of
minimum x0.
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Figure 11.8: Level curves for the main hub, US study case
Once again, the point of minimum results very close to the global minima
found in the Location Routing problem, consisting in the Memphis airport.
The results of the second analysis over the Europe is reported in figure
11.9.
Even if the airfreight demand is concentrated in the central area, also in
this case the resulting probability distribution presents many peaks with local
maxima that are in correspondence of the existing major freight airports. If
compared with the US case, the probability function is more concentrated in
the central part of the geographical domain because of the shape of the initial
airfreight demand. As a consequence, also the main hub analysis results in a
more regular functional with minimum close to the center of the domain (see
Figure 11.10).
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Chapter 12
Conclusions
The present work deals with different problems connected with the definition
of an efficient airfreight system: the study is oriented toward the reduction of
operating flight costs by proposing new analysis methodologies. The study
regards both the definition of an airport network and the design of innovative
very large aircraft.
A very large freighter having a PrandtlPlane wing configuration is de-
signed; the preliminary design is centered on an aerodynamic optimization in
order to evaluate a set of feasible configuration together with the optimum
wing plan-forms that minimizes the lift-to-drag ratio. Proper constraints
have been considered deriving mainly from flight mechanics and structural
requirements; in particular, the wing loading, deriving from both low peed
and from structural aspects, appears the most significant parameter which
affects the wing plan-form.
Initial results indicate that, for very large aircraft, the constraints of lon-
gitudinal stability and maximum wing loading on the front wing, are pre-
dominant and they affect notably the solution; in general, a feasible solution
is very difficult to be found.
When a third auxiliary wing is introduced, both the objective function
and the constraints evaluation show evident benefits and a feasible config-
uration can be determined. The auxiliary wing has the aim to relax the
constraints on the main wing system and its importance becomes relevant
especially when the maximum wing loading is set (W/S)max ≤ 650 [kg/m2].
The structures of the lateral bulkheads are introduced through a penalty
function depending on its length; several analyses are performed to evaluate
the influence of the penalty function on the solution at varying the weight-
ing coefficient Kbulk. No evident correlation is found between this parameter
and the aerodynamic efficiency whereas the length of the bulkheads can be
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reduced by imposing a coefficient Kbulk = 0.8.
Other sensitivity analyses remark that the solutions depend significantly
on the constraints on the maximum wingspan whereas a lower sensitivity is
observed at varying the non dimensional ration (h/b). Finally a set of feasible
configuration is determined.
Low Speed and flight dynamics analyses are performed after the opti-
mization procedure and preliminary model has been used to size both the
high lift devices and the control surfaces.
The auxiliary wing is necessary to meet low speed conditions for the
PrandtlPlane freighter. The auxiliary wing works as an elevator that guar-
antees the trim condition during landing. At the same time the elevators
need to be very efficient, then the auxiliary wing has to be positioned as fur-
ther as possible from the center of gravity: in fact, when the auxiliary wing
is positioned between the front wing and the rear wing, the configuration
hardly fulfill the low speed condition.
The flight dynamics analyses remarks the problem to size properly the
control surface and especially the aileron are critic. The rolling rate is not
sufficient and the aileron length has to be increased on despite of the high
lift devices. At the same time, the dutch roll response can be critic in some
flight conditions.
Some experimental activities has been conducted on a PrandtlPlane con-
figuration in the framework of the IDINTOS project. These experimental
activities have been also used to evaluate the reliability of the Vortex Lattice
Method adopted for the aerodynamic analysis. The results remark some lim-
itations of the procedure at determining the absolute values of the drag force
and the trim conditions; a correction procedure is then applied to the esti-
mation of the total drag. On the other side, the force derivatives carried out
from the VLM are in good accordance with the experimental measurement,
guaranteeing that the methodologies adopted for estimation of stability and
flight dynamics are reliable.
The definition of the airports network is based on a novel approach to
a location-routing problem, with the aim at minimizing a proper transport
costs functional. The proposed model intends to solve the limitations con-
nected to the heavy computational costs of the existing models: in addition,
the costs connected to the air transportation are taken into account as a
nonlinear function extending the applicability of the model to several real
cases. The asymptotic approach gives a measure of probability to locate an
airport within the domain and it tends to be effective when the number N of
airports (and thus the dimension of the problem) increases. As a drawbacks,
the proposed approach doesn’t give a direct location of the airport and the
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positioning of the centroids can be done in a post-processing phase. The test
cases confirm the effectiveness of the model when reliable information on the
airfreight demand are known.
Future developments
The models here developed and presented, are general and can be applied to
several aircraft classes. The design is preliminary and resulting from a com-
promise between computational speed and reliability of the results: therefore
higher order analyses are requested to confirm the results and to investigate
flight condition near the stall.
The biggest limitation of the proposed model is represented by lack of
an effective structural analysis of the wing configuration. This can result in
inappropriate results on the total weight and on the calculation of the inertia
component. Therefore, e proper preliminary methodology has to be adopted
to evaluate the loads and to have a first sizing of the main structural parts.
The asymptotic analysis of the airfreight flows represents a efficient instru-
ment to define a first airport network. Also in this case some limitation exist
mainly because of the assumptions needed to define and solve the location
routing problem; in fact a particular rule of transport is considered (point-
to-point) and also the flows is assumed to be proportional to the airfreight
demand between the origin and the destination point; this last hypothesis
can be not valid in general resulting in the so-called non symmetric Origin
Destination matrix ; therefore the model could be improved in order to take
the possibility into account.
In addition, the Location Routing problem deals with the resolution of an
optimization problem where costs are related to the technology of the means
of transport and it has been demonstrated that costs are in general non linear
with the distance in case of air transportation. Other constraints could be
applied to the optimization problem, related as an example to the operation
requirements of the used aircraft (e.g. maximum range); when these aspects
are added to the problem, the proposed resolution can be no longer valid so
different approaches need to be further developed.
Appendix
Appendix A
AEROSTATE structure
The AEROSTATE general structure is reported in Fig. A.1 and Fig. A.2
shows the meaning of the most important blocks.
The functions are described below.
mainNEW.m It is the main script from which the program AEROSTATE
is launched. The user is able to interact with an interface to define
equality linear and inequality nonlinear constraints (both geometric
and aerodynamic constraints). This script begins and launches the
preproc.m function, in which the preprocessor activities analyze the
initial configuration (set by the user) from geometric and aerodynamic
point of view. At the end of the preprocessing phase, the software
has generated a geometry that satisfies all the geometric boundaries
and aerodynamic data are available. After the preprocessing phase,
the optimization phase starts. First of all, equality linear and inequal-
ity nonlinear constraints are defined through loading of some suitable
files. Afterwards, the software saves geo, res and Xmemo variables in
directory RISULTATI; these variables represent geometry and aero-
dynamic data of the preliminary configuration. The script goes on and
launches the obj.m function, in which the objective function is defined.
Subsequently, confun.m function is recalled to build the constraint vec-
tor c and the disegnaALA.m function is executed to plot an airplane
sketch. The next step is to execute the gradient optimization. First of
all, the software sets the properties for the algorithm used by the local
solver, calling the optimoptions.m function, with SQP algorithm and
the fmincon.m function; moreover, the tolerance for constraint viola-
tion is set to 0,01 and outfunNEW.m function is used to represent the
behaviour of the optimization process. Secondly, optimize.m function
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is launched, specifying the main properties for global algorithm:
R =
ub− lb
2
(Radius of the sphere)
K = 5 (number of sample in the sphere of radius R)
MaxNoImp = 2K
(A.1)
where MaxNoImp is the number of times that are accepted without
finding a smaller minimum. This script ends with a post-processing
phase which is gotten by calling the post pro.m function and POST.m
script: in this phase all geometric and aerodynamic features of the
configurations obtained during the optimization process are saved in
.mat and .avl files.
preproc.m This script begins with an user interface whereby some main fea-
tures (analysis name, starting geometry input file name) are defined;
moreover, the script adds on all the bulk geometry features. Prelimi-
narily, it introduces some main aerodynamic parameters (eq. A.2) and
a fuselage description (eq. A.3):
W = 565000Kg (design weight)
MTOW = 624800Kg (maximum take off weight)
hAV = 6000m (high speed height)
Mach = 0.65
(A.2)
Lfus = 74m
Dfus = 4.08 ∗ 2m
Swet = 3.14DfusLfus 0.9
Q = 1.4 (interference factor, by Raymer)
(A.3)
The next step is to calculate the Reynolds’ number for each bay of the
aircraft wing, by launching Re.m function. Moreover, the starting ge-
ometry input file is loaded and the boundaries are visualized on MAT-
LAB Command Window. Before proceeding with the aerodynamic
calculation, the initial geometry is corrected by using the geometric
boundaries and the center of gravity is calculated with the function
CGnew.m. Then, the aerodynamic computation is obtained by launch-
ing the computeAVBV.m function. At the end the geometry is set and
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it satisfies all the geometric boundaries and all the aerodynamic data
are available.
Re.m This function computes the Reynolds’ number for each bay of the
aircraft wing, using the formula:
Re = VHScos
2(Λ)
mac
ν
(A.4)
where VHS is the design speed, Λ is the sweep angle at the 25% of
the chord, mac is the main aerodynamic chord and ν is the kinematic
viscosity.
geo2X.m It is a function that converts the structured variable geo, in a
vector X that contains all the features of the configuration.
X2geo It is a function that converts the vector X, in a structured variable
geo that contains all the features of the configuration.
geo connect.m This function computes all the principal parameters of the
wings.
geo connectadd.m It is a function that adds the bulk geometric character-
istics to the variable geo of the configuration.
CGnew.m This function calculates the position of center of gravity, con-
sidering a square meter model to compute the weight of all the lifting
surfaces. First of all, some typical vertical tail geometric parameters
are introduced; moreover the surface densities are defined:
ρalaant = ρalapost = ρV T = 95 kg/m
2
ρbulk = 90 kg/m
2
(A.5)
Secondly the fuselage peculiarities are introduced:
Mfus = 58000 kg
CGfus = 40m
Mpayload = 250000 kg
CGpay = 36, 2m
Mlgpost = 30000 kg
CGlgpost = 50m
(A.6)
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The nose wheel mass and engines masses are not considered in this
calculation. In this script, the wings centers of gravity are calculated
by using the CGbay.m function.
CGbay.m This function computes the wings center of gravity positions,
assuming constant the mass density.
computeAVBV.m First of all, this function has got the peculiarities of
setting all the aerodynamic parameters which are necessary to launch
the aerodynamic computation with AVL software. Secondly, the AVL
file input is built by using scrivi geo.m function; then, the function
calcolaAV.m is launched, so the aerodynamic calculation is made and
all results are read. The next step is represented by the computation
of the moment coefficient:
Mtot = Mwing +Mfus
Mfus = 0
Cref =
c1S1 + c2S2
Sreftot
Cmtot =
Mtot
qSrefcref
(A.7)
The longitudinal position of the center of pressure is calculated by a mo-
ment equilibrium of the entire generalized forces agent on the aircraft.
The Margin of stability is computed by using the rearmost position of
the center of gravity.
MS =
XPN −XCGref
cref
(A.8)
At least, the drag aerodynamic coefficient CD0 is calculated by esti-
mating the Reynolds number both for wings and bulk then the polare.m
function is launched. It is noted that the Mach number does not influ-
ence the calculation (it is set to Mach = 0.3). The drag coefficients are
obtained from the formulas:
CD0wing =
(Cdairfoil1 chord1 + Cdairfoil2 chord2) span
Sreftot
CD0bulk =
(Cdairfoil1 chord1 + Cdairfoil2 chord2) span
Sreftot
(A.9)
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As far as the fuselage drag coefficient is obtained with the following
assumption:
Reynoldsfus =
V Lfus
ν
Cf =
0.455
log(Reynoldsfus)2.58
(shape coefficient)
f =
Lfus
Dfus
FF = 1 +
60
f3
+
f
400
Sfus = piDfusLfus0.9 (estimated fuselage surface)
Q = 1.4 (interference factor)
CD0fus = QCf FF
Sfus
Sref
CD0tot =
K∑
i=1
CD0i
(A.10)
scrivi geo.m This function builds the input file for AVL v3.3.5 software.
calcolaAV.m This function builds the file with the operation that AVL
must perform. Moreover, this script launches AVL software with the
purpose to execute the aerodynamic calculation.
leggi res.m This function reads the results given by AVL.
polare.m This function uses the polar curve of a profile to calculate the
coefficient of viscous drag, in correspondence of a required CL. It is
obtained by using a cubic interpolation of the profile data and without
considering the compressibility effect.
obj.m It is a script in which the objective function is defined.
confun.m It is a function where the constraint vector is built starting from
geometric and aerodynamic parameters of the current configuration.
Moreover, this configuration is loaded by the temporary data, previ-
ously saved in the folder AEROSTATE\RISULTATI.
disegnaALA.m This function executes a sketch of the considered aircraft.
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outfunNEW.m It is a function that produces some graphical representa-
tions in which the behaviour of the optimization process is shown. The
trends of the objective function Fval and max constraint value are rep-
resented. In Fig. A.3 and in Fig. A.4, an example of these output
graphics is shown.
Figure A.3: outfunNEW.m output graphics.
optimize.m This function has got the aim to set all the required parameter
to run the solver of type LOCSMOOTH. The main parameters are:
R =
ub− lb
2
(Radius of the sphere)
K = 5 (number of sample in the sphere of radius R)
MaxNoImp = 2K
(A.11)
Then, the LocSmoothenew.m function is launched.
LocSmoothnew.m This function has got the aim to manage the global
optimization algorithm that is the LOCSMOOTH Algorithm type. This
Algorithm is realized in this function by an Initialization phase and next
steps:
Initialization phase: First of all, a reference configuration x0 is consid-
ered; furthermore, other parameters are introduced, which are: R, K,
and MaxNoImp. Then an uniform random sample point x is chosen
in a sphere S(x0, R) and calling the optimizeSphere.m function, a local
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Figure A.4: outfunNEW.m output graphic.
point of minimum x∗ is obtained; hence current = record = f(x∗) is
set. Secondly the steps procedure is described below.
STEP 1 NoImp < MaxNoImp, i is set to 0; else, the optimization process
is ended.
STEP 2 If i < K and record ≤ current, i = i + 1 and an uniformly
random point yi is sampled inside the sphere S(x
∗, R) by calling
the spheresamp.m function; moreover, a local point of minimum
y∗i is computed by calling the optimizeSphere.m function. It is
posed current = f(y∗).
STEP 3 If current < record then a new record has been found and record=current
is posed; moreover, the center of the sphere is changed S(y∗, R).
Else, NoImp = NoImp + K is set and the smoothed function
is built using the stored local minima y∗i . Then, xˆ, the mini-
mum of the smoothed function, is found by calling the optimize-
SphereG.m function. Furthermore, the local minimum y∗ is ob-
tained starting from xˆ, launching optimizeSphere.m function and
setting current = f(y∗).
STEP 4 If current < record, a new record has been found. Therefore,
record=current is set and the sphere is moved in y∗i position (x
∗ =
y∗i ): S(y
∗
i , R). The parameter NoImp is set equal to zero. Instead,
x∗ = xˆ, go to STEP1.
This global optimization process is shown in Fig. A.5.
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sphersamp.m This function generates a random configuration x in a sphere
S(x0, R), respecting the geometric boundaries, where x0 is the starting
point and R is the radius.
optimizeSphere.m It is a script in which the local minimum of a specific
function is obtained from a starting point x0, minimizing a quadratic
model of the problem. In particular, the local algorithm is SQP type
and the fmincon.m function is called.
optimizeSphereG.m This function computes the point of minimum xˆ of
the smoothed function, starting from the configuration x0 and using
the SQP algorithm (the fmincon.m function is launched).
post pro.m First of all, in this function all the geometric parameters of a
configuration x are obtained, launching X2geo.m, geo connect.m and
geo connencadd.m functions. Moreover, all the aerodynamic parame-
ters are calculated by calling computeAVBV.m function. Secondly, the
constraint vector is computed by the confun.m function and the value
of the objective function is determined by using the obj.m function;
in this way, the software is able to plot a sketch of the configuration
containing the main parameters of it, just calling disegnaALA.m func-
tion. Finally, the geometric input file for AVL software is written by
launching the scrivi geo.m function.
POST.m This is a script in which the post processor is done. For each
configuration, the post pro.m function is called. Then, all the configu-
rations are plotted and all the data are saved into the folder:
\AEROSTATE\out\job name analisys.
Appendix B
High lift devices: computation of the
maximum lift coefficient
In this chapter some of the considered hight lift devices are discussed and the
calculation of the produced increase of lift coefficient is presented.
B.1 Trailing edge flaps
The main effects of trailing edge flap deflection are shown in Fig. B.1. The
relationship between the airfoil lifting coefficient (cl) and the angle of attack
α is linear, even with flaps extended; however, the slope of the curve changes
(clα becomes c
′
lα) and cl0 (the lifting coefficient at null angle of attack) is
increased by ∆cl0. Also the maximum lifting coefficient (clmax) is increased by
∆clmax. The most remarkable disadvantage, occurring by the flaps deflection,
is that the stall angle of attack decreases (refer to Fig. B.1).
Firstly, it is necessary to evaluate ∆cl0, because it directly affects the
∆clmax, that is the key value for the low speed procedure. Instead, in the
same procedure, it is not considered the lift curve slope modification, so we
assume clα = 2pi for the airfoil.
The flap efficiency is an important parameter and it gauges how the flap
deflection (δf = δ) affects the lift coefficient (defined by eq. B.1).
clδ =
(∂cl
∂δ
)
α
(B.1)
Another significant parameter is the rate of change of the zero-lift angle
of attack with flap deflection, defined by eq. B.2.
∂α
∂δ
= αδ =
(clδ)α
(clα)δ
(B.2)
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Figure B.1: Flap deflection effects on the lift curve.
According to the Glauert linearised theory, αδ is given by eq. B.3), where
θf is computed in eq. B.4 (refer to Fig. B.2).
αδ = 1− θf − sin(θf )
pi
(B.3)
θf = cos
−1(2
cf
c
− 1) (B.4)
Then, the gain of the ∆cl0 can be computed as follows:
Figure B.2: Parameters definition for flaps deflection.
∆cl0 = (clδ)αδf = clααδδf (B.5)
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Eq. B.5 can not be used directly, because actually large flap deflections
imply that the linearised theory is not still completely valid and the viscosity
of the flow becomes a dominant parameter in the separation phenomenon
(the separation starts at 10 − 15 degrees for a plain flaps and at 20 − 35
degrees for a slotted flap, depending upon the design details). So, all these
effects can be taken into account by considering an efficiency parameter (ηδ):
higher is the flap deflection, lower is ηδ (it can even go down to 0.5 if the flap
deflection about 40 degrees or more). The new value of ∆cl0 is given by eq.
B.6.
∆cl0 = ηδclααδδf (B.6)
The value of ηδ is provided by
[51] with reference to empirical data. The choice
of the flap kind for the PrandtlPlane R© is not unique and it needs to be dis-
cussed for every configuration analysed: once the low speed constraint has
been fulfilled, the leading criterion is to set as cheaper as possible high lift
devices. Plain flaps, single slotted flaps, fowler flaps and double slotted flaps
(ranked according increasing cost) have been considered and they are briefly
described.
Plain flap
The plain flap is the simplest device to install but it is very sensitive to
the boundary layer at the knuckle. Thus, the percentage of the flapped chord
(cf/c) is a fundamental parameter. It has to be noticed that the gap between
the flap and the other part of the airfoil has to be sealed. Refer to Fig. B.3
and to Fig. B.4 to have an overview on the simple kinematics and on the
plain flap efficiency.
Figure B.3: Plain flap.
Single Slotted flap and fowler flap
The lifting coefficient is not affected by the boundary layer of the original
airfoil but it depends on the new boundary layer due to the flap deflection;
indeed, the efficiency of a single slotted flap (refer to Fig. B.5) is heavily
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Figure B.4: Plain flap efficiency.
influenced by the flap and the slot geometry. Thus, a single slotted flap
needs to have an optimized shape. Often the single slotted flap is supported
by means a fixed hinge in order to simplify the structure: in this case the
efficiency is sensitive to the hinge location.
Figure B.5: Single slotted flap.
Aerodynamically, the fowler flap (refer to Fig. B.6) acts as a single slotted
flap; the main difference is the increased chord extension. Furthermore, for
angles of 30−35 degrees, the fowler flap has a better efficiency than the single
slotted flap, as it is shown in Fig. B.7.
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Figure B.6: Fowler flap.
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Figure B.7: Single slotted flap and Fowler flap efficiency.
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Double slotted flap
Double slotted flap is more complicated than single slotted flap and it is used
to have an efficient trailing edge device also with high deflections (40 degrees
or more). The double slotted flap can be considered as a single slotted flap
with a turning vane in the slot to recover the flow turning effectiveness. The
two main categories are the double slotted flap with fixed vane (Fig. B.8)
and with variable geometry (Fig. B.9).
Figure B.8: Double slotted flap with fixed vane.
Figure B.9: Double slotted flap with variable geometry.
The efficiency for the double slotted flap is reported in Fig. B.10. The dif-
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ference between a fixed vane and a variable geometry flap is not the efficiency
but the chord extension, as it will be explained later on.
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Figure B.10: Double slotted flap efficiency.
By using a single slotted flap, a fowler flap or a double slotted flap, the
chord increases; hence, this leads to another beneficial aspect because ∆cl0
can increase and this fact is related to an increasing ∆clmax, as it will be
explained. Let us call c′ the extended chord and c′l the lift coefficient relative
to c′. The following relation exists:
cl = c
′
l
(c′
c
)
(B.7)
It is assumed that the lift coefficient at null angle of attack for the clean
configuration is the same; thus cl0 = c
′
l0. When flaps are deflected eq. B.8
holds and, by rearranging its members, eq. B.9 is obtained.
(cl0 + ∆cl0) = (c
′
l0 + ∆c
′
l0)
(c′
c
)
(B.8)
∆cl0 = ∆c
′
l0
(c′
c
)
+ cl0
(c′
c
− 1
)
(B.9)
In the latter equation the value of ∆c′l0 is computed according to eq. B.6,
but the new value of the chord (c′) has to be considered to compute α′δ.
Then, the value of the parameter c′/c is very important because it affects
the flaps design, but in a preliminary design process it is unknown. In this
case the graph of Fig. B.11 can be used, where ∆c = c′ − c: this graph is
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very general and it summarizes informations for single slotted flaps, fowler
flaps and double slotted flaps.
Figure B.11: Chord extension.
The double slotted flap with fixed vane has a maximum useful deflection
up to 50 − 55 degrees and its effects, in terms of ∆cl0 and of ∆clmax, can
be computed as if it were a single slotted flap, using the correct value of
ηδ. The double slotted flap with variable geometry has to be considered in
a different way: the flap is composed of a forward flap and a backward flap;
typically, the forward flap is deflected at a maximum angle of 30 degrees,
while the backward flap is deflected about 30 − 40 degrees relative to the
forward flap. Thus, the total lift increment at zero angle of attack is given
by two contributions (refer to eq. B.10).
∆cl0 = ∆1cl0 + ∆2cl0 (B.10)
Each contribution of eq. B.10 can be computed by using the formula B.6.
The flow conditions at the maximum lift coefficient depend on the viscous
effects, so the prediction of the ∆clmax is based on empirical methods. For
airfoil sections with sharp noses the stall is determined by the flow conditions
near the nose, and ∆clmax can be computed by the thin airfoil theory. In
the present case, the airfoil is thick, so it displays a separation associated
with the pressure gradient at the rear part of the airfoil. In this situation
the trailing edge stall can be delayed by deflection of an effective trailing
edge flap. The parameter that controls this phenomenon is the leading edge
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sharpness parameter, ∆y, defined as follows:
∆y
c
=
y6% − y0.15%
c
∗ 100% (B.11)
For ∆y up to 1.2 − 1.5%, the maximum lift is associated with the leading
edge stall: there is a long bubble on the airfoil. For larger values of ∆y, clmax
increases proportionally with ∆y; there is a short bubble on the airfoil up to
a point (a certain value of ∆y) where trailing edge stall begins to dominate.
Consider now an airfoil with a trailing edge stall (as the NACA 642415) when
the flap is retracted. It has been shown that small flap deflections clean up
the flow near the trailing edge in such a way that the resulting maximum lift
increment is of the same order of magnitude as the lift increment at small
angles of attack. At a certain flap angle the load induced by the airfoil nose
will increase up to a point at which leading edge stall will occur first. Then
the criterion to predict the maximum lifting coefficient for considered flap
(but not for the split flap) is simply the following: compute the maximum
lift coefficient (it is based on the extended chord) using eq. B.12, where Rc is
the Reynolds number based on the original chord length, and eq. B.13. Take
the minimum of them.
c′lmax = 0.533∆y
( Rc
3 ∗ 106
)0.08
+ 0.5(cl0 + ∆c
′
l0) (B.12)
c′lmax = (clmax)δ=0 + ∆c
′
l0 (B.13)
Convert the selected value to the not extended chord by using eq. B.14.
clmax =
(c′
c
)
c′lmax (B.14)
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