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Relationships between a mathematical measurement model and its real-world applications are discussed. A distinction is made between large data matrices commonly found in educational measurement and smaller matrices found in attitude and personality measurement. Nonparametric methods are evaluated for estimating item response functions and (unconditional and conditional) inter-item covariances. In 1971, when I left mathematics and entered the social and behavioral sciences, I needed to learn about scale construction and test theory. My first source was the monograph "A Theory and Procedure of Scale Analysis" (Mokken, 1971) . The process of scale construction and scale evaluation, with its interplay between substantive and statistical aspects, still fascinates me thirty years later. Psychometric tools have become far more refined, powerful, applicable, and elegant; item response theory (IRT) has gained widespread popularity. There remains a gap, however, between the organized world of a mathematical measurement model and the messy world of real people reacting to a real set of items.
During test construction, quality aspects (validity, accuracy, uniformity, ease of interpretation, convenience of application) do not always point in the same direction. Construction of a satisfactory scale, then, means finding a compromise between conflicting demands. IRT offers a framework for this delicate process. Nonparametric IRT (NIRT; Mokken, 1971; Sijtsma, 1998 Sijtsma, , 2001 Stout, 1987) might be particularly useful, because it has grown into a wide class of methods based on mild model assumptions.
Junker & Sijtsma (2001a) gave three reasons for the usefulness of NIRT models: 1. To provide a deeper understanding of what parametric IRT models do. 2. To offer a more flexible framework for applications in which a family of parametric models fits poorly. 3. To provide easy-to-use procedures for data with much smaller numbers of items and persons than are used in large-scale testing. In their Dutch school, Mokken (1971) , Molenaar (1991) , Sijtsma (1998) , and their students often applied NIRT to attitude and personality trait measurement. Inspired by Reason 3, they preferred working with simple global measures, such as item popularities or Loevinger's (1948) H , which is both the rescaled number of Guttman errors and the rescaled inter-item correlation. Researchers in the United States and Canada (e.g., Bolt, 2001; Douglas & Cohen, 2001; Habing, 2001; Junker, 2001; Ramsay, 1991 Ramsay, , 1993 Stout, 1987 Stout, , 1990 , more inspired by Reasons 1 and 2, primarily applied NIRT to ability and achievement measurement. They often had enough information to Special NIRT sessions of the Psychometric Society in Leiden in 1995 and in Lueneburg in 1999 illustrate a growing awareness that the two NIRT schools have much common ground. This Special Issue demonstrates the shared interest of determining how useful latent trait theory can be when it assumes only monotonicity of IRFs, without forcing them to be logistic or normal ogives. This is a challenge for large data matrices, but even more of a challenge for small matrices in which too much refinement causes instability.
IRF Estimation
By definition, the IRF is unobservable. Its estimation requires smoothing away the noise without biasing the signal. Graphs of item-test regressions used by Lord & Novick (1968) were based on the answers to items from an 89-item vocabulary test and a 59-item mathematics test by 103,275 examinees. The large number of examinees made it possible to produce reliable estimates of the proportion correct per item for each score group (the few groups with less than 50 persons were omitted). It was clear that this nonparametric method of IRF estimation would require adaptation before it could be applied to attitude data, which frequently consist of 100 to 500 persons and 4 to 14 items.
My own simple smoothing method, now implemented in the MSP5 software (Molenaar & Sijtsma, 2000) , joins neighboring score groups if they are too small. Working with 4 to 14 items, it is important to reduce bias by replacing the total test score by the rest score, omitting the current item. To verify the model, the MSP5 user can select (1) visual inspection of the estimated curves; (2) detailed study of the number, size, and significance of violations; or (3) a summary statistic combining the latter information into an overall value per item. Although the results can be unstable for short tests and small sample sizes, the procedure usually succeeds in distinguishing truly nonmonotone IRFs from artifacts of sampling variation.
Combining groups that are too small for stable estimation was inspired by the "pool adjacent violators" algorithm in isotonic regression (Barlow, Bartholomew, Bremner, & Brunk, 1972) and similar procedures using χ 2 goodness of fit between sample data and a given discrete distribution. Fit statistics for the Rasch model (Glas & Verhelst, 1995; Molenaar, 1983 ) also join adjacent classes.
In estimating IRFs through proportion correct in rest-score groups, there is a delicate tradeoff between power against all kinds of deviations (requiring a refined group structure) and stability (requiring large groups). Molenaar & Sijtsma (2000) recommended using a few different minimum group sizes and trusting the results if this had little effect. If the effect is strong, inspection of graphs and summary statistics in the MSP5 output might help to show the cause, but a stable conclusion might then remain difficult to obtain.
Ramsay (1991) applied kernel-smoothing methods to two tests of 100 items taken by approximately 300 examinees. Ramsay found that some IRFs were far from logistic. Later applications of his TESTGRAF software (Ramsay, 1993 ) often led to similar findings. Douglas & Cohen (2001) also showed the usefulness of kernel-smoothing methods. The methods require the choice of a bandwidth and a kernel function. Thus, doing a sensitivity analysis by varying these choices remains worth considering, particularly in the rare cases in which major decisions about test use are based solely on IRF estimation. Modern technology allows detailed features of single IRFs to be inspected. However, this should not lead to over-reporting about small details. At that level, all models are somewhat incorrect. The main question should be whether a model discrepancy seriously influences major conclusions.
Estimation of Unconditional and Conditional Covariances
The correlation coefficient describes linear relationships and is most useful in multivariate normal distributions. Due to discreteness and nonlinearity, it is less suitable between two polytomously scored items, and still less between two dichotomous items. In the area of factor analysis and structural modeling, underlying normally distributed variables have been assumed, and tetrachoric or polychoric correlations have been used. Parametric IRT is not primarily concerned with associations between item pairs, although they do occur (e.g., in the R 2 statistic testing local independence in the Rasch model; Glas & Verhelst, 1995) . Mokken (1971) promoted the use of Loevinger's (1948) H coefficient, which assumes its maximum value of 1 when the 2 × 2 table cross-classifying responses to a pair of dichotomous items has no Guttman errors (easy item incorrect, more difficult item correct). This holds even when unequal item difficulties keep the maximum correlation at a lower value. H is both a rescaled covariance or correlation and a rescaled count of the number of Guttman errors (Mokken, 1971) . Both interpretations are easily extended to a coefficient at the item level and at the scale level. H is the basic building block of both the exploratory and confirmatory versions of Mokken scale analysis.
Mokken (1971) proved many properties of H . Refinements and extensions have been developed by other authors. Molenaar (1982 Molenaar ( , 1991 extended H from dichotomous to polytomous items. Snijders (2001) dealt with multi-level structure among persons (e.g., when they rate their neighborhoods or classrooms, H is calculated both within and between neighborhoods or classrooms). See Sijtsma (1998) for an overview of other developments. Stout (1987 Stout ( , 1990 replaced the usual covariance of an item pair with the conditional covariance given the latent trait value. This was estimated by conditioning on a suitably selected subtest (DIMTEST; see Stout, Goodwin-Froelich, & Gao, 2001) or on the total test score, or the rest score excluding the two items whose association is considered (DETECT; see Zhang & Stout, 1999a , 1999b .
With small test-score or rest-score groups, these local covariance estimates are far more unstable than the local item difficulty estimates discussed earlier. Pooling adjacent groups would be disastrous here-the heterogeneity in true latent trait values would increase dramatically. DETECT omits small groups, but research on other solutions is needed.
Conditional and unconditional item-pair associations have obtained more-effective association measures (at the population level) and more-effective estimates (at the sample level). Habing (2001) explored systematic changes of the conditional covariance across the range of the latent trait. Bolt (2001) presented graphical representations based on all pairwise conditional covariances. Croon (1991) , Hoijtink & Molenaar (1997), and Vermunt (2001) opened the way to using latent class methodology in NIRT, facilitating the study of sampling properties of estimates and fit statisticsmost helpful in new research moving from pairwise associations to probability distributions for triples of items or all items simultaneously.
The Future of NIRT
Modern methods and algorithms [e.g., kernel smoothing, parametric bootstrap, the EM (Expectation Maximization) algorithm or MCMC (Markov Chain Monte Carlo) methods] enable new developments in NIRT, reducing the dependency on normal or logistic ogives and normal latent trait distributions. Junker (2001) and Junker & Sijtsma (2001b) showed how even detailed modeling of mental processing leading to a certain answer pattern (a popular theme in current IRT research) need not be based only on some parametric family of IRFs. Huisman (1999) , Huisman & Molenaar (2001) , and Laros & Tellegen (1991) made clear that Mokken's (1971) NIRT model can be used for adaptive testing and missing data imputation. In pursuing efficient NIRT-based computerized adaptive testing, methods are needed to store nonparametric IRFs in item banks and to define test information functions in the NIRT context.
Van der Ark (2001), Sijtsma & van der Ark (2001) , and Hemker, Sijtsma, Molenaar, & Junker (1996 , 1997 demonstrated that the domain of polytomous items is more complicated than that of dichotomous items. Although earning more points on the same item might be numerically equivalent to earning points on more items, it can be different psychometrically. These authors showed that the nonparametric graded response model, which was used earlier to extend the Mokken model to polytomous items (Molenaar, 1982 (Molenaar, , 1991 , is the most general among all polytomous IRT models.
Using more than two ordered answer categories can increase test reliability and decrease respondent frustration, particularly in attitude and personality measurement. It also can increase the danger of model misfit and of incorrectly ordered respondent pairs.
NIRT methodology for person-fit investigation (Meijer, 1994; Meijer & van Krimpen-Stoop, 2001 ) and for reliability estimation (Meijer, Sijtsma, & Molenaar, 1995; Sijtsma & Molenaar, 1987) exists. Test equating requires prediction of a person's score on a test not taken; this is possible with NIRT to the extent that imputation is possible for item-person pairs that have not been observed (Huisman & Molenaar, 2001) . Another area for future research is model checks for the three basic assumptions of NIRT (unidimensionality, local independence, and monotonicity).
