The main results of this paper concern integrability and differentiability properties for solutions for a nonlocal system. The boundary value problem is associated with an integro-differential equation that exhibits a weakly singular kernel. The main result provides a nonlocal equivalent of classical regularity theorems established for elliptic systems. In addition, we show that solutions inherit additional integrability properties of the forcing term, thus providing a simple proof to well-posedness of solutions in L p for p > 2.
Introduction
Nonlocal theories have emerged as successful tools in investigations of singular phenomena (such as fracture) and also in phenomena with nonlocal features in biology 1,2 , thermal diffusion 3 , image processing 4 , sand-pile formation and more (see the monography 5 and the references therein). In particular, the theory of peridynamics introduced by Silling 6 introduces a model for tracking cracks by using a nonlocal operator which sums pairwise interactions within a neighborhood of radius δ called horizon. This framework can also be used to model elastic deformations with no breakage of bonds; in that case, the solution u : R n → R will satisfy the steady state system L µ u(x) = f (x), x ∈ Ω u(x) = 0, x ∈ BΩ.
Above, the nonlocal Laplacian is defined on a set Ω ⊂ R n with smooth boundary and its collar BΩ (an open set surrounding Ω of positive measure, which will be precisely defined below) as
for a measurable kernel µ : (Ω ∪ BΩ) × (Ω ∪ BΩ) → R. The source term satisfies f ∈ L 2 (Ω); as such, the equalities in (1) and in the sequel are seen a.e.
Recently, many papers investigated the system (1) when the kernel µ is weakly integrable (i.e. µ(x, y) = µ(|x − y|) ∈ L 1 (R)) as well as when it has a non-integrable singularity ( 7, 8 ). The main contribution of this paper is to provide a general and versatile roadmap for the study of regularity of solutions to nonlocal systems. More precisely, as end results, we
• Establish additional integrability properties of solutions and prove well-posedness of (1) in L p . The higher-integrability property makes up for a weaker version of Poincareé's inequality that is available in the nonlocal framework.
• Show Sobolev differentiability of solutions of the nonlocal problem corresponding to a C 1 forcing term. The result holds only up to the boundary, the investigation of regularity on the full domain is still ongoing.
Connections with classical elliptic problems.
Nonlocal operators are natural generalizations of classical differential operators. This idea is enforced by several results, of which we mention:
• If the kernel µ is given by a combination of derivatives of the Dirac mass, then for this particular choice of kernel we have L µ = ∆u in the sense of distributions (see 9 ); • As the radius of the horizon δ goes to zero, the nonlocal solutions converge to their classical counterparts. This fact has been proven for the Laplacian 10 , as well as for the biharmonic operator 11 ;
• Dirichlet's principle and variational arguments apply for nonlocal systems as proven in 12 ; • A weighted mean-value theorem is available; indeed, one can easily see that a nonlocal harmonic function for which L µ u(x) = 0 satisfies
Using this result, one can prove
Motivation and main result
It is known that solutions to the classical Laplace equation are harmonic functions which are infinitely differentiable (in the classical sense). We establish here a counterpart to this result in the nonlocal setting. From the regularity point of view, it is clear that the nonlocal Laplacian with µ integrable will not provide a gain in differentiability as the classical Laplacian does; we will prove, however, that nonlocal solutions enjoy interior differentiability at the same level as the differentiability of the forcing term f . It is known 10 that the solutions u δ to the problem
obtained for each δ > 0, converge strongly in L 2 to u the solution to the classical Laplace equation
However, it has not been established under what conditions on f the nonlocal solutions u δ enjoy a certain level of regularity. Our main result reads: Theorem 1.1 (Regularity of nonlocal solutions). Let f ∈ C 1 (Ω). For a nonnegative, integrable kernel µ the unique solution u δ of (3) satisfies
. Finally, we mention that the results of this paper can be easily extended to vector-valued functions, but for the sake of simplicity we keep the presentation in the scalar case.
The paper is organized as follows. In the next section we introduce notation and assumptions for our results, after which we derive the scaling needed for obtaining pointwise error estimates between nonlocal and local Laplacians applied to a smooth function. A nonlocal version of Poincaré's inequality that provides essential estimates for our main result will conclude the section of preliminary results. After proving the higher integrability property of solutions and wellposedness of (1) in L p in section 3 we proceed to prove the regularity theorem in section 4.
Definitions and setup
a , and let Ω ⊂ R n be an open and bounded domain. Define
Denote by ω n the volume of the unit ball in n dimensions, so nω n−1 will be its surface area. The n dimensional ball of radius δ centered at x will be denoted by B δ (x) and ∇u is the spatial gradient.
We also use the standard notation for the average value of a function
For ε > 0 denote by
a Throughout the paper we will allow the abuse of notation that denotes a radial function and its radial representative by the same letter.
Assumptions for the kernel µ. Let µ be a nonnegative kernel that satisfies (A1) µ is weakly singular, more precisely, there exist 0 ≤ β < n and c > 0 such that for every r > 0 we have
(A2) There exists C 0 > 0 such that µ(r) > C 0 for every r < δ.
(A3) For every δ > 0 we let
For every δ > 0 we introduce the function π :
Thus, if µ(r) = r −β then we find that
Under the above assumptions we will use a slightly different notation for the nonlocal Laplacian which keeps track of the size of the support of µ and incorporates the scaling factor, namely
The horizon-dependent scaling σ will be determined later.
Scaling of the nonlocal Laplacian and pointwise estimates
In this section we will select an appropriate scaling σ(δ) which normalizes the nonlocal operator. In fact, we will show that the scaled L δ u converges to ∆u at the rate δ 2 . This error bounds between the local and nonlocal Laplacian have been derived before (see for example 14 ). Below we will present a different argument that can be easily generalized to obtain error estimates between nonlocal solutions and their local equivalents.
Assume that u ∈ C 4 (Ω ∪ BΩ). By using the fundamental theorem of calculus we have that
After changing the order of integration in the double integral and changing variables z = y − x we obtain that
With π given by (5) we have that
After performing an integration by parts we obtain
For z ∈ ∂B δ (0) we have π(|z|) = π(δ) = 0, thus we can write
which it further becomes
We compute
This suggests that we use the scaling
in order to have the coefficient of the Laplacian to be 1 on the RHS of (1) above.
In particular, if n = 1 and µ(r) = r −β , 0 < r ≤ δ 0, δ < r then
With the choice of scaling given in (2) above we write
By employing the fundamental theorem of calculus and simplifying we obtain
where we used the fact that
Further we have
With
we estimate
Finally, we use the fact that ρ n+1 ≤ ρ n−1 δ 2 to obtain
This estimate shows that the nonlocal Laplacian approaches the classical Laplacian as the horizon goes to zero at a rate δ 2 , independently of the dimension. The convergence also demonstrates that the scaling selected in (2) is the correct one.
We conclude this section by stating the following nonlocal Poincaré-type inequality, versions of which which can be found in 15 or 12 :
Theorem 2.1 (Nonlocal Poincaré inequality).
Let Ω be an open, bounded domain and µ ∈ L 1 (R n ) a nonnegative kernel that satisfies (A2) and (A3). If u ∈ L 2 (Ω ∪ BΩ) then there is a constant λ p (δ, n, Ω) > 0 s.t.
Higher integrability
In this section we prove some regularizing properties for solutions of
More specifically we show that a solution increases its integrability properties to match those of the function f . Thus, this result addresses one of the deficiencies of Poincaré's inequality, mainly, the fact the the integrability of a function cannot be improved based on bounds on its nonlocal gradient, as in the classical framework. The main theorem of this section, Theorem 3.1, states that whenever the nonlocal Laplacian has an integrable kernel b , solutions to (1) will be bounded if f ∈ L ∞ .
If u is a solution of (1) with a priori regularity u ∈ L p (Ω), p > 1 and we assume that f ∈ L r (Ω) with r > p, then u lifts its regularity so that u ∈ L r (Ω).
Proof. In light if our assumptions we write the integro-differential equation in (1) as
For a function u that satisfies the above equation, consider its extension by zero outside Ω as given bȳ
In the last equality of (2) we apply Young's inequality to obtain (i) β < n p − 1 p . In this case take q = p p−1 to obtain r = ∞. This means that we can increase the integrability of the function u from the p− level of integrability given to match the integrability of the function f .
(ii) β ≥ n p − 1 p . Then let q = n − ε β for ε arbitrarily small. Then, the degree of integrability could be raised up to (but not including) r 0 = pn n + p(β − n)
. Now, assuming that f ∈ L r with r > r 0 pn n + p(β − n) , then we apply again Young's inequality, by using the fact that u ∈ L r0 so we have 1
to obtain r 1 = ∞, so again we are able to lift the order of integrability of u to match f 's order.
Remark 3.1. It is clear that the above result is not only dimension independent, also it is applicable for Ω finite domain, as well as for Ω = R n .
Finally, note that the above theorem allows us to prove
and Ω is a finite measurable domain we have that f ∈ L 2 (Ω). We have then that there exists a unique u ∈ L 2 (Ω) that solves (1); see 9 or 12 when p = 2. By Theorem 3.1 we have that since f ∈ L p (Ω) and u ∈ L 2 (Ω) with p > 2 the solution u belongs to L p (Ω) which concludes the proof.
Regularity estimates and main results
We begin this section with the following theorem, which shows an improvement in differentiability for solutions of the system (1) when the kernel is smooth. Our final goal is to establish regularity of solutions when µ is only integrable.
Proof. The theorem follows easily from the equality
and the smoothing properties of the convolution operator.
In the absence of differentiability assumptions for µ we will need the following lemmas for the proof of the main result.
Proof. The linearity of the L δ operator trivially gives the result.
for all x ∈ Ω ε where φ ∈ C ∞ (R n ) with supp(φ) ⊂ B ε (0).
Proof. Again, employ the linearity of L δ and of the convolution product. Note though that the equality holds in Ω ε ⊂ Ω since the equality L δ u(x) = f (x) holds only inside Ω and the convolution function will capture values of u from outside Ω at ε distance away from ∂Ω.
The above lemmas yield will be employed in the proof of our main result which we state and prove below:
Theorem 4.3 (Regularity for solutions of nonlocal equations).
Let f ∈ C 1 (Ω), µ a nonnegative and integrable kernel that satisfies Assumptions (A2) and (A3). Then there exists a unique solution u to the system in (1) from section 1 such that u ∈ W 1,2 (Ω).
Proof. The existence and uniqueness of u ∈ L 2 (Ω ∪ BΩ) when f ∈ L 2 (Ω) was proven before (see 12 for a variational argument). Below we will establish uniform estimates in the gradient which yield C 1 regularity for u up to the boundary.
Let {φ ε } ε>0 be a family of mollifiers such that φ ε := 
for each x ∈ Ω ε . Put u ε := φ ε * u and f ε := φ ε * f . Since u ε ∈ C ∞ (Ω ∪ BΩ), Lemma 4.1 implies
for each x ∈ Ω ε . Since u = 0 on Ω ∪ BΩ we have that u ε = 0 on
We then have from (1) above that for all
We multiply the equation by ∇u ε and integrate on Ω ε to obtain
We estimate the LHS above as follows
From (2) and above equality we obtain
By Poincaré's inequality as given by Theorem 2.1 applied on the domain Ω ε with collar Ω ε \ Ω ε we have
By using Hölder's inequality in (3) and combining it with (4) we obtain
Since ∇u ε (x) = (u * ∇φ ε )(x) with ∇φ ε (x) = 1 ε n+1 ∇φ x ε we have by Young's inequality for convolutions that
by Theorem 3.1, and since |Ω ε \ Ω ε | < Cε c the above estimate becomes
Finally, we estimate the last term on the RHS of (5) by using Young's c Since the boundary of Ω is smooth inequality for convolutions.
Ωε Since µ ∈ L 1 (R n ) we can choose ε sufficiently small to absorb the third term above in the LHS of (5); similarly, by choosing η sufficiently small we obtain ∇u ε 2 L 2 (Ωε) ≤ C.
The above uniform estimate shows that for an open set Ω ⊂⊂ Ω we can extract a subsequence ∇u ε k that converges weakly to some h ∈ L 2 (Ω ). We have that h is the distributional gradient of u since for φ ∈ C c (Ω ) the following holds:
This concludes the proof of the theorem.
Remark 4.1. Note that a boot-strapping argument shows that f ∈ C ∞ (Ω) implies u ∈ C ∞ (Ω).
