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I. INTRODUCTION
T HE ARGOS system allows for worldwide near-real-time positioning and data collection of platform terminal transmitters (PTTs) using dedicated receivers on board a number of polar-orbiting satellites. Argos PTTs transmit short (256 b) messages at a frequency of 401.650 MHz ± 30 kHz. Positioning leverages the Doppler effect, affecting the carrier frequency of the messages recorded by any satelliteborne Argos receiver. Until March 15, 2011, a classical nonlinear least squares (LS) estimation technique was used to estimate Argos positions. This technique requires the reception of at least two messages during a single satellite pass to estimate a position and a minimum of four messages to estimate the positioning error. Experience shows that the standard deviation of the Argos positioning error typically ranges from tens of kilometers when only two or three messages are received on a satellite pass to less than 250 m in most favorable cases when a larger number of high-quality messages are received. Unfortunately, occurrences of such favorable cases are rare for some important Argos applications such as wildlife tracking. Animal tracking indeed often imposes the use of highly miniaturized PTTs at low output power in difficult environments (for example, under dense forest covers or at the surface of rough seas). Under such conditions, Argos positioning can incur large errors and thus yield trajectories with a well-visible noise.
Thus, several methods have been proposed to, a posteriori, reduce errors in Argos positions and thereby obtain more realistic smoothed trajectories. Some authors proposed methods rejecting unlikely locations based on the detection of abnormal velocities [1] , [2] , direction changes [3] , or ad hoc trajectory smoothing techniques [4] , [5] . Such methods only provide a limited handling of observation errors and no inference capability of the true trajectory. On the other hand, likelihoodbased filtering approaches [6] , [7] provide a methodological framework to reduce positioning errors without rejecting locations. They typically use the flexible state-space formulation in which realistic prior observation and movement models are combined with measurements so as to estimate the location and its positioning error. While the state-space approach was systematically applied to the trajectory provided by the LS processing, it can also be used to estimate PTT locations and their errors directly from Argos frequency measurements. Such a strategy has actually been devised and implemented in the operational Argos processing chain. Its results, based on a multiple-model Kalman filter (KF), have been made available to all Argos users since March 15, 2011. This paper presents this new positioning algorithm and analyzes its performance using a large data set obtained from over 200 mobiles carrying both an Argos transmitter and a GPS receiver used as ground truth. This paper is devised to be accessible to a large spectrum of Argos users wanting to better understand the location processing. The results show that the new algorithm significantly improves the positioning accuracy, particularly in difficult conditions, i.e., when less than four messages per satellite pass are received. In addition, the new algorithm is able to estimate a position and its associated error even when a single message is received on a satellite pass, increasing the amount of distributed locations.
Notations are standard: P (·), p(·), and E[·] represent a probability, a probability density function (pdf), and an expectation, respectively. N (x;x, P ) stands for the real Gaussian distribution with meanx and covariance P . The transpose operator is denoted by · T .
II. LS ARGOS LOCATION PROCESSING

A. Argos Location Principle
The Argos system can locate a PTT anywhere on Earth by exploiting the Doppler effect, i.e., the frequency shift induced by the relative motion between the satellite and the platform. Let B be the platform location, V B be its velocity, S be the satellite location, and V S be its velocity in the standard coordinate frame of WGS84 [8] . The relationship between the transmission frequency f t of the platform and the frequency f r received at the satellite writes as
with c being the speed of light, u = (( S − B)/ S − B ) being the unitary vector directed from the platform to the satellite, and · being the Euclidean norm. The zero-mean Gaussian noise v captures measurement uncertainties. The scalar product ( V S − V B ) · u accounts for the relative radial velocity between the PTT and the satellite. Since V B V S ≈ 7 km · s −1 , the platform speed is neglected in (1).
In the observation function H, the satellite ephemeris S and V S are given. Moreover, the platform is assumed to lie on the terrestrial reference ellipsoid of WGS84 so that B = B(λ, φ, h) with λ being the platform longitude, φ being its longitude, and h being its altitude. For marine platforms, the altitude over this ellipsoid is set to zero, while for terrestrial platforms and birds, the altitude is approximated by the digital terrain model GTOPO30 [9] . The remaining unknowns are the frequency f t as well as the platform longitude λ and latitude φ. Henceforth,
The frequency measurements can only be collected during satellite passes. A pass is the time during which a platform remains in the visibility circle of a satellite (15 min maximum). For a given PTT, measurements belonging to the same satellite pass are grouped together. These batches of frequency measurements are then processed sequentially considering that the location and the transmission frequency of the platform are fixed during a pass. The time index k = 0, 1, . . ., denotes the satellite pass, and the associated location is given at the average date of the associated measurements. As the satellite position and velocity are specific to each measurement of a pass, let H i k be thereafter the Doppler function of the ith measurement of the kth pass.
Knowing the transmitting frequency, the set of possible platform locations upon receipt of one message is a curve given by the intersection of the Earth surface with a cone of apex S and axis V S . Under the assumption that there are no measurement uncertainties and with more than one message, the solution set reduces to two locations on Earth, lying at the intersection of all solution cones: the nominal ("true") and the mirror ("virtual") locations (see the example in Fig. 1 for two measurements). The two solutions are symmetrical with respect to the subsatellite track, and unfortunately, they are not a priori distinguishable.
B. LS Fitting
LS problems arise in data fitting. The aim is to estimate n unknown parameters of an observation model h k from m k ≥ n imperfect measurements. Let x k ∈ R n be the vector of parameters and z k ∈ R m k be the vector of observations. The system to solve writes as
where v k ∈ R m k represents a random Gaussian measurement error with known meanv k = 0 and variance R k . The sum of the squared residuals is defined as the random variable
The LS estimator provides the estimatê x k by minimizing the expectation of S k with respect to x k .
In the localization context,
T is a vector made of n = 3 unknowns, and z k is a set of m k frequency observations. The problem of estimating the location and the transmitting frequency writes as a nonlinear equation system
T and R k = σ 2 k I m k , where σ k stands for the standard deviation of the measurement noise. The shape of S k is composed of two minimums which are symmetrical about the ground track of the satellite and centered on the image and nominal positions. As the Doppler observation function h k is nonlinear, the LS estimator has no closed-form solution. To handle nonlinearities, we proceed iteratively. The observation function is first approximated by a linear expression
withx 0 k being an initial estimate of the true solution, δx
, and its expected value reaches a minimum w.r.t. δx
Then, the next solution estimatex
k is used as the initial guess to computex 2 k and so on. This iterative refinement amounts to the Gauss-Newton method [10] . It is stopped at iteration j when the variation of S becomes small enough or when a maximum number of iterations are reached.
The initial position guess (λ (4) is calculated using the geometric location principle [11, Sec. 3.2] . The geometric location computes two initial positions: the first one close to the nominal location and the second one close to the mirror location (it is not known at this stage how to distinguish them). Moreover, the initial estimatef 0 t,k of the frequency emitted by the PTT is its last estimated value. The aforementioned iterative refinement is then successively applied to each of the two initial estimates using all the messages of the pass, which leads to two solutions. In order to select the nominal solution and to assess its likelihood, four plausibility tests, described in [11, Sec. 3.2] , are applied. If the platform is seen for the first time, no estimate of the transmission frequency is available to initialize the algorithm. In this case, the algorithm scans the frequency bandwidth by steps of 500 Hz around the average frequency of the received messages. For each frequency value, it performs the geometric location and refinement. Then, among all the resulting candidate solutions, the one with the smallest residual value is kept.
In practice, the Argos location algorithm adapts the refinement step depending on the number of measurements.
1) Computations With at Least Four Measurements:
The problem is overdetermined because there are more measurements than unknown parameters. Thus, an LS estimate of
T can be computed for both the nominal and mirror solutions as well as the associated covariance matrix of the error (6) with the estimated observation noise standard deviation
2) Computations With Three Measurements: In this case, m = n and the LS method is still directly applicable. However, as the estimated observation noise in (7) is undefined, the only deliverable information about the error is the geometric dilution of precision (GDOP)
where tr(X) is the trace of the matrix X and X| λ,φ is the matrix X reduced to its spatial part (λ, φ). The GDOP value depends on the number of messages received and how they are distributed within the satellite pass. If the observation geometry is favorable, i.e., if a plethora of messages uniformly distributed within the pass are available, the value of GDOP will be small. On the contrary, if only a few messages are recorded during a short part of the pass, the observation geometry will be bad and GDOP will take high values.
3) Computations With Two Measurements:
The system is underdetermined with an infinite number of solutions. Hence, we consider that the transmission frequency is known and equal to its last estimate. We have to solve again a nonlinear system with as many unknowns as equations.
C. About Location Errors
An interesting point is that the errors associated with the Argos location estimates are given as an error ellipse with a semimajor axis a, a semiminor axis b, and an angle θ (from north when heading east). These quantities are derived from the covariance matrix stemming from (6) for at least four messages. For convenience only, users are also provided with an "equivalent error radius" R equal to √ ab to easily classify locations according to their accuracy. However, as errors are seldom isotropic, one must keep in mind that the equivalent error radius may not constitute a faithful characterization. The locations are assigned a level of accuracy among seven location classes (LCs): 3, 2, 1, 0, A, B, and Z. For a satellite pass with a minimum of four messages, an error estimate can be computed and is used for the classification. Locations with an error radius under 250 m belong to LC 3, between 250 and 500 m to LC 2, between 500 and 1500 m to LC 1, and beyond 1500 m to LC 0. For a satellite pass with three or two messages, the estimated accuracy is unknown, so locations are tagged as LC A and LC B, respectively. Locations where the LS iterative refinement fails to converge are tagged as class Z.
D. Limitations of the LS Location Processing
The LS location processing has three main limitations.
1) Low Accuracy Under Difficult Conditions:
While positioning errors of 250 m can be reached in best case scenarios, comparisons with GPS positions showed that many applications do not display such accurate locations [12] - [14] . For example, the oscillator's medium-term stability is strongly conditioned on the temperature gradients experienced by the PTT during a satellite pass. These phenomena lead to larger uncertainties on the estimated trajectories. They are amplified when the average number of received messages is low because measurements are less well distributed within the pass and the estimated frequency cannot be updated by the location algorithm (one falls in the case of computations with two measurements). Other sources of errors contribute to inaccuracies, such as the movement of the PTT between transmissions or ambient and ionospheric noise around the 401.650-MHz frequency.
2) Mirror Locations: The location algorithm provides two solutions and tags the most plausible one as the "nominal" location. Sometimes, the algorithm makes the wrong decision and outputs the mirror location as first solution. Mirror locations can correspond to errors of 5000 km, which is the diameter of the visibility circle of the satellites.
3) No Error Estimation for Locations With Three or Two Messages:
When the number of messages received by the satellite is lower than four, no error estimation is given. This includes locations tagged as LC A and LC B and results in the use of heterogeneous data by the users.
III. NEW LOCATION ALGORITHM: MULTIPLE-MODEL KALMAN FILTERING
A. KF Applied to Argos Location
The localization problem can be formulated as the estimation of the state of a dynamic system. The true state x = (λ, φ, f t , . . .)
T of the platform includes the location, the transmission frequency, and possibly unknowns of higher order (velocity, frequency drift, . . .). At initial time, the distribution of x 0 is characterized by p(x 0 ) = N (x 0 ;x 0|0 ,P 0|0 ). The state dynamics p(x k |x k−1 ) is described by the Markov model
with k being the time index of the satellite pass, f k being the state transition function, and w k ∼ N (w k ;w k , Q k ) being the process noise. The observation pdf p(z k |x k ), which links the observed frequency measurements z k with the state vector x k through the Doppler observation function h k , directly comes from the output equation
where
terms the measurement noise. For (9) and (10), the sequences {h · ,v · , R · } and {f · ,w · , Q · } are given, and the noises w k and v k are assumed white, mutually independent, and independent of x 0 . The aim is to approximate over time the posterior pdf p(x k |z 1:k ) of the state x k conditioned on the measurements z 1:k = (z 1 , . . . , z k ). If the state and output equations (9) and (10) are linear, then under the aforementioned Gaussian assumptions, the posterior pdf p(x k |z 1:k ) is also Gaussian. It can be then reduced to its first two momentsx k|k = E[x k |z 1:k ] (equivalently the location estimate of the platform) and the posterior covariance
T |z 1:k ] (equivalently the location error covariance) of the state x k . In this case, the moments can be analytically determined by the KF [15] . The KF first propagates forward in time the last state estimatex k−1|k−1 and the last covariance estimate P k−1|k−1 using only the prior dynamics model. The predicted mean x k|k−1 and covariance P k|k−1 are then corrected considering the information brought by the measurement z k in order to build x k|k and P k|k . The KF is an unbiased estimator and computes also the minimum mean-square error estimate as it minimizes the expectation E[ x k −x k|k 2 ] = tr(P k|k ). The KF has proved particularly fruitful in target tracking and was originally designed for linear systems, but several extensions have been proposed to handle nonlinearities. The widespread extended KF [16] propagates the posterior covariances by performing a first-order Taylor expansion of the transition/measurement models around the most recent estimate/prediction of the state. More recently, the unscented KF [17] , [18] , which performs a statistical linearization based on the sigma-point (or unscented) transformation [19] , was proved to give better results, in both theory and practice. For numerical issues, we use its square root implementation [20] .
Compared with LS fitting, calculations can be made regardless of the number of measurements and enable a systematic characterization of the estimation error through the posterior covariance P k|k . Concretely, location estimates calculated with three and two messages (tagged as classes A and B, respectively) are associated with an error covariance, and locations computed from the reception of a single message can now be computed (tagged as class B too). The filter outputs a unique solution. Moreover, there is no need to assume that the transmission frequency remains identical between two consecutive satellite passes when less than three messages are recorded. As previously, the location is tested to check its likelihood before being distributed to Argos users.
B. Bank of KFs: Multiple-Model Approach
Kalman filtering requires prior knowledge on how a location at time k relates to a location at time k + 1. As Argos is used to track a wide variety of mobiles, one cannot be very specific about this relation (the so-called dynamical model), and the most sensible is to assume that λ and φ undergo a random walk. Movement models based on a random walk process and its variations have been extensively developed in [21] for biological applications. As for the frequency, a major assumption of the Argos system is that the PTT's internal oscillator frequency is stable over time, provided that the ambient temperature does not vary too much. Thus, the frequency is assumed identical on average between two consecutive locations whatever the motion model but is affected by an additive stationary noise V f which captures the effects due to temperature gradients. The complete dynamical model thus reads as
wherē
with Δt k = t k − t k−1 being the elapsed time since the previous satellite pass and
The diffusion parameters of the random walk are D λ = D φ = D. The 1σ probability surface of the next platform location x is proportional to 2DΔt k .
Directed movements of the platforms are well modeled with a correlated random walk (CRW) which is a random walk on the velocity. The corresponding dynamic model writes as
wherē v φ ) stands for the velocity of the platform. On the basis of this model, the next position and velocity can be predicted from the last estimation of the platform position and velocity.
Of course, a single random walk or CRW cannot perfectly capture all platform behaviors. A better model would consider switches between multiple behaviors: A ship can conduct fishing operations and then steam back to port, while a marine mammal can reside in wintering grounds for several months before migrating to new locations. As such, observed velocities can vary by an order of magnitude along the track, inducing changes in the temporal correlation and breakage of the Markovian property in the single-model approach.
Multiple-model filtering through a bank of KFs is suitable to handle multiple hypotheses (or modes) when assimilating measurements. The discrete-time jump Markov system takes the form of a dynamic system. The mode in effect during the sampling period (t k−1 , t k ] is represented by the discrete random index m k and takes on a value within a given set M of cardinality M . The sequence of random variables m 0 , m 1 , m 2 , . . ., follows a homogeneous finite-state Markov chain with
At initial time, the distribution of x 0 is characterized by p(x 0 ) = m 0 ∈M P (m 0 )p(x 0 |m 0 ), where
and the statistics μ i 0 ,x i 0|0 , and P i 0|0 are given. The transition pdf between times k − 1 and k is assumed to write as
follows from the state equation
where the dynamics noise w 
where the measurement noise v 
In the framework of discrete-time jump Markov systems, the pdf p(x k |z 1:k ) writes as a Gaussian mixture with M k+1 components [22] p( 
k|k is the posterior estimate and P i k|k is the posterior covariance matched to mode i) and the posterior mode probability P (m k |z 1:k ). The IMM filter was first outlined in [23] and is surveyed with alternative multiplemodel strategies in [22] .
C. Building a Set of Dynamic Models
Our aim is to make random walks with state vector x = (λ, φ, f t )
T , and CRWs with state x = (λ, φ, v λ , v φ , f t ) T cooperate inside an IMM filter. Nevertheless, the standard IMM filter is not fully adapted to handle a bank of mode-matched filters with state vectors of heterogeneous size and meaning. To circumvent the use of heterogeneous-order state-space models, a random walk with a time-dependent bias term is considered instead of a CRW. The complete dynamical model, with
T , writes as
The predicted velocityv k+1|k to be used in the time update at time k + 1 prior to assimilating the measurement z k+1 is computed separately with an exponential moving average such asv
where α = 0.3 andṽ k terms an approximate empirical velocity defined asṽ
With this value of α, the weight of the five most recent velocity observations used by the exponential moving average is about 86% of the total weight. The estimated velocityv k+1|k is smoothed to lower the erratic behavior of the finite-difference estimation that is generally observed on raw Argos data. During directed movement, the IMM is intended to switch to this additional mode. For all modes, the transmitted frequency 2 to handle most common temperature gradients, the standard deviation of the noise on each measured frequency is set to 0.4 Hz (deduced from the short-term stability of the embedded clock of the satellite), and the diffusion parameter D is tuned by incremental research.
D. Dealing With Location Ambiguity
As IMM filtering is a recursive process, it needs a prior initial estimatex i 0|0 and covariance P i 0|0 for all mode i in M. For this, an LS analysis is performed on the basis of at least four measurements so as to compute the initial state and covariance common to all modes. However, the LS filter systematically produces a nominal and mirror location which cannot be distinguished at the first satellite overpass. This ambiguity is solved during the next pass by applying successively one instance of the IMM filter on both locations and by selecting the one with the highest overall likelihood
The algorithm is endowed with the ability to detect tricky cases through plausibility checks, such as frequency jumps, wrong ambiguity resolution, or fast platform transportation. When a location does not pass the plausibility checks, the algorithm attempts an automatic and instantaneous reset using an LS analysis so that the filtering process can continue seamlessly in the next satellite overpass. If this last LS adjustment fails, the location estimate is invalidated and tagged as class Z.
Although a KF provides only one location estimate, it is legitimate to wonder why it should always be the nominal one. With the traditional LS method, it is possible to fully remove the mirror location by mixing measurements from several satellite passes. This requires gathering frequency measurements close in time, i.e., within less than half an hour. Beyond 30 min, the calculation is hazardous because the platform may have moved significantly. From a geometrical point of view, the platform has to be simultaneously in the visibility circle of several satellites, a situation that occurs frequently at high latitude (20% of probability) but more rarely near the equator. The existence of at least two points of view removes the mirror solution. In comparison, the KF introduces a direct link between locations through the prior dynamics. The effect of this model is twofold: It creates a mathematical relationship between two successive satellite passes, and it captures the admissible displacements of the platform. Thus, the point of view of the last pass is shared through the last location estimate and, mainly, through the posterior covariance matrix. Additionally, the prior dynamics model modifies them depending on the elapsed time. The shape of the error ellipse (flatness and orientation), derived from the covariance matrix, is indeed highly constrained by the relative position of the satellite and the platform. Thus, the KF recreates the conditions of multipass processing.
IV. VALIDATION OF THE NEW LOCATION ALGORITHM
A. Data Set
The behaviors of the LS and of the multiple-model KF Argos positioning algorithms have been compared using a large data set including over 200 PTTs deployed on animals (birds and terrestrial and marine animals), ships, and drifting buoys. These platforms cover a wide range of geographic areas, admissible movements, and PTT types. Moreover, they are all equipped with a GPS receiver. The GPS positions, whose errors seldom exceed few tens of meters, have been used as ground truth to empirically characterize the error in the Argos positions. The frequency measurements and the corresponding satellite positions were provided to the LS and KF positioning algorithms to produce two sets of location estimates for each tested PTT. These two sets include all positions except the class-Z ones. Both data sets include well over 100 000 location estimates (see Table I ). Since the reprocessing of the trajectories was done offline, from several days to several months after the acquisition of data, the available estimates of the orbit parameters were slightly more accurate than the estimates available in real time.
The GPS positions of all PTTs of the data set were extracted from the corresponding Argos messages. As GPS and Argos dates do not generally match with each other, the GPS locations were linearly interpolated to those of Argos. The interpolated GPS locations were then considered as the genuine locations, as done in previous studies of Argos location accuracy (e.g., [13] and [14] ). The empirical error on an Argos location was set to its estimated distance to the corresponding interpolated GPS fix, i.e., the modulus of vector D in Fig. 2 . Thus, it includes the small GPS positioning error and the interpolation error. To minimize the latter, only Argos locations obtained within 15 min of a GPS position were considered. This maximum accepted time difference was increased to 1 h for the slowly moving wildebeests and bighorns for which there are relatively little data. No other data removal, nor filtering, was performed on the Argos or GPS data in order to get the empirical errors and compare them with the error statistics produced by the LS and KF algorithms.
The number of Argos locations finally selected for comparison with GPS is detailed in Table II . The comparison data set still contains over 70 000 locations for both LS and KF, thereby providing a solid basis for evaluating the accuracy of Argos locations. Only a few data subsets, namely, the marabou stork, wildebeest, and bighorn sets of location estimates with less than four messages, contain less than 100 records and thus may yield less reliable statistics.
B. Number of Retrieved Positions
Interestingly, Table I shows that Kalman filtering produces about 30% more positions than LS processing. However, this increase in the number of positions is not homogeneously distributed over all PTTs in the data set (see Fig. 3 ). The number of positions retrieved for elephant seals and flatback turtles is nearly doubled. The number of positions is also markedly increased for sea lions (+37%) and geese (+32%). The gain is more limited (below 20%) for all other PTTs. Most (88%) new KF positions actually correspond to one-message locations, with the rest being LS class-Z positions that are now successfully estimated by the KF. The capability to estimate a position from a single message clearly benefits to marine animals for which the number of messages transmitted during one surfacing event is generally small (see Table II ). Similarly, the capability to estimate positions from a single message benefits to geese that were tracked migrating between Mongolia and India, a region where the electromagnetic noise in the Argos frequency band is specially high and reduces the number of messages transmitted during one satellite pass.
C. Location Error Reduction
To better characterize the data set, six indicators were selected describing the quality of the transmitted signal, plus two indicators characterizing the movements of the tracked mobile: recorded message number, time gap between two consecutive locations, level of received signal, signal-to-noise ratio, GDOP, platform velocity, (absolute) frequency drift, and turning angle. The turning angle is the angle between the two segments connecting three consecutive locations. The mean values of these indicators are given in Table III for each type of mobile in the data set. For each statistics, the smallest value(s) of the mean is (are) colored in green, and the biggest value(s) is (are) colored in blue. These are most helpful to analyze the positioning errors for the different types of PTTs presented in Fig. 4(a) and (b) . To reduce the influence of outliers in the sample (mirror locations and GPS fixes with bit errors), only the values below the 95th percentile of the error distribution have been taken into account to compute the mean errors presented in these two figures (and the corresponding standard deviations). Fig. 4(a) shows the mean location errors obtained when at least four messages are available for positioning. With both LS and KF positioning algorithms, these errors are relatively small, ranging from about 3 km to less than 500 m. The error reduction obtained with KF is well marked only for elephant seals, flatback turtles, and ships (up to 32% of reduction), while it is small for all other types of mobiles. This was expected as this only concerns well-observed positions (greater than or equal to four messages). The information carried by the frequency observations largely dominates the position estimation, and the simple movement models included in the KF bank can hardly improve the situation. The KF however has a more positive impact on the standard deviation of the positioning error (up to 47% of reduction, compared to LS). In addition, analysis of Fig. 4 (a) together with Table III unsurprisingly confirms that mobiles with low GDOP values, powerful and stable transmitters, and relatively low velocities are always better localized than mobiles displaying high GDOPs (e.g., elephant seals) or large frequency drifts (e.g., marabou storks). Geese equipped with drifting transmitters in a region of high ambient electromagnetic noise are in a most unfavorable situation. Fig. 4(b) presents the results obtained for all locations estimated using only one, two, or three messages. In this case, where measurements are more irregularly distributed within the pass, the benefits of the KF are obvious. For estimations from two or three messages, the mean error of KF position is reduced between 30% (drifters) and 78% (elephant seals). In the same manner, standard deviations are reduced up to 90%. Thus, the KF approach contributes to a better accuracy and a lower dispersion of the errors, which means fewer outliers. For onemessage locations, the mean errors and the standard deviations are under 10 km, which is better than the error of locations computed with two and three messages with the LS analysis. From a broader point a view, Kalman filtering is very efficient when the observation geometry is bad: Unfavorable observation geometry is indirectly supplemented by the new observation angle introduced by the last known location of the dynamics model.
A striking but common example of animal is presented in Fig. 5 for an elephant seal (Mirounga leonina) tracked from October 2009 to January 2010 in a round trip of approximately 3800 km near the Kerguelen Islands. Elephant seals are seagoing and migrating animals whom the large nose of the adult males looks like an elephant's trunk. The platform is localized six times per day with two messages per pass on average. An amount of 57% of the satellite passes contain two or three messages, and 38% contain only one message. In comparison to Galapagos sea lions, elephant seals spend short time at the surface and make long dive intervals [13] , which limits transmission opportunities. This kind of platform benefits greatly of the advantages of the new processing: One-message satellite passes add numerous points in the trajectory with an accuracy under 10 km (better than LS processing with two or three messages), an error estimate is provided for all locations of the track, and the overall location error is reduced from 12 to 4.5 km (−63%). For the LS algorithm, the computation of the frequency is all the more rare as the average number of messages gets low (see Section II-B). The emitting frequency is indeed assumed known and is equal to the last computed value when two messages are available. A bias on the emitting frequency increases the latitudinal error of 0.3 km per Hz of bias (the longitudinal error is negligible). One must keep in mind that daily frequency variations can reach up to 300 Hz for some platforms (due to ambient temperature variations for instance). This prevents the processing to adjust correctly the platform position with a recent emitting frequency and generates error peaks around the trajectory. Biggest outliers (sometimes falling out of the frame) result from a frequent bad choice between the nominal and mirror locations. With Kalman filtering, the use of the state-space formulation including a bank of simple dynamics models on the position and emitting frequency helps to overcome these flaws.
D. Location Error Analysis
Additional statistics on the (signed) longitudinal and latitudinal error distributions for the LS and KF algorithms are given in Tables IV and V, respectively. The longitudinal error is wider than the latitudinal one, and the error distributions are centered.
The correlation coefficients between the two dimensions of the error are besides small. The major component of the Argos error is, in fact, perpendicular to the subsatellite ground track (north-south orientation). The frequencies of errors falling within the 1σ and 3σ ellipses of a Gaussian distribution with the same mean and covariance parameters indicate that the Argos error distribution is nonnormal for both methods. The observed probability of falling within the 1σ ellipse is actually much higher than the expected values (39.2%), while on average, 94% of errors are inside the 3σ ellipse (against 98.9% expected). This shows that most errors are concentrated under 1σ (the distribution has a peak around zero) but with a heavy tail due to frequent outlier values (unfavorable satellite observation geometry). This was already noticed concerning the LS method in [13] , which stated that the location error distribution is nonnormal and right skewed. Study [31] suggested modeling it with Student's t distribution.
The empirical errors parallel to the platform trajectory are computed by evaluating the modulus of T which is the projection of D on the axis tangent to the GPS trajectory. The sign of the so-called tangential error is positive if the direction of T matches the trajectory direction and negative if otherwise (see Fig. 2 ). These computations aim at measuring a potential bias along the track due to the use of the random walk model. They are compared to the LS processing which is supposed to be unbiased. Similar to the error modulus statistics, the signed values under the 25th per mille and beyond the 975th per mille are removed. The signed mean of these errors is given in Table VI. A negative value may indicate a systematic lag, and a positive value may indicate an advance. The part of the tangential error in the total error is limited for Kalman filtering. Its value grows slowly on average as the number of messages decreases and is generally negatively signed. The measurement update of the filter assimilates few received measurements so that the location estimation is close to the prediction. In this situation and when the random walk is the most likely dynamics, the estimated location tends to be slightly attracted by the last one. In the case of drifters, the phenomenon is more pronounced as the last computed position displays generally a very low error (a few hundreds of meters). Other outliers are observed for blue wildebeests (−45% with two or three messages in LS) and marabou storks (+38% with one message in KF), but the size of the data set is too small to draw trustworthy conclusions.
The 1σ, √ 2σ, and 3σ confidence ellipses estimated by the algorithms-containing in theory 39.3%, 63.2%, and 98.9% of the computed locations, respectively-are now considered. The √ 2σ ellipse corresponds to that provided in Argos standard products. For a given confidence ellipse, the frequency at which position estimates actually fall within is presented in Table VII and compared to the theoretical probability. The comparison is done on all locations where a confidence ellipse is available (i.e., locations with four messages or more for LS and all locations for KF). Table VII clearly shows that the percentages of KF and LS positions falling into the different error ellipses are close to each other but systematically lower than the theoretical values. This indicates that both the LS and KF algorithms underestimate the actual positioning error, a fact that was already well known for LS, particularly in the animal tracking community (e.g., [13] ). The origin of this error underestimation is twofold. First, the errors are nonnormally distributed, as discussed in the previous section. Second, unlike that assumed in (1), the frequency measurement noise is not constant but depends on factors such as the transmitter individual frequency stability, its sensitivity to temperature changes and the actual temperature changes experienced by the beacon, the platform velocity, or the ambient electromagnetic noise level in the Argos frequency band at the beacon position. Accordingly, Table VII clearly shows that the slowly moving drifters have error statistics closer to theoretical values than all other beacons as they use very stable oscillators transmitting at high output power in open ocean areas with relatively low ambient electromagnetic noise. To obtain more consistent larger KF positioning errors, one might slightly increase the assumed (constant) process and measurement noises. The problem is that no single noise estimation will work for all beacons. For example, a noise level tuned to provide accurate error ellipses for bird-tracking beacons in electromagnetically polluted areas would inevitably yield overestimated errors for drifter positions. Furthermore, individual calibration of the positioning algorithm for all transmitters and all transmission conditions is clearly out of reach. The choice has thus been made to keep the present calibration of the KF algorithm as, for all beacons tested in this paper, it reduces the actual Argos positioning errors compared to LS, even if the estimated errors remain too small as is also the case with LS. However, no other calibration of the KF algorithm in its present form would be globally satisfactory as different transmitters in different transmission conditions generate different frequency measurement errors and are thus positioned with different error levels.
V. CONCLUSION AND FUTURE WORK
The improvements brought by the multiple-model Kalman filtering method are significant when messages are irregularly distributed within the pass and when their number is low. Kalman filtering helps to remove mirror locations and to characterize errors associated with locations estimated with less than four messages. Over the total number of locations tested, the mean error is reduced by 10% to 63%. The overall dispersion decreases from 15% to 78% so that the majority of outliers are corrected. Most of the new positions come from one-message locations which have an accuracy comparable to that of LS with less than four messages. For low-power transmitters or applications deployed in worse environmental conditions, these new locations may be of high interest.
Future work will concentrate on improving the multiplemodel approach in two ways. First, by following the generalization [32] of the IMM to heterogeneous-order models (i.e., to models which share only some parts of their state vectors), random walks and CRWs will cooperate seamlessly. Second, by following the IMM smoother [33] , location estimates will be computed from measurements gathered over a fixed interval, be these in the past, present, or future. Such enhancements will be proposed in forthcoming versions of the Argos processing chain.
