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Abstract
The paper deals with the asymptotic properties of a symmetric random walk in a high contrast
periodic medium in Zd, d ≥ 1. We show that under proper diffusive scaling the random walk
exhibits a non-standard limit behaviour. In addition to the coordinate of the random walk in Zd
we introduce an extra variable that characterizes the position of the random walk in the period and
show that this two-component process converges in law to a limit Markov process. The components
of the limit process are mutually coupled, thus we cannot expect that the limit behaviour of the
coordinate process is Markov. We also prove the convergence in the path space for the said random
walk.
Introduction
We study in this work the large time behaviour of a symmetric random walk in Zd, d ≥ 1, under the
assumptions that the medium is periodic, elliptic and high-contrast. More precisely, we assume that
the transition probabilities of the random walk depend on a small parameter ε > 0 and that they are
of order one for some links on the period and of order ε2 for other links. It is assumed, moreover,
that the graph of links of order one forms an unbounded connected set in Zd. Denoting this random
walk X̂(n) we study the limit behaviour of the process X̂ε(t) = εX̂([t/ε
2]), as ε→ 0.
Various phenomena in media with a high-contrast microstructure have been widely studied by the
specialists in applied sciences and then since ’90th high-contrast homogenization problems have been
attracting the attention of mathematicians.
Homogenization problems for partial differential equations describing high-contrast periodic media
have been widely investigated in the existing mathematical literature. In the pioneer work [2] a
parabolic equation with high-contrast periodic coefficients has been considered. It was shown that
the effective equation contains a non-local in time term which represents the memory effect. In the
literature on porous media these models are usually called double porosity models. Later on in [1],
with the help of two-scale convergence techniques, it was proved that the solutions of the original
∗The research has been partially supported by the Russian Science Foundation (project No. 14-50-00150)
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parabolic equations two-scale converge to a function which depends both on slow and fast variables,
and, as a function of fast and slow variables, satisfies a system of local PDEs.
In the case of spectral problems the homogenized spectral problem turns out to be non-linear with
respect to the spectral parameter. The convergence of spectra and the structure of the limit operator
pencils have been considered in [9], [3] and other works.
A number of works have been devoted to nonlinear double porosity models, see [4], [6] and refer-
ences therein. In particular, for the evolution nonlinear models the memory effect was also observed.
In the discrete setting homogenization problems for high-contrast equations and Lagrangians were
studied in [5]. For evolution high-contrast difference equations the two-scale limit of solutions is a
function of continuous ”slow” variables and discrete ”fast” variables.
The appearance of a non-local term in the homogenized equation means that the limit in law of
the scaled random walks need not be a Markov process. Our goal is to study the large time behaviour
of the random walk X̂(n). It turns out that in order to keep the Markovity of the limit process
one can equip the coordinate process X(n) with an additional variable, k(X̂(n)), that specifies the
position of the random walk in the period. Although in the original process (X̂(n), k(X̂(n))) the last
component is a function of X̂(n), in the limit process the last component is independent of the other
component.
The limit process is a two-component continuous time Markov process X (t) = (X̂ (t), k(t)), its first
component X̂ (t) lives in the space Rd, while the second component is a jump Markov process k(t)
with a finite number of states k(t) ∈ {0, 1, . . . ,M}. The process k(t) does not depend on X̂ (t); the
intensities λ(k) and transition probabilities µkj, k 6= j, k, j = 0, 1, . . . ,M, of its jumps are expressed
in terms of the transition probabilities of the original symmetric random walk. When k(t) = 0, the
first component X̂ (t) evolves along the trajectories of a Brownian motion in Rd, but when k(t) 6= 0,
then the first component remains still until the second component of the process takes again the value
equal to 0. Thus the trajectories of X̂ (t) coincide with the trajectories of a Brownian motion in Rd
on those time intervals where k(t) = 0. As long as k(t) 6= 0, then X̂ (t) does not move, and only the
second component of the process evolves, that is, figuratively speaking, the process lives during this
period in the ”astral” space A = {x1, . . . , xM}.
We also study the generalization of this model to the case of several fast components. More
precisely, we assume that the set of links to which transition probabilities of order one are assigned
consists of a finite number of non-intersecting unbounded connected components. In this case we also
equip the random walk with an additional variable, however it indicates not only whether the random
walk is in the ”astral” space or not, but also specifies the ”fast” subset to which the random walk
belongs. Also we associate to each fast component the corresponding effective covariance matrix. The
limit two-component process is Markov, its second coordinate is a Markov jump process with a finite
number of states. When the second coordinate indicates the ”astral” state, the first one does not
move. Otherwise, the first coordinate is a diffusion in Rd, however its covariance matrix depends on
the value of the second coordinate.
Our approach relies on approximation results from [7]. A crucial step here is constructing several
periodic correctors which are introduced as solutions of auxiliary difference elliptic equations on the
period. The coefficients of the corresponding difference operator on the discrete torus are defined
as the transition probabilities of X̂(n) with ε = 0. Earlier the corrector techniques in the discrete
framework have been developed in [8] for proving the homogenization results for uniformly elliptic
difference schemes.
We prove the convergence, as ε→ 0, of semigroups generated by (X̂ε(t), k(X̂ε(t))) and determine
the generator of the limit semigroup. This yields the convergence of finite dimensional distributions
of (X̂ε(t), k(X̂ε(t))). We then improve this result and show that (X̂ε(t), k(X̂ε(t))) converges in law
in the topology of D[0,∞).
It is interesting to observe that, unlike diffusion models, the high-contrast discrete models are
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feasible in any dimension including d = 1, at the price of admitting not only nearest neighbour
interactions. The graph of non-vanishing transition probabilities should be large enough to ensure
the existence of unbounded connected component.
1 Problem setup
We consider a symmetric random walk X̂(n) on Zd, d ≥ 1, with transition probabilities p(x, y) =
Pr(x→ y), (x, y) ∈ Zd × Zd:
p(x, y) = p(y, x), (x, y) ∈ Zd × Zd;
∑
y∈Zd
p(x, y) = 1 ∀x ∈ Zd. (1)
We assume that the random walk satisfies the following properties:
- Periodicity. The functions p(x, x + ξ) are are periodic in x with a period Y for all ξ ∈ Zd. In
what follows we identify the period Y with the corresponding d-dimensional discrete torus Td.
- Finite range of interactions. There exists c1 > 0 such that
p(x, x+ ξ) = 0, if |ξ| > c1. (2)
- Irreducibility. The random walk is irreducible in Zd.
We denote the transition matrix of the random walk by P = {p(x, y), x, y ∈ Zd}.
In this paper we consider a family of transition probabilities p(ε)(x, y) that satisfy the properties
formulated above and depend on a small parameter ε > 0. These transition probabilities describe the
so-called high-contrast periodic structure of the environment. We suppose that the transition matrix
P (ε) is a small perturbation of a fixed transition matrix P 0 and can be represented as
P (ε) = P 0 + ε2V. (3)
In the sequel the upper index (ε) is dropped.
In order to characterize the matrices P 0 and V we divide the periodicity cell into two sets
T
d = A ∪B; A, B 6= ∅, A ∩B = ∅, (4)
and assume that B is a connected set such that its periodic extension denoted B♯ is unbounded and
connected. Here the connectedness is understood in terms of the transition matrix P 0 that is two
points x′, x′′ ∈ Zd are connected if there exists a path x1, . . . , xL in Zd such that x1 = x′, xL = x′′
and p0(x
j , xj+1) > 0 for all j = 1, . . . , L− 1. We also denote by A♯ the periodic extension of A. Then
Z
d = A♯ ∪B♯.
We impose the following conditions on P 0 and V :
– P 0 satisfies conditions (1)
– p0(x, x) = 1, if x ∈ A
♯;
– p0(x, y) = 0, if x, y ∈ A
♯, x 6= y;
– p0(x, y) = 0, if x ∈ B
♯, y ∈ A♯;
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– the elements of matrix V satisfy the relation∑
y∈Zd
v(x, y) = 0 ∀x ∈ Zd, (5)
Notice that, as a consequence of the above conditions, B♯ is a maximal connected component and,
consequently, P 0 is irreducible on B♯. From the periodicity of V it also follows that
vmax := max
x,y∈Zd
|v(x, y)| <∞.
Under these conditions, for the transition probabilities defined in (3), if p(x, y) 6= 0, then
– p(x, y) ≍ 1, when x, y ∈ B♯ (rapid movement);
– p(x, y) ≍ ε2, when x, y ∈ A♯, x 6= y (slow movement);
– p(x, y) ≍ ε2, when x ∈ B♯, y ∈ A♯ (rare exchange between A♯ and B♯).
Let us notice that for x, y ∈ B♯ we have p0(x, y) = Pr(x→ y)|ε=0 = lim
ε→0
Pr(x→ y| no entry to A♯).
The above choice of the transition probabilities reflects a significant slowdown of the random walk
inside of high-contrast periodic environments. In what follows we study the large time behavior of
this random walk and use ε as the corresponding scaling factor.
We introduce now the rescaled process. Let εZd = {x : xε ∈ Z
d} be a compression of the lattice
Z
d, then εZd = εA♯ ∪ εB♯. Let l∞0 (Z
d) be the Banach space of bounded functions on Zd vanishing at
infinity with the norm ‖f‖ = supx∈Zd |f(x)|. We denote by Tε the transition operator
Tεf(x) =
∑
y∈εZd
pε(x, y)f(y), f ∈ l
∞
0 (εZ
d), (6)
where pε(x, y) = p(
x
ε ,
y
ε ), and p(x, y) is defined above in (1) - (3). Then the operator
Lε =
1
ε2
(Tε − I) (7)
is the difference generator of the random walk X̂ε(t) = εX̂(
[
t
ε2
]
) on εZd with transition operator Tε.
The goal of the paper is to describe the large time behavior of the random walk X̂ε(t) and to
construct the limit process.
2 Semigroup convergence
In this section we supplement the random walk X̂ε(t) with an additional component, and, for the
extended process, prove the convergence of the corresponding semigroups. Assume that the set A
defined in (4) contains M ∈ N sites of Td: A = {x1, . . . , xM}. For each k = 1, . . . ,M we denote by
{xk}
♯ the periodic extension of the point xk ∈ A, then
εZd = εB♯ ∪ εA♯ = εB♯ ∪ ε{x1}
♯ ∪ . . . ∪ ε{xM}
♯. (8)
We assign to each x ∈ εZd the index k(x) ∈ {0, 1, . . . ,M} depending on the component in decompo-
sition (8) to which x belongs:
k(x) =
{
0, if x ∈ εB♯;
j, if x ∈ ε{xj}
♯, j = 1, . . . ,M.
(9)
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With this construction in hands we introduce the metric space
Eε =
{
(x, k(x)), x ∈ εZd, k(x) ∈ {0, 1, . . . ,M}
}
, Eε ⊂ εZ
d × {0, 1, . . . ,M} (10)
with a metric that coincides with the metric in εZd for the first component of (x, k(x)) ∈ Eε. We
denote by B(Eε) the space of bounded functions on Eε and introduce the transition operator Tε of
the random walk Xε(t) = (X̂ε(t), k(X̂ε(t))) on Eε using the transition operator (6) of the random
walk on εZd:
(Tεf)(x, k(x)) =
∑
y∈εZd
pε(x, y)f(y, k(y)), f ∈ B(Eε). (11)
Then Tε is the contraction on B(Eε):
‖Tεf‖B(Eε) = sup
(x,k(x))
|Tεf(x, k(x))| ≤ sup
(x,k(x))
|f(x, k(x))|, f ∈ B(Eε).
Remark 1. Since the point (x, k(x)) ∈ Eε is uniquely defined by its first coordinate x ∈ εZ
d, then
we can use x ∈ εZd as a coordinate in Eε (considering Eε as a graph of the mapping k : εZ
d →
{0, 1, . . . ,M}). In particular, for the transition probabilities of the random walk on Eε we keep the
same notations pε(x, y) as in (6).
We proceed to constructing the limit semigroup. We denote E = Rd × {0, 1, . . . ,M}, and C0(E)
stands for the Banach space of continuous functions vanishing at infinity. A function F = F (x, k) ∈
C0(E) can be represented as a vector function
F (x, k) = {fk(x) ∈ C0(R
d), k = 0, 1, . . . ,M}.
The norm in C0(E) is given by
‖F‖C0(E) = max
k=0,1...,M
‖fk‖C0(Rd).
Consider the operator
(LF )(x, k) =

Θ · ∇∇f0(x)
0
· · ·
0
 + LAF (x, k), (12)
where Θ is a positive definite matrix defined below in (60), and LA is a generator of a Markov jump
process
LAF (x, k) = λ(k)
M∑
j=0
j 6=k
µkj(fj(x)− fk(x)) (13)
with
α0j =
1
|B|
∑
y∈B
v(y, yj), αj0 =
∑
y∈B
v(yj , y), αkj = v(yk, yj), j, k = 1, . . . ,M, j 6= k, (14)
λ(k) =
M∑
j=0
j 6=k
αkj, µkj =
αkj
λ(k)
. (15)
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Observe that
0 < λ0 ≤ min
k
λ(k) ≤ max
k
λ(k) ≤ λ1 <∞, µkj ≥ 0,
M∑
j=0
j 6=k
µkj = 1 ∀ k.
The operator L is defined on the core
D = {(f0, f1, . . . , fM ), f0 ∈ C
∞
0 (R
d), fj ∈ C0(R
d), j = 1, . . . ,M} ⊂ C0(E) (16)
which is a dense set in C0(E). One can check that the operator L on C0(E) satisfies the positive
maximum principle, i.e. if F ∈ C0(E) and maxE F (x, k) = F (x0, k0) = fk0(x0), then LF (x0, k0) ≤ 0.
Indeed, from (12) - (13) we obtain
LF (x0, 0) = Θ · ∇∇f0(x0) + LAF (x0, 0) ≤ 0 in the case (x0, k0) = (x0, 0),
and
LF (x0, k) = LAF (x0, k) ≤ 0 in the case (x0, k0) = (x0, k), k 6= 0.
Then by the Hille-Yosida theorem the closure of L is a generator of a strongly continuous, positive,
contraction semigroup T (t) on C0(E), that is a Feller semigroup.
For every F ∈ C0(E) we define on Eε the function πεF as follows:
(πεF )(x, k(x)) =

f0(x), if x ∈ εB
♯, k(x) = 0;
f1(x), if x ∈ ε{x1}
♯, k(x) = 1;
· · ·
fM(x), if x ∈ ε{xM}
♯, k(x) =M.
(17)
Let l∞0 (Eε) be a Banach space of functions on Eε vanishing as |x| → ∞ with the norm
‖f‖l∞
0
(Eε) = sup
(x,k(x))∈Eε
|f(x, k(x))| = sup
x∈εZd
|f(x, k(x))|. (18)
Then πε defines a bounded linear transformation πε : C0(E)→ l
∞
0 (Eε):
‖πεF‖l∞
0
(Eε) = sup
(x,k(x))∈Eε
|(πεF )(x, k(x))| ≤ ‖F‖C0(E), sup
ε
‖πε‖ ≤ 1. (19)
Theorem 1. Let T (t) be a strongly continuous, positive, contraction semigroup on C0(E) with gen-
erator L defined by (12)–(15), and Tε be the linear operator on l
∞
0 (Eε) defined by (11).
Then for every F ∈ C0(E)
T
[
t
ε2
]
ε πεF → T (t)F for all t ≥ 0 (20)
as ε→ 0.
Proof. In view of (18) to prove (20) it suffices to show that
‖T
[
t
ε2
]
ε πεF − πε T (t)F‖l∞
0
(Eε) = sup
x∈εZd
∣∣∣∣∣T
[
t
ε2
]
ε πεF (x, k(x)) − πε T (t)F (x, k(x))
∣∣∣∣∣ → 0 as ε→ 0. (21)
The proof of (21) relies on the following approximation theorem [7, Theorem 6.5, Ch.1].
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Theorem [7]. For n = 1, 2, . . ., let Tn be a linear contraction on the Banach space Ln, let εn be a
positive number, and put An = ε
−1
n (Tn − E). Assume that limn→∞ εn = 0. Let {T (t)} be a strongly
continuous contraction semigroup on the Banach space L with generator A, and let D be a core for
A. Assume that πn : L → Ln are bounded linear transformations with supn ‖πn‖ < ∞. Then the
following are equivalent:
a) For each f ∈ L, T
[
t
εn
]
n πnf → T (t)f for all t ≥ 0 as ε→ 0.
b) For each f ∈ D, there exists fn ∈ Ln for each n ≥ 1 such that fn → f and Anfn → Af .
According to this theorem the semigroups convergence stated in item a) is equivalent to the
statement in item b) which is the subject of the next lemma.
Lemma 1. Let the operator L be defined by (12) – (15) and the core D ⊂ C0(E) of L be defined
by (16); assume that a bounded linear transformation πε : C0(E) → l
∞
0 (Eε) is defined by (17), and
Lε =
1
ε2
(Tε − I). Then for every F ∈ D, there exists Fε ∈ l
∞
0 (Eε) such that
‖Fε − πεF‖l∞
0
(Eε) → 0 (22)
and
‖LεFε − πεLF‖l∞
0
(Eε) → 0 as ε→ 0. (23)
Proof. For any F = (f0, f1, . . . , fM ) ∈ D we consider the following Fε ∈ l
∞
0 (Eε)
Fε(x, k(x)) =

f0(x) + ε(∇f0(x), h(
x
ε )) + ε
2(∇∇f0(x), g(
x
ε ))
+ε2
∑M
j=1 qj(
x
ε )(f0(x)− fj(x)), if x ∈ εB
♯, k(x) = 0,
f1(x), if x ∈ ε{x1}
♯, k(x) = 1,
· · ·
fM (x), if x ∈ ε{xM}
♯, k(x) =M.
(24)
Here h(y), g(y), qj(y), j = 1, . . . ,M, are periodic bounded functions defined below. From (17) and
(24) it immediately follows that
sup
x∈εZd
|Fε(x, k(x)) − πεF (x, k(x))| = ‖Fε − πεF‖l∞
0
(Eε) → 0
as ε→ 0. Thus convergence (22) is valid.
In compliance with decomposition (3) for the transition matrix P we introduce the operators:
Tε = T
0
ε + ε
2Vε, (25)
where
T 0ε f(x, k(x)) =
∑
y∈εZd
p0
(x
ε
,
y
ε
)
f(y, k(y)), Vεf(x, k(x)) =
∑
y∈εZd
v
(x
ε
,
y
ε
)
f(y, k(y)).
Let us note that due to the structure of the matrix P 0, the operator T 0ε has a block structure:
T 0ε f(x, k(x)) = f(x, k(x)) for x ∈ εA
♯, and T 0ε |x∈εB♯ is defined by the transition probabilities of the
random walk on the perforated lattice εB♯ = εZd \ εA♯.
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According to (25) the operator Lε =
1
ε2
(Tε − I) can be written as
Lε =
1
ε2
(T 0ε + ε
2Vε − I) = L
0
ε + Vε,
where L0ε =
1
ε2
(T 0ε − I) is the generator of the random walk on the perforated lattice εB
♯ = εZd \ εA♯.
To prove that
‖LεFε − πεLF‖l∞
0
(Eε) = sup
x∈εZd
|LεFε(x, k(x)) − πεLF (x, k(x))| → 0 (26)
we consider separately the case when x ∈ εB♯, and x ∈ εA♯. Since the second component in Eε
is a function of the first one, in the remaining part of the proof for brevity write Fε(x) instead of
Fε(x, k(x)).
Let x ∈ εB♯, then the first component of Fε can be written as a sum
Fε(x) = F
P
ε (x) + F
Q
ε (x), x ∈ εB
♯, (27)
where
FPε (x) = f0(x) + ε
(
∇f0(x), h(
x
ε
)
)
+ ε2
(
∇∇f0(x), g(
x
ε
)
)
, (28)
FQε (x) = ε
2
M∑
j=1
qj(
x
ε
)(f0(x)− fj(x)). (29)
Then
LεFε = (L
0
ε + Vε)Fε = L
0
ε(F
P
ε + F
Q
ε ) + VεFε = L
0
εF
P
ε + L
0
εF
Q
ε + VεFε. (30)
Proposition 1. There exist bounded periodic functions h(y) = {hi(y)}
d
i=1 and g(y) = {gim(y)}
d
i,m=1
(correctors) and a positive definite matrix Θ > 0, such that
L0εF
P
ε → Θ · ∇∇f0, i.e. sup
x∈εB♯
|L0εF
P
ε (x)−Θ · ∇∇f0(x)| → 0 as ε→ 0, (31)
where FPε is defined in (28).
The proof of this proposition is based on the corrector techniques, it is given in the Appendix.
Using (27) - (29) and the continuity of the functions fj we have
(L0εF
Q
ε + VεFε)(x) =
M∑
j=1
(
(T 0ε − I)qj(
x
ε
)
)
(f0(x)− fj(x)) +
M∑
j=1
vε(x, xj)(fj(x)− f0(x)) + o(1), (32)
where vε(x, xj) = v
(
x
ε ,
xj
ε
)
, and o(1) tends to 0 as ε→ 0.
Proposition 2. There exist bounded periodic functions qj(y) in the decomposition (32) and positive
constants α0j > 0, j = 1, . . . ,M , such that
sup
x∈εB♯
∣∣∣∣∣∣(L0εFQε + VεFε)(x) −
M∑
j=1
α0j(fj(x)− f0(x))
∣∣∣∣∣∣ → 0 as ε→ 0. (33)
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The proof of the proposition is given in the Appendix.
Combining (31), (32) and (33) yields
sup
x∈εB♯
|LεFε(x)− πεLF (x)| → 0 ε→ 0. (34)
The next step is to prove that
sup
x∈εA♯
|LεFε(x)− πεLF (x)| → 0 ε→ 0. (35)
Let x ∈ ε{xk}
♯ ⊂ εA♯. From (24) and continuity of functions fk it follows that
(LεFε)(x) = (L
0
ε + Vε)Fε(x) = VεFε(x)
=
M∑
j=1
j 6=k
v(yk, yj)(fj(x)− fk(x)) +
∑
y∈B
v(yk, y)(f0(x)− fk(x)) + o(1) as ε→ 0, (36)
where we have used the fact that fk(x
′) = fk(x) + o(1) when |x− x
′| → 0. Here y ∈ Td are variables
on the periodicity cell, yj ∈ Z
d, and v(yk, yj) are the elements of the matrix V given by (3). Thus if
for every j, k = 1, . . . ,M, j 6= k, we set:
αkj = v(yk, yj), αk0 =
∑
y∈B
v(yk, y), λ(k) =
M∑
j=0
j 6=k
αkj, µkj =
αkj
λ(k)
,
then relation (36) implies (35).
Finally, (26) is a consequence of (34) and (35), and Lemma 1 is proved.
It remains to recall that (21) is a straightforward consequence of the above approximation theorem.
This completes the proof of Theorem 1.
Remark 2. In the next section we show that there exists a Markov process X (t) corresponding to the
Feller semigroup T (t). From Theorem 1 one can easily derive the convergence of finite dimensional
distributions of the processes Xε(t) (random walks on Eε defined by (11)) to those of X (t).
3 Invariance principle, convergence of the processes
For the original process Xε(t) = (X̂ε(t), k(X̂ε(t))), which is the random walk on Eε (see (11)), the
second component k(X̂ε(t)) ∈ {0, 1, . . . ,M} is the function of the first component X̂ε(t) ∈ εZ
d (see
(6)). Thus Markov processes X̂ε(t) and Xε(t) are equivalent, i.e. the trajectories of {X̂ε(t)} are
isomorphic to trajectories of {Xε(t)}. However, the second component of Xε(t) plays the crucial role
when passing to the limit ε→ 0. As has been shown in Section 2 the limit process X (t) preserves the
Markov property only in the presence of the second component k(t) ∈ {0, 1, . . . ,M}, and this is an
interesting asymptotic property of the processes Xε(t). It should be noted that in the process X (t)
the second component is not a function of the first one anymore. This can be observed, in particular,
from the structure of the limit generator, see (12) - (13).
In the previous section we justified the convergence of the semigroups, and consequently, the
finite dimensional distributions of Xε(t). The goal of this section is to prove the existence of the
limit process X (t) in E with sample paths in DE [0,∞) and to establish the invariance principle for
the processes Xε(t). Namely, we show that Xε(t) converges in distributions to X (t) as ε → 0 in the
Skorokhod topology of DE [0,∞).
9
Theorem 2. For any initial distribution ν ∈ P(E) there exists a Markov process X (t) corresponding
to the semigroup T (t) : C0(E) → C0(E) with generator L defined by (12) – (15) and with sample
paths in DE [0,∞).
If ν is the limit law of Xε(0), then
Xε(t) ⇒ X (t) in DE [0,∞) as ε→ 0. (37)
Proof. The main idea of the proof is to combine the convergence of the finite dimensional distributions
of Xε(t) (that is a consequence of Theorem 1 see Remark 2) and the tightness of Xε(t) in DE [0,∞).
We apply here Theorem 2.12 from [7], Chapter 4. For the reader convenience we formulate it here.
Theorem [7]. Let E,E1, E2, . . . be metric spaces with E locally compact and separable. For n =
1, 2, . . . let ηn : En → E be measurable, let µn(x,Γ) be a transition function on En × B(En), and
suppose {Yn(k), k = 0, 1, 2, . . .} is a Markov chain in En corresponding to µn(x,Γ). Let ǫn > 0 satisfy
limn→∞ ǫn = 0. Define Xn(t) = ηn(Yn([t/ǫn])),
Tnf(x) =
∫
f(y)µn(x, dy), f ∈ B(En),
and πn : B(E) → B(En) by πnf = f ◦ ηn. Suppose that {T (t)} is a Feller semigroup on C0(E) and
that for each f ∈ C0(E) and t ≥ 0
lim
n→∞
T [t/ǫn]n f = T (t)f. (38)
If {Xn(0)} has limiting distribution ν ∈ P(E), then there is a Markov process X corresponding to
{T (t)} with initial distribution ν and sample paths in DE [0,∞), and Xn ⇒ X.
In our case, E = Rd × {0, 1, . . . ,M}, En = Eε ⊂ E, ε =
1
n , and ηn = ηε : Eε → E is the
measurable mapping for every ε, it is embedding of the set Eε, isomorphic to the lattice εZ
d, to E.
The Markov chain Yn(m),m = 0, 1, . . . is the same as the random walk Xε(m) = (X̂ε(m), k(X̂ε(m)))
on Eε (see (11)) with the transition function µn((x, k(x)), (y, k(y))) = pε(x, y). The semigroup T (t)
on C0(E) generated by the operator L, see (12) – (15), is the Feller semigroup by the Hille-Yosida
theorem as was mentioned in the beginning of Section 2. Setting ǫn =
1
n2 in (38) we see that the
convergence in (20) ensures the convergence in (38).
Thus, all assumptions of Theorem 2.12 from [7] are fulfilled. Consequently, if we set Xε(t) =
Yn(
[
t
ε2
]
) = ηn
(
Yn(
[
t
ε2
]
)
)
, then these processes convergence in law in the space DE [0,∞). Theorem 2
is completely proved.
4 Generalization. Several fast components
In the final part of the paper we consider some generalizations of the model studied above. We keep
all the assumptions on p(x, y), in particular we assume that these transition probabilities are periodic,
have a finite range of interaction and define an irreducible random walk, and that (3) holds. We also
keep all the assumptions on p0(x, y) except for that on the structure of the set B
♯. Here we assume
that B♯ is the union of N , N > 1, non-intersecting unbounded periodic sets such that P 0 is invariant
and irreducible on each of these sets.
We denote these sets B♯1, . . . , B
♯
N and assume that each B
♯
j, j = 1, . . . , N , is connected with respect
to P 0 and, moreover, is a maximal connected component. Our assumptions on the matrix P 0 now
take the form
– P 0 satisfies conditions (1)
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– p0(x, x) = 1, if x ∈ A
♯;
– p0(x, y) = 0, if x, y ∈ A
♯, x 6= y;
– p0(x, y) = 0, if x ∈ A
♯, y ∈ B♯;
– p0(x, y) = 0, if x ∈ B
♯
i , y ∈ B
♯
j, i, j = 1, . . . , N , i 6= j.
As in Section 2 we introduce the extended process on εZd, ε ∈ (0, 1). For each k = 1, . . . ,M we
denote by {xk}
♯ the periodic extension of the point xk ∈ A, then
εZd = εB♯ ∪ εA♯ = εB♯1 ∪ . . . ∪ εB
♯
N ∪ ε{x1}
♯ ∪ . . . ∪ ε{xM}
♯. (39)
We assign to each x ∈ εZd the index k(x) ∈ {1, . . . , N +M} depending on the component in decom-
position (39) to which x belongs:
k(x) =
{
j, if x ∈ εB♯j , j = 1, . . . , N ;
N + j, if x ∈ ε{xj}
♯, j = 1, . . . ,M.
(40)
With this construction in hands we introduce the metric space
Eε =
{
(x, k(x)), x ∈ εZd, k(x) ∈ {1, . . . , N +M}
}
, Eε ⊂ εZ
d × {1, . . . , N +M} (41)
with a metric that coincides with the metric in εZd for the first component of (x, k(x)) ∈ Eε. As
in Section 2 we denote by B(Eε) the space of bounded functions on Eε and introduce the transition
operator Tε of random walk Xε(t) = (X̂ε(t), k(X̂ε(t))) on Eε as follows:
(Tεf)(x, k(x)) =
∑
y∈εZd
pε(x, y)f(y, k(y)), f ∈ B(Eε). (42)
Then Tε is the contraction on B(Eε).
To construct the limit semigroup we denote E = Rd × {1, . . . , N +M}, and C0(E) stands for the
Banach space of continuous functions vanishing at infinity. A function F = F (x, k) ∈ C0(E) can be
represented as a vector function
F (x, k) = {fk(x) ∈ C0(R
d), k = 1, . . . , N +M}.
We introduce the operator
(LF )(x, k) =

Θ1 · ∇∇f1(x)
· · ·
ΘN · ∇∇fN(x)
0
· · ·
0
 + LAF (x, k), (43)
where Θ1, . . . ,ΘN are positive definite matrices defined below in formula (48), and LA is a generator
of the following Markov jump process
LAF (x, k) = λ(k)
N+M∑
j=1
j 6=k
µkj(fj(x)− fk(x)). (44)
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Here the parameters λ(k) and µkj are determined as follows: first we define transition intensities
αkj =

1
|Bk|
∑
y∈Bk
∑
y′∈Bj
v(y, y′), if k, j = 1, . . . , N, k 6= j;
1
|Bk|
∑
y∈Bk
v(y, xj−N ), if k = 1, . . . , N, j = N + 1, . . . , N +M ;∑
y∈Bj
v(xk−N , y), if k = N + 1, . . . , N +M, j = 1, . . . , N ;
v(xk−N , xj−N ), if k, j = N + 1, . . . , N +M, k 6= j.
and then set for each k, j = 1, . . . , N +M
λ(k) =
N+M∑
i=1
αki, µkj =
αkj
λ(k)
. (45)
The operator L is defined on the core
D = {(f1, . . . , fN+M ), fj ∈ C
∞
0 (R
d) for j = 1, . . . , N ; fj ∈ C0(R
d), for j = N+1, . . . , N+M}, (46)
which is a dense set in C0(E). As in Section 2 one can check that the operator L on C0(E) satisfies
the positive maximum principle. Then by the Hille-Yosida theorem the closure of L is a generator of
a strongly continuous, positive, contraction semigroup T (t) on C0(E).
In this framework the operator πε : C0(E) 7→ l
∞
0 (Eε) is defined as follows:
(πεF )(x, k(x)) =

f1(x), if x ∈ εB
♯
1, k(x) = 1;
· · ·
fN(x), if x ∈ εB
♯
N , k(x) = N ;
fN+1(x), if x ∈ ε{x1}
♯, k(x) = N + 1;
· · ·
fN+M(x), if x ∈ ε{xM}
♯, k(x) = N +M.
(47)
It remains to define matrices Θj that appeared in (43). In fact, for each j = 1, . . . , N , the matrix Θj
coincides with the effective diffusion matrix of the random walk on B♯j with transition matrix P
0. We
denote the restriction of P 0 on Bj by P
0
j and recall of the definition of the effective diffusion matrix.
To this end we consider, for each j = 1, . . . , N , the equation∑
ξ∈Λy
pξ(y)
(
ξ + (hj(y + ξ)− hj(y))
)
= 0, y ∈ B♯j .
As was shown in the proof of Proposition 1 in Appendix, this equation has a periodic solution which
is unique up to an additive constant. We set
Θj =
1
|Bj |
∑
y∈Bj
∑
ξ∈Λy
pξ(y) ξ ⊗
(
1
2
ξ + hj(y + ξ)
)
. (48)
Theorem 3. Let T (t) be a strongly continuous, positive, contraction semigroup on C0(E) with gen-
erator L defined by (43) – (45), (48), and Tε be the linear operator on l
∞
0 (Eε) defined by (42).
Then for every F ∈ C0(E)
T
[
t
ε2
]
ε πεF → T (t)F for all t ≥ 0
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as ε→ 0.
For any initial distribution ν ∈ P(E) there exists a Markov process X (t) corresponding to the
semigroup T (t) : C0(E) → C0(E) with generator L and sample paths in DE[0,∞). Moreover, if the
initial distributions νε ∈ P(Eε) of the processes Xε converge weakly, as ε→ 0, to ν ∈ P(E), then
Xε(t) ⇒ X (t) in DE [0,∞) as ε→ 0.
Proof. The proof of this Theorem follows the line of the proof of Theorems 1 and 2. We leave it to
the reader.
The limit process X (t) can be described in the following way. Its second component is a Markov
jump process with N +M states whose intensities and transition probabilities are given in (45). The
first component that evolves in Rd remains still when the second one takes on values in {N+1, N+M},
and it shows a diffusive behaviour with the covariance Θj when the second component is equal to j,
j = 1, . . . , N .
Appendix: proofs of the propositions
Proof of Proposition 2. From (32) we obtain the following system of uncoupled equations on the
functions qj(
x
ε ) and constants α0j :(
(T 0ε − I)qj(
x
ε
)
)
(f0(x)− fj(x)) + v(
x
ε
,
xj
ε
)(fj(x)− f0(x)) = α0j(fj(x)− f0(x)), j = 1, . . . ,M.
Then qj(
x
ε ) satisfies, for every j = 1, . . . ,M , the equation
(T 0ε − I)qj(
x
ε
) = v(
x
ε
,
xj
ε
)− α0j1, x ∈ εB
♯, xj ∈ ε{xj}
♯, (49)
which is of equivalent the following equation on B♯:
(P 0 − I)qj(y) = v(y, yj)− α0j1, y ∈ B
♯, yj ∈ A
♯, (50)
where 1(y) = 1 ∀y ∈ B♯, and qj is Y -periodic. Using Fredholm’ alternative we conclude that the
equation (50) has a unique solution if
v(y, yj)− α0j1 ⊥ Ker (P
0 − I)∗ = {1}.
The last relation follows from the irreducibility of P 0 on B♯. This condition implies the unique choice
of constants α0j
α0j =
1
|B|
∑
y∈B
v(y, yj) > 0 with yj ∈ A, (51)
where |B| is the cardinality of the set B. Thus α0j is defined by (51) for every j = 1, . . . ,M , and
the equation (50) has a unique solution qj(y) that is a bounded periodic function on the set B
♯.
Proposition 2 is proved.
Proof of Proposition 1. We say that y ∼ x, x, y ∈ Zd, if p0(x, y) 6= 0. Let Λx be a finite set of y ∈ Z
d
such that y ∼ x. We will use further the notation
p0(x, y) = p0(x, x+ ξ) = pξ(x) for all x ∼ y, x, y ∈ Z
d, with y = x+ ξ.
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Then ∑
ξ∈Λx
pξ(x) = 1,
and
(T ε0 f)(x) =
∑
ξ
pξ(
x
ε
)f(x+ εξ), x ∈ εB♯. (52)
Using (28) we get for all x ∈ εB♯:
L0εF
P
ε (x) =
1
ε2
(T 0ε − I)
(
f0(x) + ε
(
∇f0(x), h(
x
ε
)
))
+ (T 0ε − I)
(
∇∇f0(x), g(
x
ε
)
)
. (53)
Then the vector function h(xε ) is taken from the relation
1
ε2
(T 0ε − I)
(
f0(x) + ε
(
∇f0(x), h(
x
ε
)
))
= O(1). (54)
Using (52) we obtain that the left-hand side of (54) takes the form:
1
ε2
∑
ξ
pξ(
x
ε
) (f0(x+ εξ)− f0(x)) +
1
ε
∑
ξ
pξ(
x
ε
)
((
∇f0(x+ εξ), h(
x
ε
+ ξ)
)
−
(
∇f0(x), h(
x
ε
)
))
(55)
=
1
ε
∑
ξ
pξ(
x
ε
) (∇f0(x), ξ) +
1
ε
∑
ξ
pξ(
x
ε
)
(
∇f0(x), h(
x
ε
+ ξ)− h(
x
ε
)
)
+O(1)
=
1
ε
∇f0(x),∑
ξ
pξ(
x
ε
)
(
ξ + (h(
x
ε
+ ξ)− h(
x
ε
)
)+O(1).
Thus the vector function h(x) is a solution of the equation
(P 0 − I) (l(x) + h(x)) = 0, x ∈ B, (56)
where l(x) = x is the linear function. The solvability condition for equation (56) reads
((P 0 − I)l, Ker (P 0 − I)∗) = ((P 0 − I)l, 1) =
∑
x∈B
∑
ξ
pξ(x)ξ = 0.
Since pξ(x) = p−ξ(x + ξ), this condition holds true, which implies the existence of the unique, up to
an additive constant, solution h(x) of equation (56).
We follow the similar reasoning to find an equation for the matrix function g(x), x ∈ B. Collecting
in (53) all terms of the order O(1) and using relation (56) on the function h(x) we get:
1
ε2
∑
ξ
pξ(
x
ε
) (f0(x+ εξ)− f0(x)) +
1
ε
∑
ξ
pξ(
x
ε
)
((
∇f0(x+ εξ), h(
x
ε
+ ξ)
)
−
(
∇f0(x), h(
x
ε
)
))
+
∑
ξ
pξ(
x
ε
)
((
∇∇f0(x+ εξ), g(
x
ε
+ ξ)
)
−
(
∇∇f0(x), g(
x
ε
)
))
+O(ε)
=
1
ε
∇f0(x),∑
ξ
pξ(
x
ε
)
(
ξ + (h(
x
ε
+ ξ)− h(
x
ε
)
)
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+∇∇f0(x),∑
ξ
pξ(
x
ε
)
(
1
2
ξ ⊗ ξ + ξ ⊗ h(
x
ε
+ ξ) + (g(
x
ε
+ ξ)− g(
x
ε
))
)+O(ε)
=
∇∇f0(x),∑
ξ
pξ(
x
ε
)
(
1
2
ξ ⊗ ξ + ξ ⊗ h(
x
ε
+ ξ)
)
+ (P 0 − I)g(
x
ε
)
+O(ε). (57)
Let xε = y ∈ B, and denote by Φ(h) the following matrix function
Φ(h)(y) =
1
2
∑
ξ
pξ(y) ξ ⊗ ξ +
∑
ξ
pξ(y) ξ ⊗ h(y + ξ), y ∈ B. (58)
In order to ensure the convergence in (31) we should find a constant matrix Θ and a periodic matrix
function g(y) such that
Φ(h)km(y) + (P
0 − I)gkm(y) = Θkm, (59)
The solvability condition for (59) reads
(−Φ(h)km +Θkm, Ker(P
0 − I)∗) = (−Φ(h)km +Θkm, 1) = 0,
thus Θ is uniquely defined as follows:
Θkm =
1
|B|
∑
y∈B
Φkm(h)(y),
and g(y) is a solution of equation (59). This solution is uniquely defined up to a constant matrix.
Proposition 3. The matrix Θ defined by
Θ =
1
|B|
∑
y∈B
Φ(h)(y), where Φ(h)(y) =
∑
ξ=ξ(y)
pξ(y) ξ ⊗
(
1
2
ξ + h(y + ξ)
)
(60)
is positive definite, i.e. (Θη, η) > 0 ∀η 6= 0.
Proof. Step 1. We prove that ∑
ξ=ξ(y)
∂−ξa(y)∂ξg(y) = −2(P
0 − I)g(y), (61)
where we denote ∂ξg(y) = g(y+ξ)−g(y) for every ξ = ξ(y), and a(y) = aξξ(y) = pξ(y) is the diagonal
matrix. Using
a(y)∂ξg(y) = pξ(y)(g(y + ξ)− g(y)) and pξ(y − ξ) = p−ξ(y),
we obtain (61):∑
ξ
∂−ξa(y)∂ξg(y) =
∑
ξ
(pξ(y − ξ)(g(y) − g(y − ξ))− pξ(y)(g(y + ξ)− g(y))) =
∑
ξ
(p−ξ(y)(g(y) − g(y − ξ))− pξ(y)(g(y + ξ)− g(y))) = −2(P
0 − I)g(y).
Step 2. From (56) and (61) it follows that∑
ξ
∂−ξa(y)∂ξ(l + h)(y) = 0, y ∈ B.
15
Consequently, for all η ∈ Rd we get
0 =
∑
y∈B
h(y)
∑
ξ∈Λy
∂−ξa(y)∂ξ(l + h)(y)η, η
 =
∑
y∈B
∑
ξ∈Λy
∂ξh(y)a(y)∂ξ(l + h)(y)η, η
 . (62)
Step 3. On the other hand we have a positive definite quadratic form∑
y∈B
∑
ξ∈Λy
∂ξ(l + h)(y)a(y)∂ξ(l + h)(y)η, η
 > 0 ∀η 6= 0, (63)
since a(y) = {pξ(y)} is the diagonal matrix. Using (62) and (63) we have∑
y∈B
∑
ξ∈Λy
∂ξl(y)a(y)∂ξ(l + h)(y)η, η
 =
∑
y∈B
∑
ξ∈Λy
pξ(y) ξ ⊗ (ξ + h(y + ξ)− h(y)) η, η
 > 0. (64)
Let us observe that
−
∑
y∈B
∑
ξ∈Λy
pξ(y) ξ ⊗ h(y) =
∑
y∈B
∑
ξ∈Λy
p−ξ(z)(−ξ) ⊗ h(z − ξ) =
∑
z∈B
∑
ξ∈Λz
pξ(z) ξ ⊗ h(z + ξ);
here we set z = y + ξ and use the identity pξ(y) = p−ξ(z). Finally, the expression in (64) can be
written as ∑
y∈B
∑
ξ∈Λy
pξ(y) ξ ⊗ (ξ + 2h(y + ξ)) η, η
 =
2
∑
y∈B
∑
ξ∈Λy
pξ(y) ξ ⊗
(
1
2
ξ + h(y + ξ)
)
η, η
 = 2
∑
y∈B
Φ(h)(y)η, η
 > 0. (65)
This complete the proof of Proposition 1.
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