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Abstract. Differential privacy is a notion of privacy that has become very pop-
ular in the database community. Roughly, the idea is that a randomized query
mechanism provides sufficient privacy protection if the ratio between the prob-
abilities that two adjacent datasets give the same answer isbound byeǫ. In the
field of information flow there is a similar concern for controlling information
leakage, i.e. limiting the possibility of inferring the secr t information from the
observables. In recent years, researchers have proposed toquantify the leakage
in terms of min-entropy leakage, a concept strictly relatedto the Bayes risk. In
this paper, we show how to model the query system in terms of aninformation-
theoretic channel, and we compare the notion of differential pr vacy with that of
min-entropy leakage. We show that differential privacy implies a bound on the
min-entropy leakage, but not vice-versa. Furthermore, we show that our bound
is tight. Then, we consider the utility of the randomizationmechanism, which
represents how close the randomized answers are to the real on s, in average.
We show that the notion of differential privacy implies a bound on utility, also
tight, and we propose a method that under certain conditionsbuilds an optimal
randomization mechanism, i.e. a mechanism which provides the best utility while
guaranteeingǫ-differential privacy.
1 Introduction
The area of statistical databases has been one of the first communities to consider the
issues related to the protection of information. Already some decades ago, Dalenius [1]
proposed a famous “ad omnia” privacy desideratum: nothing about an individual should
be learnable from the database that could not be learned without access to the database.
Differential privacy.Dalenius’ property is too strong to be useful in practice: ithas been
shown by Dwork [2] that no useful database can provide it. In replacement, Dwork has
proposed the notion ofdifferential privacy, which has had an extraordinary impact in
the community. Intuitively, such notion is based on the ideathat the presence or the
absence of an individual in the database, or its particular value, should not affect in a
significant way the probability of obtaining a certain answer for a given query [2–5].
⋆ This work has been partially supported by the project ANR-09-BLAN-0169-01 PANDA, by
the INRIA DRI Equipe Associée PRINTEMPS and by the RAS L.R. 7/2007 project TESLA.
Note that one of the important characteristics of differential privacy is that it abstracts
away from the attacker’s auxiliary information. The attacker might possess information
about the database from external means, which could allow him to nfer an individual’s
secret. Differential privacy ensures that no extra information can be obtained because
of the individual’s presence (or its particular value) in the database.
Dwork has also studied a technique to create anǫ-differential private mechanism
from an arbitrary numerical query. This is achieved by adding random noise to the result
of the query, drawn from a Laplacian distribution with variance depending onǫ and the
query’s sensitivity, i.e. the maximal difference of the query between any neighbour
databases [4].
Quantitative information flow.The problem of preventing the leakage of secret in-
formation has been a pressing concern also in the area of software systems, and has
motivated a very active line of research calledsecure information flow. In this field,
similarly to the case of privacy, the goal at the beginning was ambitious: to ensure
non-interference, which means complete lack of leakage. But, as for Dalenius’notion
of privacy, non-interference is too strong for being obtained in practice, and the com-
munity has started exploring weaker notions. Some of the most p pular approaches
are quantitative; they do not provide a yes-or-no answer butinstead try to quantify the
amount of leakage using techniques from information theory. See for instance [6–12].
The various approaches in the literature mainly differ on the underlying notion of
entropy. Each entropy is related to the type of attacker we want to model, and to the way
we measure its success (see [9] for an illuminating discussion of this relation). The most
widely used is Shannon entropy [13], which models an adversary trying to find out the
secretx by asking questions of the form “doesx belong to a setS?”. Shannon entropy is
precisely the average number of questions necessary to find out the exact value ofx with
an optimal strategy (i.e. an optimal choice of theS’s). The other most popular notion
of entropy in this area is the min-entropy, proposed by Rényi [14]. The corresponding
notion of attack is asingle try of the form “is x equal to valuev?”. Min-entropy is
precisely the logarithm of the probability of guessing the true value with the optimal
strategy, which consists, of course, in selecting thev with the highest probability. It is
worth noting that the conditional min-entropy, representing the a posteriori probability
of success, is the converse of the Bayes risk [15]. Approaches based on min-entropy
include [12, 16] while the Bayes risk has been used as a measure of information leakage
in [17, 18].
In this paper, we focus on the approach based on min-entropy.As it is typical in the
areas of both quantitative information flow and differential privacy [19, 20], we model
the attacker’s side information as a prior distribution on the set of all databases. In our
results we abstract from the side information in the sense that we prove them for all
prior distributions. Note that an interesting property of min-entropy leakage is that it is
maximized in the case of a uniform prior [12, 16]. The intuition behind this is that the
leakage is maximized when the attacker’s initial uncertainty is high, so there is a lot to
be learned. The more information the attacker has to begin with, the less it remains to
be leaked.
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Goal of the paperThe first goal of this paper is to explore the relation betweendif-
ferential privacy and quantitative information flow. First, we address the problem of
characterizing the protection that differential privacy provides with respect to informa-
tion leakage. Then, we consider the problem of the utility, that is the relation between
the reported answer and the true answer. Clearly, a purely random result is useless, the
reported answer is useful only if it provides information about the real one. It is there-
fore interesting to quantify the utility of the system and explore ways to improve it
while preserving privacy. We attack this problem by considering the possible structure
that the query induces on the true answers.
Contribution. The main contributions of this paper are the following:
– We propose an information-theoretic framework to reason about oth information
leakage and utility.
– We prove thatǫ-differential privacy implies a bound on the information leakage.
The bound is tight and holds for all prior distributions.
– We prove thatǫ-differential privacy implies a bound on the utility. We prove that,
under certain conditions, the bound is tight and holds for all prior distributions.
– We identify a method that, under certain conditions, constructs the randomization
mechanisms which maximizes utility while providingǫ-differential privacy.
Plan of the paper.The next section introduces some necessary background notions.
Section 3 proposes an information-theoretic view of the datab se query systems, and of
its decomposition in terms of the query and of the randomization mechanisms. Section
4 shows that differential privacy implies a bound on the min-entropy leakage, and that
the bound is tight. Section 5 shows that differential privacy implies a bound on the
utility, and that under certain conditions the bound is tight. Furthermore it shows how
to construct an optimal randomization mechanism. Section 6discusses related work,
and Section 7 concludes. The proofs of the results are in the app ndix.
2 Background
This section recalls some basic notions on differential privacy and information theory.
2.1 Differential privacy
The idea of differential privacy is that a randomized query provides sufficient privacy
protection if two databases differing on a single row produce an answer with similar
probabilities, i.e. probabilities whose ratio is bounded by eǫ for a givenǫ ≥ 0. More
precisely:
Definition 1 ([4]). A randomized functionK satisfiesǫ-differential privacyif for all of
data setsD′ andD′′ differing on at most one row, and allS ⊆ Range(K),
Pr[K(D′) ∈ S] ≤ eǫ × Pr[K(D′′) ∈ S] (1)
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2.2 Information theory and interpretation in terms of attacks
In the following,X,Y denote two discrete random variables with carriersX = {x0, . . . ,
xn−1}, Y = {y0, . . . , ym−1}, and probability distributionspX(·), pY (·), respectively.
An information-theoretic channel is constituted of an input X , an outputY , and the
matrix of conditional probabilitiespY |X(· | ·), wherepY |X(y | x) represent the prob-
ability thatY is y given thatX is x. We shall omit the subscripts on the probabilities
when they are clear from the context.
Min-entropy. In [14], Rényi introduced a one-parameter family of entropy measures,
intended as a generalization of Shannon entropy. The Rényientropy of orderα (α > 0,




We are particularly interested in the limit ofHα asα approaches∞. This is calledmin-
entropy. It can be proven thatH∞(X)
def
= limα→∞ Hα(X) = − log2 maxx∈X p(x).
Rényi also defined theα-generalization of other information-theoretic notions,like
the Kullback-Leibler divergence. However, he did not defineth α-generalization of
the conditional entropy, and there is no agreement on what itshould be. For the case
α = ∞, we adopt here the definition proposed in [21]:
H∞(X | Y ) = − log2
∑
y∈Y p(y)maxx∈X p(x | y) (2)
We can now define the min-entropy leakage asI∞ = H∞(X) − H∞(X | Y ). The
worst-case leakage is taken by maximising over all input distributions (recall that the
input distribution models the attacker’s side information): C∞ = maxpX(·) I∞(X ;Y ).
It has been proven in [16] thatC∞ is obtained at the uniform distribution, and that it
is equal to the sum of the maxima of each column in the channel matrix, i.e.,C∞ =
∑
y∈Y maxx∈X p(y | x).
Interpretation in terms of attacks.Min-entropy can be related to a model of adversary
who is allowed to ask exactly one question of the form “isX = x?” (one-try attack).
More precisely,H∞(X) represents the (logarithm of the inverse of the) probability
of success for this kind of attacks with the best strategy, which consists, of course, in
choosing thex with the maximum probability.
The conditional min-entropyH∞(X | Y ) represents (the logarithm of the inverse
of) the probability that the same kind of adversary succeedsin guessing the value ofX
a posteriori, i.e. after observing the result ofY . The complement of this probability is
also known asprobability of error or Bayes risk. Since in generalX andY are corre-
lated, observingY increases the probability of success. Indeed we can prove formally
thatH∞(X | Y ) ≤ H∞(X), with equality if and only ifX andY are independent.
The min-entropy leakageI∞(X ;Y ) = H∞(X)−H∞(X |Y ) corresponds to theratio
between the probabilities of success a priori and a posteriori, which is a natural notion
of leakage. Note that it is always the case thatI∞(X ;Y ) ≥ 0, which seems desirable
for a good notion of leakage.
3 A model of utility and privacy for statistical databases
In this section we present a model of statistical queries on databases, where noise is
carefully added to protect privacy and, in general, the report d answer to a query does
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not need to correspond to the real one. In this model, the notio f information leakage
can be used to measure the amount of information that an attacker can learn about
the database by posting queries and analysing their (reported) answers. Moreover, the
model allows us to quantify the utility of the query, that is,how much information about
the real answer can be obtained from the reported one. This model will serve as the basis
for exploring the relation between differential privacy and i formation flow.
We fix a finite setInd = {1, 2, . . . , u} of u individuals participating in the database.
In addition, we fix a finite setV al = {v1,v2, . . . ,vv}, representing the set of (v differ-
ent) possible values for thesensitive attributeof each individual (e.g. disease-name in a
medical database)1. Note that the absence of an individual from the database, ifallowed,
can be modeled with a special value inV al. As usual in the area of differential privacy
[22], we model a database as au-tupleD = {d0, . . . , du−1} where eachdi ∈ Val is
the value of the corresponding individual. The set of all datab ses isX = Valu. Two










Fig. 1.Randomized functionK as a
channel
LetK be a randomized function fromX toZ,
whereZ = Range(K) (see Figure 1). This func-
tion can be modeled by a channel with input and
output alphabetsX ,Z respectively. This channel
can be specified as usual by a matrix of condi-
tional probabilitiespZ|X(·|·). We also denote by
X,Z the random variables modeling the input and
output of the channel. The definition of differen-
tial privacy can be directly expressed as a property
of the channel: it satisfiesǫ-differential privacy iff
p(z|x) ≤ eǫp(z|x′) for all z ∈ Z, x, x′ ∈ X with x ∼ x′
Intuitively, thecorrelationbetweenX andZ measures how much information about
the complete database the attacker can obtain by observing the reported answer. We will
refer to this correlation as thel akageof the channel, denoted byL(X,Z). In Section 4
we discuss how this leakage can be quantified, using notions fr m information theory,
and we study the behavior of the leakage for differentially private queries.
We then introduce a random variableY modeling the true answer to the queryf ,
ranging overY = Range(f). The correlation betweenY andZ measures how much we
can learn about the real answer from the reported one. We willrefer to this correlation
as theutility of the channel, denoted byU(Y, Z). In Section 5 we discuss in detail
how utility can be quantified, and we investigate how to construct a randomization
mechanism, i.e. a way of adding noise to the query outputs, sothat utility is maximized
while preserving differential privacy.
In practice, the randomization mechanism is oftenoblivious, meaning that the re-
ported answerZ only depends on the real answerY and not on the databaseX . In this
case, the randomized functionK, seen as a channel, can be decomposed into two parts:
a channel modeling the queryf , and a channel modeling the oblivious randomization
1 In case there are several sensitive attributes in the database (e.g. skin color and presence of a













K (ǫ-diff. priv. randomized function)
Utility
Leakage
Fig. 2.Leakage and utility for oblivious mechanisms
mechanismH. The definition of utility in this case is simplified as it onlydepends on
properties of the sub-channel correspondent toH. The leakage relatingX andY and the
utility relatingY andZ for a decomposed randomized function are shown in Figure 2.
Leakage about an individual.As already discussed,L(X,Z) can be used to quantify
the amount of information about thewhole databasethat is leaked to the attacker. How-
ever, protecting the database as a whole is not the main goal of differential privacy.
Indeed, some information is allowed by design to be revealed, otherwise the query
would not be useful. Instead, differential privacy aims at protecting the value of each
individual. AlthoughL(X,Z) is a good measure of the overall privacy of the system,
we might be interested in measuring how much information about asingle individualis
leaked.
To quantify this leakage, we assume that the values of all other individuals are al-
ready known, thus the only remaining information concerns the individual of interest.
Then we define smaller channels, where only the information of a specific individual
varies. LetD− ∈ Valu−1 be a(u − 1)-tuple with the values of all individuals except
the one of interest. We create a channelKD− whose input alphabet is the set of all
databases in which theu − 1 other individuals have the same values as inD−. Intu-
itively, the information leakage of this channel measures how much information about
one particular individual the attacker can learn if the values of all others are known to
beD−. This leakage is studied in Section 4.1.
4 Leakage
As discussed in the previous section, the correlationL(X,Z) betweenX andZ mea-
sures the information that the attacker can learn about the database by observing the
reported answers. In this section, we consider min-entropyleakage as a measure of this
information, that isL(X,Z) = I∞(X ;Z). We then investigate bounds on information
leakage imposed by differential privacy. These bounds holdfor any side information of
the attacker, modelled as a prior distribution on the inputsof he channel.
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Our first result shows that the min-entropy leakage of a randomized functionK
is bounded by a quantity depending onǫ, the numbersu, v of individuals and values
respectively. We assume thatv ≥ 2.
Theorem 1. If K providesǫ-differential privacythen for all input distributions, the
min-entropy leakage associated toK is bounded from above as follows:
I∞(X ;Z) ≤ u log2
v eǫ
(v − 1 + eǫ)
Fig. 3. Graphs ofB(u, v, ǫ) for u=100
andv=2 (lowest line),v=10 (interme-
diate line), andv = 100 (highest line),
respectively.
Note that this boundB(u, v, ǫ) =
u log2
v eǫ
(v−1+eǫ) is a continuous function in
ǫ, has value0 when ǫ = 0, and converges
to u log2 v asǫ approaches infinity. Figure 3
shows the growth ofB(u, v, ǫ) along withǫ,
for various fixed values ofu andv.
The following result shows that the
boundB(u, v, ǫ) is tight.
Proposition 1. For everyu, v, and ǫ there
exists a randomized functionK which pro-
videsǫ-differential privacy and whose min-
entropy leakage isI∞(X ;Z) = B(u, v, ǫ)
for the uniform input distribution.
Example 1.Assume that we are interested in
the eye color of a certain populationI d =
{Alice,Bob}. Let Val = {a, b, c} wherea stands forabsent (i.e. thenull value),
b stands forblue, andc stands forcoal (black). We can represent each dataset with a
tupled1d0, whered0 ∈ Val represents the eye color ofAlice (casesd0 = b andd0 = c),
or thatAlice is not in the dataset (cased0 = a). The valued1 provides the same kind
of information forBob. Note thatv = 3. Fig 4(a) represents the setX of all possible
datasets and its adjacency relation. We now construct the matrix with input X which
providesǫ-differential privacy and has the highest min-entropy leakage. From the proof
of Proposition 1, we know that each element of the matrix is ofthe form α
eǫ d
, where




(2+eǫ) , andd is the graph-theoretic distance (in Fig 4(a)) between (the
dataset of) the row which contains such element and (the dataset of) the row with the
highest value in the same column. Fig 4(b) illustrates this matrix, where, for the sake of
readability, each valuea
eǫ d
is represented simply byd.
Note that the boundB(u, v, ǫ) is guaranteed to be reached with the uniform input
distribution. We know from the literature [16, 12] that theI∞ of a given matrix has its
maximum in correspondence of the uniform input distribution, although it may not be
the only case.
The construction of the matrix for Proposition 1 gives a square matrix of dimension





(a) The datasets and their ad-
jacency relation
aa ab ac ba ca bb bc cb cc
aa 0 1 1 1 1 2 2 2 2
ab 1 0 1 2 2 1 2 1 2
ac 1 1 0 2 2 2 1 2 1
ba 1 2 2 0 1 1 1 2 2
ca 1 2 2 1 0 2 2 1 1
bb 2 1 2 1 2 0 1 1 2
bc 2 2 1 1 2 1 0 2 1
cb 2 1 2 2 1 1 2 0 1
cc 2 2 1 2 1 2 1 1 0
(b) The representation of the
matrix
Fig. 4. Universe and highest min-entropy leakage matrix givingǫ-differential privacy for Exam-
ple 1.
answers to the queryf . Hence it is natural to consider the scenario in which we are given
a number < vu, and want to consider only thoseK’s whose range has cardinality at
mostr. In this restricted setting, we could find a better bound thanthe one given by
Theorem 1, as the following proposition shows.
Proposition 2. LetK be a randomized function and letr = |Range(K)|. If K provides
ǫ-differential privacythen for all input distributions, the min-entropy leakage associated
toK is bounded from above as follows:
I∞(X ;Z) ≤ log2
r (eǫ)u
(v − 1 + eǫ)ℓ − (eǫ)ℓ + (eǫ)u
whereℓ = ⌊logv r⌋.
Note that this bound can be much smaller than the one providedby Theorem 1. For
instance, ifr = v this bound becomes:
log2
v (eǫ)u
v − 1 + (eǫ)u
which for large values ofu is much smaller thanB(u, v, ǫ). In particular, forv = 2 and
u approaching infinity, this bound approaches1, whileB(u, v, ǫ) approaches infinity.
Let us clarify that there is no contradiction with the fact that the boundB(u, v, ǫ)
is strict: indeed it is strict when we are free to choose the range, but here we fix the
dimension of the range.
Finally, note that the above bounds do not hold in the opposite direction. Since
min-entropy averages over all observations, low probability observations affect it only
slightly. Thus, by introducing an observation with a negligible probability for one user,
and zero probability for some other user, we could have a channel with arbitrarily low
min-entropy leakage but which does not satisfy differential privacy for anyǫ.
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4.1 Measuring the leakage about an individual
As discussed in Section 3, the main goal of differential privacy is not to protect infor-
mation about the complete database, but about each individual. To capture the leakage
about a certain individual, we start from a tupleD− ∈ Valu−1 containing the given (and
known) values of all otheru−1 individuals. Then we create a channel whose inputXD−
ranges over all databases where the values of the other individuals are exactly those of
D− and only the value of the selected individual varies. Intuitively, I∞(XD− ;Z) mea-
sures the leakage about the individual’s value where all other values are known to be
as inD−. As all these databases are adjacent, differential privacyprovides a stronger
bound for this leakage.
Theorem 2. If K providesǫ-differential privacythen for allD− ∈ Valu−1 and for all
input distributions, the min-entropy leakage about an individual is bounded from above
as follows:
I∞(XD− ;Z) ≤ log2 e
ǫ
Note that this bound is stronger than the one of Theorem 1. In particular, it depends
only onǫ and not onu, v.
5 Utility
As discussed in Section 3, the utility of a randomized function K is the correlation
between the real answersY for a query and the reported answersZ. In this section we
analyze the utilityU(Y, Z) using the classic notion ofutility functions(see for instance
[23]).
For our analysis we assume an oblivious randomization mechanism. As discussed
in Section 3, in this case the system can be decomposed into two channels, and the
utility becomes a property of the channel associated to the randomization mechanism
H which maps the real answery ∈ Y into a reported answerz ∈ Z according to given
probability distributionspZ|Y (·|·). However, the user does not necessarily takez as her
guess for the real answer, since she can use some Bayesian post-processing to maximize
the probability of success, i.e. a right guess. Thus for eachreported answerz the user can
remap her guess to a valuey′ ∈ Y according to a remapping functionρ(z) : Z → Y,
that maximizes her expected gain. For each pair(y, y′), with y ∈ Y, y′ = ρ(y), there is
an associated value given by a gain (or utility) functiong(y, y′) that represents a score
of how useful it is for the user to guess the valuey′ as the answer when the real answer
is y.








wherep(y) is the prior probability of real answery, andp(y′|y) is the probability of
user guessingy′ when the real answer isy.
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We can derive the following characterization of the utility. We useδx to represent
























































A very common utility function is thebinary gain function, which is defined as
gbin(y, y
′) = 1 if y = y′ andgbin(y, y′) = 0 if y 6= y′. The rationale behind this
function is that, when the answer domain does not have a notion f distance, then the
wrong answers are all equally bad. Hence the gain is total when we guess the exact
answer, and is0 for all other guesses. Note that if the answer domain is equipped with
a notion of distance, then the gain function could take into account the proximity of the
reported answer to the real one, the idea being that a close answer, even if wrong, is
better than a distant one.
In this paper we do not assume a notion of distance, and we willfocus on the binary
case. The use of binary utility functions in the context of dif erential privacy was also
investigated in [20]2.





which tells us that the expected utility is the greatest whenρ(z) = y is chosen to








This corresponds to the converse of the Bayes risk, and it is closely related to the con-
ditional min-entropy and to the min-entropy leakage:
H∞(Y |Z) = − log2 U(Y, Z) I∞(Y ;Z) = H∞(X) + log2 U(Y, Z)
2 Instead of gain functions, [20] equivalently uses the dual notio of loss functions.
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5.1 A bound on the utility
In this section we show that the fact thatK providesǫ-differential privacy induces a
bound on the utility. We start by extending the adjacency relation∼ from the datasets
X to the answersY. Intuitively, the functionf associated to the query determines a
partition on the set of all databases (X , i.e. Valu), and we say that two classes are
adjacent if they contain an adjacent pair. More formally:
Definition 2. Giveny, y′ ∈ Y, with y 6= y′, we say thaty andy′ are adjacent (notation
y ∼ y′), iff there existD,D′ ∈ Valu withD ∼ D′ such thaty = f(D) andy′ = f(D′).
Since∼ is symmetric on databases, it is also symmetric onY, therefore also(Y,∼)
forms an undirected graph.
Definition 3. Thedistancedist between two elementsy, y′ ∈ Y is the length of the
minimum path fromy to y′. For a given natural numberd, we defineBorderd(y) as the
set of elements at distanced fromy:
Borderd(y) = {y
′ | dist(y, y′) = d}
We recall that a graph automorphism is a permutation of its vertices that preserves
its edges. Ifσ is a permutation ofS then an orbit ofσ is a set of the form{σi(s) | i ∈ N}
wheres ∈ S. A permutation has a single orbit iff{σi(s)|i ∈ N} = S for all s ∈ S.
The next theorem provides a bound on the utility in the case inwhich(Y,∼) admits
a graph automorphism with a single orbit. Note that this condition implies that the
graph has a very regular structure; in particular, all nodesmu t have the same number
of incident edges. Examples of such graphs are rings and cliques (but they are not the
only cases).
Theorem 3. LetH be a randomization mechanism for the randomized functionK and
the queryf , and assume thatK providesǫ-differential privacy. Assume that(Y,∼)
admits a graph automorphism with a single orbit. Furthermore, assume that there exists
a natural numberc and an elementy ∈ Y such that, for every natural numberd > 0,
either|Border d(y)| = 0 or |Border d(y)| ≥ c. Then
U(X,Y ) ≤
(eǫ)n(1− eǫ)
(eǫ)n(1 − eǫ) + c (1− (eǫ)n)
wheren is the maximum distance fromy in Y.
The bound provided by the above theorem is strict in the sensethat for everyǫ
andY there exist an adjacency relation∼ for which we can construct a randomization
mechanismH that providesǫ-differential privacy and whose utility achieves the bound
of Theorem 3. This randomization mechanism is therefore optimal, in the sense that it
provides the maximum possible utility for the givenǫ. Intuitively, the condition on∼
is that |Border d(y)| must be exactlyc or 0 for everyd > 0. In the next section we
will define formally such an optimal randomization mechanism, and give examples of
queries that determine a relation∼ satisfying the condition.
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5.2 Constructing an optimal randomization mechanism
Assumef : X → Y, and consider the graph structure(Y,∼) determined byf . Let
n be the maximum distance between two nodes in the graph and letc b an integer.
We construct the matrixM of conditional probabilities associated toH as follows. For
every columnz ∈ Z and every rowy ∈ Y, define:
pZ|Y (z|y) = α/(e




The following theorem guarantees that the randomization mechanismH defined
above is well defined and optimal, under certain conditions.
Theorem 4. Let f : X → Y be a query and letǫ ≥ 0. Assume that(Y,∼) admits
a graph automorphism with a single orbit, and that there exists c such that, for every
y ∈ Y and every natural numberd > 0, either|Borderd(y)| = 0 or |Border d(y)| = c.
Then, for suchc, the definition in (6) determines a legal channel matrix forH, i.e., for
eachy ∈ Y, pZ|Y (·|y) is a probability distribution. Furthermore, the compositionK
of f andH providesǫ-differential privacy. Finally,H is optimal in the sense that it
maximizes utility when the distribution ofY is uniform.
The conditions for the construction of the optimal matrix are strong, but there are
some interesting cases in which they are satisfied. Depending on the degree of connec-
tivity c, we can have several different cases whose extremes are:
– (Y,∼) is aring, i.e. every element has exactly two adjacent elements. Thisis s m-
ilar to the case of the counting queries considered in [20], with the difference that
our “counting” is in arithmetic modulo|Y|.
– (Y,∼) is aclique, i.e. every element has exactly|Y| − 1 adjacent elements.
Remark 1.Note that when we have a ring with an even number of nodes the condi-
tions of Theorem 4 are almost met, except that|Borderd(y)| = 2 for d < n, and
|Borderd(y)| = 1 for d = n, wheren is the maximum distance between two nodes in
Y. In this case, and if(eǫ)2 ≥ 2, we can still construct a legal matrix by doubling the
value of such elements. Namely, by defining
pZ|Y (z|y) = 2
α
(eǫ)n
if dist(y, z) = n
For all the other elements the definition remains as in (6).
Remark 2.Note that our method can be applied also when the conditions of Theorem 4
are not met: We can always add “artificial” adjacencies to thegraph structure so to
meet those conditions. Namely, for computing the distance i(6) we use, instead of
(Y,∼), a structure(Y,∼′) which satisfies the conditions of Theorem 4, and such that
∼⊆∼′. Naturally, the matrix constructed in this way providesǫ-differential privacy,
but in general is not optimal. Of course, the smaller∼′ is, the higher is the utility.
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(a) M1: truncated geometric mechanism
In/Out A B C D E F
A 0.535 0.060 0.052 0.046 0.040 0.267
B 0.465 0.069 0.060 0.053 0.046 0.307
C 0.405 0.060 0.069 0.060 0.053 0.353
D 0.353 0.053 0.060 0.069 0.060 0.405
E 0.307 0.046 0.053 0.060 0.069 0.465
F 0.267 0.040 0.046 0.052 0.060 0.535
(b) M2: our mechanism
In/Out A B C D E F
A 2/7 1/7 1/7 1/7 1/7 1/7
B 1/7 2/7 1/7 1/7 1/7 1/7
C 1/7 1/7 2/7 1/7 1/7 1/7
D 1/7 1/7 1/7 2/7 1/7 1/7
E 1/7 1/7 1/7 1/7 2/7 1/7
F 1/7 1/7 1/7 1/7 1/7 2/7
Table 1.Mechanisms for the city with higher number of votes for a given candidate
The matrices generated by our algorithm above can be very different, depending on
the value ofc. The next two examples illustrate queries that give rise to the clique and
to the ring structures, and show the corresponding matrices.
Example 2.Consider a database with electoral information where rows corresponds to
voters. Let us assume, for simplicity, that each row contains o ly three fields:
– ID: a unique (anonymized) identifier assigned to each voter;
– CITY: the name of the city where the user voted;
– CANDIDATE: the name of the candidate the user voted for.
Consider the query“What is the city with the greatest number of votes for a given
candidate?”. For this query the binary function is a natural choice for the gain function:
only the right city gives some gain, and any wrong answer is just as bad as any other.
It is easy to see that every two answers are neighbors, i.e.the graph structure of the
answers is a clique.
Consider the case where CITY={A,B,C,D,E,F} and assume for simplicity that there
is a unique answer for the query, i.e., there are no two citiesw th exactly the same num-
ber of individuals voting for a given candidate. Table 1 shows t o alternative mech-
anisms providingǫ-differential privacy (withǫ = log 2). The first one,M1, is based
on the truncated geometric mechanism method used in [20] forcounting queries (here
extended to the case where every two answers are neighbors).The second mechanism,
M2, is the one we propose in this paper.
Taking the input distribution, i.e. the distribution onY , as the uniform distribution,
it is easy to see thatU(M1) = 0.2243 < 0.2857 = U(M2). Even for non-uniform dis-
tributions, our mechanism still provides better utility. For instance, forp(A) = p(F ) =
1/10 andp(B) = p(C) = p(D) = P (E) = 1/5, we haveU(M1) = 0.2412 <
0.2857 = U(M2). This is not too surprising: the Laplacian method and the geometric
mechanism work very well when the domain of answers is provided with a metric and
the utility function takes into account the proximity of thereported answer to the real
one. It also works well when(Y,∼) has low connectivity, in particular in the cases of
a ring and of a line. But in this example, we are not in these cass, because we are
consideringbinary gain functionsandhigh connectivity.
Example 3.Consider the same database as the previous example, but now assume a
counting query of the form“What is the number of votes for candidatecand?” . It





In/Out 0 1 2 3 4 5
0 2/3 1/6 1/12 1/24 1/48 1/48
1 1/3 1/3 1/6 1/12 1/24 1/24
2 1/6 1/6 1/3 1/6 1/12 1/12
3 1/12 1/12 1/6 1/3 1/6 1/6
4 1/24 1/24 1/12 1/6 1/3 1/3
5 1/48 1/48 1/24 1/12 1/6 2/3
(b) M2: our mechanism
In/Out 0 1 2 3 4 5
0 4/11 2/11 1/11 1/11 1/11 2/11
1 2/11 4/11 2/11 1/11 1/11 1/11
2 1/11 2/11 4/11 2/11 1/11 1/11
3 1/11 1/11 2/11 4/11 2/11 1/11
4 1/11 1/11 1/11 2/11 4/11 2/11
5 2/11 1/11 1/11 1/11 2/11 4/11
Table 2.Mechanisms for the counting query (5 voters)
structure on the answers is a line. For illustration purposes, let us assume that only5
individuals have participated in the election. Table 2 shows t o alternative mechanisms
providingǫ-differential privacy (ǫ = log 2): (a) the truncated geometric mechanismM1
proposed in [20] and (b) the mechanismM2 that we propose, wherec = 2 andn = 3.
Note that in order to apply our method we have first to apply Remark 2 to transform
the line into a ring, and then Remark 1 to handle the case of theelements at maximal
distance from the diagonal.
Le us consider the uniform prior distribution. We see that the utility of M1 is higher
than the utility ofM2, in fact the first is4/9 and the second is4/11. This does not
contradict our theorem, because our matrix is guaranteed tobe optimal only in the case
of a ring structure, not a line as we have in this example. If the structure were a ring, i.e.
if the last row were adjacent to the first one, thenM1 would not provideǫ-differential
privacy. In case of a line as in this example, the truncated geometric mechanism has
been proved optimal [20].
6 Related work
As far as we know, the first work to investigate the relation betwe n differential privacy
and information-theoretic leakagefor an individualwas [24]. In this work, a channel is
relative to a given databasex, and the channel inputs are all possible databases adjacent
to x. Two bounds on leakage were presented, one for the Shannon entr py, and one for
the min-entropy. The latter corresponds to Theorem 2 in thispaper (note that [24] is an
unpublished report).
Barthe and Köpf [25] were the first to investigates the (morechallenging) connec-
tion between differential privacy and the min-entropy leakagefor the entire universe of
possible databases. They consider only the hiding of theparticipationof individuals in
a database, which corresponds to the case ofv = 2 in our setting. They consider the
“end-to-end differentially private mechanisms”, which correspond to what we callK in
our paper, and propose, like we do, to interpret them as information-theoretic channels.
They provide a bound for the leakage, but point out that it is not tight in general, and
show that there cannot be a domain-independent bound, by proving that for any number
of individualu the optimal bound must be at least a certain expressionf(u, ǫ). Finally,
they show that the question of providing optimal upper bounds for the leakage ofK in
terms of rational functions ofǫ is decidable, and leave the actual function as an open
question. In our work we used rather different techniques and found (independently)
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the same functionf(u, ǫ) (the boundB(u, v, ǫ) in Theorem 1 forv = 2), but we proved
thatf(u, ǫ) is a bound, and therefore the optimal bound3.
Clarkson and Schneider also considered differential privacy as a case study of their
proposal for quantification of integrity [26]. There, the authors analyzed database pri-
vacy conditions from the literature (such as differential privacy, k-anonymity, andl-
diversity) using their framework for utility quantification. In particular, they studied
the relationship between differential privacy and a notionof leakage (which is different
from ours - in particular their definition is based on Shannonentropy) and they provided
a tight bound on leakage.
Heusser and Malacaria [27] were among the first to explore theapplication of
information-theoretic concepts to databases queries. They proposed to model database
queries as programs, which allows for statical analysis of the information leaked by
the query. However [27] did not attempt to relate information leakage to differential
privacy.
In [20] the authors aimed at obtaining optimal-utility randomization mechanisms
while preserving differential privacy. The authors proposed adding noise to the output
of the query according to the geometric mechanism. Their framework is very interesting
because it provides us with a general definition of utility for a randomization mecha-
nismM that captures any possible side information and preference(defined as a loss
function) the users ofM may have. They proved that the geometric mechanism is opti-
mal in the particular case of counting queries. Our results in Section 5 do not restrict to
counting queries, however we only consider the case of binary loss function.
7 Conclusion and future work
An important question in statistical databases is how to deal with the trade-off between
the privacy offered to the individuals participating in thedatabase and the utility pro-
vided by the answers to the queries. In this work we proposed amodel integrating the
notions of privacy and utility in the scenario where differential-privacy is applied. We
derived a strict bound on the information leakage of a randomized function satisfying
ǫ-differential privacy and, in addition, we studied the utility of oblivious differential
privacy mechanisms. We provided a way to optimize utility while guaranteeing differ-
ential privacy, in the case where a binary gain function is used to measure the utility of
the answer to a query.
As future work, we plan to find bounds for more generic gain functions, possibly
by using the Kantorovich metric to compare the a priori and a posteriori probability
distributions on secrets.
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In the following we assume thatA andB are random variables with carriersA and
B, respectively. LetM be a channel matrix with inputA and outputB. We recall that
the matrixM represents the conditional probabilitiespB|A(·|·). More precisely, the
element ofM at the intersection of rowa ∈ A and columnb ∈ B isMa,b = pB|A(b|a).
Note that if the matrixM and the input random variableA are given, then the output
random variableB is completely determined by them, and we use the notationB(M,A)
to represent this dependency. We also useHM∞ (A) to represent the conditional min-
entropyH∞(A|B(M,A)). Similarly, we useIM∞ (A) to denoteI∞(A;B(M,A)).
We denote byM [l → k] the matrix obtained by “collapsing” the columnl into k,
i.e.






Mi,k +Mi,l j = k
0 j = l
Mi,j otherwise
Given a partial functionρ : A → B, the image ofA underρ is ρ(A) = {ρ(a)|a ∈
A, ρ(a) 6= ⊥}, where⊥ stands for “undefined”.
In the proofs we need to use several indices, hence we typically use the letters
i, j, h, k, l to range over rows and columns (usuallyi, h, l range over rows andj, k
range over columns). Given a matrixM , we denote bymaxjM the maximum value of
columnj over all rowsi, i.e.maxjM = maxiMi,j .
Proofs
For the proofs, it will be useful to consider matrices with certain symmetries. In partic-
ular, it will be useful to transform our matrices in square matrices having the property
that the elements of the diagonal contain the maximum valuesof each column, and
are all equal. This is the purpose of the following two lemmata: the first one trans-
forms a matrix into a square matrix with all the column maximain the diagonal, and
the second makes all the elements of the diagonal equal. Bothtransformations preserve
ǫ-differential privacy and min-entropy leakage.
Leakage
In this part we prove the results about the bounds on min-entropy leakage. In the fol-
lowing lemmata, we assume thatM has inputA and outputB, and thatA has a uniform
distribution.
Lemma 1. Given ann × m channel matrixM with n ≤ m, providingǫ-differential
privacy for someǫ ≥ 0, we can construct a squaren× n channel matrixM ′ such that:
1. M ′ providesǫ-differential privacy.
2. M ′i,i = max





∞ (A) = H
M
∞ (A).
Proof. We first show that there exists ann×m matrixN and an injective total function
ρ : A → B such that:
– Ni,ρ(i) = maxρ(i)N for all i ∈ A,
– Ni,j = 0 for all j ∈ B\ρ(A) and alli ∈ A.
We iteratively constructρ,N “column by column” via a sequence of approximating
partial functionsρs and matricesNs (0 ≤ s ≤ m).
– Initial step(s = 0).
Defineρ0(i) = ⊥ for all i ∈ A andN0 = M .
– sth step(1 ≤ s ≤ m).
Let j be thes-th column and leti ∈ A be one of the rows containing the maximum
value of columnj in M , i.e.Mi,j = maxjM . There are two cases:
1. ρs−1(i) = ⊥: we define
ρs = ρs−1 ∪ {i 7→ j}
Ns = Ns−1
2. ρs−1(i) = k ∈ B: we define
ρs = ρs−1
Ns = Ns−1[j → k]
Since the first step assignsj in ρs and the second zeroes the columnj in Ns, all
unassigned columnsB \ ρm(A) must be zero inNm. We finish the construction by
takingρ to be the same asρm after assigning to each unassigned row one of the columns
in B \ ρm(A) (there are enough such columns since≤ m). We also takeN = Nm.
Note that by constructionN is a channel matrix.
Thus we get a matrixN and a functionρ : A → B which, by construction,
is injective and satisfiesNi,ρ(i) = maxρ(i)N for all i ∈ A, andNi,j = 0 for all
j ∈ B\ρ(A) and all i ∈ A. Furthermore,N providesǫ-differential privacy because






jM , henceHN∞(A) = H
M
∞ (A) (remember that A has the uni-
form distribution).
Finally, we create our claimed matrixM ′ from N as follows: first, we eliminate
all columns inB \ ρ(A). Note that all these columns are zero so the resulting matrix
is a proper channel matrix, provides differential privacy and has the same conditional
min-entropy. Finally, we rearrange the columns according to ρ. Note that the order of
the columns is irrelevant, any permutation represents the same conditional probabilities
thus the same channel. The resulting matrixM ′ is n × n and has all maxima in the
diagonal.
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Lemma 2. LetM be a channel with input and output alphabetsA = B = Valu, and
let∼ be the adjacency relation onV alu defined in Section 3. Assume that the maximum
value of each column is on the diagonal, that isMi,i = maxiM for all i ∈ A. If M
providesǫ-differential privacy then we can construct a new channel matrix M ′ such
that:
1. M ′ providesǫ-differential privacy;
2. M ′i,i = M
′
h,h for all i, h ∈ A i.e. all the elements of the diagonal are equal;
3. M ′i,i = max
iM ′ for all i ∈ A;
4. HM∞ (A) = H
M ′
∞ (A).
Proof. Let k, l ∈ Valu. Recall thatdist(k, l) (distance betweenk andl) is the length of
the minimum∼-path connectingk andl (Definition 3), i.e. the number of individuals in
whichk andl differ. SinceA = B = Valu we will usedist(·, ·) also between rows and
columns. Recall also thatBorderd(h) = {k ∈ B|dist(h, k) = d}. For typographical
reasons, in this proof we will use the notationBh,d to representBorderd(h), andd(k, l)
to representdist(k, l).













h,k = 1 for

























Let ∆ = {0, . . . , u}. Note thatB =
⋃
d∈∆ Bh,d, and these sets are disjoint, so the























































We now show that the elements of the diagonal have the intended properties. First, we
show that the elements of the diagonal are all the same. We have t tBi,d(h,h) = Bi,0 =
























































It remains to show thatM ′ providesǫ-differential privacy, namely that
M ′h,k ≤ e
ǫM ′h′,k ∀h, h
′, k ∈ A : h ∼ h′
Sinced(h, h′) = 1, by the triangular inequality we derive:
d(h′, k)− 1 ≤ d(h, k) ≤ d(h′, k) + 1
Thus, there are exactly 3 possible cases:
1. d(h, k) = d(h′, k).
The result is immediate sinceM ′h,k = M
′
h′,k.





Note that|Si,j | = (u − d(i, j))(v − 1) (i andj are equal inu − d(i, j) elements,
and we can change any of them inv − 1 ways). The following holds:
Mi,j ≤ e
ǫMi,j′ ∀j
′ ∈ Si,j (diff. privacy)⇒
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Mi,j′ (sum of the above)⇒
∑
j∈Bi,d(h,k)







Let d = d(h, k). Note that eachj′ ∈ Bi,d+1 is contained in exactlyd + 1 different
setsSi,j , j ∈ Bi,d. So the right-hand side above sums all elements ofBi,d+1, d+ 1
times each. Thus we get














































3. d(h, k) = d(h′, k) + 1.
Symmetrical to the cased(h, k) = d(h′, k)− 1.
We are now ready to prove our first main result.
Theorem 1.If K providesǫ-differential privacythen the min-entropy leakage associ-
ated toK is bounded from above as follows:
I∞(X ;Z) ≤ u log2
v eǫ
(v − 1 + eǫ)
Proof. Let us assume, without loss of generality, that|X | ≤ |Z| (if this is not the
case, then we add enough zero columns, i.e. columns containing o ly0’s, so to match
the number of rows. Note that adding zero columns does not change the min-entropy
leakage).
For our proof we need a square matrix with all column maxima onthe diagonal, and
all equal. We obtain such a matrix by transforming the matrixassociated toK as follows:
first we apply Lemma 1 to it (withA = X andB = Z), and then we apply Lemma 2
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to the result of Lemma 1. The final matrixM has sizen × n, with n = |X | = vu,
providesǫ-differential privacy, and for all rowsi, h we have thatMi,i = Mh,h and
Mi,i = max
iM . Furthermore,IM∞ (X) is equal to the min-entropy leakage ofK.
Let us denote byα the value of every element in the diagonal ofM , i.e.α = Mi,i
for every rowi. Note that for everyj ∈ Borderd(i) (i.e. everyj at distanced from
a giveni) the value ofMi,j is at least
Mi,i
(eǫ)d , henceMi,j ≥
α
(eǫ)d . Furthermore each
elementj at distanced from i can be obtained by changing the value ofd individuals






and for each of these individuals we can change the value (with respect to the one in)







































































IM∞ (X) = H∞(X)−H
M



















v − 1 + eǫ
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The next proposition shows that the bound obtained in previous theorem is tight.
Proposition 1.For everyu, v, andǫ there exists a randomized functionK which pro-
videsǫ-differential privacy and whose min-entropy leakage, for the uniform input dis-
tribution, isI∞(X ;Z) = B(u, v, ǫ).
Proof. The adjacency relation inX determines a graph structureGX . SetZ = X and




whered is the distance betweenx andz in GX
It is easy to see thatpK(·|x) is a probability distribution for everyx, thatK provides
ǫ-differential privacy, and thatI∞(X ;Z) = B(u, v, ǫ).
We consider now the case in which|Range(K)| is bounded by a number smaller
thanvu.
In the following when we have a random variableX , and a matrixM with row
indices inA ( X , we will use the notationsHM∞ (X) andI
M
∞ (X) to represent the
conditional min-entropy and leakage obtained by adding “dummy raws” toM , namely
rows that extend the input domain of the corresponding channel so to match the input
X , but which do not contribute to the computation ofHM
′
∞ (X). Note that it is easy to
extendM this way: we only have to make sure that for each columnj the value of each
of these new rows is dominated bymaxjM ′.
We will also use the notation∼u and∼ℓ to refer to the standard adjacency relations
onValu andVal ℓ, respectively.
Lemma 3. LetK be a randomized function with inputX , whereX = ValInd , provid-
ing ǫ-differential privacy. Asssume thatr = |Range(K)| = vℓ, for someℓ < u. LetM
be the matrix associated toK. Then it is possible to build a square matrixM ′ of size
vℓ × vℓ, with row and column indices inA ⊆ X , and a binary relation∼′⊆ A × A
such that(A,∼′) is isomorphic to(Val ℓ,∼ℓ), and such that:
1. M ′i,j ≤ (e
ǫ)u−l+d M ′i,j for all i, j, k ∈ A, whered is the∼
′-distance betweenj
andk.
2. M ′i,i = M
′
h,h for all i, h ∈ A, i.e. elements of the diagonal are all equal
3. M ′i,i = max




∞ (X) = H
M
∞ (X).
Proof. We first apply a procedure similar to that of Lemma 1 to construct a square
matrix of sizevℓ × vℓ which has the maximum values of each column in the diago-
nal. (In this case we construct an injection from the columnsto rows containing their
maximum value, and we eliminate the rows that at the end are not ass ciated to any col-
umn.) Then define∼′ as the projection of∼u onVal
ℓ. Note that point1 in this lemma
is satisfied by this definition of∼′. Finally, apply the procedure in Lemma 2 (on the
structure(A,∼′)) to make all elements in the diagonal equal and maximal. Notethat
this procedure preserves the property in point1, and conditional min-entropy. Hence
HM
′




Proposition 2.LetK be a randomized function and letr = |Range(K)|. If K provides
ǫ-differential privacythen the min-entropy leakage associated toK is bounded from
above as follows:
I∞(X ;Z) ≤ log2
r (eǫ)u
(v − 1 + eǫ)ℓ − (eǫ)ℓ + (eǫ)u
whereℓ = ⌊logv r⌋.
Proof. Assume first thatr is of the formvℓ. We transform the matrixM associated to
K by applying Lemma 3, and letM ′ be the resulting matrix. Let us denote byα the
value of every element in the diagonal ofM ′, i.e.α = M ′i,i for every rowi, and let us
denote byBorder ′d(i) the border (Def 3) wrt∼′. Note that for everyj ∈ Border ′d(i)







Furthermore each elementj at ∼′-distanced from i can be obtained by changing the
value ofd individuals in theℓ-tuple representingi (remember that(A,∼′) is isomorphic





possible ways, and for each
















































∞ (X) = H∞(X)−H
M ′

















(v − 1 + eǫ)ℓ − (eǫ)ℓ + (eǫ)u
(by (9) )
(10)
Consider now the case in whichr is not of the formvℓ. Let ℓ be the maximum
integer such thatvℓ < r, and letm = r − vℓ. We transform the matrixM associated
to K by collapsing them columns with the smallest maxima into them columns with
highest maxima. Namely, letj1, j2, . . . , jm the indices of the columns which have the
smallest maxima values, i.e.maxjtM ≤ maxjM for every columnj 6= j1, j2, . . . , jm.
Similarly, letk1, k2, . . . , km be the indexes of the columns which have maxima values.
Then, define
N = M [j1 → k1][j2 → k2] . . . [jm → km]
Finally, eliminate them zero-ed columns to obtain a matrix with exactlyvℓ columns. It
is easy to show that





After transformingN into a matrixM ′ with the same min-entropy leakage as described
in the first part of this proof, from (10) we conclude







(v − 1 + eǫ)ℓ − (eǫ)ℓ + (eǫ)u
We now turn our attention to the min-entropy leakage associated to an individual.
Lemma 4. If a randomized functionK : A → B respects anǫ-ratio in the sense that
pK(b|a
′) ≤ eǫ · pK(b|a
′′) for all a′, a′′ ∈ A andb ∈ B, then the min-entropy leakage
fromA toB is bounded by:
I∞(A;B) ≤ ǫ log2 e
Proof. For clarity reasons, in this proof we use the notationp(b|A = a) for the proba-
























ǫ maxa p(a)) (by probability laws)
= log2 e
ǫ + logmaxa p(a)
= ǫ log2 e−H∞(A) (by definition)
Therefore:
H∞(A|B) ≥ H∞(A) − ǫ log2 e (11)
This gives us a bound on the min-entropy leakage:
I∞(A;B) = H∞(A)−H∞(A|B)
≤ ǫ log2 e (by (11))
Theorem 2. If K providesǫ-differential privacythen for allD− ∈ Valu−1 the min-
entropy leakage about an individual is bounded from above asfollows:
I∞(XD− ;Z) ≤ log2 e
ǫ
Proof. By construction, the elements ofXD− are all adjacent. HenceKD− respects an
ǫ-ratio. Thus we are allowed to apply Lemma 4 (withX = XD− andK = KD− ),
which gives immediately the intended result.
Utility
In this part we prove the results on utility. We start with a lemma which plays a role
analogous to Lemma 2, but for a different kind of graph structure: in this case, we
require the graph to have an automorphism with a single orbit.
Lemma 5. LetM be the matrix of a channel with the same input and output alphabet
A. Assume an adjacency relation∼ onA such that the graph(A,∼) has an automor-
phismσ with a single orbit. Assume that the maximum value of each column is on the
diagonal, that isMi,i = maxiM for all i ∈ A. If M providesǫ-differential privacy
then we can construct a new channel matrixM ′ such that:
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1. M ′ providesǫ-differential privacy;
2. M ′i,i = M
′
h,h for all i, h ∈ A;
3. M ′i,i = max
iM ′ for all i ∈ A;
4. HM∞ (A) = H
M ′
∞ (A).



















eǫMσi(l),σi(k) (by ǫ-diff. privacy, for somel s.t.ρ(σi(h′)) = k)
= eǫM ′l,k
Now we prove that for everyh, M ′h,· is a legal probability distribution. Remember that






























1 (since{σi(k)|0 ≤ i ≤ n− 1} = A )
= 1
Next we prove that the diagonal contains the maximum value ofeach column, i.e., for



















Finally, we prove thatIM
′
∞ (A) = I
M



























HM∞ (A) (sinceMσi(h),σi(h) = max
σi(h)M )
= HM∞ (A)
Theorem 3.Let H be a randomization mechanism for the randomized functionK and
the queryf , and assume thatK providesǫ-differential privacy. Assume that(Y,∼)
admits a graph automorphism with a single orbit. Furthermore, assume that there exists
a natural numberc and an elementy ∈ Y such that, for every natural numberd > 0,
either|Borderd(y)| = 0 or |Borderd(y)| ≥ c. Then
U(X,Y ) ≤
(eǫ)n(1− eǫ)
(eǫ)n(1 − eǫ) + c (1− (eǫ)n)
wheren is the maximum distance fromy in Y.
Proof. Consider the matrixM obtained by applying Lemma 1 to the matrix ofH, and
then Lemma 5 to the result of Lemma 1. Let us callα the value of the elements in the
diagonal ofM .
Let us take an elementMi,i = α. For each elementj ∈ Borderd(Mi,i), the value of
Mi,j can be at mostαedǫ . Also, the elements of rowi represent a probability distribution,































(eǫ)n−d ≤ (eǫ)n ⇐⇒




(eǫ)t ≤ (eǫ)n ⇐⇒ (geometric progression sum)






(eǫ)n(1− eǫ) + c (1− (eǫ)n)
SinceU(Y, Z) = α, we conclude.
Theorem 4.Let f : X → Y be a query and letǫ ≥ 0. Assume that(Y,∼) admits
a graph automorphism with a single orbit, and that there exists c uch that, for every
y ∈ Y and every natural numberd > 0, either|Borderd(y)| = 0 or |Borderd(y)| = c.
Then, for suchc, the definition in (6) determines a legal channel matrix forH, i.e.,
for eachy ∈ Y, pZ|Y (·|y) is a probability distribution. Furthermore, the composition
K of f andH providesǫ-differential privacy. Finally,H is optimal in the sense that it
maximizes utility when the distribution ofY is uniform.
Proof. We follow a reasoning analogous to the proof of Theorem 3, butusing|Border (y, d)| =
c, to prove that
U(Y, Z) =
(eǫ)n(1− eǫ)
(eǫ)n(1 − eǫ) + c (1− (eǫ)n)
From the same theorem, we know that this is a maximum for the utility.
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