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On numerous occasions Diller relies on references to provide supplementary 
information, particularly to the “classic” texts on functional programming such as 
those by Henderson, Peyton Jones, and Glaser, Hankin and Till. Consequently the 
book is more suitable for recommendation to those doing research than as a course 
text for undergraduates. 
One slightly peculiar assumption that the author seems happy to make is that the 
reader’s level of knowledge of the book’s subject is at least equal to that of his own. 
For example, in the chapter on type systems, Diller expresses disapproval of Milner’s 
type system wihout describing the system or giving any reasons for his viewpoint. 
This tendency probably stems from the fact that the book originated from the 
author’s M.Sc. thesis, Unfortunately, the reader may be left feeling that the evolution 
from a thesis entitled “An Evaluation of Functional Language Implementation 
Techniques” to a book on compiling functional languages is not quite complete. 
Topics such as code generation and garbage collection, which surely deserve a place 
in a book with this title, are hardly mentioned. For example, there is no description 
of the G-machine, although Diller does acknowledge its importance (“the most 
efficient lazy implementation technique at present for purely applicative languages”), 
and the SECD machine is referred to merely as an influence behind Curien’s 
categorical abstract machine. The book’s other weak point is its index, which leaves 
a lot to be desired. However, those doing research may well find that this book is 
worth acquiring for its glossary, annotated biblography and references, all of which 
are surprisingly good. 
Rachel HARRISON 
University of Southampton 
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A Method of Programming. By Edsger W. Dijkstra and W.H.J. Feijen. Addison- 
Wesley, Wokingham, United Kingdom, 1988, Price X15.95 (paperback), ISBN 
o-201-17536-3. 
This book is an outgrowth of course notes composed for a course on programming 
at the University of Eindhoven. It is originally written in Dutch, and translated to 
English by Joke Sterringa. 
The book is made up of two parts, which correspond, in the authors’ words, to 
“the lectures and their instruction, respectively”. The distinction between “lectures” 
and “instruction” appears to be an Eindhoven-specific, or Netherlands-specific, 
one. It is defined by the authors in these terms: “the lectures unfold the subject 
matter that is specific to programming, while the instruction describes the logical 
apparatus used for this and contains the exercises”. This distinction reminds this 
reader of the French-inspired separation between “tours” and “travaux diriges”, 
but this is not confirmed by the authors’ definition, nor by a scrutiny of the 
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corresponding parts of the book. Whatever the case, making this book independent 
would have better served its wide usability as a textbook. 
Part 0 includes 22 unnumbered chapters, extending over a hundred and twenty 
pages, and presents the lectures. It introduces the notions of a state (as defined by 
variable declarations), a computation (as a change of state), a functional spec$cation 
(as a definition of input/output relationships), and a program (as a rule for deriving 
a final state from an initial state). The programming language used includes the 
traditional guarded commands. Its semantics is defined by means of postulates 
(sometimes referred to, oversightedly, as rules), which essentially define each state- 
ment by bracketing it in a pair of the form (arbitrary precondition, strongest 
postcondition) or (weakest precondition, arbitrary postcondition), whichever is most 
natural. The remainder of Part 0 is a set of programming examples; because most 
of these examples make use of arrays, these are first introduced, along with their 
associated notations and axioms. The set of examples includes such classics as: the 
maximal monotone subsequence; the shortest path; the binary search; the longest 
upsequence. It also includes: the minimal segment sum (of an arbitrary sequence); 
the coincidence count of two nondecreasing sequences (the number of values 
occurring in both sequences); the minimum distance between two nondecreasing 
sequences (the smallest distance between any pair of elements); the inversion count 
of an unordered sequence (counting the number of out-of-order pairs in an arbitrary 
permutation of O..n - 1); multiples of 2, 3, 5 only (generating the first 1000 multiples 
of 2,3 and 5, that are multiple of no other prime numbers); coordinate transformation 
(changing oriented graph representation from a representation formed by a sequence 
of nodes and a sequence of edges outgoing from these nodes, to a representation 
formed by a sequence of nodes and a sequence of edges incoming to these nodes- 
and vice versa). The problems are not trivial, yet the solutions are derived in a light 
and reasonably cogent manner. The careful study of these problems is of great 
pedagogical value, although no general principles are synthesized from this 
experience (or better: articulated beforehand and applied throughout), as the reader 
would hope or expect. 
As for Part 1, the second part, it includes four chapters (numbered 0 to 3) and 
presents the instruction part of the course. As befits the definition of “instruction” 
(above), this part presents the mathematical background of programming: this 
includes first-order logic and mathematical induction, as well as some additional 
definitions and notations. Particularly noteworthy in this section is a set of nnnlogic 
quantifiers that are presented along with rules that capture their properties: the sum 
quantifier, which defines the sum of an integer function for specified values of its 
argument; the number quantifier, which defines the number of elements that meet 
some specific property; the minimum and maximum quantifiers, that define the 
smallest and largest element among a specified set. While they are mere notational 
devices, these quantifiers provide great flexibility both in representing and manipulat- 
ing functional specifications. Chapter 1 of Part 1 restates in compact form the 
postulates that define the semantics of the programming language at hand, and set 
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the stage for the next two chapters, the book’s last two. These include, respectively, 
a set of programming exercises, and solutions to selected exercises. 
The style of the book is quite clear, and its developments flow along easily. The 
authors say nothing explicitly about where a course based on this book should fit 
in a computer science curriculum. In view of its limited prerequisites, this text could 
conceivably be adopted for an introductory programming course, although some 
examples are not quite so trivial, general synthetic program construction principles 
are missing, and the programming language used precludes machine practice, that 
is indispensable for a first course, not to mention the occasional “. . _ a genuine 
triviality . . .“, which is likely to intimidate beginners. It can however conceivably 
be used for a more advanced course on structured programming, algorithmic design, 
or program proving. Also, thanks to the wealth of programming exercises and 
examples it contains, this book is a useful reference for the teacher, the student or 
the self tutor. The book has an index of terms and no bibliography. 
On balance this reader joins the authors in considering that “this text . . . fulfills 
a serious need”; although he wishes to add that with some restructuring this book 
may improve its potential for adoption for classroom use. 
Ali MILI 
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Algebraic Theory of Processes. By M. Hennessy. MIT Press, Cambridge, MA, 1988, 
Price X16.95 (paperback), ISBN o-262-08171-7. 
It is always interesting to read an extensive introduction on some scientific subject, 
written by one of the more important researchers in the field. One may expect to 
find discussions about important aspects of philosophy and background, as well as 
a thorough treatment of the main results, making the subject interesting as it is. In 
the field of process algebra, so far only two such tutorials were available: one by 
Milner (1980), and one by Hoare (1985). The book Algebraic Theory of Processes, 
written by Matthew Hennessy, is the third, since by no doubt the author can be 
recognized as being one of the most important researchers on the subject. 
When reading the book, the question arises-not explicitly answered in the 
book-which kind of people it is written for. On the one hand one expects the book 
to be meant for students, since it contains lots of examples, exercises and mathemati- 
cal introductions on algebraic and partial order theory. But on the other hand many 
of the results require a strong intuition and quite some skill in applying theoretical 
tools, in order to understand them properly, let alone to be able to use them in 
practice. Therefore, having finished the book one may have the impression that the 
book was meant for scientists after all. 
The book contains an extensive introduction into partial order theory, the use of 
which for second or third grade students may be quite difficult to grasp. Having 
