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Nous presentons un nouvel algorithme des moindres carres
recursif rapide. Cet algorithme presente un intere^t certain
pour l'adaptation de ltres tres longs comme ceux utilises
dans les problemes d'annulation d'echo acoustique. L'idee
de depart est d'utiliser l'algorithme RLS avec une mise a
jour \sous-echantillonnee" du ltre. Dans cet algorithme (le
SU RLS) le gain de Kalman et la variable de vraisemblance
sont des matrices qui ont des rangs de deplacement faibles.
Ces quantites sont alors representees et mises a jour par le
biais de leurs generateurs, sous forme de sommes de produits
de matrices de Toeplitz triangulaires et le produit de l'une
de ces quantites avec un vecteur peut alors e^tre calcule en
utilisant la transformee de Fourier rapide.
1 INTRODUCTION
Pour adapter un ltre RIF sous forme transverse (FTF)
[1], [2] ou en treillis (FLA/FQR) [3], les algorithmes recur-
sifs rapides des moindres carres exploitent la propriete dite
de \shift invariance" inherente au probleme du ltrage
adaptatif. Avec ces algorithmes adaptatifs, la complexite
passe de O(N
2
) pour le RLS a O(N ) par echantillon (N
est la longueur du ltre RIF). Pour reduire davantage la
complexite de ces algorithmes, il faut reduire la frequence
d'adaptation du ltre. La mise a jour du ltre est alors dite
sous-echantillonnee avec un rapport de sous-echantillonnage
donne L. Deux strategies apparaissent: La premiere con-
siste a faire un traitement par blocs en resolvant les equa-
tions normales a chaque L echantillons, c'est l'algorithme
BRLS (Block RLS) [4]. La deuxieme alternative consiste a
utiliser la me^me strategie que le RLS en calculant le nou-
veau ltre et d'autres quantites auxiliaires a partir des don-
nees disponibles L echantillons auparavant. Cette demarche
amene a l'algorithme SU RLS (Subsampled Updating RLS).
Dans ce qui suit, nous nous interesserons plus particuliere-
ment a une version rapide du SU RLS (FSU RLS) en util-
isant la notion de structure de deplacement ainsi que la tech-
nique de convolution rapide par utilisation de la transfor-
mee de Fourier rapide (FFT). En fait, la strategie du BRLS
s'avere plus interessante pour les grandes valeurs de L (com-
parables a N ) alors que le FSU RLS est plus interessant pour
des valeurs intermediaires.
We derive a new fast algorithm for Recursive Least-
Squares (RLS) adaptive ltering. This algorithm is espe-
cially suited for adapting very long lters such as in the
acoustic echo cancellation problem. The starting point is to
introduce subsampled updating (SU) in the RLS algorithm.
In the SU RLS algorithm, the Kalman gain and the likeli-
hood variable are matrices. Due to the shift invariance of
the adaptive FIR ltering problem, these matrices exhibit
a low displacement rank. This leads to a representation of
these quantities in terms of sums of products of triangular
Toeplitz matrices. Finally, the product of these Toeplitz ma-
trices with a vector can be computed eciently by using the
Fast Fourier Transform (FFT).
2 L'ALGORITHME SU RLS
An de xer les notations, nous commencons par rappeler
l'algorithme des moindres carres recursif (RLS).
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Figure 1: Systeme de ltrage RIF adaptatif.
2.1 L'algorithme RLS
Le ltre transverse adaptatif W
N;k
forme une combinaison
lineaire des N echantillons consecutifs du signal d'entree
fx(i n); n = 0; . . . ; N 1g pour approximer l'oppose du sig-
nal desire d(i). Le signal d'erreur resultant est donne par
(voir Fig. 1)
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vecteur de regression et
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l'operateur de transposition et
conjugaison complexe. Dans l'algorithme RLS, les N coef-
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=
h
W
1
N;k
  W
N
N;k
i
sont adaptes de
maniere a minimiser recursivement le critere des moindres
carres suivant

N
(k) = min
W
N
(
k
X
i=1

k i
kd(i) +W
N
X
N
(i)k
2
)
(2)
ou  2 (0; 1] est le facteur d'oubli exponentiel.
La minimisation de ce critere donne
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sont respectivement la matrice d'autocorrelation et le
vecteur d'intercorrelation estimes.
En remplacant les recurrences pour R
N;k
et P
N;k
(4) dans
(3) et en utilisant le lemme d'inversion matriciel pour R
 1
N;k
,
on obtient l'algorithme des moindres carres recursif:
e
C
N;k
=  X
H
N
(k)
 1
R
 1
N;k 1
(5)

 1
N
(k) = 1 
e
C
N;k
X
N
(k) (6)
R
 1
N;k
= 
 1
R
 1
N;k 1
 
e
C
H
N;k

N
(k)
e
C
N;k
(7)

p
N
(k) = 
N
(kjk 1) = d(k) +W
N;k 1
X
N
(k) (8)

N
(k) = 
N
(kjk) = 
p
N
(k) 
N
(k) (9)
W
N;k
= W
N;k 1
+ 
N
(k)
e
C
N;k
(10)
ou 
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(k) sont les signaux d'erreurs a priori et a
posteriori. Ces erreurs sont reliees par la variable de vraisem-
blance 
N
(k) (9) et
e
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est le gain de Kalman.
2.2 L'algorithme SU RLS
Il est possible d'obtenir un algorithme equivalent au RLS
en mettant a jour le ltre, non pas a chaque echantillon du
signal d'entree mais a chaque L echantillons. Dans ce qui
suit, nous supposerons pour des raisons de commodite que
L est une puissance de 2 et que M =
N+1
L
est un entier.
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La matrice des donnees X
N;L;k
est construite de maniere a
ce qu'elle ait une structure de Toeplitz.
On peut alors reecrire (4) sous la forme
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En remplacant dans (3) P
N;k
et R
N;k
par leurs expressions
donnees en (13), on obtient l'algorithme SU RLS
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Cet algorithme est equivalent au RLS quand L = 1. Il
presente la me^me complexite par echantillon. Le gain de
Kalman
e
C
N;k
ainsi que la variable de vraisemblance 
N
(k)
sont des matrices respectivement L N et L L.
2.3

Equivalence des algorithmes RLS et SU
RLS
Les erreurs de ltrage du SU RLS ne sont pas des erreurs de
prediction a un pas mais a plusieurs pas. Ceci est du^ au fait
que le ltre W
N;k
est adapte a chaque L echantillons. Il est
cependant possible de calculer les erreurs a priori du RLS a
partir de ceux du SU RLS.
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et soit D
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la matrice diagonale suivante:
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
p H
N;L;k

N
(k)
p
N;L;k
= 
p H
N;k
D
N;L;k

p
N;k
: (24)
Considerons la decomposition UDL de 
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est triangulaire superieure avec une diagonale unite
et la matrice diagonale D
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est celle denie dans (23).
En remplacant (25) dans (24), on obtient
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Cette relation permet de calculer les erreurs a priori 
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l'algorithme RLS a partir des erreurs a priori 
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du SU
RLS. De la me^me facon, on montre que le gain de Kalman
du SU RLS est lie a celui du RLS par la relation
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En particulier, soit u
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la derniere colonne de U
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3 STRUCTURES DE D

EPLACE-
MENT POUR LE SU RLS
La structure de deplacement d'une matrice R est:
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ou , le rang de R Z RZ
H
est appele le rang de deplace-
ment et Z est la matrice de deplacement inferieure (1 sur
la premiere diagonale superieure et 0 ailleurs). La resolu-
tion de cette equation de Lyapunov donne la representation
suivante de R:
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et L(u) est une matrice de
Toeplitz triangulaire inferieure avec u comme premiere
colonne. Cette representation sera utilisee pour
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n de reduire la complexite du SU RLS.
3.1 Structure de deplacement du gain de
Kalman
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La structure de deplacement du gain de Kalman est
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3.2 Structure de deplacement de la variable
de vraisemblance
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Le gain de Kalman ainsi que la variable de vraisemblance ont
des rangs de deplacement egaux a 3. Ces matrices ont une
structure proche de celle de Toeplitz et peuvent e^tre rem-
placees par leurs representations comme dans (30). Pour
la mise a jour de
e
C
N;k
et 
 1
N
(k) (14), (15), il sut main-
tenant de mettre a jour les ltres A
N;k
, B
N;k
et
h
0
e
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et de calculer e
p
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, r
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et 
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a partir de leurs deni-
tions (31), (32) et (34), en utilisant les donnees disponibles
a l'instant k. L'apparition dans ces nouvelles representa-
tions de matrices de Toeplitz va permettre en plus de reduire
la complexite des calculs. En eet, le produit du gain de
Kalman par le vecteur d'erreurs a posteriori pourra e^tre cal-
cule a l'aide de la technique de convolution rapide Overlap-
save (utilisation de la transformee de Fourier rapide [5]). De
plus, l'inversion de la variable de vraisemblance ainsi que sa
decomposition UDL pourra e^tre faite avec l'algorithme de
Schur generalise.
4 L'ALGORITHME FSU RLS
L'equation (19) peut e^tre mise sous la forme
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sont respectivement des scalaires, des
matrices de Toeplitz L  L triangulaires inferieures et des
matrices de Toeplitz L  (N + 1) triangulaires superieures.
Le dernier terme de (39) peut alors e^tre calcule de la maniere
suivante:
Pour i = 1; 2; 3 :
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Finalement, sommer les trois vecteurs p
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transformee de Fourier inverse a la somme
3
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Le gain de Kalman RLS sera mis a jour en utilisant (28)
et la representation de
e
C
N;k
en fonction de ses generateurs.
Les ltres de prediction seront mis a jour de la me^me facon
que le ltreW
N;k
. Une legere complication se presente nean-
moins pour la reactualisation du ltre de prediction direct.
Les details peuvent e^tre trouves dans [6].
L'algorithme FSU RLS resultant est donne dans la table
ci-dessous.
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5 Conclusions
La complexite du FSU RLS est O(8
N+1
L
FFT (2L)
L
+ 34
N
L
+
5:5L) operations par echantillon ou FFT (m) represente le
nombre d'operations necessaire pour realiser une FFT d'une
sequence de longueur m. Ceci est particulierement interes-
sant pour les ltres de grande taille. Par exemple lorsque
(N;L) = (4095; 256); (8191;256) et avec une FFT split radix
(FFT (2m) = mlog
2
(2m) multiplications reelles pour des
signaux reels) la complexite est respectivement 0:8N et 0:6N
par echantillon, complexite a comparer avec celle du LMS
(2N ) et celle du FTF qui est 7N et qui est actuellement
l'algorithme des moindres carres le plus rapide. Le prix
a payer est cependant, l'introduction d'un retard de O(L)
echantillons dans le traitement.
Les simulations ont montre que l'algorithme est conforme
a la theorie. Cependant, celui-ci presente des problemes
d'instabilite numerique du^s a la propagation des erreurs
d'arrondi. Un moyen simple de le stabiliser consisterait a
rafra^chir les generateurs a intervalles reguliers en utilisant
par exemple le BRLS [4]. La stabilisation du FSU RLS est
neanmoins envisageable et constitue l'objet des recherches a
venir.
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