Let P = P1 ×· · ·×Pn be the product of n partially ordered sets. Given a subset A ⊆ P, we consider problem DU AL(P, A, B) of extending a given partial list B of maximal independent elements of A in P. We give quasi-polynomial time algorithms for solving problem DU AL(P, A, B) when each poset Pi belongs to one of the following classes: (i) semi-lattices of bounded width, (ii) forests, that is, posets with acyclic underlying graphs, with either bounded in-degrees or out-degrees, or (iii) lattices defined by a set of real closed intervals.
Introduction
Let P = P 1 × . . . × P n be the product of n partially ordered sets (posets). Denote by the precedence relation in P and also in P 1 , . . . , P n , i.e., if p = (p 1 , . . . , p n ) ∈ P and q = (q 1 , . . . , q n ) ∈ P, then p q in P if and only if p 1 q 1 in P 1 , p 2 q 2 in P 2 ,. . . , and p n q n in P n . For a set A ⊆ P, let A + = {x ∈ P | x a, for some a ∈ A} and A − = {x ∈ P | x a, for some a ∈ A} denote respectively the ideal and filter generated by A. For simplicity, we shall use p + and p − to denote {p} + and {p} − for any p ∈ P. Any element in P \A + is called independent of A. Let I(A) be the set of all maximal independent elements for A, also called the dual of A in P: I(A) def = {p ∈ P | p ∈ A + and (q ∈ P, q p, q = p ⇒ q ∈ A + )}.
Then we have the following decomposition of P A + ∩ I(A) − = ∅, A + ∪ I(A) − = P.
Call A an antichain if no two elements are comparable in P. In this paper, we are concerned with the following dualization problem:
DUAL(P, A, B):
Given an antichain A ⊆ P in a poset P and a collection of maximal independent elements B ⊆ I(A), either find a new maximal independent element x ∈ I(A) \ B, or state that the given collection is complete: B = I(A).
If P is the Boolean cube, i.e., P i = {0, 1} for all i = 1, . . . , n, the above dualization problem reduces to the well-known hypergraph transversal problem, which calls for enumerating all minimal subsets X ⊆ V that intersect all edges of a given hypergraph H ⊆ 2 V . The complexity of the dualization problem is still an important open question. case, the best known algorithm runs in quasi-polynomial time poly(n) + m o(log m) , where m = |A| + |B|, see [FK96] , providing strong evidence that the problem is unlikely to be NPhard. More generally, when each P i is a chain, that is, a totally ordered set, the problem was considered in [BEG + 02], where it was shown that the above algorithm can be extended to work in quasi-polynomial time, regardless of the chains sizes. It is natural to investigate whether these results can be extended further to wider classes of partially ordered sets. In this paper, we achieve this for the cases when each P i is (i) a join (or meet) semi-lattice with bounded width (see Figure 1 -a),
(ii) a forest, that is a poset in which the underlying undirected graph of the precedence graph is acyclic (see Figure 1 -b), and in which either the in-degree or the out-degree of each element is bounded, and (iii) the lattice of intervals defined by a set of intervals on the real line R (see Figure 2 ): Let I i be a set of intervals in R, and let L i be the lattice of intervals whose elements are all possible intersections and spans defined by the intervals in I i , and ordered by containment. The meet of any two intervals in L i is their intersection, and the join is their span, i.e. the minimum interval containing both of them.
We remark that for case (i), all posets P i must be of the same type: either all posets are join semi-lattices, or all of them are meet semi-lattices. Without loss of generality we will only consider join semi-lattices.
Main results
Here is a more formal description of the results in this paper. For x ∈ P i , denote by x ⊥ the set of immediate predecessors of x, i.e.
x ⊥ = {y ∈ P i | y ≺ x, (∄z ∈ P i : y ≺ z ≺ x)}, and let in-deg(P i ) = max{|x ⊥ | : x ∈ P i }. Similarly, denote by x ⊤ the set of immediate successors of x, and let out-deg(P i 
= 2W
2 ln(W + 1). A join (respectively, meet) semi-lattice is a poset P in which every two elements x, y ∈ P have a unique minimum upper-bound, called the join x ∨ y (respectively, a unique maximum lower-bound, called the meet x ∧ y).
Theorem 1 Problem DUAL(L, A, B) can be solved in poly(n, µ(L))+m γ(W (L))·o(log m) time, if L is a product of join semi-lattices.
Theorem 2 Problem DUAL(P, A, B) can be solved in poly(n, µ(P)) + m d·o(log m) time, if P is a product of forests. Note that Theorem 3 strengthens Theorem 1 for the special case of the product of lattices of intervals. Indeed, for the lattice of intervals L i , defined by a set of intervals I i , we have W (L i ) = O(|I i |) and |L i | = O(|I i | 2 ). Thus, for this special case, the result of Theorem 1 gives an exponential algorithm in the total number of intervals n i=1 |I i |, while Theorem 3 gives a quasi-polynomial bound.
In the next section, we consider some practical applications that motivate our consideration of problem DUAL(P, A, B). In Section 3, we describe the general approach we use for solving the dualization problem. We prove Theorems 1, 2 and 3 in Sections 4, 5 and 6 respectively.
Some applications
Let P = P 1 × . . . × P n be a partially ordered set. Consider a monotone property π : P → {0, 1} defined over the elements of P: if x ∈ P satisfies π, i.e. π(x) = 1, then any y x satisfies π. We assume that π is described by a polynomial satisfiability oracle O π , i.e. an algorithm that can decide whether a given vector x ∈ P satisfies π, in time polynomial in n and the size |π| of the input description of π. Denote respectively by F π and G π the families of minimal elements satisfying property π, and maximal elements not satisfying property π. Then it is clear that G π = I(F π ) for any monotone property π. Given a monotone property π, we consider the problem of jointly generating the families F π and G π :
Given a monotone property π, represented by a satisfiability oracle O π , and two explicitly listed vector families X ⊆ F π ⊆ P and Y ⊆ G π ⊆ P, either find a new element in (F π \ X ) ∪ (G π \ Y), or state that these families are complete:
For a given monotone property π, described by a satisfiability oracle O π , we can generate both F π and G π simultaneously by starting with X = Y = ∅ and solving problem GEN(P, F π , G π , X , Y) for a total of |F π | + |G π | + 1 times, incrementing in each iteration either X or Y by the newly found vector x ∈ (F π \ X ) ∪ (G π \ Y), according to the answer of the oracle O π , until we have (X , Y) = (F π , G π ).
The following result, relating the time complexity of joint generation to that of dualization, is a straightforward generalization of a similar result known for the binary case [BI95, GK99] .
+ T π ) + T dual for any monotone property π defined by a satisfiability oracle O π , where T π is the worst-case running time of the oracle on any x ∈ P, and T dual denotes the time required to solve problem DUAL(P, A, B).
When one the two families, say I(F π ), is bounded polynomially (or quasi-polynomially) in size by the other:
then, it follows from the above proposition that all the elements of the family F π can be generated in total quasi-polynomial-time quasi-poly(|π|, |F π |). 
Monotone systems of linear inequalities
Let A ∈ R r×n be a given non-negative real matrix, b ∈ R r be a given r-vector, c ∈ R n + be a given non-negative n-vector, and consider the system of linear inequalities:
For x ∈ C, let π(x) be the property that x satisfies (3). Then the families F π and G π correspond respectively to the minimal feasible and maximal infeasible vectors for (3). Proposition 1 implies that problem GEN(C, F π , I(F π ), X , Y) is polynomially equivalent to dualization over the chain product C. Furthermore, it was shown in [BEG + 02] that an inequality of the form (2) holds, namely, |I(F π )| ≤ rn|F π |. Thus, all minimal feasible solutions for (3) can be generated in quasi-polynomial time (see [BEG + 02] for more details).
Maximal frequent and minimal infrequent elements in products of partially ordered sets
Let P def = P 1 × . . . × P n be the product of n explicitly given posets. Consider a database D ⊆ P of transactions, each of which is an n-dimensional vector of attribute values over P. For an element p ∈ P, let us denote by
the set of transactions in D that support p ∈ P. Note that, by this definition, the function |S(·)| : P → {0, 1, . . . , |D|} is an anti-monotone function, i.e., |S(p)| ≤ |S(q)|, whenever p q. Given D ⊆ P and an integer threshold t, let us say that an element p ∈ P is t-frequent if it is supported by at least t transactions in the database, i.e., if |S D (p)| ≥ t. Conversely, p ∈ P is said to be t-infrequent if |S D (p)| < t. For each x ∈ P, let π(x) be the property that x is t-infrequent. Then π is a monotone property and the families F π and G π correspond respectively to minimal t-infrequent and maximal t-frequent elements for D.
The joint generation of maximal frequent and minimal infrequent elements of a database can be used for finding the so-called association rules in data mining applications [AIS93] . If the database D contains categorical (e.g., zip code, make of car), or quantitative (e.g., age, income) attributes, and the corresponding posets P i are total orders, then the above generation problems can be used to mine the so called quantitative association rules [SA96] . More generally, each attribute a i in the database can assume values belonging to some partially ordered set P i . For example, [SA95] describes applications where items in the database belong to sets of taxonomies (or is-a hierarchies), and proposes several algorithms for mining association rules among these hierarchical data (see also [HCC93, HF95] ). Proposition 1 and Theorems 1 and 2 imply that, for databases D ⊆ P where the underlying precedence graph of each poset P i is a rooted tree (is-a hierarchy), or where each poset P i a join semi-lattice of bounded width, and for any integer threshold t, all maximal frequent elements and all minimal infrequent elements can be jointly generated in quasi-polynomial time (the binary case was considered in [BGKM03] ).
Sparse boxes for multi-dimensional data
Let S be a set of points in R n , and k ≤ |S| be a given integer. A maximal k-box is a closed n-dimensional rectangle which contains at most k points of S in its interior, and which is maximal with respect to this property (i.e., cannot be extended in any direction without strictly enclosing more points of S). Suppose we are interested in generating the family F S,k of maximal k-boxes, defined by the set of points S. Then, without any loss of generality, we may consider the generation of maximal k-boxes contained in a fixed bounded box D containing all points of S in its interior. Let us further note that the ith coordinate of each vertex of such a box is the same as p i for some p ∈ S, or the ith coordinate of a vertex of D, hence all these coordinates belong to a finite set of cardinality at most |S| + 2. In other words, we can view F S,k as a set of boxes with vertices belonging to such a finite grid.
For i = 1, . . . , n, consider the set of projection points S i def = {p i ∈ R | p ∈ S}, and let L i be the lattice of intervals whose elements are the different intervals defined by the projection points S i , and ordered by containment. The minimum element l i of L i corresponds to the empty interval I 0 . A 2-dimensional example is shown in Figure 3 . Let L = L 1 × · · · × L n , then each element of L represents a box, containing some points of S. For x ∈ L, let π(x) be the property that the box defined by x contains at most t points of S in its interior. Then the sets F π and G π can be identified respectively with the set of maximal k-boxes, and the set of minimal boxes of x ∈ L which contain at least k + 1 points of S in their interior. Furthermore, it can be shown [KBE + 07] that |I(F S,k )| ≤ |S||F S,k |. Thus, Proposition 1 and Theorem 3 imply that the family F S,k can be generated in quasi-polynomial time (see [KBE + 07] for more details). The problem of generating all elements of F S,0 has been studied in the machine learning and computational geometry literatures (see [CDL86, EGLM03, Orl90] ), and is motivated by the discovery of missing associations or "holes" in data mining applications (see [ 3 General approach
Preliminaries
Given two subsets A ⊆ P, and B ⊆ I(A), we say that B is dual to A if B = I(A). By (1), this condition is equivalent to A + ∪ B − = P, and
Thus problem DUAL(P, A, B) can be equivalently stated as follows:
Having found a solution to DUAL(P, A, B), i.e., an element x ∈ P \ (A + ∪ B − ), it can be extended to a maximal element x * with the same property in O(nµ|A|) time. This can be done by initializing c(a) = |{i ∈ [n] : a i x i }| for all a ∈ A, and repeating, for i = 1, . . . , n, the following two steps: (i) x * i ← a maximal y ∈ P i such that y a i for all a ∈ A with c(a) = 1 and a i x i ; (ii) c(a) ← c(a) − 1 for each a ∈ A such that a i x * i . It is also worth noting that, if condition (4) does not hold, then the problem becomes NP-hard in general, even if P = {0, 1} n is just the Boolean cube [EG95] .
Given any Q ⊆ P, let us denote by
Note that, for a ∈ A and
. Thus, the sets A(Q) and B(Q) can be found in O(nmµ) time 1 A simple but important observation, which will be used frequently in the algorithms below, is that
To solve problem DU AL(P, A, B), we shall use the same general approach used in [FK96] to solve the hypergraph dualization problem, by decomposing it into a number of smaller subproblems which are solved recursively. In each such subproblem, we start with a subposet Q = Q 1 × . . . × Q n ⊆ P (initially Q = P), and two subsets A(Q) ⊆ A and B(Q) ⊆ B, and we want to check whether A(Q) and B(Q) are dual in Q, i.e. whether Q ⊆ A(Q) + ∪ B(Q) − . Note that since B ⊆ I(A) is assumed, (4) continues to hold for the recursive subproblems. The decomposition of Q is done by decomposing one factor poset, say Q i , into a number of (not necessarily disjoint) subposets Q 1 i , . . . , Q r i , and solving r subproblems on the r different posets
In most of the cases, a number of decomposition rules may be followed, based on the sizes of certain subsets of A and B, with the objective of reducing the problem size from one level of the recursion to the next. To estimate this reduction in size (only in the analysis of the running time), we measure the change in the "volume" of the problem defined as
For brevity, we shall denote by Q i the product
and accordingly by q i the vector (q 1 , . . . , q i−1 , q i+1 , . . . , q n ), for an element q = (q 1 , q 2 , . . . , q n ) ∈ Q. When the index i is understood from the context, we will use Q andq, for simplicity.
A general high-level dualization procedure is shown in Figure 4 . In the procedure, we use 2 subroutines: PROJECT and POLY-DUAL. The second of these routines acts as the base case for recursion, while the first one is used to ensure that, at that base level, the subsets A, B, Q ⊆ P satisfy A, B ⊆ Q. The reason that we need that last condition, and the details of these two routines will be given in subsections 3.4 and 3.5, respectively. In the next section, we derive some general decomposition rules that can be used in Step 5 of the procedure. The selection of which decomposition rule to use in the algorithm depends on the frequencies of the element, at which the decomposition is performed, with respect to A and B, but does not otherwise assume anything about these frequencies. Assuming duality of A and B, one can show that there exists a "high-frequency" element in one of the factor posets. Using this element for decomposition, at each recursion level, usually yields much simpler algorithms, but with worse running times with respect to m, although possibly better in terms of the other parameters (e.g. width). In fact, this is the only method we know for getting quasi-polynomial bounds in the width, in the case of products lattices of intervals (see Section 6). In Section 3.3, we give the arguments for the existence of such high frequency elements.
We assume that procedure PD returns either true or false depending on whether A and B are dual in Q or not. Returning a vector x ∈ Q \ (A + ∪ B − ) in the latter case is straightforward, as it can be obtained from any subproblem that failed the test for duality.
In the rest of the paper, we shall denote by C(v(Q, A, B)) the total number of subproblems created by procedure PD(Q, A, B) on a problem of size v(Q, A, B). We assume that
, and R(0) = 1. Thus we may assume also without loss of generality that C(v) is monotone and superadditive.
Decomposition

Independent decomposition
Let us call two subposets Q, R ⊆ P independent if q r and q r for all q ∈ Q, r ∈ R. The following decomposition rule can be used to reduce the problem on products of forests into one in which is each forest has exactly on connected component, i.e. a tree.
Proof. We observe by (5) and the independence of
On the other hand, if these unions are not empty, we can proceed by recursively solving the two subproblems DUAL(
Note that {A ′ , A ′′ } and {B ′ , B ′′ } form partitions of A and B respectively and therefore, we get by the super-additivity and monotonicity of R(·),
implying the proposition.
General decomposition
For an operator • ∈ { , , , }, a subset X ⊆ P, an i ∈ [n], and an element z ∈ P i , we use
In general, the algorithms will decompose a given problem by selecting an i ∈ [n] and partitioning Q i into two subposets Q 
be the two subposets induced by this partitioning, and letting
2 which is naturally satisfied by any monotone superlinear function
Thus we have decomposed the original problem into two new subproblems. Note that the volumes of the resulting problems are strictly less than the volume of the original problem. For lattices and forests, it may be necessary to further decompose the subposet Q ′′ i in order to maintain a certain nice property (lattice property, connectedness of the precedence graph) which allows for the projection step described in the Section 3.5.
Clearly, there may exist precedence relations between the elements of Q ′ i and Q ′′ i and, therefore, the two subproblems (6) and (7) may not be independent. Once we get an affirmative answer to one subproblem, we gain some information about the solution of the other. The following lemma shows how to utilize this dependence to further decompose the other subproblem in such a case.
Proof. Suppose first that R
, which contradicts the assumed condition (4). This shows that (
In particular, we have (z, q) (a 1 , a) for some (a 1 , a) ∈ A 1 ∪ A 2 . But this implies that a ∈ A (z) and hence
By considering the dual poset of P (that is, the poset P * with the same set of elements as P, but such that x ≺ y in P * whenever x ≻ y in P), and exchanging the roles of A and B, we get the following symmetric version of Lemma 1.
We now use Lemma 1 inductively to get a further decomposition of poset Q ′′ i . Suppose that one of the subproblems, say (6) has no solution, i.e.,
Then we can proceed in this case as follows. Let us use y 1 , . . . , y k to denote the elements of Q ′′ i and assume, without loss of generality, that they are inversely topologically sorted in this order, that is, y j ≺ y r implies j > r (see Figure 5 -a). Let us decompose (7) further into the k subproblems
The following lemma will allow us to eliminate the contribution of the set B ′ in subproblems (8) at the expense of possibly introducing at most |A| W (Q) additional subproblems.
for all collections {a(
we consider all collections of the form {a(
Proof. We prove by induction on |X|, where X ⊆ (y j ) ⊤ , that
for all collections {a(y) ∈ A (x) | x ∈ X}. This trivially holds for X = ∅ and will prove the lemma for X = (y j ) ⊤ . To show (10), assume that it holds for some X ⊂ (y j ) ⊤ and let u ∈ (y j ) ⊤ \ Y . Consider a subproblem of the form
for some collection {a(y) ∈ A (x) | x ∈ X}. Now we apply Lemma 1 with z ← u, R
, to get the required result.
Informally, Lemma 3 says that, given y j ∈ Q ′′ i , if the dualization subproblems for all subposets that lie above y j have been already verified to have no solution, then we can solve subproblem (8) by solving at most x∈(y j ) ⊤ |A (x) | subproblems of the form (9). Observe that it is important to check subproblems (8) in the reverse topological order j = 1, . . . , h in order to be able to use Lemma 3.
Decomposition rules
Using the decomposition lemmas stated in the previous section, we now derive some general decomposition rules that will be used later by the algorithms.
Rule (R1) Solve subproblems (6) and (7).
Rule (R2) Solve subproblem (6). If it has a solution then we get an element x ∈ Q \ (A + ∪ B − ). Otherwise, we solve subproblems (8), for all collections {a(x) ∈ A (x) | x ∈ (y j ) ⊤ }, for j = 1, . . . , k, where where y 1 , . . . , y h denote the elements of Q ′′ i in reverse topological order (see Figure 5-a) .
Suppose finally that we decompose Q i by selecting an element z ∈ Q i , letting
, and B ′ = B (z). By exchanging the roles of A and B and replacing P by its dual poset P * in rule (R2) above, we can also arrive at the following symmetric version of this rule (see Rule (R2 ′ ) Solve subproblem (7), and if it does not have a solution, then solve the subproblems
for all collections {b(y) ∈ B (y) | y ∈ (x j ) ⊥ }, for j = 1, . . . , k, where x 1 , . . . , x k denote the elements of Q ′ i in topological order (that is, x j ≺ x r implies j < r).
In the sections 4, 5 and 6, we show how to use the above rules for decomposing a given dualization problem into smaller subproblems. The algorithms will select between these rules in such a way that the total volume is reduced significantly from one recursion level to the next.
High frequency-based decomposition
Assume that A, B satisfy (4), and let us denote, respectively, by Min(Q i ), Max(Q i ), the sets of minimal and maximal elements of poset Q i . Define the support of a ∈ A (respectively, b ∈ B) to be the set of all non-minimum coordinates of a (respectively, the set of all nonmaximum coordinates of b):
The following lemma generalizes a known fact for dual Boolean functions (cf. [FK96] ). 
Clearly if E[N (z)] < 1, we can find an x ∈ L \ (A + ∪ B − ) in O(n 2 mα) using the standard method of conditional expectation [MR95] . Let us therefore assume that E[N (z)] ≥ 1, and let r = min{| Supp(z)| : z ∈ A ∪ B}, then (12) implies that
The lemma follows.
Next we show that, for any dual pair (A, B), a high frequency element exists, with respect to either A or B.
Lemma 5 Let A, B be a pair of dual subsets of Q with |A||B| ≥ 1. Then there exist a coordinate i ∈ [n] and an element z ∈ Q i , such that either:
There also exist a coordinate i ∈ [n] and a element z ∈ Q i , such that either:
Proof. By Lemma 4, A∪B contains an element x with | Supp(x)| ≤ α ln m. Suppose without loss of generality that x ∈ A. From condition (4), we know that for every b ∈ B, there is an
|B (x i )|, and therefore there is an i ∈ [n] such that |B (x i )| ≥ |B|/| Supp(x)| ≥ |B|/(α ln m), which implies (i) for z = x i .
To show (iii), consider the set Y = I({x i }) of maximal independent elements in Q i \ {x i } + , and observe that
Noting that |Y| ≤ W (Q i ), we conclude that (iii) holds. If x actually belongs to B, then by a similar argument we obtain (ii) and (iv).
Polynomial dualization when one of the sets is small
When one of the sets A or B has constant size, the problem can be solved in polynomial time.
Proposition 3 Suppose that min{|A|, |B|} ≤ k, A, B ⊆ P, then problem DUAL(P, A, B) is solvable in time O(n k+1 mW (P) k+1 µ(P)).
Proof. Let us assume without loss of generality that B = {b 1 , . . . , b k } for some constant k. Then problem DUAL(P, A, B) can be reduced to n k subproblems of the form DUAL(P ′ , A, ∅), where
Clearly, P ′ ⊆ A + if and only if Min(P ′ ) ⊆ A + where Min(P ′ ) = Min(P 
. Each such problem is equivalent to determining whether Min(
. . , a n ) | a ∈ A, a j q ij j for j = 1, . . . , l, and a + j ∩ Min(P j ) = ∅ for j = l + 1, . . . , n}. Note that A i1,...,i l ⊆ Min(P l+1 ) × . . . × Min(P n ) since A ⊆ P was assumed, and hence, each subproblem of the form Min(
can be solved in O(W (P)nm) as a special case of Proposition 2 (since each of the posets Min(P l+1 ), . . . , Min(P n ) can be decomposed into independent posets of size 1 each).
On the negative side, if we do not insist on the condition A, B ⊆ P in Proposition 3, the problem becomes NP-hard even for B = ∅:
Proposition 4 Given a subposet Q of a poset P and a subset A ⊆ P, it is coNP-complete to decide if Q ⊆ A + .
Proof. We use a polynomial transformation from the satisfiability problem. Let C = C 1 ∧ . . .∧C m be a conjunctive normal form in n variables x 1 , . . . , x n , and let us consider the poset P = P 1 × . . . × P n , where P i = Q i ∪ {a 
Projection
As seen above, it is necessary throughout the algorithm, to maintain the condition A, B ⊆ P, so that when we arrive at the base case, we can apply Proposition 3. Clearly, A, B ⊆ P holds initially, but might not hold after decomposing P. To solve this problem, we project the elements of A and B on the poset P, for each newly created subproblem DUAL(P, A, B). More precisely, if there is an a ∈ A, k ∈ [n] such that a + k ∩ P k = ∅, but a k ∈ P k , we replace a by the set of elements {(a 1 , . . . , a k−1 , x, a k+1 , . . . , a n ) | x ∈ Min(a + k ∩ P k )}, where Min(·) is the set of minimal elements of (·). Similarly, if there is an element b ∈ B, and an index k ∈ [n] such that b − k ∩ P k = ∅, but b k ∈ P k , we replace b by the set of elements
Note that condition (4) continues to hold after such replacements.
In general, an element of A or B may project to a number of elements in P. Thus performing a large number of projection steps, we may end up with an exponential increase in the sizes of A, B. However, for certain classes of posets, such as lattices and forests with connected precedence graphs (i.e., trees), each element of A, B projects on a single element in P, i.e., | Min(a
, for all a ∈ A, b ∈ B, and k ∈ [n]. Indeed, if P k is a lattice then Min(a
where min(P k ) and max(P k ) are respectively the minimum and maximum elements of P k . Similarly, if P k is has a tree precedence graph, then Min(a
if the precedence graph of P k is a tree, and there are two distinct minimal elements y, z ∈ P k with the property that y ≻ a k and z ≻ a k , then there exists an undirected path between y and z in the precedence graph of P k , and another path through a k , forming a cycle, in contradiction to the fact that the original poset (of which P k is subposet) is a forest).
Thus, in conclusion, when decomposing a given dualization problem into a number of subproblems, we need to make sure that, in each resulting subproblem DUAL(P, A, B), the poset P is still the product of lattices, or the product of forests with connected precedence graphs. In fact, this is the only place where the algorithms, described below, fail to work for products of general posets.
Dualization in products of join semi-lattices
where each L i is a join semi-lattice with maximum element u i , and let A ⊆ L and B ⊆ I(A).
We begin with the observation that dualization on products of join semi-lattices can be reduced in polynomial time to dualization on products of lattices. Indeed, for each join semi-lattice L i , let us add a minimum element l i that precedes every element in L i . Then it is easy to see that the resulting poset L Before we prove Theorem 1, we show that the simpler (high-frequency based) algorithm of [FK96] can also be generalized for lattices to get a weaker bound than that of Theorem 1 (in fact, with an exponent linear in W, in contrast to the super-quadratic bound in Theorem 1).
Algorithm A
The first dualization algorithm for lattices is given in Figure 6 . In the algorithm, we use δ = δ(W ) = (W + 3) log(W + 2), where W = W (L). As usual, the algorithm is called initially with Q = L. In a general step, we check if there is a frequent element z ∈ ∪ return false 7. if z satisfies Lemma 5(iii) then 8.
return
Figure 6: The first dualization procedure for lattices.
Analysis of algorithm LD-A
Lemma 6 Let C(v) be the total number of recursive calls of procedure LD-A(Q, A, B) on a problem of size
Proof. If v ≥ 1 but min{A, B} ≤ δ, then Step 4 implies that c(v) = 1 ≤ R(v). Suppose now that the algorithm proceeds to Step 8, and let
be the subposets constructed at that step. Then it follows from Lemma 5(i) that |A(Q ′ )| ≤ |A| − 1 and |B(Q ′ )| ≥ ǫ|B|, and thus
Combined with the fact that | Min(Q i \ z − )| ≤ W , this leads to the recurrence
We get also a similar recurrence if the algorithm proceeds to Step 10. To evaluate this recurrence, we first apply it k times to get
δ vǫ) log v/ǫ . Since min{|A|, |B|} ≥ δ, we have v ≥ δ 2 and thus
for all W ≥ 1, by our selection of δ(W ), implying that C(v) ≤ v log v/ǫ .
Since v ≤ m 2 , we get by combining Proposition 3 and Lemma 6 that the running time of the algorithm is O(m 4W log 2 m+1 (nW ) √ (W +3) log(W +2) µ).
Algorithm B
This algorithm, shown in Figure 7 , does not use high-frequency decomposition; any a ∈ A, b ∈ B, and i ∈ [n] such that a i b i can be used as explained in Section 3.2.2 (see Step 5 of the algorithm). The algorithm chooses between rules (R1), (R2) 
and observe that ǫ(v) < 1 for v ≥ δ 2 , δ ≥ 2. If the both ǫ Finally it remains to remark that all the decompositions described above result, indeed, in dualization subproblems over lattices.
Analysis of algorithm LD-B
Again, we measure the reduction in the "effective" volume at each recursion level.
Step 7: from the condition min{ǫ
Steps 11-12: from ǫ A 1 ≤ ǫ(v) and (11), we get the recurrence
where the second inequality follows from the fact that |(x j ) ⊥ | ≤ W , the third inequality follows from
. . , k} is a partition of A (b i ) and the function C(·) is super-additive, the forth inequality follows from |B| W ≤ v(|A|, |B|) W /δ W , and the last inequality follows from the fact that v ≥ δ 2 and δ ≥ 2.
Procedure LD-B(Q, A, B):
Let y 1 , . . . , y h be the elements of
Figure 7: The second dualization procedure for lattices.
Step 16: since ǫ
W by our selection of z ∈ Q i , and ǫ B 2 > ǫ(v), we get
Steps 19-20: symmetric to steps 11-12, we get again (15).
Proof of Theorem 1
We show by induction on v = v (A, B) , that recurrences (14)- (16) 
Step 2 of the algorithm implies that C(v) = 1, we may assume that min{|A|, |B|} ≥ δ, i.e., v ≥ δ 2 = 4. Let us consider first recurrence (16). Using the induction hypothesis and the monotonicity of X (v), we obtain (14) and note that the monotonicity of (14) and (17) that C(v) ≤ R(v) for this case too. Let us now consider (15) and apply induction to get
where ψ(ǫ)
by the definition of χ(v), it follows that ψ(ǫ) ≤ 1 and hence,
Note that, for δ ≥ 2 and W ≥ 1, we have (χ/ρ(W )) χ < 3 (v/δ) W , and thus,
As v(A, B) < m 2 , we get χ(v) = o(W ρ(W ) log m), concluding the proof of the theorem.
5 Dualization in products of forests
The algorithm
Let P = P 1 × . . . × P n , where the precedence graph of each poset P i is a forest, and let A, B ⊆ P two antichains satisfying (4). The algorithm is shown in Figure 9 .
If the precedence graph of P i is not connected, for some i ∈ [n], we use Proposition 2 to decompose the problem into a number of subproblems over posets with connected precedence graphs (steps 3-4).
Starting from step 7, we decompose Q ⊆ P by picking a ∈ A, b ∈ B and an i ∈ [n], such that a i
In the latter case, we should use the symmetric versions of the decomposition rules used for the former case, and a brief way to describe this is to replace P by its dual poset P * , and exchange the roles of A and B in these rules (step 9). Assume without loss of generality in the following that the former case holds.
As in the case of lattices, the algorithm uses the effective volume v = v(A, B) to compute the threshold
. 
If the minimum of ǫ
To see the last decomposition in (18), fix an x ∈ Q e i , and make use of Lemma 1 by taking z ← x and R
we use rule (R2 ′ ), see steps 19-21.
Analysis of algorithm FD
As before, we first write the recurrences corresponding to the different recursive calls. By steps 3-4 and Proposition 2, we may assume that the precedence graph of each poset Q i is connected.
Step 13: Suppose that the connected components of
since A(Q j i × Q), for j = 1, . . . , h partition A (a i ). return POLY-DUAL(Q, A, B) 7. Let a ∈ A, b ∈ B, and i ∈ [n] be such that
P ← P * , exchange A and B
ǫ
Figure 9: The dualization procedure for forests.
Steps 16-17: from (18) and the fact that {A(x) | x ∈ Q e i } is a partition of A, we get the recurrence
where the last inequality follows from the assumption that min{|A|, |B|} ≥ 4 and hence
Steps 20-21:
) (see steps 8-9 of the algorithm), we get
Note that this the only place in which the bound d on the degrees appears.
As in Section 4.2.2, we can show by induction on v, that recurrences (19)- (21) imply
. Noting that χ(v) < 2χ(m) ∼ 2d log m/ log log m, and we get the bound stated in Theorem 2.
Dualization Algorithm in products of lattices of intervals
Let L = L 1 × · · · × L n be a product of n lattices of intervals, defined respectively by sets of intervals I 1 , . . . , I n , and denote by l i the minimum element of L i . In this section we prove Theorem 3. We fix fix ǫ = 1/(2 ln m), and use v(A, B, L) = |A||B| n i=1 |L i | as a measure of the volume of the problem.
We begin with the following simple property satisfied by any lattice of intervals. (ii) Assume x ∈ L i has |x ⊥ | ≥ 3. Let I 1 , I 2 , and I 3 be 3 immediate predecessors of x in L i . Let I 3 ) = x implies that f = d, and Span(I 2 , I 3 ) = x implies that e = a. This gives the contradiction I 3 = x.
Given subsets A, B ⊆ L that satisfy (4), and a product of lattices of intervals Q ⊆ L, we follow the general framework as in Figure 4 , but use a high-frequency based decomposition. More precisely, assuming v(A, B, Q) ≥ 2 at a general recursion level, we check if either condition (i) nor (ii) of Lemma 5 is satisfied. If neither is satisfied, then we can find an element x ∈ Q \ (A + ∪ B − ). Otherwise, we consider the following cases:
and z ∈ Q i satisfy condition (i) of Lemma 5 (with α = 2), then we consider two subcases: Case 1.1. If Q i is a total order (chain), then use the following decomposition of Q i :
Case 1.2. Otherwise (Q i is not a chain), let w be the largest element, with respect to the precedence relation on the lattice Q i , such that |w ⊥ | = 2 (see Figure 10 -a). Denote respectively by q and y the two immediate predecessors of w in Q i , and assume that without loss of generality that |B (y)| ≥ |B (q)|. It is not hard to see that Q i ∩ y − is a lattice of intervals and that
] be the two intervals represented by q and y respectively, and assume that a < c (and therefore b < d). Then the former claim follows from the fact that every element in y − ⊆ Q i is associated with an interval, which is the intersection or span of some intervals in I i , each of which is a subinterval in I y . The latter claim follows from the fact that if an element p ∈ q − \ y − has two immediate predecessors p ′ and p ′′ representing intervals I p ′ = [e, f ] and
, where e < g, then we must have p ′′ ∈ y − , for otherwise I y ⊂ Span(I p ′′ , I y ) ⊂ Span(I p , I y ), giving a contradiction with the fact that y is an immediate predecessor of w.)
Now we consider two cases:
Otherwise, the choice of z implies that either cases (ii) or (iii) hold.
(ii) z ≻ w: in this case, we decompose
In case (i), we get again that |B(Q 
a: Decomposition rule used in case 1.2 (ii). b: Decomposition rule used in case 2.1. (iii) No interval lies strictly on the left of I z ′ , but there is at least one that lies strictly to its right: we use a similar decomposition as in case (ii) above.
(iv) There is at least one interval that lies strictly to the left of I z ′ , and at least one interval strictly to its right: in this case, we know that either |{a ∈ A | a i ∈ Q 
Concluding remarks
It is worth mentioning that each poset P i belonging to any of the classes of posets, considered in this paper, has constant dimension, i.e. P i is isomorphic to a subposet of the product of a constant number of chains. In particular, the poset product P = P 1 × . . . × P n , over which we want to solve the dualization problem, can be considered as a subposet of a chain product C = C 1 × . . . × C n ′ , where n ′ is bounded by a constant in n. Although we know from [BEG + 02] how to solve the dualization problem on products of chains, it is not clear how such a result can be used to solve the original dualization problem on P, since the solution we obtain on C ⊇ P (that is, the element x ∈ I(A) \ B) might not be an element of P. In fact, as we have seen, the algorithms presented for these classes of posets, depend heavily on the type of poset under consideration. This naturally raises the question whether a more general approach can unify these results for posets P i of bounded dimension.
It is also not clear whether it is possible to solve the dualization problem in the products of lattices of intervals in time k o(log k) , where k = |A| + |B| + n i=1 |L i |, by following a set of decomposition rules, as those used in Section 4.2 to solve the problem for general lattices. It seems that, if this is to be achieved, some new decomposition rules are needed, since the current rules in section 4.2 depend exponentially on the maximum out-degree of the lattice L i , which is O(|I i |) in the case of a lattice of a set of intervals I i .
Finally, we note that, for the more general case of products of arbitrary posets, it remains open whether the problem can be solved in quasi-polynomial time, even for posets P i of small size.
