Within the last two decades, Receiver Operating Characteristic (ROC) Curves have become a standard tool for the analysis and comparison of classifiers since they provide a convenient graphical display of the trade-off between true and false positive classification rates for two class problems. However, there has been relatively little work examining ROC for more than two classes.
INTRODUCTION
Receiver Operating Characteristic (ROC) analysis provides a convenient graphical display of the trade-off between true and false positive classification rates for two class problems [2] . Since its introduction in the medical and signal
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Here we present an extension to ROC analysis making it possible to measure the quality of classifiers for multi-class problems. Unlike other multi-class-ROC approaches which have been presented recently (see [2] or [4] , e.g.) we propose a method based on the theory of ROC curves that creates sets of ROC curves for each class that can be analyzed separately or in combination. Thus, what we get is a convenient graphical display of the trade-off between true and false classifications for multi-class problems. In the context of two class classification, ROC curves are calculated as follows: For each possible threshold value discriminating two given classes (e.g., 0 and 1 or 'true' and 'false'), the numbers of true and false classifications for one of the classes are calculated. For example, if the two classes 'true' and 'false' are to be discriminated using a given classifier, a fixed set of equidistant thresholds is tested and the true positives (TP) and the false positives (FP) are counted for each of them. Each pair of TP and FP values produces a point of the ROC curve. This method is very useful for analyzing the quality of two class classifiers, but unfortunately it is not directly applicable for more than two classes. This is why we here propose using sets of ROC curves for each class separately.
Furthermore, ROC analysis often includes the calculation of the area under the ROC curve (AUC). Here we develop a generalization of this AUC analysis for multi-class problems which gives the operator the possibility to see not only how accurately, but also how clearly classes can be separated from each other.
MULTI-CLASS ROC ANALYSIS USING SETS OF ROC CURVES
The main idea presented here is that for each given class ci the numbers of true and false classifications are calculated for each possible pair of thresholds between the classes ci−1 and ci as well as between ci and ci+1. This is in fact done under the assumption that the n classes can be represented as real numbers and that ci < ci+1 holds for every i ∈ [1, (n − 1)] (with n being the number of classes). For a given class ci, the corresponding TP and FP values (on the basis of the N original values o and estimated values e) are calculated as:
The resulting tuples of (FP,TP) values are stored in a matrix which can be plotted easily. This obviously yields a set of points which can be interpreted analog to the interpretation of 'normal' ROC curves: the closer the point are located to the left upper corner, the higher is the quality of the classifier at hand. For getting sets of ROC curves instead of ROC points, the following change is introduced: An arbitrary threshold ta between the classes ci−1 and ci is fixed and the FP and TP values for all possible thresholds t b between ci and ci+1 are calculated. This produces one single ROC curve; it is executed for all possible values of ta (i.e., for all possible thresholds between ci−1 and ci). Thus, what we get is a set of ROC curves. Please note that this procedure could also be executed the other way around, i.e. one could also choose an arbitrary threshold t b between ci and ci+1, calculate all corresponding ROC points and repeat this for all values for all possible values of ta. There is in fact no scientific reason for preferring one of the variants; either can be used because it does not significantly change the results. This is because the ROC points are not influenced by this decision, the only difference is that the ROC lines are arranged a little bit differently since the sets of ROC points joint to curves will differ.
An example showing 10 ROC curves is given in Figure 1 ; this MROC chart was generated for a classifier learned for a synthetical data set storing 2000 samples divided into 6 classes. A GP-based classification algorithm [6] combined with enhanced offspring selection concepts [1] was used for evolving this classifier.
Of course this procedure cannot be executed in exactly this way for the classes c1 and cn. For c1 it is only possible to calculate the ROC points (and therefore the ROC curve) for all possible thresholds between c1 and c2, for cn this is done analogically with all possible thresholds between cn−1 and cn. This is why sets of ROC curves can be calculated for the classes c2 . . . cn−1 whereas only simple ROC curves can be produced for c1 and cn.
As already mentioned, the most common quantitative index describing an ROC curve is the area under it (AUC).
The bigger the area under a ROC curve is, the better the discriminator model is; if the two classes can be ideally separated, the ROC curve goes through the upper left corner and thus, the area under it reaches its maximal possible value which is exactly 1.0. In the context of multi-class ROC (MROC) curves the two following values can be calculated assuming that all m ROC curves for a given class have already been calculated:
• The maximum AUC (MaxAUC) is the maximum of all areas under the ROC curves calculated for a specific class; it measures how exactly this class is separated from the others using optimal thresholds:
• The average AUC (AvgAU C) is calculated as the mean value of all areas under the ROC curves for a specific class; it measures how clearly this class is separated from the others since it takes into account all possible thresholds parameter settings:
CONCLUSION
We have here presented a simple, but surely very useful and intuitive approach extending ROC analysis so that it can be used also in the context of multi-class classification. In addition to a graphical display, the average as well as the maximum area under the resulting ROC curves can be considered for evaluating multi-class classifiers. We are convinced that this enhanced ROC approach can be very useful in the context of investigating classification problems in various fields; recent discussions with experts in various scientific fields have strongly sustained this opinion.
