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In bulk helimagnets, the presence of magnetic skyrmion lattices is always accompanied by a
periodic stress field due to the intrinsic magnetoelastic coupling. The release of this nontrivial
stress field at the surface causes a periodic displacement field, which characterizes a novel particle-
like property of skyrmion: its surface configuration. Here, we derive the analytical solution of this
displacement field for semi-infinite cubic helimagnets when skyrmions are present. For MnSi, we
show that the skyrmion lattices have a bumpy surface configuration characterized by periodically
arranged peaks with a characteristic height of about 10−13 m. The pattern of the peaks can be
controlled by varying the strength of the applied magnetic field. Moreover, we prove that the
surface configuration varies together with the motion and deformation of the skyrmion lattices. As
a result, the surface configuration can be tuned by application of electric current, mechanical loads,
as well as any other form of external field which has an effect on the skyrmions.
I. INTRODUCTION
A magnetic skyrmion is a topologically nontrivial spin
texture. Periodic arrangement of skyrmions can be ap-
proximated by a superposition of three single-Q helices
whose wavevectors form an equilateral triangle, and is
thus referred to as a triple-Q structure [1–3]. The ex-
istence of skyrmions in helimagnets has been theoreti-
cally predicted several decades ago [4, 5], while the first
successful experimental observation was achieved in cu-
bic helimagnet MnSi in 2009 [1]. Later, other helimag-
nets which can host skyrmions were found, such as FeGe
[6], FexCo1−xSi [7] and Mn1−xFexSi [8]. In noncen-
trosymmetric helimagnets, due to the spin-orbit coupling
and the lack of inverse symmetry, Dzyaloshinskii-Moriya
(DM) interaction arises [9]. Under an appropriate ap-
plied magnetic field, the competition between DM en-
ergy, favoring spin rotations, and ferromagnetic exchange
energy, favoring spin alignment, induces the intriguing
skyrmion phase [10]. As a magnetic phase, skyrmions
have great potential in the next-generation magnetic
storage devices because of their small size, facile current-
driven motion [11], and particle-like nature [12, 13].
Magnetic skyrmions share many properties with single
particles. They are localized in space and have a long
lifetime. They are topologically protected [14, 15], in the
sense that the topological integer characterizing them is
1, different from other magnetic structures with topolog-
ical integer 0, such as helical phase and ferromagnetic
phase. They give rise to elementary excitations with ro-
tational mode and breathing mode [16]. Moreover, The
system hosting skyrmions may undergo a phase transi-
tion from skyrmion phase to skyrmion glass structure
[17]. Here we would like to discuss another particle-like
property of magnetic skyrmions: their surface configura-
tion.
In helimagnets, interaction between the elastic field
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and the skyrmion phase due to magnetoelastic coupling
occurs in two different energy scales. The strong one is
phase-transition-related, for instance, the creation and
annihilation of skyrmions in MnSi by uniaxial stress
[18, 19] and the jump of elastic stiffnesses C11 and C33
of MnSi [20]. The weak one is related to the elastic
property of the skyrmion phase , for example, the emer-
gent deformation of skyrmion lattices in FeGe induced
by anisotropic strain [21] and the periodic elastic field
accompanying magnetic skyrmions [22]. For semi-infinite
helimagnets with magnetoelastic coupling, the incompat-
ibility between the skyrmion-induced periodic stress field
and the free surface boundary condition will inevitably
lead to a displacement field, suggesting that the surface
configuration of the material is altered due to the pres-
ence of skyrmions.
In this paper, we derive the analytical solution of dis-
placement field for semi-infinite cubic helimagnets host-
ing skyrmions. Due to magnetoelastic coupling, the pe-
culiar magnetic structure of skyrmions will induce in-
compatible eigenstrains and further lead to eigenstresses.
At the surface, to meet the stress-free requirement, a
fictitious force distribution F is applied to balance the
eigenstresses, which causes a surface-induced displace-
ment field. Therefore, the total displacement field for
semi-infinite cubic helimagnets hosting skyrmions is com-
posed of a skyrmion-induced displacement field and a
surface-induced displacement field. The former part has
been derived in one of our previous work [22], and the
latter part is to be solved here. The fictitious force distri-
bution can be decomposed into two kinds: one results in
2D plane strain problems and the other one results in 3D
elastic problems. The general elastic solution for the 2D
plane strain problem is derived by using the Airy stress
function and Fourier transform, where the functional reg-
ularization method is used to treat the non-convergence
issue of the integral form of displacement.The 3D prob-
lem can be easily solved due to the harmonic form of
the force distribution. The analytical displacement field
is finally obtained by substituting F into the 2D and
3D solutions. For MnSi, the normal displacement field
is found to be dominated by two triple-Q structures us13
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3 undergoes a “configurational reversal” and
us33 remains almost unchanged when the external mag-
netic field increases from 0.1 T to 0.4 T, resulting in
varying surface configuration characterized by periodi-
cally arranged peaks. We further demonstrate that the
surface displacement field moves or deforms with the mo-
tion or deformation of skyrmion lattices. Hence, we have
proved the tunability of this displacement field, and that
it characterizes the shape of skyrmion lattices at the sur-
face under various kinds of applied field.
II. ELASTICITY PROBLEM FOR
SEMI-INFINITE CUBIC HELIMAGNETS IN THE
SKYRMION PHASE WITH A FREE SURFACE
Following the unified theory of magnetoelastic effects
in B20 compounds developed in Ref. [22], we write the
Helmholtz free energy density for cubic helimagnets in
the form:
w =
3∑
i=1
A(
∂M
∂xi
)2 −B ·M + bM · (∇×M)
+ wan + wL + wel + wme,
(1)
where the first three terms represent respectively the
Heisenberg exchange energy density with stiffness A, the
Zeeman energy density with external applied magnetic
field B and the DM interaction with Dzyaloshinskii con-
stant b; wan =
∑3
i=1BcM
4
i is cubic anisotropy term;
wL = α1(T − T0)M2 + α2M4 includes two Landau ex-
pansion terms. The last two terms in Eq. (1) are related
to the strains. wel is the elastic energy density and wme
the magnetoelastic energy density,
wel =
1
2
C11(ε
2
11 + ε
2
22 + ε
2
33) + C12(ε11ε22+
ε11ε33 + ε22ε33) +
1
2
C44(γ
2
12 + γ
2
13 + γ
2
23),
(2)
wme =
1
M2s
[L1(M
2
1 ε11 +M
2
2 ε22 +M
2
3 ε33)
+ L2(M
2
3 ε11 +M
2
1 ε22 +M
2
2 ε33)
+ L3(M1M2γ12 +M1M3γ13 +M2M3γ23)
+KM2εii +
6∑
i=1
LOifOi],
(3)
where γij = 2εij (i, j = 1, 2, 3 and i 6= j) are the engi-
neering shear strains, εij (i, j = 1, 2, 3) are the strains,
C11, C22 and C44 are the elastic constants for cubic crys-
tals, Ms is the saturation magnetization, Mi (i = 1, 2, 3)
are the magnetization components satisfying M2 = M21 +
M22 +M
2
3 , Li (i = 1, 2, 3) and LOi (i = 1, ..., 6) are mag-
netoelastic coupling constants and fOi (i = 1, ..., 6) rep-
resent high order magnetoelastic coupling terms whose
detailed expressions are given in Ref. [22].
In the conventional Cartesian coordinate system O-
XYZ for cubic crystals, where the cartesian axes X, Y
and Z are collinear with the crystallographic axes a, b and
c, respectively, the triple-Q structure of magnetization
field for skyrmion phase stabilized by applied magnetic
field along [0 0 1] direction can be described as the form:
M =
 00
Mcos(ϕ)
+ √3Msin(ϕ)
3

 0sin(q1r)
−cos(q1r)

+
−√32 sin(q2r)− 12 sin(q2r)−cos(q2r)
+
√32 sin(q3r)− 12 sin(q3r)−cos(q3r)
 ,
(4)
where ϕ is the angle between magnetization vector and
Z-axis, q1 = q[1, 0, 0]
T , q2 = q[− 12 ,
√
3
2 , 0]
T , q3 =
−q1 − q2 are wavevectors with magnitude q, and r is
the Cartesian coordinate.
For a bulk cubic crystal free from body forces and sur-
face constrains, the incompatible eigenstrains induced by
skyrmions leads to eigenstresses. In a semi-infinitely ex-
tended material (illustrated in FIG. 1) with eigenstresses
induced by skyrmions, to set the surface boundary z = 0
stress-free, equal and opposite surface force should be
applied, the force needed has the componentsF1F2
F3
 = −
σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33
00
1
 = −
σ13σ23
σ33
 . (5)
Due to the superposition of three triple-Q structures of
the elastic field, σi3 (i = 1, 2, 3) can be expressed in the
following form
σi3 =
3∑
j=1
σSji3 , (6)
where the analytical expressions of the eigenstress com-
ponents σSji3 , (i, j = 1, 2, 3) are derived as Eqs. (A5-A13)
in the appendix.
We would like to stress that σS133 , whose sign is de-
termined by ϕ (the angle between magnetization vector
and z-axis) , undergoes a “configurational reversal” [22];
while, σS333 , which is linear with respect to sin
2(ϕ), is al-
most constant when the applied magnetic field changes.
III. TWO-DIMENSIONAL HALF SPACE
ELASTIC PROBLEM OF CUBIC CRYSTALS
Consider a semi-infinite domain defined by z ≤ 0 il-
lustrated in FIG. 1, where O-xyz system is generated
by rotating O-XYZ system around Z-axis with θ; Q(x)
and P (x) represent respectively the normal and the shear
force distributions on the surface z = 0. For Q-induced
2D plane strain problem,we introduce the Airy stress
3FIG. 1. Semi-infinitely extended cubic crystal subjected to
surface normal force Q(x) and surface shear force P (x)
function U so that
σ11 = U,33,
σ33 = U,11,
σ13 = −U,13,
(7)
where σij are stresses and U,ij =
∂2U
∂xi∂xj
. The boundary
condition can be then expressed as
(σ33)z=0 = (U,11)z=0 = Q(x). (8)
By combining Hooke’s law for cubic crystals, equation of
compatibility ε11,33 + ε33,11 = 2ε13,13, and formulae (7),
we can derive
β4U,1111 + 2µU,1133 + U,3333 = 0. (9)
Here, µ and β are parameters related to the rotation
angle θ and the elastic coefficients. Applying Fourier
transform F , defined as X (λ, z) = F (X(x, z)) =
1√
2pi
∫ +∞
−∞ X(x, z)e
iλxdx, to compatibility condition (9)
and boundary condition (8), we have
U,3333 − 2µ′λ′2U,33 + λ′4U = 0, (10)
−λ2(U )z=0 = Q(λ), (11)
where U and Q are the Fourier integral forms of U and
Q respectively; µ′ = µβ2 and λ
′ = βλ. According to the
boundedness condition of U and the boundary condition
(11), one arrives at
U =
Q(λ)
λ2(t1 − t2) (t2e
t1|λ′|z − t1et2|λ′|z), (12)
where t1 =
√
(1+µ′)
2 +
√
(1−µ′)
2 i, t2 =
√
(1+µ′)
2 −√
(1−µ′)
2 i. By applying the convolution theorem to
Fourier integral form of stresses, we obtain
σ11 =
1
pi
∫ +∞
−∞
−β2√2(1 + µ′)z′(x− ξ)2Q(ξ)
(x− ξ)4 + z′4 + 2(x− ξ)2z′2µ′ dξ,
σ33 =
1
pi
∫ +∞
−∞
−√2(1 + µ′)z′3Q(ξ)
(x− ξ)4 + z′4 + 2(x− ξ)2z′2µ′ dξ,
σ13 =
1
pi
∫ +∞
−∞
−β√2(1 + µ′)z′2(x− ξ)Q(ξ)
(x− ξ)4 + z′4 + 2(x− ξ)2z′2µ′ dξ,
(13)
where z′ = βz. For isotropic materials and θ = 0, we
have β = µ = 1, the solution for stresses (13) can be
found in Ref. [23].
The Green’s function method, which requires firstly
Q = δ0 with δ the Dirac Delta function, is used to derive
the solution of displacement field caused by an arbitrary
Q(x). The relation between displacements and stresses is
obtained from Hook’s law and geometric equations εij =
ui,j+uj,i
2 ,
u1,1 = S11σ11 + S13σ33,
u3,3 = S31σ33 + S33σ33,
(14)
u1,3 + u3,1 = S55σ13. (15)
Here, S11 =
C33
C11C33−C213 , S13 = S31 = −
C13
C11C33−C213 ,
S33 =
C11
C11C33−C213 and S55 =
1
C44
with Cij the elastic
coefficients in O-xyz system; the stresses are obtained by
applying Q = δ0 into Eqs. (13). Then we derive the
displacement field from Eqs. (14)
u1 = S11u11 + S13u12 + u13,
u3 = S31u31 + S33u32 + u33.
(16)
u13 is a function of z, u33 is a function of x and
u11 =
β2
4pi
√
1+µ′
1−µ′ ln
(
z′2+x2+xz′
√
2(1−µ′)
z′2+x2−xz′
√
2(1−µ′)
)
− β22piarctan
(
xz′
√
2(1+µ′)
z′2−x2
)
+ β
2
2 (Hz′(2z
′ − x)−H−z′(x)) ,
u12 = − 12piarctan
(
xz′
√
2(1+µ′)
z′2−x2
)
− 14pi
√
1+µ′
1−µ′ ln
(
z′2+x2+x′z
√
2(1−µ′)
z′2+x2−xz′
√
2(1−µ′)
)
(17)
+ 12 (Hz′(2z
′ − x)−H−z′(x)),
u31 = − βpi
√
1
2(1−µ′)arctan
(√
1−µ′2z′2
x2+µ′z′2
)
,
u32 = −
√
2(1+µ′)
4piβ ln(z
′4 + x4 + 2z′2x2µ)
− µ′
piβ
√
2(1−µ′)arctan
(√
1−µ′2x2
z′2+µ′x2
)
,
where Hz′(x) is defined as Hz′(x) = H(x − z′),with
H(x) = 1+sgn(x)2 the Heaviside step function. The Heav-
iside step functions are added in formulae (17) to ensure
4the continuity of displacement field on points x = z′ and
x = −z′.
By substituting Eqs. (16) and (17) into Eq. (15), we
get the following differential equation with a very simple
form
du13(z)
dz
+
du33(x)
dx
= 0, (18)
which has the solution u13 = kz + m,u33 = −kx + n,
with k, m and n constants. The meaning of k is that the
material rotates around y-axis with an angle −arctan(k),
and then enlarges it’s volume (1 + k2)
3
2 times. m and n
represent the rigid body movement. Set k = m = n = 0,
we have
u1 = S11u11 + S13u12,
u3 = S31u31 + S33u32.
(19)
Consequently, the displacement field for arbitrary surface
force distribution Q(x) can be easily obtained, from Eqs.
(19)
u1 =
∫ +∞
−∞
(S11u11(ξ, z) + S13u12(ξ, z))Q(x− ξ)dξ,
u3 =
∫ +∞
−∞
(S31u31(ξ, z) + S33u32(ξ, z))Q(x− ξ)dξ.
(20)
By using the same method, we can derive the displace-
ment field induced by the shear force distribution P (x)
as:
u1 =
∫ +∞
−∞
(S11u
′
11(ξ, z) + S13u
′
12(ξ, z))Q(x− ξ)dξ,
u3 =
∫ +∞
−∞
(S31u
′
31(ξ, z) + S33u
′
32(ξ, z))Q(x− ξ)dξ.
(21)
where
u′11 =−
β2µ′
pi
√
2(1− µ′)arctan
(√
1− µ′2z′2
x2 + µ′z′2
)
− β
2
√
2(1 + µ′)
4pi
ln(z′4 + x4 + 2z′2x2µ′),
u′12 =−
u31
β
, u′31 = −
u11
β
, u′32 = −
u12
β
.
(22)
We now consider a simple case when θ = 0 and the
semi-infinite cubic crystal is subjected to an evenly dis-
tributed normal force on the surface, Q = 1. Obvi-
ously, the displacement field along z-axis is linear with z:
u3(x, z) = kz (solution 1), where k is a constant merely
related to elastic moduli. But on the other hand, via the
formulae (20), one arrives at
u3(x, z) =
∫ +∞
−∞
(S31u31(ξ, z) + S33u32(ξ, z))dξ, (23)
(solution 2). We find that solution 1 and solution 2 are
not the same; moreover, the integral form of solution 2 is
divergent. In fact, the difference between those two so-
lutions originates from the choice of the fixed plane: so-
lution 1 is obtained under the assumption that the plane
z = 0 is fixed, while solution 2 is gotten with the plane
z = +∞ fixed. According to the theory of elasticity,
such difference (even though infinite) can be seen as a
constant. To eliminate this special constant, we calcu-
late the finite part of the divergent integral (23) by using
the method of functional regularization of general func-
tion which regards the order of differential and integral as
exchangeable [24]. We first calculate the partial deriva-
tive of solution 2 with respect to z, and then, integrate
the obtained partial derivative with respect to z. The re-
sult, u3(x, z) = − zC11−C12 , has the same form as solution
1. Thus, from a physics point of view, the mathematical
difficulty is just due to the choice of reference system,
and it can be solved by translating the reference system
along z-axis with an infinite distance. Mathematically,
the method is related to the calculation of the finite part
of the divergent integral.
IV. ANALYTICAL SOLUTION OF
SURFACE-INDUCED DISPLACEMENT FIELD
FOR SKYRMION PHASE
For Q = F cos(ax), the displacement field is expected
to be periodic. The general formulae (20) give
u1 = F
∫ +∞
−∞
(S11u11(ξ, z) + S13u12(ξ, z))cos(a(x− ξ))dξ,
u3 = F
∫ +∞
−∞
(S31u31(ξ, z) + S33u32(ξ, z))cos(a(x− ξ))dξ,
(24)
which are divergent. The derivatives of functions (24)
with respect to x are
∂u1(x, z)
∂x
= Ff1,θ(z)cos(ax),
∂u3(x, z)
∂x
= −Ff2,θ(z)sin(ax),
(25)
where f1,θ(z) and f2,θ(z) are expressed in Eqs. (27) with
a1 =
√
1−µ′
2 βa, a2 =
√
1+µ′
2 βa. By integrating func-
tions (25) with respect to x, the displacement field is
derived as
u1(x, z) =
F
a
f1,θ(z)sin(ax),
u3(x, z) =
F
a
f2,θ(z)cos(ax),
(26)
which is composed of two parts: one is the harmonic
term having the same period as the force distribution,
the other is the z-related term having an exponential
factor ea2z. a2 =
√
1+µ′
2 βa is positive; therefore, the
displacement decreases rapidly with decreasing z. For the
region far away from the surface, i.e., the distance from
5the boundary greater than several times of wavelength of
the harmonic force distribution, the displacement is null.
Thus, the elastic field derived in Ref. [22] is suitable for
bulk materials.
f1,θ(z) =
(
S11β
2
(
cos(a1z) +
√
1 + µ′
1− µ′ sin(a1z)
)
+ S13
(
cos(a1z)−
√
1 + µ′
1− µ′ sin(a1z)
))
ea2z,
f2,θ(z) =
√
2(1 + µ′)
(
S31β
(
1√
1− µ′2 sin(a1z)
)
+
S33
β
(
cos(a1z)− µ
′√
1− µ′2 sin(a1z)
))
ea2z.
(27)
f3,θ(z) =
√
2(1 + µ′)
(
S11β
2
(
cos(a1z) +
µ′√
1− µ′2 sin(a1z)
)
− S13
(
1√
1− µ′2 sin(a1z)
))
ea2z,
f4,θ(z) =
(
S31β
(
cos(a1z) +
√
1 + µ′
1− µ′ sin(a1z)
)
+
S33
β
(
cos(a1z)−
√
1 + µ′
1− µ′ sin(a1z)
))
ea2z.
(28)
u1 =−
3∑
i,j,k=1
(
f ij1 (e1 · qij)
|qij |2 +
f ij3 (ek · qij) (e1 · qij)
|qij |3 i +
f ij5 ((qij × ek) · e3)((qij × e1) · e3)
|qij |3 i
)
σSijk3 sin(r · qij),
u2 =−
3∑
i,j,k=1
(
f ij1 (e2 · qij)
|qij |2 +
f ij3 (ek · qij) (e2 · qij)
|qij |3 i +
f ij5 ((qij × ek) · e3)((qij × e2) · e3)
|qij |3 i
)
σSijk3 sin(r · qij),
u3 =−
3∑
i,j,k=1
(
f ij2 (ek · e3)
|qij | +
f ij4 (ek · qij)
|qij | i
)
σSijk3 cos(r · qij).
(29)
Similarly, for P = F sin(ax), we can derive the dis-
placement field as:
u1(x, z) =
F
a
f3,θ(z)sin(ax),
u3(x, z) =
F
a
f4,θ(z)cos(ax),
(30)
with f3,θ(z) and f4,θ(z) expressed in Eqs. (28).
We have solved the 2D displacement field for surface
forces with distribution along x-axis and with direction
along x-axis (Q) and z-axis (P ). As to the 3D case, it is
induced by another kind of surface force, which we denote
as R, with distribution along x-axis and with direction
along y-axis. For R = F sin(ax), we give directly the
displacement field as
u1 = u3 = 0, u2(x, z) =
F
a
f5,θ(z)sin(ax). (31)
Here, f5,θ(z) = S55e
az.
The X, Y and Z-direction forces F1 = −σ13, F2 =
−σ23 and F3 = −σ33 are composed of nine qij (see Eq.
(A3)) structures. For each qij structure of F1 or F2,
the components in the direction of and perpendicular to
qij are P -type and R-type forces, respectively. For qij
structures of F3, they are Q-type forces. Solving the
displacement field for each qij structure in corresponding
O-xyz system and projecting it onto the X, Y and Z-
axes, we can finally get the surface-induced displacement
field in O-XYZ system as in Eqs. (29), where f ijk (k =
1, ..., 5) takes the value of fk,θ(0) for θ = arccos
(
e1·qij
|qij |
)
,
e1, e2 and e3 are the unit vectors along X, Y and Z-axis
respectively.
For helimagnet MnSi, the related parameters are:
C11 = 2.83 × 1011 Pa, C12 = 0.641 × 1011 Pa, C44 =
1.179 × 1011 Pa [25], K = −2 × 107 JA−2m−1, L1 =
−0.7 × 106 JA−2m−1, L2 = 0.6 × 106 JA−2m−1, L3 =
1.646 × 106 JA−2m−1, LO1 = 1.147 × 10−4 JA−2m−2,
LO2 = −0.537 × 10−4 JA−2m−2, LO3 = −0.537 × 10−4
JA−2m−2, LO4 = LO5 = LO6 = 0 [26], and q =
|b|
2A =
4.5×108 m−1 [1, 27]. According to the analytical expres-
sions of surface-induced displacement field in Eqs. (29)
and skyrmion-induced displacement field in Ref. [22], the
contour maps of the displacement components at 4 K and
0.1 T are plotted in FIG. 2. At the center and the six
vertexes of a skyrmion lattice, there appear the peaks,
for which the X and Y -components of the total displace-
ment, ut1 and u
t
2, are zero; while the Z-component, u
t
3,
takes a maximum value. At the right-hand part and up-
per part of a peak, we have ut1 > 0 and u
t
2 > 0, respec-
6FIG. 2. Contour plots of displacement components at 4 K
and 0.1 T. The region enclosed by the hexagon represents
a skyrmion lattice. (a), (b) and (c) stand for the total dis-
placements along X, Y and Z-direction respectively; (d), (e)
and (f) show the skyrmion-induced, normal-force-induced and
shear-force-induced X-direction displacements, respectively.
tively; this indicates the tendency of expansion of the
peaks. ut1 and u
t
2 are a little deformed, to explain this,
the skyrmion-induced, normal-force-induced and shear-
force-induced X-direction displacements usky1 ,u
nor
1 and
ushe1 are plotted as (d), (e) and (f) in FIG. 2, respec-
tively. usky1 and u
nor
1 share the same pattern with zero-
value contour lines along Y -axis; while ushe1 shows differ-
ent behavior with zero-value contour lines along X-axis.
It is the shear force who deforms ut1. u
t
1 is larger than
usky1 . The skyrmion-induced elastic stresses tend to de-
crease the total displacement, while at the surface they
are released. Therefore, the total displacement increases
at the surface.
V. DISCUSSION
A. Tunability of surface configuration by bias
magnetic field
We plot the surface configuration of skyrmions at 4
K and under different applied magnetic field B. FIG.
3 (a-d) represent the total normal surface displacement
field at 0.1 T, 0.2 T, 0.3 T and 0.4 T respectively. At
0.2 T, the surface is characterized by peaks (arranged
FIG. 3. Surface configuration of u3 for MnSi in skyrmion
phase at temperature 4K and magnetic field (a) 0.1 T, (b) 0.2
T, (c) 0.3 T and (d) 0.4 T. The size of (a)-(d) is 2pi
q
× 2pi
q
.
periodically like the triangular skyrmion lattices) with
almost the same height . For B > 0.2 T, the center peak
is higher than the six adjacent peaks, while for B < 0.2T,
the reverse is the case, indicating that the heights of these
two types of peaks compete with each other.
To explain the competing behavior of these two pat-
terns of peaks, we explore separately the two domi-
nant parts of the displacement: the σS133 -induced nor-
mal displacement us13 and the σ
S3
33 -induced normal dis-
placement us33 . FIG. 4 shows the surface displacement
us13 at 0.1 T, 0.2 T, 0.3 T and 0.4 T. It can be seen
that us13 goes through the same “configurational rever-
sal” as σS133 when the external magnetic field increases.
At 0.1 T, there are periodically arranged peaks on the
surface. With the augmentation of the magnetic field,
the height of the peaks decreases, then at about 0.2 T,
when tan(ϕ) ≈ 2.35, the peaks vanishes, and the surface
described by us13 becomes almost flat. For B > 0.2 T, on
the surface, there appears the valleys, the depth of which
increases when the magnetic field augments. The “con-
figurational reversal” can be explained through the rela-
tion between us13 and σ
S1
33 revealed by Eqs. (29). As for
us33 , Eqs. (29) and the invariability of σ
S3
33 imply that u
s3
3
keeps almost unchanged when magnetic field changes. It
is the reversal feature of us13 and the invariability of u
s3
3
that decide the competing behavior of two patterns of
peaks.
According to Eqs. (29), the displacement field u3 can
be divided into three triple-Q structures: uQ13 , u
Q2
3 and
uQ33 , corresponding to q1i, q2i and q3i (i = 1, 2, 3), re-
7FIG. 4. Reversible surface configuration of us13 for MnSi in
skyrmion phase at temperature 4 K and magnetic field (a) 0.1
T, (b) 0.2 T, (c) 0.3 T and (d) 0.4 T.
FIG. 5. The simplest repeating unit of surface displacement
(the unit is fm). (a) uQ13 , (b) u
Q2
3 , (c) u
Q3
3 and (d) u3 for
MnSi in skyrmion phase at 4 K and 0.1 T.
spectively. To explore the periodicity of u3, we plot the
simplest repeating unit of surface displacement uQ13 , u
Q2
3 ,
uQ33 and u3 at 4 K and 0.1 T in FIG. 5. We can see
that uQ13 and u3 share the same periodicity. The primi-
tive vectors for the hexagonal lattices of uQi3 are ai1 and
ai2, satisfying aij · qik = 2piδjk where i = 1, 2, 3 and
j, k = 1, 2, δij is the Kronecker delta. We can demon-
strate that a11 = 2a21 = a31 + 2a32 and a12 = 2a22 =
−a31 + a32. Thus, for arbitrary integers n1 and n2, we
have uQ23 (r+n1a11 +n2a12) = u
Q3
3 (r+ 2(n1 +n2)a21 +
2(n1 + n2)a22) = u
Q2
3 (r) and u
Q3
3 (r + n1a11 + n2a12) =
uQ33 (r+ (n1−n2)a31 + (2n1 +n2)a32) = uQ33 (r). Conse-
quently, u3 has the same period as u
Q1
3 and the skyrmion
lattices. By using the relations between aij , u1 and u2
can also be demonstrated to share the same periodicity
as the skyrmion lattices.
B. Possible effects of electric current and
mechanical load on the surface configuration
It is known that skyrmions behave like moving parti-
cles with stable topological structures when exposed to
various kinds of external fields including electric current
[11, 28] and temperature gradient [29]. A further con-
cern is how will the surface configuration change with
the motion of skyrmions. For moving skyrmions at speed
v, the magnetization can be described by introducing a
translation transformation: r → r − vt. Thus, we have
M = M(r − vt), where M(r) is expressed as Eq. (4).
Correspondingly, the solution of ui (i = 1, 2, 3) obtained
in Eqs. (29) is changed by replacing r with r − vt, i.e.
ui = ui(r − vt). Thus, the displacement field moves to-
gether with skyrmions.
When anisotropic mechanical loads are applied to he-
limagnets, skyrmion lattices are found to undergo emer-
gent elastic deformation independent of the deformation
of the underlying atomic lattices [21]. It is shown in
Ref. [30] that the deformed skyrmions have a triple-
Q structure characterized by q1, q2 and q3 satisfying
|q1| 6= |q2| 6= |q3| and q1 + q2 + q3 = 0. For a general
analysis, we can see that the periodic eigenstrains ob-
tained from Eq. (A1) is still composed of three triple-Q
structures. The periodic stress field, linearly related to
the incompatible part of eigenstrains, obviously shares
the same periodicity with the eigenstrains. From Eqs.
(29), we can see that for arbitrarily deformed skyrmion
lattices, uQ13 and u
Q2
3 has the same periodicity with the
deformed skyrmions, while uQ33 is a triple-Q structure
with the three “Q”s: q1−q2, q1−q3 and q2−q3. Follow-
ing the proof given in part A of this section, we can easily
show that uQ33 and u3 share the same periodicity, because
q1 + q2 + q3 = 0 is the only necessary condition which is
still valid for any deformed skyrmion lattices. Therefore,
the surface displacement field deforms together with the
skyrmion lattices.
We have proved qualitatively that the surface displace-
ment field moves together, and deforms together with the
skyrmion lattices. Therefore, the various kinds of ap-
proaches discovered to affect the skyrmion lattices will
also be effective in controlling the surface displacement
field.
C. Generality and possible technological interest
Apart from two-dimensional DM-induced Bloch-type
magnetic skyrmion lattices in helimagnets, skyrmions
can exist in many other forms: three-dimensional
skyrmions, such as hourglass-shaped skyrmions [31] and
bobber-shaped skyrmions [32]; atomic-scale skyrmions
induced by four-spin interaction [33], skyrmion bubbles
induced by dipole-dipole interaction [34, 35]and stabi-
lized by uniaxial anisotropy [36, 37]; Ne´el-type skyrmions
[38]; isolated skyrmion and skyrmion glass structure [17].
8Since magnetoelastic coupling is intrinsic for any ferro-
magnets, these skyrmions forms are all accompanied by
a surface displacement field. Thus, the surface configu-
ration is an additional particle-like property of any mag-
netic skyrmions.
The maximum displacement perpendicular to the sur-
face is of the order of magnitude of 10−13 m for MnSi.
Such a small displacement is difficult to detect. But as
shown in formulae (A5)-(A13), and (29), the displace-
ment is related to the magnetoelastic coefficients, and the
size of skyrmion lattices. To get a greater displacement,
one should pay attention to materials hosting skyrmions
with bigger size and having stronger magnetoelastic cou-
pling, for instance, FeGe. Even though the magnetoe-
lastic coefficients are not available due to the technical
difficulties in fabricating large FeGe single crystals [39],
one can expect to observe larger displacement field for
FeGe than for MnSi. The skyrmion lattice parameter for
FeGe is about 70 nm [40], four times larger than that
for MnSi. Moreover, the experiment carried out by K.
Shibata et al. [21], in which anisotropic strain as small
as 0.3% induced distortions of skyrmion lattices by 20%,
implies large magnetoelastic coupling in FeGe.
VI. CONCLUSION
We have obtained the analytical solution of displace-
ment field at the surface of cubic helimagnets in skyrmion
phase. For MnSi, The normal displacement field is dom-
inated by two triple-Q structures us13 and u
s3
3 . u
s3
3 is
characterized by periodically arranged peaks having in-
variant height when applied magnetic field changes and
us13 , undergoing a “configurational reversal” when the
magnetic field increases from 0.1 T to 0.4 T, distinguishes
these peaks into two patterns which compete with each
other. The surface configuration enriches the meaning of
particle-like nature of magnetic skyrmions, it moves and
deforms with the skyrmions lattices and can be there-
fore controlled by applied field, such as magnetic field,
current etc.
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Appendix A: Analytical solution of the
skyrmion-induced stress field
For a bulk cubic crystal free from body forces and
surface constraints, we obtain the expressions of eigen-
strains ε∗ij = ε
∗
ij(M) (i, j = 1, 2, 3) by solving the
equations σIJ(ε
∗
ij ,M) = 0 (I, J, i, j = 1, 2, 3), where
σIJ , a function of εij(i, j = 1, 2, 3) and M , is obtained
by σIJ(εij ,M) =
∂w
∂εIJ
(for I = J) and σIJ(εij ,M) =
∂w
∂γIJ
(for I 6= J).
ε∗11 = K
∗M2 − L∗1M21 − L∗2M23 + L∗O1(M3M1,2 −M2M1,3) + L∗O2(M3M2,1 −M2M3,1) + L∗O3M1(M2,3 −M3,2),
ε∗22 = K
∗M2 − L∗1M22 − L∗2M21 + L∗O1(M1M2,3 −M3M2,1) + L∗O2(M1M3,2 −M3M1,2) + L∗O3M2(M3,1 −M1,3),
ε∗33 = K
∗M2 − L∗1M23 − L∗2M22 + L∗O1(M2M3,1 −M1M3,2) + L∗O2(M2M1,3 −M1M2,3) + L∗O3M3(M1,2 −M2,1),
γ∗2,3 =
1
C44M2s
[−L3M2M3 + LO6M1(M2,2 −M3,3) +M2(LO4M1,2 + LO5M2,1)−M3(LO4M1,3 + LO5M3,1)],
γ∗1,3 =
1
C44M2s
[−L3M1M3 + LO6M2(M3,3 −M1,1) +M3(LO4M2,3 + LO5M3,2)−M1(LO4M2,1 + LO5M1,2)],
γ∗1,2 =
1
C44M2s
[−L3M1M2 + LO6M3(M1,1 −M2,2) +M1(LO4M3,1 + LO5M1,3)−M2(LO4M3,2 + LO5M2,3)],
(A1)
with K∗ = −C11K+C12(K+L1+L2)(C11−C12)(C11+2C12)M2s , L
∗
1 =
L1
(C11+2C12)M2s
,
L∗2 =
L2
(C11+2C12)M2s
, L∗O1 =
−C11LO1+C12(K+LO1+LO2)
(C11−C12)(C11+2C12)M2s ,
L∗O2 =
−C11LO2+C12(K+LO1+LO2)
(C11−C12)(C11+2C12)M2s and L
∗
O3 =
−C11LO3+C12(K+LO1+LO2)
(C11−C12)(C11+2C12)M2s .
By substituting Hooke’s law, describing the linear rela-
tion between stresses σij and elastic strains eij , which is
the difference between total strains εij and eigenstrains
ε∗ij , and geometrical equations εij =
ui,j+uj,i
2 into the
equilibrium equations, we obtain three partial differen-
tial equations about the displacements ui
C11ui,ii + C44(ui,jj + ui,kk) + (C12 + C44)(uj,ij + uk,ik)
= C11ε
∗
ii,i + C12(ε
∗
jj,i + ε
∗
kk,i) + C44(γ
∗
ij,j + γ
∗
1k,k),
(A2)
where i, j, k = 1, 2, 3 and i 6= j 6= k.
ε∗ij = ε
∗
ij(M) and γ
∗
ij = γ
∗
ij(M) are quadratic func-
tions of M [22]. By substituting the triple-Q periodic
9form of M into the obtained eigenstrains, we can find
that eigenstrains have a multi-Q structure with nine
wavevectors qij (i, j = 1, 2, 3) defined as:
[qij ] =
 q1 q2 q32q1 2q2 2q3
q1 − q2 q1 − q3 q2 − q3
 . (A3)
This multi-Q structure can be seen as the superposition
of three triple-Q structures with different magnitudes
q, 2q and
√
3q. Combining the geometrical equations,
eigenstrains and Hooke’s law, we then derive the triple-
Q structure stresses as :
σSkij = Re
[
3∑
l=1
σSklij e
iqkl·r
]
(i, j, k = 1, 2, 3) (A4)
whereσS1113σS1213
σS1313
 = iL3M2
12M2s
sin(ϕ)(6cos(ϕ)−
√
3sin(ϕ))
 01
−1
 ,
(A5)σS2113σS2213
σS2313
 = − iL3M2
4
√
3M2s
sin2(ϕ)
 01
−1
 , (A6)
σS3113σS3213
σS3313
 = iL3M2
4
√
3M2s
sin2(ϕ)
 1−1
−2
 , (A7)
σS1123σS1223
σS1323
 = iL3M2
12M2s
sin(ϕ)(2
√
3cos(ϕ)− sin(ϕ))
 2−1
−1
 ,
(A8)σS2123σS2223
σS2323
 = − iL3M2
12M2s
sin2(ϕ)
 2−1
−1
 , (A9)
σS3123σS3223
σS3323
 = iL3M2
4M2s
sin2(ϕ)
11
0
 , (A10)
σS1133 = − sin(ϕ)M
2
12M2sC11
{4√3cos(ϕ)[−C12(2K + qLO2
+ C11(2K + 2L1 + qLO3)] + sin(ϕ)[C11(−6K
− 4L1 + L2 − 2qLO1 − 4qLO3) + C12(6K + 3L1
− 2L2 + 3qLO1 + 3qLO3)]},
σS1233 = σ
S13
33 =
sin(ϕ)M2
6CkM2s
{−2√3cos(ϕ)[3C211(2K
+ 2L1 + qLO3)− C11(3C12(4K − q(LO1 + LO2))
− 10C44(2K + 2L1 + qLO3)) + C12(3C12(2K
− 2L1 + q(LO1 + LO2 − LO3))− 2C44(10K
+ 6L1 − 12L2 + 2qLO2 + 3qLO3))] + sin(ϕ)[3C211
× (3K + 2L1 + L2 + qLO1 + 2qLO3) + C11(−3
× C12(6K + L1 − L2 + 2L3 + 2qLO1 + 3qLO2
+ qLO3) + 10C44(3K + 2L1 + L2 + qLO1
+ 2qLO3)) + C12(3C12(3KK − L1 − 2L2 + 2L3
+ qLO1 + 3qLO2 − qLO3)− 2C44(15K + 9L1
− 14L2 + 6qLO1 + 9qLO3))]}, (A11)
σS2133 =
M2
6C11M2s
sin2(ϕ)[−C12L2 + C11(L1 − L2
− qLO1 + qLO3)],
σS2233 = σ
S23
33 =
M2
24CkM2s
sin2(ϕ)
× {3C211(4L1 − L2 − 4qLO1 + 4qLO3)
+ C11[−10C44(−4L1 + L2 + 4qLO1 − 4qLO3)
+ 3C12(4L1 − L2 − 4L3 − 4qLO1 + 4qLO3)]
+ 2C12[4C44(−3L1 + 4L2 + 3qLO1 − 3qLO3)
− 3C12(4L1 − L2 − 2L3 − 4qLO1 + 4qLO3)]},(A12)
σS3133 = σ
S32
33 =
sin2(ϕ)M2
6C11M2s
{3C211(K + 2L1 − L2
− qLO1 + 2qLO3)− C11[3C12(2K − L1 + L2
+ 2L3 + 2qLO1 + qLO2 − qLO3)− 10C44(K
+ 2L1 − L2 − qLO1 + 2qLO3)] + C12[3C12(K
− 3L1 + 2L2 + 2L3 + 3qLO1 + qLO2 − 3qLO3))
− 2C44(5K + 7L1 − 2L2 − 2qLO1 + 7qLO3)]},
σS3333 =
M2
12C11M2s
sin2(ϕ)[−C12(2K + L1 − 5L2
+ qLO1 + qLO3) + C11(2K + 4L1 + L2 − 2qLO1
+ 4qLO3)], (A13)
and Ck = 3C
2
11 + 10C11C44− 3C12(C12 + 2C44). Here, to
simplify the formulae, we have set the high order magne-
toelastic coefficients LO4, LO5 and LO6 to zero.
Strictly speaking, the free energy is a functional of the
magnetization M and the strains εij . Due to the mag-
netoelastic coupling, the elastic fields are related to M
at equilibrium state, i.e., the elastic strains εij = εij(M)
and the elastic stresses σij = σij(M). Thus, σij and εij
have a back-action on M and M should be derived by
minimizing w(M , εij(M)). In some cases, M can be ap-
proximated by M ′, which is obtained through minimiz-
ing w(M , εij = 0). The difference between the approxi-
mate solution M ′ and rigorous solution M depends on
the magnitude of the relative coefficient K
2
2α2(C11+2C12)M4s
[26]. For MnSi, K
2
2α2(C11+2C12)M4s
≈ 10−3, suggesting that
the back-action of strains on the magnetization can be
neglected.
As mentioned in section II, the surface-induced stress
field is just the opposite of the skyrmion-induced stress
field at the surface, and it fades away as |z| increases.
Following the above discussion, such a localized elas-
tic field will also have a back-action on the magnetiza-
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tion M . Generally speaking, the z-dependent surface-
induced stress field will destroy the 2D structure of the
skyrmion lattice and makes it a 3D texture [32, 41]. The
surface-induced stress field is maximum at the surface,
whose magnitude is equivalent to the skyrmion-induced
stress field. According to above analysis, the back-action
onM is negligible when K
2
2α2(C11+2C12)M4s
is small enough.
When K
2
2α2(C11+2C12)M4s
is comparable to 1 (e.g., for ma-
terials with strong magnetoelastic coupling), the back-
action of the surface-induced stress field on the magneti-
zation has to be taken into account. Instead of solving the
exact 3D distribution of M , we provide here an approx-
imate method to calculate the effect of this back-action.
The exact solution of magnetization M is obtained by
minimizing w(M , εskyrmionij (M)+ε
surface
ij (M , z)), where
εsurfaceij (M , z) are the surface-induce elastic strains and
εskyrmionij (M) are the skyrmion-induced elastic strains.
Since εsurfaceij (M , z) decrease exponentially with z, we
can overestimate the effect of surface-induced elastic
strains by replacing εsurfaceij (M , z) with ε
surface
ij (M , 0).
Minimization of w(M , εskyrmionij (M) + ε
surface
ij (M , 0))
with respect to M yields a 2D magnetization distribu-
tion where the back-action of the surface-induced elastic
field is considered approximately.
The discussion of the back-action on the magnetiza-
tion only applies to internal elastic field but not exter-
nal. The former one refers to the elastic field induced
by M through the magnetoelastic interaction and has a
back-action on M . The later one is induced by external
applied forces or misfit strains, and thus its influence on
M is not a back-action. The magnitude of such an in-
fluence depends on the strength of the applied external
field and usually cannot be ignored.
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