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Completions of partial elliptic matrices are studied. Given an undi-
rected graph G, it is shown that every partial elliptic matrix with
graph G can be completed to an elliptic matrix if and only if the
maximal cliques of G are pairwise disjoint. Further, given a partial
elliptic matrix A with undirected graph G, it is proved that if G is
chordal and each speciﬁed principal submatrix deﬁned by a pair
of intersecting maximal cliques is nonsingular, then A can be com-
pleted to an elliptic matrix. Conversely, if G is nonchordal or if the
regularity condition is relaxed, it is shown that there exist partial
elliptic matrices which are not completable to an elliptic matrix.
In the process we obtain several results concerning chordal graphs
that may be of independent interest.
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1. Introduction
Throughout, we deal with real symmetric matrices. Recall the Cauchy interlacing theorem [3] stated
below for Hermitian matrices. Here, A∗ denotes the conjugate transpose of the complex matrix A.
Theorem. Let H be an n-by-n Hermitian matrix with partitioned form
H =
[
A B
B∗ D
]

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in which A has order r. Order the eigenvalues of H and A so that λ1(H) λ2(H) · · · λn(H) and
λ1(A) λ2(A) · · · λr(A). Then, λi(H) λi(A) λi+n−r(H), i = 1, 2, . . . , r.
An elliptic matrix is a real symmetric matrix which has exactly one simple positive eigenvalue; if
it has, in addition, zero main diagonal, it is called special elliptic [5]. Special elliptic matrices arise in
the study of simplex geometry. One notes that, by interlacing, every proper principal submatrix of an
elliptic matrix is either elliptic or negative semideﬁnite, and that a symmetric matrix with zero main
diagonal is negative semideﬁnite if andonly if it is the zeromatrix.D = (dij)ni,j=1 is a (squared Euclidean)
distance matrix if there exist P1, . . . , Pn ∈ Rk such that dij = ‖Pi − Pj‖2, where ‖ · ‖ denote Euclidean
length in Rk . The distance matrices are a particular subclass of the class of special elliptic matrices.
A partial matrix is an array with some entries speciﬁed, and the other unspeciﬁed, entries free to
be chosen. We shall deal with partial matrices with speciﬁedmain diagonal. A partial n-by-nmatrix is
partial symmetric if aij is speciﬁedwhenever aji is (and, in this case, equals aji). A completion of a partial
matrix is a choice of values for each of the unspeciﬁed entries, resulting in a conventional matrix. A
-matrix completion problem is the question ofwhether a partialmatrix has a completion in a certain
class  of matrices.
Given an n-by-n Hermitian matrix A, the inertia of A [9] is the ordered triple i(A) = (i+(A),
i−(A), i0(A)) where i+(A) is the number of positive eigenvalues of A, i−(A) is the number of nega-
tive eigenvalues of A, and i0(A) is the number of zero eigenvalues of A, all counting multiplicities.
Throughout the paper we shall make frequent use of Sylvester’s well-known law of inertia [9] which
states that if A and B are n-by-nHermitian matrices, then there is an n-by-n nonsingular matrix S such
that A = SBS∗ (where S∗ denotes the complex conjugate transpose of S) if and only if A and B have the
same inertia.
For a matrix A = (aij)ni,j=1 and index sets α,β ⊆ {1, . . . , n}, we let A[α,β] denote the submatrix of
A whose rows correspond to the index set α and whose columns correspond to the index set β . For
brevity, we let A[α] denote the principal submatrix of A whose rows and columns correspond to the
index set α. Suppose that a square matrix A is permutationally similar to the partitioned matrix
A˜ =
[
A[α] A[α,β]
A[β ,α] A[β]
]
in which A[α] is nonsingular. Then the Schur complement of A[α] in A, denoted A/A[α], is deﬁned by
A/A[α] = A[β] − A[β ,α] A[α]−1 A[α,β].
We shall make use of the Inertia Theorem [8] which states that if A is a Hermitian matrix with
nonsingular principal submatrix A1, then i(A) = i(A1) + i(A/A1).
An excellent survey of matrix completion problems is [10]. We note that the Euclidean distance
matrix completion problem [1] is of importance in the molecular mapping problem (the problem of
deducing the possible shapes of a molecule from partial information about interatomic distances).
This is due to the fact that, for many compounds, it is not possible for all the interatomic distances
to be measured accurately, but the shape (essentially determined by a distance matrix) is vital to
understanding how the molecule functions. In Ref. [1], just as for the positive deﬁnite completion
problem [7], it is shown that chordality is sufﬁcient to insure completability of a partial distance
matrix. Our main interest here is in the elliptic matrix completion problem: that is, if the obvious
necessary condition that all speciﬁed principal submatrices are either elliptic or negative semideﬁnite
ismet,which patterns for the speciﬁed entries of a partial ellipticmatrix ensure that eachpartialmatrix
with one of these patterns can be completed to an elliptic matrix?
We follow [6] for terminology and results needed fromgraph theory. Anundirected graph (or, simply,
a graph for our purposes) is a pair G = (V, E) in which V , the vertex set, is ﬁnite (for our purposes,
V = {1, . . . , n}) and the edge set E is a symmetric binary relation on V . A loop is an edge {u, u}. (Since
we are dealing with partial symmetric matrices with speciﬁed main diagonal, each of our graphs
contains all loops.) A vertex u is adjacent to a vertex v if {u, v} ∈ E. IfW ⊆ V , the subgraph induced by
W is the graph GW = (W, EW ) in which EW = {{x, y} ∈ E : x, y ∈ W}. A complete graph is one with
the property that every pair of distinct vertices is adjacent; we let Kn denote the complete graph on
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n vertices. A subset S ⊆ V is a clique if the subgraph induced by S is complete. A path {v1, . . . , vk} is
a sequence of vertices such that {vj, vj+1} ∈ E for j = 1, . . . , k − 1. A cycle of length k > 2 is a path{v1, . . . , vk, v1} inwhich v1, . . . , vk aredistinct. A graphG is chordal if every cycle of length 4possesses
a chord, i.e., an edge joining two nonadjacent vertices of the cycle. A connected graphwith no cycles is
a tree. A rooted tree is simply a tree with some vertex designated as the “starting place" or root. We use
the triple (V, E, ρ) to denote a rooted tree T with vertex set V , edge set E, and root ρ . In a tree any two
vertices are connected by a unique path. In a rooted tree T = (V, E, ρ), the height of a vertex x, denoted
h(x), is the length of the path from ρ to x and, if vertex y is adjacent to x, we say y is a immediate
descendant of x if h(y) = h(x) + 1 and an immediate predecessor of x if h(y) = h(x) − 1. The height of
a rooted tree T is the length of the longest path from the root ρ . If a tree T is a subgraph of a connected
graph G and if T contains every vertex of G, then we say T is a spanning tree of G.
If C denotes the collection of maximal cliques of a graph G = (V, E), then the clique graph of G is the
graph G in which the vertex set is C and in which two vertices (cliques of G) are adjacent if and only
if their intersection is nonempty. If G is connected, so is G. Suppose G is a connected graph and T is
any spanning tree of G. Then, T has the intersection property if for every α,β ∈ C, we have α ∩ β ⊆ γ
whenever γ lies on the (unique) path in T joining α to β . In [2] it was shown that a connected graph
G is chordal if and only if there exists a spanning tree of the clique graph of G that has the intersection
property. Such a spanning tree is called a clique tree for G. If G is chordal and i and j are nonadjacent
vertices, thenan i, j clique path is a path in any clique tree associatedwithG that joins a clique containing
vertex i to a clique containing vertex j [11].
Given a partial symmetric matrix A, we can associate an undirected graph G = (V, E) in which
V = {1, . . . , n} and E = {{i, j} : aij is speciﬁed and i /= j}. Further, given a subsetW ⊂ V, A[W] is the
submatrix corresponding to the subgraph induced byW .
A matrix is partial elliptic if it is partial symmetric and its speciﬁed principal submatrices are either
elliptic or negative semideﬁnite. Our principal results concern completions of partial elliptic matrices.
Speciﬁcally, in Section 2, we show that given an undirected graph G on n vertices, every partial elliptic
matrix with graph G is completable to an elliptic matrix if and only if the maximal cliques of G are
pairwise disjoint, and, further, if the corresponding submatrix is nonsingular for every intersection
of maximal cliques in G, then each partial elliptic matrix with graph G is completable to an elliptic
matrix if and only if G is chordal. Contrast this result with the solution of the positive deﬁnite matrix
completion problem [7] and the distance matrix completion problem [1] in which chordality alone is
sufﬁcient to insure completability.
One might also contrast this work with that of Contantinescu and Gheondea [4] who studied the
range of the negative signature of Hermitian completions of a partial Hermitian matrix and gave
necessary and sufﬁcient conditions on the data, i.e., the speciﬁed entries, for there to exist a Hermitian
completion of minimal signature. Their work resulted in a decision procedure, which, for a partial
Hermitian matrix, determines whether there is a completion of minimal signature. Constantinescu
and Gheondea also note that the problem of lifting with prescribed negative signature of defect has
applications in dilation theory and in interpolation of meromorphic functions.
Given a partial Hermitian matrix A with undirected graph G together with the inertias of the
speciﬁed principal submatrices, Johnson and Rodman [12] considered the problem of determining
the possible inertias of Hermitian completions of A. Speciﬁcally, in the chordal case, they showed that
if C denotes the set of maximal cliques of G, i+ = maxK∈C i+A[K], i− = maxK∈C i−A[K], and, if A[K]
is nonsingular for every maximal clique K in C, then
(i) there exists a nonsingular Hermitian matrix completion M of A for which i−(M) = i− (respec-
tively, i+(M) = i+) and
(ii) for anypair of integers r  i+ and s i− satisfying r + s = n, there exists anonsingularHermitian
completionM of A such that i+(M) = r and i−(M) = s.
Furthermore, they noted that, if A is real, thenM can be taken real as well. So we see that, under their
regularity assumption, Johnson and Rodman showed that a partial elliptic matrix with chordal graph
necessarily has an elliptic completion.
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2. Elliptic matrix completions
LetGdenote agraphonnvertices,n 3. ChordalityofGwasanecessary condition for completability
in the positive deﬁnite and distance matrix completion problems and it remains so for the elliptic
matrix completion problem as seen by the following example.
Example 2.1. Consider the partial elliptic matrix (whose graph is the cycle {1, 2, 3, 4, 1})
A =
⎡⎢⎢⎣
1 −1 x 2
−1 1 −1 y
x −1 1 −1
2 y −1 1
⎤⎥⎥⎦
inwhich x, y denote unspeciﬁed entries of A. Since each 3-by-3 principal submatrix of Ahas at least one
positive eigenvalue by interlacing and det A[{1, 2, 3}] = −(x − 1)2, we must have x = 1 in order for
A[{1, 2, 3}] to be elliptic (or negative semideﬁnite). Hence, det A[{1, 3, 4}] = −9. Therefore, A[{1, 3, 4}]
has two positive eigenvalues and, hence, no completion of A can be elliptic.
Our next example shows that chordality does not ensure completability for the elliptic completion
problem (in contrast to the positive deﬁnite and distance matrix completion problems).
Example 2.2. Consider the partial elliptic matrix
A =
⎡⎣1 0 x0 0 1
x 1 0
⎤⎦
whosegraph is thepath {1,2, 3}and inwhichxdenotesanunspeciﬁedentryofA. TheSchurcomplement
of a11 in A is
[
0 1
1 −x2
]
. Since det A = det (A/a11) = −1, A/a11 has exactly one positive eigenvalue.
It follows from the Inertia Theorem that A itself has two positive eigenvalues and, hence, no elliptic
completion.
Given a graphG on n verticeswhich contains all loops,we can decomposeG into a union ofmaximal
cliques (in the previous example, we have the (intersecting) maximal cliques {1, 2} and {2,3}). As a
generalization of Example 2.2, we have
Lemma 2.3. Let G be a graph on n vertices, n 3. If G has an induced subgraph that consists of two
intersecting maximal cliques, then there is an n-by-n partial elliptic matrix with graph G that has no elliptic
completion.
Proof. LetGbeagraphonnvertices,n 3,withan inducedsubgraphH that consistsof two intersecting
maximal cliques. It sufﬁces to show that there is a partial ellipticmatrix Bwith graphH that has neither
a negative semideﬁnite completion nor an elliptic completion. So suppose that
B =
⎡⎢⎣B11 B12 XBT12 B22 B23
XT BT23 B33
⎤⎥⎦
is a partial elliptic matrix corresponding to H in which X, XT are unspeciﬁed blocks and the rest of B
is speciﬁed with B11, B22, and B33 being nonvoid square submatrices of orders k, l, andm, respectively.
Thus, B12 is k-by-l, B23 is l-by-m, and X = (xij) is k-by-m. Further, suppose that B12, B22, and B33 are
zero submatrices while B11 = E11 and B23 = E1m in which Eij denotes the matrix with a 1 in the i, j
position and zeros elsewhere. Then,
(B/b11)[{k + 1, n}] =
[
0 1
1 −x21m
]
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has one positive eigenvalue which implies, by Example 2.2, that B itself has at least two positive
eigenvalues. Consequently,Bhasneither anegative semideﬁnitenor anelliptic completion, completing
the proof. 
Thus, to ensure that each partial elliptic matrix with graph G has elliptic completion, Gmust be the
union of pairwise disjoint maximal cliques. In fact, this condition is both necessary and sufﬁcient. To
prove this, we ﬁrst establish the converse for the case in which G is the union of two disjoint cliques.
Lemma 2.4. Let G be a graph on n vertices, n 3. If G consists of a pair of disjoint cliques, then every n-by-n
partial elliptic matrix with graph G has an elliptic completion.
Proof. Let G be a graph on n vertices, consisting of two disjoint cliques with n1 and n2 vertices,
respectively. Let A be an arbitrary n-by-n partial elliptic matrix, the graph of whose speciﬁed entries is
G. Without loss of generality, we may assume that A takes the partitioned form A =
[
A1 ?
? A2
]
, where,
for i = 1, 2, Ai is an ni-by-ni fully speciﬁed square matrix. For i = 1, 2, let λi denote the maximum
eigenvalue of Ai and let ui be a unit eigenvector of Ai corresponding to λi. Also, let p denote the number
of positive elements of the set {λ1, λ2} and let the n1-by-n2 matrix X = ρu1uT2, where
ρ =
{
0, p = 1√
λ1λ2 + 1, otherwise.
In the remaining discussion,wewill showAc =
[
A1 X
XT A2
]
is an elliptic completion ofA. For i = 1, 2,
let Pi be an orthonormal diagonalizing matrix of Ai whose ﬁrst column is ui. Therefore, P
T
i AiPi = i,
wherei is adiagonalmatrixwhoseupper-left entry isλi. IfP =
[
P1 0
0 P2
]
, thenPTAcP =
[
1 ρE11
ρET11 2
]
.
The eigenvalues of the principal submatrix B =
[
λ1 ρ
ρ λ2
]
of PTAcP are
1
2
[
(λ1 + λ2) ±
√
(λ1 − λ2)2 + 4ρ2
]
. If p = 1, then, by deﬁnition, ρ = 0, and thus i+(Ac) =
i+(1) + i+(2) = i+(A1) + i+(A2) = 1, i.e., Ac is elliptic. On the other hand, if p = 0 or 2, then, by
deﬁnition, ρ = √λ1λ2 + 1 and it follows that
√
(λ1 − λ2)2 + 4ρ2 > |λ1 + λ2|. The latter implies
that B (and hence Ac) has exactly one positive eigenvalue which completes the proof. 
Combining the assertions of Lemmas 2.3 and 2.4, we have the following combinatorial characteri-
zation for the elliptic matrix completion problem.
Theorem 2.5. Let G be a graph on n vertices, n 3. Every n-by-n partial elliptic matrix with graph G has
an elliptic completion if and only if G is the union of pairwise disjoint cliques.
Proof. If every n-by-n partial elliptic matrix with graph G has an elliptic completion, then it follows
from Lemma 2.3 that G is the union of pairwise disjoint cliques.
Conversely, assume that G is the union of the pairwise disjoint cliques C1, C2, . . . , Ck and that A
is a partial elliptic matrix with graph G. Without loss of generality, we may assume that A has the
partitioned form
A =
⎡⎢⎢⎢⎢⎢⎣
A1 ? . . . ?
? A2 . . . ?
...
...
. . .
...
? ? . . . Ak
⎤⎥⎥⎥⎥⎥⎦ ,
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in which, for i = 1, 2, . . . , k, Ai is an elliptic or negative semideﬁnite matrix whose graph is Ci. Let
B1 = A1 and, for i = 2, 3, . . . , k, let Bi be an elliptic completion of the partial elliptic matrix
[
Bi−1 ?
? Ai
]
(guaranteed by Lemma 2.4). Then, Bk is an elliptic completion of A. 
Nowwe turnour attention to the case inwhich the graphG onn vertices,n 3, contains intersecting
maximal cliques. If A is a partial elliptic matrix, the graph of whose speciﬁed entries is G, then, based
upon Example 2.2, a restriction on the data (the speciﬁed entries ofA)may need to be imposed in order
to ensure an elliptic completion. Speciﬁcally, we study the case in which each principal submatrix of A
associated with an intersection of two maximal cliques of G is nonsingular. To this end, if G is a graph
on n vertices, n 3, we deﬁne
	(G) = {A : A is a partial elliptic matrix the graph of whose speciﬁed entries is G
and each principal submatrix corresponding to the intersection of two
maximal cliques of G is nonsingular.}
We will show that the regularity condition deﬁning 	(G) is precisely the restriction on the data
that we need.
Remark.Notice that ifG consists of pairwise disjoint cliques, then (vacuously)	(G) is the set of partial
elliptic matrices the graph of whose speciﬁed entries is G.
We determine those graphs G so that each partial elliptic matrix in	(G) has an elliptic completion.
The following lemma shows that if G is a graph on n vertices, n 4, then for any partial matrix in
	(G) to be completable to an elliptic matrix, the graph G must be chordal.
Lemma 2.6. If G is a nonchordal graph on n vertices, n 4, then there is a partial matrix in 	(G) that has
no elliptic completion.
Proof. Without loss of generality, we assume that the vertices of G form a chordless cycle of length
n 4. Let the n-by-n partial elliptic matrix A ∈ 	(G)be deﬁned as
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −1 ? . . . ? 2
−1 1 −1 ? . . . ?
? −1 1 . . . . . . ...
... ?
. . .
. . .
. . . ?
?
...
. . .
. . . 1 −1
2 ? . . . ? −1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
and assume that Ac is an elliptic matrix completion of A. By interlacing, each principal submatrix
of Ac must be elliptic. Since
[
1 −1 α
−1 1 −1
α −1 1
]
is elliptic if and only if α = 1 (see Example 2.1), each
entry in the second super- and sub-diagonal of Ac is 1. Since
[
1 1 α
1 1 −1
α −1 1
]
is elliptic if and only if
α = −1, each entry in the third super- and sub-diagonal of Ac is −1. By repeating this argument, one
concludes that each entry in the ith super- and sub-diagonal of Ac is (−1)i+1. Thus, A has no elliptic
completion. 
Indeed, aswewill show in Lemma2.11, the chordality of the graphG ensures that eachpartialmatrix
in 	(G) has an elliptic completion. To facilitate the proof of Lemma 2.11, we will need the following
three lemmas.
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Lemma 2.7. Let G be a graph consisting of two intersecting maximal cliques. Each partial matrix in 	(G)
has an elliptic completion.
Proof. Let C1 and C2 denote the two intersecting maximal cliques that comprise G. Let A ∈ 	(G).
Without loss of generality, we may assume that A takes the partitioned form
A =
⎡⎢⎣A1 B1 XBT1 C B2
XT BT2 A2
⎤⎥⎦ ,
in which A˜1 =
[
A1 B1
BT1 C
]
and A˜2 =
[
C B2
BT2 A2
]
are the fully speciﬁed principal submatrices of A cor-
responding to the cliques C1 and C2, respectively, and X, X
T consist of unspeciﬁed entries of A. Since
A ∈ 	(G), A˜1, A˜2, and C are each either elliptic or nsd while C is invertible, by the deﬁnition of 	(G).
If C is elliptic, then so are A˜1 and A˜2 (since A is partial elliptic). Then, letting X = B1C−1B2, we
have
Ac/C =
[
A1 − B1C−1BT1 0
0 A2 − BT2C−1B2
]
=
[
A˜1/C 0
0 A˜2/C
]
.
Hence, by the Inertia Theorem, A˜1/C and A˜2/C are negative semideﬁnite. Therefore, Ac/C is also
negative semideﬁnite. Applying the Inertia Theorem again, we have Ac is elliptic.
On the other hand, if C is negative deﬁnite (so that i+(C) = 0), for i = 1, 2, let λi denote the maxi-
mum eigenvalue of A˜i/C and let ui be a unit eigenvector of A˜i/C corresponding to λi. Also, let p denote
the number of positive elements in the set {λ1, λ2} and deﬁne thematrix X as X = ρu1uT2 + B1C−1B2,
in which
ρ =
{
0, p = 1√
λ1λ2 + 1, otherwise.
In the remaining, we prove that Ac =
⎡⎣A1 B1 XBT1 C B2
XT BT2 A2
⎤⎦ is an elliptic completion of A. To this end,
for i = 1, 2, let Pi be an orthonormal diagonalizing matrix of A˜i/C whose ﬁrst column is ui. Thus, for
i = 1, 2, PTi (˜Ai/C)Pi = i, where i is a diagonal matrix whose upper-left entry is λi.
For the nonsingular matrices V =
⎡⎣ I 0 0−C−1BT1 I −C−1B2
0 0 I
⎤⎦ and P =
⎡⎣P1 0 00 I 0
0 0 P2
⎤⎦, (VP)TAcVP =⎡⎣ 1 0 ρE110 C 0
ρET11 0 2
⎤⎦. If B denotes the principal submatrix [λ1 ρ
ρ λ2
]
of (VP)TAcVP, then i+(Ac) = i+(B).
Following the proof of Lemma 2.4, if p = 1, then ρ = 0, and, if p = 0 or 2, then ρ = √λ1λ2 + 1.
In either case, i+(Ac) = i+(B) = 1. Hence, Ac is elliptic, completing the proof. 
The following graph-theoretic lemma was proved in ([13], Lemma 3.5).
Lemma 2.8. Let G be a chordal graph on n vertices, n 4, and let G = (C, E) be the clique graph of G. Let T
be a clique tree for G (i.e., a spanning tree for G that has the intersection property) and select some vertex ρ
to be the root of T . Further, let α /= ρ be a vertex in T , let α1,α2, . . . ,αk be the immediate descendants of
α in T , and letβ be a vertex distinct fromα,α1,α2, . . . ,αk in T . Lastly, letα(i) ≡ α ∪ α1 ∪ · · · ∪ αi, i =
1, . . . , k, and let α(0) ≡ α. Then,
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(i) αi ∩ αj ⊆ α, i, j = 1, . . . , k, i /= j;
(ii) α(i) ∩ αj = α ∩ αj , i < j; and
(iii) α(i) ∩ β = α ∩ β , i = 0, . . . , k.
Our next lemma was implicit in the proof of Theorem 3.6 of [13].
Lemma 2.9. Let G be a connected chordal graph, G be the clique graph of G, T be a clique tree for G, and
designate some vertex ρ of T to be the root of T . The tree T then has some height h with respect to the root
ρ and we deﬁne Gh = (V, Eh) ≡ G, Gh = (Ch, Eh) ≡ G in which Ch is the set of vertices (maximal cliques)
of G and Eh is the set of edges of G, and Th = (Ch, E ′h, ρ) ≡ T in which E ′h ⊆ Eh is the set of edges of T .
For each vertex α of height h − 1 in Th with vertices α1, . . . ,αn(α) as its direct descendants (and hence
all of height h), let α(0) ≡ α, let α(i) ≡ α ∪ α1 ∪ · · · ∪ αi for i = 1, . . . , n(α), and let α′ = α(n(α)).
Let Gh−1 = (N, Eh−1) in which Eh−1 is the union of Eh and the edges of the complete graphs G[α′] for
all vertices α of height h − 1 in Th and let G = (Ch−1, Eh−1) be the clique graph of Gh−1. Then, Eh−1 is
the union of Eh and the edges of the complete graph G[α′] for all vertices α of height h − 1 in Th, Ch−1 is
obtained from Ch by deleting the cliques of height h and replacing each clique α of height h − 1 with α′,
and Eh−1 is obtained from Eh by replacing all edges γβ in which γ ∈ S = {α,α1, . . . ,αn(α)} and β /∈ S
with the single edge α′β and by deleting all edges δβ in which δ,β ∈ S.
Then, if the tree Th−1 = (Ch−1, E ′h−1, ρ) in which E ′h−1 is obtained from E ′h by the same process as Eh−1
was obtained from Eh, Th−1 is a clique tree for Gh−1.
Proof. Th−1 isobviouslya spanning tree forGh−1 so it is sufﬁcient to showthatTh−1 has the intersection
property. Let β1, . . . ,βt denote the “new" vertices. (Here, it is assumed that each vertex αi of height
h − 1 and its immediate descendants (if there are any) was replaced by βi, i = 1, . . . , t.) Let γ be a
vertex lying on the unique path in Th−1 joining the vertices α and β of Ch−1. If γ = α or γ = β , then
obviouslyα ∩ β ⊆ γ . Sowemay assume that γ is not equal toα nor equal toβ . Further, ifα andβ are
both in Ch (that is, neither had immediate descendants of height h in Ch), then α ∩ β ⊆ γ inherently.
So there are two cases to consider:
(i) α,β /∈ Ch and
(ii) α /∈ Ch, but β ∈ Ch.
If (i) holds, then α = βi and β = βj for some i, j ∈ {1, . . . , t}. Since γ lies on the path joining βi
and βj in Th−1, γ must lie on the path joining αi and αj in Th. So αi ∩ αj ⊆ γ since the inheritance
property holds for Th. Moreover, if αi1, . . . ,αik and αj1, . . . ,αjl denote the immediate descendants of
αi and αj , respectively, then it follows from De Morgan’s laws that
α ∩ β=βi ∩ βj
=
⎛⎝αi ∪
⎛⎝ k⋃
s=1
αis
⎞⎠⎞⎠ ∩
⎛⎝αj ∪
⎛⎝ l⋃
t=1
αjt
⎞⎠⎞⎠
=(αi ∩ αj) ∪
⎛⎝ l⋃
t=1
(αi ∩ αjt)
⎞⎠ ∪
⎛⎝ k⋃
s=1
(
αis ∩ αj)
⎞⎠ ∪
⎛⎝ k⋃
s=1
l⋃
t=1
(
αis ∩ αjt)
⎞⎠
=αi ∩ αj.
The latter equality follows from the fact that the intersection property implies that for all s ∈ {1, . . . , k}
and t ∈ {1, . . . , l},
(iii) αis ∩ αjt ⊆ αi,αj;
(iv) αis ∩ αj ⊆ αi,αj; and
(v) αi ∩ αjt ⊆ αi,αj
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so that αis ∩ αjt ,αis ∩ αj , and αi ∩ αjt ⊆ αi ∩ αj . Thus, α ∩ β ⊆ γ .
If (ii) holds, then α = βi for some i ∈ {1, . . . , t}. Proceeding in a fashion similar to the argument
for part (i), we deduce that αi ∩ β ⊆ γ and, if αi1, . . . ,αik denote the immediate descendants of αi,
α ∩ β=βi ∩ β
=
⎛⎝αi ∪
⎛⎝ k⋃
s=1
αis
⎞⎠⎞⎠ ∩ β
=(αi ∩ β) ∪
⎛⎝ k⋃
s=1
(αis ∩ β)
⎞⎠
=αi ∩ β.
so that, as before, α ∩ β ⊆ γ . In either case, we see that the intersection property holds for Th−1,
completing the proof. 
As noted in Section 1, under the regularity assumption that each maximal speciﬁed principal sub-
matrix is nonsingular, a partial ellipticmatrixwith chordal graphnecessarily has an elliptic completion
[12]. Our last lemma establishes that the regularity condition deﬁning 	(G) is also a condition on the
data that ensures an elliptic completion for partial elliptic matrices with chordal graph. Note that
neither of the two regularity conditions implies the other.
Example 2.10. The partial elliptic matrix
A =
⎡⎣0 0 x0 −1 0
x 0 0
⎤⎦
satisﬁes our hypothesis and not theirs, while the partial elliptic matrix
A =
⎡⎣0 1 x1 0 1
x 1 0
⎤⎦
satisﬁes their hypothesis but not ours.
Our proof is constructive, completing the partialmatrix a block at a time. Speciﬁcally, after selecting
a clique tree T for the chordal graph G and designating a root ρ for T , we complete the partial elliptic
matrix in stages via Lemma 2.7. At each stage we sequentially apply Lemma 2.7 and complete each
submatrix whose graph consists of a clique (of height one less than themaximal height) together with
its descendants. The resulting matrix remains partial elliptic and its graph has a clique tree closely
related to and of height (with respect to ρ) one less than that of the clique tree of the previous stage.
Hence, this process eventually results in an elliptic completion.
Lemma 2.11. Let G be a chordal graph on n vertices, n 4. Every partial matrix in 	(G) has an elliptic
completion.
Proof. Let A ∈ 	(G) in which G is a chordal graph on n vertices, n 4. Firstly, assume that G is
connected.
Now assume that α is a vertex of height h − 1 in Th with vertices α1, . . . ,αn(α) as its direct de-
scendants (and hence all of height h). For i = 1, . . . , n(α), let α(i) ≡ α ∪ α1 ∪ · · · ∪ αi,α(0) ≡ α, and
α′ = α(n(α)).
Hence, we can complete A[α(1)] = A[α ∪ α1] = A[α(0) ∪ α1] to an elliptic matrix by applying
Lemma 2.7. Moreover, in view of Lemma 2.8 (ii), for i = 1, . . . , n(α),α(i−1) ∩ αi = α ∩ αi, and thus
we can complete A[α(i)] = A[α(i−1) ∪ αi] to an elliptic matrix by applying Lemma 2.7 sequentially.
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Observe that completing A[α(i)], i = 1, . . . , n(α) − 1, does not affect the maximal cliques
αi+1, . . . ,αn(α). This follows from (ii) of Lemma 2.8, since, for i < j, γ = α − α ∩ αj = α − α(i) ∩ αj
andδ = αj − α ∩ αj = αj − α(i) ∩ αj aredisjoint fromα(i) andhence the submatricesA[γ , δ], A[δ, γ ]
remain unspeciﬁed.
Thus, we arrive at an elliptic completion of A[α(n(α))] = A[α′]. In this manner, for each vertex of
height h − 1 in Th, we can complete the partial submatrix deﬁned by the vertex and its immediate
descendants (of height h) in Th. If h = 1, this results in an elliptic completion of A.
For h 2, let Ah−1 be the new partial elliptic matrix obtained from Ah by completing A[α′] for each
vertex α of height h − 1 in Th.
Observe that, upon completion of A[α′] for a given vertex α of height h − 1, the maximal cliques
that are distinct from α,α1, . . . ,αn(α) are unaffected. To see this, let β be such a maximal clique. If
α′ ∩ β = φ, then obviously β will be unaffected by the completion of A[α′]. So assume that α′ ∩ β /=
φ. It follows from (iii) of Lemma 2.8 thatα′ ∩ β = α ∩ β . Hence,α′ − α andβ are disjoint and (again)
β will not be affected by the completion of A[α′].
Let Gh−1 = (N, Eh−1) be the graph of Ah−1 and Gh−1 = (Ch−1, Eh−1) be the clique graph of Gh−1.
It follows from Lemma 2.9 that the tree Th−1 is a clique tree for Gh−1.
We can repeat this argument on the new graph Gh−1 with its clique tree Th−1 being the one derived
from Th. After aﬁnite number of iterations (equal to theheight of the original clique tree T ), this process
will terminate with the clique G0 = Kn; the corresponding completion will be an elliptic completion
of A, completing the proof for the case in which G is connected.
NowifG is not connected, then,without lossof generality,G is theunionof twodisjoint subgraphsG1
andG2, each ofwhich is chordal and connected. Therefore, A takes the partitioned form A =
[
A1 ?
? A2
]
,
where Ai ∈ 	(Gi), i = 1, 2. By the previous argument, Ai, i = 1, 2, has an elliptic completion. Thus, by
Lemma 2.4, A itself has an elliptic completion. 
Combining the assertions of Lemmas 2.6 and 2.11, we have the following combinatorial character-
ization for the elliptic completion of partial matrices in 	(G).
Theorem 2.12. Let G be a graph on n vertices, n 4. Then, every partial matrix in 	(G) has an elliptic
completion if and only if G is chordal.
We illustrate this process with the following example.
Example 2.13. Consider the partial symmetric matrix
A =
⎡⎢⎢⎢⎢⎢⎣
−2 1 1 w x
1 −1 −2 1 y
1 −2 −1 1 z
w 1 1 −2 2
x y z 2 −1
⎤⎥⎥⎥⎥⎥⎦
in which w, x, y, z are (the only) unspeciﬁed entries of A. The maximal cliques of the graph G of A are
{4,5}, {2,3,4}, and {1,2,3} and the spectrums of A[{4, 5}], A[{2, 3, 4}], and A[{1, 2, 3}] each have exactly
one positive element so that A is partial elliptic. Consider the clique tree T for G in which ρ(the
root), α, and α1 are {4,5}, {2,3,4}, and {1,2,3}, respectively. Thus, T ≡ T2 has height h = 2 with α of
height h − 1 = 1 and α1 of height h = 2. Following the proof of Lemma 2.11, we ﬁrst elliptically
complete A[α(1)] = A[α ∪ α1] = A[{1, 2, 3, 4}]. To this end, let A1 = [−2], B1 = [1 1], B2 =
[
1
1
]
,
and C =
[−1 −2
−2 −1
]
where A[{1, 2, 3, 4}] has the partitioned form given for the matrix A in the proof
of Lemma 2.7. Since C is an invertible elliptic matrix, X = B1C−1B2 = − 23 and the resulting partial
matrix
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A˜ =
⎡⎢⎢⎢⎢⎢⎢⎣
−2 1 1 − 2
3
x
1 −1 −2 1 y
1 −2 −1 1 z
− 2
3
1 1 −2 2
x y z 2 −1
⎤⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎣A1 B1 XBT1 C B2
XT BT2 A2
⎤⎥⎦
in which A1 =
⎡⎣−2 1 11 −1 −2
1 −2 −1
⎤⎦, B1 =
⎡⎣− 231
1
⎤⎦, X =
⎡⎣xy
z
⎤⎦, C = [−2], B2 = [2], and A2 = [−1]. Re-
placing α and its immediate descendant α1 with α
(1) in G2, we obtain the new clique graph G1
with the associated clique tree T1 having vertices ρ = {4, 5} and ρ1 = α(1) = {1, 2, 3, 4}. To ﬁnish the
completionofA,weneed toelliptically completeA[ρ(1)] = A[ρ ∪ ρ1]via Lemma2.7. If A˜1 =
[
A1 B1
BT1 C
]
and A˜2 =
[
C B2
BT2 A2
]
, then A˜1/C = 118
⎡⎣−32 12 1212 −9 −27
12 −27 −9
⎤⎦ has maximal eigenvalue λ1 = 1 with cor-
responding unit eigenvector u1 = 1√
2
⎡⎣ 0−1
1
⎤⎦ while A˜2/C = [1] so that its maximal eigenvalue is
λ2 = 1with corresponding unit eigenvalue u2 = [1]. Since the number of positive elements in the set
{λ1, λ2} = {1, 1} is 2, ρ = √λ1λ2 + 1 = 2. Thus, X = ρu1uT2 + B1C−1B2 =
⎡⎢⎣
2
3
−√2 − 1√
2 − 1
⎤⎥⎦which yields
the elliptic completion
Ac =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−2 1 1 − 2
3
2
3
1 −1 −2 1 −√2 − 1
1 −2 −1 1 √2 − 1
− 2
3
1 1 −2 2
2
3
−√2 − 1 √2 − 1 2 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
of A. (The characteristic polynomial of Ac is p(λ) = λ5 + 7λ4 + 19λ3 − 41λ2 − 1523 λ − 16 which has
one positive root by Descartes’ Rule of Signs.)
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