Full-waveform inversion problems are usually formulated as optimization problems, where the forward-wave propagation operator f maps the subsurface velocity structures to seismic signals. The existing computational methods for solving full-waveform inversion are not only computationally expensive, but also yields low-resolution results because of the ill-posedness and cycle skipping issues of full-waveform inversion. To resolve those issues, we employ machine-learning techniques to solve the full-waveform inversion. Specifically, we focus on applying convolutional neural network (CNN) to directly derive the inversion operator f −1 so that the velocity structure can be obtained without knowing the forward operator f . We build a convolutional neural network with an encoder-decoder structure to model the correspondence from seismic data to subsurface velocity structures. Furthermore, we employ the conditional random field (CRF) on top of the CNN to generate structural predictions by modeling the interactions between different locations on the velocity model. To evaluate the performance of our inversion technique, we compare it to both existing physics-driven methods and other data-driven method. Our numerical examples using synthetic seismic reflection data show that the propose CNN-CRF model significantly improve the accuracy of the velocity inversion while the computational time is reduced.
I. INTRODUCTION
F ULL-WAVEFORM inversion (FWI) plays an important role in various applications such as subsurface characterization in geoscience [59] , [60] , breast cancer detection in medicine [29] , [31] , etc. The numerical implementations of FWI can be in either the time domain or the frequency domain [11] , [16] , [27] , [28] , [58] . FWI is a non-linear and ill-posed inverse problem and computationally expensive to solve [60] . There may exist many local minima when solving the minimization problem of inversion, making the technique less robust. To mitigate the ill-posedness of the problem, many approaches have been proposed and developed in recent years. The popular methods include: regularization-based techniques [6] , [11] , [16] , [25] , [26] , [29] , [31] , [47] , dynamic warping techniques [37] , [44] , The authors are with the Geophysics Group, Earth and Environmental Sciences Division, Los Alamos National Laboratory, Los Alamos, NM 87544 USA (e-mail: euyuw2@gmail.com; ylin@lanl.gov).
Digital Object Identifier 10.1109/TCI. 2019.2956866 prior information-based methods [36] , [38] , [67] , multiscale inversion approaches [5] , [57] , and preconditioning methods [12] , [56] .
In recent years, with the largely increased computational power and the revitalization of deep neural networks [14] , [23] , [54] , there is a surging trend of using data-driven methods for solving inverse problems in many scientific domains [18] , [35] . Meanwhile, machine learning and deep learning methods have also drawn much attention in inverse problems applications [20] , [32] , [33] , [35] , [52] , [64] . In general, those different deeplearning based methods for solving inverse problems can be categorized into four types: 1) to learn an end-to-end regression with vanilla convolutional neural network (CNN), 2) to learn higher-level representation, 3) to gradual refinement of inversion procedure, and 4) to incorporate with analytical methods and to learn a denoiser. The idea behind the first category is that a fully connected neural network with a large number of neurons in its hidden layer has the ability to represent any functions, which is also known as the universal approximation theorem [15] . Examples of works that use the vanilla CNN include the work from [9] , where they trained a CNN with three layers for denoising photographs that showed windows covered with dirt and rain. Another interesting work under this category is AUTOMAP, which was recently developed by [70] . The authors developed an end-to-end reconstruction algorithm for MRI imaging, where the encoder consists of three fully connected network to read in sensor-domain data and the decoder consists of three additional convolutional and de-convolutional layers to yield the image-domain output. A common use of CNNs is to learn a compressed representation prior to constructing an output image. Several existing works use the effectiveness of autoencoders to learn relevant features to solve inverse problems in imaging. As an example, [66] employ the autoencoder's representation-learning capability to learn useful representations of low-resolution and high-resolution images. A shallow neural network is then trained to learn a correspondence between the learned low-resolution representation and the high-resolution representation. In the third category, CNNs are used to learn a residual between two or more layers by the skip connection from the input of the residual block to its output. This network structure is particularly well suited to inverse problems such as image restorations when the input and the output images share similar content. The work of [64] and [20] both belong to this category. Another type of research effort to solve inverse problems using neural networks is to incorporate analytical solutions. An example of this idea is ADMM-Net [63] . Its basic idea is to U.S. Government work not protected by U.S. copyright. use deep neural networks to approximate the subproblems from ADMM algorithm. The work developed in [13] also falls into this category. [13] reformulates a generalized compressed sensing reconstruction as a variational model, which is embedded in an unrolled gradient descent iterative scheme. Key parameters such as those used in activation functions are learned through offline training procedure. In the inference stage, the previously learned model will be applied online to unseen data. Another example under this category is the one developed in [2] . They unrolled a proximal primal-dual optimization method, and replaced the proximal operators using CNNs, and successfully applied to CT image reconstruction problem.
Provided with all the above relevant work, there are some similarities between our seismic inverse problems and the aforementioned inverse problems. All these work including ours are to infer the unknown from the known data. However, there are some unique characteristics associated with our inverse problems. In our inverse problems, the governing equation relating the recorded data and the velocity model is a wave equation, which describes the wave phenomenon and its propagation in the medium. One of the major challenges in solving FWI is the cycle-skipping issues which is caused by the lack of low-wave number component in the reconstructed imagery [59] , [60] . There have been some research works employing neural networks to solve FWI [3] , [43] , [48] , [55] . Those techniques can be categorized into two: an end-to-end learning [3] , [48] and low-wave number learning [24] , [43] , [55] . The end-to-end strategy directly learns a mapping correspondence from seismic data domain to the velocity model domain. The low-wave number strategy learns low-wave number from data and followed by traditional full-waveform inversion iteration. Comparing these two strategies, the end-to-end learning strategy is more aggressive, which usually requires much more complex networks structures to account for the nonlinearity nature of the full-waveform inversion. Our method developed in this manuscript belongs to the first group, the end-to-end learning. In particular, we developed a novel deep convolutional neural networks architecture (called "InversionNet") for the direct reconstruction of full-waveform inversion provided with seismic measurements.
Our InversionNet is a data-driven model that learns a mapping from seismic waves to the subsurface velocity models. Recent breakthroughs in image data processing has substantiated the power of CNN. Due to the nature of seismic waves and the velocity mode, the architecture of the proposed InversionNet is built upon convolution blocks. Considering the discrepancy of dimension size between seismic data sets and subsurface velocity models, we design an encoder-decoder CNN such that the encoder learns an abstract representation of the seismic data, which is then used by the decoder to produce a subsurface velocity model. Similar ideas can be found in biomedical image segmentation [50] , [70] .
One major challenge of FWI is to capture the subsurface structure, that is, the location of boundaries of layers and faults. Such structures can be reflected by the velocity model where values within each layer and the fault are nearly constant (this is the case in our synthetic data, but our model can handle more realistic cases where the velocity changes gradually within each layer). However, these physics characteristics are difficult to capture by CNNs trained with per-pixel losses (e.g., L1 or L2 losses). To address this issue, we couple the CNN with a conditional random field (CRF) to generate velocity models with enhanced structural details. The potential of CRFs has been demonstrated in several computer vision domains including semantic segmentation [7] , [22] , [69] , depth estimation [34] , [62] and remote sensing applications [45] , [49] . CRFs are composed of a unary potential on individual nodes (pixels or superpixels) and a pairwise potential on nodes that are connected. The nodes in the graph are usually enriched with low-level features such as color vectors and color histogram vectors. In our problem, low-level features of the input seismic data cannot translate to the velocity model so we instead use features extracted from the network to enrich nodes. Meanwhile, different strategies can be applied to build edges in the graph. [45] , [62] and [34] model pairwise potential on neighboring nodes to enforce smoothness. [22] , [49] , [69] , and [7] construct fully connected graphs where each node is connected to all other nodes in the graph so that long-range dependencies can also be captured. We find that the long-range dependencies on velocity models are not as significant as it is on image data. For effectiveness and efficiency considerations, we propose a locally connected setting where each node is connected with all other nodes within a d × d window.
We apply our methods to synthetic velocity models and seismic reflection data to numerically validate the performance of our InversionNet. As baseline methods, we compare our methods to two different physics-driven FWI methods: one with with advanced regularization techniques, which are recently developed in [27] , [28] , [30] , and the other using energy-weighted preconditioning technique [68] . [70] is used as a data-driven baseline. Through comparisons, we observe that our new datadriven inversion method yields the most accurate inversion results and improves the computational efficiency comparing to physics-driven methods.
In the following sections, we first briefly describe the fundamentals of physics-driven versus data-driven methods (Section II). We then develop and discuss the proposed inversion method including a detailed description of the CNN architecture and CRF formulation (Section III). Section IV describes the data we tested on, experimental setup, and experimental results we obtained. The strengths, limitations of our model and the future works are discussed in Section VI. Finally, concluding remarks are presented in the Conclusions Section.
II. BACKGROUND

A. Physics-Driven Techniques
The physics-driven methods are those to infer subsurface model provided with governing physics and equations. Take the seismic exploration as an example. Seismic waves are mechanical perturbations that travel in the medium at a speed governed by the acoustic/elastic impedance of the medium in which they are traveling. In the time-domain, the acoustic-wave equation is given by
where ρ(r) is the density at spatial location r, K(r) is the bulk modulus, s(r, t) is the source term, p(r, t) is the pressure wavefield, and t represents time.
The forward modeling problems in Eq. (1) can be written as
where P is the pressure wavefield for the acoustic case or the displacement wavefields for the elastic case, f is the forward acoustic or elastic-wave modeling operator, and y is the velocity model parameter vector, including the density and compressionaland shear-wave velocities. We use a time-domain stagger-grid finite-difference scheme to solve the acoustic-or elastic-wave equation. Throughout this paper, we consider only constant density acoustic or elastic media. The inverse problem of Eq. (2) is usually posed as a minimization problem [59] , [60] 
where x represents a recorded/field waveform data set, f (y) is the corresponding forward modeling result, x − f (y) 2 2 is the data misfit, || · || 2 stands for the L 2 norm, λ is a regularization parameter and R(y) is the regularization term. The Tikhonov regularization and total-variation (TV) regularization are the most commonly used. The Tikhonov regularization is formulated as
where the matrix H is usually defined as a high-pass filtering operator, or an identity matrix. The Tikhonov regularization is an L 2 -norm-based regularization and is best suited for a smooth model y. Waveform inversion with the Tikhonov regularization produces blurred interfaces for piecewise-constant velocity models. To help preserve sharp interfaces in subsurface structures, total-variation (TV) regularization [51] has been incorprated into FWI, leading to
where the TV-regularization for a 2D model is defined as
where
are the spatial derivatives at a spatial grid point (i, j) in a Cartesian coordinate (x, z). The regularization parameter λ in eq. (4) and eq. (5) plays an important of role of balancing the trade-off between the regularization term and the data-misfit term. Too much regularization may be imposed on inversion if λ is too large. Conversely, too small λ may produce underregularized inversion results. [27] further developed a FWI with a modified total-variation (MTV) regularization, which yields better results comparing to the FWI with conventional TV regularization term. The formulation of FWI with MTV regularization can be posed as
where u is an auxiliary variable and a periodic boundary condition used in the TV regularization term.
The current physics-driven computational techniques to infer the velocity model is based on gradient-based optimization methods, which are computationally expensive and often yield unsatisfactory resolution in identifying small structures [28] , [30] . In recent years, with the significantly improved computational power, machine learning and data mining have been successfully employed to various domains from science to engineering. In the next section, we provide a different perspective (data-driven approach) of obtaining velocity models from seismic measurements.
B. Data-Driven Techniques
In this paper, we adopt a data-driven approach, which means that we employ machine learning techniques directly to infer the velocity model and that no underlying physics is utilized. Specifically, suppose one has historical seismic measurement. Overall, the idea of data-driven approach independent of applications can be illustrated as
Seismic Measurements
For FWI problems, we feed a large amount of seismic data into the machine and train them to predict the corresponding velocity models. When the size of the training data set is sufficiently large, the mapping from the seismic data to the velocity model can be correctly learned. Once the training phase is completed, the machine can predict the velocity model from new seismic data.
With two different categories of methods introduced ("Data-Driven Methods" V.S. "Physics-Driven Methods"), it is worthwhile to mention the distinct differences between these two approaches. The problem of recovering the inherent parameters of a system (i.e. inverse problem) can be posed as the problem of regressing those parameters (even thousands) from the input measurements. However, unlike conventional optimization solutions, machine learning solutions have a strong data dependency, which is more severe when the regressing parameters are statistically independent. Though in practice the parameters exhibit strong correlations, the data requirement even for that case is quite high. In contrast, physics-driven methods are usually formulated as inverse problems where a solution vector can be calculated, without an explicit need for training data.
III. METHODOLOGY
The forward modeling of full-waveform inversion can be posed as
where f is the forward wave propagation operator, y is the subsurface model, and x is the seismic data. Our data-driven method directly derives an approximation of f −1 by a CNN that maps x to y and further refined by a locally connected CRF. We design our CNN to have an encoder-decoder architecture since our goal is to translate the data from one domain to other. Generally speaking, the encoder can be applied to extract high-level features from the input data and significantly reduce the data dimension. Then, the decoder is capable of translating those features into other domains according to our needs. The proposed CNN architecture with detail information of each layer is illustrated in Fig. 1 . All dimensions indicated in Fig. 1 are based on the data set we use to evaluate our model. These dimensions may change when using other data sets, but the same methodology can be applied.
A. Encoder
The encoder includes a set of convolution blocks denoted by "conv" in the top pipeline of Fig. 1 . Each convolution block consists of a convolution layer, batch normalization(BN) [17] and ReLU [39] , [41] . Convolution In convolution layers, the input signals are convolved with filters to extract meaningful features. Convolutions are ideal to be applied in our problem because seismic measurements are spatially contiguous, and the local connectivity and weight sharing in convolution layers make the feature extraction effective and efficient. Batch Normalization Empirically, the convergence of deep networks will speed up if the inputs of the network have zero-means, unit variances and decorrelated. [17] further shows that it is also advantageous to make the output of middle layers have these properties. Batch normalization is such a technique to normalize the output in middle layers over the subset of data (mini-batch) fed into the network at each iteration. Activation Activation layers introduce non-linearity by suppressing some units to zero (or close to zero). These non-linear layers enable the network to approximate complex functions.
The convolution block in our model is formulated as
Both the input image x ∈ R h×w×c and kernel K ∈ R m×n×c are 3D tensors with h and w indicating the spatial dimension, and c indicating the feature dimension. s denotes the stride between each sliding location of the kernel, γ and β are two trainable parameters, μ B and σ 2 B are the mean and variance calculated with all values on the same feature map over the mini-batch, and is a small constant added for numerical stability.
The spatial dimensions of the convolution kernels and strides are given in Fig. 1 . Layers in brackets are repeated twice (weights are not shared). Initial convolutions are 1D, which is because the time dimension is greatly larger so we start with incorporating temporal features of the seismic wave. We do not pad zeros in the last convolution layer so that the feature map can be compressed into a single vector. This is reasonable since it is unnecessary to preserve the temporal and spatial correlations in the seismic data.
B. Decoder
The decoder consists of mixed convolution and deconvolution blocks. Deconvolution (a.k.a. transposed convolution) produces outputs with a larger size than the input, which can be achieved by padding zeros on the input feature map. "deconv" in bottom pipeline of Fig. 1 denotes a deconvolution block that replaces the convolution in Eq. (9) with deconvolution. In each deconvolution block, we apply 4 × 4 kernels with stride 2 on the input feature map to double the resolution, followed by a regular convolution layer with 3 × 3 kernels to refine the upsampled feature maps. Each location on the final feature map has a 32 channels. We slide a 1×1 × 32×1 kernel over the feature map to regress the velocity value for each location. We use L1 loss function to compute the reconstruction error, which is defined as
where y = {y 1 , . . ., y n } is the ground truth, z = {z 1 , . . ., z n } is the predicted velocity model and n is the number of spatial locations in the velocity model. The predicted velocity model is then cropped to match the dimension of the ground truth.
C. Conditional Random Fields
A CNN trained with L1 loss cannot fully capture the structural characteristics of the velocity model as it does not model the interaction between each location. To better reflect the geological feature, that is, the velocity remains consistent within each subsurface layer, we build a locally connected CRF to refine the velocity model predicted by the CNN.
A CRF is defined by a Gibbs distribution
where m = {m 1 , . . ., m n } is a set of variables, G = (V, E) is a graph defined on m with a set of cliques C(G), each clique c has a potential φ c and E(y|m) is an energy function summing up all potentials, and Z(m) is a normalizing constant. An inference is made by the maximum a posteriori (MAP) y * = argmax y P (y|m). The parameters in the CRF can be optimized by maximizing log P (y|m).
In our problem, m ranges over all velocity models of size n and y ranges over all possible velocity values. The velocity values are implicitly conditioned on each velocity model. The energy function of a CRF consists of a unary potential φ u and a pairwise potential φ p (17) where N i denotes a set of nodes connected to y i . The unary potential models a mapping between the input and each individual output y i . The pairwise potential models the interaction between outputs y i and y j . We define φ u , φ p as
where z i , . . ., z n are velocity values predicted by the CNN, and w is a weight to be learned. K ij is the similarity matrix defined as
where I is the feature vector from the final feature map (before the regression and crop in Fig. 1 ) generated by the decoder, p is the position vector, λ 1 and λ 2 are hyperparameters. Intuitively, k returns a high value when two nodes have similar features and are close to each other. λ 1 and λ 2 control the contribution of each part. The probability P (y|m) we aim to minimize is negatively correlated to E(y|m), which means we hope the prediction at each location is accurate (the unary potential) and consistent with the prediction of other locations if they are close in spatial distance and feature space. The term (y i − y j ) 2 in Eq. (19) indicates that the penalty introduced by φ p also depends on the difference between two nodes. Thus, φ p will be large if the predictions for two nodes are very different while the two nodes are similar in spatial location and feature space. 1) Approximate Inference: The exact inference on the proposed CRF representation P (y|m) requires O(n 3 ) complexity as it needs to compute the inverse of a large matrix [34] , [45] . We instead apply mean field theory to compute a distribution Q(y|m) that can be factorized as Q(y|m) = i Q i (y i |m) to approximate P (y|m) by minimizing Kullback-Leibler (KL) divergence between P and Q [4] . The optimal Q(y|m) has the form
where E j∈N i denotes the expectation of log P (y|m) under distributions Q j (y j |m) for j ∈ N i . Combining Eqs. (14) , (17), (18) , (19) and (21), we have
Since Q i (y i |m) is a quadratic function w.r.t y j , it can be represented by a Gaussian distribution with
.
We enforce w ≥ 0 to make each Q i (y i |m) a valid distribution, since K ij > 0. To obtain the optimal solution for each μ, we iteratively calculate Q 1 (y 1 |m) , . . . , Q n (y n |m) using Eq. (23) and Eq. (24) until the convergence criterion is satisfied. We use the unary prediction z as the initial guess for μ.
In inference phase, we perform MAP on each factorized distributions Q i to obtain y i
2) Learning: We aim to find an optimal parameter w to maximize the log-likelihood log P (y|m). By utilizing Q(y|m), we can instead efficiently optimize the approximate log-likelihood:
The optimal w can be learned by the gradient ascent algorithm.
Taking the derivative w.r.t w in Eq. (26), we have
The derivative w.r.t E i (y i |m) can be calculated from Eq. (17)
The derivative w.r.t log Z i is
Combine Eq. (28) and (29), we have
By using the projected gradient ascent, we have the following update for w
where α is the learning rate. We initialize w (0) to 0. Since we make z as the initial guess for μ, we can directly calculate w (1) with μ i = z i and σ 2 = 0.5. The values of hyperparameters λ (1) and λ (2) can be found with the grid search on a validation set.
3) Computational Cost Analysis:
For both inference and learning phases, it requires to iterate over all nodes and their connecting nodes. The complexity is O(cd 2 n), where c is the number of mean field iterations, d is the window size of the locally connected CRF, and n is the number of nodes.
IV. EXPERIMENTAL SETTINGS
A. Data
We create two datasets -FlatVel, which is simulated with flat subsurface layers, and CurvedVel, which is simulated with curved subsurface layers. FlatVel contains 36,000 velocity models of 100 × 100 grid points. The velocity models in FlatVel (shown in Fig. 2 ) are different from one another in terms of offset (ranging from 30 grids to 70 grids), tilting angle (ranging from 25 • to 165 • ), layer thickness (ranging from 5 grids to 80 grids), and layer velocity (ranging from 3000 m/s to 5000 m/s). CurvedVel (shown in Fig. 2 ) contains 50,000 velocity models of 100 × 150 grid points. We vary the velocity values in CurvedVel from 1,500 m/s to 3,500 m/s, the fault offset from 30 grids to 70 grids, tilting angle from 25 to 165 degrees, the number of layers from 3 to 5, and the layer thickness from 5 grids to 80 grids. CurvedVel is more challenging to reconstruct than the FlatVel model for two reasons. Firstly, CurvedVel contains much more irregular geological structures which make the inverse of the forward modeling function more difficult to approximate. Secondly, the curve model is also 1.5 times larger than the FlatVel model, which means much more velocity values need to be correctly estimated by our InversionNet.
The seismic measurements are collections of synthetic seismograms obtained by implementing forward modeling on velocity models. For CurvedVel, a total of 3 sources and 150 receivers are evenly distributed along the top boundary of the model. The source interval is 150 m, and the receiver interval is 15 m. We use a Ricker wavelet with a center frequency of 25 Hz as the source time function and a staggered-grid finite-difference scheme with a perfectly matched layered absorbing boundary condition to generate synthetic seismic reflection data. The synthetic trace at each receiver is a collection of time series data of length 2,000. In Fig. 3 , we show a portion of the synthetic seismic data sets corresponding to velocity models that we generate. Specifically, the displacement in the X direction is shown in the left panel of Fig. 3 , and the displacement in the Z direction is shown in the right panel of Fig. 3 . Similarly, for FlatVel there are 3 sources and 32 receivers used in the flat model. Both the sources and receives are evenly distributed on the top of the model. The source interval is 125 m and the receiver interval is 5 m. Each receiver collects the time series data of length 1,000. We downsample the seismic measurement in the CurvedVel seismic dataset to 32 × 1000 to make it consistent with the FlatVel seismic measurements.
1) Nearest Neighbors: Identifying the nearest neighbors to the test sets is a common approach to evaluate the quality of the training sets. It is important to create a training set that can represent the distribution of the test sets, which will be learned by the neural networks. On the other hand, we should not expect the nearest neighbors become too similar to the test sets, which will be hard to justify if our algorithms learn the true distribution from the training sets or simply memorize the training samples. We first randomly select a few ground truth for FlatVel and CurvedVel sets, then we locate the nearest neighbors from their training sets, respectively. We provide the ground truth and nearest neighbors of FlatVel and CurvedVel sets in Figs. 5 and 6. We observe from the figures that the nearest neighbors share some similarity to their ground truth counterpart, however, the details including velocity values, fault orientation, and layer location are all different.
B. Implementation Details
For FlatVel and CurvedVel, we use 30,000/45,000 pairs of seismic measurements and velocity models for training, respectively; and 6,000/5,000 pairs for testing, respectively. We adopt the piecewise training strategy to first learn a CNN backbone, then optimize the parameters in the CRF. We apply the Adam optimizer [21] to update the parameters of CNN. The batch size is 50. The initial learning rate is set to 0.0005, we multiply the learning rate by 0.1 after each 15 training epochs. For both FlatVel and CurvedVel, we train the CNN backbone for 30 epochs. The training and testing loss curves on FlatVel are plotted in Fig. 4 . The proposed model has approximately 30 million parameters. We find the optimal hyperparameters using 5-fold validation. Our InversionNet is implemented on TensorFlow [1] with a single Nvidia GTX 1080 Ti GPU. In comparison, our physics approaches run on HPC clusters with a total of 154 nodes and each of the node is a Intel Xeon E5-2670 CPU. The learning methodology of CRF is elaborated in Sec III-C2. According to the dimension of velocity models, we make h = w = 7 for the first deconvolution layer for FlatVel, and h = 7, w = 10 for CurvedVel. We set α = 0.2 in Eq. (11) for all ReLU layers. We sample the seismic measurements in CurvedVel to make the dimension 32 × 1000. We do not normalize the seismic measurements before feeding into the network, but we standardize the velocity models for each spatial location i using y i = (y i − μ y )/σ y , where μ y and σ y are the mean and standard deviation of all velocity models in the training set. 
C. Evaluation Metrics
Inspired by existing works on FWI and depth estimation [8] , [10] , [27] , [34] , [61] , [62] , we adopt the following metrics in depth estimation: 1) mean absolute error (mae): 
In our experiments, y i and y i are the predicted value and ground-truth respectively. N is the number of spatial locations. For metric 4, we report our results with t = {1.01, 1.02, 1.05, 1.1}.
V. EXPERIMENTAL RESULTS
We compare the proposed methods with two physics-driven baselines -full-waveform inversion with energy weighted preconditioner (FWI-PRE), which is a wave-energy-based precondition method that aims to reduce the artifacts in the gradients caused by the geometrical spreading and defocusing effects [68] , and full-waveform inversion with modified total-variation (FWI-MTV), where the modified total-variation (MTV) regularization is used in FWI optimization process [28] . MTV is designed to preserve sharp interfaces in piece-wise constant structures. For all the test below, we employ a smooth model obtained by averaging the ground-truth by two wavelength as the initial guess in both these two physics-driven approaches. For both FWI-PRE and FWI-MTV, a total number of 1,000 iterations are run before converged. AUTOMAP [70] is used as a data-driven baseline. We follow the same architecture where 3 fully connected layers, 2 convolution layers and a deconvolution layer are used sequentially. We adjust the output dimension to fit in our problem, and the neurons in FC layers to match the number of parameters in our model.
In addition to the three baseline models, we also test the performance of adding residual blocks [14] , a state-of-the-art CNN building block, to the encoder. We build residual blocks I  QUANTITATIVE RESULTS OBTAINED ON FLATVEL. WE COMPARE THE PERFORMANCE OF PHYSICS-DRIVEN MODELS AND A DATA-DRIVEN BASELINE AUTOMAP  TO THE PROPOSED DATA-DRIVEN MODELS WITH DIFFERENT SETTINGS. THE PROPOSED MODEL SIGNIFICANTLY OUTPERFORM OTHER MODELS UNDER ALL  METRICS. WE ALSO LIST THE PERFORMANCE AFTER REFINING THE CNN PREDICTIONS BY THE LOCALLY CONNECTED CRF WITH DIFFERENT  WINDOW SIZES. THE EFFECTIVENESS OF THE CRF CAN BE VALIDATED   TABLE II  QUANTITATIVE RESULTS OBTAINED as follow
where F and F are two convolution blocks as defined in Eq. (9).
A. Test on FlatVel
We show the quantitative results on FlatVel dataset in Table I . The two physics-driven models take more time to predict yet still have higher errors comparing to the proposed models. The data-driven baseline also has significantly higher errors because the fully connected layers cannot learn good representations from the seismic data. Among the proposed CNN-based models, we surprisingly find that the plain CNN outperforms its residual counterpart by a margin. For the CRF we test three different values for the window size d. The best performance is achieved when d = 20. We plot four velocity models given by each model in Fig. 7 . The two physics-driven models yield inaccurate velocity models. In particular, the PRE method performs the worst. The modified total-variation regularization helps to improve the inversion. However, the inversion results are still off compared to the ground-truth. Specifically, in the deep and boundary regions, where the data coverage becomes sparse, both PRE and MTV produce large artifacts. On the other hand, the boundaries and the fault are captured remarkably better using CNN model. The CRF (d = 20 in the plot) further refines the velocity values within each layer by enforcing consistency. We also provide the profile (Fig. 8 ) at the horizontal offset 50. The profiles depict the velocity at different depths. We again observe the inaccuracy and inconsistency predictions by physics-driven models. Quantitatively, the profile of CNN matches the ground-truth, and the values near boundary and deep regions are further improved when coupled with CRF.
B. Test on CurvedVel
For CurvedVel, we also provide the quantitative results on in Table II , the visualized velocity models in Fig. 9 and the profile drew on the horizontal offset 50 in Fig. 10 . In this sets of subsurface velocity models, the curved geologic layers produce irregular reflection and generate significantly imbalanced data coverage, which makes the inversion much more challenging.
In Table II , we observe that although the accuracy decreases, the data-driven methods still outperform the baselines. The comparison between data-driven models agrees with the test on FlatVel that adding residual blocks degrades the performance and the CNN-CRF model yields the best results. Figure 9 shows that physics-driven methods generate velocity models with large amount of artifacts. The reconstructions of the geologic faults are incomplete in the deep regions, whereas the proposed CNN-CRF model produces more accurate values within layers and the geologic fault captured is significantly better. Furthermore, Fig. 7 . We juxtapose four inverted velocity models (Col 1 to 4) and the ground-truth (Col 5) on FlatVel. PRE (Col 1) is a physics-driven method using a wave-energy-based preconditioner to improve convergence of waveform inversion [68] . MTV (Col 2) applies a modified total-variation regularization to remove the artifacts generated in full-waveform inversion [28] . CNN (Col 3) is our method without CRF. CNN-CRF (Col4) is our method illustrated in Fig. 1 . The physics-driven models (Cols 1 (PRE) and 2 (MTV)) produce significant defects. The CNN model (Col 3) yields much better results and CNN-CRF model (Col 4) generates the most accurate velocity estimation and captures the subsurface structure. Fig. 8 . We plot the profile comparison of the four cases in Fig. 7 to ground-truth ("GT" in red). The physics-driven methods ("PRE" and "MTV" in yellow and magenta) produce oscillated velocity values whereas the velocity reconstruction given by the data-driven methods ("CNN" and "CNN+CRF" in green and blue) essentially match the ground-truth. we also provide the profiles of different inversion methods in Fig. 10 . Through the comparison, we observe that in general our methods still yield the most accurate velocity values compared to those physics-driven approaches.
C. Effectiveness of Conditional Random Field
To better illustrate the effectiveness of the conditional random field, we use two velocity models from each FlatVel (left) and CurvedVel (right) to plot the velocity difference between the CNN and GT (top), CNN-CRF and GT (bottom) in Fig. 11 . The red or blue regions indicate where the mean absolute error is Fig. 9 . We juxtapose four inverted velocity models (Col 1 to 4) and the ground-truth (Col 5) on CurvedVel. PRE (Col 1) is a physics-driven method using a wave-energy-based preconditioner to improve convergence of waveform inversion [68] . MTV (Col 2) applies a modified total-variation regularization to remove the artifacts generated in full-waveform inversion [28] . CNN (Col 3) is our method without CRF. CNN-CRF (Col4) is our method illustrated in Fig. 1 . The physics-driven models (Cols 1 and 2) yield inversion results with large amount of artifacts. The CNN-CRF model (Col 4) generate more accurate velocity reconstruction with only some artifacts on boundaries. Fig. 10 . We plot the profile comparison of the four cases in Fig. 9 to ground-truth ("GT" in red). The physics-driven methods ("PRE" and "MTV" in light orange and light blue) produce oscillated velocity values whereas the velocity reconstruction given by the data-driven methods ("CNN" and "CNN+CRF" in green and blue) yield much more accurate velocity values.
high. We observe that the CRF further alleviate the inversion artifacts generated in the homogeneous regions, which provides better characterization of the subsurface structure.
D. Tests on Robustness and Generalization 1) Test With Noisy Data:
To further verify the robustness of our model to additive noise, we impose different levels of Gaussian noise to the seismic measurements. The levels of noise can be quantified by signal-to-noise (SNR) ratio, which is defined as [42] SNR dB = 10 log 10 P signal P noise ,
where P signal is the average power of signal and P noise is the average power of noise. The smaller the value of SNR becomes, the more noise is imposed. Particularly in this test, we impose four levels of noise: 15 dB, 20 dB, 25 dB and 30 dB on CurvedVel. Such levels of noise can be a good representation of actual noise in field seismic data [65] . We compare the mean absolute error of the inversion results using our CNN models achieved on the testing set. The results in Table III indicates that the performance of our data-driven model is robust to some levels of additive Gaussian noise.
2) Test With Velocity Models Without Fault and With Two Faults:
It is important to understand the generalization ability of our InversionNet. In our training sets, we have created velocity models with only one geologic fault as shown in Fig. 2 . In this test, we provide a few velocity models either without any geologic faults (left panel of Fig. 12 ) or with multiple geologic faults (right panel of Fig. 12 ). Particularly, in the left panel of Fig. 12 we created two velocity models without any geologic faults. These two velocity models contain different number of layers, one with four layers and the other contain three layers. We observe that our InversionNet produces promising reconstructions even though there is not any velocity models without fault in the training set. Similarly, we provide the inversion results of velocity models with multiple faults in the right panel of Fig 12. The reconstruction of velocity models with multiple geologic faults can be much more challenging, which can be observed in the right panel of Fig. 12 . Our InversionNet does provide reasonable overall reconstruction of velocity, however, the shape and velocity of the geologic faults are somehow degraded. Through these generalization tests, we conclude that our InversionNet learns the intrinsic correspondance between features and data, which is the inverse operator in our problems.
3) Test With Velocity Model With Smoothly Changed Values:
Subsurface model with constant velocity in each layer is a reasonable assumption for subsurface geologic formation [53] . However, in some realistic cases the velocity models might not be constant in each layer. It becomes necessary to consider the performance of our InversionNet in reconstructing velocity model with smoothly changed value. This can be another challenging task due to the fact that all the velocity models in our training set consist of constant value in each layer as shown in Fig. 2 . To test on this task, we create a velocity model with a single fault zone as shown in Fig. 13 . The velocity value in each layer is gradually increased with respect to depth and it ranges from 1900 m/s to 2700 m/s. We provide the inversion result using our InversionNet in Fig. 13 . It can be observed in Fig. 13(b) that our InversionNet captures the overall geologic features including fault zone and the layers. We further provide a vertical profile located at the middle of the velocity model as shown in Fig. 13(c) . It is worth to mention that all the velocity maps in training set shown Fig. 2 contain only piece-wise constant velocity structure, meaning that the velocity in each layer is a constant value. Even though there are some degradation of the results such as the smearing effect of layer boundary comparing to the ground truth, our InversionNet still yields reconstructed velocity values closely following the smooth ground truth velocity map. Through this test, we show that our InversionNet yields some robustness and generalization to the smooth velocity models.
VI. DISCUSSION AND FUTURE WORK
In our previous section, we have demonstrated the supreme results of our InversionNet comparing to those physics-driven full-waveform inversion methods. In particular, we are encouraged by (1) highly accurate inversion results provided with severe ill-posedness of our problems and sparse data coverage and (2) some generalization ability of our InversionNet. In traditional inverse theory, regularization techniques are usually used to overcome the ill-posedness of inversion. In comparison, there is no explicit regularization used in our loss function, however, the quality of our training dataset is rather high in that it is generated by full-physics wave-propagation modeling tools. Intrinsic regularization is learned and incorporated in the regression correspondence between seismic data and subsurface velocity map. Comparing to those physics-driven inversion methods, one of the major limitations is the robustness, which is closely related to the issue of the model generalization ability. We demonstrate through our examples that our InversionNet does not simply memorize training dataset and some of the complex underlying physics knowledge is learned through the neural networks. However, to practically apply our technique to real applications, there is still technical gap needs to be bridged. One option is to incorporate physics knowledge into learning procedure. The inverse problems of our interest are very much different from those of computer vision community in that our problems usually governed by some physics laws. Therefore, it becomes natural and important to take those laws into consideration. There has been some recent research work along this direction, also known as "physics-informed machine learning" [46] . In fact, in medical imaging, researchers have already looked into the learning techniques with the integration of data and physics knowledge [2] , [13] . We will explore this based on our InversionNet as in our future work. Another important topic worth studying is the generation of training datasets. The quality of the training set is critical to the resulting accuracy of our methods. As rule of thumb, the training set should be good and large enough to capture the distribution of the targeting unseen datasets. Particularly in our seismic applications, additional information on the target subsurface region may be obtained from other types of geophysical data, which provides some information and can used to generate training sets. For examples, in many geophysical exploration scenarios, both well-log data and seismic data are acquired to characterize the subsurface [40] . Well-log data are collected to provide direct information about the rock properties along vertical profiles at several given locations. Seismic data are collected through closely-spaced 2D surface seismic lines that can be used to infer the subsurface velocity map. A crucial step in conventional seismic inversion is to tie the inverted velocity map to the well-log data at those limited locations [40] . Even tough well-log data do not represent the whole 3D subsurface region, they provide some information to generate training sets. At last, a thorough study on the generalization ability would be necessary. We will study tools like uncertainty quantification and deep Bayesian neural networks [19] and how it applies to quantify the robustness of our methods.
VII. CONCLUSION
We develop a novel data-driven method that harnesses the power of the CNN and CRF to solve the problem of fullwaveform inversion. Our CNN model consists of an encoder and a decoder. The encoder utilizes a set of convolution layers to encode seismic waves collected from multiple receivers into a high-dimensional feature vector. The decoder employs a set of deconvolution layers to decode the vector into velocity models. We further build a locally connected CRF to refine the velocity values near boundaries and faults so that the subsurface structure can be better revealed. We demonstrate through our experiments that our CNN-CRF model obtains the best results on the two synthetic velocity datasets. Through the robustness test on addictive noise, we demonstrate that our model yields some generalization ability. Therefore, our CNN-CRF model exhibits great potential for solving full-waveform inversion problems. To summarize, We demonstrate the performance of our data-driven inversion technique using seismic application, however, the idea in this work does not limit itself to seismic data. Similar idea can be applied to a much broader inverse problems and computational imaging applications from geoscience, medical imaging, and material characterization.
