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The ability to construct the Sylow subgroups ofa large finite permutation group is fundamental 
to a number of important algorithms for analysing the structure ofsuch a group. In this paper 
we describe an algorithm which constructs a Sylow subgroup by restricting the problem to 
images of centralizers under the natural homomorphisms given by actions on invariant sets 
and partitions of points. The algorithm isessentially asefficient as that used for computing 
centralizers in permutation groups. 
1. Introduction 
Knowledge of the Sylow p-subgroups of a finite group G plays a crucial role in the 
analysis of the structure of G. In particular, the construction of  a Sylow p-subgroup is' a 
basic step in current algorithms for computing the maximal normal p-subgroup of  G (see 
Butler & Cannon, 1989); the Fitting subgroup of G (see Butler & Cannon, 1989); the 
socle of G (see Cannon, 1984); representatives of the conjugacy classes of elements of 
prime power order; and the first and second cohomology groups of G (see Holt, 1984; 
1985a, b). 
The problem of constructing Sylow subgroups in a moderately large group was first 
considered in Cannon (1971). The algorithm presented by Cannon builds a Sylow 
p-subgroup by performing a sequence of cyclic extensions. I f P is the currently known 
subgroup of a Sylow p-subgroup, the search for an extending element is conducted in 
the centralizer CG(Z), where z is an appropriate lement belonging to the centre of P. 
The algorithm is capable of finding Sylow subgroups in groups of order up to one million. 
In the case of permutation and matrix groups, Butler & Cannon (1989) present a 
development of the 1971 algorithm, whereby a suitable extending element is sought 
through use of a backtrack search of the centralizer. 
In this paper we restrict consideration to the case where G is a permutation group. 
We assume the group is described by a base and strong generating set. The backtrack 
algorithm of Butler & Cannon (1989) alluded to above starts to struggle ither when the 
degree of G exceeds 300, or when the exponent of p in the order of the Sylow p-subgroup 
exceeds 10. Our aim in this work is to develop algorithms with a wider range of 
applicability. The means to this end is the use of the natural homomorphisms of permuta- 
tion groups given by restricting to the action on orbits and systems of imprimitivity. 
Algorithms for computing efficiently with these homomorphisms are described in Butler 
(1985). The use of homomorphisms forms the basis of an inductive approach that quickly 
reduces the degree of the group. The kernel of the homomorphism is guaranteed to be 
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a p-group when the domain is the centralizer Co(z) of an element z of order p, and the 
homomorphism is defined by restricting to the action on the cycles of z. In this case, the 
preimage of a Sylow p-subgroup is a Sylow p-subgroup. In other cases, the preimage of 
a Sylow subgroup contains a Sylow subgroup and further work is required. Hence, the 
use of homomorphie images of centralizers i important to our approach. 
This paper presents the necessary results relating homomorphisms and Sylow sub- 
groups; the basic algorithm; a discussion of experiments with variations of the basic 
algorithm; and performance results for the final implementation i  C which forms part 
of the Cayley system (Cannon, 1984). 
The notation used is standard; or explained when introduced. We refer the reader 
unfamil iar with the basic concepts of group theory to the books of Hall (1959) and 
Wielandt (1964). Throughout this paper all groups considered will be finite. 
2. Some Elementary Results on Homomorphisms 
This section presents the rather simple theoretical ideas that form the basis of the 
algorithm. 
Unless otherwise stated, G will denote a permutation group that acts faithfully on the 
finite set 1~. If A is a G-invariant subset of 1~, then G a will denote the action of G on 
A. I f  r is a G-invariant partit ion of 12, then G ~ will denote the action of G on 7r. The 
symmetric group acting on ~ will be written as Sn. If ~ has cardinality n, then Sa will 
sometimes be written as Sn. The letter p will denote a prime integer, while Sylp(G) will 
denote the set of all Sylow p-subgroups of G. 
An element z of G is called p-central if it lies in the centre of some Sylow p-subgroup 
P of G. In this case P lies in the centralizer CG(z). 
LEMMA 1. A Sylow p-subgroup of S v is cyclic of order p, and is generated by a p-cycle. 
THEOREM 2. Let P be a cyclic group of order p acting on a set l-I with orbits F1, F2, . 9  Ft. 
Let C be the centralizer of P in Sa and let K be the kernel of the natural homomorphism f 
of C acting on the partition 1r = {F1 [F2I... I Ft} of 12. Then K is a p-group. 
PROOF. Let K~ = K r,, for 1< i_< t. By definition, each set Fl is K-invariant, so K-< 
K1 x K2 x - , .  • K ,  Since K centralizes P, each K~ centralizes pr,. The centralizer of pr, 
in St, is either cyclic of order p (if IFi[ =p)  or trivial (if [F~[ = 1). Hence, each K~ is a 
p-group, and K is a p-group. 
COROLLARY. Suppose  G <-- Sa and let P = (z), where z is a p-central element of G. Let r 
and f be defined as in the theorem. I f  S ~ Sylp( C~( P) ) then f - l (  S) ~ Sylv( G ). 
THEOREM 3, Let ~=FIuF2 ,  where F~ and F2 are G-invariant. Let fl be the natural 
homomorphism 
fl: G-> G r~. 
Let $1 E Sylv(Grl), let $ be f~l(S1) and let f2 be the natural homomorphism 
A: S-~ S r~. 
I f  S: e Sylv(A(S)) then fZI(S2) ~ Sylp(G). 
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PROOF. Let Q denote the subgroup f2 -1($2). It is clear that Q contains a Sylow p-subgroup 
S of G. In order to show that S is all of Q, it suffices to show that an arbitrary element 
x of Q is a p-element. However, x acts as a p-element when restricted to F1, and it also 
acts as a p-element when restricted to r2. Hence x acts as a p-element on the whole of  ~. 
3. The Algorithm: Reduction of the Degree 
The group G may act both transitively and primitively on 12, so we cannot in general 
find natural homomorphisms of G in its action on 12. However, the centralizer of a 
p-central element will act on the cycles of the element, and we can find a natural 
homomorphism of the centralizer. Let z be a p-central element of G. Let C = Co(z) be 
its centralizer. Then C will contain a Sylow p-subgroup P of G. Using the corollary to 
Theorem 2, we can replace the problem of constructing a Sylow p-subgroup of C by the 
problem of constructing a Sylow p-subgroup of the group C which is the homomorphic 
image of C defined by its action on the cycles of z (including the fixed points as cycles 
of length one). The degree of C is smaller than the degree of C, and, furthermore, the 
order of C is smaller than the order of C. A Sylow p-subgroup of C is found reeursively. 
The recursion terminates either when C acts on a set of cardinality p - - in  which case 
Lemma 1 appl iesmor when p does not divide the order of C - - in  which case we take 
the Sylow p-subgroup of (~ to be the identity group, and the Sylow p-subgroup of C will 
be the kernel of the homomorphism. (This second termination criterion is included to 
simplify the description of the algorithm. The Cayley prototype in the Appendix detects 
this criterion at a higher level and avoids the recursive call.) This version of the algorithm 
will be referred to as Version 1: 
function sylow(G:group; p:prime):group; 
{Return a Sylow p-subgroup of the permutation group G} 
{Version 1 based on Lemma 1 and the Corollary to Theorem 2) 
begin 
if p does not divide the order of G then 
result is (identity); 
end if; 
find an element z of order p such that C = CG(z) contains a Sylow p-subgroup of G; 
if degree of G is p then 
result is (z); 
else 
-rr :-- partition of ft determined by the orbits of (z); 
let f :  C ~ C ~ be the natural homomorphism; 
result is f -1 (sylow(C ~, p)); 
end if; 
end; 
A more rapid reduction in the degree of the group can be obtained using Theorem 3 
in those cases where the element z has fixed points, since the set of fixed points is invariant 
under the action of the centralizer. This idea is the basis of Version 2: 
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function sylow(G:group; :prime):group; 
{Return a Sylow p-subgroup of the permutation group G} 
{Version 2 based on Lemma 1, the Corollary to Theorem 2, and partial use of 
Theorem 3.} 
begin 
if p does not divide the order of G then 
result is (identity); 
end if; 
find an element z of order p such that C = C~(z) contains a Sylow p-subgroup of G; 
if z is fixed point free then 
result is central_sylow(C, z, p); 
else 
F2 := fixed points of z; 
F1 ;= ~ - r2; 
let f~ : C --> C r, be natural homomorphism; 
S :=f? l  (central_sylow(fl(C), fi(z), p)); 
let f2: S--> S r2 be natural homomorphism; 
result is f2-l(sylow(f2(S), p)); 
end if; 
end; 
function central_sylow(G:group; z:element; p:prime):group; 
{Given an element z of order p that is fixed point free and central in G, 
return a Sylow p-subgroup of G} 
{Version 2 based on Lemma 1 and the Corollary to Theorem 2} 
begin 
if degree of (7 is p then 
result is (z); 
else 
-rr := partition of l~ determined by the orbits of (z); 
let f :  G-> G ~ be the natural homomorphism; 
result is f -l(sylow( G ~, p)); 
end if; 
end; 
Theorem 3can also be applied within central_sylow in those cases where the centralizer 
acts intransitively on the (non-trivial) cycles of z. Any orbit of the action is a candidate 
for the set F1 of Theorem 3. A bonus of this approach is that the image f2(z) is a 
fixed-point-free p-central element of the homomorphic image f2(S). This results in Version 
3 of the algorithm, in which only central_sylow differs from Version 2: 
function central_sylow(G:group; z:element; p:prime):group; 
{Given an element z of order p that is fixed point free and central in G, 
return a Sylow p-subgroup of G} 
{Version 3 based on Lemma 1, the Corollary to Theorem 2, and Theorem 3.} 
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begin 
if degree of G is p then 
result is (z); 
else if transitive(G) then 
~r := partition of f~ determined by the orbits of (z); 
let f :  G ~ G ~ be the natural homomorphism; 
result is f -a(sylow(G "r, p)); 
else 
Fa := nontrivial orbit of G; 
F2:= FZ-F1; 
let f :  G-> G r~ be natural homomorphism; 
S := fi-a(central_sylow( fl G),fl( z), P)); 
let f2: S ~ S r2 be natural homomorphism; 
result is f2-~(central_sylow(f2(S), f2(z), p)); 
end if; 
end; 
In our implementation, additional termination criteria are used for the recursion in 
order to improve efficiency. For example, when the centralizer C is a p-group then the 
result is C, and when the Sylow subgroup has order p then the result is {z). 
4. The Algorithm: Location of a p-central Element 
So far we have ignored the problem of locating a p-central element in G. Kantor (1985) 
presents a polynomial-time algorithm for finding an element of  order p in a permutation 
group. Unfortunately, his algorithm does not lend itself to practical computation. In 
practice, an element of order p is sought by examining the orders of the terms in a random 
sequence of elements until one is found having order divisible by p. By taking a suitable 
power of such an element, one obtains an element x of order p. By computing the 
centralizer Co(x), we can determine whether or not x is p-central. 
In the case of simple and near-simple groups G, such a random search will often locate 
a p-central element after generating two or three random elements. However, for other 
classes of groups, such as soluble groups, such a random method would have to examine 
an impractically large number of elements in order to have any chance of locating a 
p-central element. 
In such cases we may resort to the following algorithm: 
function p_central(G:group;  :prime) :element; 
{Given a group G of order ptm, where t> 0 and p does not divide m, 
return a p-central element of G} 
begin 
x := a randomly chosen element of order p; 
c := Co(x); 
let pr be the largest power o fp  dividing [CI; 
while r # t do 
P :--- Sylow p-subgroup of C; 
x := an element of Z(P) of order p such that W +I divides [Co(x)]; 
C :--- Co(x); 
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let pr be the largest power ofp dividing Icl; 
end while; 
result is x; 
end; 
Since any normal subgroup of a p-group P has non-trivial intersection with Z(P), we 
can always find the required element x in Z(P) .  
There are cases where the probability of finding an element whose order is divisible 
by p is very small. For example, in a Frobenius group of degree p and order p(p-  1), 
the probability is 1/p. Hence, the function p_central may fail. 
5. The Algorithm: Soluble Groups 
Sylow subgroups (and their generalization to Hall subgroups) are particularly important 
to the theory of soluble groups, so algorithms for their construction i soluble groups 
are of special interest. It appears that for computational purposes a soluble group is best 
described by means of an AG-presentation (see Laue et al., 1984). For soluble groups 
given in this manner, Laue et al. describe an iterative algorithm for constructing a Sylow 
subgroup which involves the computation of normalizers. The normalizer of a subgroup 
is obtained using a form of the orbit stabilizer algorithm (Laue et aL, 1984). More recently, 
Glasby (1988) has developed a very fast algorithm for computing Hall subgroups which 
avoids the computation of normalizers. One of the difficult cases encountered in our 
algorithm is the case of a soluble permutation group. By modifying an algorithm of Sims 
(1990), we are able to construct a group H which is defined by an AG-presentation a d 
which is isomorphic to the soluble permutation group G. Furthermore, we construct the 
isomorphism and are able to form images and preimages of elements and subgroups 
under the isomorphism. We apply Glasby's algorithm to determine a Sylow p-subgroup 
of H and then lift the result back into the permutation group G. 
We test whether a group G is soluble immediately prior to the search for a p-central 
element. The aim is to avoid the search and the computation of centralizers which may 
be expensive for soluble groups. We use a weak test for solubility: O is soluble if the 
order of G is divisible by at most two primes (or if the order is odd). 
6. Strategies and Experiments using Cayley 
The development of a practical implementation f this Sylow algorithm requires a 
number of tactical decisions. 
The first decision concerns the strategy adopted to reduce the degree of the group: i.e. 
the choice between Versions 1, 2 and 3 of section 4. The versions were implemented in 
the Cayley language and trials soon confirmed our intuition that Version 3 gives the best 
running times. 
The second decision concerns the manner in which a p-central element z is located. 
We examined two strategies: 
(a) Attempt o find z by examining a sequence of random elements. The cost of testing 
p-centrality by forming centralizers may be reduced by first testing whether anewly 
generated element of order p is conjugate to one already considered. (As a failsafe 
mechanism, if a p-central element z is not located after a designated number of 
trials, we change to strategy (b),) 
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(b) Attempt o find z by examining a very short sequence of randomly generated 
elements of order p. If a p-central element z is not found among the elements of 
this sequence then we switch to algorithm p_centraL Furthermore, whenever 
we detect hat G is soluble, we switch to an AG-presentation as explained in 
section 5. 
Both strategies were implemented as part of the prototypes written in the Cayley 
language. The early trials with strategy (a) indicated ifficulties with soluble groups and 
the insistence on finding a central p-element. These difficulties uggested strategy (b). 
The Appendix contains the Cayley implementation for strategy (3b). This strategy is the 
one implemented in C as part of Cayley. 
Results of the trials are presented in Tables 1-3 for each of strategy (3a) and (3b). 
Table 1 presents the results for comparison with those of Butler & Cannon (1989). These 
are moderate degree permutation groups, Table 2 presents ome results for high degree 
groups. Table 3 presents results for soluble groups. The table entries record the total time 
followed by the total time to find the elements z in brackets. These timings are for Cayley 
V3.6 on a Sun 3/60. 
The following reduction, suggested by Derek Holt should be incorporated into future 
implementations of the algorithm. If the prime p does not divide the length of some orbit 
Table 1--(36). Performance for moderate degree groups 
Total time on a Sun 3/60 (in seconds) 
for each prime (in ascending order) 
o Inl Iol , . 
L(3, 4) 
U(3, 3) 
L(3, 5) 
L(5, 2) 
L(4, 3) 
Sp(4, 3) 
u(#, 2) 
L(3, 7) 
L(6, 2) 
Sp(6, 2) 
u(3, 4) 
L(3, 8) 
L(4, 4) 
Sp(4, 4) 
L(3, 9) 
HS 
L(5, 3) 
u(3, 5) 
L(4, 5) 
Sp(4, 5) 
u(5, 2) 
HS 
MeL 
Co3 
U(4, 3) 
L(5, 4) 
u(3, 7) 
Sp(6, 3) 
L(4, 7) 
Sp(4, 7) 
G(2, 4) 
21 26325 7 1 (1) 1 (1) 0 0 
28 2633 7 5 (2) 4 (1) 0 
31 253 5~31 6 (3) 0 10 (7) 0 
31 210325 731 8 (4) 7 (4) 1 0 1 
40 27365 13 6 (3) 56 (53) 0 0 
40 2634 5 6 (3) 5 (2) 1 
45 263 ~ 5 7 (4) 11 (8) 0 
57 283273 19 5 (2) 5 (2) 5 (2) 1 
63 215345 7231 558 (557) 72 (66) 1 12 (8) 1 
63 29345 7 11 (5) 11 (8) 1 1 
65 263 5213 7 (2) 1 4 (1) 1 
73 29327273 10 (3) 8 (4) 2 (2) 1 
85 2t234527 17 17 (7) 20 (15) 9 (4) 1 1 
85 28325217 10 (4) 7 (2) 7 (2) 0 
91 27365 7 13 7 (3) 22 (16) 1 1 1 
100 2932537 11 9 (4) 9 (4) 20(17) 1 1 
121 2931~ 11213 26 (15) 24 (13) 1 4 (3) 1 
126 2432537 10 (4) 5 (3) 8 (3) 1 
156 27325613 31 15 (8) 14 (6) 115 (103) 1 1 
156 26325413 19 (11) 7 (4) 36 (24) 1 
165 21~ 11 84 (72) 32 (22) 2 3 
176 2932537 11 18 (7) 12 (5) 11 (4) 1 1 
275 2736537 11 33 (13) 54 (38) 36 (32) 1 2 
276 21037537 11 23 503 (477) 435 (385) 61 (47) 3 2 
280 27365 7 62 (24) 778 (736) 2 1 
341 22~ 11 17 31 126 (82) 68 (43) 41 (19) 2 3 
344 273 7343 32 (8) 1 25 (7) 1 
364 29395 7 13 53 (22) 525 (522) 6 3 1 
400 2934527619 67 (31) 139 (106) 16 (11) 159 (130) 2 
400 28325274 37 (12) 33 (12) 18 (18) 90 (55) 
416 21233527 13 875 (836) 64 (40) 29 (8) 3 1 
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Table 2--(3a). Performance for large groups 
G lal IG[ , 
Total time on a Sun 3/60 (in seconds) 
for each prime (in ascending order) 
L(6,3) 
u(~, 8) 
sp(4, s) 
0(3, 9) 
L(5, 5) 
Sp(4, 9) 
U(4, 4) 
O(3, i:) 
2F(4, 2) 
Suzuki 
Held 
u(3,13) 
Co2 
0(2, 5) 
364 2n3155 7 112132 116 (77) 1105 (1056) 2 4 
513 29347 19 73 (27) 9 (9) 1 I 
585 2t2345 7213 82 (21) 30 (17) 6 23 (23) 
730 25365273 100 (32) 374 (309) 68 (12) 1 
781 2n325t~ 13 31 71 222 (102) 103 (26) 219 (118) 3 
820 2B385241 122 (39) 22306 (22201) 36 (27) 1 
1105 21~325313 17 12168 (12024) 139 (36) 162 (32) 2 
1332 25325 11337 247 (41) 44 (38) 3 190 (29) 
1755 21:335213 540 (251) 49 (40) 291 (47) 38 
1782 2t437527 1113 1786 (1371) 122 (100) 304 (51) 12 
2058 2t~ 1455 (I046) 406 (60) 397 (76) 60 (49) 
2198 243 72133157 566 (71) 5 457 (34) 447 (45) 
2300 2ts36537 1123 939 (287) 631 (152) 99 (88) 13 
3906 26335e7 31 1929 (712) 1721 (548) 4190 (3148) 9 
53 (53) 
3 
3 
6 
1 
57 
14 
8 
15 
23 
60(37) 
2 
40 
29 
Table 3- - (3a) .  Performance for soluble groups 
o lat IGI 
Total time on a Sun 3/60 
(in seconds) 
for each prime (in ascending order) 
impl2  12 2334 3(1) 1 (1) 
impl6b 16 2u35 40 (36) 5 (2) 
imp21b 21 3473 23 (22) 2 (1) 
impl00a 100 2259 12244 (12242) 5042 (5042) 
impl00b 100 225 TM 10 (3) > 10000 
imp768 768 2n3 t2 1227 (1156) 37477 (37403) 
Table 1--(3b). Performance for moderate degree groups 
o Inl IOl 
Total time on a Sun 3/60 (in seconds) 
for each prime (in ascending order) 
L(3, 4) 21 26325 7 
U(3, 3) 28 25337 
L(3, 5) 31 253 5331 
L(5, 2) 31 210325 7 31 
L(4, 3) 40 27365 13 
Sp(4, 3) 40 26345 
U(4, 2) 45 26345 
L(3, 7) 57 25327319 
L(6, 2) 63 2:53*5 7231 
Sp(6, 2) 63 29345 7 
U(3, 4) 65 263 5213 
L(3, 8) 73 29327273 
L(4, 4) 85 21234527 17 
Sp(4, 4) 85 25325217 
L(3, 9) 91 273e5 7 13 
HS 100 2932537 11 
L(5, 3) 121 2~176 11313 
U(3, 5) 126 2432537 
L(4, 5) 156 27325613 1 
2 (1) 2 (1) 1 
5 (1) 6 (3) 1 
7 (2) 1 5 (2) 1 
10 (5) 6 (2) 1 1 
13 (6) 41 (36) 1 1 
9 (4) g (3) 1 
7 (2) 9 (4) 1 
7 (3) 6 (2) 7 (3) 1 
68 (60) 127 (124) 1 10 (5) 
8 (2) 9 (3) 2 1 
7(2) 1 5(I) 1 
18 (9) 10 (2) 6 (2) 1 
30 (19) 10 (4) :0 (5) 1 
I t  (4) 8 (3) 5 (2) 1 
10 (3) 14 (4) 1 1 
16 (7) 10 (4) 11 (6) 1 
44 (27) 36 (22) : 4 (3) 
9 (3) 7 (4) 8 (2) 1 
16 (8) 15 (6) 30 (21) I 
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Table lm(3b) - -cont inued 
O IOl 
Total time on a Sun 3/60 (in seconds) 
for each prime (in ascending order) 
Sp(4, 5) 
u(5, 2) 
HS 
McL 
Co3 
U(4, 3) 
L(5, 4) 
U(3, 7) 
Sp(6, 3) 
L(4, 7) 
Sp(4, 7) 
0(2, 4) 
156 
165 
176 
275 
276 
280 
341 
344 
364 
400 
400 
416 
26325413 32 (24) 12 (4) 25 (17) 1 
210355 11 22 (4) 20 (5) 2 2 
2932537 11 18 (7) 13 (4) 23 (12) 1 1 
2736537 11 35 (13) 29 (14) 13 (8) 2 2 
21~ 11 23 303 (269) 60 (31) 39 (25) 4 2 
27365 7 23 (5) 46 (11) 1 1 
22035527 11 17 31 104 (61) 72 (43) 48 (25) 3 1 
273 7343 30 (7) 1 31 (5) 1 
29395 7 13 59 (22) 106 (69) 3 2 1 
2934527619 60 (18) 89 (54) 15 (9) 191 (161) 1 
28325274 50 (24) 31 (10) 13 (13) 43 (18) 
21232527 13 77 (25) 36 (11) 32 (10) 1 1 
Table 2--(3b).  Performance for large groups 
c I~1 iGI 
Total time on a Sun 3/60 (in seconds) 
for each prime (in ascending order) 
L(6,3) 
U(3,8) 
Sp(4,8) 
u(3,9) 
L(5,5) 
Sp(4,9) 
U(4,4) 
U(3, 11) 
2F(4,2) 
Suzuki 
Held 
U(3, 13) 
Co2 
o(2, 5) 
364 
513 
585 
730 
781 
820 
1105 
1332 
1755 
1782 
2058 
2198 
2300 
3906 
21131•5 7112132 148 (73) 177 (130) 4 4 39 (39) 41 (35) 
29347 19 85 (14) 15 (15) 2 1 
212345 7213 66 (22) 69 (19) 2 56 04) 1 
23365273 97 (29) 80 (14) 71 (14) 1 
2133z51~ 13 3171 221 (121) 136 (49) 205 (108) 2 11 2 
28385241 240 (159) 147(62) 90 (23) 2 
212325313 7 250 (106) 142 (26) 163 (33) 3 3 
25325 11337 224 (37) 40 (31) 3 217 (48) 2 
212335213 457 (38) 75 (62) 310 (72) 37 
21437527 11 13 943 (504) 242 (57) 310 (54) 7 6 4 
21%3527317 690(288) 454 (110) 395 (74) 163 (149) 23 
243 72133157 567(98) 10 441 (35) 438 (38) 3 
2133~537 11 23 1060 (272) 619 (135) 114 (98) 36 11 21 
2%35~7 31 1908 (698) 1516 (346) 1197 (165) 10 25 
Table 3m(3b). Performance for soluble groups 
Total time on a Sun 3/60 (in seconds) 
O I~1 IGI for each prime (in ascending order) 
imp12 
impl6b 
imp21b 
impl00a 
impl00b 
imp768 
12 2234 2 2 
16 21535 33 32 
21 3472 3 3 
100 2259 48 47 
100 22510 62 61 
768 211312 9446 9541 
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Table l~3(b)  in C. Performance for moderate degree groups 
Total time on a Sun 3/60 (in seconds) 
for each prime (in ascending order] 
o Inl Ioi . . . . . . .  
L(3, 4) 
u(3, 3) 
L(3, 5) 
L[5, 2) 
L(4, 3) 
sp(4, 3) 
u(4, 2) 
L(3, 7) 
L(6, 2) 
Sp(6, 2) 
u(3, 4) 
L(3, 8) 
L(4, 4) 
Sp(4, 4) 
L(3, 9) 
HS 
L(5, 3) 
o(3, 5) 
L(4, 5) 
Sp(4, 5) 
0(5, 2) 
HS 
MeL 
Co3 
U(4, 3) 
L(5, 4) 
u(3, 7) 
Sp(6, 3) 
L(4, 7) 
Sp(4. 7) 
G(2, 4) 
21 263257 0.411.0] 0.3[0-7] 0.010,1] 0.0 [0,0] 
28 28327 2.8[0.8] 3-8[3-2] 0.0 [0.1] 
31 2~3 5331 2.1 [1.9] 0.1 [0.0] 3.3 [1.4] 0.0 [0.0] 
31 2t0325 731 5.7112.3] 1.712.4] 0.0 [0.0] 0.0 [0.0] 0.1 [0.0] 
40 2736513 7.017.1] 14.513.5] 0.310.1] 0.1 [0.0] 
40 26345 5.011.9] 8.311.7] 0.0 [0.0] 
45 26345 4.411.9] 6-3110.8] 0.0 [0.1] 
57 25327a19 2.6 [1-1] 2.9 [1.6] 4.3 [4.5] 0.1 [0.0] 
63 2t5345 7231 17.0 [4790.3] 7.4 [114.3] 0.3 [0.2] 2.4 [2.0] 0.5 [0.3] 
63 293457 9.4[3.8] 5.8[5.9] 0.910.1] 0.110.0] 
65 263 5213 5.3 [1.2] 0.2 [0.0] 1.7 [0.9] 0.0 [0.1] 
73 29327273 18.317.6] 2.710.1] 2.611,6] 0.110,2] 
85 2~234527 1 16.2 [47.2] 9.2 [147.3] 3.4 [3.9] 0.1 [0.0] 0.1 [0.2] 
85 28325217 4.7 [3.9] 3.2 [1.3] 2.1E1.5] 0.4 E0'l] 
91 27365713 4.7[20.6] 12.317.3] 0.1 [0.1] 0.4[0.2] 0.210.1] 
100 293253711 9.4 [14.7] 4.2 [3'7] 8.6 [3.4] 0'6 [0.0] 0.7 [0.1] 
121 293~~ 11213 29.3 [3174.1] 17.5 [2594.9] 1.4 [0.0] 2.4 [0.1] 0.5 [0.1] 
126 2432537 4.2 [2.1] 3.7 [2.0] 5.3 [35.7] 0.3 [0.0] 
156 27325613 31 9.1145.4] 7.117.2] 78.91142.8] 0.110.3] 0.7[0.0] 
156 26325413 22.2 [30.9] 4.9 [3-5] 9-6 [6,7] 1,2 [0,1] 
165 2m355 11 23.3 [20.1] 10.0 [8.2] 0.9 [0.0] 1.4 [0-1] 
176 2~ 11 10.7113.0] 5.7[3.5] 10.7111-2] 0.610.1] 
275 273653711 34.8 [110.5] 17.4121.8] 8.5[5.5] 0.2 [0.1] 
276 2m37537 11 23 30.1 [948.8] 26.6 [70.7] 12.3 [45.8] 1.1 [0.1] 
280 27365 7 22.2 [12.3] 23.8 [12.5] 0.8 [0.3] 1.1 [1.6] 
341 22~ 11 17 31 59.8 [>4000.0] 41.4 [1138.4] 22.6 [26.8] 0.7 [0.2] 
344 2~3 7343 12.1 [7.4] 0.4 [0.0] 15.0 [5.2] 0.5 [1.2] 
364 29395 7 13 45.4 [720.3] 52.0 [3308.4] 1.6 [0.1 ] 0.4 [1.2] 0.3 [4.2] 
400 2%4527619 51.2 [248.2] 28.9 [1072.9] 6.0 [0.1] 11.5 [220.3] 1.0 [0.3] 
400 2s325274 30.3 [234"5] 11.7 [9.8] 8.6 [0.2] 56.0 [29.2] 
416 2t233527 13 47.9 [90.5] 15.9 [341.8] 11.1 [9.1] 1.6 [0.6] 1.5 [0.3] 
0.410.1] 
1.0 [0.0] 
0.212.1] 0.511.7] 
1.4[0.2] 2.1 [8.0] 
Table 2- - (3b)  in C. Performance for large groups 
G 
Total time on a Sun 3/60 (in seconds) 
for each prime (in ascending order) 
Fll [G[ 
L(6, 3) 
u(3, s) 
Sp(4, 8) 
u(3, 9) 
L(5, 5) 
Sp(4, 9) 
U(4, 4) 
c(3,11) 
2F(4, 2) 
Suzuki 
Held 
U(3, 13) 
Co2 
G(2, 5) 
364 2a13as5 7 112132 56 97 4 5 
513 29347 19 51 56 1 1 
585 212345 7213 47 23 1 22 
730 2~365273 45 53 19 4 
781 2113~51~ 13 31 71 331 71 112 6 
820 2~385241 252 59 23 1 
1105 2123253 1  17 142 47 51 2 
1332 25325 11337 95 88 2 70 
1755 212335213 251 134 63 19 
1782 21437527 1113 215 509 69 3 
2058 2t~ 591 65 84 439 
2198 243 72133157 206 7 75 73 
2300 2t836537 11 23 1647 150 140 2 
3906 2633567 31 953 536 266 40 
8 22 
1 
1 1 
2 
1 
56 1 
96 
6 
42 93 
9 
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Table 3--(3b) in C. Performance for soluble groups 
Total time on a Sun 3/60 (in seconds) 
G I~1 IGI for each prime (in ascending order) 
impl2 12 2334 2 2 
impl6b 16 2153s 34 30 
imp21b 21 3473 3 3 
impl00a 100 2259 16 18 
impl00b 100 225 l~ 20 24 
imp768 768 211312 9470 678 
F of G, then the problem reduces to that of computing the Sylow p-subgroup of (3~, for 
a~F.  
The tables of results for the (a) strategies show that a large proportion of the total time 
is spent in finding the element z. Furthermore, xamination of actual examples hows 
that many of the groups in the subproblems are soluble, and that when the random search 
for z fails completely that the cost of forming the Sylow subgroup of any centralizer and 
searching the centre of that Sylow subgroup for z is relatively cheap. Tables 1-3 for the 
(b) strategies present comparative r sults when 
(i) at most three elements of order p are considered in the random search before 
proceeding to compute the centre of a Sylow subgroup of some centralizer; 
(ii) no conjugacy tests are performed; and 
(iii) soluble groups occurring in subproblems are handled by the algorithm of Glasby 
(1988). 
7. Performance of the C Implementation 
The timings for the C implementation are presented inTables 1-3 for strategy (3b) in 
C below. In Table 1 we also list between square brackets the corresponding time for the 
backtrack algorithm of Butler & Cannon (1989). The randomness in the choice of z means 
that the performance of our algorithm can be quite variable due to different execution 
Table 4--(3b) in C. Variability of performance 
a lal IOl 
Total time on a Sun 3/60 (in seconds) 
for each pdrne with exponent larger than one (in ascending order) 
L(6, 3) 
u(3, 8) 
8p(4, 8) 
u(3, 9) 
L(5, 5) 
Sp(4, 9) 
U(4, 4) 
u(3,11) 
2F(4, 2) 
Suzuki 
Held 
U(3, 13) 
Co2 
G(2, 5) 
364 2 It3155 7 11213 ~ 256 (59-914) 197 (62-981) 22 (6-56) 24 (8-33) 
513 293'*7 19 53 (46-49) 39 (8-71) 
585 2123a5 7213 90 (41-461) 26 (14-33) 21 (12-25) 
730 25345273 50 (41-67) 39 (30.57) 21 (18-23) 
781 2113251~ 13 31 71 1070 (99-5333) 219 (36.767) 192 (102-411) 
820 28385241 100 (52-188) 86 (48-211) 28 (21-38) 
1105 212325313 7 258 (82-1033) 41 (30.64) 49 (38-54) 
-1332 2n325 11337 102 (92-122) 54 (43-77) 96 (49-355) 
1755 212335z13 276 (184.695) 85 (71-108) 74 (64.87) 
1782 2t437527 11 13 368 (233.623) 183 (135-300) 67 (48-87) 
2058 21~ 232 (153.363) 107 (75-167) 89 (70-118) 243 (75-548) 
2198 243 72133157 237 (180.383) 103 (76-170) 101 (77-121) 
2300 21836537 11 23 2256 (449.9314) 252 (169-416) 231 (75.667) 
3906 2633567 31 819 (219.2204) 475 (313-1516) 461 (174-1542) 
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paths. This means that the number of centralizers computed can vary considerably. Also 
the cost of  individual centralizer computations can vary considerably--even for elements 
in the same conjugaey class--as the tree of base images of elements of G is searched in 
an order determined by the element being centralized. This means that the generators of 
the centralizer are found at different stages of the search. Table 4 presents the mean time 
and the range of times for selected groups and primes p over ten runs where different 
random pairs of generators for the groups were used. For each prime dividing the order 
by a power greater than one, the table lists the average of these runs together with the 
minimum and maximum times for the ten runs. 
8. Conclusion 
The basic premise of  using natural homomorphisms of permutation groups to improve 
the computation of Sylow subgroups has been supported by the experimental evidence. 
There is a difficult balance to be drawn between the use of random techniques to find an 
appropriate lement of order p and the applications of central_sylow to less appropriate 
elements and their centralizers. The evidence shows that we sometimes lose by considering 
just three lements of  order p. However, the amount lost is small, while the gains may 
be extremely large. Certainly the resulting performance is much more consistent. The 
detection of  soluble groups as a special ease, and the use of algorithms based on the 
power-conjugate presentation of a soluble group, are extremely beneficial. 
The timings of the C implementation are dominated by the cost of forming centralizers. 
Generally, there are from one to three expensive centralizer calculations which account 
for the longer times. 
This algorithm has brought he cost of computing Sylow subgroups in permutation 
groups to a level comparable with centralizer computations. 
The use of the action of centralizers of elements of order p was suggested by Peter Neumann. 
Theorem 3 was suggested by Don Taylor, 
This research was supported in part by the Australian Research Council. 
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Appendix 
Cayley Procedures for the Algorithm 
procedure homsylow(G, P; SYLP); 
"return a sylow P-subgroup of G" 
"return if sylow subgroup is whole group" 
if length(forder(G)) eq 2 then 
SYLP= G; return; 
end; 
"group is soluble if divisible by only two primes" 
if length(forder(G)) eq 4 then 
Q,F = pcrepresentation(G); 
S = sylow subgroup(Q); 
SYLP = F@(S); 
return; 
end; 
geteent(G, P; ELT, C); 
"return if centralizer is the sylow subgroup" 
if length(forder(C)) eq 2 then 
SYLP = C; return; 
end; 
"return if sylow subgroup is cyclic of order P" 
expnt(G, P; GEXP); 
if GEXP eq 1 then 
SYLP = (ELT); return; 
end; 
blksylow(C, ELT, P; SYLP); 
end; "homomorphism sylow using centralizers" 
procedure blksylow(G, ELT, P; SYLP); 
"Determine the sylow P-subgroup of G by restricting to 
the action on the cycles of ELT, of order P and central, 
but maybe not fixed point free." 
if fix(ELT) ne [ ] then "restrict o non-fixed points" 
OM = [ ]; for PT= 1 to degree(G) do OM = OM join [PT]; end; 
F1, I1, K1 = constituent homomorphism(G, OM-fix(ELT)); 
expnt(I1, P; PEXP); 
if PEXP eq 0 then 
S= K1; 
else 
blsylow(I1, FI(ELT), P; S); S = FI@(S); 
end; 
ispgrp(K1, P; L); 
if not L then 
"kill off non-P-part of kernel by restricting to fixed points" 
F3, I3, K3 = constituent bomomorphism(S, fix(ELT)); 
expnt(I3, P; PEXP); 
if PEXP eq 0 then 
S=K3; 
else 
homsylow(I3, P; $3); S= F3@($3); 
end; 
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else 
b[sylow(G, ELT, P; S); 
end; 
SYLP = S; 
end; "central_sylow possibly not fixed-point free" 
procedure blsylow(GP, ELT, P; SYLP); 
"Determine the sylow-P-subgroup of GP by restricting to 
the action on the cycles of ELT, of order P and central. 
ELT is fixed-point free. 
This corresponds to algorithm central_sylow" 
"return if syiow subgroup is cyclic of order P" 
expnt(GP, P; GEXP); 
if GEXP eq 1 then 
SYLP= (ELT); return; 
end; 
if transitive(GP) then 
CYCLE = orbit((ELT), 1); 
F2, I2, K2 = blocks homomorphism(GP, CYCLE); 
expnt(I2, P; PEXP); 
if PEXP eq 0 then 
S-- K.2, 
else 
homsylow(I2, P; S); S= F2@(S); 
end; 
else 
F1, I1, K1 = constituent homomorphism(GP, orbit(GP, 1)); 
blsylow(I1, FI(ELT), P; S); S=FI@(S); 
ispgrp(K1, P; L); 
if not L then 
"Kill off non-P-part by restricting to remaining orbits" 
OM = [ ]; for PT= 1 to degree(GP) do OM = OM join [PT]; end; 
F3, I3, K3 = constituent homomorphism(S, OM-orbit(GP, 1)); 
blsylow(I3, F3(ELT), P; $3); 
S = F3@($3); 
end; 
end; 
SYLP = S; 
end; 
procedure getcent(G, P; ELT, C); 
"Return an element ELT of order P in the group G 
whose centralizer C contains a sylow-P-subgroup of G." 
expnt(G, P; GEXP); 
"search for the element at random" 
RANLIMIT= 50; "number of random elements to consider" 
PL IMIT= 3; "number of elements of order P to consider" 
FIRST = true; MAXEXP = 0; FOUND = false; 
for I = 1 to RANLIMIT do 
EL = ranelt(G); 
if P in seqset(pdmes(order(EL))) then 
EL= EL (order(EL)/P); CNT~ centralizer(G, EL); 
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expnt(CNT, P; CEXP); 
if CEXP eq GEXP then 
FOUND = true; break; 
end; 
if FIRST or (CEXP gt MAXEXP) then 
"keep track of largest centralizer" 
F IRST= false; MAXEXP = CEXP; 
MAXEL = EL; MAXCNT = CNT; 
end; 
PLIMIT = PLI MIT- 1; 
if PLIMIT eq 0 then break; end; 
end; 
end; 
if not FOUND then 
"Failed to find central p-element 
so get some P-subgroup and then search its centre" 
blksylow(MAXCNT, MAXEL, P; SYL); ZP= centre(SYL); 
for each EL in ZP do 
if order(EL) eq P then 
CNT ~-centralizer(G, EL); expnt(CNT, P; CEXP); 
if CEXP eq GEXP then break; end; 
end; 
end; 
end; 
ELT = EL; C = CNT; 
end; 
procedure ispgrp(GP, P; FLAG); 
"Return true if GP is a P-group (including the identity)" 
F ~- forder(GP); 
if  F I l l  eq 1 then 
FLAG = true; 
else 
FLAG = (length(F) eq 2) and (F[1] eq P); 
end; 
end; 
procedure xpnt(G, P; PEXP); 
"Determine the exponent of P in the group order." 
PAIRS = forder(G); PEXP = 0; 
for I = 1 to length(PAIRS)/2 do 
if PAIRS[2*I-1] eq P then 
PEXP = PAIRS[2*I]; return; 
end; 
end; 
end; 
