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Abstract
In this work, we numerically investigate the inﬂuence of a homogeneous noise on the evolution of solitons for the
Korteweg–de Vries equation. Our numerical method is based on ﬁnite elements and least-squares. We present numerical
experiments for different values of noise amplitude and describe different types of behaviours. ©1999 Elsevier Science B.V.
All rights reserved.
1. Introduction
The Korteweg–de Vries equation models the propagation of weakly nonlinear dispersive waves in various ﬁelds:
plasma physics [30], surface waves on the top of an incompressible irrotational inviscid ﬂuid [18,37], beam propa-
gation [27]. From a mathematical point of view, this equation is recognized as a simple canonical equation for such
phenomena since it combines some of the simplest types of dispersion with the simplest types of nonlinearity.
When using a convenient set of coordinates and after rescaling the unknown, it can be written as
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where t  0 and x 2 R. This equation must be supplemented with an initial data and with boundary conditions.
These can be of two types. It can be required that u decays to zero at inﬁnity or that u is periodic with a given period
L.
InEq.(1.1),noexteriorinﬂuenceistakenintoaccount.Whenconsideringthepropagationofion-acousticsolitons
in a noisy plasma, it seems that a noise term has to be added. Indeed, in their experiment, Chang et al. [6] have
observed that when a soliton wave is taken as initial condition, the average wave is damped and decays like t−,
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>0. This behaviour has been studied theoretically by various authors who consider the stochastic Korteweg–de
Vries equation
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when the perturbation term P  is of white-noise type. The case of a time-dependent noise P  D P .t/is a particular one
sincetheequationisstillintegrable.ThishasbeenstudiedbyWadati[34]whoprovedadecayoftheaveragedsolution
hu.x;t/i with  D 3=2. Using perturbation techniques, similar results have been obtained for the time-dependent
noise with damping [35]; for a multiplicative noise [15]; for space and time-dependent noise [17]. Also a numerical
study [29] has shown that Eq. (1.2), with space–time whitenoise, seems to reproduce the behaviour observed
experimentally in [6].
In many others circumstances, apart from the theory of plasmas, the Korteweg–de Vries equation (1.1) is an
idealizedmodelinwhichmanyeffectshavebeenneglected,anditisnotunreasonabletomodelthemstochastically:
when the time scales of the phenomena modeled by Eq. (1.1) are much larger than the correlations of the noise, it
is justiﬁed to assume that it is of white-noise type.
Beside the physical motivations above, we think that the understanding of the perturbation of an integrable
equation such as Eq. (1.1) by a noise is of great mathematical interest.
Inthiswork,wewishtostudytheinﬂuenceofanoisetermonthepropagationofsolitonproﬁleandconsidermore
general quantities than the average hu.x;t/i which in our opinion does not contain enough information. Indeed, if
a soliton is considered as initial condition, it is reasonable to think that it will keep its shape for some time and it
seems interesting for instance to measure the average of its maximum amplitude. Clearly the evolution of hu.x;t/i
does not give any indication of that aspect. Similarly, we want to study the phase shift due to the collision of two
solitary waves in the presence of noise.
Many articles have also studied the derivation of the forced Korteweg–de Vries equation:
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tothemodelingofthegenerationofwavesinthepresenceofamovingexteriorpressureﬁeldorpastanobstacleand
in various circumstances: surface waves [2,7,20,38]; rotating ﬂow [11]; coastal current over a topographic feature
[12,23]; -plane waves by ﬂows other topography [13,25,36]. Equation (1.3) has been studied mathematically in
[4]. In general, the forcing f is spatially localized and represents the disturbance. Again, it is reasonable to consider
the case of a small random perturbation of this equation. However, here it seems that the noise should also be
localized and the interest is in the inﬂuence of the noise on the generation of waves. This is studied in [10].
The effect of small random inhomogeneities in the bottom of a ﬂuid has also been studied in [16] where a
Korteweg–de Vries–Burgers equation is obtained. When these inhomogeneities are rapidly varying and not small,
the shallow water approximation is not valid and the Korteweg–de Vries model is not used (see [24]).
The stochastic equation of interest is here
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which we have obtained from Eq. (1.1) by a normalization and the addition of the noise term .x;t/ which is a
Gaussian process with correlations
EP .x;t/P .y;s/ D c.x − y/t−s (1.5)202 A. Debussche, J. Printems/Physica D 134 (1999) 200–226
with γ measuring the amplitude of the noise. It is -correlated in time since we shall assume that it is of white-noise
type. If it were white also in space, this would result in c.x − y/ D x−y. However, such an irregular correlation
function is difﬁcult to handle and a smoother correlation in space is often used.
Notethatsincethecorrelationdependsonlyonthedifferencex−y,thenoiseishomogeneous.Themathematical
construction of  will be precisely described below.
In the case of a space-independent noise, c D 1, the noise can be removed by a simple change of coordinates
and a soliton-type solution can be given. This case has been studied in [34]. Here we are interested in the case of a
space-dependent noise. It seems difﬁcult to obtain an explicit solution, nevertheless qualitative information could
be obtained from a perturbation method (see [17]) but only with small noise. Therefore, we choose to use numerical
simulations to get information.
Numerical schemes for Eq. (1.1) have been developed and efﬁcient schemes are available (see [3,31] and the
reference therein). Among these, [31] proposes a scheme which keeps the integrability property of Eq. (1.1). In [3],
high orders in both space and time methods are used and a very efﬁcient scheme is developed in order to study the
blow up for the generalized Korteweg–de Vries equation.
In our situation, the solution is not expected to be smooth either in space or in time, and we have chosen a scheme
based on ﬁnite elements of order one and the least-squares method. This type of scheme is expected to be robust,
an interesting property when dealing with noise, and has been introduced in [5]. We have improved the scheme of
[5] and obtained a method which can simulate the solutions of Eq. (1.1) in a very satisfactory way.
We will present numerical results which tend to show that the presence of the noise in Eq. (1.4) creates a noisy
background in the proﬁle of the solution. At the beginning this background is uniform but it progressively organizes
itself and we observe the formation of nonlinear right-going waves. When a soliton proﬁle is taken as initial data, it
seems that it is not affected by the noise at the beginning. Then the solitary wave interacts with the waves created
by the noise and these inelastic interactions result in a modiﬁcation of its amplitude and velocity. However, the
wave is not destroyed and propagates for very long time as can be seen on the level curves of the solution. We have
observed this phenomenon on several computed trajectories. Concerning the behavior before the creation of the
waves by the noise, we have been able to simulate many trajectories and to compute averages. For instance, we have
computed the average of the velocity of the solitary waves for different values of γ. We ﬁnd a value which is very
close to the velocity of the wave for the deterministic equation. Therefore, it seems that the noise does not affect
strongly the velocity of the soliton. We have also computed the averaged invariant quantities and the averaged phase
shift in the collision of two solitons. The noise strongly affects the invariants. We observe a linear evolution with
respect to time but it seems that the phase shift is not changed on the average. Let us recall that in the deterministic
theory, the integrability of the system (1.1), which is a consequence of an inﬁnity of conservation laws, implies
elastic soliton interactions. Now, though the invariants are totally destroyed and as far as elasticity is concerned
(i.e. velocity unchanged and a phase shift), the noise does not affect on average those interactions. However, the
standard deviation of the phase shift increases with the amplitude of the noise, indicating that the interaction loses
its elastic aspect when we consider trajectories only.
In the case of periodic boundary conditions, the mathematical construction of  can be described as follows. We
introduce a cylindrical Wiener process W on L2.]0;L[/ by setting
W.t;x/D
1 X
iD0
i.t/ei.x/;
where feigi2N is an orthonormal basis of L2.]0;L[/ and figi2N is a sequence of independent brownian mo-
tions. These brownian motions are random processes i.t;!/, t  0, ! 2 , deﬁned on a stochastic basis
(;F;P;fFtgt0) such that for each t  s and for each i, i.t/ − i.s/ is a Ft-measurable Gaussian random
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It is well-known that the brownian motions are nowhere differentiable with respect to time. Also, it is easy to see
that the series deﬁning W does not converge in L2.]0;L[/. Formally the space–time white-noise is deﬁned as
P .x;t/ D
dW
dt
and has the property of being -correlated in space and time:
EP .x;t/P .y;s/ D x−yt−s:
For 8 a linear map from L2.]0;L[/ to L2.]0;L[/,w es e t
Q W D 8W D
X
i2N
8eii;
and
P  D
d Q W
dt
D 8P :
For instance, if 8 is an operator of the form
8f D
Z
]0;L[
k.x;y/f.y/dy; f 2 L2.]0;L[/ (1.6)
then the correlation is given by
EP .x;t/P .y;s/ D t−s
Z
]0;L[
k.x;z/k.y;z/dz
and the noise is homogeneous if the kernel k is of the form
k.x;y/ D k.x − y/:
The mathematical form (or Ito form) of Eq. (1.4) is
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For the boundary condition, x 2 R and u decays at inﬁnity, the description is the same with ]0;L[ being replaced
by R. It has been shown in [9,26] that under suitable smoothness assumptions on the data, Eq. (1.7) possesses
a unique solution. For instance, in [26], it is shown that, in the case of a localized noise, it sufﬁces that 8 is
a Hilbert–Schmidt operator from L2.I/ into L2.I/, where I is the perturbed region. This assumption amounts
requiring that k 2 L2.I  I/in Eq. (1.6).
Our numerical method is described in Section 2 where we show that it gives good results for the deterministic
equations on known solutions: propagation of solitons, collision of solitons, splitting of a Gaussian proﬁle. The
results of the stochastic simulation are presented in Section 3, for the case of Eq. (1.4).
2. The numerical method
We now describe the numerical scheme which we use to simulate our stochastic equation. Due to the lack of
regularity of the noise, it is expected that solutions are smooth neither in time (not differentiable) nor in space
(not H1). Therefore, we consider low order discretization. It follows that we lose important properties such as204 A. Debussche, J. Printems/Physica D 134 (1999) 200–226
the conservation of the L2.R/ norm. However, we test our method on the deterministic equation and show that it
behaves very well. It does not introduce any numerical dissipation and it can simulate very important phenomena
such as the evolution of a soliton, the elastic interaction of two solitons or the splitting of a proﬁle into more than
two solitons.
2.1. Time discretization
Not any time integrator can be taken to integrate a dispersive nonlinear equation such as the Korteweg–de Vries
equation. The main property which has to be kept is the balance between nonlinearity and dispersion (see [28]).
Also it is important that the scheme does not introduce any numerical dissipation, this being in general implied by
the exact conservation of the L2 norm. Concerning the invariants, it is possible to build a scheme which is exactly
integrable and has inﬁnitely many invariant quantities (see [31]). However, Bona et al. [3] have shown that high
orderschemesinspaceandtimebehaveverywellalthoughthisonlyconservestheL2 norm.Theyshowthatimplicit
and conservative Runge–Kutta schemes are very well adapted to the simulation of the Korteweg–de Vries equation.
From another point of view, it is difﬁcult to construct high order schemes for stochastic differential equations
(see [19,21,22,32,33]). Here two types of order can be considered depending on whether we want pathwise ap-
proximations (strong order) or approximations of the law (weak order). Typically, a deterministic scheme used on
a stochastic differential equation is of strong order 1=2 and of weak order 1. It is possible to design a high order
method for stochastic differential equations but complicated correction terms appear.
As regards stochastic partial differential equations, few articles have been devoted to this question. For instance,
[14] has studied an Euler scheme for a stochastic parabolic equation and has shown that it is of strong order 1=4
even in the case of additive noise although for stochastic differential equations it is known that the Euler scheme is
of strong order 1. If we try to write a high order scheme, we obtain correction terms involving partial differential
operators and it seems that this requires a lot of smoothness in space for the noise term.
Thus, we consider the lowest order conservative implicit Runge–Kutta scheme which turns out to be the Cranck–
Nicholson scheme. When a time step  is chosen, the scheme is written as
unC1 − un C 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with unC.1=2/ D .1=2/.unC1 C un/ and Wn D W.n/.
The random term can also be written as
8.WnC1 − Wn/ D
X
i0
.i..n C 1// − i.n//8ei
so that it can be simulated by
p

X
i0

i;n8ei;
where f
i;ngi;n is a sequence of independent Gaussian variables with zero mean and a variance equal to one and
feigi0 a Hilbertian basis of L2.]0;L[/.
A forthcoming paper will be devoted to the numerical analysis of this scheme, i.e. the existence of unC1 given
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2.2. Space discretization
Again, before choosing the space discretization, we emphasize that the solution is not expected to be smooth.
Among the different methods available in the literature, Carey and Shen [5] have proposed to use a ﬁnite element
discretization with piecewise linear functions (P1) coupled with a least squares method.
ThismethodisattractiveinoursituationsinceaP1 approximationdoesnotrequirealotofsmoothness.However,
the numerical experiments in [5] show that their method introduces numerical dissipation and is not able to simulate
correctly the interaction of solitons.
We would like to keep the advantage of using piecewise linear functions and the least-squares approach. Least
squares methods are known to be robust which is suitable when dealing with rough functions such as stochastic
processes.
In order to use low order ﬁnite elements, we reduce the equation to a ﬁrst order system of partial differential
equations by writing Eq. (2.1) as
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unC1 − un C 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 
unC.1=2/2
D 8.WnC1 − Wn/
@unC.1=2/=@x D vnC.1=2/
@vnC.1=2/=@x D wnC.1=2/
(2.2)
Now, instead of using a least-squares formulation of Eq. (2.2), we ﬁrst use a Petrov–Galerkin discretization with
a piecewise linear shape function and piecewise constant test functions. Let h be a real positive and N an integer
such that h D L=N and let Mh D
S
1jN[.j − 1/h;jh] be a mesh of the interval [0;L], V 1
h (respectively V 0
h)
be the space of piecewise linear functions ' such that '.0/ D '.L/ (respectively the space of piecewise constant
function  ) associated to Mh. Then the problem amounts to ﬁnding unC1
h ;vnC1
h ;wnC1
h such that
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verifying the following weak formulation of Eq. (2.2)
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for any i 2f 1;:::;Ng, where f'jg1jN (respectively f ig1iN) designates the basis of V 1
h (respectively V 0
h).
In order to obtain a noise in space, we compute for each time step n and for each node j a random number 
h;
j;n in
accordance with a normal law and such that they form a sequence of independent random variables. Then we set
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The basis f'j=k'jkL2.0;L/g1jN is not orthonormal, so that the resulting noise is not a whitenoise in space.
However, it is homogeneous and it has a small correlation length. This can be seen from the covariance operator in
space (Fig. 1) which can be deﬁned as follows206 A. Debussche, J. Printems/Physica D 134 (1999) 200–226
Fig. 1. Covariance operator in space of the discretized noise.
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where  is the delta-Kroneker symbol and
K.`/ D
8
<
:
0i f j`j2
1=.4h/ if j`jD1
1=.2h/ if ` D 0
Note that V 1
h and V 0
h have the same dimension so that there are as many unknowns as there are equations. It can be
shown that on the linear equation our approach is equivalent to the least-squares method of [5].
However, in [5], the system (2.3) is not solved exactly and the implicit non-linear term is replaced by a semi
implicit one. We think that this is the reason for the failure of this method and instead we use a Newton iteration
method to solve exactly Eq. (2.3). In the next section, we will see that, indeed, our scheme is able to simulate
correctly the deterministic equation. The scheme does exactly conserve the mass (I1 D
R L
0u.x/dx ) but not the L2
norm. However, we will see that it does not introduce numerical dissipation.
We have chosen to work with our Petrov–Galerkin form instead of the least-squares approach because it offers
implementational advantages. Indeed, the linear systems that have to be solved at each time step are ill-conditioned
and a direct method is necessary. With our form, the matrices are very easy to assemble and, since no indirect
addressing is made, it is possible to compute both the matrix and its factorization simultaneously.
2.3. Validation of the method on the deterministic equation
Although our aim is not to simulate the deterministic Korteweg–de Vries equation or to study its properties, it
is important to see that the method works well in different situations such as the evolution of a single soliton, the
interaction of two solitons or the splitting of an initial proﬁle into N solitons. Indeed, we want to be sure that the
aspects observed in the next sections are due to the noise and not due to numerical errors.
We work with the normalized equation
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withperiodicboundaryconditionsontheinterval[0;2].Inthissubsection,theparameter" istakenequalto510−4
or 10−4. The time step is  D 10−2 and the mesh size is h D 10−2. We have chosen 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as already mentioned our fully discrete scheme does not conserve the L2-norm exactly and it seems reasonable to
impose a CFL stability condition.
2.3.1. Single soliton
We simulate ﬁrst the initial value problem (2.4) supplemented with the initial condition
u0.x/ D 3csech2..x − x0// (2.5)
with  D .1=2/
p
c=" and x0 a starting point in [0;2]. The solution of this problem is the following solitary wave
named soliton
u.x;t/ D 3csech2.[.x − x0/ − ct]/ (2.6)
traveling with speed c towards the right. In fact, Eq. (2.6) is a solution of Eqs. (2.4) and (2.5) on the real line, but
with c=" large enough, we can consider that Eq. (2.6) is a good approximation of the solution of Eqs. (2.4) and (2.5)
in the periodic case.
Numerically, we use the initial data .u0
h;v0
h;w0
h/ where u0
h is the L2-projection of u0 onto V 1
h and v0
h, w0
h satisfy

@
@x
u0
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h;  i
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D .w0
h;  i/;
for i 2 1;:::;N.
Now, in order to control the accuracy of our computations and using the same notation as in [3], let us deﬁne
different kinds of errors with respect to the exact solution u. First, we deﬁne E.t/the normalized L2-norm error at
time t as
E.n;t/ D
kun
h − u.;t/kL2.0;L/
ku0kL2.0;L/
:
We set En D E.n;n/. Let t.n/ be the time near n when E.n;t/ takes its minimum value. If un resembles a
solitary wave in shape, then t is well deﬁned. So Sn D E.n;t.n// measures how far un differs from the original
proﬁle as regards its shape: it is by deﬁnition the normalized L2-based shape error at time step n. We deﬁne then the
L2-based phase error as Pn D n − t.n/. Eventually, we compute the amplitude error An D .3c −j un
hjL1/=.3c/.
The evolution of these quantities is shown in Table 2.
AnotherparticularityofEq.(2.4),andaconsequenceofitsintegrablefeature,istheinﬁnityofinvariantfunctionals,
whose ﬁrst four are
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dx:
In the context of our scheme, it is interesting to see whether these functionals remain invariant, thus describing
the persistence of integrability of the fully discrete scheme. The ﬁrst test is done with " D 5  10−4. In Fig. 2,
we show the evolution of the solution computed on the time interval [0;3] with c D 0:3, x0 D 0:5. Table 1 shows
the four quantities I1, I2, I3 and I4 at times t D 0;1;2;3. We can see that they are not exactly constant, which
is not surprising since we know that our scheme does not preserve the L2-norm. However, we can see that they
oscillate, the amplitude of the oscillation being very small: maximum amplitude of 7  10−6 for I2,2 10−5 for
I3 and 4  10−5 for I4. It is worth noticing that our numerical scheme does not introduce dissipation. This would208 A. Debussche, J. Printems/Physica D 134 (1999) 200–226
Fig. 2. Propagation of a single soliton whose parameters are c D 0:3, x0 D 0:5 for " D 5  10−4 on the time interval [0, 3].
Table 1
Different values of Ii for i D 1;2;3;4 on the time interval [0,3] during the propagation of the soliton (see data in Fig. 2)
t" D 5  10−4 " D 10−4
I2 .10−1/I 3 .10−1/I 4 .10−2/I 2 .10−1/I 3 .10−2/I 4 .10−2/
0 0.880109 0.157842 0.607138 0.390624 0.690182 0.264053
1 0.880108 0.157840 0.607179 0.390635 0.690235 0.263915
2 0.880110 0.157842 0.607156 0.390641 0.690289 0.263790
3 0.880101 0.157838 0.607154 0.390595 0.690082 0.263996
Table 2
Values of En, Sn, P n, An in t D 1;2;3 for data in Fig. 2
t" D 5  10−4 " D 10−4
En P n Sn An En P n Sn An
1 0.9351.−2/ 0.2415.−2/ 0.4925.−2/ 0.4281.−2/ 0.8082.−1/ 0.1084.−1/ 0.2297.−1/ 0.1833.−1/
2 0.1572.−1/ 0.4497.−2/ 0.5648.−2/ 0.4955.−2/ 0.1490(0) 0.2061.−1/ 0.2579.−1/ 0.2272.−1/
3 0.2111.−1/ 0.6246.−2/ 0.5787.−2/ 0.4389.−2/ 0.2187(0) 0.3066.−1/ 0.2773.−1/ 0.2540.−1/
4 0.2819.−1/ 0.8428.−2/ 0.5991.−2/ 0.5662.−2/ 0.2895(0) 0.4079.−1/ 0.2029.−1/ 0.1833.−1/
indeed create a decay of these quantities. Note that this absence of dissipation is conﬁrmed by the evolution of the
L1-norm, which is reﬂected by An given in Table 2.
Next we present in Fig. 3(a) the shape error, the L2-error and the phase error. We see that after some time-delay,
the shape error becomes approximately constant. As mentioned in [3], this tells us our fully discrete scheme may
possess exact and discrete traveling-wave solutions that propagate with a shape and a phase speed that are very
close to the given initial data: a discrete soliton. Moreover, since in Fig. 3(b) the growth of the phase error is linear,
we can evaluate the shift of speed. Note that the shape error is very small.
We have performed the same test with " D 10−4 (Fig. 4), the other parameters being the same as before. Table 1
and Fig. 5 report the behavior of the invariants and of the different errors. We see that the method still behaves very
well: only the fourth invariant I4 has a slightly larger variation. This is not surprising since now the soliton has a
steep gradient. We also notice that the errors are small, larger than in the preceding case but again this is due to the
stiffness of the solution.A. Debussche, J. Printems/Physica D 134 (1999) 200–226 209
Fig. 3. (a) Normalized L2-based error and normalized L2-based shape error; (b) L2-based phase error in the case of the propagation of a single
soliton for " D 5  10−4 (see data in Fig. 2).
We think that these two tests show that our method is both effective and robust: it is able to capture efﬁciently
the evolution of solitons with steep gradients.
2.3.2. Collision of two solitons
The next step is to simulate the collision of two solitons. The initial condition is
u0.x/ D 3c1 sech2.1.x − x0;1// C 3c2 sech2.2.x − x0;2//; (2.7)
where i D .1=2/
p
ci=", i D 1;2 and where the distance jx0;2 − x0;1j between the two solitons is chosen large
enough to be certain that the interaction has not started. In our simulation, i D 1 designates the larger soliton, so
1 > 2. Fig. 6 shows that the scheme is able to simulate a clean interaction (no dispersive tail or supplementary
soliton are created). It is known that the interaction creates a positive (respectively a negative) shift in the phase of
the larger soliton (respectively the smaller) which has the theoretical value (see [1])
th;1 D
1
1
ln

1 C 2
1 − 2

;

respectivelyth;2 D−
1
2
ln

1 C 2
1 − 2

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Fig. 4. Propagation of a single soliton whose parameters are c D 0:3, x0 D 0:5 for " D 10−4 on the time interval [0, 3].
With the data from Fig. 6 where c1 D 0:3, c2 D 0:1 and " D 4:84  10−4,w eh a v eth;1 D 0:105795. With our
simulation,wehavemeasured:num D 0:104.Theerrorisoftheorderofhand whichwebelievetobesufﬁciently
accurate. In Table 3, the values of quantities I2, I3, I4 are given at different times in the interval [0;20]. We see
again that they are not exactly constant but they do not decay and their variation has a very small amplitude. A more
detailed study indicates that, during the interaction, the invariants present larger variations : 0.07% for I2, 0.04 %
for I3 and 0.9% for I4 but, what we think important is that, after the interaction, they recover their values with a
better precision. Moreover, this situation is repeated for each future interaction with exactly the same variation of
the invariants during the interaction and with the same values before and after it.
2.3.3. Reﬂexionless potential case
The last test we performed is the evolution of the initial condition
u0.x/ D p.p C 1/sech2
r

6"
.x − 1/

;
where  is real and p is an integer. As shown in ([8], Ch. 4, Section 11), the inverse scattering method proves that
this proﬁle splits into p solitary waves with no dispersive tail. More precisely, the following solitary waves appear
un.x;t/ D an sech2
r

6"
n.x − cnt/

where an D 2n2, cn D .2=3/n2, for 1  n  p.
Due to the presence of step gradients both in space and time, this is one of the most difﬁcult test for numerical
methods concerning the capture of discrete solitons. We have performed this computation in the case of three
solitons, p D 3 with  D 1=18 so that the amplitude of the solitons are 1=9, 4=9 and 1. The value of " is 10−4 here.
The evolution on the interval [0;4] is shown in Fig. 7 and the proﬁles at different instants in Fig. 8. We observe
again a very good behaviour of our method and a good agreement with the theoretical solution.A. Debussche, J. Printems/Physica D 134 (1999) 200–226 211
Fig. 5. (a) Normalized L2-based error and normalized L2-based shape error; (b) L2-based phase error in the case of the propagation of a single
soliton for " D 10−4 (see data in Fig. 4).
3. Behaviour of solitons in the presence of noise
We now present numerical experiment on Eq. (1.7). We use the numerical method described in Section 2 and the
same time and space discretization as in Section 2.3.
3.1. Study of one of the trajectories
We ﬁrst investigate the evolution of a single soliton in the presence of noise. We use the soliton proﬁle (2.5) as
initial condition.
When the noise amplitude is small, γ D 10−3, the soliton does not seem to be strongly perturbed. The evolution
of the soliton of velocity c D 0:3 when " D 10−4 and " D 5  10−4 is shown in Figs. 9 and 10 on the time
interval [0;3]. In Figs. 11 and 12, its proﬁle is shown at t D 0;5;10;15 and 20. We can see that the proﬁle slightly
changes. Its amplitude oscillates around the amplitude of the initial proﬁle and its shape does not present obvious
changes. Concerning its velocity, we can see that for " D 10−4 and t D 20, the proﬁle of the soliton is centered212 A. Debussche, J. Printems/Physica D 134 (1999) 200–226
Fig. 6. Collision of two solitons whose parameters are c1 D 0:3, x0;1 D 0:4, c2 D 0:1, x0;2 D 0:8 for " D 4:8410−4 on the time interval [0, 4].
Table 3
Table of the different values of Ii for i D 1;2;3;4 on the time interval [0,20] during the interaction of the two solitons
t I2 I3 .10−1/I 4 .10−2/
0 0.105175 0.169331 0.628910
4 0.105183 0.169363 0.629084
8 0.105175 0.169333 0.629284
12 0.105193 0.169554 0.631255
16 0.105173 0.169315 0.629881
20 0.105220 0.169578 0.631722
Fig. 7. Splitting of the reﬂexionless potential proﬁle u0.x/ D a sech2.b.x − 1//. Here, a D 2=3, b D
p
1=.108"/ for " D 10−4.
around x D 0:55, whereas without noise it would be at x D 0:4. Thus the noise has slightly accelerated the soliton
and inﬂuences the phase. A similar comment holds for " D 5  10−4. We observe the same phenomena for other
trajectories (i.e. if another path is chosen for the noise). The soliton is always shifted. However, it may be either
accelerated or slowed down.A. Debussche, J. Printems/Physica D 134 (1999) 200–226 213
Fig. 8. Proﬁles at time t D 0;1;2;3;4 of Fig. 7.
In order to further investigate the stability of the soliton and the change of velocity, we have increased the
amplitude of the noise to γ D 10−2 so that its effect is ampliﬁed. The initial condition is the same as above.
InFig.13,with" D 10−4,weseethat,indeed,thenoiseintroducesmuchstrongerperturbations.Theiramplitudes
are of the same order as the soliton. However, we see that the soliton is not totally destroyed. In Fig. 14, the proﬁle is
shown at time t D 0;5;10;15 and 20. We see that at t D 5, the soliton is easily recognized although it has changed214 A. Debussche, J. Printems/Physica D 134 (1999) 200–226
Fig. 9. Single soliton with noise, γ D 10−3, c D 0:3, " D 5  10−4, x0 D 0:4o n[ 0 ;3].
Fig. 10. Single soliton with noise, γ D 10−3, c D 0:3, " D 10−4, x0 D 0:4o n[ 0 ;3].
shape; at t D 10, we guess that it is around x D 1:7; at t D 15, it is around x D 1:3, but we see another peak at
x D 0:3. At t D 20, the soliton is clearly at x D 1:6.
In order to have a better understanding of this evolution, it is interesting to use another type of representation. In
Fig. 15, we plot different level curves on the interval of time t 2 [0;20]. For a ﬁxed time, only the points where the
amplitude of the soliton is equal to the given level (in Fig. 15, the levels are 0.5, 0.7 and 0.9) are plotted. For this
representation, we restrict our simulation to " D 10−4. Indeed, in this case, the soliton is steep and we get better
ﬁgures. The propagation of the solitary wave issued from the initial soliton proﬁle is reﬂected by the main line.
The slope of the line gives the velocity. We see that it is very robust and continues to evolute at a velocity which is
close to the initial one. We also notice on this ﬁgure that nonlinear waves propagating to the right are created and
that they interact with the noise. For instance, we observe two such interactions around t D 10 and another one at
t D 15. The interactions are not elastic and the velocity of the soliton is modiﬁed.A. Debussche, J. Printems/Physica D 134 (1999) 200–226 215
Fig. 11. Single soliton with noise, γ D 10−3, c D 0:3, " D 5  10−4, x0 D 0:4. Proﬁles at t D 0;5;10;15;20.
In order to understand the origin of the nonlinear waves thus created, we have performed the same simulation as
in Fig. 15 (same parameters and same path of noise) but now the initial data is null. This is represented at the bottom
of the same ﬁgure. We see that the same waves are created. We can then conclude that only the noise is responsible
for their existence and they are not created by a possible destruction of the soliton.
Thus a possible description of the evolution can be the following: at the beginning the noise creates a uniform
background which progressively organizes itself and creates right propagating nonlinear waves which interact with216 A. Debussche, J. Printems/Physica D 134 (1999) 200–226
Fig. 12. Single soliton with noise, γ D 10−3, c D 0:3, " D 10−4, x0 D 0:4. Proﬁles at t D 0;5;10;15;20.
the soliton and modify its shape and velocity. Keeping this in mind, we can now understand why it is difﬁcult to see
the position of the solitary wave at t D 10 in Fig. 14. This is because, at this instant there is a collision with another
wave and the solitary wave is interacting with it. This other wave is the second peak that we observe in Fig. 14 at
t D 15.
InFig.16,weshowthesamesimulationsforlargertime,t 2 [20;37].Weseethatthismechanismstillapplies,the
soliton still exists (indicating its robustness) but due to the many interactions, its velocity has notably changed. WeA. Debussche, J. Printems/Physica D 134 (1999) 200–226 217
Fig. 13. Single soliton with noise, γ D 10−2, c D 0:3, " D 10−4, x0 D 0:4o n[ 0 ;3].
see in Fig. 16, that the waves created by the noise organize themselves and propagate. We also note the apparition of
left going dispersive waves, this is due to the nonelastic interactions and due to the progressive transformations of
the waves created by the noise to solitary waves. It seems that these dispersive waves do not affect the wave issued
from the initial proﬁle.
The same experiment has been done with other paths of noise. Again, we have observed the same phenomena.
In most cases, the change of the velocity of the solitary wave has resulted into an acceleration. However, we have
observedfewtrajectoriesforwhichtheconversehappens.Wehavenottestedenoughtrajectoriestobeabletodecide
what happens in average on such a long interval of time. This would require a very lengthy computation since many
trajectories have to be simulated. Also, for large t, the solitary wave might have a smaller amplitude than the other
waves and it seems difﬁcult to locate its position automatically if we wish to study its velocity. Moreover, we have
observed that the standard deviations grow linearly with respect to time, so that, for large values of t, we would not
be able to have a good accuracy.
3.2. Study of averages on short time
We have performed such a study on the smaller interval t 2 [0;4]. On this interval, the noise does not have
enough time to create waves, or more precisely, we have not seen them appear. Therefore, the interest of this study
is to understand the behaviour of solitons in a noisy non-organized background.
3.2.1. Low noise level
At a low noise level, γ D 10−3 and " D 4:84  10−4, we have simulated 100 trajectories with a soliton proﬁle
with velocity c D 0:3 as initial data. Fig. 17 shows the evolution of the invariants I2, I3, I4 in average and for one
single trajectory.
We see that they approximately grow linearly with respect to time. This is predicted from the Ito formula. Indeed,
an Ito calculation shows that 1
1 Wedenotebyh:itheoperationoftakingaveragesoveraﬁnitenumberofcomputedtrajectoriesandEthemathematicalexpectation.Therefore,
h:i is an approximation of E.218 A. Debussche, J. Printems/Physica D 134 (1999) 200–226
Fig. 14. Single soliton with noise, γ D 10−2, c D 0:3, " D 10−4, x0 D 0:4. Proﬁles at t D 0;5;10;15;20.
EI2.t/ D EI2.0/ C γ 2c2;8t;
where c2;8 is equal to j8j2
HS. Here j8j2
HS is the Hilbert–Schmidt norm of 8,i fi ti sg i v e nb y8f D
R
[0;L]k.x −
y/f.y/dy then j8j2
HS D L
R
[0;L]k2.x/dx.
Since here c2;8 is of the order 102 (the inverse of the mesh size) and γ D 10−3, we should observe a slope of the
order 10−4 which is the case.A. Debussche, J. Printems/Physica D 134 (1999) 200–226 219
Fig. 15. Level curves (top) for a single soliton as initial condition (c D 0:3, x0 D 0:4) (bottom: for null initial condition) with a homogeneous
noisy background on the time interval [0;20] at levels 0.5,0.7,0.9 and with parameters γ D 0:01 and " D 10−4.
For I3,w eh a v e
EI3.t/ D EI3.0/ − "γ2c3;8t C γ 2
Z
[0;L]
f8.x/E
Z t
0
u.x;s/ds

dx
where c3;8 is a constant which can be computed and is of the order 106 and f8 is a function depending on 8. The
ﬁrst term dominates, explaining the linear decay. A similar but more complicated formula holds for I4.
We have also computed the averaged velocity of the disturbed soliton. For each trajectory and for each time, the
maximum of the solution is located and a curve xmax.t/ is obtained. On a given interval of time [t1;t 2] we compute
the line which ﬁts best the curve on this interval in the least squares sense. Its slope is the approximate velocity on
this interval.
InTable4,theﬁrstcolumnindicatestheintervaloftime,theaveragedapproximatedvelocityhciisinthesecond
column and the standard deviation  D
p
h.c/2i−h ci2 in the third. With 100 simulated trajectories, the precision
is of the order =
p
100 D =10 which is around 2  10−4 here. We see that the variation of the velocity is of the
same order. Thus, we conclude that, to the precision of our computation, the averaged velocity of the solitary wave
in the presence of small noise is the same as in the deterministic case.220 A. Debussche, J. Printems/Physica D 134 (1999) 200–226
Fig. 16. Level curves (top) for a single soliton as initial condition (c D 0:3, x0 D 0:4) (bottom: for null initial condition) with a homogeneous
noisy background on the time interval [20;37] at levels 0.5,0.7,0.9 and with parameters γ D 0:01 and " D 10−4.
Table 4
Computation of the velocity by a linear regression in the case of a single soliton on several time intervals for two noise levels. Here, h D 0:01,
 D 0:01, c D 0:3, x0 D 0:4, " D 4:84  10−4
Iγ D 0:001 γ D 0:01
hci
p
Var.c/ hci
p
Var.c/
[0;1] 0.299382 0.001387 0.298111 0.011998
[1;2] 0.299005 0.002335 0.302994 0.020457
[2;3] 0.299365 0.003374 0.299300 0.029067
[3;4] 0.299084 0.004022 0.297018 0.031043
[0;4] 0.299262 0.002138 0.300070 0.016292
3.2.2. Higher noise level
We now describe the results of the same experiments but with a noise level γ D 10−2. The quantities I2, I3,
I4 are plotted in Fig. 18. Again, the averages grow linearly with respect to time which again agrees with the Ito
formula. Moreover, the slope for I2 should be 100 times bigger than in Fig. 17 since only γ has changed and has
been multiplied by 10. This is indeed what we observe.A. Debussche, J. Printems/Physica D 134 (1999) 200–226 221
Fig. 17. Average curves of the ﬁrst invariants of the deterministic equation computed with 100 trajectories on [0;4] in the case of the propagation
of a single soliton with c D 0:3, x0 D 0:4, γ D 10−3, " D 4:84  10−4. Each curve is supplemented by one trajectory curve.
Here, the curves seem much more regular than in Fig. 12. This is simply due to the fact that the variations are
much bigger here. The irregularities due to the errors in the computation of the averages are much smaller than
these variations, whereas in Fig. 17, they are of the same order.
We have also plotted in Fig. 18 the evolution of the average of the L1 norm, which is equal to the amplitude of
the solitary wave. This curve is very irregular. This is due to the fact that the top of the solitary wave is never located
at a point of the mesh. To get rid of these artiﬁcial oscillations, we have averaged this quantity with respect to time:
the second curve represents the evolution of222 A. Debussche, J. Printems/Physica D 134 (1999) 200–226
Fig. 18. Average curves of the ﬁrst invariants of the deterministic equation computed with 100 trajectories on [0;4] in the case of the propagation
of a single soliton with c D 0:3, x0 D 0:4, γ D 10−2, " D 4:84  10−4. In (a), (b), (c), each curve is supplemented by one trajectory curve. In
(d), the evolution of the L1-norm and the average of this quantity are plotted.
1
2t0
Z tCt0
t−t0
E sup
x2[0;L]
ju.x;s/jds
where t0 is taken as 20 times the time step.
It seems that the amplitude increases. Here the standard deviation has been computed and we found that it was
of the order 10−1. Therefore, the observed variation of the amplitude is larger than the sampling error. However, it
is possible that other errors cumulate here so that we cannot get a sure conclusion on that aspect.
Remark 3.1. For a low noise level, γ D 10−3, this curve is even more irregular and no conclusion at all could be
extracted. Therefore, we decided to present this curve only for γ D 10−2.
Concerning the averaged velocity. Its evolution is presented in the second part of Table 4. The same conclusions
as in Section 3.2.1, can be drawn here. To the precision of our computation, we do not observe any variation of the
averaged velocity and it is equal to the velocity of the deterministic equation.
Therefore, our simulations tend to show that for a short time, t 2 [0;4], the invariant quantities and the amplitude
of the soliton are modiﬁed by the noise, especially the invariant quantities which grow linearly with respect to t.
However, the propagation does not seem to be strongly affected and the velocity has not signiﬁcantly changed in
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Table 5
Computation of the velocity of the larger soliton during the interaction by a linear regression x D ct C x
0 for t 2 I on 100 trajectories for
different values of the noise amplitude γ. Here, h D 0:01,  D 0:01, c1 D 0:3, x0;1 D 0:4, c2 D 0:1, x0;2 D 0:8, " D 4:84  10−4
Iγ D 0:005 γ D 0:01 γ D 0:015 γ D 0:02
hci
p
Var.c/ hci
p
Var.c/ hci
p
Var.c/ hci
p
Var.c/
[0;1] 0.304 0.0077 0.304 0.018 0.308 0.0217 0.309 0.0340
[1;2] 0.420 0.0181 0.417 0.034 0.408 0.0446 0.404 0.0527
[2;3] 0.305 0.0144 0.303 0.029 0.309 0.0397 0.311 0.0589
[3;4] 0.306 0.0178 0.304 0.033 0.307 0.0530 0.295 0.0781
Table 6
Average study before and after the interaction
γ h1ci
p
Var.1c/ h1x0i
p
Var.1x0/ r.1c;1x0/
0.005 1:78.−3/ 1.39.−2/ 0.100636 2.49.−2/ 0.88
0.010 1:14.−3/ 2.58.−2/ 0.101471 4.74.−2/ 0.88
0.015 7:20.−4/ 4.08.−2/ 0.094355 8.46.−2/ 0.90
0.020 −2:20.−3/ 9.15.−2/ 0.160241 2.27(−1) 0.95
Table 7
Table of the average of the shift during the interaction in function of the noise
γt min hi
p
Var.d/
0.005 1.58 0.103453 0.011904
0.010 1.67 0.103384 0.0220987
0.015 1.87 0.095702 0.0362567
0.020 1.66 0.100716 0.0473167
Table 8
Numerical and theoretical phase shift of the larger soliton during the interaction in function of "
" th 
4:84  10−4 0.105785 0.104465
3.3. Study of the interaction of two solitons in the presence of noise
We now want to study the inﬂuence of the noise on the interaction of two solitons. We reproduce the simulation
of Section 2.3.2 but now a noise term is added.
InTable5,weshowtheevolutionoftheaveragevelocityofthelargersolitonforγ D 0:005;0:010;0:015;0:020.
We do not observe any signiﬁcant change in the velocity, except on the interval [1;2] when the interaction happens.
In Table 6, for different values of the noise level, the average of the difference of velocity before and after
the interaction, denoted by h1ci, is given. The second column gives its standard deviation. We can see that this
difference is small for all the values of γ.
The approximate velocity is computed thanks to a linear regression on a given interval I. This gives a line
x D c.I/t C x
0.I/;
where c.I/ is the approximate velocity. The approximate shift due to the interaction can be computed from the
value of x
0 before and after the interaction. The average of this quantity, denoted by h1x0i, is given in the fourth
column of Table 6, the standard deviation in the ﬁfth.224 A. Debussche, J. Printems/Physica D 134 (1999) 200–226
Fig. 19. Average curves of the ﬁrst invariants of the deterministic equation computed with 100 trajectories on [0;4] in the case of the interaction
of two solitons with c1 D 0:3, c2 D 0:1, x0;1 D 0:4, x0;2 D 0:8, γ D 10−2, " D 4:8410−4. In (a), (b), (c), each curve is supplemented by one
trajectory curve. In (d), the evolution of the L1-norm and the average of this quantity are plotted.
We notice that the standard deviation is relatively large, indicating that the computation of the phase shift from
1x0 would give a bad estimator. To remedy this problem, we can remark that the correlation between 1c and 1x0
is close to 1. This is given in the sixth column of Table 6. For a given path and time t,w es e t
.t/ D .1c/t C 1x0:
Since h1ci is small, we deduce that h.t/i depends little on time so that the average of the shift can be computed
from t for any value of t. We observe also that the standard deviation of .t/is minimal for
t D tmin D−
Cov.1c;1x0/
Var.1c/
;
where Cov and Var denote the covariance and the variance operators. If this time is chosen, the standard deviation
is proportional to 1 − r.1c;1x0/, where r.1c;1x0/ is the correlation coefﬁcient between 1c and 1x0 which, as
shown in Table 6, is close to one. We deduce that, if h.tmin/i is taken to approximate the average of the shift, we
obtain a good estimator.
In Table 7, we give the value of .tmin/ for different γ. We observe that it does not seem to depend on γ, – or that
the variation with respect to γ is not detectable by our experiment – and that the values are close to the shift in the
deterministic case given in Table 8.A. Debussche, J. Printems/Physica D 134 (1999) 200–226 225
Therefore, since the velocity of the soliton and the shift are not sensibly modiﬁed by the noise, we can conclude
that the elasticity property of the collision is not totally destroyed by the noise. However, the standard deviation
increases linearly with respect to γ. This indicates that when γ increases, more and more paths present nonelastic
interaction with a shift signiﬁcantly different from the deterministic shift.
In Fig. 19, the evolution of I2, I3 and I4 in average is given for γ D 0:01. Again, we observe a linear growth
which agrees with the theoretical prediction. Hence, in this aspect, the integrability property of the Korteweg–de
Vries equation is totally destroyed.
The evolution of the L1-norm and of its temporal average is shown in Fig. 19(d). The peak corresponds to the
averaged instant of the interaction. The observed value is very close to the deterministic value (which is around
1.25). We also note a signiﬁcant change in the amplitude of the larger soliton before and after the interaction. The
difference is of the order 10−1 which is much larger than the sampling error. This increase of the amplitude seems
to be the same as in the case of the propagation of the larger soliton described in Section 3.2.2. Therefore, we think
it is not due to the interaction.
To conclude, it seems that, as far as the average on the short interval of time [0;4] is concerned, the noise does
not affect signiﬁcantly the velocity of the soliton, or the phase shift resulting from the interaction. Even the instant
of the interaction is not modiﬁed. However, I2, I3 and I4 are not conserved anymore and it seems that the amplitude
of the soliton increases. This last aspect might reﬂect a change in the shape of the wave.
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