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Nous exposons un algorithme permettant de discrétiser les équations différen
tielles aux dérivées partielles de manière à préserver leurs symétries. La méthode
est appliquée à l’équation de la chaleur, à l’équation de Burgers, à l’équation de
Burgers pour le potentiel et à l’équation de Korteweg-de Vries. En préservant les
symétries, il est possible d’appliquer la théorie des groupes de Lie pour en obtenir
des solutions exactes.
L’effet d’une transformation hodographe sur un schéma invariant est ensuite
étudié. Cette transformation est utilisée pour générer de nouveaux schémas inva
riants et pour en obtenir des solutions exactes.
finalement, trois simulations numériques sont réalisées. L’objectif principal est
de comparer l’efficacité des schémas invariants à celle de méthodes aux différences
finies standards.
Mots clés Équations différentielles aux dérivées partielles, équations aux
différences finies, symétries, schémas invariants et transformation hodographe.
ABSTRACT
We present an algorithm for discretizing partial differential equations in such a
way as to preserve their symmetries. The method is applied to the heat equation,
the Burgers’ equation, the Burgers’ equation in potential form and the Korteweg-de
Vries equation. By preserving the symmetries it is possible to apply the Lie group
theory to obtain exact solutions of the illvariallt schemes.
The effect of a hodograph transformation on invariant schemes is studied. It is
used to generate new invariant schemes and get exact solutions.
finally, three numerical simulations are performed. The goal is to compare the
effectiveness of invariant schemes versus standard fuite difference methods.
Key words Partial differential equations, fuite difference equations, symme
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Introduction
De nos jours, l’étude des phénomènes naturels décrits par des équations différen
tielles nécessite de plus en plus que l’on ait recours à des méthodes numériques pour
en obtenir des solutions. Dans les cinquantes dernières années, de grands efforts
ont été réalisés pour développer des algorithmes numériques minimisant les erreurs
de troncature locale. Ces méthodes, lorsque appliquées avec soin, permettent de
résoudre, avec une grande exactitude, une panoplie d’équations différentielles.
Néanmoins, les méthodes basées sur le contrôle des erreurs locales ne permettent
pas nécessairement de préserver les propriétés qualitatives et géométriques du pro
blème continu. Un des défis de l’analyse numérique moderne consiste à développer
de nouvelles méthodes numériques incorporant certaines structures du problème
original [321. Parmi les diverses méthodes mises au point, on retrouve entre autre
les intégrateurs symplectiques, 12, 121, les méthodes basées sur la conservation de
l’énergie [441, et celles basées sur l’application des groupes de Lie [3, 14—19, 22—25,
28,29,33,37,39—43,47,51,56]. Dans ce mémoire, nous nous intéressons à l’étude des
schémas numériques qui préservent les symétries des équations différentielles.
L’étude des symétries de schémas numériques approximant un système d’équa
tions différentielles peut se faire sous deux approches différentes. L’une d’elle con
siste à définir des schémas invariants sur des maillages à pas fixes et à considérer
des transformations n’agissant pas sur les maillages [29,33,43]. Pour obtenir des
symétries intéressantes, des transformations agissant sur plus d’un point à la fois
doivent être envisagées. La deuxième approche consiste à définir des schémas inva
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riants sur des maillages évolutifs. Une telle approche est utilisée lorsqlle le groupe
de transformations agit à la fois SIIf les variables indépendantes et dépendantes. En
plus de permettre la transformation des équations approximant un système d’équa
tions différentielles, on permet aussi au maillage de se transformer. Présentement,
deux approches sont développées pour aborder cette question. L’une d’elle est basée
sur l’application de la théorie des repères mobiles d’Élie Cartan [37,47] ; tandis que
l’autre repose sur l’utilisation des générateurs infinitésimaux de symétries, introduit
par Sophus Lie [3,14—19,22—25,28,29,33,39—43,51,56].
Dans ce mémoire, tous les schémas numériques invariants mis au point sont
obtenus en iltilisant le formalisme des générateurs infinitésimaux de symétries.
Ce travail s’inscrit dans un programme de recherche, entamé il y a environ une
quinzaine d’aimées, visant à développer les applications de la théorie des groupes
de Lie aux équations aux différences finies pour en faire un outil aussi puissant que
sa contre-partie continue. Rappelons certaines propriétés importantes des symétries
des équations différentielles motivant l’effort de recherche [6,7,21,35,45,46,48]:
1. L’action d’un groupe de symétries transforme les solutions vers d’autres solu
tions. Ainsi, à partir d’ulle solution, il est possible d’en générer de nouvelles.
2. Il existe une procédure standard pour obtenir l’ensemble de tous les inva
riants d’un groupe de symétries; ceci permet de donner une représentation
invariante d’un système d’équations différentielles e plus de fournir la forme
des soliltions invariantes.
3. Lorsque appliqilée à une équation différentielle ordinaire, la connaissance de
symétries permet de réduire l’ordre de cette dernière. Si le groupe de symétries
admet un sous-groupe résoluble de dimension égale ou supérieure à l’ordre de
l’équation, il est alors possible d’obtenir la solution par quadrature.
4. L’invariance d’un système d’équations différentielles aux dérivées partielles
originant d’un problème variationnel est lié, par le théorème de Noether à
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l’existence de lois de conservation du système.
Au niveau de la discrétisation invariante des équations différentielles, plusieurs
résultats importants ont été obtenus à ce jour. La classification complète des sché
mas invariants approximant une équation du deuxième ordre est connue [251. La ver
sion discrète du théorème de Noether a été appliquée avec succès pour résoudre des
systèmes d’équations aux différences finies approximant une équation différentielle
ordinaire [271. Une revue de plusieurs résultats importants et une bibliographie
exhaustive de ce secteur de recherche est disponible [431• Les résultats concernant
la discrétisation d’équations différentielles aux dérivées partielles sont de leur côté
plus fragmentaires [19,22—24,28,39,401. L’objectif de ce travail consiste à appliquer
la théorie des groupes continus aux équations aux différences finies de manière
à discrétiser des équations différentielles aux dérivées partielles tout en conser
vant leurs symétries. La plupart des équations différentielles aux dérivées partielles
discrétisées dans ce mémoire ont déjà été étudiées par Dorodnitsyn et coauteurs,
[3,18,19,22—24,281. Cepeildarit, notre approche est différente, en ce sens que nous
n’introduisons pas de variables de type lagrangiennes. Ce faisant, nous sommes
en mesure de retrouver l’ensemble des schémas déjà obtenus par Dorodnitsyn et
coauteurs, en plus d’en proposer plusieurs nouveaux.
Comme la première étape menant à la réalisation de schémas numériques in
variants d’équations différentielles consiste à déterminer le groupe de symétries de
ces dernières, nous débutons ce travail en rappelant certains résultats relativement
à l’application des groupes de Lie aux équations différeiltielles. Dans un deuxième
temps, nous exposons la théorie permettant de mettre sur pied des schémas numé
riques préservant les symétries d’équations différentielles. Dans les chapitres 3, 4, 5
et 6, nous appliquons le formalisme à quatre équations différentielles aux dérivées
partielles importantes de la physique mathématique. Dans l’ordre, il est question
de l’équation de la chaleur, de l’équation de Burgers, de l’équation de Burgers
dans sa forme potentielle et finalement de l’équation de Korteweg-de Vries. Une
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fois les schémas invariallts mis en place, nous appliquons la théorie des groupes de
symétries pour en obtenir des solutions.
Dans un autre ordre d’idées, il est bien connu que deux équations liées l’une
à l’autre par une transformation bijective et ponctuelle ont la propriété que leurs
algèbres de symétries sont isomorphes l’une à l’autre par la même transforma
tion. Dans la plupart des cas, lorsqu’on génère des schémas invariants de ces deux
équations différentielles, on constate qu’il est impossible de les relier par la même
transformation liant les équations différentielles. Au chapitre 7, nous montrons
que pour une transformation ponctuelle fort simple, la transformation hodographe,
les schémas mvariants sont reliés par la même transformation que les équations
différentielles. Nous exploitons ce résultat pour générer facilement des schémas
invariants d’équations différentielles jamais discrétisées et pour e obtenir des so
lutions exactes.
Finalement, trois simulations numériques sont réalisées. L’objectif est de com
parer la précision des schémas invariants à celle de discrétisatiolls standards. En
utilisant des schémas explicites, nous résolvons un problème avec conditions aux
limites et un problème périodique pour l’équatioll de la chaleur. Comme troisième
application, 110115 appliquons des schémas implicites de l’équation de Korteweg-de
Vries pour modéliser la célèbre solution à un soliton [381.
Chapitre 1
Groupes de symétries des équatiolls
différeutielles
L’application des groupes de Lie aux équations différentielles constitue un sec
teur de recherche fort important de la physique mathématique. Cette branche des
mathématiques a vu le jour dans les travaux de Sophus Lie à la fin du dix-neuvième
et au début du vingtième siècle. Il existe plusieurs bons livres traitant de ce sujet
[6,7,21,35,45,46,48]. Ce chapitre se veut un bref survol des concepts et résultats
importants permettant de calculer les symétries d’équations différentielles. Pour
une exposition beaucoup plus détaillée et rigoureuse, nous réferrons le lecteur à la
liste mentionnée précédemment.
Afin de formaliser la discussion et de fixer la notation, nous rappelons la défi
nition d’un système d’équations différentielles.
Définition 1.1. Un système %, de N équations différentielles d’ordre n, à p va
riables indépendantes, x = (x1,. . . , x”) X C W, et à q variables dépendantes,
u = (ui,. . . , u) E U c W est une apptication tisse du n-ième espace de jets,
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x x vers t’espace euclidien R1’J
X x u ,S
(1.1)
A(x,u(x)) — O,
Le n-ième espace de jets, X x est la variété différeiltielle formée du produit




3x318x32 . . . 8x
jusqu’à l’ordre n. Dans cette notation multi-indicielle, J = (ji, ,jk) est un
vecteur à k composantes non ordonnées d’entiers, avec pour composante 1 1k P,
spécifiant par rapport à quelle variable indépendante u est dérivé. Nous notons par
#J l’ordre de la dérivée, c’est-à-dire #J = k.
1.1 Transformations ponctuelles locales
Définition 1.2. Un groupe de transformations ponctuelles locales, agissant sur
X x U est donné par un groupe de Lie G, un ouvert C,
{e}xXxUCCCGxXxU,
spécifiant te domaine de définition du groupe de transformations et une application
tisse I’: C — X x U
(g, (x, u)) g (x, u) = (, ) = (A(g, x, u), Q(g, x, u)), (1.2)
satisfaisant tes propriétés
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(a) Si (h,(x,u)) E , (g,k. (x,u))) E et (g.h,(x,u)) E ators
g (h. (x,u)) = (g. h). (x,u).
(b) Pour tout (x, u) e X x U
e• (x.u) = (x,u),
où e est l’élément neutre du groupe G.
(e) Si (g, (x, u)) e Y et (g’, g• (x, u)) é alors
g1 (g (x,u)) = (x,u).
Remarquons qu’outre l’hypothèse sur la forme du domaine é, la propriété (e)
est une conséquence directe de (a) et (b).
L’action d’un sous-groupe à une dimension, G6 C G, sur X x U engendre un
flot
@, ) = g6 (x, u) = (A(e, x, u), (e, x, u)), g6 E G6
satisfaisant, sans perte de généralité, la condition
(A(O,x,u),(O,x,u)) = (x,u).
La variable e correspond au paramètre de transformations définie dans un voisinage
de zéro et compris dans R. À ce flot, on lui associe naturellement un champ de
vecteurs.
Définition 1.3. Soit G6 un groupe à un paramètre agissant sur X x U. Le généra
teur infinitésimal de transformations associé à l’action de G6 sur X x U est définie
$
pa
y (A(e, x, u)’ Q(e. x, u)),
de c=o (1.3)
Dans ce mémoire, nous adoptons la notation différentielle
(1.4)
lorsqu’on écrit explicitement les composantes d’un champs de vecteurs. Une telle
écriture, comme nous le verrous dans les chapitres à venir, s’avère très pratique lors
du calcul des invariants d’un groupe de symétries.
Inversement, si un genérateur de transformations est connu, on peut récupérer







avec la condition initiale (, cO= (x, u). Le calcul du flot ou du groupe de trans
formations à un paramètre engendré par y est souvent appelé à l’exponentiation
du champ de vecteurs que l’on note
exp(ev)(x,u) g6 (x,u).
À un groupe de Lie G de dimension r, on associe r générateurs infinitésimaux
linéairement indépendants, {vi,. . . ,vj. Cet ensemble forme une base de l’algèbre
de Lie L associée à G. À partir de cette base il est possible d’engendrer tous les
éléments du groupe connexe à l’identité en composant successivement des éléments
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de groupe à un paramètre
g = flexp(evj), g e G,
où les y {vi vr} et le produit n’est pas ordonné.
1.2 Prolongation continue d’un générateur infini
tésimal de transformations
La transformation des variables x et u engendrée par (1.4) induit naturelle
ment une transformation des dérivées de u. En général, celles-ci sont non linéaires
et leurs expressions explicites deviennent rapidement gigantesques. Heureusement,
l’expression de la prolongation d’un générateur infinitésimal de transformations
s’écrit de manière compacte.
Proposition 1.1. Soit
v=
un générateur infinitésimal de transformations. La n-ième prolongation continue
du champ de vecteuTs y est donnée par t’expression
prv = y + (1.6)
a=1
où
‘(x, u) = D ( — + (1.7)
et D est l’opérateur de dérivée totale, D = . . .
Tout comme il est possible de recouvrir l’action du groupe à un paramètre
‘o
agissant sur X x U à partir de y. Il est possible, à partir de la n-ième prolongation du
champ de vecteurs, d’obtenir la n-ième prolongation de l’action, PrgE (x, u(’))
(, agissant sur x, u et toutes les dérivées de u jusqu’à l’ordre n. Pour ce
faire, il suffit de résoudre le système d’équations différentielles ordinaires
=
aJ@, )), = 1,. . . ,q, #J = 1,. . . , n,
avec la coildition initiale (, EOz= (x u(’)).
1.3 Invariance des équations différentielles
Sachant comment les dérivées de u se transforment sous l’action d’un groupe
G, nous sommes maintenant en mesure de formaliser le concept de symétrie d’un
système d’équations différentielles.
Définition 1.4. Soient Y = {(x,u(’)) = O, z-’ = 1,... ,N}, ta sous-
variété du n-ième espace de jets X x représentant t’espace des solutions du
système d’équations différentielles (1.1) et G un groupe de transformations ponc
tuettes de dimension r. G est un groupe de symétries de si
prg {(, i) ) = O, y 1,..., N} = (1.8)
pour tout g E G.
En d’autres mots, l’action du groupe de transformations G est un automor
phisme de l’espace des solutions.
Du point de vue pratique, la définition 1.4 n’est pas d’une grande utilité,
puisqu’il est difficile de trouver toutes les symétries d’un système d’équations
li-
différentielles à partir du critère (1.8). Cependallt, il est possible de formuler une
condition d’invariance infinitésimale simple et algorithmique, qui permet de déve
lopper des routines informatiques capable de calculer les symétries d’un système
d’équations différentielles [4,10,11,34,501. Avant d’énoncer la condition d’invariance




un système d’équations différentielles. Le système est dit de rang maximal si ta
matrice jacobienne,
(n) (0&’ 8A’\J(x,u
de A par rapport à toutes tes variables (x, ()) est de rang N sur l’espace des
solutions, c’est-à-dire lorsque A(x,u(”)) = 0.
Proposition 1.2. G est un groupe de symétries, de dimension r, du système
d’équations différentielles (1.1) de rang maximal si et seulement si
prvk[AV(x,u)1lo..c\No= 0, k = 1,... ,r, y = 1,... ,, (1.9)
où tes vk forment une base de l’algèbre de Lie L du groupe G.
Expliquons, brièvement, comment à partir de (1.9) on détermine les symétries
de (1.1). Tout d’abord, on considère un champ de vecteurs général, (1.4), que
l’on remplace ensuite dans (1.9). Comme (1.9) doit être vérifiée sur l’espace des
solutions, 011 utilise le système d’équations différentielles A = O pour exprimer
N dérivées en fonctions des autres. Ce faisant, on génère un système d’équations
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différentielles impliquant des monômes de la forme
(1.10)
tous linéairement indépendants. Les exposants a, j = 1,. , q, ainsi que les multi
indices J, i 1,. . . , q dans (1.10) sont déterminées par le système d’équations
différentielles étudié. Ce faisant, la condition (1.9) est vérifiée si chaque coefficient
devant les monômes (1.10) s’annule. On obtient alors n système d’équations
différentielles linéaires pour les , j Ï, .
.
,p et les , c = 1, . . . , q. La solu
tion du système d’équations, nous fournit les générateurs de symétries du système
d’équations différentielles. Trois possibilités peuvent survenir [54, 55]
1. Le système d’équations déterminantes admet seulement la solution triviale
= 0, j = 1,. .
.
,p, 0, c = 1,. . . ,q. Dans ce cas, la seule symétrie
admise est la transformation identité e, ce qui est trivial.
2. La solution générale du système d’équations déterminantes dépend de r cons
tantes d’intégration indépendantes ,r < oc. Dans ce cas l’algèbre de symétries
L et le groupe de symétries G sont de dimension r.
3. La solution générale du système d’équations déterminantes dépend de fonc
tions arbitraires en x et u. Dans ce cas l’algèbre et le groupe de symétries
sont de dimension infinie.
Chapitre 2
Groupes de symétries des équations
aux différences finies
L’étude des symétries des équations aux différences finies est un domaine de
recherche récent. Deux articles publiés en 1991 ont marqué le coup d’envoi de ce
secteur de recherche 115,421. Depuis ce temps, cette branche des mathématiques a
connu un véritable essor. L’application de la théorie des groupes aux équatiolls aux
différences finies est très similaire à celle des équations différentielles. La principale
différence réside dans la définition de la prolongation de l’action du groupe de
transformations ponctuelles.
Les applications de la théorie des groupes aux équations aux différences finies
sont aussi vastes que pour les équations différentielles. Dans ce qui suit, nous expo
sons les concepts nécessaires à la mise sur pied de schémas numériques invariants
d’équations différentielles. La plupart de la théorie est développée en utilisant le
point de vue qu’un système d’équations aux différences finies peut être considéré
comme un objet mathématique en soi et non pas simplement comme le résultat de
la discrétisation d’une équation différentielle. Ce faisant, nous espérons que la dis
tinction entre les résultats qui sont complètement généraux et ceux qui doivent être
vérifiés seulement lorsqu’un système d’équations aux différences finies approxime
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un système d’équations différentielles sera clair.
Tout comme pour les équatiolls différentielles, nous débutons par rappeler la
définition d’un système d’équations aux différences finies afin de fixer la convention
d’écriture.
Définition 2.1. Un système d’équations aux différences finies est ‘un système
d’équations algébriques
Ev({Zm+j}jj) = O, Zm+j E Z C Rt, {O} C J C Zt,
(2.1)
reliant ta variable z en un nombre fini de points discrets.
Le multi-indice m = (m1, ..., mt) E Zt à valeurs entières, sert à identifier les
points discrets dans l’espace continu Z. L’indice j, quant à lui, permet d’identifier
les points voisins d’un certain Zm. On notera par #J la cardinalité de l’ensemble J
et nous supposons que celle-ci est finie. Il ne faut pas confondre les définitions de
J et #J fournies dans ce chapitre avec celles du chapitre précédent. La significa
tion de J et #J est différente dépendant qu’on parle d’équations différentielles ou
d’équations aux différences finies. Afin d’éviter toute confusion possible, spécifions
que dans ce chapitre, J et #J ont toujours la signification que nous venons tout
juste d’introduire.
Tout comme pour les équations différentielles, l’étude des symétries dans les
équations aux différences finies se fait en considérant l’action d’un groupe de trans
formations ponctuelles G agissant sur Z,
{e}xZCCGxZ,
(g,z) H-* ‘(g,z) z =
Par le même raisonnement que celui exposé au chapitre 1, au groupe de transfor
mations ponctuelles G, de dimension r, on lui fait correspondre une algèbre de Lie
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L engendrée par des champs de vecteurs de la forme
Vk kïI(z) (2.2)
ti=1
où z’ est la bt-iéme composante de z.
2.1 Prolongation discrète de l’action
Dans le cas discret, la prolongation de l’action d’un groupe est géométrique
ment simple à visualiser. Les transformations n’agissant qu’en un point générique
Zm, la prolongation consiste à étendre la transformation à tous les points de l’espace
discret. Cependant, comme le nombre de points intervenant dans le système d’équa
tions aux différences finies (2.1) est fini, on peut se limiter à définir la prolongation
discrète de l’action en incluant seulement les points figurant dans (2.1).
Définition 2.2. Soit G un groupe de transformations ponctuettes agissant sur Z,
ta prolongation discrète du groupe de transformations est définie comme
pr ‘: j) ,V Z#J, {e} Z#J c G x Z#J,
(2.3)
(g, {zm+j}jj) I” p (g, {Zm+j}jEj) {(g, Zm+j)}jj prg {zm+j}jej.
En considérant un sous-groupe de transformations à un paramètre GE C G, en
dérivant le flot engendré par la prolongation discrète de l’action et en évaluant à




un générateur infinitésimat de transformations ponctuettes. La prolongation dis-
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crête du champ de vecteurs y est donnée par l’expression
prV=(Zm+j)3 . (2.4)
jEJ t=1
2.2 hrvariance des équations aux différences finies
Définition 2.4. Soient Y {zm : Ev({Zm+j}jEj) = O, t’ = 1 N}, t’espace
des sotutions du système d’équations aux différences finies (2.1) et G un groupe de
transformations ponctuelles. G est un groupe de symétries de Y si
prg•Y = {(m t Ev({rn+j}jEj) = O, t’= 1,...,N} = Y, (2.5)
pour tout g e G.
Tout comme pour les équations différentielles, c’est le critère d’invariance infi
nitésimal qui nous est utile. Avant de l’énoncer, précisons ce qu’on entend par un
système d’équations aux différences finies de rang maximal.
Définition 2.5. Soit E t Z#’ > RN, Z c Rt un système d’équations aux
différences finies, (2.1), où N < t x #J. Le système d’équations aux différences
nies est dit de rang maximal si la matrice jacobienrie
0(El,...,EN)
0({Zm+j}jj)
est de rang maximal, c ‘est-à-dire égal à N.
Théorème 2.1. Soient G un groupe de transformations ponctuelles agissant sur
l’espace Z et E : RN E = O, N < t x #J, un système d’équations aux
différences finies de rang maximal sur l’espace des solutions. G est un groupe de
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symétries du système d’équations aux différences finies si et seulement si
prv[Ev({zm+j}jEJ)fiE=o= 0, (2.6)
pour tout y dans L.
La preuve de ce théorème est équivalente à démontrer l’invariance d’un système
de fonctions algébriques, dépendant des variables {zm+j}jEJ, sous le générateur
infinitésimal de transformations (2.4), t451•
En principe, avec les outils mis en place, nous pouvons répondre à deux ques
tions importantes. Étant donné un système d’équations aux différences finies, quelles
sont ses symétries? La réponse à cette question est donnée dans une série de deux
articles, [39, 401. Inversement, étant donné une algèbre de symétries L, quel est le
système d’équations aux différences finies le plus général invariant sous le groupe de
transformations engendré par L? Dans la section qui suit, nous rappelons comment
répondre à cette question puisque c’est une étape importante dans la réalisation de
schémas numériques invariants. La démarche est complètement algorithmique et
repose sur l’observation que si Ii({m+j}jj),. . . Ik({Zm+j}jj) sont des invariants
de l’algèbre L, alors toute fonction, F(11,. . . , Ik), de ces invariants est aussi sous
L.
2.3 Invariants et équations invariailtes
Soit L, une algèbre de symétries de dimension r et {vi,.. . ,VTI une base de celle
ci. Pour qu’une quantité I({Zm+j}jj) soit invariante sous tout le groupe engendré
par L il faut d’abord qu’elle le soit sous le groupe à un paramètre engendré par y1.
Le critère d’invariance infinitésimal impose que I doit vérifier l’égalité
prvi[I]=0. (2.7)
1$
L’équation (2.7) est une équation différentielle aux dérivées partielles du premier
ordre qui se résoud par la méthode des caractéristiques. Ce faisant, on obtient
t x J — 1 quantités invariantes, I,, 1,. . . , t x #J — 1, sous exp(c1v1). La
deuxième étape consiste naturellement à trouver les quantités invariantes à la fois
sous exp(e2v2) et exp(c1v). Pour ce faire, les invariants de exp(c2v2) doivent être
exprimés en terme des I. En appliquant le critère d’invariance infinitésimal pour
y2 on doit avoir
pfV2[I2(I,...,I#J_l)] =772j (Zm+j) =0. (2.8)
jJ m+J
Pour résoudre (2.8) on efffectue un changement de variables de tel sorte que le
champ de vecteurs s’exprime en fonction des I. Ce faisant, (2.8) devient
tx#J—1 012:: 2ÎL(I . . , = 0. (2.9)
L1
La solution de (2.9) est une fois de plus donnée par la méthode des caractéristiques.
La solution nous procure un ensemble {I, = 1, . . . t x #J — 2} de t x #J — 2
élémellts, à la fois invariants sous exp(c1v1) et exp(e2v2). En continuant ainsi de
suite avec tous les vecteurs de base de l’algèbre de Lie L, on trouve a quantités,
I, invariantes sous le groupe de transformations G, c’est-à-dire
pfVk[I]0, l<k<r, 1<t<c, (2.10)
avec
= t x — rang M, (2.11)
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formée des coefficients des champs de vecteurs prolongés. Le rang de la matrice Ai
est calculé en 1111 point générique Zm. Par construction, il est immédiat que toute
fonction F(11, . . . , I) vérifie le critère d’invariance illfinitésimal
pr vk[F(Il, . . . , In)] = 0, 1 < k <r.
Ainsi, une équation aux différences finies d’un système invariant doit être de la
forme
E(I1,...,I)=0. (2.13)
Une telle équation est dite fortement invariante. D’autres équations invariantes
peuvent être obtenues en déterminant les sous-variétés E({Zm+j}jEJ) = 0, sur les
quelles le rang de la matrice M est inférieur au rang maximal et vérifiant
prvk[E1=0, k=1,...,r. (2.14)
De telles équations sont dites faiblement invariantes ou simplement variétés mua
riantes. Dans les applicatiolls, il est souvent préférable de commencer par déter
miner les variétés invariantes, car le calcul des invariants sur ces variétés peut se
simplifier.
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2.4 Discrétisation illvariante des équations différen
tielles
Avec la théorie développée dans les sections 2.1, 2.2 et 2.3, l’algorithme de dis
crétisation des équations différentielles ordinaires ou aux dérivées partielles, revient
simplement à appliquer les concepts exposés, en y ajoutant quelques contraintes.
L’algorithme est standard et 011 le retrouve dans l’ensemble des références traitallt
de ce sujet [3,14,18,19,22—25,28,39,40,43,49,51,52]. Dans ce qui suit, nous l’énon
çons de manière générale de façon à couvrir à la fois la discrétisation invariante
d’équations différentielles ordinaires et celle d’équations différentielles aux dérivées
partielles.
La première étape de l’algorithme consiste, évidemment, à se donner un système
d’équations différentielles, (1.1), admettant un certain groupe de symétrie G, non
trivial. La discrétisation invariante d’un système d’équations différentielles (1.1)
consiste, comme toutes méthodes numériques aux différences finies, à échantillonner
dans l’espace des variables indépendantes X des points x libelés par des indices
discrets
mEZ. (2.15)
La discrétisation des variables indépendantes engendre naturellement une discréti
sation des variables dépendantes, 11m Dans la majeure partie de ce travail, p sera
égal à deux et la variable u sera une fonction scalaire.
La mise au point de schémas numériques invariants consiste à déterminer la
façon dont il faut échantillonner les points Xm et à déterminer l’évolution de la
solution 11m de telle sorte que les symétries du problème continu soient conservées
tout en approximant correctement le système d’équations différentielles. Comme
les transformations que nous considérons agissent à la fois sur les variables dépen
dantes et indépendailtes, les équations du maillage doivent faire partie intégrante
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du schéma numérique. Ainsi, pour modéliser adéquatement le problème discret,
nous considérons un système de p + q équations aux différences finies
Ek({Xm+j,Um+j}jCJ) 0, 1 k q+p, m E Z’, (2.16)
où {0} C J C Z”. Nous supposons toujours que la cardinalité de J est finie. Par
choix, nous supposons que les p premières équations servent à spécifier le maillage
tandis que les q autres équations servent à approximer le système d’équations
différentielles (1.1). Par exemple, pour une équation différentielle ordinaire, un
schéma numérique sera composé de deux équations tandis que pour une équation
différentielle aux dérivées partielles à deux variables indépendantes nous en aurons
trois. La quantité de points présents dans (2.16) dépend de l’ordre du système
d’équations différentielles ainsi que de la précision avec laquelle nous approximons
les dérivées. Dans la limite continue, nous imposons que les q dernières équations du
système (2.16) convergent vers les équations différentielles du problème original et
que les p premières deviellnellt des identités (0 = 0). L’ensemble des considérations
développées dans les sections précédentes s’applique immédiatement aux équations
formant nos schémas. Il suffit de poser Zm = (Xm, Um) é X x U, ce qui nous permet
de définir la prolongation discrète du générateur de symétries, (1.4), comme
pr y [+i + ], (2.17)jeJ k=1 m+j ,4 m+j
k _tk(ou — ç Xm+i, Um+j) e Ym+j — Ui
Proposition 2.1. Dans ta limite continue, ta protongation du champ de vecteurs
(2.17) tend vers (1.6).
L’écriture d’une preuve générale de ce fait est loin d’être évidente. Dans l’annexe
I, nous démontrons cette affirmation dans un cas particulier mais qui demeure assez
général pour contenir tous les types de symétries traitées dans ce travail.
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Finalement, les équations formant les schémas invariants (2.16) sont obtenues en
appliquant l’algorithme de la section 2.3. Dans lequel on remplace zrn par (Xm, ‘Um)
avec m dans Z et {O} e J C Z. Pour la prolongation de y on prend l’expression
en (2.17).
Comme toutes les applications traitées dans ce mémoire contiennent au plus
que deux variables indépendantes et une variable indépendante, nous introduisons
une convention d’écriture qui permet de simplifier la notation. Celle-ci est basée
sur les travaux de Dorodnitsyn et coauteurs
(Xm,n,tm,n,Um,n)
(Xm+in, tm+1,n, m+i,n) @, , ),
(Xmn*i,trn,n+i,flm,n*i)
(2.1$)
(Xm,n±2, tm,n±2, Um,n+2) (x, t÷, u±+),
(Xm+1,n±1, tm+1,n±1, Urn+in±i) (±, ±, û+),
(Xm+1,n+2, trn+1,n*2, Um+1,n*2) (++, ±+,
Les variables x et t correspondent aux variables indépendantes et u à la variable




— ), = +( —
ainsi que les dérivées premières discrètes
___u_—u__ __u—u_ +_u+—u
l-Ix — , ‘Lix — t. — h(t—— (t_
+ (2.20)
++ u++—u+ u—u= , r
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FIG. 2.1 — Schéma numérique.
À la figure 2.1 nous avons tracé un schéma typique.
Dans les quatre prochains chapitres, nous nous proposons de mettre au point
des schémas illvariants pour quatre équations importantes de la physique. Dans
l’ordre, nous considérons l’équation de la chaleur, l’équation de Burgers, l’équation
de Burgers pour le potentiel et l’équation Korteweg-de Vries.
m
n
(,Î,û t+, +, +) (++ ++, ++)
(x,t,u)
(x_,t_,u_)
(x, t+, u+) (x++, t++, u++)
Chapitre 3
Equation de la chaleur
Comme première application, nous nous proposons de trouver divers schémas
illvariants de l’équation de la chaleur à une dimension spatiale. Cette équation
différentielle aux dérivées partielles est certainement l’une des plus simples qui
soit. Cependant, son groupe de symétries rend cette équation fort intéressante.
3.1 1quation différentielle
Il est bien connu [45] que l’équation de la chaleur, à une dimension spatiale,
sans source et à coefficient de diffusion constant,
= (3.1)
admet l’algèbre de symétries infinie




y6 = 4tx8 + 4t28 — (x2 + 2t)u8,
v=cv(x,t)8 où (3.3)
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Les groupes à un paramètre associés à ces générateurs de transformations sont
G1 (x + e, t. u). translation spatiale,
G2 : (r, t + e, u), translation temporelle,
G3 : (x, t, e6u), dilatation,
G4 (eEx, e2ct, u), dilatation,




i — 4et’ 1 — 4et’




(x, t, u + ea(x, t)), principe de superposition.
(3.5)
3.2 Schémas invariants
Avant de calculer les invariants discrets de (3.2), mentionnons que
T = 0 (3.6)
est une variété invariante de cette algèbre. Cette équation invariante est très im
portante dans la mise en oeuvre des schémas invariants. Lors d’une simulation
numérique il doit être possible, à chaque itération temporelle, de déplacer en x
de manière à couvrir tout le domaine spatial. Pour ce faire, il est nécessaire que
les couches temporelles du maillage soient plates. Pour obtenir ces couches plates,
l’équation (3.6) doit absolument faire partie des équations spécifiant le maillage.
Heureusement, comme l’équation (3.6) est une variété invariante de (3.2) cette der
nière peut être incluse dans la définition d’un schéma invariant. En fait, comme
nous voulons toujours des maillages avec des couches temporelles plates, l’équation
(3.6) sera toujours l’une des trois équations formant nos schémas invariants.
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FIG. 3.1 — Schéma pour l’équation de la chalellr.
Les autres équations formant nos schémas invariants sont obtenues en combi
nant des invariants de l’algèbre de symétries (3.2). Pour générer ces équations, il
faut d’abord calculer une base d’invariants de (3.2). Comme l’équation (3.6) fera
toujours partie des nos schémas invariants, nous pouvons calculer la base d’inva
riants sur 1111 schéma à couches temporelles plates. Nous supposons que les inva
riants peuvent dépendre des variables {x_, x, x, , %, , t, , u, u, u, û_,
, û}, figure 3.1. Avec un tel choix, nons sommes en mesure d’obtenir à la fois
des schémas invariants explicites et implicites. La dépendence des invariants sur
d’autres points peut facilement être envisagée. Cela nous permettrait de générer
des schémas numériques plus précis que ceux dont nous allons obtenir. Cependant,
pius on augmente le nombre de points sur lesquels les invariants peuvent dépendre,
plus les calculs deviennent longs. Le schéma que nous considérons contient le mi
nimum de points nécessaires à l’approximation de la dérivée première en t et la
dérivée deuxième en x intervenant dans dans l’équation de la chaleur. En effet, en
utilisant les trois points discrets, à u niveau de temps donné, il nous est possible
d’approximer la dérivée deuxième en x et l’itération en t nous permet d’approximer






Appliquons la procédure exposée aux sections 2.3 et 2.4 pour dériver une base
d’invariants de (3.2). Premièrement, nous débutons par trouver les invariants de
y1. Pour ce faire, nous agissons avec la prolongation de y1 sur une quantité I que
nous supposons dépendre de {x_, x, x, ±+, t, , ‘u_, u, u, û+} et
égalons le résultat à zéro
(3.7)
Les quantités I satisfaisant (3.7) sont obtenues en utilisant la méthode des ca
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Dans l’expression (3.8), il n’y a pas réellement de division par zéro. C’est seulement
une manière compacte d’écrire le système d’équations différentielles obtenu par la
méthode des caractéristiques. Une telle écriture est courante. Les solutions de (3.8)
sont
(3.9)
et forment une base d’invariants de y1. Les quantités invariantes, à la fois sous y1
et y2, sont obtenues en appliquant le critère d’invariance (2.8) à une quantité I que
l’on suppose dépendre que des quantités trouvées en (3.9)
(8 + 8)I(h,h_,îl+, = 0. (3.10)
La dépendance de I sur les quantités (3.9) nous assure automatiquement que celle
ci est invariante sous le groupe engendré par y1. On résoud (3.10) par la méthode
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des caractéristiques ce qui mène au système d’équations différentielles ordinaires
o o o o
(311o o o o o o•
En résolvant (3.11), nous en concluons que les quantités invariantes à la fois sous
y1 et y2 sont
h, k+, h_, k+,u,r,u_,u,u+,û_,û,û+. (3.12)
Nous poursuivons en déterminant les quantités invariantes sous y1, y2 et y3. Pour
ce faire, on demande que l’application de la prolongation du champs de vecteurs
y3 sur une quantité I dépendant des invariants (3.12) vérifie
(u_8 +u8 +u8 +û_8 +û8 +û3)I = 0. (3.13)
Les solutions de (3.13) sont obtenues en résolvant le système d’équations différentielles
ordinaires
du = du = du = dû_ = dû = dû
u u u -
(3.14)
o o o o o o
Ce faisant, nous trouvons les quantités
- u_uûû_û
h_, h+, h_, k+, u, r, , , —, ——, . 3.15
u u u u u
Nous continuons, en ajoutant l’illvariance sous y4. Il faut donc solutionner l’équa
tion différentielle aux dérivées partielles
(x8_ + x8 + + §z3 + + +8 + 2t8 + 2)I = 0 (3.16)
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où I dépend maintenant des quantités en (3.15). Pour résoudre (3.16) et trouver les
quantités invariantes sous le groupe de transformations engendré par les champs de
vecteurs y1 à y4 nous devons exprimér la prolongation de y4 en terme des quantités
données en (3.15). En faisant ce changement de variables, l’équation (3.16) devient
(k0h_ +h+3h +_3 +î8 +Ja+2Ta)I = o. (3.17)
Une fois de plus, par la méthode des caractéristiques, il faut résoudre le système
d’équations différentielles ordinaires
dh_ — dh — dîi_ — dîi_ —
—
— îl_ — — u
- dT - d(u/u) - d(u/u) - (û/u) - (û/û) - d(û/û)
(318)
2T O — O — O — O — O
La solution de (3.18) nous donne les invariants
j2 2
T T î Ie+ ï G
1_
— , 1+ — — , 1+, I —
T T T T T (3.19)
u- û û_
, J_, ‘+—u u ‘u u u
Les invariants des générateurs de symétries y1 à y5 sont obtenus en déterminant
les solutions de
(2t(8_ + 3 +) + 2(8_ + 8 + 8)
— x_u_8 — — x+uL — — û8 — ++a)I = 0 (3.20)
où I est supposée dépendre des quantités trouvées en (3.19). En réexprimant la
prolongation de y5 en terme des quantités en (3.19), l’équation (3.20) se réécrit
— + J_a — J+a —7fa+4a7)I = 0. (3.21)
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Il faut donc résoudre le système d’équations différentielles ordinaires




— dJ — I
3 22L
La solution de (3.22) nous donne les 9 quantités invariantes
j2 t i-.
—
I_=—, L1.=—, I_=—, L1—, K=—exp—-——
T T T T U [ 2T
h+u
K = exp - , K = -- exp — (3 23)
u 2r u 2T
-‘
hu
K+ = exp — , K = — exp —
u 2T U 4-r
Finalement, nous obtenons les quantités invariantes sous l’algèbre de symétries (3.2)
en déterminant les quantités dépendantes de (3.23) et invariantes sous le groupe de
transformations à un paramètre engendré par y6. En utilisant le critère d’invariance
infinitésimal, il faut résoudre l’équation différentielle aux dérivées partielles
(4t(x_3_ + x + x8 + 4_8_ + +
+ 4t28 + 48
—
(x + 2t_)u_3_ — (x2 + 2t)u6 — (x + 2t+)u+8
—
(± + 2)û_8 — (2 + 2)û8
—
+ 2)-û+a+)I = 0, (3.24)
avec I dépeildant des quantités en (3.23). En exécutant un changement de variables
pour que la prolongation de y6 s’exprime en fonction des quantités en (3.23), l’équa
tion (3.24) devient
(4 (I_ aj_ +ia1 — Î_a — Î81) + 2K3
+ I_K_aK_ + IK8K + Î_k_a + Î+k+aJ?+)I 0. (3.25)
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La méthode des caractéristique nous dit qu’il faut résoudre le système d’équations
ddIdLdîd dK — dK dft
___
(326)
41_ 4I 41_ 4Î 2K I_K — IK f_ft_ Îk
Les solutions de (3.26) nous donnent
9 r 211 11+
____
‘- r’-’- —u
1 = , 12 = 13 = , 14 = — L exp I
h T T \UJ [2T
k ri u 1 u
lnt+lntE, (3.27)
4T h+h_ U] h uJJ
hu 2h f h. tu+’1 h u
17+
T + h 1% u u
1îiu2i Zln(_±1n(Z
T \u] h \u
Le nombre d’invariants obtenu en (3.27) est eu accord avec la formule (2.11)
puisque la matrice formée des coefficients des champs de vecteurs prolongés de
l’algèbre de symétries (3.2) est de rang 6.
Présentement, il est clair que tous schémas formés à partir des $ invariants de
la liste (3.27) et de l’équation T = O seront invariants sous l’algèbre de symétries
(3.2). En ce qui concerne le principe de superposition, celui-ci peut-être récupérer
en combinant adéquatement les invariants en (3.27). Dans la section 3.2.3 nous
montrons comment cela est possible.
À partir de la liste (3.27), nous pouvons générer au moins deux types de sché
mas invariants. Le premier consiste en des schémas où le rapport entre dellx pas
successifs en x est constant,
]-1,oo[.
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En particulier, lorsque = O, les pas en x sont égaux sur une couche temporelle
donnée. Il est important d’insister que l’uniformité des pas n’impliquent pas que
ceux-ci doivent être constants dans le temps. Le deuxième type consiste en des
schémas où l’évolution des pas en x dépend de la solution u.
3.2.1 Maillage uniforme en x
Trois types de schémas invariants admettant des pas uniformes en x sont cons
truits. Le premier est explicite, le deuxième est implicite et le troisième est de
type Crank-Nicolson. Un schéma est explicite lorsque la valeur û s’obtient direc
tement d’une formule impliquant la solution à l’itération temporelle précédente.
Un schéma est implicite lorsque l’équation d’évolution pour û implique une rela
tion entre d’autres points du même niveau de temps. Pour obtenir û et avancer au
prochain niveau temporel, il faut alors résoudre un système d’équations. finale
ment, un schéma de Crank-Nicolson correspond à prendre la moyenne des schémas
explicite et implicite. Au niveau des applications numériques, ce schéma est poten
tiellement meilleur qu’un schéma implicite. En effet, quoique l’effort de calcul est
plus important avec un tel schéma on gagne en précision. Si le gain en précision
est plus appréciable que l’augmentation des erreurs engendrées par l’augmentation
des calculs, un tel schéma est avantageux.
Schéma explicite
Un schéma explicite avec un pas constant en x à chaque itération temporelle
s’obtient en posant
T O, I 1, 15 = (14 + ), (3.2$)
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Nous obtenons, en terme des variables originales, le système
T = O, (3.29a)
h, (3.29b)
h2 tU\2 2 1 tuh
() exp —— +—<+1n()—1ll( =
4r\uJ 2r 8r
- {in (±) + in () }. (3.29c)
Le schéma (3.29c) est explicite car il est possible d’écrire û comme une fonc
tion explicite de u_, u et u+. Ainsi, connaissant la solution à un temps t donné,
l’équation (3.29c) nous procure directement la solution au temps t + r.
Il n’y a pas de recette permettant de trouver (3.28). Cependant, la combinaison
des invariants en (3.28) est justifiée par le fait que dans la limite continue le système
des trois équations en (3.29) tend vers l’équation de la chaleur. En fait, toute
combinaison des invariants qui dans la limite tend vers l’équation de la chaleur
engendre un schéma invariant de l’équation de la chaleur.
Vérifions que la limite continue de (3.29) nous donne bien l’équation de la cha
leur. Premièrement il est évident que lorsque les pas tendent vers zéro les équations
(3.29a) et (3.29b) tendent vers les identités O = O. Pour trouver la limite continue
de (3.29c) nous débutons par développer les invariants I4 I et 15 en série de Taylor.
Ce faisant,
I4(12U2T+...)(1+...)
ru u 2r2 j
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où les termes non écrits sont de la forme uk/rÏ avec k > t et
15= h2 (- - - ()) + 0(h)).
Ainsi, l’équation (3.29c) devient
h2(12J20+)
—— — 2——r — 2 (—e) + 0(h)2r ru u
Cette dernière équation converge bien vers l’équation de la chaleur si la condition
(3.30)
est vérifiée.
L’équation (3.30) impose une condition supplémentaire au maillage en plus
des équations (3.29a) et (3.29b). Regardons cela de plus près. Tout d’abord, les
équations (3.29a) et (3.29b), sont facilement résolues
tm,n = y(m), (3.31a)
Xm,n Y(m)n + j3(m), (3.31b)
où 7(m), c(m) et /3(m) sont des fonctions arbitraires avec la seule restrictioll que
celles-ci doivent être choisies de telles sorte à respecter les conditions initiales du
maillage. En tenant compte de l’équation (3.30), il faut aussi ajouter la restriction
que les rapports
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ne divergent pas lorsque ‘y(m + 1) — ‘y(m), c’est-à-dire quand les pas en t tendent
vers zéro. En demandant que (3.30) soit satisfait et que h et r tendent vers zéro
indépendement dans limite continue nous trouvons que r, h et u sont de la forme
r =
h = 6H(m), (3.32)
u = e(6u1(m)n + u2(m)).
T(m), H(m), ui(m) et u2(m) sont des fonctions reliées aux fonctions ‘y(m), c(m)
et /3(m), définies en (3.31a) et (3.31b), par
T(m) = (7(m +1) -
H(m) =
ui(m) = ((m +1) -
u2(m) = (/3(m +1) -
Les paramètres e et 6 sont variables et ce sont ces derniers que l’on fait tendre vers
zéro lorsque l’on prend la limite continue.
Schéma implicite
À partir de la liste d’invariants (3.27), nous pouvont aussi mettre au point un
schéma implicite. Pour ce faire, il suffit de poser
T = 0, 12 = 1, 16 = (II’
— ). (3.33)
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Ce qui donne explicitement
T = O, (3.34a)
(3.34b)
2 2 1 t tûN
exp _ +ln )_ln) =
Î2 1 tû
j—+ln__) +lnÇ_—fl. (3.34c)
Ce schéma est implicite car par opposition au schéma explicite, l’équation (3.34)
ne peut pas être solutionnée pour û en terme seulement des valeurs de u au temps
précédent. Comme l’équatioll (3.34c) relie plus d’un points inconnus entre eux, elle
ne peut pas être utilisée directement pour calculer la solution à un temps ultérieur.
La so1utioi du problème au temps t + T s’obtient en résolvant un problème auxi
liaire. On doit former un système d’équations contenant l’équation (3.34c) évaluée à
chaque noeud intérieur du domain d’intégration en x et les valeurs frontières doivent
être fournies par l’utilisateur. C’est en résolvant ce nouveau système d’équations
pour les û que nous obtenons la solution au temps subséquent.
Le calcul de la limite continue de (3.34) très similaire à celui réalisé pour le
schéma explicite. Comme on n’y apprend rien de significativement nouveau, nous
avons décidé d’omettre les calculs. IVientionnons seulement que pour que le système
(3.34) converge vers l’équation de la chaleur il faut que la condition (3.30) soit
vérifiée.
Schéma de Crank-Nicolson
Un schéma de type Crank-Nicolson s’obtient en posant
T=0, I=1, (3.35)
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Ce schéma est obtenu simplemefit en additionnant au schéma schéma explicite
(3.29) le schéma implicite (3.34). Un telle schéma fait intervenir tous les points








+ 2 {lll i()}. (3.36c)
Le schéma (3.36) est une fois de plus un schéma dit implicite car on ne peut
pas utiliser (3.36c) pour obtenir û, au temps t + r directement de la solution au
temps t.
En effectuant le calcul de la limite continue, nous trouvons que la condition
(3.30) doit être satisfaite pour que le schéma (3.36) converge vers l’équation de la
chaleur.
3.2.2 Maillage dépendant de la solution
Dans cette section, nous proposons une autre façon de discrétiser l’équation
de la chaleur de manière à préserver toute l’algèbre de symétries finie (3.2). Ces
schémas invariants ont déjà été obtenus par Dorodnitsyn et coauteurs [3, 19,22—241
mais rappelons que ceux-ci font intervenir le concept de variables lagrangiennes,
ce qui n’est pas nécessaire. En fait, les schémas qui sont dérivés dans cette section
sont reliés aux schémas de la section précédente. La différence se situe seulement
dans l’équation spécifiant l’évolution des points en x correspondant à la deuxième
équation de nos schémas invariants.
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Schéma explicite
En remplaçant l’équation d’évolution en r (3.29b). provenant de l’égalité I = 1,
par 17 0 dans (3.2$), l’équation d’évolution en u (3.29c) devient 14 415. Ce
faisant, le schéma invariant s’écrit en fonction des variables originales
T = 0, (3.37a)
= 2
i (z — in (3.37b)
h+h_ h \uJ k ‘u)J
j2 4r t 1 ru+ 1 u_
(-r) exp —— =1— —lllL—-)+——ln-—) . (3.37c)
\J 2r h++h_ h+ \uJ h \u/J
Vérifions l’exactitude de la limite continue de ce système d’équations aux différences
finies. Évidemment, la première équation tend vers l’identité O = O dans la limite.
Maintenant, développons en série de Taylor l’équation (3.37b). Tout d’abord nous
développons les logarithmes
in () = -h + -
(fl)2
+ o(/j.
En remplaçant ces développements dans (3.37b) nous trouvons
u —2T + O(rh2), (3.38)
ce qui tend bien vers O = O lorsque u — O et r —* o. De plus, remarquons que le
critère de convergence (3.30) est satisfait à condition que solution en u ne soit pas
nulle puisque
u ru
— = —2—— —2—.
T ru r—O u
Lorsque u est nul, le critère ne tient pas et le schéma invariant (3.37) n’est pas
définie dû à la présence des rapports en u dans (3.37b) et (3.37c).
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Finalement, en développant en série de Taylor l’équation (3.37c) nous obtenons,
en tenant compte que
(u)2
= 1— 2u — 2T +
exp —
2T 2r
et en ne gardant que les termes qui ne vont pas à zéro dans la limite,
_2_2_=_2E+2(E)2
En utilisant (3.38) l’équation (3.2.2) devient
—2 (_2) — 2 — (_2)2 —2 + 2
(u)2
ce qui donne bien l’équation de la chaleur, après la cancellation des termes su
perflus. Remarquons qu’il est bien important de tenir compte du maillage lorsque
nous prenons la limite de (3.37e). En effet, quand on prend la limite d’un schéma
numérique, cela doit ce faire de manière cohérente avec le maillage.
Schéma implicite
Il est possible d’obtenir un schéma complètement implicite en posant
T = 0, 18 = 0, ILj’I = 416. (3.40)
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Ce qui donne en terme des variables originales
2r f+ (û-N - (û1flIillli
(h++h_) h û) h û
tu2 4r ( 1 /û+\ Ï (û_
I—l expi— ==1+
[2r (h+h) k+ \u) h \n
Nous ne faisons pas le calcul de la limite continue puisqu’il est similaire au cas
précédent et que les résultats sont identiques. Cette remarque est aussi vrai pour
tous les autres schémas que nous obtenons dans cette section.
Noils pouvons aussi écrire des schémas mixtes où l’évolution du maillage est
définie de façon explicite et l’évolution de la solution est donnée implicitement
ou, inversement, le maillage est défini implicitement avec l’évolution de la solution
donnée explicitement.
Maillage explicite, évolution de u implicite
T 0, 17 = 0, ii = 41e. (3.42)
Ce qui est équivalent à
T=0,
2r th+ t’- k
u=hhhln)h ‘j (343)
tûN2 u2 4r ( 1 (û+N 1 (û
I—) exp — =1+ <—lnI---l+z—lnI-u) 2r (h++h) ‘) h u
Maillage implicite, évolution de u explicite




2T th+ (û\ h /û+
= 111 I I — in I
, 3 45(h++h) 1h uJ h \‘
u2 j2 4r tl 1() exp - =1_h+hln()+in()
Schéma de type Crank-Nicolson
T=0, 17+180, I4’I+I44(I6+I5). (3.46)
d’où on trouve
T=0,
r t 2h th+ ,‘u h_ tu
<—lIIt—)—-— 1111—
h+h h+h_ h_ h \u
+2t
(h++h) 1h \u] h \u1JJ
2 2 2
(3.47)
exp — +—() exp —— =
h + îi 4î- t 1 (û\ 1 tû_
+ <— in -- I + — in I
r h + h_ ‘) h_ \ u
4h2 t 1 tu+\ 1 tu_— +
h+h \uJ h_ \u
3.2.3 Schémas linéaires en u
Bien que nous avons obtenu plusieurs schémas invariants jusqu’à présent, aucun
d’entre eux admet le principe de superposition (3.3) puiqu’ils sont tous non linéaires
en u. Pour qu’un schéma numérique préserve le principe de superposition, deux
conditions doivent être satisfaites. Il faut que le maillage soit indépendant de u et
il faut que l’équation d’évolution pour u soit linéaire en u.
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Pour générer des schémas invariants préservant le principe de superposition un
changement de base des invariants s’impose. Celui-ci est donné par
J=I, i1,2,3,
j5 = exp [ — j6 = exp [_i’ — I5I2], (348)
j7 exp [ + I6] js = exp [_i’ + I6I2].
En fonctioll des variables discrètes du problème, ces nouvelles variables sont
j2rrr.± j3=ÏÏ J4=exP[_]
j5 = exp [(2u — h+)] j6 = exp [_(2 + (3.49)
J7=exp (2u+) , Js=exp _Z(2u_)
‘u 4r ‘u 4r
L’idée derrière les transformations en (3.48) est simple. Nous avons tout simple
ment chercher les transformations qui permettent d’engendrer une base d’invariants
dépendant linéairement des rapports eu u. Ainsi, comme nous le verrons sous peu,
en prenant certaines combinaisons linéaires des invariants J4 à J8 il nous est possible
de mettre au point des schémas invariants linéaires en u.
Schéma explicite
En posant
T =0, J1 =0, j2J4 — J3 = (J5+J6) exp [] —2, (3.50)
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nous obtenons le schéma invariant explicite




\J—zcexp [—j —u =T y h 4T (3.51c)
(u+exp [(2u_h+)] -2u+u exp
Comme l’équation (3.51c) est linéaire en u, il s’en suit que la somme de deux
solutions, de (3.51c), u1 + u2, est aussi une solution. Cependant, il est important
que les deux solutions soient définies sur le même maillage. En effet, si ce n’est pas
le cas il devient impossible de définir la somme de deux solutions.
Calculons la limite continue de (3.51) pour montrer que c’est effectivement un
schéma approximant l’équation de la chaleur. Dans la limite continue, les équations
du maillage, (3.51a) et (3.51b), tendent trivialement vers l’identité 0 = 0. Donc pas
sons immédiatement à l’équation (3.51c). Pour simplifier la discussion nous allons
plutôt travailler avec l’équation donnée en terme des invariants (troisième équation
de (3.50)). Tout comme pour les schémas à maillage uniforme en x, section 3.2.1,
nous demandons que le rapport u sur r satisfasse (3.30) dans la limite continue.
Par conséquent, les pas h, u et r vérifient les égalités données en (3.32).
- - . ,. . 3/2Debutons par developper en serie de Taylor 1 invariant J3
j3/2 — (Îih312 — ((h + u+
— u)h312 — ] (1 + u
— 3/2
-
) - r3/2 h )
où u = — x. En utilisant (3.32) et en laissant tomber l’argument des fonctions
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En posant S = 6o(m)n + u2(rn), en développant l’exponentielle et le rapport /n




(2I + + +
(3.52)
De même, en développant en série de Taylor et en conservant seulement les termes
qui contribuent à la limite, nous trouvons que
(15 + I6)e’4 — 2 (6H)2 ( + + + 2TH) (3.53)




T = O, J2 O, JJ31/2J1 = (J7 + J8) exp [—t] — 2, (3.54)




— u— --uexp[—— =
(+exp [(2u_h+Ïz)] -2û+ûexp
Une fois de plus, le schéma (3.55) converge, dans la limite continue, vers l’équa
tion de la chaleur à condition que le rapport u sur r vérifie (3.30). Le calcul le la
limite est similaire à celui du cas explicite.
Remarquons que pour générer les schémas linéaires invariants (3.51) et (3.55),
nous devons considérer des schémas impliquant cinq points; respectivement {(x_, t, u_),
(x,t,u), (x+,t,u), (,û), (+,,û+)} et (,û), (±,,û+), (x,t,u),
(x, t, u+)}. Ceci est dû au fait que les schémas font intervenir à la fois le pas h et
le îi, provenant de l’invariant J3.
Dans le cas particulier où les pas en t sont constants et que u est nul, nous









respectivement. Dans les schémas (3.56) et (3.57), t0 et x0 sont des constantes
correspondant à la valeur de x et t lorsque m et n sont nuls. Il s’en suit donc
que les schémas (3.51) et (3.55) sont des généralisation des schémas standards.
Cependant, il est important d’insister sur le fait que les schémas standards (3.56)
et (3.57) ne sont pas invariants sous toute l’algèbre de symétries (3.2). Bien que
u = O soit une solution des schémas (3.51) et (3.55), ce choix n’en est pas un qui
soit invariant sous tout le groupe de transformations (3.4), 1401.
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3.3 Solutions exactes
La réduction par symétries, pour obtenir des solutions exactes des schémas inva
riants, e s’avère pas aussi efficace que pour les équations différentielles aux dérivées
partielles. Cela est dû au fait que les systèmes d’équations aux différences finies
réduits demeurent difficiles à résoudre [221. Cependant, nous avons quand même
été en mesure d’obtenir quelques solutions exactes en utilisant l’idée fondamentale
que l’action d’un groupe de symétries définit un automorphisme de l’espace des
solutions -
Étant donné (x, t, u) une solution d’un schéma invariant de l’équation de la
chaleur il s’en suit qu’en agissant avec le groupe de symétries (3.4) que
- 1 t — 2cJ e_2E4 N e5x — 6+ EG
u(x, t) =
_________
i e —, — e2 I exp 63 —
__________________
Vi + 4e6t \ 1 + 4e6t 1 + 4e6t ) 1 + i6t
— e64(x + 61) + 2e5e2t




est aussi une solution du schéma invariant.
3.3.1 Solution linéaire
Il est facile de vérifier que la solution linéaire et indépendant du temps
u = ax + b, (3.59)
définie sur le maillage
= lin + Xo, t = y(m), (3.60)
où h et x0 sont des constantes et -y(m) une fonction croissante quelconque est
une solution exacte des schémas (3.51) et (3.55). En particulier, on peut prendre
47
7(m) Tm+to, avec T et to des constantes, pour que le maillage soit rectangulaire.
En posant a = 0, 011 vérifie que la solution constante est une solution exacte de tous
les autres schémas invariants obtenus précédemment. La solution a non nul n’est
pas une solution des schémas invariants logarithmique parce que ceux-ci sont non
linéaires. Remarquons que la condition de convergence (3.30) est trivialement véri
fiée puisque u = 0. Donc le maillage est cohérent avec les conditions de convergence
que nous avons imposé sur se dernier
En agissant avec le groupe de symétries fini sur la solution linéaire, on en conclut
que
1 t -E — 2e6 65X — 6t+ 66X2u(x, t) =
________
i ae + b i exp 63 —
_______________
Ji + 466t \ 1 + 4e6t ) 1 + 466t
e( + 61) + 265e2c4t (3.61)
1 — 4€6e24(t + 62)
- e2(t+62)
1 —466e24(t+e2)’
où x et t sont donnés par (3.60), est une solution exacte des schémas (3.51) et
(3.55). En posant a = 0, nous obtenons de nouvelles solutions exactes pour tous
les autres schémas invariants.
3.3.2 Solution fondamentale
À partir de la solution constante u = b 0, définie sur le maillage x = [in + xo
et t = 7(t), il est possible d’obtenir la solution fondamentale de l’équation de la
chaleur. En agissant successivement avec gE6E, g1(/-7-) et YE2=1/(4E) sur u, x
et t, nous trouvons que
[-ï
i= /—exp —- (3.62)
V4irt 4t
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En prenant le rapport de avec Ï nous remarquons que
=4ex.
t
En choisissant c 1/4 et 7(m) (i — mT1+to), nous obtenons pour maillage
= (lin + xo)(Tm + t0), Ï= T + t0, (3.64)




qui sera utile plus tard. Comme le maillage donné en (3.64) revient toujours lorsque
nous cherchons les solutions exacte de nos schémas invariants, nous incluons une
illustrons typique de celui-ci à la figure 3.2. Nous n’avons pas tracé les lignes ver
ticales (couches temporelles) pour ne pas surcharcher la figure.
3.3.3 Solution exponentielle
En agissallt avec g,, il est possible d’obtenir une autre solution de forme
exponentielle. Soit
= (a( — 2c) + b) exp[—c + c2], (3.66)
définie sur le maillage
lin + x + 2c Ï= 7(m). (3.67)
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FIG. 3.2 — Maillage pour la solution fondamentale de l’équation de la chaleur,
h = 0.05, xo = 0, r = 0.005, t0 10.
En prenant 7(m) = -i-m + t0, nous obtenons un maillage pour lequel les points en x
de déplacent linéairement en fonction du temps. Pour a non nul, cette solution est
exacte seulement pour les schémas invariants (3.51) et (3.55). Dans le cas contraire,
où a est nul, la solution est exacte pour tous les schémas invariants.




L’équation de Burgers joue un rôle important en hydrodynamique. Celle-ci est
l’une des équations aux dérivées partielles les plus simples combinant des interac
tions non linéaires et dissipatives. Du point de vue mathématique, cette équation
est intéressante puisque c’est un exemple d’équation linéarisable. En effet, la trans
formation de Cole-Hopf permet de lier les solutions de l’équation de la chaleur à
celles de l’équation de Burgers.
4.1 1quation différeiltielle
L’équation différentielle aux dérivées partielles de Burgers est donnée par
v+vv=v. (4.1)
Les solutions de cette équation sont reliées aux solutions de l’équation de la
chaleur par la transformation de Cole-Hopf, non ponctuelle,
/ ux(x, ) /
UÇX, t) —2 . 4.2
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En effet, sous la transformation (4.2) les dérivées premières de u par rapport à t et
x ainsi que la dérivée seconde selon x valent
‘tt u1u








Ut + vv — — ut] — 8[u — flt]. (4.3)
De (4.3), on conclut que si u(x, t) satisfait l’équation de la chaleur, (3.1), alors
U(x, t) est une solution de l’équation de Burgers.




À cette algèbre de Lie correspondent les groupes à un paramètre
G1 (x + c, t, u), translation spatiale,
G2 : (x, t + c, u), translation temporelle,







Dans ce qui suit et pour les chapitres à venir, les calculs en jeu dans la mise
au point des schémas invariants sont similaires à ceux réalisés pour l’éqllation de
la chaleur et seront omis. Seul les résultats sont donnée. La structure des chapitres
4, 5 et 6 est la même que le chapitre précédent. En suivant le même raisonnement
qe celui du chapitre 3, le lecteur intéressé peut, en principe, facilement redériver
les résllltats qui seront exposés.
Tout comme pour l’équation de la chaleur,
T — 0, (4.6)
est une variété invariante de l’algèbre de symétries (4.4). Nous décidons donc de
calculer les invariants discrets de l’équation de Burgers sur le même type de schéma
que l’équation de la chaleur, figure 3.1. Nous pouvons travailler avec le même
schéma puisque l’équation de Burger fait encore intervenir au plus une dérivée
premier en t ordre et une dérivée deuxième en x.
Une base des invariants discrets dans l’espace {x, x_, x, , ±_, t, , u, v_,
v, , L, +} est
I , 12 = , 13 =
h T




Tout comme pour l’équation de la chaleur, nous sommes en mesure de géné
rer des schémas invariants admettant des pas uniformes en x à chaque itération
temporelle et d’autres pour lesquelles les pas en x dépendent de la solution.
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4.2.1 Maillage uniforme en x
Dans la mise au point de schémas lilvariants avec un maillage uniforme en x
l’invariant 13 joue un râle important. Le pas T au dénominateur s’avère essentiel
pour obtenir une expression discrète approximant la dérivée temporelle de l’équa
tion de Burgers. Cependant, l’utilisation de l’invariant 13 nous oblige à considérer
des schémas à cinq points comme ce fût lors de la mise en oeuvre des schémas in
variants préservant le principe de superposition, section 3.2.3. Ceci résulte du fait
que 13 fait intervenir à la fois h et îi.
Schéma explicite
Un schéma invariant explicite pour l’évolution de la solution y s’obtient en
posant
T = O, I 1, (216 — 17)13 — 1816 I4 (4.8)






Un schéma implicite s’obtient en posant
T 0, 12 = 1, (16 — 217)13 — 1917 = 15, (4.10)
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ce qui explicitement donne
TrzO.
(4.11)
( - -2 (J h - ( - ) (,+ - -T J “T “J h-r \r ‘ T] h
Les schémas (4.9) et (4.11) convergent vers l’équation de Burgers (4.1), dans
la limite continue, à condition que le rapport u sur T vérifie (3.30). Dans le cas
particulier où les pas en t sont constants et que u est nul, les schémas invariants









pour le schéma implicite.
4.2.2 Maillage dépendant de la solution
Dans ce qui suit, nous donnons plusieurs schémas invariants de l’équation de
Burgers pour lesquels le maillage dépend de la solution.
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Schéma avec un maillage explicite
Evolution explicite de y
= 0. 16 = 0, 171312’ = 2(1 + Ij1)’I. (4.12)
Comme ‘6 = 0, 17 devient 17
— ), et le système d’éciuations (4.12) s’écrit








1vo1ution implicite de u, modèle 1
= 0, 16 = 0, 171312’ = 2(1 + I)_hI.







Évolution implicite de u, modèle 2
T 0, 16 = 0, _1713121 2(1 + I1)_hI5.
56






Schéma avec un maillage implicite
Évolution explicite de y, modèle 1
T = 0, 17 = 0, I6I3I1 = 2(1 + J1)hJ4.
En fonction des variables discrètes du problème nous obtellons
T=0,
(4.16)
(—v\îi 2 + -
) = h+ + (v —
Évolution explicite de y, modèle 2
T = 0, 17 = 0, IGI3Ii 2(1 + I)’I4.




j j = (v —
T ]fl h+h_
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Évolution implicite de y modèle 1
T 0, 17 = O, _1613111 2(1 + I)’I5.






Évolution implicite de u, modèle 2
= 0, 17 0, 161312’ 2(1 + Ij1)1I5.







Les efforts pour trouver une transformation qui nous permettrait de passer d’un
certain schéma invariant de l’équation de la chaleur à un de ceux obtenus dans ce
chapitre se sont avérés vains. Une des raisons pouvant expliquer cet échec provient
du fait que l’algèbre de symétries de l’équation de Burgers (4.4) n’est pas isomorphe
à la composante finie de l’algèbre de symétries de l’équation de la chaleur (3.2).
Cependant, mentionnons que la situation est fort différente si on travaille avec
des transformations agissant simultanément sur plus d’un point. En effet, dans
l’article 1331, Heredero, Levi et Winternitz montrent qu’il est possible de définir une
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transformation de Cole-Hopf discrète, non ponctuelle liant le schéma standard de
l’équation de la chaleur, (3.56), à un certain schéma discret approximant l’équation
de Burgers. Cette transformation définit de plus un isomorphisme entre les algèbres
de symétries discrètes mais, dans la limite continue, cet isomorphisme disparaît et
les algèbres retombent sur (3.2) et (4.4). Cet article nous amène à penser qu’il
nous est impossible de trouver une transformation de Cole-Hopf discrète liant nos
schémas puisque celle-ci doit être non ponctuelle et que nous considérons seulement
des transformations agissant ponctuellement.
4.3 Solutions exactes
L’ensemble des solutions exactes obtenues est loin d’être exhaustif. Outre la
solution triviale constante nous avons été en mesure de trouver une seule autre
solution exacte. Celle-ci est obtenue en appliquant le groupe de symétries sur la
solution constante.
4.3.1 Solution constante
Il est facile de se convaincre que la solution constante
‘u = v (4.20)
est une solution exacte sur le maillage
t =7(m), x=hn+xo, (4.21)
pour les schémas à pa.s uniforme en x, (4.9) et (4.11). Dans l’équation (4.21), h, x0
sont des constantes. En particulier, si ‘y(m) = rm+to, T et to des constantes, alors
le maillage est orthogonal. Pour les schémas invariants dont le maillage dépend de
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la solution, la solution constante est exacte sur le maillage
t = 7(m) (7(m + 1) — 7(m))vom + kn + xo, (4.22)
Mentionnons que le maillage (4.22) est aussi valide pour les schémas invariants à
pas uniformes en x. Ceci est une conséquence de la plus grande liberté existant
dans la définition de leur maillage.
4.3.2 Solution invariante sous transformation de Galilée
Dans le cas continu, la solution invariante sous le groupe de transformations à
Ull paramètre engendré par y = t + est [451
(4.23)
Cette solution peut s’obtenir de la solution constante en agissant successivement
avec 9E5= gci=vo/6 et g621/E. En exécutant ces transformations sur la solution





— ct) c(1 — et)




Quand e0 = O les maillages (4.21) et (4.22) sont identiques. Cette dernière égalité à
déjà été dérivée lorsque nous avons trouvé le maillage pour lequel la solution fonda-
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mentale de l’équation de la chaleur est une solution exacte des schémas invariants
générés au chapitre 3. Par conséquent, nous concluons que (4.23) est une solution
exacte des schémas invariants définis précédemment sur le maillage
t = rm + to, x = (lin + xo)(rm + t0). (4.26)
Chapitre 5
Equation de Burgers pour le
potentiel
Dans ce chapitre, nous discrétisons l’équation de Burgers dans sa forme poten
tielle.
5.1 1quation différentielle
Soit y, ue solution de l’équation de Burgers (4.1), on définit la fonction poten
tielle ‘w de telle sorte que
y = w. (5.1)
Il s’en suit que
w = fu dx + C1.
D’où,
f vdx =f(_vu +v)dx = — +v+C2. (5.2)
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On suppose que la fonction w est définie de telle sorte que C2 = O. De plus par
(5.1),
= u. (5.3)
Par conséquent, l’équation de Burgers (4.1) devient, en terme de la fonction poten
tielle w,
+ = (5.4)
L’équation (5.4) est liée à l’éqllation de la chaleur (3.1) par la transformation
ponctuelle
w = —21n(u), u> 0. (5.5)
En utilisant (5.5), on obtient facilement l’algèbre de symétries de (5.4) à partir
de celle de symétries de l’équation de la chaleur, (3.2) et (3.3)
v1=31, V2=8t, V3t8+X8,
2 (5.6)
V4 = x8 +2t8, y5 =tx8 +t2+( +t)8, y6
va = (x, t) exp 3, (5.7)
où ci est une solution de l’équation de la chaleur, cit
Les groupes à un paramètre associés sont
G1 (x + e, t, w), translation spatiale,
G2 : (x, t + e, w), translation temporelle,
G3 (x + te, t, w + xe + e2) transformation galiléenne,




— et’ 1 — et’ 6t(Ï — et)3
— 111(1 — et)),
G6 : (x, t, w + e), translation de w,
(x,t,ln ((e2 — )_2)), où c = . (5.9)
5.2 Schémas invariants
Tout comme pour l’équation de la chaleur, nous laissons tomber la composante
infinie (5.7), lors du calcul des invariallts discrets.
Une fois de plus, l’équation T = O défiuit une variété invariante de l’algèbre
(5.6). Ainsi, une base des invariants de (5.6) dans l’espace {r, x_, x, ±,












18 h+ i — — -‘
À partir de celle-ci, nous générons les schémas invariants suivants.



















En terme des variables origillales, nous obtenons
T÷=0,
(5.12)
1 2 1 tu ww2 1 w—2w+w_
-exp 1w—w—— +-<-+ =-+
r 2r 2r 2h j r h2
Schéma implicite
T =0, 12 = 1, 216 =IhI — . (5.13)
En terme des variables originales nous avons
= (5.14)
1 u2 1 tu _ —
2 1 — 2t + îi
—exp w—w+—— ——<—+
r 2r 2r 2h j r h2




= h. h, (5.16)
if u2 2 u2
—<exp w—w—— +—exp w—w+—
ri 2r h2 2T
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( r / 21 w_
—
w I h- I u w_
—
w i 1 1 h
2h 72J+ 2Î1
+
-2w + w 2 - 2 +
h2 1i2
Les trois schémas précédents convergent, dans la limite continue, vers l’équation
(5.4) à condition que (3.30) soit vérifiée.
Les schémas que nous venons juste de dérivés sont assez différents des sché
mas que l’on obtiendrait lors d’une discrétisation standard. Par exemple, pour un
schéma explicite, la discrétisation standard sur un maillage rectangulaire donne
t=rm+t0, x=hn+xo,
-‘ r (5.17)un—w w-2w+w
r 2’I 2h J — h2
De l’autre côté, le schéma explicite invariant (5.12) devient sur le même schéma
t=rm+to,
r (.1$
1 1 I w_ — w I 1 w+ — 2w + w
—exp[w—w]+
2h fi2
Celui-ci diffère de la discrétisation standard principalement par la présence du
terme exponentiel. On remarque toutefois que si on développe l’exponentiel en
série de Maclaurin et que l’on garde seulement les deux premiers termes du déve
loppement
1 - 1 î—w
— exp [w — w] — +
T T T
alors le schéma invariant (5.1$) redonne le schéma standard (5.17).
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5.2.2 Maillage dépendant de la solution
Daiis cette section, nous définissons quelques schémas invariants de l’équation
(5.4) définis sur des maillages dépendants de la solution.
Schéma explicite
= 0, 17 0, 14 = 215. (5.19)







-exp —w—— =-+ (w-w).
T 2T r
Schéma implicite
= 0, ‘ = 0, II = 21e. (5.21)









Maillage explicite et évolution de w implicite
T = 0, 17 0, ILj1I = 216. (5.23)




ï 21 1 2—exp —w+—I=—— t)
r 2rj T
Maillage implicite et évolution de y explicite
T = O 1 0, 14 = 215. (5.25)




1 1 2 —
-exp —w—— =-+ (w—w).
T 2r T
Schéma de type Crank-Nicolson







1 (5.28)—b--exp ——(w—w) +—exp w—w——
h+T 2T T 2T
1 2 îti 2
Il est important de constater que les schémas obtenus précédemment sont tous
reliés aux schémas invariants logarithmiques de l’équation de la chaleur par la
transformation ponctuelle (5.5).
5.2.3 Schémas exponentiels en u
Il est possible de mettre au point d’autres schémas invariants de l’équation de
Burgers pour le potentiel, en utilisant les schémas invariants linéaires de l’équation
de la chaleur, section 3.2.3. Pour ce faire, nous débutons par transformer la base
d’invariants (3.49) en utilisant la transformation u = exp[—w/2],




En utilisant les mêmes expressions invariantes (3.50) et (3.54) et en ajoutant un









if b [wu2\ if w— jexp
—-i-] — exp [—i- — — ) = — exp —-i- + —(2u — h + h)
F1 [_ h
_2exP[_] +exP[—--——(2+h—h)
Les schémas invariants (5.30) et (5.31) convergent vers l’équation différentielle
(5.4), à condition que le maillage vérifie (3.30). Contrairement aux schémas inva
riants linéaires de l’équation de la chaleur, (3.51) et (3.55), qui donnent les discré
tisations standards lorsque u = 0; les schémas invariants (5.30) et (5.31) donnent
des schémas non habituelles sur un maillage rectangulaire. Par exemple, lorsque
u = O le schéma explicite (5.30) devient sur un maillage rectangulaire
x=hn+x0,
r ,i r i r w] t wi t w_7 (5.32)
expt—-5-j —exp[—-j exp—----] —2exp—--j+exp1—---j
‘7- — h’7
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ce qui est très différent du schéma standard (5.17).
5.3 Solutions exactes
Les solutions exactes des schémas invariants précédents sont obtenues en uti
lisant la correspondance (5.5) existante entre les schémas invariants de l’équation
de la chaleur et ceux de l’équation de Burgers pour le potentiel. Comme la trans
formation fait intervenir que les variables dépendantes, celle-ci n’a aucun effet sur
le maillage. Ainsi,
w = —2ln(ar + b),
(5.33)
xrrhn+xo,
où a, b, h et x0 sont des constantes, est une solution exacte des schémas invariants
(5.30) et (5.31). Quand a 0, la solution est exacte pour tous les autres schémas.
À partir de cette solution, nous trouvons que
f 1 f — 2e N + C6 N
w(x, t) = —2 in I I ae5 + b exp — - I
\\ Vi + 4C6t \\ 1 + 4e6t ) 1 + 4e6t J
— eE4(x + e1) + 2e5e2E1t
— 1 — 4e6e24(t + e2)
- e2E4(t+e2)
— 1 — 4e6e_264tt+É2)’
(5.34)
est aussi une solution de (5.30) et (5.31), quand a 0, et une solution exacte pour
tous les autres schémas, lorsque a = 0.
À partir de la solution fondamentale de l’équation de la chaleur, section 3.3.2,
nous obtenons que la solution
f[T _x2
--
= + ln(4ut) (5.35)
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définie sur le maillage
= (lin + xo)(rm + t0), t rrn + t0, (5.36)
est une solution exacte de tous les schémas invariants obtenus précédemment..
À partir de la solution exacte n = bexp[—cx + c2t], définie sur le maillage x =
lin + xo + 2c(rm + t0), t = rrn + t0, section 3.3.3, nous en concluons que
w = —2ln(bexp[—c + c2t])
= 2cx — 2c2t + w0 (5.37)
définie sur le même maillage, c’est-à-dire
x = lin + x0 + 2c(rrn + t0). t = Tin + t0. (5.38)
est aussi une solution exacte de tous les schémas invariants obtenus dans cette
section.
Chapitre 6
Équation de Korteweg-de Vries
6.1 Équation différentielle
Dans ce chapitre, nous discrétisons l’équation d’onde non linéaire
= ‘uu + (6.1)
Cette équation a été dérivée pour la première fois par Korteweg et de Vries dans
leurs études des vagues se propageant dans un canal peu profond. Depuis ce temps,
cette équation aux dérivées partielles a trouvé des applications en physique des
plasmas, dans l’étude des réseaux anharmoniques et dans bien d’autres domaines.
L’algèbre de symétries de l’équation (6.1) est engendrée par
vi=ar, 2=a, 3=ta—a,
(6.2)
y4 = + 3t81 — 2u3,
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FIG. 6.1 — Schéma pour l’équation de Korteweg-de Vries


















Une base des invariants discrets sur la variété invariante T+ = O, dans l’espace
{ z, z, x, x__, ±, ±, , ±_, t, , u, u, u, u_, u__, û, û, û,






‘ 110 TÎL , = TUT. 112 TV,1.
‘13 TU, ‘14 Ï(’U — u), 1y5 = T, ‘16 TÇ,
I7 = TU, Ij = Tû* (6.4)
À partir de celle-ci, nous générons les schémas invariants suivants. Comme le
lecteur est en mesure de le constater, nous travaillons sur un schéma qui relie plus
de points que dans les trois derniers chapitres. Ell effet, pour a.pproximer adéqua
tement la dérivée troisième en x présente dans l’équation (6.1), les trois points sur
une même couche temporelle sont insuffisants, figure 3.1. Le nombre minimal de
points, sur une couche spatiale, nécessaire pour approximer une dérivée troisième
est quatre. Cependant, nous avons décidé de rajouter un point supplémentaire sur
chaque couche temporelle pour obtenir des schémas invariants pius symétriques.
6.2.1 Maillage uniforme en x
Schéma explicite




1918112 + ([Ii — 112] — [I — I]).







r 2h 21i r 2h
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Schéma implicite
D’autre part, nous obtenons un schéma implicite en posant
T+=O, 14=1,
(6.7)
114 = (19 + I’I14)I8
‘
+ ([I 117] — [116 — I15])I.




r 2h 2h3 r 2h
Schéma de type Crank-Nicolson
Une fois de plus, en additionnant le schéma explicite (6.6) et le schéma implicite
(6.8) nous somme en mesure de générer un schéma de Crank-NicoÏson invariant avec
un pas uniforme en x
= h_ h, (6.9)
û — u u — u u — 2u+ + 2u — u__ û —
=u + +u






2h3 T\\ 4h 4h
Les schémas invariants (6.6), (6.8) et (6.9) convergent vers l’équation de Korteweg
de Vries si le rapport u sur r vérifie (3.30). Les schémas invariants ressemblent for
tement aux schémas que l’on obtiendrait par une discrétisations standard. La seule
différence ce trouve dans l’ajout du terme u/r fois une approximation discrète de
la dérivée première en x. Ce terme additionnel modifie l’évolution de la solution
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de manière à tenir compte de l’évolution du maillage. Dans le cas particulier où cr
est nu, nous retrouvons les discrétisations standards de l’équation de Korteweg-de
Vries.
6.2.2 Maillage dépendant de la solution
Dans ce qui suit, nous mettons au point d’autres schémas invariants pour les
quels l’évolution des pas en x dépend de la solution.
Schéma explicite
Nous générons un schéma complètement explicite en considérant la combinaison
d’invariants
T+=0, 190,
i i i (6.10)
4I2+2+2I1+(I3I1)_1{(I2±1)(I’+1)h}
Ce qui donne explicitement,
T=O,
J = —TU, (6.11)
û—u 6 Ju_uu;_u
r — + 2h + 2h_ + h_ + h h-- + h_
Schéma implicite
De même nous obtenons un schéma invariant complètement explicite en posant
T=0, 18114+190,
( / r r \ / T T \ (6.12)
—2 U J f 18 — i7 \ f 16 — ‘
7 14J+9+91+(JJ)_1 15+1 )i’+i)
4
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Tout comme dans les applications précédailtes, nous pouvons aussi mettre au
point des schémas invariants mixtes.

























+ 2h + 2h_ + h + k
(6.15)
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317 f4118—_117’\ (116 ‘15N
I+2+2I1+(II)1 15+1 )i1+i)14J
nous trouvons le schéma invariant
T=O,
— —(u + û), (6.17)
û—u — 3 — Ç —îÇ
r — + 2h + 2h_ + h__ h + h h__ + h_
3 f ++ — ,ç+ — —
+ -
x x — x
îi__+_
6.3 Solution exacte
La recherche de solutions exactes ne s’est pas avérée très bénéfique. Outre la
solution constante, seule la solution invariante sous transformation de Galilée a été
trouvée.
L’application de la méthode de réduction par symétries appliquée aux schémas
invariants de l’équation de Korteweg-de Vries, pour lesquels l’évolution du maillage
dépend de la solution, a déjà été étudiée par Dorodnitsyn, 118, 19. Dans ce qui
suit, nous nous proposons de trouver la solution invariante, sous transformation
de Gaulée, pour le schéma (6.6). L’approche empruntée n’est pas conventionnelle
et aurait aussi pu être appliquée aux autres schémas à maillage uniforme obtenus
dans les chapitres précédents. L’idée consiste à supposer que la solution discrète est
identique à celle du problème continu. En remplaçant la solution dans l’équation
79
d’évolution pour u(r, t), la troisième équatioll de nos schémas, nous obtenons une
équation aux différences finies liant les variables r et t. Si, en utilisant la liberté
existante dans le maillage, nous sommes en mesure de solutionner cette équation
exactement, alors la solution continue définie sur le maillage trouvé engendre au
tomatiquement une solution exacte du schéma invariant.
Dans le cas continu, la solution illvariailte, sous le générateur infinitésimal de




En remplaçant cette solution dans l’équation d’évolution pour u du schéma (6.6),
nous obtenons
x = (6.1$)
La relation (6.18) est identique à (3.65). Par conséquent, une solution pour le
maillage est
t = rm +to, x = (hn+xo)(rm +t0). (6.19)




Tel que meiltionné dans l’introduction, l’objectif de ce chapitre est de montrer
qu’il est possible d’appliquer la transformation hodographe sur un schéma inva
riant d’une équation différentielle pour obtenir un schéma invariant de l’équation
différeiltielle obtenue par cette même transformation.
7.1 1quations différentielles
Définition 7.1. Soit u(x) : W —* R une fonction scalaire dépendante de la variable




est dite une transformation hodographe pure [13].
Dans la discussion qui suit, nous laissons tomber le qualificatif pure. Sous une
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— z — 2, . .
Vu
1 Vyy Vyyy Vy
tLxi = U.ii = U%1x1 = + 3
VJ
et ainsi de suite.
Deux équations différentielles reliées par une transformation hodographe ont la
propriété que leur groupe de symétries sollt isomorphes [461. En effet, soit g un
élément du groupe de symétries de l’équation différentielle t(X,u(u)) O, il s’ell
suit que H o g o H-1 est un élément du groupe de symétries de l’équation








L’effet de la transformation hodographe sur le champ de vecteurs revient simple
ment à intervertir le rôle de la variable indépeildante x1 avec la variable dépendante
‘u.
7.2 Schémas illvariants
Une transformation hodographe est facile à réaliser sur un système d’équations
aux différences finies. En effet, sous la transformation (7.1), un point (Xm., 11m),
m e ZP est tout simplement envoyé vers (v,, X,. . . ,X, Ym). En utilisant (7.2), il
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Les équations (7.3) et (7.4) ont pour conséquence immédiate que tout schéma ob
tenu par une transformation hodographe d’un schéma invariant sous un groupe de
symétries G est à son tour invariant sous le groupe de symétries H o G o H1.
Par conséquant, lorsque deux systèmes d’équations différentielles sont liées par
une transformation hodographe, il suffit d’appliquer cette transformation à un
schéma invariant d’un des deux système d’équations différentielles pour obtenir un
schéma invariant de l’autre système d’équations différentielles. Schématiquement,
nous avons la situation suivante
(x, u() = O
H
> (y, x2 x, v) = O
Limite continue Limite continue (75)
Ê({m+j, Um+j}j€j) o
H’
Ê({H(m+j, m+j)}jj) = O
7.3 Applications
Dans cette section, nous appliquons le résultat discuté ci-haut à certains pro
blèmes particuliers. Nos exemples sont choisis de telle sorte que les solutions des
schémas invariants originaux sont conilues. Ainsi, en appliquant la transformation
hodographe aux solutions connues, nous obtenons sans effort les solutions des nou
veaux schémas générés par cette même transformation.
7.3.1 1quations différentielles ordinaires
Pour discrétiser une équation différentielle ordinaire, nous avons besoin d’une
seule variable discrète, m Z; d’une équation spécifiant l’évolution du maillage et
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d’une équation approximant l’équation différentielle.
7.3.1.1 Équation du premier ordre linéaire inhomogène
Considérons l’équation différentielle ordinaire, linéaire et inhomogène
— A’(x)u — BI(x)e 0. (7.6)
Une telle équation différentielle admet une algèbre de symétries bidimensionilelle
engendrée par
y1 = y2 (u — B(x)e)a (7.7)
et sa solution générale est
u(x) = (3(x) + c)e, (7.8)
où c est une constante L491•
Si on cherche une discrétisation invariante de (7.6) sur un schéma impliquant
seulement deux points, {(x, u), (x+, u+)}, alors les seuls invariants discrets de (7.7)
sont x et x+. Toutefois, l’algèbre de symétries admet la variété invariante
— ue — B(x) + 3(x) = 0. (7.9)
Ainsi, en considérant l’équation (7.9) sur le maillage
— x = k, (7.10)
où h est un paramètre que l’on peut faire tendre vers zéro, on définit un schéma
invariant de (7.6). En substituant la solution continue (7.8) dans l’équation aux
différences finies (7.9), il est évident que cette solution est exacte.
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En effectuant la transformation hodographe
H : R2 ,‘ R (x, u) i’ (y = u, y
f équation (7.6) se transforme vers l’équation différentielle ordinaire non linéaire
v(A’(v)y + 3I(v)eA) — 1 = 0. (7.11)
Les générateurs de symétries de (7.11) sont
= V2 (y — B(v)e’)3y. (7.12)
Le système d’équations aux différences finies
y+e_A — ye_A(v)
— B(v) + 3(v) 0, (7.13a)
— u = k. (7.13b)
est invariant sous l’algèbre de Lie (7.12) et est simplement obtenu en appliquant
la transformation hodographe à (7.9) et (7.10). En prenant la limite continue du
système précédellt, nous obtenons que (7.13a) tend vers l’équation différentielle or
dinaire non linéaire (7.11) alors que (7.13b) tend vers l’identité 0 0. Le schéma
(7.13) est assez différent de celui que l’on obtiendrait par une discrétisation stan
dard. En effet, dans une méthode numérique habituelle, le maillage peut être choisi
de telle sorte que les pas soient variables. Cependant, ce choix n’inclu aucune infor
mation sur le problème approximé. Habituellement, toute l’information est conte
nue dans l’équation aux différences finies approximant l’équation différentielle. On
fait varier les pas seulement dans le but de garder les erreurs de troncatures le
plus bas possible. Dans le cas de la discrétisation invariante, la situation peut être
différente, comme le montre le cas que nous considérons. En résolvant (7.13a) et
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(7.13b) nous trouvons
u = rnh + u0 et y = (3(u) + c)eA, (7.14)
où h, vo et c sont des constantes. Dans l’équation (7.14), on remarque l’évolution
du maillage, équation de droite, est telle que la différence entre deux points dis
crets u soit constante. Par conséquent, toute l’information du problème continu
est incorporée dans la définition du maillage. À la figure 7.1 nous avons tracé une
solution d’un problème particulier, où nous avons fixé A(v) et B(v), pour illustrer
la situation.
7.3.1.2 Équation du deuxième ordre
Considérons, maintenant, l’exemple de l’équation différentielle ordinaire du se
cond ordre
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uxx = u3. (7.15)
L’équation (7.15) admet un algèbre de symétries tridimensionnelle engendrée par
y1 = y2 2x3 +ua, = 28 (7.16)
et la solution exacte est Au = (Ax — 3)2 + 1, où A et B sont des constantes [251.
Les invariants discrets sur un schéma à. trois points {(x, u), (x±, u±)} sont
‘1= u(u - u), ‘2 = ( + 13 = (h++k) (7.17)
Avec cet ensemble d’invariants, on approxime (7.15) par
2I = ‘2, (7.18)
ce qui donne en terme des variables originales
2(u - u) = - (± + (7.19)







avec A, B et c des constantes et c allant vers zéro quand h+ tend vers zéro. Pour
une dérivation détaillée du maillage, nous référons le lecteur à [271.
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La solution exacte du système d’équations aux différences finies (7.19) et (7.20),
1271, est





tan(wn + p) + , n E Z. (7.23)
Ainsi, l’erreur de la solution discrète, comparativement à la solution continue, est
d’ordre 2 et converge vers zéro lorsque h+ tend vers zéro.
Iviaintenant, si nous effectuons une transformation hodographe, l’équation (7.15)





Les générateurs de symétries de (7.24) sont
= 8v, V2 = 2V8v+y8y, V3 V28v +vy8y. (7.25)
Les invariants discrets de cette algèbre de symétries sont




En réalisant une transformation hodographe sur les équations (7.19) et (7.20), nous
obtenons directement le schéma invariant
/1 iN 1 tv—v v—v
21—-———I=—( +




On vérifie facilement que ce schéma invariant converge vers (7.24) dans la limite
continue. La solution exacte de (7.27) est
y /tan(wn + p) + . (7.28)




7.3.2 1quation différentielle aux dérivées partielles non li
néaires
Comme dernière application, nous nous proposons de considérer un exemple
impliquant une équation différentielle aux dérivées partielles. Pour ce faire, nous
avons choisi l’équation de la chaleur à une dimension spatiale
ut = u.
Comme tous les résultats concernant la discrétisatioll invariante de cette équation
ont été exposés au chapitre 3, nous passons directement à la discrétisation invariante
de l’équation différentielle obtenue par la transformation hodographe H : R3 —* R3,
(x,t,u) F—* (y u,t,v = x). Sous une telle transformation, l’équation de la chaleur
se transforme en l’équation différentielle aux dérivées partielles non linéaires
= %. (7.30)vy
Les générateurs de symétries de cette équation sont
Vi=8v, V2=8t, ‘3Y8y’ 4=a+2ta
(7.31)
V5 = 2t8 — UY8y, V6 = 4tv + 4t2t — (u2 + 2t)ya2
$9
= c(v,t)8, où c (7.32)
Clairement, comme la variable t n’est pas affectée par la transformation hodo
graphe, l’expression T+ O demeure une variété invariante de la nouvelle algèbre
de symétries. Les invariants discrets, sur la variété invariante T+ = O, sont obtenus
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(7.33)
Au chapitre 3, plusieurs schémas invariants ont été générés. Dans ce qui suit, nous
nous limitons à appliquer la transformation hodographe sur les schémas (3.37) et
(3.41). Ainsi, e posant les mêmes expressions invariantes qui ont mené à (3.37) et
(3.41), i.e.
T = O, 17 = O, 14 = 415, (7.34)
et
T = O, = O, îI = 416, (7.35)
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définissent des schémas invariants de l’équation (7.30).
Finalement, par substitution, on vérifie que
y = (hn + vo)t, t = rm + t0, y = e_
v2/4t,
u hn + u0 + 2ct, t = rm + to, y = Ke_c2t
, (73$)
où K, ï;, u0, t0 r et c sont des constantes, sont des solutions non triviales des
schémas (7.36) et (7.37).
De ce dernier exemple, nous remarquons que. même si une transformation ho
dographe linéarise une équation différentielle, cela n’implique pas que cette même
transformation va avoir le même effet sur les schémas invariants discrets.
Chapitre $
Applications numériques
La non linéarité de certains schémas invariants et la dépendance des maillages
sur la solution rendent l’étude formelle des propriétés numériques des schémas inva
riants difficile. Pour l’instant, ious nous contentons d’appliquer les schémas numé
riques invariants à certains problèmes pour en tirer quelques caractéristiques et en
comparer l’efficacité à celle d’une méthode standard. Il est évident qu’une analyse
rigoureuse des propriétés numériques des schémas invariants devra être entreprise
pour obtenir une meilleure compréhension. Nous concentrons nos simulations sur
deux équations étudiées précédemment, soit l’équation de la chaleur et l’équation
de Korteweg-de Vries.
8.1 Équation de la chaleur
Dans ce qui suit, nous nous limitons à appliquer les schémas invariants explicites
(3.29), (3.37) et (3.51) avec u = O dans le dernier cas, ce qui revient à considérer un
schéma standard. Pour simplifier la discussion, lorsque nous parlerons du schéma
à maillage évolutif, nous nous référerons au schéma (3.37). Pour le schéma (3.29),
nous parlerons de schéma à maillage uniforme.
Il est bien connu que pour que le schéma (3.56) soit stable, il faut que le rapport
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des pas en t et en x vérifie, L311,
T Ï
(8.1)
Après certains tests numériques, nous concluons qu’un critère analogue doit être
imposé pour les schémas invariants. Comme les pas en x peuvent varier en fonc
tion du temps et que ceux-ci ne sont pas nécessairement constants sur une couche





OÙ hmm correspond au plus petit pas en x à un temps donné et peut varier à chaque
itération temporelle. En ce qui concerne le schéma à maillage évolutif, comme nous
n’avons aucun contrôle sur l’évolution de la grandeur des pas en x, sauf en t = 0,
l’équation (8.2) impose une contrainte sur T. La restriction (8.2) s’avère être très
contraignante dans la plupart des applications numériques. Comme nous serons
en mesure de le constater lors de nos deux applications numériques, les noeuds du
maillage se rapprochent l’un de l’autre autour d’une racine de u dans les régions OÙ
la solution est positive et concave. Ce comportement est une conséquence immédiate
de l’équation (3.38) dans laquelle ou fait tendre tendre h et h_ vers 0. Afin de
comparer objectivement les résultats numériques des trois schémas (3.29), (3.37)
et (3.50), les pas en t seront identiques et seront déterminés en demandant que la
relation (8.2) entre T et h soit vérifiée pour le schéma invariant à maillage évolutif.
Avant d’entamer les applications numériques mentionnons l’existence d’une
contrainte supplémentaire pour les schémas invariants impliquant des logarithmes.
Comme le logarithme n’est pas réel pour des arguments inférieurs ou égales à zéro,
les solutions modélisées à l’aide de schémas invariants logarithmiques ne doivent
pas passer par zéro. Seules les solutions de signe constant peuvent être considérées.
Si la solution change de sigile, on pourrait être tenté de lui additionner une cer
taine constante pour que celle-ci devienne de signe constant, d’ensuite réaliser la
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simulation numérique et finalement de lui soustraire la constante additiollnée pour
obtenir la solution finale. Cepeildant, une telle série d’étapes n’est pas possible
puisque les schémas logarithmiques n’admettent pas le principe de superposition.
8.1.1 Problème avec conditions aux limites
Considérons le problème avec conditions aux limites ‘u(O, t) = u(1, t) = 1, t O,
avec la condition initiale
‘u(x, O) = 1 + sin(rrx), x [0, 1].
La solution exacte de ce problème est donnée par
u(x, t) 1 + sin(x)e_2t.
Pour que le schéma (3.29) admette des pas en x soient uniformes à chaque
itération temporelle, il est nécessaire que u soit nul pour le schéma, puisque les
bords doivent êtres maintenus fixes. En ce qui concerne le schéma évolutif, nous
avons imposé que les bords restent fixes et avons laissés évoluer les points intérieurs
selon (3.37).
Dans les figures 8.2, 8.3 et 8.3, nous avons tracé l’évolution de l’erreur absolue
maximale en fonction du temps pour trois pas spatiaux initiaux différents avec
T 0.001 en t 0. De celles-ci, on constate que le schéma numérique standard
et le schéma invariant à pas uniformes donnent des résultats comparables. Du côté
du schéma invariant avec maillage évolutif, la précision est beaucoup moins borine.
Cette différence dans le comportement de l’erreur est facile à comprendre lorsqu’on
observe l’évolution du maillage, figure 8.4. Les noeuds du maillage en se concentrant
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à valeurs aux bords de l’équation de
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internes qui ne cessent de s’agralldir. Ce faisant, la précision sur l’évolution de la
solution aux premiers noeuds internes s’en trouve grandement affectée.
8.1.2 Problème périodique
Nous nous proposons d’explorer le problème périodique u(r, t) = ‘u(x + 2, t),
avec la condition initiale
u(x, O) = 2 + sin(rrx). (8.3)
La solution analytique de ce problème existe et est donnée par
n(x, t) = 2 + exp[—ir2t] sin(irx).
En plus de suivre l’évolution des erreurs numériques, nous vérifierons l’évolution
x+P - -
de la quantite i’v[(t) = f u(x, t) dc, ou P est la periode. Cette quantite est
souvent associée à la “masse” de la soliltion. On constate facilement que celle-ci est
constante dans le temps lorsque ‘u est une solution de l’équation de la chaleur et
de période P.
d rx+P px+P rx+P
j]




Pour notre application, la méthode des trapèzes est utilisée pour calculer cette
quantité. Ce faisant, on moiltre sans trop de difficulté que le schéma standard
conserve exactement la masse. En effet, supposons que l’intervalle [—1, 1] contienne
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TAu. 8.1 — Évolution de la différence de masse pour les schémas invariants.




{ui + (u1 — 2u + u1) + ui_1 ± (uj — 2uj_ + ui_i)} h
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Dans le tableau 8.1, nous avons recueilli l’évolution de la différence entre la masse
initiale et la masse à un temps donné pour les schémas invariants (3.29) avec
u = O et (3.37). Comme on le constate, contrairement au schéma standard, les
deux schémas invariants ne préservent pas exactement la masse.
L’évolution de l’erreur en fonction du temps, pour trois pas initiaux en x
différents est tracé aux figures 8.5, 8.6 et 8.7. Les conclusions tirées du problème à
valeurs aux bords demeurent relativement les mêmes. Le schéma standard donne
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toujours de meilleurs résllltats, suivi de pas très loin du schéma invariant à pas
uniformes. L’erreur engendrée par le schéma invariant à maillage évolutif bien
qu’encore plus élevé que les deux autres schémas est cette fois-ci beaucoup plus
semblable. Cela est simplement dû au fait qu’il n’y a pas d’aussi grands pas en x
dans le maillage du problème périodique comparativement a problème à valeur
aux bords, figure 8.8. Comme on le constate les premiers instants de la simulation
ont une grande importance sur l’évolution ultérieure du maillage. Les plus grandes
variations dans la distributions des points en x se situent dans les 0.1 premières
unités de temps. Ce comportement est intimement relié à la manière dont évolue la
solution. Dû à la forme de l’équation (3.37b), spécifiant l’évolution des points en x,
le mouvement des points en x est important là où la solution varie le plus. Comme la
composante sinusoïdale s’amenuise exponentiellement, sont influence est marquée
dans les premiers instants de la simulation. Plus on avance dans le temps, plus
la solution tend vers la valeur constante 2 et plus le mouvement dans le maillage
devient négligeable, c’est-à-dire que u tend vers zéro. Ceci ne veut pas dire que le
maillage tend à devenir uniforme. Au contraire, l’uniformité est perdue dans les
premiers instants de la simulation est ne peut pas être recouvré plus tard puisque
le maillage varie de moins en moins au fur et à mesure le temps s’écoule.
Pour se débarasser de la contrainte de stabilité (8.2), il pourrait être envisagé
d’utiliser des schémas numériques implicites. Il est bien connu que le schéma stan
dard implicite. (3.57), est inconditionnellement stable [311, c’est-à-dire qu’aucune
relation de la forme (8.1) entre les pas en x et en t doivent être satisfaite pour que
le la solution numérique soit stable. Il pourrait être intéressant de voir si c’est aussi
le cas pour les schémas invariants. Cependant, comme les schémas invariants expli
cites (3.29) et (3.37) ne donnent pas de meilleurs résultats que le schéma standard,
il est très peu probable que leurs versions implicites soient utiles puisque la non
linéarité des schémas nécessite que l’on ait recours à des méthodes itératives pour
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FIG. 8.7 — Erreurs absolues pour un problème périodique de l’équation de la chaleur,
h0 = 0.01.









le schéma standard implicite.
8.2 ]quation de Korteweg-de Vries
Comme dernière application nous nous proposons de simuler la solution à un
soliton
u(x, t) = 3c sech2((x + ct) + 6). (8.4)
de l’équation de Korteweg-de Vries. Cette solution s’obtient en cherchant la solution
invariante sous le groupe de translation à un paramètre
(x, t, u) I” (x + cc, t — e, u).
Pour des raisons d’instabilités numériques, [53], nous n’utilisons pas de schémas
explicites. Nous utilison plutôt le schéma invariant à maillage évolutif (6.14) ainsi
que le schéma (6.8) avec u 0, ce qui revient à considérer un schéma standard.
À la figure 8.10, nous avons tracé l’erreur des solutions numériques après avoir
laissé le système évolué pendant trois unités de temps. Comme on le constater,
les deux schémas donnent des résultats similaires. Cependant, au niveau de l’effort
de calcul, le schéma à maillage évolutif est beaucoup plus intéressant puisque ce
schéma est linéaire, e terme non linéaire le l’équation de Korteweg-de Vries étant
caché dans l’équation spécifiant l’évolution du maillage. Ainsi, contrairement au
schéma standard, il n’est pas nécessaire d’avoir recours à la méthode pour arriver
à résoudre pour [311.
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FIG. 8.9 — Évolution de la solution à une soliton calculée avec le schéma implicite
standard, T 0.01 et h = 0.01.







La méthode permettant de discrétiser des équations différentielles de manière à
préserver toutes leurs symétries présentée au chapitre 2, a été appliquée avec succès
à quatre équations différentielles aux dérivées partielles de la physique. Dans tous
les cas, nous avons développé deux types de schémas invariants. Il y a ceux pour
lesquels le maillage en x dépend de la solution et ceux pour lesquels le rapport des
pas successifs en x est constant. Le premier type de schémas concorde avec ceux
obtenus par Dorodnitsyn et coauteurs. Cependant, notre approche est légèrement
différente puisque que nous évitons l’introduction de variables de type lagrangienne.
Les schémas invariants à maillage uniforme quant à eux sont tous nouveaux.
En préservant les symétries du problème origillal, nous avons été en mesure
d’utiliser la théorie des groupes pour obtenir des solutions exactes des schémas
invariants. Dans la plupart des cas, on remarque que même si les schémas inva
riants sont différents ceux-ci admettent les mêmes solutions exactes. L’ensemble
de solutions exactes trouvées forme un petit sous-ensemble de toutes les solutions
qui peuvent être obtenues par la méthode de réduction par symétries appliquée au
problème continu. Néanmoins, cet ensemble de solutions exactes s’avère être plus
grand que celui d’une discrétisation standard qui se limite aux soliltions polynô
miales. Si nous nous fions aux résultats des articles [261 et [271, il est fort possible
que le recours au formalisme lagrangien soit nécessaire pour obtenir de nouveaux
schémas invariants à partir desquels de nouvelles solutions exactes pourront être
obtenues.
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Au chapitre 7, nous avons montré que si deux équations différentielles sont
reliées par une transformation hodographe alors leurs schémas illvariants le sont
aussi par la même transformation. Même si ce résultat semble trivial à première
vue, il n’en est rien puisque, pour beaucoup de transformations ponctuelles, ce
résultat est faux. En utilisant ce fait, nous avons pu générer facilement des schémas
invariants d’équations différentielles reliées par une transformation ho dographe. De
plus, nous avons utilisé cette transformation pour obtenir des solutions exactes des
nouveaux schémas invariants obtenus.
Au niveau des applications numériques, nous constatons que les erreurs de tron
cature des schémas invariants sont semblables à celles engendrées par une discréti
sation aux différences finies standard. Étant donné le nombre limité de simulations
numériques réalisées, nous n’en concluons pas que les schémas invariants sont d’au
cune utilité. Au contraire certains travaux montrent que l’exploitation des proprié
tés de symétries jumelée à divers intégratellrs numériques conventionnels donnent
de bons résultats 15, 8,9]. Pour mieux comprendre le comportement des schémas
développés dans ce travail et pour peut-être établir dans quels types de problèmes
ces derniers seront utiles, il sera nécessaire d’entreprendre une étude poussée de
leurs propriétés numériques. Comme nous y avons fait allusion, il est important de
connaître quelles sont les conditions de stabilité des schémas invariants si on veut
obtenir des résultats fiables lors d’applications numériques.
finalement, il est évident que beaucoup de travail reste à être réalisé dans
ce domaine de recherche. Dans ce travail, nous avons seulement considéré la dis
crétisation invariante d’équations différentielles évolutive à une variable spatiale.
Plusieurs autres types d’équations différentielles aux dérivées partielles restent à
être discrétisées. De plus, tel que mentionné dans l’annexe, l’algorithme permettant
la discrétisation invariante d’équations différentielles aux dérivées partielles est fa
cile à modifier pour permettre la mise en place de schémas semi-discrets invariants.
Plusieurs résultats restent à être trouvés dans ce secteur qui mélange à la fois la
théorie des symétries d’un problème continu et celle d’un problème discret.
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Annexe I
Limite continue de la prolongation discrète d’un générateur de
transformations
L’objectif principal de cette annexe est de démontrer, dans un cas partic
ulier,
la proposition 2.1. L’exercice nous permet de plus d’obtenir une expréssion
pour
la première prolongation d’un champ de vecteurs d’un problème semi-disc
ret. Avec
cette définition, il est facile de développer des schémas invariants semi-di
screts.
Pour ce faire, il suffit d’apporter que quelques petites modifications à l’algorith
me
de discrétisation invariante présenté dans ce mémoire. Afin d’illustrer comme
n cela
fonctionne, nous appliquons l’algorithme modifié à l’équation de Korteweg-de Vr
ies.
1.1 Preuve d’un cas particulier de la proposition 2.1
Soit
= 0, (1.1)
une équation différentielle aux dérivées partielles admettant des générateurs
infini
tésimaux de symétries de la forme
8 8 8
y = (x, t)— + ï1(t) + ç5(x, t, ‘u)—.
(1.2)
En d’autres mots, nous supposons que les transformations des variables x
et t ne
dépendent pas de la variable dépendante u et qu’en plus, les transformation
s de
la variable t ne dépendent pas de x. Pour de telles transformations, nous vérifio
ns
facilement que
T = 0 (1.3)
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-w --- -------w--- —————---—.-——-——-———-.
———---
(x__, t, u__) (x_, t, u_) (x, t, u) (x, t u+) (x++, t, u)
fIG. 1.1 - Schéma explicite centré.
définit une variété invariante puisque
prv[t — t]== ((t) — (t))+= (t) — (t) O.
Comme dernière suppositioi, nous supposons que le schéma discret est explicite
et implique seulement les poillts figurant à la figure 1.1. La prolongation du champ
de vecteurs (1.2) sur un tel schéma est donnée par
pr y = + _-_ + + +8+ + ++0 + + a+
+ + + + +÷ + ++÷ + (1.4)
Dails le processus de limite continue, nous débutons par faire tendre les pas T
et u vers zéro. Cela nous permettra d’obtenir une expression pour la prolongation
d’un champ de vecteurs d’un problème semi-discret où t est une variable continue
et x une variable discrète.
Au lieu d’exprimer la prolongation du champ de vecteurs (1.2) dans l’espace {x,
t, u, x, u__, x_, u_, x, u+, u++, û, , }, nous nous proposons de passer
dans l’espace {x, t, u, x_, u_, , u_, x, u+, x++, T, u, ufl, où
*
û—u u/u+—u u +
ut = — —
_______
= ut — —ut. (1.5)
T T T
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L’introduction de la variable 4 se justifie par le fait que, dans la limite continue,
î4 tend vers la définitioll habituelle de u, avec la restriction que le rapport u/r
vérifie la condition (3.30). La prolongation de y dans cet espace est
pr y + __ + -x_ + + ++3x++ + ( )3a








+— ux+ ux — ( lii.
T T T T h T]





où D et D sont les opérateur de dérivées totales. Après quelques calculs, nous
obtenons
D(ç) - D)u - D(i)u (1.6)
L’expression pour ç5 nous procure une définition de la première prolongation
en lit du champs de vecteurs (1.2) pour un problème semi-discret où la variable t
est continue et x est discrète. Le résultat de nos calculs suggère une définition de
Çsd. qui soit légèrement différente de celle introduite l’article de Levi et coauteurs
[391 où ils posent ç5 D() — D()’u2, — D(ij)u. Notre façon de prolonger le
champ de vecteurs pour un problème semi-discret fait plus de sens puisque, dans
un problème semi-discret, il est impossible de définir la dérivée partielle de u par




un générateur de transformations. La prolongation semi-discrète de (I.?) pour te




+ __a__ + + + ++a++ +
+ + __a + _a + +a + ++a÷ + (1.9)
où
D@) — D()u — D(î)u (1.10)
L’étude des symétries dans les équations semi-discrètes est un sujet de recherche
en soi. Comme ce n’est pas le sujet d’étude de ce travail, nous ne nous sommes pas
investis dans ce problème. Néanmoins, dans la section suivante, nous appliquons
notre résultat à un exemple simple.
Une fois la limite continue en t prise, le problème discret en devient un à une
dimension, figure 1.2. Afin de terminer le calcul de la limite continue, nous exécutons
un changement de variables pour passer de l’espace {x__, x_, x, x+, x++, t, u,
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(x, t) (x_, t) (x, t) (x, t) t)
FIG. 1.2 — Schéma à une variable discrète.






h+2h+2h_+h_ h+h — h_+h__)’
6 (u_u u;—u;
— u.
Ce faisant, la prolongation semi-discrète du champ de vecteurs (1.9) s’écrit, en
introduisant l’opérateur de dérivée discrète
— f(x,t,u) — f(x,t,u) (1.12)D(f(x,t,u)) =
+h h
pr y = + 70t + qO + d8u, + h__ D ()8 + h_ D (_)8h++h- -- +h_
h D ()3h+ + D + (h_ D () + h__ D (__))8+
+Ii+ +h++ +h_ +h_-
+ + (1.13)
où
= D () - D ()u, (1.14)
+h+ +h
— 2





c c c c c\7++ +
rxx S++ — S— — S—— J S++ — S I U
5d Pxxx —
______________________
— I J j —h — h±j h + h h
__
(u;_u;6 D6( ‘u
— h__) i_ + h +ii+h + h




— h++ + 2h+ + 2k_ + h. finalement, en faisant tendre les pas en x vers
zéro, nous obtenons
pr y y + çb0, +
3 + XX3 + (1.17)
avec
= D@) — — D(ij)u,
ç5X
= Db) — )u
= D(çbx) — D)u, (1.1$)
XXX D(çXx) —
Ce résultat est cohérent avec la formule générale (1.7), en se rappelant que
nous
avons supposé que ij est fonction que de t.
1.2 Schéma semi-discret préservant toutes les symétries de l’équation de Korteweg
de Vries
Dans ce qui suit, nous appliquons la prolongation semi-discrète (1.9) et (1.10)
à l’équation de Korteweg-de Vries pour obtenir une discrétisation semi-discr
ète
préservant toutes les symétries de l’équation originale.
L’algorithme permettant de générer un schéma invariant semi-discret est si
mi
laire à celui exposé au chapitre 2, à la différence que seule la variable spatiale x
est discrète. Ainsi, au lieu d’avoir dellx équations spécifiant l’évolution du maill
age,
‘1$
nous nous retrouvons avec une seule équation. La variable t étant maintenan
t conti
nue, nous n’avons pas à inclure une équation spécifiant comment t doit
être écha




avec la restriction que dans la limite continue, la première équation tende
vers
l’identité O = O et la deuxième tende vers l’équation de Korteweg-de Vrie
s.
En calculant les invariants semi-discrets de l’algèbre de symétrie (6
.2) dans





= U++ — U+ I (u — u)h, 1 = (Ut — nu)h.
u+—u u+_u (1.20)
Un schéma semi-discret approximant l’équation de Korteweg-de Vries s’o
btient
en posant
12 1, 18 = (I6 — 1 — I’ + (1415)’)17, (1.2
1)
ce qui donne en terme des variables originales
h,




Le résultat obtenu n’est pas très intéressant puisque celui-ci aurait pu êtr
e obtenu
par une discrétisation habituelle. Néanmoins, remarquons que le système
d’équa
tions (1.22) est en accord avec le schéma invariant explicite à pas uniform
es (6.6),
dans lequel on fait tendre r et u vers zéro.
