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With the explosive growth of smart devices equipped with wireless communica-
tion, there have been numerous challenges to untangle for supporting user demands
in the next generation of communication networks such as Internet of Things net-
works. One of prime concerns is to overcome the finite lifespan of networks due
to the limited battery capacity. Wireless power transfer (WPT) has been considered
as a promising solution for providing self-sustainability to energy-constrained net-
works. WPT enables users to charge their batteries by collecting energy from a radio-
frequency signal transmitted by a dedicated energy source. As a framework to the
design of wireless networks with WPT, a wireless powered communication network
(WPCN) consisting of a hybrid access-point (H-AP) and multiple users has emerged.
A H-AP serves users in a WPCN as a base station as well as delivers energy to
users as a dedicated energy source. In a WPCN, users charge their batteries by WPT
via downlink, and use the energy for uplink transmission. Due to the scarcity of re-
sources, an efficient design is crucial to exploit the system. To support this, I explore
system design and resource allocation for WPCNs, especially in the perspective of
throughput performance. In addition, I aim to mitigate severe rate disparity which
originates from the doubly near-far problem, an inherent characteristic of a WPCN.
To begin with, I discuss a cooperative WPCN, in which a user with good chan-
nel condition relays information of a user with bad channel condition to enhance
user fairness. The sum-throughput is maximized in the considered network subject
to a set of quality of service (QoS) requirements. By analyzing the optimal solution,
the conditions under which the WPCN benefits from the cooperation are character-
ized. Based on the new findings, I propose a novel resource allocation algorithm
for sum-throughput maximization, which is helpful to practical use of user coop-
i
eration. Secondly, I discuss a multi-antenna WPCN where non-orthogonal multiple
access (NOMA) transmission is employed in the uplink. To address issues regarding
adopting NOMA, user clustering exploiting the multi-antenna system is further ap-
plied so that the number of users in a single NOMA transmission is reduced. To deal
with the difficulty of jointly optimizing cluster-specific beamforming and time/energy
resources for sum-throughput maximization, the beamforming is determined first,
and then the resources are optimized for given beamforming. A novel algorithm for
cluster-specific beamforming design followed by the sum-throughput maximization
algorithm is proposed. Lastly, I consider a WPCN assisted by intelligent reflecting
surface (IRS) which has recently received significant attention for its potential of
enhancing wireless communication experience. By employing an IRS in a WPCN,
users harvest extra energy, and the signal strength of each user can be elevated. For
the considered system model, beamforming at the IRS and resources are optimized to
maximize sum-throughput. In particular, both NOMA and orthogonal multiple access
are considered for uplink transmission, and the performance comparison between the
two multiple access schemes are presented.
keywords: Resource allocation, wireless powered communication network
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In the next generation of communication networks such as Internet of Things (IoT)
networks, various types of devices will be connected to the wireless network con-
stantly, and a significant amount of energy stored in each device will be consumed
[2], [25], [33], [34]. Accordingly, battery limitations of devices are expected to be
a major limitation for accommodating emerging services in the next generation of
communication systems. For seamless operation of wireless devices, management of
energy resource such as wiring to an external power source or replacing batteries is
needed. However, due to the ubiquitous nature of the upcoming wireless networks,
wired charging or manual battery replacement can be impractical depending on the
number of devices or their deployments. Therefore, the need for wireless battery
charging arises for devices to achieve sustainable access in energy-constrained wire-
less networks, and for ease of operation and maintenance of the network [35], [36].
To realize wireless battery charging, especially in the far-field, energy harvesting has
been studied which converts a radio-frequency (RF) signal into electrical energy to be
stored in a battery [1], [6]. In particular, harvesting energy from RF signals transmit-
ted by a dedicated energy source is called wireless power transfer (WPT). WPT has
attracted a significant amount of attention for its controllability compared to ambient
1
RF energy harvesting [7], [8].
As a new framework on the design of a wireless network with WPT, a wireless
powered communication network (WPCN) has been proposed [9]. A WPCN consist
of a hybrid access point (H-AP) with external power supply and wireless devices
with no energy source, but rechargeable batteries and energy harvesting capability. A
H-AP serves multiple devices in a network as a base station (BS) while transferring
energy to the devices as a dedicated energy source. In a WPCN, a H-AP transfers en-
ergy to energy harvesting devices via downlink (DL), which is called wireless energy
transfer (WET), and the devices transmit information to the H-AP using the harvested
energy via uplink (UL), which is called wireless information transmission (WIT).
A single transmission in a WPCN consists of DL-WET and UL-WIT so that de-
vices can recharge their batteries and transmit information continually. Accordingly,
a harvest-then-transmit protocol was proposed, in which DL-WET occurs before UL-
WIT. Due to the restriction on time resources for both DL-WET and UL-WIT, and
energy resources harvested for DL-WET, resource allocation has been essential in a
WPCN to utilize the system. Various objectives such as sum-throughput maximiza-
tion for high spectral efficiency, power minimization for energy efficiency, and total
transmission time minimization for low latency can be addressed in the resource al-
location for a WPCN [9], [18], [19], [42], [44], etc. In addition, several constraints
can be taken into account to further increase the system performance [18], [45], [46].
Particularly, since IoT for the next generation of communication networks enables a
variety of types of devices to communicate over the air, each device is expected to re-
quire a certain level of performance in data transmission depending on its device type,
data type, etc [25]. Quality of service (QoS) constraints guarantee to meet such re-
quirements, which can be throughput thresholds on the individual throughput, signal
to interference-plus-noise ratio (SINR) thresholds for reliable decoding, etc. In this
dissertation, I mainly explore resource allocation for maximizing the sum-throughput
2
of a WPCN with a set of QoS requirements.
1.1 Related Work
1.1.1 Wireless Powered Communication Networks
Due to the broadcast and superposition nature of wireless medium, multiple access
should be employed in UL-WIT for a WPCN with multiple users [31]. Note that the
terms, user and device are used interchangeably. One approach is orthogonal multiple
access (OMA) such as time division multiple access (TDMA) and frequency division
multiple access (FDMA). A resource block in time, frequency, and code domains
is allocated to a single user so that it does not experience any inter-user interfer-
ence. A WPCN where users transmit according to OMA is called an OMA-based
WPCN. In particular, TDMA is adopted as OMA in this dissertation. Then, the time
for DL-WET and the time allocated for each user to transmit in UL-WIT are jointly
optimized.
It has been found that WPCN inherently suffers from the so-called doubly near-
far problem [9]. Due to the signal power attenuation over distance, a user far from
the H-AP harvests much less energy, and needs to spend even more energy to achieve
the same rate compared to a user close to the H-AP. Thus, a user close to the H-
AP is allocated much more resources than a user far from the H-AP compared to
the conventional networks to maximize the sum-throughput. There have been a num-
ber of studies on reducing doubly near-far problem for avoiding severe user unfair-
ness [9], [12]- [16], [22], [32]. One of these approaches is to maximize different ob-
jective functions such as minimum individual throughput, weighted sum-throughput,
proportional fairness, etc [9], [32]. Another approach is to exploit the multi-antenna
system [12], [13]. By the design of beamforming using multiple antennas, a user
far from the H-AP can increase the amount of harvested energy or transmission rate
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more than a user close to the H-AP. Besides, adopting a relay can be considered to
increase the rate of a user far from the H-AP, or a user close to the H-AP shares
its harvested energy with a user far from the H-AP by transferring a part of it via
out-of-band channels [14]- [16], [22]. Nevertheless, the aforementioned techniques
may induce sum-throughput loss as they sacrifice the performance of a user that is
superior in both energy transfer and spectral efficiency, or may not be cost-effective
as they require to employ additional equipment.
Another important solution to the doubly near-far problem is user cooperation
[24]. In a WPCN with the user cooperation protocol, a user close to the H-AP acts
as a relay, relaying the information of the user far from the H-AP by using a por-
tion of its time and energy resources during UL-WIT. The results showed that user
cooperation enhances the throughput of a user far from the H-AP without any de-
terioration of the throughput that a user close to the H-AP can achieve. Despite the
benefits of user cooperation, a user close to the H-AP needs to decode the message
of the other user, which may result in additional processing cost and decoding error.
Moreover, outage may occur in relay transmission. Thus, there is no need to employ
user cooperation when the system does not benefit from it. In Chapter 2, I explore
the sum-throughput maximization in a WPCN with user cooperation protocol while
ensuring QoS. Particularly, by characterizing the conditions under which user coop-
eration becomes effective, I propose a novel algorithm that exploits user cooperation
efficiently.
1.1.2 A NOMA-Based WPCN
In addition to OMA, non-orthogonal multiple access (NOMA) has been adopted as a
multiple access scheme for UL-WIT in a WPCN [23], [41], [44]- [46]. There has been
a great interest in NOMA transmission as it is expected to facilitate the features of the
next generation communication systems such as higher spectral efficiency, ultra-low
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latency, and massive connectivity compared to OMA [37]- [40]. On the contrary to
OMA, where a single user is exclusively allocated one resource block, multiple users
are given access to the same resource block in NOMA transmission. Particularly, in
the uplink NOMA transmission, the BS receives the superposition of signals trans-
mitted by multiple users over the same resource. Thus, the BS performs successive
interference cancellation (SIC) to remove inter-user interference and decode the mes-
sages. That is, a message of a user is decoded treating interferences as noise, and is
subtracted from the received signal at the BS. Thus, a user of its message decoded
next experiences less interference than a user of its message decoded before.
Furthermore, NOMA can enhance user fairness by controlling the SIC decoding
order in maximizing the sum-throughput. In order to maximize the sum-throughput,
a majority of resources are given users with better channel in OMA transmission.
On the other hand, decoding order does not affect the sum-throughput in NOMA
transmission. Thus, a user with worse channel can achieve higher throughput than
in OMA if its message is decoded after SIC. Particularly, NOMA becomes more ef-
fective in enhancing user fairness as the difference in channel status between users
increases and the number of users served by NOMA decreases because a user with
better channel experiences relatively lower level of interference. While NOMA is ex-
pected to enhance various system performances from a theoretical perspective, there
are several implementation issues related to the NOMA decoding in practice [47]-
[49]. The implementation complexity of SIC increases with the growing number of
users served by a BS. Furthermore, SIC error propagation may occur due to the in-
complete interference cancellation, which results in severe throughput degradation.
Therefore, it needs to limit the number of users in a single NOMA transmission, and
thus user grouping or clustering has been adopted to NOMA [50], [51].
I focus on that NOMA can be more effective in enhancing user fairness in a
WPCN since the effective channels of users differ more in a WPCN due to the
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doubly near-far problem than in a conventional network. To this end, I consider a
WPCN where NOMA is employed as a multiple access scheme for UL-WIT (i.e., a
NOMA-based WPCN) while ensuring QoS. Particularly, in Chapter 3, user clustering
is adopted for a NOMA-based WPCN. By grouping users with large channel differ-
ence, the drawback of a WPCN is harnessed to enhance user fairness. Furthermore,
in Chapter 4, I explore a potential benefit that an intelligent reflecting surface (IRS),
which has recently received great attention, can bring to a WPCN [57]. An IRS con-
sists of a number of passive elements that reflect radio-frequency (RF) signals and
induce phase shifts on the signals. Since an IRS brings changes in the effective chan-
nels of users, the performance of a network assisted by an IRS can be enhanced by
designing the beamforming of the passive elements. Thus, I explore the effect of
the employment of an IRS on a NOMA-based WPCN and compare it to that of an
OMA-based WPCN.
1.2 Contributions and Organization
In this dissertation, I consider various system models for WPCNs where several ap-
proaches applied in order to improve the system performance such as spectral effi-
ciency, user fairness, etc. System designs and resource allocation schemes for sum-
throughput maximization with QoS constraints in the considered system models are
developed.
In Chapter 2, I formulate a sum-throughput maximization problem with QoS con-
straints for a cooperative WPCN, where a user with better channel condition relays
information of a user with worse channel. In particular, QoS constraints are given
as individual throughput thresholds. From the derived solution, the conditions under
which the WPCN benefits from the cooperation in achieving the maximum sum-
throughput are characterized. I propose an efficient resource allocation algorithm
6
which reduces unnecessary computational cost and processing cost.
In Chapter 3, I consider a NOMA-based WPCN equipped with multiple anten-
nas. Additionally, to address the SIC decoding issues, user clustering by beamform-
ing exploiting the multi-antenna system called signal alignment is applied. Due to
the difficulty of jointly optimizing cluster-specific beamforming and resources for
sum-throughput maximization, I determine the beamforming relying on signal align-
ment first, and then the resources are optimized for given beamforming. In partic-
ular, a sum-throughput maximization problem with SINR thresholds is formulated
to optimize the resources such as time, energy, and DL energy beamforming. Novel
algorithms for beamforming design and sum-throughput maximization are proposed.
Numerical results show the sum-throughput performance of the proposed scheme and
its robustness to SIC error propagation compared to an existing schemes.
In Chapter 4, I consider a NOMA-based WPCN and an OMA-based WPCN, both
of which are assisted by an IRS. For both multiple access schemes, sum-throughput
maximization problems subject to minimum throughput constraints are formulated.
Due to the non-convexity of the problems, they are relaxed into multiple convex prob-
lems. The performance of each scheme is evaluated, in particular, in terms of sum-
throughput and user fairness, and is compared to each other. Numerical results show
that user fairness in NOMA significantly depends on the position of an IRS, but not
in OMA, which suggests that it needs to adopt different strategies according to the
multiple access scheme to achieve a specific level of user fairness.




Boldface lowercase and capital letters indicate vectors and matrices, respectively.
For a matrix A, AT and AH denote a transpose, conjugate complex transpose of
A, respectively, and span(A) stands for the space spanned by the column vectors of
A. For a vector a, diag(a) represents a diagonal matrix whose diagonal entries are
elements of a. (·)∗ represents an optimal value of a variable. In is an n × n identity
matrix. (A)ij denotes the (i, j)-th element of the matrix A. A vector a whose entries
follow a complex normal distribution with the mean of µ and the variance of σ2 is
denoted by a ∼ CN (µ, σ2I).
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Chapter 2
Wireless Powered Communication Networks with User
Cooperation
A wireless powered communication network (WPCN) is considered, which has a
hybrid access point (H-AP) and two users with energy harvesting capabilities. The
H-AP transfers energy to the users during downlink (DL) transmission, and the users
transmit information to the H-AP during uplink (UL) transmission by utilizing the
harvested energy. To enhance user fairness, a user cooperation protocol is employed
in which a user close to the H-AP relays the message of the other user by partially
using its allocated time and available energy resources. By jointly optimizing the
time allocation for DL energy transfer and UL information transmission, the sum-
throughput in the considered network subject to a set of quality of service (QoS) re-
quirements is maximized. The optimization problem is solved through a divide-and-
conquer approach along with convex optimization techniques, and thus an analyti-
cal solution is derived. In particular, the conditions under which the WPCN benefits
from the user cooperation in achieving the maximum sum-throughput are fully char-
acterized. Furthermore, an efficient resource allocation algorithm to find the optimal
solution under QoS requirements is presented.
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2.1 Introduction
Wireless energy harvesting has recently attracted a significant amount of attention for
the next generation communication systems as it is expected to prolong the lifetime
of wireless networks delivering self-sustainability without manual battery recharge or
replacement [1], [2]. In particular, harvesting energy from far-field radio-frequency
(RF) signal radiated from a dedicated energy source has been studied as a promising
solution to energy-constrained wireless networks since it is more controllable than
other sources such as solar energy, ambient radio power, etc. [3]- [8].
Recently, wireless powered communication networks (WPCNs) have emerged as
a new framework to the design of wireless networks, which consist of a hybrid access
point (H-AP) with external power supply and wireless devices with no energy source,
but rechargeable batteries [9]. In [9], a harvest-then-transmit protocol was proposed
in which wireless devices are powered from RF signals radiated from a H-AP via the
downlink (DL), called wireless energy transfer (WET), which send information using
the harvested energy via the uplink (UL), called wireless information transmission
(WIT). In particular, wireless devices send messages to the H-AP in time division
multiple access (TDMA). The time allocation for DL-WET and UL-WIT is jointly
optimized to maximize the sum-throughput performance.
Subsequently, a number of works on WPCNs have been presented under different
network scenarios from various perspectives [10]- [20]. In [10], a WPCN with a full-
duplex H-AP was explored. In [11], two types of users in a WPCN were considered:
an energy-harvesting type of device and a device powered from an external power
source. In [12] and [13], a multi-antenna system is applied to the H-AP to enable DL
energy beamforming and UL receive beamforming. In [14]- [16], cooperative com-
munication was applied to WPCNs by deploying a dedicated relay with an energy
harvesting circuit. In [17], a device was proposed to harvest more energy by deploy-
ing a power beacon with an external power supply, while in [18], idle users scavenge
10
energy from the interferences, in [19], jamming interference energy is harvested to in-
crease the transmit power, and in [20], an energy-harvesting relay transferring energy
was proposed. In [21], a two-user Gaussian interference channel in addition to an
extra non-collocated energy harvesting device was studied in which a channel-output
feedback link is available from each receiver to the corresponding transmitter.
It has been found that WPCN inherently suffers from the so-called doubly near-
far problem [9]. Due to the signal power attenuation over distance, a user far from
the H-AP harvests much less energy, and needs to spend even more energy to achieve
the same rate compared to a user close to the H-AP. This leads to severer user unfair-
ness compared to the conventional wireless communication networks. Many attempts
have been made to alleviate the user unfairness in WPCNs [9], [12], [13], [22]- [23],
etc. One of these approaches is to maximize the minimum rate among the users by
the joint design of DL-WET and UL-WIT, thereby a user far from the H-AP can
be allocated with more time to transmit information [9]. Nevertheless, it induces
sum-throughput performance loss as it sacrifices the rate of a user close to the H-
AP. Another approach exploits the multi-antenna system at the H-AP, making the
H-AP deliver more energy to a particular user by energy beamforming during DL-
WET [12], [13]. Careful design of the beamforming vector makes it possible for a
user with a worse channel to harvest more energy, which reduces the user unfairness.
However, it is likely that the uplink spectral efficiency decreases due to the large
amount of feedback overhead from the multi-antenna system. In [22], energy cooper-
ation was introduced. Users that harvest more energy transfer part of their energy to
those which do not have sufficient energy via out-of-band channels. Hence, the rate
disparity between the users becomes smaller at the expense of the rates of users in
a better channel state. In [23], non-orthogonal multiple access (NOMA) was applied
to a WPCN as a multiple access scheme during UL-WIT. It mitigates user unfairness
by controlling the decoding order at the H-AP, but it requires successive interference
11
cancellation, causing an increment in implementing and processing cost at the H-AP.
Another important solution to the doubly near-far problem is user cooperation
[24]. In a WPCN with the user cooperation protocol, a user close to the H-AP acts
as a relay, relaying the information of the user far from the H-AP by using a portion
of its time and energy resources during UL-WIT. Furthermore, in [24], the weighted
sum-throughput (WST) maximization problem was studied, and the corresponding
algorithm which returns the optimal time allocation for DL-WET and UL-WIT was
proposed. The results showed that user cooperation enhances the throughput of a user
far from the H-AP without any deterioration of the throughput of a user close to the
H-AP.
Meanwhile, the internet of things (IoT) for the next generation of communica-
tion networks enables a variety of types of devices to communicate over the air [25],
and each device is expected to require a variety of quality of service (QoS) depend-
ing on its purpose of the operation. One of the options to guarantee the QoS is to
put a threshold on the signal to noise ratio (SNR) of links as a constraint for reli-
able decoding. In particular, the constraint on the SNR becomes a linear constraint
with respect to the optimization variables in the WPCN with user cooperation since
the SNRs of the links depend on the ratio of the energy harvesting time during DL-
WET to the transmission time during UL-WIT. However, it is inappropriate to put
such constraints because each link easily meets the threshold of SNR by lowering
the transmission time. As a matter of fact, this may result in significant degradation
of the throughput of a user since the throughput is also proportional to the transmis-
sion time for a given SNR. Another option is to put weights on throughputs of users
(i.e., to maximize the weighted sum-throughput) as in the prior work [24]. The WST
maximization with user cooperation tends to implicitly achieve the desired level of
throughput while enhancing user fairness. However, it may fail to guarantee perfor-
mance when a device requires to achieve specific throughput. In particular, the WST
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maximization approach demands exhaustive search over the set of weights to meet
the specific throughput requirement, which is challenging. Hence, it needs to regard
throughput as a QoS requirement explicitly in WPCNs with user cooperation. In other
words, it needs to impose a threshold on the throughput as a constraint to guarantee
the QoS. Moreover, the WST maximization has high computational complexity as
it searches the optimal point numerically by jointly optimizing the primal and dual
problems. In this regard, I formulate a new sum-throughput maximization problem
under individual QoS constraints on user throughputs with user cooperation and pro-
vide the optimal solution in an analytical form.
The maximization problem is converted into an equivalent convex optimization
problem, which can be solved with numerical methods such as the interior-point-
method, etc [26]. Nevertheless, such methods are of high complexity in the process
of finding the optimal solution, and do not provide any knowledge on how the system
works. Therefore, I solve the maximization problem through the divide-and-conquer
approach [27] to obtain the optimal solution in an analytical form. The problem is di-
vided into multiple sub-problems which develop into linear systems, and the analyti-
cal solutions of sub-problems are derived individually. Subsequently, the solutions to
sub-problems are merged into the solution to the original problem. By analyzing the
derived solution, I show that the maximization problem is categorized as one of the
three cases according to the given QoS constraints: i) the case in which user coopera-
tion becomes beneficial over the conventional WPCNs [9]. ii) the case in which user
cooperation does not provide any gain in achieving the maximum sum-throughput.
iii) the case in which user cooperation should not be used. The corresponding condi-
tions for the three cases are characterized. Furthermore, I propose a QoS constrained
sum-throughput maximization algorithm, of which computational complexity is re-
duced by avoiding unnecessary computations.
The main contributions of this chapter are threefold. Firstly, I formulate an opti-
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mization problem to maximize the sum-throughput in WPCNs with user cooperation
under individual QoS constraints. The optimal time allocation for DL-WET and UL-
WIT is derived in an analytical form. Secondly, an analytical solution demonstrates
under which conditions user cooperation should or should not be exploited. Lastly,
I provide an efficient algorithm that returns the optimal time allocation to maximize
the sum-throughput for given QoS constraints.
The remainder of this chapter is organized as follows. In section 2.2, the system
model of a two-user WPCN with user cooperation is introduced. The sum-throughput
maximization problem under QoS constraints is formulated in section 2.3 and the
optimal solution is presented in section 2.4. The sum-throughput maximization algo-
rithm under QoS constraints is proposed in section 2.5, and the results are verified
with simulations in section 2.7. I conclude the chapter in section 2.8.
2.2 System model
As shown in Fig. 2.1, I consider a network with one H-AP and two users, U1 and
U2. The H-AP and the users are assumed to be equipped with a single antenna each.
It is assumed that the channel undergoes block fading (i.e., the channel coefficient
is constant over one transmission time, T ) and the channel reciprocity holds. For
convenience, I use transceiver indices, i and j where i, j ∈ {0, 1, 2} for the H-AP,
U1 and U2 respectively. The channel coefficient between the H-AP and Ui where
i ∈ {1, 2} is denoted by h̃i0 and that between U1 and U2 is denoted by h̃12. The
power gain of a channel coefficient, h̃ij where ij ∈ {10, 20, 12} is denoted by hij







Figure 2.1: Two-user WPCN system model.
where gij is the power of the short-term fading channel coefficient, α is the path-loss
exponent andDij is the distance between transceiver i and transceiver j.1 If the chan-
nel, for instance, undergoes Rayleigh fading for the short-term fading, gij = |g̃ij |2
where g̃ij ∼ CN (0, 1). The H-AP is assumed to have all the channel state informa-
tion at the beginning of the transmission block in advance. Without loss of generality,
I assume that U2 has a better channel condition than U1 (i.e., h20 ≥ h10.) Note that
U2 has higher efficiency in both energy transfer and information transmission by as-
sumption. Hence, U2 acts as a relay in the considered network to mitigate the doubly
near-far problem with the user cooperation protocol [24]. Otherwise, U1 sacrifices
more of its allocated time and energy resources for information transmission of its
own message, which results in more severe user unfairness. Therefore, U2 should
forward the message of U1 after U1 broadcasting its message. Accordingly, I further
assume that the channel between the users is better than the channel between the H-
AP and U1 for more reliable decoding at U2 in order to utilize user cooperation (i.e.,
h12 ≥ h10.)
The transmission protocol with user cooperation [24] is as follows. One trans-
1The path loss at a reference distance of 1 m is assumed to be 30 dB.
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mission block of duration, T , is divided into four different parts, τ0T , τ1T , τ21T , and
τ22T , where they need to satisfy
τ0 + τ1 + τ21 + τ22 ≤ 1. (2.2)
τ0T is allocated for DL-WET and, τ1T , τ21T , and τ22T are allocated for UL-WIT. In
particular, during UL-WIT, τ1T is allocated for U1 to transmit its information, while
τ21T and τ22T are allocated for U2 to relay U1’s message received during τ1T and to
transmit its own information, respectively. The relay strategy for user cooperation is
assumed to be decode-and-forward (DF) relaying.
For convenience, I assume that the single transmission time, T is normalized to
1. The received signal at transceiver i during τt where t ∈ {0, 1, 21, 22} is denoted
by y(t)i . During τ0, the H-AP transmits only an energy signal, x0 ∼ CN (0, P0) where




= P0.) The received signal at
Ui can be expressed as
y
(0)
i = h̃i0x0 + ni, i ∈ {1, 2}, (2.3)
where ni is the circularly symmetric complex Gaussian noise and ni ∼ CN (0, σ2i ).
Each user harvests the energy of Ei,
Ei = ζiP0hi0τ0, i ∈ {1, 2}, (2.4)
where ζi is the energy harvesting efficiency at Ui.2 During τ1, U1 transmits with the








2It is assumed that the noise power is not harvested at each user because the amount of the harvested
energy from the noise is significantly small. Furthermore, since the H-AP transmits an energy signal
with a fixed power of P0, Ei is the product of a constant and τ0 even with the non-linear energy
harvesting model.
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where ηi, i ∈ {1, 2} denotes a fixed portion of harvested energy to be used for infor-
mation transmission at each user.3 The received signals at the H-AP and U2 become
y
(1)
i = h̃1ix1 + ni, i ∈ {0, 2}, (2.6)
where x1 ∼ CN (0, P1). During τ21 and τ22, U2 relays U1’s message received during
τ1 with the transmit power of P21 and transmits its own information with the transmit
power of P22, respectively. The sum of the energy consumed by U2 during τ21 and
τ22 is constrained as
τ21P21 + τ22P22 ≤ η2E2 = η2ζ2P0h20τ0. (2.7)
The received signals at the H-AP during τ21 and τ22 can be expressed as
y
(2l)
0 = h̃20x2l + n0, l ∈ {1, 2}, (2.8)
where x2l ∼ CN (0, P2l). Fig. 2.2 illustrates the transmission protocol in a time-
ordered sequence.
The throughput of Uk’s message where k ∈ {1, 2} over a link from a transceiver
i to another transceiver j is denoted by R(ij)k (τ ,P) and τ = [τ0, τ1, τ21, τ22] and
P = [P1, P21, P22]. The throughputs of the considered links are given by
R
(1j)






, j ∈ {0, 2}, (2.9)
R
(20)






, k ∈ {1, 2}. (2.10)
The throughput of U1 is denoted by R1(τ ,P). For the message of U1 which is Gaus-
sian distributed, the relay channels are orthogonalized in the time domain, (i.e., τ1 and
τ21) and the message is relayed with DF strategy. Hence, according to [29],R1(τ ,P)
is determined as




1 (τ ,P) +R
(20)





3ηi can be adjusted adaptively for each i in order to factor the processing cost in determining the
amount of energy to be consumed for information transmission.
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Figure 2.2: Illustration of a two-user WPCN with user cooperation transmission pro-
tocol.
On the other hand, since U2’s message is solely delivered over the link from U2 to




In this section, I formulate the sum-throughput maximization under QoS constraints
for a two-user WPCN with user cooperation. Let the target throughputs of U1 and U2





R1(τ ,P) +R2(τ ,P) (2.12a)
s.t. τ0 + τ1 + τ21 + τ22 ≤ 1, (2.12b)
τ1P1 ≤ η1E1, (2.12c)
τ21P21 + τ22P22 ≤ η2E2, (2.12d)
τ  0,P  0, (2.12e)
R1(τ ,P) ≥ θ1, (2.12f)
R2(τ ,P) ≥ θ2. (2.12g)
(2.12b), (2.12c), and (2.12d) are a total transmission time restriction, an energy causal-
ity constraint for U1, and an energy causality constraint for U2 respectively. (2.12e)
derives from the need for the amount of time and power to be non-negative. (2.12f)
and (2.12g) are the individual QoS requirements on the throughputs of U1 and U2.4
Note that (P1) is not a convex problem, which can be proved by showing the Hessian
matrix of the objective function of (P1) is neither positive semi-definite nor negative
semi-definite.
To make the problem solvable with the convex optimization technique [24], the
optimization variable, P1 is replaced with η1ζ1P0h10 τ0τ1 from (2.12c), which is valid
because (2.12c) should hold with its equality at optimum; otherwise, there will be













can be easily shown that t21 + t22 ≤ τ0 from (2.12d) with simple manipulations. t21
4(P1) is the addition of QoS constraints to the WST maximization problem of [24] where each user’s
weight is set to one.
19
and t22 can be regarded as the energy harvesting times of U2 for relaying the mes-
sage of U1 and transmitting its own message, respectively. Therefore, the throughputs
given in (2.9)-(2.10) become
R
(1j)








, j ∈ {0, 2}, (2.14)
R
(20)






, k ∈ {1, 2}, (2.15)










The corresponding maximization problem becomes
(P1′): max
τ ,t
R1(τ , t) +R2(τ , t) (2.17a)
s.t. τ0 + τ1 + τ21 + τ22 ≤ 1, (2.17b)
t21 + t22 ≤ τ0, (2.17c)
R1(τ , t) ≥ θ1, (2.17d)
R2(τ , t) ≥ θ2. (2.17e)




1 (τ , t)+R
(20)
1 (τ , t), R
(12)
1 (τ , t)
]
, a new optimization
variable, R̄ is adopted to provide the equivalent epigraph representation of (P1′),
where R̄ = R1(τ , t). Then, R̄ should be at most both terms in the minimum in
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R1(τ , t). Therefore, (P1′) is transformed into
(P2): max
R̄,τ ,t
R̄+R2(τ , t) (2.18a)
s.t. τ0 + τ1 + τ21 + τ22 ≤ 1, (2.18b)
t21 + t22 ≤ τ0, (2.18c)
R̄ ≤ R(10)1 (τ , t) +R
(20)
1 (τ , t), (2.18d)
R̄ ≤ R(12)1 (τ , t), (2.18e)
R̄ ≥ θ1, (2.18f)
R2(τ , t) ≥ θ2. (2.18g)
Lemma 1. (P2) is a convex problem.
Proof. For R(1j)1 (τ , t) in (2.14) where j ∈ {0, 2} and R
(20)
k (τ , t) in (2.15) where
k ∈ {1, 2}, they are concave functions with respect to the optimization variables [24,
Lemma 3.1]. Hence, the objective function, (2.18a), is a concave function as it is
the sum of an affine function and a concave function. Furthermore, the constraints
(2.18b)-(2.18g) are either affine or concave with respect to the optimization variables.
Therefore, (P2) is a convex problem.
2.4 Optimal Solution of QoS Constrained Sum-Throughput
Maximization
In this section, I derive the optimal solution of (P2) by solving the Karush-Kuhn-
Tucker (KKT) conditions due to the strong duality [26]. In particular, I solve the set
of equations from the KKT conditions via a divide-and-conquer approach. That is, I
consider all different possible cases according to the signs of the variables, the details
of which will be given in the following. The solutions to the considered cases are
combined to get the optimal solution to (P2) in the following section.
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The set of equations of each case can be transformed into a linear system if z∗1 ,
z∗21, and z
∗











z1, z21, and z22 can be defined only when their denominator is positive. When τ1, τ21










cannot be zero, respectively. In other words, if there is no energy harvesting time for
transmission during τ1, τ21, and τ22, respectively (i.e., τ0, t21, and t22, respectively,)
there is no need to allocate time for τ1, τ21, and τ22; otherwise, it will be a waste of
time resources.
In order to obtain the KKT conditions for solving the maximization problem, the
Lagrangian of (P2) is derived as follows:
L
(
R̄, τ , t,λ
)
= R̄+R2(τ , t) (2.20)
− λ1 (τ0 + τ1 + τ21 + τ22 − 1)







1 (τ , t) +R
(20)










− λ6 (θ2 −R2(τ , t)) ,
where λ1, ... , λ6 are the Lagrangian multipliers corresponding to (2.18b)-(2.18g)
and should be non-negative. Before proceeding, two functions, fρ(z) and gρ(z), are
defined as







where z is a variable which lies in the domain of {z|z ≥ 0} and ρ is a positive
given number. fρ(z) is a monotonically increasing function as its first derivative with
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respect to z is nonnegative (i.e., dfρ(z)dz =
ρ2z
(1+ρz)2
≥ 0). Moreover, its first derivative
with respect to ρz is also non-negative (i.e., dfρ(z)d(ρz) =
ρz
(1+ρz)2
≥ 0). Hence, it can be
shown that fρa(za) = fρb(zb) holds only if ρaza = ρbzb. On the other hand, gρ(z) is
a monotonically decreasing function as its first derivative with respect to z is negative





< 0). Accordingly, gρ(za) = gρ(zb) holds only if za = zb.
Taking derivatives of (2.20) with respect to the optimization variables, (R̄, τ , t),
the Lagrangian stationarity conditions become
∂L
∂R̄





















































22 among (2.22)-(2.27) no
longer hold. Note that the optimal solution of (P2) belongs to either Case (I) or Case
(II) where





(II) z∗1 and z
∗
22 are positive and z
∗
21 is undefinable.
The other cases need not be considered since their solutions can be obtained through
Cases (I) and (II), or are not optimal. When z∗1 and z
∗
21 are positive and z
∗
22 is undefin-
able, it coincides with achieving the maximum throughput ofU1 while the throughput
of U2 equals zero, θ
(u)
1 , and its optimal solution can be obtained in Case (I), which
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will be shown in the following. Likewise, when z∗1 and z
∗
21 are undefinable and z
∗
22
is positive, it coincides with achieving the maximum throughput of U2 while the
throughput of U1 equals zero, θ
(u)
2 , and its optimal solution can be obtained in Case




22 are undefinable, there will be no information transmission
in the network. When z∗1 is undefinable, z
∗
21 is positive and z
∗
22 is either positive or
undefinable, U1 does not broadcast its message as τ∗1 is zero. As a result, user co-
operation also does not occur, and equivalently z∗21 becomes undefinable, which is a




22 are undefinable, U1 is the only
user which communicates with the H-AP, which means that the network does not ex-
ploit user cooperation. Since it has been shown that user cooperation offers gain with
respect to U1’s throughput under the system model [24], this occasion is sub-optimal.
For Cases (I) and (II), I have the following lemma.
Lemma 2. The optimal Lagrangian multipliers, λ∗1, λ∗2, and λ∗3 are always posi-
tive, and thus, (2.18b), (2.18c), and (2.18d) are binding5 at optimum from comple-




















Proof. I show the lemma by contradiction. Suppose λ∗1 = 0 and z
∗
1 is definable, then,
λ∗3 = 0 and λ
∗
4 = 0 from (2.23) since fρ(10)1
(z∗1) and fρ(12)1
(z∗1) are positive. From
(2.21), 1 + λ∗5 = 0, which is a contradiction. Hence, λ
∗
1 should be positive. It can
similarly be shown that λ∗2 and λ
∗





3 are positive, it is consequential that (2.18b), (2.18c) and (2.18d)
hold with equalities from complementary slackness.










6 can be either
zero or positive, respectively. Due to the complementary slackness, (2.18e), (2.18f),
5An inequality constraint is called binding when the inequality holds with its equality; otherwise, it
will be referred to as non-binding.
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6) (0,0,0) (0,0,+) (0,+,0) (+,0,0) (0,+,+) (+,0,+) (+,+,0) (+,+,+)
Case (I) Case (I)-a invalid invalid invalid Case (I)-b invalid Case (I)-c Case (I)-d
Case (II) Case (II)-a Case (II)-b Case (II)-c invalid Case (II)-d invalid invalid invalid




6 are positive, respectively.







∗, t∗) ≤ R(12)1 (τ
∗, t∗), (2.28)





I further classify the problem for Cases (I) and (II) according to the signs of λ∗4, λ
∗
5,
and λ∗6. Table 2.1 shows the problem classification and describes the valid/invalid
sub-cases of Cases (I) and (II). Each valid sub-case will be explored by finding the
optimal values of z1, z21, and z22, formulating a linear system and solving it to derive
the optimal solution while satisfying the inequality conditions. I assume that θ1 and
θ2 are feasible.
2.4.1 Case (I): Positive z∗1 , z∗21 and z∗22




22 are positive, the optimal time allocation, (τ
∗, t∗) 
0, and I have the following Lemma.
Lemma 3. When (τ ∗, t∗)  0, λ∗3 = 1 + λ∗6 and z∗21 = z∗22.
Proof. I define a new function, qρ(z) as fρ(z) divided by gρ(z) where z belongs to






ln(1 + ρz)− z.
This is a monotonically increasing function with respect to z as its first derivative is
positive except for z = 0 (i.e., dqρdz = ln(1 + ρz) ≥ 0.) Hence, qρ(za) = qρ(zb), only
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if za = zb. From (2.24)-(2.27), I have
λ∗3fρ2(z
∗






















the property of qρ(z), and consequently, λ∗3 = (1 + λ
∗
6) holds.
It can be shown that the sub-cases (0,0,+), (0,+,0), (+,0,0), and (+,0,+) in Case
(I) are invalid by contradiction. To prove the invalidity of the first case, for example,
suppose that λ∗4 = 0, λ
∗
5 = 0, and λ
∗
6 6= 0. Then, λ∗3 becomes one from (2.21).
Exploiting Lemma 3, λ∗6 becomes zero which is a contradiction to the assumption.
The invalidities of the three other sub-cases can be shown in a similar manner.
For all the following valid sub-cases in Case (I), (2.18b) and (2.18c) from Lemma




22 from (2.19) become linear equations of




22 are obtained. Note that it is sufficient to find z
∗
1




22 in Case (I) from Lemma 3. Hence, I have the
following linear system of (τ ∗, t∗),

1 1 1 1 0 0
−1 0 0 0 1 1
1 −z∗1 0 0 0 0
0 0 −z∗21 0 1 0























Additional linear equations should be included in (2.32) according to the signs of λ∗4,
λ∗5, and λ
∗






















Case (I)-a: z∗1 and z∗21 can be obtained by solving the Lagrangian stationarity




6 = 0 and λ
∗
3 = 1 from




21 from (2.23) and (2.24)
by exploiting the property of fρ(z). Furthermore, by eliminating the Lagrangian mul-
tipliers from (2.22), (2.24), and (2.26), it can be induced that
fρ2(z
∗
21)− gρ2(z∗21) = gρ(10)1
(z∗1). (2.35)











































For a complex number v, the Lambert-W function satisfies v = W (v)eW (v), which
























when a 6= 0 and b 6= 1. For (2.36), a, b and x become ρ(10)1 , ρ
(10)
1 + ρ2, and z
∗
1 ,
respectively. Hence, z∗1 and z
∗











where C = W (ρ
(10)
1 +ρ2−1
e ) + 1.
From the complementary slackness, λ∗4 = 0, λ
∗
5 = 0, and λ
∗
6 = 0 result in (2.18e),
(2.18f), and (2.18g) being inequalities. Hence, no further linear equations can be ob-
tained and (2.32) needs to be solved. For given z∗1 and z
∗
21, (2.32) is an underdeter-
mined linear system since rank(L) = 5. It can be easily shown that the reduced row
echelon form of L has five rows which are not all-zero rows. Hence, multiple solu-
tions exist to yield the same sum-throughput. To provide an optimal time allocation,
I can select τ∗21 as long as the complementary slackness is satisfied. Accordingly, τ
∗
21
can be selected within the range of
max(0, ψA) ≤ τ∗21 ≤ min(ψB, ψC), (2.42)
where ψA = ln 2C (θ1 − θ
(c1)





















































1 + ρ2 + e
C − 1
.
The derivation of (2.42) is given as follows: since z∗1 and z
∗








, respectively, τ∗0 and τ
∗
1 are determined from (2.33) and (2.34). Using τ
∗
0 and
τ∗1 , the complementary slackness conditions which are the same as (2.28), (2.29), and
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≤ θ(c2)1 , (2.43)










Since τ∗22 = 1− τ∗0 − τ∗1 − τ∗21 from Lemma 2, (2.45) can be rewritten as






Isolating τ∗21 from (2.43), (2.44) and (2.46), τ
∗
21 ≤ ψB , τ∗21 ≥ ψA and τ∗21 ≤ ψC are
derived. Considering τ∗21 ≥ 0, the inequalities are merged into (2.42). Furthermore,
from (2.42), for τ∗21 to be feasible (i.e., τ
∗
21 ≥ 0), the following inequalities need to
hold.
θ2≤ θ(c)2 , (2.47) θ1≤ θ
(c2)





(2.47)-(2.49) will be used as criteria for classifying the problem as Case (I)-a for
given θ1 and θ2. Provided τ∗21 exists satisfying (2.42), obtaining the optimal values of
the remaining variables is straightforward.
For all the other remaining valid sub-cases in Case (I), the optimal solutions can
be derived in a similar manner. The results of the sub-cases are provided first, and the
derivation is derivation is presented next.









. For τ∗21 and τ
∗








(−θ1 + θ(c1)1 + θ
(c)
2 ). (2.51)
Obtaining the optimal values of the remaining variables is straightforward. For the
problem to be classified as Case (I)-b, θ1 and θ2 should satisfy the following condi-
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tions.

























which can be derived as in Case (I)-a since λ∗4 = 0. From the complementary slack-
ness, λ∗5 6= 0 and λ∗6 6= 0 results in (2.18f), equivalently, (2.29), and (2.18g) being


















ln 2 0 0 0
0 0 0 Cln 2 0 0






I form a 7 × 7 augmented matrix with the coefficient matrix and the constant vector
of (2.54). The determinant of the augmented matrix should be zero for a solution to














−(z∗21 +1) (θ1 +θ2)
))
,




2 , (2.52). Suppose
that (2.52) holds, then, by solving the linear system, (2.54), τ∗21 and τ
∗
22 are obtained
as (2.50) and (2.51). From the complementary slackness, λ∗4 = 0 results in (2.18e),
equivalently, (2.28), being an inequality, which is given as θ1 ≤ θ(c2)1 . It also needs to
















(2.53). Thus, for the problem to be classified as Case (I)-b, (2.52) and (2.53) should
be satisfied.
30
Remark 1. The maximum sum-throughputs achieved in Case (I)-a and (I)-b are iden-
tical as θ(c1)1 + θ
(c)
2 . It can be shown using fρ(10)1
(z∗1) = fρ2(z
∗
21) with the property of
fρ(z) and computing the maximum sum-throughputs with Lemma 2.





1 . The θ1-θ2 curves indicate the maximal θ1 and θ2 pair, which
does not make the problem infeasible. It is explained concretely in the following
section how Fig. 2.3 is made. Note that the axes of Figs. 2.3(a)-2.3(c) differ from
each other. Fig. 2.3(a) illustrates Remark 1 that the blue box is the Case (I)-a region
and the straight line of slope −1 is the Case (I)-b region, and any pair of (θ1, θ2)
which belongs to them yields the same maximum sum-throughput as θ(c1)1 + θ
(c)
2 .
Case (I)-c: z∗1 and z∗21 of Case (I)-c can be obtained by solving the two non-
linear equations, (2.55) and (2.56), which should be solved with a non-linear equation

















Note that (2.55) and (2.56) depend on the channel conditions and θ1. With the ob-
tained z∗1 and z
∗




























Obtaining the optimal values of the remaining variables is straightforward. For the
problem to be classified as Case (I)-c, θ2 should satisfy the following condition for
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(a) (θ1, θ2) classified as Case (I)-a, (I)-b and (II)-a.
(b) (θ1, θ2) classified as Case (I)-c and (I)-d. (c) (θ1, θ2) classified as Case (II)-b and (II)-d.






























Derivation of the solution to Case (I)-c: Using that λ∗6 = 0 and λ
∗
3 = 1 from Lemma
3, I can induce (2.60) and (2.61) by eliminating the Lagrangian multipliers, λ∗1 and
λ∗2 in (2.22)-(2.24) and (2.26).
fρ2(z
∗

















(2.55). From the complementary slackness, λ∗4 6= 0 and λ∗5 6= 0 results in (2.18e)
and (2.18f), equivalently (2.28) and (2.29) being equalities. In order to obtain another
equation of z∗1 and z
∗
21, (2.28) and (2.29) are manipulated as follows:
θ1 = τ
∗






21 log2(1 + ρ2z
∗
21),















which is (2.56). Once z∗1 and z
∗
21 are acquired by solving (2.55) and (2.56), (2.28)
becomes linear with respect to (τ ∗, t∗) as θ1 = τ∗1 ca + τ
∗





1), cb = log2(1 + ρ2z
∗
21). Hence, the linear system for Case (I)-c is given as L
0 ca cb 0 0 0




By solving the linear system, (2.62), τ∗21 and τ
∗
22 are obtained as (2.57) and (2.58).
From the complementary slackness, λ∗6 = 0 results in (2.18g) being an inequality




22) and (2.18g) can be rewritten as θ2 ≤ τ∗22cb. It can be further rear-
ranged as follows exploiting (2.56) for θ1 and (2.58) for τ∗22,



























Case (I)-d: z∗1 , z∗21 and (τ ∗, t∗) are identical to those of Case (I)-c. In particular,
for the problem to be classified as Case (I)-d, θ2 should satisfy (2.59) at its equality




Derivation of the solution to Case (I)-d: The two non-linear equations of z∗1 and z
∗
21,
(2.55) and (2.56) can be obtained in a similar manner in Case (I)-c, hence I skip the
detailed derivation. Besides, from the complementary slackness, λ∗6 6= 0 results in
(2.18g) being an equality (i.e., θ2 = τ∗22cb.) Hence, a linear system for Case (I)-d can
be obtained as 
L
0 ca cb 0 0 0
0 0 0 cb 0 0






(2.66) is an overdetermined system, hence, for it to have a solution, the determinant
of an augmented matrix composed of the coefficient matrix and the constant vector
of (2.66) should be zero. The determinant is given as
−cb(z∗21(−ca + θ1 + θ2) + z∗1((θ1 + θ2)(z∗21 + 1)− cb)),
and the determinant being zero is equivalent to (2.59) of when its equality holds.
Therefore, on the condition that the given θ1 and θ2 satisfy (2.59) with its equality,
the optimal solution of Case (I)-c is still the optimal solution of Case (I)-d.
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Remark 2. The maximum sum-throughputs achieved in Case (I)-c and (I)-d under
the same θ1 are identical. For both sub-cases, z∗1 and z
∗
21 depend on the values of
ρ’s and θ1 from (2.55) and (2.56). Hence, for the same θ1 under the same channel
condition, the optimal solutions of Case (I)-c and (I)-d are the same and consequently
achieve the same maximum sum-throughputs.
Fig. 2.3(b) illustrates Remark 2 that the interior of the blue box is the Case (I)-c region
and the curved boundary is the Case (I)-d region, and any pair of (θ1, θ2) lying on
any vertical arrow in the blue box yields the same maximum sum-throughput. It can
be seen that since the gain of allocating resources to U2 is greater, the throughput of
U1 is adjusted to the QoS requirement, and U2 is allocated with the remaining time
resources for transmission of its own information. Furthermore, as z∗21 is positive, U1
benefits from user cooperation in enhancing its throughput.
2.4.2 Case (II): Positive z∗1 and z∗22, and undefinable z∗21
Since z∗21 is undefinable, τ
∗
21 = 0, which makes t
∗
21 = 0 from the definition of t21,
(2.13), and t∗22 = τ
∗
0 from (2.18c). Sub-cases (+,0,0), (+,0,+), (+,+,0), and (+,+,+) in
Case (II) are invalid since the sub-cases with non-zero λ∗4 result in (2.18c), equiva-
lently, (2.28) being an equality from the complementary slackness. Then, τ∗21 should





∗, t∗) because ρ(10)1 < ρ
(12)
1 . Hence, this contradicts the assumption that t
∗
21
is zero from the assumption that z∗21 is undefinable.




















From (2.67), the optimal solution of Case (II) can be written with z∗1 and z
∗
22 as









, 0, 1]. (2.68)
Hence, I will focus on finding the values of z∗1 and z
∗
22 and solving the inequality
conditions for each valid sub-case.
Case (II)-a: z∗1 and z∗22 of Case (II)-a are identical to z∗1 and z∗21 of Case (I)-a.








, of which derivation is analogous to that of
z∗1 and z
∗





6, (2.18e), (2.18f) (equivalently, (2.28) and (2.29)), and (2.18g) are non-




1 , it can be easily shown that (2.28)
holds trivially. (2.29) and (2.18g) can be rewritten with the optimal solution as
θ1 ≤ θ(c1)1 , (2.69)
θ2 ≤ θ(c)2 . (2.70)
Note that (2.69) and (2.70) are included in the classification criteria of Case (I)-a,
(2.47)-(2.49). Hence, multiple solutions exist when θ1 ≤ θ(c1)1 and θ2 ≤ θ
(c)
2 owing
to that (P2) is not strictly convex.
Remark 3. The maximum sum-throughput achieved in Case (II)-a is equal to that
of Case (I)-a and (I)-b as θ(c1)1 + θ
(c)
2 from Remark 1. It can be easily shown by
computing the maximum sum-throughput using the optimal solution of Case (II)-a. It
is worth noting that there is no user cooperation gain over θ1 ≤ θ(c1)1 and θ2 ≤ θ
(c)
2
as the identical maximum sum-throughput can be obtained either with or without
user cooperation.
Fig. 2.3(a) illustrates Remark 3 that the left interior of the dashed line in the blue box
is the Case (II)-a region, and any pair of (θ1, θ2) which belongs to it yields the same
maximum sum-throughput of θ(c1)1 + θ
(c)
2 as in Case (I)-a and (I)-b. It can be seen
36
that since the slope of the straight line corresponding to Case (I)-b is −1, the sum





Moreover, the QoS requirements in Case (I)-a and (II)-a are low that they can be
easily fulfilled while achieving the system maximum sum-throughput. Note that the
system maximum sum-throughput itself does not benefit from user cooperation, since
it can be achieved in the Case (II)-a region which does not exploit user cooperation.
Nevertheless, in the region of Case (I)-a and (I)-b except Case (II)-a, the system
maximum sum-throughput can be achieved only when exploiting user cooperation.
For all the other remaining valid sub-cases in Case (II), the optimal solutions can
be derived in a similar manner. The results of the sub-cases are provided first, and the
derivation is derivation is presented next.
Case (II)-b: z∗1 and z∗22 of Case (II)-b can be obtained by solving the following
two non-linear equations, (2.71), (2.72), which should be solved with a non-linear

















Note that (2.71) and (2.72) depend on the channel conditions and θ2. For the problem















Derivation of the solution to Case (II)-b: Using that λ∗4 = λ
∗
5 = 0 and λ
∗
3 = 1 from
(2.21), I can induce a non-linear equation of z∗1 and z
∗
22, (2.71) by eliminating the
Lagrangian multipliers as in Case (I)-c. From the complementary slackness, λ∗6 6= 0
results in (2.18g) being an equality, which is equivalent to (2.72). Meanwhile, λ∗4 = 0
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and λ∗5 = 0 results in (2.28) and (2.29) being inequalities. (2.28) holds trivially as in
Case (II)-a. (2.29) can be rewritten as (2.73).
Case (II)-d: z∗1 , z∗22 and (τ ∗, t∗) are identical to those of Case (II)-b. In particular,
for the problem to be classified as Case (II)-d, θ1 should satisfy (2.73) at its equality




Derivation of the solution to Case (II)-d: The values of z∗1 and z
∗
22 are identical to
those of Case (II)-d, of which derivation is skipped as it is similar to that of Case (II)-
b. Furthermore, from the complementary slackness corresponding to λ∗5 6= 0, (2.29)
should be binding, which is equivalent to that (2.73) being replaced with equality.
Remark 4. The maximum sum-throughputs achieved in Case (II)-b and (II)-d under
the same θ2 are identical. For both sub-cases, z∗1 and z
∗
22 depend on the values of ρ’s
and θ2 from (2.71) and (2.72). Hence, for the same θ2 under the same channel con-
dition, the optimal solutions of Case (II)-b and (II)-d are the same, and consequently
achieve the same maximal sum-throughputs.
Fig. 2.3(c) illustrates Remark 4 that the interior of the blue box is the Case (II)-b
region and the curved boundary is the Case (II)-d, and any pair of (θ1, θ2) lying on
any horizontal arrow in the blue box yields the same maximum sum-throughput. On
the contrary to Remark 2, it can be seen that since the gain of allocating resources
to U1 is greater, the throughput of U2 is adjusted to the QoS requirement, and U1 is
allocated with the remaining time resources for broadcasting. Furthermore, as z∗21 is
undefinable, user cooperation should not be exploited.
Remark 5. The optimal solutions achieving the maximum feasible QoS constraints




2 can be obtained in Case (I) and (II), respectively. In




1 , U1 can achieve θ
(u)
1 in Case (I)-b. If not, θ
(u)
1 can
be achieved in Case (I)-d. U2 can achieve θ
(u)
2 in Case (II)-d.
Proof. When z∗1 and z
∗
21 are positive and z
∗
22 is undefinable, θ
(u)
1 can be achieved.
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Considering τ∗22 and t
∗
22 are zeros, the optimal solution for yielding θ
(u)
1 can be de-
rived with the Lagrangian stationarity conditions and complementary slackness, as in
Cases (I) and (II), the derivation of which is skipped due to the space limit. In partic-








21 for achieving θ
(u)
1 are identical to those of Case
(I)-b. Otherwise, they can be achieved with the non-linear equations of z∗1 and z
∗
21 of
Case (I)-d. Furthermore, it can be seen that the optimal solution coincides with that
of Case (I)-b or (I)-d when θ1 = θ
(u)
1 and θ2 = 0 while not violating the inequality
conditions for Case (I)-b or (I)-d. Likewise, the similar argument can be applied to
achieving θ(u)2 , and it can be shown that the optimal solution coincides with that of
Case (II)-b.
Lemma 4. On the maximum feasible pair of θ1 and θ2, θ2 is a decreasing concave
function of θ1. Equivalently, the throughput of U2 is a decreasing concave function
with respect to the throughput of U1.
Proof. Suppose I have feasible θA = (θ1A, θ2A) and θB = (θ1B, θ2B), and their






B). Consider a convex combi-
nation of θA and θB denoted by θAB = (θ1AB, θ2AB), and another convex com-






B) denoted by (τAB, tAB). Then, (P2) with θAB is
a feasible problem, the reason for which is as follows: (τAB, tAB) satisfies (2.18b)
and (2.18c) from the convex combination. (2.18d), (2.18e), and (2.18f) are equiv-
alent to R(10)1 (τ , t) + R
(20)
1 (τ , t) ≥ θ1, and R
(12)
1 (τ , t) ≥ θ1, respectively. Due
to the concavity of R(ij)u (τ , t), R
(10)
1 (τAB, tAB) + R
(20)
1 (τAB, tAB) ≥ θ1AB and
R
(12)
1 (τAB, tAB) ≥ θ1AB hold. In a similar manner, (2.18g) is satisfied asR
(20)
2 (τ , t) ≥
θ2AB holds. Hence, the feasible region of (θ1, θ2) is a convex set on R2+. Furthermore,
since the boundary of a convex set is a convex curve and (θ(u)1 , 0) and (0, θ
(u)
2 ) lie
in the boundary, θ2 is a decreasing concave function of θ1 on the boundary of the
convex set.
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Case (II)-c: z∗1 and z∗22 of Case (II)-c can be obtained by solving (2.71) and (2.73)
with its equality. Furthermore, θ2 should be less than or equal to the R.H.S. of (2.72).
The derivation of the equations is analogous to that of Case (II)-b. Nevertheless,
Case (II)-c is not a valid case except when (2.72) holds with equality (i.e., when
Case (II)-c is equivalent to Case (II)-d), since it does not yield the maximum sum-
throughput for the given θ1 and θ2. When θ1 ≤ θ(c1)1 and θ2 ≥ θ
(c)
2 , the problem
can be classified as Case (II)-b, (II)-c or (II)-d, which will be described concretely
in the following section. Then, Case (II)-b intends to increase U1’s throughput from
θ1 while U2’s throughput is satisfied at θ2. On the other hand, Case (II)-c intends to
increase U2’s throughput from θ2 while U1’s throughput being satisfied at θ1. The
amount of increased throughput in Case (II)-b is larger than that in Case (II)-c, the
reason of which is as follows. From (2.52) in Case (I)-b and Lemma 4, (θ(c1)1 , θ
(c)
2 ) is
shown to be on the boundary of the feasible (θ1, θ2). As dθ2dθ1 |θ1=θ(c1)1
= −1 from Case
(I)-b and −1 ≤ dθ2dθ1 ≤ 0 when 0 ≤ θ1 ≤ θ
(c1)
1 due to the concavity of θ2 with respect
to θ1 on the boundary from Lemma 4, it achieves higher sum-throughput to increase
U1’s throughput, as for Case (II)-b compared to Case (II)-c. Therefore, I conclude
that Case (II)-c is invalid, except when it coincides with Case (II)-d. Refer to Figs.
2.4 and 2.5 in the following section for an illustrative description. Each plot in the
figures shows the boundaries of the feasible (θ1, θ2).
2.5 QoS Constrained Sum-Throughput Maximization Al-
gorithm
I propose a sum-throughput maximization algorithm with individual QoS constraints
to find the optimal time allocation, (τ ∗, t∗). For given θ1 and θ2, the algorithm clas-
sifies (P2) as one of the sub-cases. According to the divide-and-conquer approach,
once the optimal solution for specific θ1 and θ2 is obtained, the algorithm no longer
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considers the problem of the θ1 and θ2, even though multiple solutions might ex-
ist. In the following, I compare the computational complexity of two algorithms in
solving (P2), the proposed algorithm and the interior-point method [26] which is one
of the common algorithms for an inequality constrained convex optimization prob-
lem. In addition, I compare the computational complexity of the WST maximization
algorithm [24] with the proposed algorithm in fulfilling the QoS requirements.
2.5.1 Proposed Algorithm
I first consider the problems with θ1 ≤ θ(c1)1 and θ2 ≤ θ
(c)
2 , which can be clas-
sified as Case (I)-a or (II)-a. Since either case yields the identical maximum sum-
throughput as stated in Remark 3, I let the problem be classified as Case (II)-a.
Excluding the intervals of Case (II)-a from those of Case (I)-a, the problems with
θ
(c1)
1 ≤ θ1 ≤ θ
(c2)




2 are classified as Case (I)-a. For
Case (I)-a, τ∗21 can be randomly chosen within (2.42) without affecting the maximum
sum-throughput as stated in Remark 1. For simplicity, τ∗21 is allocated with the min-
imum of the available values (i.e., τ∗21 = max(0, ψA).) Moreover, the problems with
θ
(c1)










2 are classified as Case
(I)-b.
I subsequently consider the problems with the remaining intervals of θ1 and θ2,




1 ) and θ2 ≥ θ
(c)
2 , and I match them to remaining





1 ) can be matched to Case (I)-c or (I)-d using Lemma 4 and Remark 2. From







1 ). Thus, in order to achieve the maximum sum-throughput, the
throughput of U2 needs to increase, while the throughput of U1 is fixed at θ1, which is















2 , which can be obtained in Case (I)-b as stated in Remark 5. There-
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1 ) = θ
(c2)
1 , the problem can be classified as Case
(I)-c or (I)-d unless it is infeasible. The feasibility can be checked with θ2 ≤ γ(I)-cθ2
from (2.59) of Case (I)-c. Furthermore, Case (I)-c and (I)-d have the identical optimal
solution and sum-throughput as stated in Remark 2; hence, further classification is no
longer needed.
Likewise, θ2 ≥ θ(c)2 is matched to Case (II)-b or (II)-d, and the problem can be
classified as either one of the two cases unless it is infeasible. The feasibility can be
checked with θ1 ≤ γ(II)-bθ1 from (2.73) of Case (II)-b. Furthermore, Case (II)-b and
(II)-d have the identical optimal solution and sum-throughput as stated in Remark
4; hence, further classification is no longer needed either. The proposed algorithm is
summarized in Algorithm 1.





1 and not, respectively. Each figure shows the sub-case to which the problem
belongs for given θ1 and θ2. The θ1-θ2 curves indicate the maximal θ1 and θ2 pair,
which does not make the problem infeasible. They are plotted numerically following
the simulation setup without short-term fading, the details of which are given in the
following section.
2.5.2 Computational Complexity Comparison
For the computational complexity of the proposed algorithm, it suffices to find the
computational complexity of the sub-problem with the highest computational com-
plexity, which is Case (I)-c since the proposed algorithm sequentially classifies the
problem into one of the sub-problems. The classification preliminarily needs to com-
pute C for having θ(c1)1 , θ
(c2)
1 , and θ
(c)
2 . The Lambert W function value can be evalu-
ated using the Newton method, of which complexity is given byO((log2 log2 ε−1)d2.5)
for this case where ε is the target estimation error, and d refers to the number of digits
of precision. Subsequently, it needs to compute θ(u)1 for checking the feasibility of
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Algorithm 1 Sum-Throughput Maximization with QoS Constraint for Cooperative
WPCN
1: if θ1 ≤ θ(c1)1 and θ2 ≤ θ
(c)
2 then
2: (τ ∗, t∗)← Case (II)-a
3: else
4: if θ(c1)1 < θ1 ≤ θ
(c2)





5: (τ ∗, t∗)← Case (I)-a
6: else











8: (τ ∗, t∗)← Case (I)-b





10: if θ1 > θ
(c2)
1 then
11: (z∗1 , z
∗
21)← (2.55), (2.56) of Case (I)-c
12: γ(I)-cθ2 ← (2.59) of Case (I)-c
13: if θ2 ≤ γ(I)-cθ2 then
14: (τ ∗, t∗)← Case (I)-c
15: if θ2 > θ
(c)
2 then
16: (z∗1 , z
∗
22)← (2.71), (2.72) of Case (II)-b
17: γ(II)-bθ1 ← (2.73) of Case (II)-b
18: if θ1 ≤ γ(II)-bθ1 then
19: (τ ∗, t∗)← Case (II)-b
. If given θ1 and θ2 do not satisfy any of the conditional statements, the
problem is infeasible.
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1 , D10 = 10 m and D20 =
D12 = 5 m.
















































1 , D10 = 10 m, D20 =
9.5 m, and D12 = 0.5 m.
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the problem, and to solve (2.55) and (2.56) for obtaining the optimal solution. Both
of them can then be done using the Newton-Raphson method for a pair of equations
of two variables, the computational complexity of which isO((log2 log2 ε−1)23d2.5).
As a result, dropping the constants in calculating the bigO complexity, the computa-
tional complexity of the proposed algorithm is not higher thanO((log2 log2 ε−1)d2.5).
On the other hand, the interior-point method [26], in particular, the barrier method
approximates an inequality constrained optimization problem as an equality con-
strained smooth problem using the barrier function which is an approximation of an







iterations of updating l for achieving the suboptimality gap of 6l smaller than δ. The
approximated problem for given l is solved via the multivariate Newton-Raphson






ing the estimation error below ε. Therefore, dropping the constants in calculating the




−1) (log2 log2 ε−1)d2.5).
To further compare the computational complexity of the proposed algorithm with
the WST maximization algorithm [24], I assume that the accurate weights to fulfill the
QoS requirements are found for the WST maximization algorithm. The WST max-
imization algorithm has the inner loop for finding its dual function with the given
Lagrangian multipliers and the outer loop for updating the Lagrangian multipliers.
The inner loop exploits the bisection method with the computational complexity of
O(log2( ε0ε )d
2), and the outer loop exploits the ellipsoid method with the computa-
tional complexity of O(2 × 42 × log2 RGδ 4
2d2.5) where R and G are the radius of
the initial ellipsoid and the constant from the characteristic of its objective. Dropping
the constants in calculating the big O complexity, the computational complexity of







expected to be higher than the computational complexity of the proposed algorithm.
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2.6 Sum-Throughput Maximization with Processing Cost
In this section, I consider processing cost at each user in maximizing the sum-throughput
for the considered network. In particular, processing cost is the power consumed at
each user in addition to transmit power during its allocated time. Thus, U1 consumes
the processing cost for broadcasting its message during τ1, which is denoted by Pc,1.
U2 consumes the processing cost for relaying the message of U1 during τ21, which is
denoted by Pc,21, and the processing cost for transmitting its own message during τ22,
which is denoted by Pc,22. Since the processing cost is taken account into explicitly,
I let ηi of (2.4) be 1. The QoS-constrained problem, (P1) is then modified as
(P3): max
τ ,P
R1(τ ,P) +R2(τ ,P) (2.74a)
s.t. τ0 + τ1 + τ21 + τ22 ≤ 1, (2.74b)
(P1 + Pc,1)τ1 ≤ E1, (2.74c)
(P21 + Pc,21)τ21 + (P22 + Pc,22)τ22 ≤ E2, (2.74d)
τ  0,P  0, (2.74e)
R1(τ ,P) ≥ θ1, (2.74f)
R2(τ ,P) ≥ θ2. (2.74g)
Due to the non-convexity of (P3), (P3) is transformed into a convex problem by
following the similar approach in Section 2.3 as follows:











Then, (P3) can be rewritten as
(P4): max
R̄,τ ,t
R̄+R2(τ , t) (2.75a)
s.t. τ0 + τ1 + τ21 + τ22 ≤ 1, (2.75b)
t21 + t22 ≤ τ0, (2.75c)
ζ1P0h10τ0 ≥ Pc,1τ1, (2.75d)
ζ2P0h20t21 ≥ Pc,21τ21, (2.75e)
ζ2P0h20t22 ≥ Pc,22τ22, (2.75f)
τ  0, (2.75g)
R̄ ≤ R(10)1 (τ , t) +R
(20)
1 (τ , t), (2.75h)
R̄ ≤ R(12)1 (τ , t), (2.75i)
R̄ ≥ θ1, (2.75j)
R
(20)


























































Note that (P4) is a convex problem, and (2.75d)-(2.75f) indicate that the amount of




Numerical results are provided in this section. In the following, I simulate the sum-
throughput maximization for WPCN with user cooperation under various QoS con-
straints and compare it with the sum-throughput maximization for WPCN without
user cooperation under the same QoS constraints. For the evaluation of sum-throughput
maximization without user cooperation, I use a convex optimization tool, CVX [30].
The maximization problem without user cooperation is formulated with (P2) by set-
ting τ21 and t21 equal to zero; thus, it still keeps the convexity of (P2). For simu-
lation, the H-AP, U1, and U2 are assumed to be on a straight line (i.e., 1-D model)
and U2 is located between the H-AP and U1. The transmit power of the H-AP, P0,
the bandwidth, and the noise power spectral density are assumed to be 0.1W, 1MHz,
and −160dBm/Hz, respectively. Furthermore, the energy harvesting efficiency and
the ratio of harvested energy to be used for transmission at each user, ζi and ηi are
assumed to be 0.5 for all i.
First, I consider the case where the short-term fading is assumed to be neglected
(i.e., gij = 1 for all ij ∈ {10, 20, 12}) in order to observe instantaneous and theo-
retical performance of each user’s throughput and their sum over various QoS con-
straints. Fig. 2.6 shows the throughputs of U1, U2 and their sum along with given
(θ1, θ2) when D10 = 10 m, D20 = 5 m, and D12 = 5 m. It is observed that in the
surface of the sum-throughput, the sum-throughput remains still along with various
θ2 and θ1 being fixed. It can be seen that as the value of θ1 being fixed increases, the
range of θ2 which does not make the problem infeasible decreases. Equivalently, the
sum-throughput becomes smaller along with increasing θ1 with θ2 being fixed.
Fig. 2.7 shows Fig. 2.6 from θ1-axis perspective while the QoS constraint of U2,
θ2 is fixed at 1.5 bps/Hz, and the throughput obtained by the sum-throughput max-
imization scheme without user cooperation under the same setting. In Fig. 2.7, ST,








































Figure 2.6: Throughput with various QoS constraints when D10 = 10 m and D20 =
D12 = 5 m.
of U2, respectively while (w/ cooperation) and (w/o cooperation) refer to the sum-
throughput maximizations with user cooperation and without user cooperation. It is
observed that for all the θ1, the sum-throughput maximization with user cooperation
achieves higher or identical sum-throughputs compared to without user cooperation.
Note that the U2 plots of both schemes cannot extend below 1.5 bps/Hz which is
given by θ2; hence, the ST and U1 plots end when U2 achieves θ2. For relatively low
θ1 (around below 0.5 bps/Hz), the sum-throughputs remain still for both schemes at
the same level, which indicates that for some QoS constraints, user cooperation does
not offer gain in terms of sum-throughput.
I secondly consider the case where the short-term fading coefficient, gij is as-
sumed to be gij = |g̃ij |2 where g̃ij ∼ CN (0, 1) for all ij ∈ {10, 20, 12} in order
to observe the overall impact of the user cooperation on each user’s throughput and
their sum under the fading channel assumptions. Figs. 2.8-2.10 show the average
sum-throughputs, U1’s throughputs, and U2’s throughputs over a range of QoS con-
49







































Figure 2.7: Throughput with various θ1 and θ2 = 1.5 bps/Hz when D10 =
10 m and D20 = D12 = 5 m.
straints according to user cooperation mode, where D10 = 10 m, D20 = 5 m, and
D12 = 5 m. It can be seen that the average throughputs in Figs. 2.8-2.10 decrease
as the values of QoS constraints get higher since the probability of the maximization
problem being infeasible increases. In Fig. 2.8, the average sum-throughputs with
user cooperation are higher than those without user cooperation. In particular, the
user cooperation gain is distinct in general when given θ1 is relatively high, while it
is degraded when given θ2 is high, which indicates that the user with worse channel
condition benefits from user cooperation. In Fig. 2.9, the difference of the average
throughputs of U1 between the two schemes is relatively distinct, unlike that of U2 in
Fig. 2.10, which indicates that the user unfairness is alleviated.
In addition, I simulate the throughput performance of when processing cost is
considered. For the evaluation of sum-throughput maximization with processing cost
constraints, I use a convex optimization tool, CVX [30] as well. The simulation pa-
































Figure 2.8: Average sum-throughput with various QoS constraints when D10 =





































Figure 2.9: Average throughput of U1 with various QoS constraints when D10 =




































Figure 2.10: Average throughput of U2 with various QoS constraints when D10 =
10 m and D20 = D12 = 5 m.
except that the noise power spectral density, the energy harvesting efficiency, and
the ratio of harvested energy to be used for transmission at each user are assumed
to be −174dBm/Hz, 0.7, and 1, respectively. Furthermore, the small-scale fading is
assumed to be neglected, and Pc,1 and Pc,22 are assumed to be 0 for simplicity.
Fig. 2.11 shows the achievable rate region with various Pc,21. As seen in the fig-
ure, the achievable rate of U2 is not affected by Pc,21 since Pc,21 is the processing cost
for relaying the message of U1. On the other hand, the achievable rate of U1 decreases
with growing Pc,21. In other words, the throughput gain by cooperation is reduced so
that R1 converges at the achievable rate of when there is no user cooperation.
Fig. 2.12 shows the sum-throughput and the throughput achieved by U2 with
various Pc,21 when θ1 is set to 6 bps/Hz and θ2 is set to 0 bps/Hz. As seen in the
figure, Rsum and R2 decrease and converge at the throughput of the case without user
cooperation with growing Pc,21. Note that U1 achieves θ1 for any given Pc,21. Fig.
2.13 shows the amount of energy consumed for transmission during τ1, τ21, and τ22
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Figure 2.11: Achievable rate region with various Pc,21.
with various Pc,21. The dashed line indicates the amount of energy consumed for
processing of cooperation. It can be seen that the energy used for relay transmission
(i.e., the line of τ21) decreases with growing Pc,21. In other words, since the gain from
user cooperation decreases as the processing cost increases, the resources allocated
for user cooperation are also reduced. Furthermore, since the time for cooperation
decreases, the energy consumed for processing of cooperation decreases beyond Pc,21
of -25 dBm.
2.8 Conclusion
In this chapter, I have considered a sum-throughput maximization problem under in-
dividual QoS constraints for WPCN with user cooperation, and have derived an op-
timal solution using convex optimization technique. In particular, the maximization
problem is divided into multiple sub-problems and each sub-problem is solved sep-
arately by converting it into a linear system. From the analysis of the sub-problems,
53
Figure 2.12: Throughput performance with various Pc,21 when θ1 = 6 bps/Hz and
θ2 = 0 bps/Hz.
Figure 2.13: Energy consumption for transmission during τt with various Pc,21 when
θ1 = 6 bps/Hz and θ2 = 0 bps/Hz.
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conditions under which user cooperation becomes beneficial have been identified. I
have then proposed a maximization algorithm that classifies the problem into one of
the sub-problems depending on the given QoS values and returns the optimal time
allocation of the corresponding sub-problem. In simulations, the throughputs under
various QoS constraints have been presented, and the gain of user cooperation over
the scheme without user cooperation has been demonstrated.
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Chapter 3
NOMA-Based Wireless Powered Communication Net-
works with User Clustering
In this chapter, I consider WPCNs consisting of a power beacon (PB), a base station,
and energy harvesting users, all equipped with multiple antennas. A PB transfers en-
ergy to the users using energy beamforming in the downlink, and the users transmit
information using the harvested energy in the uplink, where non-orthogonal multi-
ple access (NOMA) transmission is employed. For the uplink NOMA transmission,
users are grouped into multiple clusters by cluster-specific beamforming. In particu-
lar, signal alignment is exploited for the beamforming so that the channels of users in
a cluster are aligned in the same direction. By signal alignment, the number of users
of messages decoded by successive interference cancellation (SIC) is reduced, which
can be effective at lowering the decoding complexity and SIC error propagation. Due
to the difficulty of jointly optimizing cluster-specific beamforming and time/energy
resources for sum-throughput maximization, I determine the beamforming relying on
signal alignment first, and then the resources are optimized for given beamforming.
To be more specific, I propose a novel iterative algorithm for cluster-specific beam-
forming design followed by the sum-throughput maximization algorithm. Numerical
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results show the sum-throughput performance of the proposed scheme and its robust-
ness towards SIC error propagation compared to existing schemes.
3.1 Introduction
As applications of the Internet-of-Things (IoT) continue to grow, battery limitations
of IoT devices are expected to be a major limitation for accommodating emerging
services in the next generation of communication systems [33], [34]. Thus, for the
seamless operation of IoT devices, consistent power supply or monitoring and main-
tenance of power is needed. However, wired charging or manual battery replacement
can be impractical depending on the number of IoT devices or their deployments. In
addition, machine type communication devices, one of the major components that
comprise IoT networks, are presumed to be maintained without manual manipu-
lation [35]. Therefore, the need for wireless battery charging arises for devices to
achieve sustainable access in energy-constrained wireless networks such as IoT net-
works, and for ease of operation and maintenance of the network [36].
To realize wireless battery charging, especially in the far-field, energy harvest-
ing has been studied which converts a radio-frequency (RF) signal into electrical
energy to be stored in a battery [1], [6]. In particular, harvesting energy from RF
signals transmitted by a dedicated energy source is called wireless power transfer
(WPT) [7]. WPT has attracted a significant amount of attention for its controllabil-
ity compared to ambient RF energy harvesting [8]. In this regard, a new framework
called wireless powered communication networks (WPCNs) has been proposed [9].
A WPCN consists of multiple users with energy harvesting capability, a base station
(BS), and an energy source called a power beacon (PB). Specifically, when a BS also
delivers an energy signal as a PB, it is called a hybrid access point (H-AP). In [9], a
harvest-then-transmit protocol was proposed, in which a PB transfers energy to the
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users, called wireless energy transfer (WET) in the downlink (DL) before users send
their messages to a BS, called wireless information transmission (WIT) in the uplink
(UL). Hence, allocating time and energy resources for DL-WET and UL-WIT has
been essential in a WPCN to increase the throughput.
Meanwhile, an IoT network needs to employ a multiple access scheme to serve
multiple IoT devices. In particular, it is required to provide higher spectral efficiency,
ultra-low latency, and higher connectivity in the next generation communication sys-
tem [37]. Non-orthogonal multiple access (NOMA) has emerged as a key enabling
technology due to its potential of facilitating the features of the next generation
communication systems compared to orthogonal multiple access (OMA) [38]- [39].
Particularly, in the uplink NOMA transmission, the BS serves multiple users which
transmit their data over the same resource (i.e., time, frequency, code, etc), thereby
generating inter-user interferences due to the broadcast and superposition nature of
the wireless medium [40]. The BS, then, is able to decode the messages of users by
successive interference cancellation (SIC). That is, a message of a user is decoded
treating interferences as noise, and is subtracted from the received signal at the BS.
Thus, a user of its message decoded next experiences less interference than a user of
its message decoded before. In what follows, related works on WPCN and NOMA
are reviewed.
3.1.1 Throughput Maximization in WPCN
Various scenarios on WPCNs have been considered [12]- [46], etc. In [12]- [41], a
multi-antenna system has been adapted to a WPCN. A multi-antenna PB is capable of
DL energy beamforming which makes the H-AP deliver more energy to a particular
user. A BS and users with multiple antennas can exploit multiple-input multiple-
output (MIMO) technologies. In [12] and [13], the minimum individual throughput
has been maximized and the average throughput performance has been analyzed in a
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WPCN with a multi-antenna H-AP. In [41], the sum-throughput has been maximized
in a WPCN with a multi-antenna H-AP and users with multiple antennas.
Furthermore, NOMA has been adopted as a multiple access scheme for UL-WIT
in [23]- [46], etc. Particularly, a WPCN consisting of a H-AP with a single antenna
and multiple users each with a single antenna has been considered in [23]- [45].
In [23], sum-throughput and equal individual data rate have been maximized. When
serving users with NOMA, a user of its message decoded early by SIC experiences
a lot of interference, so user fairness cannot be guaranteed. To improve user fair-
ness, time-sharing SIC decoding was proposed. That is, the SIC decoding order is
varied by time, and users experience interference evenly. In [44], a synchronous and
an asynchronous NOMA transmission schemes have been considered. Energy effi-
ciency (EE) which takes processing cost into account has been maximized. It has
been shown that with growing transmit power at the H-AP, EE increases in the syn-
chronous case, whereas EE increases and decreases in the asynchronous case. In [45],
the throughput performance of TDMA and NOMA has been compared considering
energy efficiency and circuit energy consumption. By thorough analysis, it has been
shown that TDMA is more effective than NOMA in terms of spectral efficiency as
well as energy consumption. In [46] a multi-antenna system has been adopted to the
H-AP in a NOMA-based WPCN. For the considered system, the sum-throughput has
been maximized subject to minimum throughput constraint.
3.1.2 User Clustering in NOMA
While NOMA is expected to enhance various system performance measures from a
theoretical perspective, there are several implementation issues related to the NOMA
decoding in practice [47]- [49]. For NOMA, it has been a concern that the decod-
ing complexity and the implementation complexity of SIC increase with the growing
number of users [47]. Furthermore, the error propagation has been an issue in SIC
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decoding [48], [49], etc. That is, a signal that has not been completely removed af-
fects the decoding of the subsequent messages, which results in severe throughput
degradation. Hence, as the number of users served by a BS grows, the probability
that error propagation occurs increases. Therefore, it is necessary to limit the number
of interference cancellations. User pairing/clustering has been studied as one of the
solutions to the aforementioned problems by dividing users into groups of smaller
users and lowering the number of messages decoded by SIC [50], [51].
In [52]- [54], etc, multiple antennas are utilized for cluster-specific beamform-
ing in MIMO-NOMA networks with various system models such as uplink/downlink
transmission, multi-cell networks, etc. Beamforming matrices are designed for group-
ing users into clusters and suppressing the inter-cluster interferences. As a result, each
cluster becomes equivalent to a network where fewer number of users are served by a
BS. Particularly, in [52], 2M users are divided into M clusters of 2 users. The chan-
nels of users in each cluster are aligned in the same direction by beamforming, called
signal alignment. The effective channel of the received signal after suppressing inter-
cluster interferences can be seen as M parallel channels. Thus, the number of users
of messages decoded by SIC is reduced to two.
3.1.3 Motivation and Contribution
A WPCN has a so-called doubly near-far problem inherently, which causes severe
user unfairness [9]. A user with bad channel harvests less energy than a user with
good channel during DL-WET, and needs more energy to transmit at desired rate
during UL-WIT. Due to the doubly near-far problem, the difference in channel con-
ditions of users in a WPCN can be considered to be larger than that in a conventional
network. NOMA is known to be effective in enhancing user fairness from SIC de-
coding as the number of users is small and the difference in channel conditions is
large [50]. In MIMO-NOMA, the number of users in a NOMA transmission can
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be reduced through user clustering which exploits the beamforming of transceivers.
Particularly, in a WPCN, users with large channel difference which comes from the
doubly near-far problem can be clustered to further improve user fairness. Moreover,
exploiting beamforming can reduce the complexity of SIC decoding as well as the
throughput loss from SIC error propagation in a NOMA-based WPCN with many
users. As a result, it is expected that the system performance of a WPCN can be
improved by adopting cluster-specific beamforming in NOMA transmission.
To this end, I consider a WPCN system based on NOMA transmission with
cluster-specific beamforming, and aim to maximize the sum-throughput of the net-
work. Due to the difficulty of jointly optimizing cluster-specific beamforming and
resources for sum-throughput maximization, I design the beamforming first, and then
the resources such as DL energy beamforming, time, and energy are optimized for
given beamforming. Particularly, in the design of cluster-specific beamforming, the
transmit beamforming at the users are designed to consist of inner and outer pre-
coding. The concept of signal alignment is adopted at the outer precoding, where
the number of users in each cluster is extended from two to an arbitrary number. By
outer precoding, the channels of users in a cluster are aligned in the same direction.
Inner precoding is designed to increase the sum-throughput of the system by maxi-
mizing the signal to noise ratio (SNR) of the signals aligned by the outer precoding.
The receive beamforming at the BS suppresses the inter-cluster interference, and the
messages of users in each cluster are decoded with SIC. For given cluster-specific
beamforming, a sum-throughput maximization problem is formulated with the signal
to interference-plus-noise ratio (SINR) thresholds for reliable decoding. The maxi-
mization problem is transformed into an equivalent convex problem, [26], and a novel
algorithm is proposed to obtain the optimal solution to the problem. The contributions
of this chapter are summarized as follows:
• I consider a WPCN consisting of a PB, a BS, and multiple users, all of which
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have multiple antennas. A cluster-specific beamforming with signal alignment
is employed. A sum-throughput maximization problem for the considered net-
work is formulated subject to SINR thresholds.
• The number of beamformed users in each cluster is generalized. To increase the
sum-throughput performance, the beamforming consisting of inner and outer
precoding is further optimized.
• Novel algorithms for beamforming design and sum-throughput maximization
are proposed. Numerical results show that the proposed scheme is robust to
SIC error propagation, and the sum-throughput is enhanced by the beamform-
ing design. Moreover, compared to OMA with the same beamforming, the pro-
posed scheme is shown to alleviate user unfairness as well as to achieve higher
sum-throughput.
3.2 System model
I consider a network which consists of a PB withW antennas, a BS withM antennas,
and LM users each with N antennas as in Fig. 3.1. A user is assumed to have a
rechargeable battery and no external power source so that it operates only using the
energy harvested from the signal transmitted by the PB. LM users are divided into
L groups, each of which consists of M users. Each group is denoted by Group l
where l = 1, ..., L. For convenience, Uml denotes the m-th user in Group l where
m = 1, ...,M and l = 1, ..., L. The channel between the PB and Uml is denoted
by Gml ∈ CN×W . The channel between Uml and the BS is denoted by Hml ∈
CM×N . The entries of Gml and Hml are assumed to be independent and identically
distributed (i.i.d.) continuous random variables. For the sake of simplicity, I assume
that a PB and a BS are at the same location, and the number of antennas at the PB
and the BS can be different. It is also assumed that the users in a lower indexed group
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Figure 3.1: An LM -user WPCN system model
have better channel conditions than users in a higher indexed group. (i.e., Uml has
better channel condition than Unk for any m and n where l < k.) In particular, a
better channel has a higher Frobenius norm of a channel coefficient matrix than a
worse channel. For the signal alignment to be feasible [52], N > L−1L M should be
satisfied, the reason for which is given in the following section.
Following the harvest-then-transmit protocol [9], the total transmission time, T
is divided into τ0T for DL-WET, and (1 − τ0)T for UL-WIT where 0 ≤ τ0 ≤ 1.
For simplicity, I consider a unit transmission time (i.e., T = 1). During τ0, the PB
transmits an energy signal, u ∈ CW×1 of zero-mean with the power of PE where
E[uuH ] = S and S  0. The received signal at Uml, yml ∈ CN×1 becomes
yml = Gmlu + nml, ∀m, l, (3.1)
where nml ∼ CN (0, σ2IN ) is a noise vector. Furthermore, due to the maximum
transmit power constraint at the PB, Tr(S) ≤ PE should be satisfied. Assuming
that the amount of the harvested energy from noise is significantly small that it is
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negligible, each user harvests energy, the amount of which is
Eml = ηmlτ0Tr(GmlSGHml), ∀m, l, (3.2)
where ηml is the energy harvesting efficiency at Uml.
During (1 − τ0), each user transmits information of sml ∼ CN (0, 1) using its
harvested energy. The channels of Um1, Um2, ..., UmL with respect to BS are aligned
into the same direction by beamforming vectors vm1, vm2, ..., vmL for all m where






Hmlvmlαmlsml + nBS, (3.3)
where nBS ∼ CN (0, σ2IM ) is a noise vector and αml is a power coefficient. Since
the energy consumed at Uml during (1 − τ0) cannot exceed the energy harvested






, ∀m, l. (3.4)
From [52], the condition for signal alignment is given by
span(Hm1vm1) = span(Hm2vm2) = ... = span(HmLvmL), ∀m. (3.5)
That is, the subspace spanned by Hmlvml for each l should be identical to each
other. For simplicity, assume that vml is designed from Hm1vm1 = Hm2vm2 =



















1Due to the constraint on the transmit power of a user given in (3.4), the magnitudes (channel gains)
of the aligned channels are not identical to each other.
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A zero-forcing (ZF) matrix, PH =
[
p1 · · · pM
]H
where pm ∈ CM×1 is
applied to the BS to decouple the received signal into M independent streams. Thus,
pm needs to satisfy
pHmHm̄1vm̄1 = 0, ∀m, (3.7)
where m̄ ∈ {1, ...,M}\{m}. The received signal after applying the ZF matrix is
further rewritten as
PHyBS =
pH1 H11v11 0 . . . 0


















As seen in (3.8), the effective channel can be regarded as parallel channels of M
NOMA clusters (i.e., there is no inter-cluster interference.) In particular, each cluster
can be seen as consisting of L users each with a single antenna. Fig. 3.2 illustrates the
effective channel of (3.8). The channels of Uml’s with the same m are aligned into
the same direction and the L users form Cluster m. The m-th stream of the received









For (3.9), the messages of Um1, Um2, ..., UmL are decoded with SIC for L users
for all m ∈ {1, ...,M}. Note that Um1, Um2, ..., UmL are the L users in Cluster
m in Fig. 3.2. The decoding order is in the descending order with respect to the
channel status for user fairness (i.e., the message of Umi is decoded ahead of that
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Figure 3.2: An illustration of a received signal decoupled to M independent streams,
each of which consists of L messages.
of Umj where i < j.); otherwise, the user with poor channel condition may achieve
significantly small throughput. Assuming that the ZF matrix, PH is normalized, the





, l = 1, ..., L− 1, (3.10a)
|hm|2α2mL
σ2
, l = L, (3.10b)
where hm = pHmHm1vm1, ∀m. The throughput of Uml is given as
Rml = (1− τ0) log (1 + SINRml) ,∀m, l, (3.11)
and the sum-throughput is given as














3.3 Optimal Beamforming And Resource Allocation
In this section, I design the beamforming vector of UL-WIT, vml for signal align-
ment, and optimize it to maximize the SNR of the aligned signals. Subsequently, a
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sum-throughput maximization problem is formulated for given designed beamform-
ing vectors. In addition, SINR thresholds are added as constraints to the maximization
problem for reliable decoding.
3.3.1 Beamforming Design
The beamforming vector, vml consists of an outer precoding matrix, Vml and an
inner precoding vector, wml as
vml = Vmlwml. (3.13)
The outer precoding, Vml aligns the channels of users in a cluster in the same direc-
tion. The SNRs of the aligned signals are maximized by the joint design of the inner
precoding, wml and the ZF matrix, PH . The sizes of Vml and wml are given by
N×NV andNV×1 whereNV ≤ LN−(L−1)M , the reason of which is as follows:
For simplicity, Vml is designed from Hm1Vm1 = Hm2Vm2 = ... = HmLVmL,
which can be rewritten as






. . . . . . 0M×N









 = 0(L−1)M×NV .
(3.14)
As seen in (3.14), the size of Am is (L − 1)M × LN , and [VTm1,VTm2, ...,VTmL]T
is generated from the null space of Am. Note that for signal alignment to be feasible,
(L− 1)M < LN should be satisfied, which is equivalent to N > L−1L M . Moreover,
Am has a full-rank of (L−1)M almost surely since all the elements of Hml are i.i.d.






can be chosen as the LN × NV matrix which consists of the NV columns out of
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LN − (L − 1)M right singular vectors of Am corresponding to the zero singular
values. In other words, it suffices to align Hm1, Hm2, ..., HmL in the same direction
which occupies the dimension of LN− (L−1)M or less for [VTm1,VTm2, ...,VTmL]T
to exist. Therefore, NV ≤ LN − (L − 1)M should be satisfied. Note that it is as-
sumed that Hm1vm1 = Hm2vm2 = ... = HmLvmL in Section 3.2. From (3.13) and
(3.14), it can be rewritten as
Hm1Vm1wm1 = HmlVmlwml = Hm1Vm1wml, ∀l. (3.15)
Thus, wml for all l becomes identical to each other (i.e., wm1 = wm2 = ... = wmL.)
Let wm denote wml for all l, and vml then becomes Vmlwm. To maximize the SNR
of the aligned signals by exploiting wm, the channels need to be aligned in the same
direction of the highest available dimension. In other words, NV needs to be equal to
LN − (L− 1)M . Therefore, I assume that NV = LN − (L− 1)M in the following.
Since I let Hm1vm1 = Hm2vm2 = ... = HmLvmL where vml = Vmlwm, (3.7)
can be rewritten as
pHmHm̄1Vm̄1wm̄ = 0,∀m. (3.16)
From (3.16), pHm should lie in the left null space of an M × (M − 1) matrix which
consists of all Hm̄1Vm̄1wm̄. For example, whenm = 1, pH1 lies in the left null space
of theM×(M−1) matrix,
[
H21V21w2 H31V31w3 · · · HM1VM1wM
]
. To
normalize the decoding matrix (i.e., |pm|2= 1), pm is given by the left singular vector
of the M × (M − 1) matrix corresponding to the zero singular value. Note that the
noise variance is still given by σ2IM since P is normalized.
From (3.9), the SNR for
∑L




be maximized by an iterative approach for designing wm as follows: I initialize wm
with a random vector, and P follows from the given wm by (3.16). Then, for given





mHm1Vm1. Since Ψm is a rank-1 Hermitian matrix, there exists a
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Algorithm 2 Design of Cluster-Specific Beamforming
1: Set Vml ← (3.14).
2: Initialize wm with random vectors.
3: Compute P← (3.16)
4: repeat
5: wm ← the eigenvector of Ψm corresponding to the unique non-zero eigen-
value.
6: Compute P← (3.16)
7: until wm converges satisfying a pre-determined accuracy.
. Transmit/receive beamforming, vml(= Vmlwm) and P are determined.
unique non-zero eigenvalue of Ψm. Hence, wHmΨmwm is maximized by setting wm
to the eigenvector of Ψm corresponding to the unique non-zero eigenvalue. P can
be determined from (3.16) for given wm again as P =
[
p1 · · · pM
]
. Updating
wm and P alternately is repeated until they converge.2 The proposed algorithm for
the design of transmit/receive beamforming is summarized in Algorithm 2.
3.3.2 Sum-Throughput Maximization
I formulate a sum-throughput maximization problem in the considered network, where
the beamforming matrices are determined from 3.3.1. The sum-throughput is maxi-
mized by jointly optimizing the time allocation for DL-WET and UL-WIT (i.e., τ0),
the transmit power of the users during UL-WIT (i.e., αml.), and the transmit co-
variance matrix S during DL-WET. Furthermore, I impose a threshold, θml on the
SINRml for reliable decoding (i.e., SINRml ≥ θml). The maximization problem is
2Through numerical simulations, I confirm that the proposed algorithm has converged (0 failure out
of 106 trials) satisfying
∑M
m=1||wm[k+1]−wm[k]||1≤ 10







subject to 0 ≤ τ0 ≤ 1, (3.17b)







Tr(S) ≤ PE , (3.17e)
SINRml ≥ θml,∀m, l. (3.17f)
(3.17a) is the sum-throughput, (3.17b) is the time restriction on DL-WET and UL-
WIT, (3.17c) comes from the non-negativity of the power, (3.17d) comes from that
the consumed energy during UL-WIT cannot exceed the harvested energy during
DL-WET. (3.17e) is that the maximum transmit power at the PB during DL-WET is
given by PE . (3.17f) is the SINR threshold constraint. Note that (P1) is not a convex
optimization problem. It can be proved by showing that the Hessian matrix of the
objective function is neither positive semi-definite nor negative semi-definite.
In order to transform (P1) into a convex problem, αml is replaced using γml =
α2ml (1 − τ0), ∀m, l, and S is replaced using W = τ0S [9]. Let (P1′) denote the
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subject to 0 ≤ τ0 ≤ 1, (3.18b)
γml ≤ qmlTr(GmlWGHml),∀m, l, (3.18c)




|hm|2γmj + σ2(1− τ0))− |hm|2γml ≤ 0,
∀m, l = 1, ..., L− 1 (3.18e)
θmL(σ
2(1− τ0))− |hm|2γmL ≤ 0,∀m, (3.18f)




. If I assume that the summation in (3.18e) becomes zero
when j > L, (3.18f) can be represented with (3.18e). Hence, let (3.18e) include
(3.18f) in the following for simplicity. (P1′) is a convex optimization problem [26].
The objective, (3.18a) is concave as it is a perspective of a concave function. The
constraints, (3.18b)-(3.18g) are affine in the optimization variables.
To solve (P1′) efficiently, I solve a sum-throughput maximization problem for
given τ0, which is denoted by f(τ0). τ0 is optimized via a 1-D search method such as













subject to (3.18c), (3.18d), (3.18e), and (3.18g).
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The Lagrangian of f(τ0) is given by




































mlGml − λ2IW , (3.22)
and {λ1,ml}, λ2, {λ3,ml}, and Z are the Lagrangian multipliers of (3.18c), (3.18d),
(3.18e), and (3.18g), respectively. Note that W∗  0; otherwise, there will be no
energy harvesting, which results in zero throughput. Therefore, Z∗ should be a zero
matrix from the complementary slackness. Furthermore, λ∗2 > 0 holds from the com-
plementary slackness as well. In case λ∗2 = 0, Tr(W
∗) < τ0PE , which is not optimal.
It means that the PB does not transmit an energy signal with its maximum power,
lowering the amount of energy harvested at every user.




To avoid an unbounded dual function, cml < 0, ∀m, l, and F  0 need to be sat-
isfied. The dual problem is given by min{λ}≥0,Z0 G({λ},Z) subject to the condi-
tions of avoiding unbounded dual function. For given {λ}, I find W? that maximizes
L({γml},W, {λ},Z) [41].
Theorem 1. W? is given by τ0PEΓQΓHQ where ΓQ is the eigenvector corresponding















The eigen-decomposition of F is given by
F = UQ(∆Q − λ2IW )UHQ , (3.24)
where ∆Q = diag(δ1, ..., δW ), and δ1 ≤ δ2 ≤ ... ≤ δW are the eigenvalues of Q.
Hence, for F  0 to be satisfied, λ2 ≥ δi,∀i. Tr(FW) can be rewritten as
Tr(FW) = Tr(UQ(∆Q − λ2IW )UHQW)
= Tr((∆Q − λ2IW )UWWUHW )




(δw − λ2)ρw, (3.25)
where UW is an unitary matrix, ∆W = diag(ρ1, ..., ρW ) and ρ1, ..., ρW are the
eigenvalues of W. As W  0, ρw ≥ 0. Consequently, to maximize Tr(FW), ρ1, ...,
ρ(w−1) becomes zero, and ρw becomes positive in case δw = λ2. Thus, Tr(FW) is
maximized by setting W to βΓQΓHQ where ΓQ is a matrix which consists of vectors
of UQ corresponding to δw = λ2,∀w ∈ {1, ...,W}. Due to that Tr(W) = τ0PE
from the complementary slackness corresponding to λ2, β becomes τ0PE . Note that
ΓQ lies in the null space of F as it consists of vectors of UQ corresponding to zero
eigenvalues.
For given {λ} and W?, I find {γ?ml} that maximizes L({γml},W, {λ},Z) by
solving the KKT conditions [26]. The Lagrangian stationarity condition with respect









+ cpq = 0,∀p, q. (3.26)











As seen in (3.27), γ?pq cannot be obtained explicitly for given {λ}. For given {λ}
which is not optimal, {γ?ml} is given by the following lemma.











γ?mk = 0, k ∈ {1, ..., L}\{l̂}, (3.29)
where l̂ = arg maxl cml.
Proof. Factoring out the constants of (3.20), the maximization of the Lagrangian in
(3.20) is equivalent to maximizing












for all m. Then,
∑
l=1 γml should be set to the largest among the right-hand side
(R.H.S.) terms of (3.27) for p = m and q = 1, ..., L. The q corresponding to the
maximum R.H.S. term is denoted by l̂, which is equivalent to the l corresponding to
the maximum cml (i.e., l̂ = arg maxl cml.) Furthermore, since γml ≥ 0 and cml < 0,∑L
l=1 cmlγml of (3.30) is maximized by setting γml̂ equal to the R.H.S. of (3.27) with
p = m and q = l̂, while γmk where k ∈ {1, ..., L}\{l̂} needs to be zero.
On the other hand, when given {λ} is optimal, the R.H.S. term of (3.27) should
be identical for all q. Then, the Lagrangian of (3.20) is no longer a function of {γml}.
Therefore, {γ∗ml} will be determined from the KKT conditions along with the La-








|hm|2γ∗mj + σ2(1− τ0))− |hm|2γ∗ml) = 0, (3.32)
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for all m and l. Note that since W? depends on {λ1,ml} from Theorem 1, W? is
equal to W∗ as in (3.31) when given {λ} is optimal.
With the obtained dual function, the Lagrangian multipliers are updated by a
subgradient method to solve the dual problem. Note that Z∗ = 0 so that it does not
need to be updated. In addition, λ2 follows from {λ1,ml} as given in the proof of
Theorem 1 so that it does not need to be updated either. Thus, λ1,ml and λ3,ml are




where n ∈ {1, 3} are given as
ν1,ml = qmlTr(GmlW?GHml)− γ?ml, (3.33)
ν3,ml = |hm|2γ?ml − θml(
L∑
j=l+1
|hm|2γ?mj + σ2(1− τ0)). (3.34)







n,ml − s · νn,ml
]+
, (3.35)
where k is the number of iteration, s is a positive step size, and [·]+ = max(0, ·).
With the updated Lagrangian multipliers, the dual function is obtained by Theorem
1 and Lemma 5. The update is repeated until the duality gap is smaller than the pre-














2(1− τ0) ≤ εd
Subsequently, W∗ is set to W?, and {γ∗ml} are obtained by (3.26), (3.31), and (3.32).
Since (P1′) is jointly concave with respect to τ0, {γml}, and W, f(τ0) is concave
with respect to τ0. Therefore, the optimal τ0 can be found using a 1-D search method
such as the golden section method. The proposed sum-throughput maximization al-
gorithm is summarized in Algorithm 3 where in particular, the algorithm for solving
f(τ0) is given in Algorithm 4.
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Algorithm 3 Sum-Throughput Maximization for NOMA-based WPCN with Cluster-
Specific Beamforming
1: Set τA = 0, τB = 1, ρ =
√
5−1
2 , τ01 = τA + (1 − ρ)(τB − τA), and τ02 =
τA + ρ(τB − τA).
2: Compute f(τ01) and f(τ02).
3: repeat
4: if f(τ01) ≤ f(τ02) then
5: τB ← τ02, τ02 ← τ01, τ01 ← τA + (1− ρ)(τB − τA)
6: else
7: τA ← τ01, τ01 ← τ02, τ02 ← τA + ρ(τB − τA)
8: Compute f(τ01) and f(τ02)
9: until τB − τA is lower than pre-determined accuracy.
. τ0 is optimized via the golden section method.
3.3.3 TDMA-based WPCN with Cluster-specific Beamforming
In addition, I consider using TDMA transmission while adopting the proposed beam-
forming for signal alignment [52]. The time for UL-WIT, (1 − τ0) is divided into L
parts, τ1, ..., τL. During τl, the M users in Group l transmit their information via M
parallel channels. In other words, one user in each cluster is able to transmit during
τl. Therefore, modifying (3.9), the received signal which is decoupled by ZF for the







Algorithm 4 f(τ0) Solver
1: Initialize {λn,ml} with nonnegative random numbers subject to cml < 0, for
n = 1, 3 and ∀m, l.
2: repeat






4: Compute {γ?ml} ← (3.28), (3.29)
5: Compute {νn,ml} ← (3.33), (3.34)
6: Update {λn,ml} with (3.35)
7: until duality gap is smaller than accuracy, εd.
8: Compute W∗ ←W? from Th. 1
9: Compute {γ∗ml} ← (3.26), (3.31), and (3.32)
. The transmit power during UL-WIT, {γml} is optimized for given τ0.




throughput and the sum-throughput are given by






τl log (1 + SNRml) , (3.38)
where (T) stands for TDMA. As for the proposed scheme, I formulate a sum-throughput
maximization problem, (P2) as below. In particular, to guarantee the quality of ser-
vice (QoS), I put a throughput threshold on the individual throughput as R(t)ml ≥
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subject to 0 ≤ τl ≤ 1, l = 0, 1, ..., L, (3.39b)
L∑
l=0
τl ≤ 1, (3.39c)
αml ≥ 0,∀m, l, (3.39d)
α2mlTr(vmlv
H
ml)τl ≤ Eml, ∀m, l, (3.39e)
Tr(S) ≤ PE , (3.39f)
R(T)ml ≥ φml,∀m, l. (3.39g)
Due to the couplings of optimization variables, (P2) is not a convex problem. In
order to transform (P2) into a convex problem, (P2′), the optimization variables are














subject to 0 ≤ τl ≤ 1, l = 0, 1, ..., L, (3.40b)
L∑
l=0
τl ≤ 1, (3.40c)
γml ≤ qmlTr(GmlWGHml), ∀m, l, (3.40d)







≥ φml, ∀m, l. (3.40f)
Note that (3.40a) and the left-hand side (L.H.S.) term of (3.40f) are the perspectives
of concave functions. The other constraints are affine in the optimization variables,
so that (P2′) is a convex optimization problem.
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3.4 Simulation Results
Numerical results are provided in this section. A WPCN of (L,M,N,W ) consists of
L groups each with M users with N antennas, a BS with M antennas, and a PB with
W antennas. Let dml denote the distance between Uml and the BS while dPBml denotes
the distance between Uml and the PB. As the PB and the BS are assumed to be at the
same location, dPBml equals dml in the following. The channel coefficients, Gml and
Hml follow a log-distance path loss model for large-scale fading, and Rayleigh fading
for small-scale fading [28]. That is, Gml = G̃ml√
1+(dPBml)
α











∼ CN (0, 1) for i ∈ {1, ..., N}, j ∈ {1, ...,W},
and k ∈ {1, ...,M}. α denotes the path loss exponent. The transmit power of the PB,
PE , the noise variance, σ2, and the energy harvesting efficiency of Uml, ηml are
assumed to be 10 dBm, −70 dBm, and 0.7 for all Uml, respectively unless stated
otherwise. Furthermore, for simplicity, I assume that θml = θ,∀m, l.
Fig. 3.3 shows the sum-throughput versus θ with the varying number of users.
I consider a network of (L,M,N,W ) = (2, nM , 5, 3) where nM ∈ {2, ..., 5} (i.e.,
there are 4, 6, 8, 10 users in the network.) For any nM , the distances of users are
given by dml for allm ∈ {1, ..., nM} and l ∈ {1, 2}, where [d11, d21, d31, d41, d51] =
[3, 4, 5, 6, 7] m, [d12, d22, d32, d42, d52] = [10, 11, 12, 13, 14] m. It can be seen that the
sum-throughput starts to decrease beyond a certain level of θ for any case, the reason
for which is as follows. Due to the high θ, most of the time resources are allocated for
the energy harvesting to meet the SINR constraints, which means that τ0 for DL-WET
becomes near 1. In other words, the transmission time, 1− τ0 for UL-WIT becomes
near 0, which results in low sum-throughput. Moreover, as nM increases by 1, two
users are added to the network, and the dimension of the received signal increases
by 1. The channels of the added users are aligned in the same direction and occupy
a 1 dimension of the received signal as a parallel channel. Thus, the sum-throughput
79


































Figure 3.3: Sum-throughput versus SINR threshold of θ in WPCNs of
(L,M,N,W ) = (2, nM , 5, 3) where nM ∈ {2, ..., 5} for 4, 6, 8, and 10 users.
increases by a similar amount as nM increases by 1 when θ is lower than 20 dB in the
figure. Nevertheless, at θ = 35 dB, the sum-throughput decreases with the growing
number of users. This is because the users added to the network have bad channel
conditions, so that τ0 for DL-WET becomes high to satisfy a high SINR threshold,
whereas 1− τ0 for UL-WIT decreases.
In Fig. 3.4, I consider 4 WPCNs with 12 users which have different user group-
ings. In particular, I compare the sum-throughput of WPCNs of (L,M,N,W ) =
(2, 6, 4, 3), (L,M,N,W ) = (3, 4, 4, 3), (L,M,N,W ) = (4, 3, 4, 3), (L,M,N,W ) =
(6, 2, 4, 3) along with various θ’s. The distances between the users and the BS are
given by 2, 3, ..., 13 m. As in the system model, the users in the group of a lower
index have better channel condition than the users in the group of a higher index. Fig.
3.4 shows the sum-throughput versus θ with the considered user configurations. It
can be seen that higher sum-throughput is achieved with lower L and higher M for
the same θ, which is obvious since higher number of antennas at PB provide sum-
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L = 2, M = 6
L = 3, M = 4
L = 4, M = 3
L = 6, M = 2
Figure 3.4: Sum-throughput versus SINR threshold of θ in WPCNs of
(L,M,N,W ) = (2, 6, 4, 3), (L,M,N,W ) = (3, 4, 4, 3), (L,M,N,W ) =
(4, 3, 4, 3), and (L,M,N,W ) = (6, 2, 4, 3).
throughput gain. Note that the number of users of messages decoded by a single SIC
is given by L. Accordingly, when L is high, the user of its message decoded ear-
lier experiences more interferences compared to when L is low, and more resources
are needed to meet the SINR thresholds. As a result, the drastic degradation of the
sum-throughput along with increasing θ begins to start earlier for higher L.
In Fig. 3.5, a WPCN of (L,M,N,W ) = (2, 4, 4, 3) is considered where the dis-
tances of the users are given as [d11, d21, d31, d41] = [3, 4, 5, 6] m, [d12, d22, d32, d42] =
[10, 11, 12, 13] m. Particularly, the sum-throughput versus θ is compared when clustering-
specific beamforming, vml is further optimized and when it is not. Each plot is la-
beled ‘SA with Opt.’ and ‘SA without Opt.’ The impact of the optimization of vml is
observed in the sum-throughput gap of the two plots, which is the gain from the op-
timization. To be more specific, the beamforming for ‘SA with Opt.’ is optimized as
proposed in Algorithm 2. On the other hand, the beamforming for ‘SA without Opt.’
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Figure 3.5: Sum-throughput versus SINR threshold of θ with and without the opti-
mization of cluster-specific beamforming in a WPCN of (L,M,N,W ) = (2, 4, 4, 3).
is simply for signal alignment. Thus, the outer precoding of vml, Vml can be selected
as one of the right singular vectors of Am of (3.14) corresponding to the zero singu-
lar values. The inner precoding of vml, wm becomes a scalar in this case and the ZF
matrix, PH is determined from (3.16). The gain from the optimization can be seen
for all θ in the figure. Furthermore, the drastic degradation of the sum-throughput
starts at higher θ in ‘SA with Opt.’ than in ‘SA without Opt.’
I compare the sum-throughputs with SIC error propagation between the scheme
proposed in [41] and the proposed one. The error propagation model is adapted
from [55] as follows. Since the signals which should be cancelled are not completely
removed, they are treated as noise with the remaining interferences. The ratio of the
signal left after cancellation is indicated by β. Note that when β = 0, the SIC is per-
formed perfectly, whereas when β = 1, the SIC is completely failed. For the scheme
proposed in [41], users are denoted by Ui where i ∈ {1, ..., LM}, and the lower the
index is, the better the channel condition a user has. The SIC is performed in the de-
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Figure 3.6: Sum-throughput versus SIC error propagation ratio of β comparison be-
tween the proposed scheme with various SINR thresholds and the scheme given
in [41] in a WPCN of (L,M,N,W ) = (2, 4, 3, 1).
scending order with respect to the channel status (i.e., The message of Ui is decoded
ahead of the message of Uj where j > i). Then, the throughput of Ui with error
propagation is given by




















where Vi is the information transmit covariance matrix multiplied by the transmit
time, which is optimized under the assumption of the perfect SIC as given in [41].
On the other hand, for the proposed scheme, Uml with l ≥ 2 is the user which is
affected by the error propagation. Hence, the throughput of Um1 remains the same,
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and the throughput of Uml for l = 2, ..., L is given by













Fig. 3.6 is the simulation result with various θ’s for a network of (L,M,N,W ) =
(2, 4, 3, 1) where [d11, d21, d31, d41] = [3, 4, 5, 6] m, [d12, d22, d32, d42] = [10, 11, 12, 13]
m. It can be seen that as β increases, the sum-throughput decreases due to the imper-
fect SIC for both schemes. However, the sum-throughput drops faster as β increases
when using the scheme proposed in [41] than the proposed scheme. Particularly, the
proposed scheme achieves higher sum-throughput when θ is set to 0, 10, and 20 dB
beyond a certain level of β. On the other hand, when θ = 30 dB, the system achieves
notably low sum-throughput for all β. It is because that τ0 for DL-WET becomes
higher to meet the SINR thresholds, which in turn (1 − τ0) for UL-WIT decreases
significantly compared to the cases of lower θ as aforementioned. Therefore, the pro-
posed scheme can be more robust and effective to SIC error propagation by putting
an appropriate SINR threshold.
In Fig. 3.7, I compare the sum-throughput performance of the proposed scheme
and the one with TDMA transmission, (P2) of (3.39) for a WPCN of (L,M,N,W ) =
(2, 2, 2, 2) where [d11, d21, d31, d41] = [3, 4, 5, 6] m, [d12, d22, d32, d42] = [10, 11, 12, 13]
m. Each scheme is denoted by ‘NOMA-SA’ and ‘OMA-SA’ where SA stands for sig-
nal alignment. For OMA-SA, I let φml = φ, ∀m, l. As (P1′) has an SINR threshold as
a constraint, in order to compare both schemes fairly, θ will be set to θ = e
φ
1−τ0 − 1.
Note that when θ is set as such, the convexity of (P1′) (i.e., NOMA-SA) is not guar-
anteed due to the coupling of τ0 and {γml}. Hence, τ0 will be given, which makes
(P1′) become equivalent to f(τ0), and τ0 that maximizes f(τ0) will be searched via
the golden section method in spite of no guarantee of convexity. As seen in the upper






































Figure 3.7: Sum-throughput and Jain’s fairness index with various QoS thresholds of
φ for NOMA and OMA each with signal alignment in a WPCN of (L,M,N,W ) =
(2, 2, 2, 2).
when φ = 0. Moreover, in contrast to the results of [45] which takes energy con-
sumption into account, NOMA transmission achieves higher sum-throughput than
TDMA transmission when φ > 0. In particular, the sum-throughput of NOMA-SA
remains constant up to a certain level of φ and starts to drop drastically with growing
φ, as in the plots of other results. On the other hand, the sum-throughput of OMA-SA
decreases gradually. The lower plots of Fig. 3.7 show Jain’s fairness index, J which
is defined as [56]

















































Figure 3.8: Sum-throughput gap between the proposed scheme and the scheme
with optimal clustering in WPCNs of (L,M,N,W ) = (2, nM , 3, 2) where nM ∈
{2, 3, 4} for 4, 6, and 8 users.
where xi and n would be the individual throughput and the number of users, respec-
tively. When J approaches one, the rate disparity becomes zero, while when it ap-
proaches zero, user unfairness is very severe. It can be seen that NOMA-SA generally
achieves higher user fairness. The reason why the index of the TDMA-SA approaches
one in higher φ is that the throughputs of all users decrease simultaneously, which is
not desirable.
In Fig. 3.8, a WPCN of (L,M,N,W ) = (2, nM , 3, 2) is considered where
nM ∈ {2, 3, 4} (i.e., there are 4, 6, and 8 users in the network.) For any nM , the
distances of users are given by dml for all m ∈ {1, ..., nM} and l ∈ {1, 2}, where
[d11, d21, d31, d41] = [3, 4, 5, 6] m, [d12, d22, d32, d42] = [10, 11, 12, 13] m. The sum-
throughputs of two clusterings are compared for all nM with various θ’s. In the plots
labeled ‘2nM -user’, the users, Uml’s with the same m for all l are clustered as pro-
posed. On the other hand, in the plots labeled ‘2nM -user(c)’, users are clustered opti-
mally. That is, nM ! clusterings are considered, and the one that yields the maximum
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sum-throughput among them is chosen via a full-search. As seen in the figure, the
sum-throughput gap becomes higher as the number of users increases. Note that there
is almost no gain in 4-user case. Due to the randomness of the channel coefficients,
random clustering or clustering Uml’s with differentm for all l does not provide clus-
tering gain. Thus, 4-user(c) is practically equivalent to a random clustering case as
the number of ways of clustering is just two. For the same reason, as the number of
ways of clustering gets higher (i.e., as the number of users increases), the clustering
gain also becomes higher. The clustering gain can depend on the differences of the
MIMO channels to be aligned in the same direction, the orthogonality of the aligned
channels, and the amount of energy harvested at each user, etc. Therefore, by cluster-
ing the users optimally, the sum-throughput performance of the proposed scheme can
be improved. Due to the coupled factors of clustering gain, finding optimal clustering
is beyond the scope of the chapter.
3.5 Conclusion
In this chapter, I have formulated a sum-throughput maximization problem for NOMA-
based WPCN with cluster-specific beamforming. The cluster-specific beamforming
groups LM users into M clusters, each with L users. The channels of users in a
cluster are aligned in the same direction by the signal alignment. The inter-cluster in-
terferences are suppressed by the ZF beamforming at the BS. The SNR of the aligned
signals in each cluster is maximized by further optimizing the beamforming matrices.
A novel algorithm for maximizing the sum-throughput in the considered networks has
been proposed. Numerical results have demonstrated that NOMA transmission with
the proposed beamforming for a WPCN can be effective for throughput degradation
from the SIC error propagation. Moreover, the proposed scheme has shown to alle-
viate user unfairness as well as to achieve higher sum-throughput compared to the
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TDMA where the same beamforming is employed.
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Chapter 4
IRS-Assisted Wireless Powered Communication Net-
works: Comparison of NOMA and OMA
In this chapter, I consider wireless powered communication networks (WPCNs) con-
sisting of a hybrid access-point (H-AP) with a single antenna, an intelligent reflecting
surface (IRS), and multiple users each with a single antenna. During downlink, users
harvest energy from both an energy signal transmitted from a H-AP and the reflected
signal at the IRS. During uplink, users transmit information using harvested energy
following non-orthogonal multiple access (NOMA) or OMA. Particularly, signals
from users and reflected signals at the IRS are superposed, and are received at the H-
AP. A sum-throughput maximization subject to the minimum throughput constraints
is formulated, and is relaxed into multiple convex problems. Numerical results show
that the IRS enhances throughput performance, while it is more effective in OMA
than in NOMA to set throughput constraints for enhancing user fairness. In addition,
user fairness is significantly dependent on the location of the IRS in a NOMA-based
WPCN, while it is not in an OMA-based WPCN.
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4.1 Introduction
Recently, an intelligent reflecting surface (IRS) has emerged as a promising solu-
tion to improve the performance of wireless networks [57], [58]. An IRS consists of
a number of passive elements that reflect radio-frequency (RF) signals and induce
phase shifts on the signals. With recent advances in metamaterials, it is envisioned
that an IRS can be applied to the wireless networks by reconfiguring the passive el-
ements to have desired adjustment of phase shifts and amplitudes of the reflected
signals [59]. Thus, by designing the beamforming of the passive elements at the IRS,
an IRS-assisted network can enhance throughput, energy efficiency, coverage, etc.
In addition to an IRS, wireless power transfer (WPT) has been studied for pro-
longing the lifetime of energy-constrained wireless networks [6]. WPT enables wire-
less devices to harvest energy from a signal transmitted from a dedicated energy
source, thereby overcoming outages caused by battery shortage. As a new framework
on the design of a wireless network with WPT, simultaneous wireless information and
power transfer (SWIPT) and a wireless powered communication network (WPCN)
have been proposed [4], [9]. In SWIPT, a hybrid access point (H-AP) transfers en-
ergy to energy receivers (ERs) and transmits information to information receivers
(IRs) via downlink. In a WPCN, a H-AP transfers energy to energy harvesting users
via downlink, and the users transmit information to the H-AP using the harvested
energy via uplink.
IRS-assisted wireless networks with WPT have been considered in several work
[60]- [63]. In [60]- [62], an IRS-assisted SWIPT system consisting of a H-AP with
multiple antennas, and multiple ERs and IRs each with a single antenna has been con-
sidered. The beamforming at the H-AP and the passive elements of the IRS have been
optimized for weighted sum-throughput maximization [60], transmit power mini-
mization under quality of service constraints [61], and minimum receiver power max-
imization subject to signal to interference-plus-noise ratio (SINR) constraints [62].
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In [63], an IRS-assisted WPCN consisting of a H-AP and two users has been consid-
ered, where a user with better channel helps the other user by relaying the message
of the other user. For the considered network, the minimum throughput has been
maximized.
As a multiple access scheme for uplink in a WPCN, non-orthogonal multiple
access (NOMA) has been considered in [23] for its higher spectral efficiency, user
fairness, and low latency compared to orthogonal multiple access (OMA) [37]. Since
the IRS brings changes in the effective channels of users, it can heavily affect user
fairness which benefits from the successive interference cancellation (SIC) decoding
in NOMA. Thus, it needs to explore the effect of IRS on a NOMA-based WPCN in
terms of throughput and user fairness. Additionally, it needs to compare the impact
of the IRS on the system performance in both a NOMA-based WPCN and an OMA-
based WPCN.
In this chapter, I consider a WPCN consisting of a H-AP, an IRS, and multi-
ple users each equipped with a single antenna, where users transmit information in
NOMA and OMA. The sum-throughput maximization problems subject to minimum
throughput constraints are formulated, and are transformed into solvable forms. Nu-
merical results show the IRS enhances throughput performance for both NOMA and
OMA. In addition, IRS brings significant change on user fairness in a NOMA-based
WPCN, but has a minor impact on user fairness in an OMA-based WPCN.
4.2 System Model
I consider a WPCN consisting of a H-AP with a single antenna, an IRS with N
passive elements, andK users each with a single antenna as in Fig. 4.1. The k-th user
is denoted by Uk for k ∈ {1, ...,K}. For simplicity, I consider a unit transmission
time. The time for downlink wireless energy transfer (DL-WET) is denoted by τ0,
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Figure 4.1: An IRS-assisted WPCN with K users
and the time for uplink wireless information transmission (UL-WIT) is then given
by 1 − τ0. It is assumed that the channel reciprocity holds. The channel coefficients
of a H-AP-Uk link, a H-AP-IRS link, an IRS-Uk link are denoted by αk ∈ C, g ∈
C1×N , and αk,R ∈ CN×1 where k = 1, ...,K, respectively. The H-AP is assumed to
have channel state information of all links. The system models for WPCNs based on
NOMA and OMA are given in the following.
4.2.1 NOMA-based WPCN
The IRS beamforming matrices for DL and UL are denoted by Θ0 and Θ1, respec-
tively, where
Θt = diag(ejθt,1 , ..., ejθt,N ), t ∈ {0, 1}, (4.1)
and θt,i, i ∈ {1, ..., N} denotes the phase shift induced by the ith element of an IRS.
During τ0 of DL-WET, the H-AP transfers an energy signal, x0 where x0 ∼ CN (0, 1)
with the transmit power of P0. Then, Uk receives the sum of the signal of direct link
between the H-AP and Uk, and the reflected signal at the IRS. Thus, the received
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signal at Uk can be written as
yk = (gΘ0αk,R + αk)
√
P0x0 + nk, (4.2)
where nk is the receive noise at Uk for all k, and nk ∼ CN (0, σ2k) where σ2k is the
noise variance. From (4.2), the amount of energy that Uk harvests during τ0 is given
by
Ek = ηk|gΘ0αk,R + αk|2P0τ0, (4.3)
where ηk denotes the energy harvesting conversion efficiency. Since the energy con-
sumed at Uk during (1 − τ0) cannot be larger than the harvested energy, Ek, the
transmit power of Uk during (1− τ0), Pk should satisfy Pk ≤ Ek1−τ0 for all k.
During (1 − τ0) of UL-WIT, Uk transmits its information, xk ∼ CN (0, 1) with





H + αHk )
√
Pkxk + n0, (4.4)
where n0 is the receive noise at the H-AP and n0 ∼ CN (0, σ2) where σ2 is the noise
variance. The messages of U1, ..., Uk are decoded with the SIC, where the decoding
order is in the descending order with respect to the channel status for user fairness
(i.e., the message of a user with better channel is decoded before a user with worse
channel.) For simplicity, it is assumed that a user with smaller path loss has better
channel, and Ui has better channel than Uj where i < j. The SINR of Uk after the
SIC decoding is given by
SINRk =
|αHk,RΘ1gH + αHk |2Pk∑K
l=k+1|αHl,RΘ1gH + αHl |2Pl + σ2
. (4.5)
The throughput of Uk is given by
R
(N)
k = (1− τ0) log (1 + SINRk) ,∀k. (4.6)
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The sum-throughput is given by
R
(N)









In this subsection, I particularly consider time division multiple access (TDMA) for
UL-WIT. The time for UL-WIT, (1 − τ0) is divided into τ1, ..., τK . As in (4.1) of
section 4.2.1, the IRS beamforming matrix for DL is given by Θ0, and the one during
τk for UL is given by Θk where k = 1, ...,K. During τ0 of DL-WET, the received
signal and the harvested energy at Uk are the same as (4.2) and (4.3). Then, for all k,
during τk of UL-WIT, Uk transmits its information, xk ∼ CN (0, 1) with the transmit
power of Pk where Pk should satisfy Pk ≤ Ekτk . The received signal at the H-AP




H + αHk )
√
Pkxk + n0. (4.8)
The throughput of Uk in an OMA-based WPCN is given by
R
(O)
k = τk log
(
1 +





In this section, I formulate the sum-throughput maximization problems subject to
throughput constraints for a NOMA-based WPCN and an OMA-based WPCN. The
throughput constraint for Uk is given by φk. It is assumed φk is feasible for all k in
the following. Due to the non-convexity of the problems, they are transformed into
tractable problems by semidefinite relaxation (SDR) and some mathematical manipu-
lations [58], [26]. Let the transmit power vector during UL-WIT be p = [P1, ..., PK ].
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4.3.1 NOMA-based WPCN with throughput constraints
In this subsection, I consider a NOMA-based WPCN which is assisted by an IRS. The






s.t. 0 ≤ τ0 ≤ 1, (4.10b)
0 ≤ Pk(1− τ0) ≤ Ek,∀k, (4.10c)
|(Θ0)nn|= 1, |(Θ1)nn|= 1, n = 1, ..., N, (4.10d)
R(N)k ≥ φk, ∀k. (4.10e)
Due to the non-convexity, I solve (P1) for given τ0, and τ0 is optimized via a 1D
line-search such as the golden section method. Note that (P1) without throughput
constraints (i.e., φk = 0, ∀k) has a unique τ0 that maximizes the objective by the
following proposition.
Proposition 1. (P1) is concave with respect to τ0 when φk = 0, ∀k.
Proof. The maximum R(N)sum is achieved when each user consumes all of its harvested
energy from (4.7) for φk = 0, ∀k. Thus, Pk is given by ηk|gΘ0αk,R + αk|2P0 τ01−τ0











ck = |αHk,RΘ1gH+αHk |2|gΘ0αk,R+αk|2ηk. Then,R
(N)
sum can be maximized by opti-
mizing τ0 and (Θ1,Θ2) separately as ck does not depend on τ0. Given that (Θ1,Θ2)
is optimized for maximizing
∑K
k=1 ck subject to (4.10d),R
(N)
sum becomes concave with
respect to τ0 as it is a perspective of a concave function. Hence, (P1) is concave with
respect to τ0.
Let (P1) for given τ0 be denoted by (P1)τ0 . Note that (P1)τ0 is still non-convex.
In (P1)τ0 , (4.10e) is equivalent to
SINRk ≥ e
φk
(1−τ0) − 1(, γk), (4.11)
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where SINRk is given in (4.5), and the right-hand side term of (4.11) is denoted by
γk. To tackle the non-convexity of (P1)τ0 , I optimize Θ1 and {Θ0,p} alternately in
an iterative manner. I first solve (P1)τ0 with respect to Θ1 for given {Θ0,p}. (P1)τ0
for given {Θ0,p} is relaxed as the following problem, (P1′) by the manipulations
























s.t. (E1)nn = 1, n = 1, ..., N + 1, (4.13b)
tr(V1,kE1)Pk∑K
l=k+1 tr(V1,lE1)Pl + σ2
≥ γk,∀k. (4.13c)
Note that maximizing (4.10a) for given τ0 is equivalent to maximizing (4.13a). It
can be easily seen that (P1′) is a convex problem, which can be solved by convex
tools such as CVX [30]. However, the rank of E1 should be one from (4.12), but
(P1′) does not have a rank-1 constraint on E1 from the SDR. The optimal solution
to (P1′), E∗1 is rewritten as E
∗
1 = UΣU
H from eigenvalue decomposition where
U ∈ C(N+1)×(N+1) is a unitary matrix and Σ ∈ C(N+1)×(N+1) is a diagonal matrix
consisting of the eigenvalues. As a sub-optimal solution of e1, I have ẽ1 = UΣ1/2r
where r ∈ C(N+1)×1 is a random vector which follows r ∼ CN (0, IN+1). The
















Secondly, I optimize {Θ0,p} in (P1)τ0 for given Θ1, and the problem is trans-
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s.t. 0 ≤ Pk(1− τ0) ≤ ηktr(V0,kE0)P0τ0,∀k, (4.16b)
(E0)nn = 1, n = 1, ..., N + 1, and (4.13c). (4.16c)
(P1′′) is a convex problem, which can be solved by convex tools. As in (P1′), (P1′′)
does not have a rank-1 constraint on E0. Thus, the approach for determining Θ1 of
(4.14) is applied to finding the sub-optimal Θ0 with E∗0 which is the optimal solution
to (P1′′).
(P1)τ0 is solved through an iterative manner of solving (P1
′) and (P1′′) alternately.
Particularly, as (P1′′) is always feasible, it needs to start the iteration by solving (P1′′).
In each iteration except for the first one, the objective function is non-decreasing. In
solving (P1′), the objective is non-decreasing for {Θ0,p} given in the current itera-
tion. Similarly, the objective of (P1′′) is non-decreasing for given Θ0 of the previous
iteration obtained by solving (P1′). Since the objective function is upper bounded
by the system limit and non-decreasing, the convergence of the proposed iterative
approach is guaranteed.
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4.3.2 OMA-based WPCN with throughput constraints
In this subsection, I consider an OMA-based WPCN which is assisted by an IRS. The








s.t. 0 ≤ τk ≤ 1, k = 0, ...,K, (4.17b)
τ0 + τ1 + ...+ τK ≤ 1, (4.17c)
0 ≤ Pkτk ≤ Ek, k = 1, , , ,K, (4.17d)
|(Θk)nn|= 1, k = 0, ...,K, n = 1, ..., N, (4.17e)
R(O)k ≥ φk, k = 1, ...,K. (4.17f)
As in section 4.3.1, (P2) is solved by optimizing {Θ1, ...,ΘK} and {{τk},Θ0,p}




























≥ φk, k = 1, ...,K, (4.18c)
which is also a convex problem, and can be solved with convex tools. Since Ek should
have a rank of 1, the sub-optimal solution of Θk can be obtained as Θ1 of (4.14) of
(P1′) for k = 1, ...,K.
Secondly, (P2) for given {Θ1, ...,ΘK} is relaxed into (P2′′) by zk = Pkτk where
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s.t. (4.17b), (4.17c) (4.19b)
0 ≤ zk ≤ ηktr(V0,kW0)P0, ∀k, (4.19c)







≥ φk, k = 1, ...,K, (4.19e)
which is a convex problem and can be solved by convex tools as well. From the




should be a rank-1 matrix. Since W∗0 is not guaranteed to be a rank-1 matrix, the
approach for determining Θ1 of (4.14) is applied to finding the sub-optimal Θ0 with
E∗0. Furthermore, the transmit power is obtained by Pk =
z∗k
τ∗k
for k = 1, ...,K.
4.4 Simulation Results
Numerical results are provided in this section. For (P1) and (P2), the sum-throughputs
are evaluated and are compared to the cases when WPCNs are not assisted by an IRS.
The problems without an IRS are equivalent to when Θk = 0 where k = 0, ...,K.
In particular, (P1) without an IRS is solved for given τ0 and τ0 is optimized via a
1D line-search. Without an IRS, (P1) for given τ0 and (P2) can be transformed into
equivalent convex problems [9], [23].
Let dk, dk,R, and dR denote the distances of a H-AP-Uk link, an IRS-Uk link,
and a H-AP-IRS link, respectively. For large-scale fading, all channels are assumed
to follow a distance-dependent path loss model, L(d) = 1 + dβ where d is a given
distance and β is the path loss exponent. For simplicity, β is set to 2 for all channels.
For small-scale fading, it is assumed that the channel between the H-AP and Uk,
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Figure 4.2: Simulation setup
αk, and the channel between the IRS and Uk, αk,R experience Rayleigh fading, and










where gLoS and gNLoS are the line-of-
sight (LoS) and non-LoS components both modeled by Rayleigh fading. The energy
harvesting conversion efficiency, ηk, and the noise power at the H-AP are assumed to
be 0.7 and−80 dBm, respectively. In the following, I consider a WPCN of 2 users as




V where dH and
dV are horizontal and vertical distances between the IRS and the H-AP, and dV is set
to 5 m. Furthermore, d1,R =
√
(dH − d1)2 + d2V , and d2,R =
√
(d2 − dH)2 + d2V
where d1 ≤ dH ≤ d2. For simplicity, I let the number of passive elements, N be 5,
and the throughput constraint, φk be φ for all k.
In Fig. 4.3, the sum-throughput achieved by solving (P1) for given τ0 (i.e., (P1)τ0)
is evaluated when dH = 5 m. Particularly, each plot shows the sum-throughput versus
τ0 performance, where φ is given by 0 and 3 nats/s/Hz. It is shown that the sum-
throughput has no local maximum other than the global maximum with respect to
τ0. Therefore, τ0 that achieves the maximum sum-throughput can be found by a 1D
line-search in solving (P1). It can be observed that when τ0 exceeds a certain value,
the sum-throughput becomes 0 for φ = 3 nats/s/Hz. It is because that (P1)τ0 becomes
infeasible for the given φ.
In Fig. 4.4, I consider solving (P1) and (P2) where dH = 5 m or 25 m. Further-
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Figure 4.3: Sum-throughput versus τ0 in a NOMA-based WPCN with an IRS for
given throughput constraint, φ.
more, the sum-throughput maximization problems of a WPCN without an IRS are
solved as well. The number in parentheses of the figure indicates dH . The plots of
Fig. 4.4(a) show the sum-throughput performance of the considered problems along
with various throughput constraints, φ. It can be seen that NOMA achieves higher
sum-throughput than OMA regardless of an IRS for all φ except 0 and 6 nats/s/Hz.
Furthermore, when dH = 5 m, the system achieves higher throughput than when
dH = 25 m for both NOMA and OMA. It is obvious because the channel status of
the IRS-U1 link is better than that of the IRS-U2 link when dH = 5, and U1 has
better efficiency in both information transmission and energy transfer than U2. The
plots of Fig. 4.4(b) show the throughput ratio of U2 to U1 (i.e., R2R1 ) with respect to
φ for evaluating user fairness. It can be seen that NOMA generally achieves higher
user fairness than OMA. However, when dH = 5 m, user fairness is significantly re-
duced compared to no IRS cases for NOMA. That is, R1 increases more than R2 by
adopting the IRS. It means that IRS forms an effective channel that is more beneficial
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to U1 than U2. On the other hand, user fairness degradation of when dH = 25 m is
lower than when dH = 5 m for NOMA. Moreover, it shows a higher ratio than no
IRS cases when φ is low. Note that it is more effective in OMA than in NOMA to
impose a throughput threshold for enhancing user fairness.
Additionally, I investigate the throughput performance with various dH when
φ = 0 nats/s/Hz. Fig. 4.5(a) shows that throughput gain from an IRS decreases with
growing dH , which coincides with the result of Fig. 4.4(a). Fig. 4.5(b) shows the
throughput ratio with growing dH . It can be seen that as an IRS becomes close to
U2, user fairness is significantly enhanced in NOMA. On the other hand, the level
of improvement in OMA is smaller than that in NOMA. In other words, since users
transmit simultaneously in NOMA, the effective channel formed by the IRS can be
favorable for U1 or U2 depending on dH . On the other hand, since each user transmits
information alone at the time allocated to it in OMA, the IRS beamforming is adjusted
to be favorable for each user at each time. Nevertheless, considering that the system
suffers from severe user unfairness even with the IRS, an IRS in OMA seems to have
a minor impact on user fairness. As a result, in order to guarantee a certain level
of user fairness in an IRS-assisted WPCN, it needs to impose different throughput
constraints depending on whether the system adopts NOMA or OMA.
4.5 Conclusion
In this chapter, I have formulated the sum-throughput maximization problems of IRS-
assisted WPCNs which are based on NOMA and OMA. In particular, the problems
are subject to throughput constraints. The maximization problems have been relaxed
into convex problems. Numerical results have demonstrated that the IRS enhances
the sum-throughput performance for both NOMA and OMA. Moreover, an IRS has a
bigger impact on user fairness in NOMA than in OMA. Therefore, to ensure a certain
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(a) Sum-throughput versus throughput constraint, φ.
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(b) Throughput ratio, R2
R1
versus throughput constraint, φ.
Figure 4.4: Impact of IRS on throughput performance of a NOMA-based WPCN and
an OMA-based WPCN along with various throughput constraints, φ.
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(a) Sum-throughput versus horizontal distance of IRS, dH .
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(b) Throughput ratio, R2
R1
versus horizontal distance of IRS, dH .
Figure 4.5: Throughput performance of an IRS-assisted WPCN along with various
horizontal distances of IRS, dH .
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In this dissertation, I have developed several designs for maximizing the sum-throughput
with QoS constraints in WPCNs. Due to the various techniques that can be applied
to a WPCN, each system encounters different challenge in achieving the maximum
sum-throughput. Thus, I have proposed a set of solutions which address the prob-
lems for various scenarios. The considered scenarios include a cooperative WPCN, a
NOMA-based WPCN with cluster-specific beamforming being adopted, and an IRS-
assisted WPCN, and have been shown to bring substantial performance gain. I hope
the developed schemes can contribute to the practical use of a WPCN in future wire-
less systems.
In Chapter 2, I have considered a sum-throughput maximization problem under
individual throughput thresholds for a WPCN with user cooperation, and have de-
rived an optimal solution using convex optimization technique. From the analysis
of the derived solution, conditions under which user cooperation becomes beneficial
have been identified. Based on the new findings, I have then proposed a novel algo-
rithm that classifies the problem into one of the sub-problem and returns the optimal
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resource allocation, which has lower computational complexity.
In Chapter 3, I have formulated a sum-throughput maximization problem with
SINR thresholds for NOMA-based WPCN with cluster-specific beamforming being
utilized. I have designed the beamforming that performs signal alignment for a gener-
alized number of clusters, and signal strength enhancement. In addition, a novel algo-
rithm for maximizing the sum-throughput in the considered network where proposed
beamforming is adopted has been presented. Numerical results have demonstrated
that the proposed scheme can be effective for avoiding throughput degradation from
the SIC error propagation, for enhancing user fairness compared to an OMA-based
WPCN, and for increasing the achievable sum-throughput.
In Chapter 4, I have formulated the sum-throughput maximization problems with
throughput constraints for IRS-assisted WPCNs which are based on NOMA or OMA.
For each considered system model, the maximization problem has been relaxed as
solvable forms, which provide the sub-optimal solution. Numerical results have shown
that an IRS has a bigger impact on user fairness in NOMA than in OMA, which sug-
gests that it needs to set different throughput constraints depending on whether the
system adopts NOMA or OMA to ensure a certain level of user fairness.
5.2 Future directions
In this section, I present some future research directions regarding to the design of
a WPCN. I have explored resource allocation for a WPCN to achieve the maximum
sum-throughput. The computation for resource allocation is performed at the H-AP
side to reduce the processing cost of users due to their scarcity of energy resources.
Thus, a H-AP needs to obtain channel state information (CSI) via CSI feedback.
Since the part of the coherence time needs to be allocated to the feedback link,
the uplink spectral efficiency decreases. Therefore, it is necessary to investigate the
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trade-off between achievable sum-throughput versus CSI feedback. Particularly, for
WPCNs with multi-antenna system, the uplink overhead from CSI feedback can be
high. Furthermore, since an IRS consists of multiple passive elements, further efforts
should be made to estimate channel coefficients. Given that the channel estimation of
links of an IRS is challenging, one needs to address the design of an IRS beamform-
ing considering ergodicity. Furthermore, channel quantization errors should be taken
into account for the practical use of a WPCN.
In addition to the problems related to CSI acquisition, resource allocation for
a WPCN needs to be addressed in a time horizon perspective. In an OMA-based
WPCN, users can utilize the total amount of harvested energy since there is no inter-
user interference. On the other hand, in a NOMA-based WPCN, a part of harvested
energy can be used in order not to cause much interference to other users, thereby
satisfying QoS constraints. Thus, one can consider how to use the remaining energy
efficiently in the next transmission, and develop resource allocation for multiple time
sequences. Furthermore, it is worth noting the extension to multi-cell WPCN. Sig-
nals from the adjacent cell may occur inter-cell interference in case it is in the same
frequency band, but may also provide an opportunity to harvest extra energy.
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와 같은 차세대 통신 네트워크에서 요구하는 성능을 충족하기 위하여 해결해야
할여러문제가발생하였다.주요문제중하나는기기의한정된배터리용량으로
네트워크가제한된시간동안에만동작할수있는것을극복하는것이다.무선전




전력 통신 네트워크(Wireless powered communication network, WPCN)가 제안되





자원 할당에 대하여, 특히 통신량 관점에서 탐구하고자 한다. 또한, WPCN의 특





향상시킨다. 고려하는 시스템 모델에서 합통신량을 최대화하는 데 각 사용자의
서비스 품질(Quality of service, QoS)을 보장하도록 한다. 위 문제의 최적해를 분
석하여, WPCN이 사용자 협력 기법을 통하여 이득을 얻는 조건을 밝히고, 이를
기반으로 사용자 협력 기법을 실용적으로 활용할 수 있는 합통신량 최대화를 위
한 새로운 자원 할당 알고리즘을 제안한다. 다음으로, 상향링크에서 비직교 다중
접속(Non-orthogonal multiple access, NOMA)이 적용된 다중 안테나 WPCN에 대
하여논의한다. NOMA를활용하는것과관련된여러문제를해결하기위하여,다
중 안테나 시스템을 이용한 사용자 클러스터링 기법이 추가로 적용되고, 이에 단
일 NOMA 전송의 사용자 수가 감소한다. 합통신량 최대화를 위하여 클러스터별
빔형성과 시간 및 에너지 자원을 공동으로 최적화하는 것이 어렵기 때문에, 먼저
빔형성을설계한다음,해당빔형성이적용된네트워크에대하여자원을최적화한
다. 이에, 클러스터별 빔형성 설계와 합통신량 최대화를 위한 새로운 알고리즘을
제안한다. 마지막으로, 무선 통신의 성능을 향상시킬 후보 기술 중 하나인 지능형
반사 표면(Intelligent reflecting surface, IRS)이 도입된 WPCN을 고려한다. IRS를
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