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Abstract3
Previous work has demonstrated that geoelectrical measurements, acquired either along the Earth’s4
surface or in boreholes, can be sensitive to the presence of fractures. However, a lack of numerical5
approaches that are well suited to modeling electric current flow in fractured media prevents us from6
systematically exploring the links between geoelectrical measurements and fractured rock properties.7
To address this issue, we present a highly computationally efficient methodology for the numerical8
simulation of geoelectrical data in 2.5 dimensions in complex fractured domains. Our approach is9
based upon a discrete-dual-porosity formulation, whereby the fractures and rock matrix are treated10
separately and coupled through the exchange of electric current between them. We first validate our11
methodology against standard analytical and finite-element solutions. Subsequent use of the approach12
to simulate geoelectrical data for a variety of different fracture configurations demonstrates the sensi-13
tivity of these data to important parameters such as the fracture density, depth, and orientation.14
15
Keywords: electrical properties, electrical resistivity tomography (ERT), fracture and flow, numerical16
modeling, numerical solutions, Fourier analysis17
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1 Introduction18
The study of fractured rocks is extremely important for many applications including aquifer assessment19
and remediation, geothermal and hydrothermal resource exploitation, hydrocarbon extraction, and the20
long-term storage of toxic waste (e.g., Carneiro, 2009; Dershowitz & Miller, 1995; Gautam & Mohanty,21
2004; Rotter et al., 2008). As a result, numerous studies have been devoted to detecting these highly-22
conductive structures, evaluating their geometrical and physical properties, and determining how they23
are distributed and connected (e.g., Berkowitz, 2002; Bonnet et al., 2001; Neuman, 2005). In partic-24
ular, the use of geophysical methods, notably seismic, ground-penetrating radar, electrical resistivity,25
induced polarization, self-potential, and electromagnetic methods, has been extensively investigated26
(e.g., Dorn et al., 2011; Lofi et al., 2012; Robinson et al., 2013; Wishart et al., 2008). Here, we focus on27
the electrical resistivity method because (i) it has been shown that field geoelectrical measurements are28
impacted by the presence of fractures (e.g., Boadu et al., 2005; Busby, 2000; Lane et al., 1995); (ii) the29
possibility exists for important hydraulic information to be obtained from geoelectrical data because30
fractures represent preferential pathways for both fluid and electric current flow (e.g., Brown, 1989;31
Ritzi & Andolsek, 1992; Nguyen et al., 2016; Kirkby et al., 2016); and (iii) geoelectrical measurements32
can be acquired in a straightforward manner along the Earth’s surface and from boreholes over a wide33
range of spatial scales.34
In order to understand in detail the impact of fractures on geoelectrical data with the overall35
goal of exploring how such data might be eventually utilized to identify subsurface fractures and36
estimate their properties, accurate numerical models for electric current flow in fractured media are37
required. When the considered subsurface domain can be treated as a representative elementary38
volume (REV) at the scale of the geoelectrical measurements, development of such models is relatively39
straightforward because the fractured medium can be defined in terms of an electrical conductivity40
tensor at each subsurface location. In other words, in such cases, the fracture network will be dense41
enough with respect to the measurement scale to be effectively modeled as an anisotropic continuum42
(e.g., Herwanger et al., 2004a,b; Greenhalgh et al., 2009a,b; Shen et al., 2009; Li & Spitzer, 2005). In the43
common case where the REV assumption is not appropriate, however, the fractures must be explicitly44
represented. This poses severe problems for standard numerical approaches such as finite-element45
or finite-volume methods because they rapidly become computationally prohibitive as the number of46
fractures increases. Indeed, only a small number of fractures can be considered with such standard47
approaches because each fracture, whose aperture is typically many orders of magnitude smaller than48
the size of the domain being investigated, must be discretized (e.g., Robinson et al., 2013).49
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In this paper, we address the above challenge and present a highly computationally efficient method-50
ology for numerically simulating geoelectrical experiments in heterogeneous and complex fractured51
domains. Our approach builds on the recently developed 2D discrete-dual-porosity (DDP) model for52
electric current flow in fractured media developed by Roubinet & Irving (2014), whereby fractures53
are explicitly represented using a semi-analytical formulation that takes into account the exchange of54
electric current flow between the fractures and surrounding matrix. However, we importantly rede-55
velop this formulation for the 2.5D case, commonly considered in geoelectrical imaging, in order to56
accurately simulate current flow between point electrodes. The mathematical formulation of our new57
numerical method, including the general problem formulation in 2.5D and the corresponding DDP58
modeling approach, is presented in Section 2. In Section 3, we validate our approach for both unfrac-59
tured and fractured porous domains considering, in the latter case, both simple and complex fracture60
networks. Finally, we use our model in Section 4 to simulate ERT experiments in fractured porous61
domains composed of idealized and realistic fracture networks.62
2 Modeling approach63
2.1 General problem formulation64
Consider a three-dimensional domain having electrical conductivity σ(x, y, z) [S/m] in which an electric65
current I [A] is injected at position (x0, y0, z0). Under steady-state conditions, the current flow in this66
domain is governed by the following charge-conservation equation at the point scale:67
−∇ ·
[
σ(x, y, z)~∇φ(x, y, z)
]
= Iδ(x− x0)δ(y − y0)δ(z − z0), (1)68
69
where φ(x, y, z) [V] is the electric potential and δ(.) [m−1] is the Dirac delta function. Assuming that70
(i) the electrical conductivity σ is constant in the y-direction (i.e., σ(x, y, z) = σ(x, z) and ∂yσ = 0);71
(ii) the considered problem is symmetric in the y-direction (i.e., φ(x, y, z) = φ(x,−y, z)); and (iii) the72
current injection lies in the y = 0 plane (i.e., y0 = 0), equation (1) can be expressed in the Fourier73
domain as follows (e.g., Dey & Morrison, 1979)74
−∇ ·
[
σ(x, z)~∇φ¯(x, ω, z)
]
+ ω2σ(x, z)φ¯(x, ω, z) =
I
2
δ(x− x0)δ(z − z0), (2)75
76
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where φ¯(x, ω, z) is the Fourier-cosine transform of φ(x, y, z) and ω is the wavenumber corresponding77
to the y-coordinate. The distributions of potential φ and φ¯ are related through (e.g., Bateman, 1954):78
φ¯(x, ω, z) =
∫ ∞
0
φ(x, y, z) cos(ωy)dy (3a)79
80
81
φ(x, y, z) =
2
pi
∫ ∞
0
φ¯(x, ω, z) cos(ωy)dω. (3b)82
83
Equation (2) corresponds to the 2.5D formulation of equation (1), whereby the 3D problem is84
decomposed into series of 2D problems in the Fourier domain. That is, under the assumptions stated85
above, the 3D electric potential φ(x, y, z) in equation (1) can be determined by solving equation (2) in86
the Fourier domain for several values of ω, and then inverting the resulting φ¯(x, ω, z) using the inverse87
Fourier-cosine transform (3b). Appendix A describes how this inverse Fourier-cosine transform is88
implemented and how the choice of wavenumber values is optimized in our work. The DDP formulation89
used to solve equation (2) for heterogeneous and complex fractured domains is described next.90
2.2 Discrete-dual-porosity approach91
To develop a DDP formulation of the electric current flow problem (2) in the Fourier domain, we build92
upon the 2D formulation presented by Roubinet & Irving (2014). In this formulation, the fractures93
and matrix are treated separately and coupled through the exchange of electric current between them.94
The fractures and matrix are discretized into fracture segments and matrix blocks having constant95
properties, respectively, and a linear system is created where the unknowns are the electrical potentials96
at the fracture intersections and extremities, as well as in the matrix blocks. Below, we derive the97
corresponding 2.5D equations at the fracture-segment (Section 2.2.1), fracture-network (Section 2.2.2)98
and matrix-block (Section 2.2.3) scales. In doing this, it is assumed that fractures extend infinitely99
perpendicular to the 2D modeling plane being considered. Note that our presentation contains only100
the key differences between this 2.5D DDP formulation and the work of Roubinet & Irving (2014).101
For full information on the representation and discretization methods used to model the geological102
structures as well as on the solution of the linear system, please see their paper.103
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2.2.1 Electric potential along a fracture segment104
For each 1D fracture-segment k having constant aperture bkf and electrical conductivity σ
k
f , consider105
the charge conservation equation (2) in the Fourier domain106
−σkf∂2xkf φ¯
k
f + ω
2σkf φ¯
k
f = −Q¯kfm, (4)107
108
where φ¯kf = φ¯
k
f (x
k
f ) is the Fourier-cosine transform of the electric potential averaged over the fracture109
aperture, xkf denotes the spatial variable along the fracture segment, and Q¯
k
fm is the Fourier-cosine110
transform of the source term related to the exchange of electric current between the fracture segment111
and the surrounding matrix. Considering that this fracture segment is located within matrix block112
(Ik, Jk), where φ¯
Ik,Jk
m is the Fourier-cosine transform of the electric potential in this block, Q¯
k
fm can113
be expressed as114
Q¯kfm = −αIk,Jkfm (φ¯Ik,Jkm − φ¯kf ). (5)115
116
Here, αIk,Jkfm represents the fracture-matrix exchange coefficient, defined as α
Ik,Jk
fm = σ
Ik,Jk
m /d
Ik,Jk
fm ,117
where σIk,Jkm is the matrix electrical conductivity of block (Ik, Jk) and d
Ik,Jk
fm is the average normal118
distance between the fractures in that block and each point in the block (Roubinet & Irving, 2014;119
Roubinet et al., 2016).120
We consider Fourier-domain Dirichlet boundary conditions ϕ¯ikf and ϕ¯
jk
f at the extremities of each121
fracture segment xk = 0 and xk = Lk, respectively. Solving analytically equation (4) with these122
conditions leads to the following expression for φ¯kf :123
φ¯kf (xk, ω) = βw(xk)ϕ¯
ik
f +
γw(xk)
γw(Lk)
ϕ¯jkf +
ΓkIk,Jk
ΓkIk,Jk + ω
2
[
1− βw(xk)− γw(xk)
γw(Lk)
]
φ¯Ik,Jkm (6)124
125
with126
ΓkIk,Jk ≡ αIk,Jkfm /
(
bkfσ
k
f
)
(7a)127
βw(xk) = exp
(
xk
√
ΓkIk,Jk + ω
2
)
− γw(xk)
γw(Lk)
exp
(
Lk
√
ΓkIk,Jk + ω
2
)
(7b)128
γw(xk) = exp
(
−xk
√
ΓkIk,Jk + ω
2
)
− exp
(
xk
√
ΓkIk,Jk + ω
2
)
. (7c)129
130
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2.2.2 Modified DFN approach for the fracture network131
At the fracture-network scale, charge conservation at each fracture-intersection node is enforced by132
integrating equation (2) over the intersection. For simplification, we consider that every node i is133
shared by Ni fracture segments having the same aperture b
i
f and conductivity σ
i
f , and that the surface134
of this intersection can be approximated by bif × bif . Applying Gauss’s Divergence theorem leads to135
bifω
2σif φ¯
i
f |xkf=0 − σ
i
f
Ni∑
k=1
∂xkf φ¯
k
f |xkf=0 = 0. (8)136
137
Using expression (6), equation (8) can be rewritten as:138
bifω
2σif ϕ¯
ik
f − σif
Ni∑
k=1
(
Aik ϕ¯
ik
f +Ajk ϕ¯
jk
f +AIk,Jk φ¯
Ik,Jk
m
)
= 0, (9)139
140
where the terms Aik , Ajk , and AIk,Jk are defined as141
Aik = ζw(xk)
√
ΓkIk,Jk + ω
2 (10a)142
Ajk = −
λw(xk)
γw(Lk)
√
ΓkIk,Jk + ω
2 (10b)143
AIk,Jk = −
ΓkIk,Jk
ΓkIk,Jk + ω
2
(Aik +Ajk) (10c)144
145
with146
ζw(xk) = exp
(
xk
√
ΓkIk,Jk + ω
2
)
+
λw(xk)
γw(Lk)
exp
(
Lk
√
ΓkIk,Jk + ω
2
)
(11a)147
λw(xk) = exp
(
xk
√
ΓkIk,Jk + ω
2
)
+ exp
(
−xk
√
ΓkIk,Jk + ω
2
)
. (11b)148
149
2.2.3 Modified finite-volume approach in the matrix150
Finally, in the matrix, charge conservation is enforced in the Fourier domain by integrating equation (2)151
over each matrix block (I, J) of volume VI,J . This leads to152
−
∫
VI,J
∇ ·
(
σm~∇φ¯I,Jm
)
dV +
∫
VI,J
ω2σmφ¯
I,J
m dV =
∫
VI,J
Q¯kfmdV. (12)153
154
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Using Gauss’ Divergence Theorem, the left-hand side of equation (12), which we denote as MI,J , can155
be discretized as156
MI,J = CI,J φ¯
I,J
m + C
W
I,J φ¯
I−1,J
m + C
E
I,J φ¯
I+1,J
m + C
S
I,J φ¯
I,J−1
m + C
N
I,J φ¯
I,J+1
m , (13)157
158
where159
CWI,J = −
∆z
∆x
H(I−1,J),(I,J) (14a)160
CEI,J = −
∆z
∆x
H(I+1,J),(I,J) (14b)161
CSI,J = −
∆x
∆z
H(I,J−1),(I,J) (14c)162
CNI,J = −
∆x
∆z
H(I,J+1),(I,J) (14d)163
CI,J = ω
2σI,Jm ∆x∆z − CWI,J − CEI,J − CSI,J − CNI,J (14e)164
165
with H(K,L),(I,J) the harmonic mean of the electrical conductivity in matrix blocks (K,L) and (I, J),166
i.e., H(K,L),(I,J) = 2/
(
1/σK,Lm + 1/σ
I,J
m
)
.167
The right-hand side of equation (12) can be expressed as168
∫
VI,J
Q¯kfmdV =
NfI,J∑
k=1
∫ Lk
0
Q¯kfmdV, (15)169
170
where NfI,J is the number of fractures contained in the matrix block volume VI,J . Using expression (5)171
for the source term Q¯kfm leads to172
∫
VI,J
Q¯kfmdV = −αI,Jfmφ¯I,Jm
NfI,J∑
k=1
Lk + α
I,J
fm
NfI,J∑
k=1
Φ¯kf , (16)173
174
where Φ¯kf is the integrated value of φ¯
k
f along fracture segment k, i.e., Φ¯
k
f =
∫ Lk
0
φ¯kfdxk, and (Ik, Jk) =175
(I, J) for k = 1, ..., NfI,J . Integrating expression (6) for φ¯
k
f , we obtain the following definition for Φ¯
k
f :176
Φ¯kf = Dik ϕ¯
ik
f +Djk ϕ¯
jk
f +DI,J φ¯
I,J
m , (17)177
178
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where the coefficients Dik , Djk , and DI,J are defined as179
Dik =
ζw(Lk)− 1√
ΓkIk,Jk + ω
2
−
2 exp
(√
ΓkIk,Jk + ω
2Lk
)
γw(Lk)
√
ΓkIk,Jk + ω
2
(18a)180
Djk =
2− λw(Lk)
γw(Lk)
√
ΓkIk,Jk + ω
2
(18b)181
DI,J =
ΓkI,J
ΓkI,J + ω
2
(Lk −Djk −Dik) . (18c)182
183
Finally, the discretized expression of equation (12) is given by184
CI,J + αI,Jfm N
f
I,J∑
k=1
(Lk −DI,J)
 φ¯I,Jm + CWI,J φ¯I−1,Jm + CEI,J φ¯I+1,Jm + CSI,J φ¯1,J−1m + CNI,J φ¯I,J+1m (19)185
− αI,Jfm
NfI,J∑
k=1
(
Dik ϕ¯
ik
f +Djk ϕ¯
jk
f
)
= 0.186
187
3 Validation188
We now validate our 2.5D modeling approach for unfractured (Section 3.1) and fractured (Section 3.2)189
porous domains considering a variety of different boundary conditions. We begin with simple con-190
figurations for which known analytical solutions exist (Sections 3.1 and 3.2.1). We then validate our191
approach for more complex configurations involving multiple fractures using a standard finite-element192
approach as a reference solution (Section 3.2.2).193
3.1 Unfractured porous domains194
Validating on unfractured porous domains enables us to verify the modified finite-volume formulation195
presented in Section 2.2.3. Here we consider the homogeneous and two-layer configurations presented196
in Figures 1a and b, respectively. In these square domains of side length L = 30 m, the electrical197
conductivities σ1 and σ2 are equal to 10
−3 and 10−1 S/m, respectively, and the interface between the198
layers in Figure 1b is located at a depth of z∗ = 1.5 m. Zero electrical conductivity is assumed above199
each domain. In order to simulate an electrical resistivity experiment, surface point-source injections200
of electric current I and −I are considered 10 m apart at x = 10 m and x = 20 m, respectively, with201
I = 1 A.202
As reference solutions, we consider the 3D analytical expressions for the electric potential corre-203
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Figure 1: Configurations used to validate our modeling approach for unfractured porous media: (a)
homogeneous domain and (b) two-layer domain.
sponding to Figures 1a and b, which we denote by φref13D and φ
ref2
3D , respectively. These analytical204
solutions assume that the considered domains extend infinitely into the subsurface and are given by205
(e.g., Telford et al., 1990):206
φref13D =
I
2piσ1
(
1
r1
− 1
r2
)
(20a)207
208
209
φref23D =
I
2piσ1
{
1
r1
[
1 + 2
∞∑
m=1
km√
1 + (2mz∗/r1)2
]
− 1
r2
[
1 + 2
∞∑
m=1
km√
1 + (2mz∗/r2)2
]}
, (20b)210
211
where r1 and r2 are the distances to the locations of the point-source injections I and −I, respectively,212
and k = (σ1 − σ2) / (σ1 + σ2). Considering that these injections are located at positions (x1, y1, z1)213
and (x2, y2, z2), with y1 = y2 = 0 and z1 = z2 = 0, the Fourier-cosine transform of (20) leads to the214
following 2.5D equations (e.g., Bateman, 1954):215
φ¯ref12.5D =
I
2piσ1
[
K0
(
ω
√
k1
)
−K0
(
ω
√
k2
)]
(21a)216
217
218
φ¯ref22.5D =
I
2piσ1
{
K0
(
ω
√
k1
)
+ 2
∞∑
m=1
kmK0
[
ω
√
k1 + (2mz∗)
2
]}
(21b)219
− I
2piσ1
{
K0
(
ω
√
k2
)
+ 2
∞∑
m=1
kmK0
[
ω
√
k2 + (2mz∗)
2
]}
,220
221
where K0(·) is the modified Bessel function of the second kind of order 0, k1 = (x − x1)2 + z2, and222
9
k2 = (x− x2)2 + z2.223
As has been done in previous studies (e.g., Pidlisecky & Knight, 2008), the domains in Figure 1224
were discretized into regular cells when calculating both the analytical and numerical solutions, and the225
electric potential was determined at the center of each cell. This was done in order to (i) avoid the infi-226
nite values of the electric potential at the locations of the point-source injections; and (ii) facilitate the227
comparison between the analytical and numerical solutions since the electric potential distribution is228
evaluated at exactly the same positions in both cases. We considered 101 cells in each direction and we229
approximated the infinite sums in (20b) and (21b) using 100 terms. The discrete inverse Fourier-cosine230
transform (Appendix A) was used to invert the results obtained from the Fourier-domain analytical231
solution (21) and from our DDP modeling approach. For the homogeneous configuration (Figure 1a),232
we used our numerical approach exactly as presented in Section 2.2, whereas for the two-layer config-233
uration (Figure 1b) the singularity removal technique presented in Appendix B was employed in order234
to improve the accuracy of the solution. This technique, as with all singularity removal methods, can235
only be applied to heterogeneous domains because it is based on the difference in potential between the236
considered heterogeneous configuration and its equivalent homogeneous configuration. For our DDP237
formulation, we considered an insulating boundary condition along the top of the studied domains, and238
the mixed boundary conditions described in Appendix C along the other borders. The final results are239
obtained by summing the distributions of electric potential determined separately for the point-source240
injections I and −I.241
Figure 2 shows the absolute value of the electric potential along the Earth’s surface, φs, for the con-242
figurations presented in Figure 1, computed using the 3D analytical solutions (20), the 2.5D analytical243
solutions (21), and our numerical approach. For both the homogeneous and two-layer configurations,244
we observe an excellent overall agreement between the analytical solutions and our numerical approach,245
which confirms the validation of the approach for unfractured porous domains. The only exception is246
near the location of the current electrodes at x1 = 10 m and x2 = 20 m, where discrepancies between all247
solutions can be seen to exist because of the well-known singularity problem present at these locations248
(e.g., Pidlisecky & Knight, 2008). By using the singularity removal technique presented in Appendix B,249
the differences between the 2.5D analytical solution and our numerical solution are reduced at these250
locations for the two-layer case. Note that simulations were also carried out using z∗ = 9 m and251
z∗ = 18 m for the two-layer configuration in Figure 1b, and showed excellent agreement between the252
2.5D analytical solution and our numerical approach with the use of the removal singularity technique253
(results not shown).254
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1Figure 2: Absolute value of the electric potential at the Earth’s surface, φs (in V), corresponding to the
(a) homogeneous and (b) two-layer configurations presented in Figures 1a and b, respectively. Results
were computed using our numerical approach, the 2.5D analytical solutions (21), and the 3D analytical
solutions (20). In (b), we also show the results obtained using our numerical approach combined with
a singularity removal technique (SRT).
3.2 Fractured porous domains255
To validate our numerical modeling approach for fractured porous domains, we consider first a simple256
configuration involving a single horizontal fracture (Section 3.2.1). Then, we perform validations on257
three more complex configurations involving multiple fractures (Section 3.2.2). Standard analytical258
and finite-element solutions are used as reference solutions in the former and latter cases, respectively.259
3.2.1 Single horizontal fracture260
Consider a single horizontal fracture located at depth z∗ having aperture bf and electrical conductivity261
σf , and embedded in a matrix of electrical conductivity σm. We assume Dirichlet boundary conditions262
for the electric potential on the left and right sides of the domain equal to 1 V and 0 V, respectively,263
and insulating boundary conditions on the top and bottom. These boundary conditions are widely264
11
employed in hydraulic and electrical conductivity modeling studies (e.g., Long et al., 1982; Roubinet265
et al., 2010; Roubinet & Irving, 2014), and lead to the following analytical expression for the electric266
potential φ¯SC in the Fourier domain:267
φ¯SC =
sin (ωL)
ω (1− e2ωL)
[
eωx − e−ω(x−2L)
]
, (22)268
269
where L is the length of the domain in the x−direction and ω is the wavenumber associated with the270
Fourier-cosine transform defined in (3a). Note that equation (22) has no dependence on the depth of271
the fracture z∗ and on the depth coordinate z, nor does it depend on the electrical conductivity values272
for the fracture or matrix. Indeed, for the simple case of a horizontal fracture with the prescribed273
boundary conditions, the resulting potential only depends upon the lateral coordinate x. Also note274
that, for this configuration, the discrete inverse Fourier-cosine transform described in Appendix A275
cannot be used since the corresponding optimized coefficients are defined for configurations with point-276
source injections. Thus we conduct our validation in the Fourier domain considering equation (22) as277
our reference solution.278
Figure 3 shows the Fourier-cosine transform of the electric potential φ¯SC computed with the ref-279
erence analytical solution (22) and with our DDP approach. For the latter, the potential obtained280
in both the fracture and the matrix is shown. These results were determined for a domain of length281
L = 1 m, which was discretized into 101 blocks in each direction. The fracture aperture bf was set to282
10−3 m and the electrical conductivities σf and σm were set to 10−1 S/m and 10−3 S/m, respectively.283
We see good agreement in the figure between our numerical approach and the analytical solution, as284
well as different behaviors of φ¯SC depending on the considered value of ω. For small values of ω,285
φ¯SC decreases linearly as x increases (Figure 3a-b), and for large values of ω, φ¯SC either increases286
(Figure 3c) or decreases (Figure 3d) until it reaches a constant value. Note that the same results287
were obtained for different ratios of the electrical conductivities σf and σm and for a larger number of288
horizontal fractures (results not shown).289
3.2.2 Multiple-fracture configurations290
In order to investigate more complex configurations involving multiple fractures, we now consider291
the three 30 × 30 m fractured domains presented in Figure 4. The matrix and fracture electrical292
conductivities for all examples were set to σm = 10
−5 S/m and σf = 10−2 S/m, respectively. Note293
that these configurations are considered in the present section to validate our 2.5D modeling approach294
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1Figure 3: Fourier-cosine transform of the electric potential (in V) for the case of a single horizontal
fracture as a function of the lateral coordinate x. Results were obtained using our DDP approach
(both in the matrix and in the fracture) and using the analytical solution (22). The wavenumber ω
was set to (a) 0.1, (b) 1, (c) 10, and (d) 20.
whereas in Section 4 they are used to simulate electrical resistivity measurements in fractured rocks.295
For the validation, we assume the same type of point-source injections and boundary conditions that296
were considered previously; that is, 1 A and -1 A surface current injections located at x = 10 m297
and x = 20 m, respectively, an insulating condition along the top boundary, and mixed boundary298
conditions along the sides and bottom.299
For each configuration in Figure 4, we would like to validate by comparing the electric potential300
distribution obtained using our 2.5D modeling approach with that computed using the COMSOL301
Multiphysics 4.3 finite-element software package, the latter of which serves as the reference solution.302
Unfortunately, we found that these multiple-fracture examples led to prohibitive computational costs303
with COMSOL when all of the fractures were considered and a realistic fracture aperture of b = 10−3 m304
was used. Indeed, both meshing and solving the corresponding finite-element system were found to305
overwhelm available computational resources because of the small scale of the fractures compared to306
the domain size. For this reason, we simplified the considered domains in Figure 4 for our validation307
as follows: (i) the fracture aperture was set to 10−2 m, instead of 10−3 m, in order to facilitate the308
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L = 30 m 
(a) DFN1
L = 30 m 
(b) DFN2
L = 30 m 
(c) DFN3
1
Figure 4: Multiple-fracture configurations used to validate our numerical approach.
meshing inside each fracture; (ii) the fractures located below 5 m depth were removed as these fractures309
will have minimal impact on the surface measurements for the studied experiment; (iii) the fractures310
that do not connect the borders of the domain were removed; and (iv) for DFN2, all of the vertical311
fractures were removed except for the two closest to each point source. Note that these simplifications312
were made only for our validation in order to reduce the numerical cost of the COMSOL simulations313
while keeping the most important fractures of the system.314
Figures 5a-c show the simplified fractured domains as well as the corresponding distribution of the315
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electric potential perturbation φ∗, related to the presence of the fractures, which is defined as316
φ∗(x, z) = |φ(x, y0, z)− φm(x, y0, z)|, (23)317
318
where φ(x, y0, z) is the electric potential of the fractured porous domain, and φm(x, y0, z) is the electric319
potential corresponding to an unfractured porous domain having constant electrical conductivity σm.320
The distribution of φ∗ was evaluated using our 2.5D modeling approach using 200 matrix blocks in321
each direction, which led to roughly 4 × 104 meshing elements and a total computational time of322
approximately 3 minutes for each fractured domain. In comparison, the number of meshing elements323
required by COMSOL was more than 106 in each case, and the total computational time was roughly324
3 times greater for DFN1 and DFN2 and 65 times greater for DFN3. Also plotted in Figure 5d is the325
electric potential perturbation at the surface φ∗S = φ
∗(x, 0) computed using our code and COMSOL.326
Here we see an excellent agreement between the two codes, which confirms the validation of our327
modeling approach for the multiple fractures case.328
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1Figure 5: (a-c) Electric potential perturbation φ
∗ (in V) obtained using our 2.5D DDP approach after
simplification of the fractured domains (a) DFN1, (b) DFN2, and (c) DFN3 from Figure 4. The white
lines in (a-c) represent the fractures and the red symbols show the locations of the current electrodes.
(d) Electric potential perturbation at the surface, φ∗s (in V), plotted as a function of x and obtained
using our approach (symbols) and the COMSOL finite-element solution (lines).
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4 Results329
We now compute using our 2.5D modeling approach a variety of four-electrode resistivity measurements330
on the fractured domains shown in Figure 4, in order to simulate the type of data that would be acquired331
during a typical tomographic geoelectrical survey. To this end, we consider the three Wenner electrode332
configurations presented in Figure 6, each of which corresponds to a different electrode spacing s, which333
are progressively moved along the Earth’s surface by an amount equal to the unit spacing between334
the electrodes u = 0.9 m. Current injections of 1 A and -1 A are performed at A and B, respectively,335
and we consider the same boundary conditions that were used for the validation (Section 3.2.2). Now,336
however, the fracture aperture is prescribed a more realistic value of 10−3 m. Using our 2.5D DDP337
modeling approach with 100 matrix blocks in each direction, we compute the absolute difference in338
potential between M and N, denoted as VMN .339
A M N B 
A M N B 
s = u
u
(a) W1
A M N B 
A M N B 
s = 2u
u
(b) W2
A M N 
A M 
s = 4u
u
(c) W4
1
Figure 6: Considered Wenner electrode configurations where the electrode spacing s is set equal to (a)
u (W1), (b) 2u (W2), and (c) 4u (W4). The small vertical lines represent the domain discretization.
The electrode translation was set to u = 0.9 m for all experiments, and the electrodes in blue and
green correspond to the first and second measurements, respectively.
From the absolute difference in potential VMN , we calculate the apparent electrical resistivity ρa =340
2pisVMN (e.g., Telford et al., 1990). For a homogeneous porous domain having electrical conductivity341
σm, we found the apparent electrical resistivity ρ
m
a to well approximate 1/σm with an error smaller342
than 4% for each electrode configuration. We consider this small level of error to be acceptable because343
it is expected that some inaccuracies will arise from the discretization as well as from the numerical344
Fourier inversion. However, as this error depends on the considered electrode configuration and as we345
aim to compare the results obtained for different configurations, we define the normalized apparent346
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resistivity ρ∗a = ρa × ρm/ρma with ρm = 105 Ω·m. Figure 7 shows ρ∗a calculated as a function of the347
lateral position of the center of the electrode array xMN , for the three fracture configurations shown348
in Figure 4 and the three Wenner spacings shown in Figure 6.349
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Figure 7: Normalized apparent resistivity ρ∗a, plotted as a function of the lateral position of the center
of the electrode array xMN , for the fractured porous domains (a) DFN1, (b) DFN2, and (c) DFN3
from Figure 4 and the experiments W1, W2, and W4 presented in Figure 6.
For the fractured domains, we wish to determine which fractures impact the normalized apparent350
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resistivity ρ∗a. To this end, we define ρ
∗
a(d) as the resistivity evaluated by taking into account only the351
fractures located above depth d. With this definition, the results presented in Figure 7 correspond to352
ρ∗a(L) with L equal to the total depth of the domain (i.e., taking into account all of the fractures).353
Considering ρ∗a(L) as a reference value, we define the depth of influence d
∗ of the fractures as the354
smallest depth for which the average relative error in resistivity is smaller than 1%. The latter value355
was chosen to provide close agreement between ρ∗a(d) and ρ
∗
a(L), such that d
∗ represents the depth356
above which fractures significantly impact the behavior of ρ∗a. The values of d
∗ calculated for each357
fractured domain and electrode configuration in Figures 4 and 6 are presented in Table 1, and the358
corresponding equivalent fractured domains (i.e., ignoring fractures below depth d∗) are shown in359
Figure 8. For comparison, note that the approximate depth of influence of a homogeneous half space360
is defined as half of the electrode spacing (e.g., Binley & Kemna, 2005), which leads to a depth of361
investigation equal to 0.45 m, 0.9 m, and 1.8 m in experiments W1, W2, and W4, respectively.362
DFN1 DFN2 DFN3
W1 0 2.8 2.2
W2 2.8 4.3 2.9
W4 5.5 8.2 5.2
Table 1: Values of the depth of influence of the fractures d∗ (in m) for the domains in Figure 4 and
the electrode configurations in Figure 6. These values were determined up to a precision of 0.1 m.
For the parallel fracture case (DFN1), we see that ρ∗a is constant as a function of position xMN363
for all experiments (Figure 7a). In addition, we observe that this constant value is (i) equal to the364
apparent resistivity for the corresponding unfractured porous domain, ρm = 105 Ω·m, in experiment365
W1; (ii) smaller than ρm in experiments W2 and W4; and (iii) smaller for experiment W4 than for366
experiment W2. As shown in Table 1, this behavior results from an increase in d∗ with an increase367
of the electrode spacing s. More precisely, when s is equal to u (W1), the fractures do not impact368
the value of ρ∗a (Figure 8a). Increasing s from u (W1) to 2u (W2) means that the top fracture of the369
domain impacts ρ∗a (Figure 8d), and increasing s from 2u (W2) to 4u (W4) means that the top two370
fractures impact ρ∗a (Figure 8g).371
For the case of horizontal and vertical fractures (DFN2), oscillations of ρ∗a are observed with372
experiments W1 and W4 (Figure 7b). These oscillations correspond to successions of configurations373
where a different number of fractures is present between the current electrodes. For W1, the largest374
and smallest values of ρ∗a occur when one and two fractures, respectively, are located between electrodes375
A and B, and for W4, the largest and smallest values occur when four and five fractures, respectively,376
are located between these electrodes. Although successions of configurations with different numbers377
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(a) DFN1, W1 (b) DFN2, W1 (c) DFN3, W1
(d) DFN1, W2 (e) DFN2, W2 (f) DFN3, W2
(g) DFN1, W4 (h) DFN2, W4 (i) DFN3, W4
1
Figure 8: Equivalent domains corresponding to the fracture configurations DFN1 (first column), DFN2
(second column), and DFN3 (third column) from Figure 4, and for the Wenner electrode configurations
W1 (first row), W2 (second row), and W4 (third row) from Figure 6.
of fractures between the current electrodes also occur in W2, oscillations of ρ∗a are not observed. We378
believe that this behaviour is related to different configurations of the vertical fractures at the depths of379
influence. In W1 and W4, the lower extremities of these fractures reach a horizontal fracture (Figure 8b380
and h), whereas in W2 these extremities are embedded in the rock matrix (Figure 8e). Note that, as381
before and as could be expected, increasing s results in increasing d∗ (Table 1) and thus the number382
of fractures impacting the value of ρ∗a (Figure 8b, e, and h).383
Finally, for the random fracture case (DFN3) considering electrode configuration W1 (Figure 7c),384
we observe that (i) ρ∗a is slightly smaller than ρ
m when xMN is less than 12.3 m; (ii) ρ
∗
a presents385
large variations and reaches its smallest values when xMN is between 12.3 m and 21.3 m; and (iii)386
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ρ∗a is close to ρ
m when xMN is larger than 21.3 m. Studying the fractures present above the depth387
of influence d∗ (Figure 8c) shows that these observations result, respectively, from (i) the presence of388
a small horizontal fracture in the top-left corner of the domain; (ii) the presence of two sub-vertical389
fractures at the top of the domain near the center; and (iii) the absence of fractures in the top-right390
corner of the domain. In comparison with W1, conducting experiment W2 results in (i) a decrease391
of the maximum value of ρ∗a in that it is now always smaller than ρ
m; (ii) smaller values of ρ∗a on392
the left-hand side, here for xMN ≤ 10.95 m, than on the right-hand side of the domain, here for393
xMN ≥ 22.65 m; and (iii) a wider extent of the area where the smallest values of ρ∗a are observed,394
here for xMN from 10.95 m to 22.65 m. Figure 8f shows that these observations can be explained,395
respectively, by: (i) the presence of a sub-horizontal fracture extending across the entire domain; (ii)396
the presence of another short sub-horizontal fracture near the top-left corner of the domain; and (iii)397
the larger extent, in comparison with W1, of the sub-vertical fractures. Finally, the results obtained398
with configuration W4 show (i) a decrease in the largest values of ρ∗a in comparison with W1 and W2;399
(ii) smaller values of ρ∗a on the left side, for xMN ≤ 9.15 m, than on the right side of the domain, for400
xMN ≥ 23.55 m; and (iii) two regions with a strong decrease and increase of ρ∗a. These results are401
explained by the presence of an additional sub-horizontal fracture using configuration W4 (Figure 8i),402
in comparison with W2 (Figure 8f), which implies that the largest values of ρ∗a are smaller in the403
former than in the latter configuration. As this additional fracture does not reach the right-hand side404
of the domain, it also implies that larger values of ρ∗a are observed on this side than on the left-hand405
side with configuration W4. In addition, the two sub-vertical fractures have different characteristics406
between the W2 (Figure 8f) and W4 (Figure 8i) configurations, as the distance between the bottom407
extremities of these fractures is larger in the latter case than in the former case. This implies that they408
are separated enough using W4 to individually impact ρ∗a and produce two distinct decreases in ρ
∗
a.409
5 Conclusions410
We have presented in this paper a 2.5D discrete-dual-porosity approach for numerically modeling411
electric current flow in fractured media. To our knowledge, this is the first attempt to develop a412
computationally efficient algorithm that (i) is well adapted to the numerical challenges arising from413
the specificities of fractured rocks, and (ii) adequately represents the physics of point-source injections414
in heterogeneous domains. We have validated our approach for both unfractured and fractured porous415
domains using a variety of fracture networks. Comparison with a standard finite-element solution for416
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cases involving multiple fractures clearly demonstrates the numerical efficiency of our approach.417
The results presented in this work indicate that a small number of millimeter-scale fractures can418
significantly impact the apparent electrical resistivity evaluated from ERT surveys. For example, the419
presence of only two horizontal fractures having aperture 10−3 m and electrical conductivity three420
orders of magnitude larger than the surrounding matrix results in a decrease in 10% of the apparent421
electrical resistivity. As expected, this impact depends on the considered electrode configurations;422
increasing the electrode spacing, for example, results in an increase in the number of fractures impacting423
the measured resistivity. Our results also show that the presence of horizontal fractures extending424
from the left to right sides of the considered domains results in a decrease of the measured resistivity425
everywhere along the electrode line. Conversely, the presence of vertical fractures results in localized426
decreases in this resistivity. In the latter case, it is important to note that the vertical fractures may427
not be situated where the decreases in resistivity are observed, as (i) the changes in resistivity can428
result from variations in the number of fractures between the current electrodes; and (ii) the vertical429
fractures need to be separated enough to individually impact the apparent resistivity.430
Our results open new perspectives in terms of the inversion of geoelectrical data in order to charac-431
terize fractured rocks. In particular, we question to what extent such data may be used to progressively432
reconstruct the properties of the underlying fracture network, either deterministically or stochastically.433
In this regard, future work will include statistical investigation of the results obtained for random frac-434
ture networks with large ranges in their geometrical properties. Finally, we wish to extend the work435
presented in this paper to “real” three-dimensional fractured-rock configurations, where reliance upon436
a 2.5D representation is not necessary. To this end, we are currently developing a 3D formulation of the437
discrete-dual-porosity modeling approach with special efforts to reduce the computational cost. This438
new modeling tool will enable us to simulate azimuthal resistivity surveys in fractured porous media in439
order to study (i) how these experiments help to identify the presence of fractures and evaluate their440
properties; and (ii) how the corresponding results might be integrated into an inversion framework.441
A Appendix A: Discrete inverse Fourier-cosine transform442
Consider that the space domain is discretized intoNy elements of constant length ∆y in the y−direction.443
The resulting discretized values are defined as ym = (m− 1/2)∆y with m = 1, ..., Ny and the electric444
potential φ at position ym is denoted as φm = φ(x, ym, z). Using a discretized formulation of the445
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inverse Fourier-cosine transform (3b), the electric potential φm can be expressed as446
φm =
2
pi
Nw∑
n=1
φ¯n cos(ωnym)∆ω. (24)447
448
In expression (24), the wavenumber ω is discretized into Nω values of constant difference ∆ω which449
are defined as ωn = n∆ω with n = 1, ..., Nω. We set the discretization steps ∆ω and ∆y to pi/T450
and T/Ny, respectively, with T = 100 in our study. Assuming Nw = Ny and considering N such as451
N = Nw = Ny, expression (24) becomes452
φm =
2
T
N∑
n=1
φ¯n cos
[
n(2m− 1)pi
2N
]
, (25)453
454
and can be written as455
φm =
N∑
n=1
φ¯ngn, (26)456
457
where the coefficients gn are the Fourier weights.458
To obtain an accurate evaluation of φm from expression (25), a fine discretization might be required,459
which will result in a large number of wavenumber Nω. As this number corresponds to the number460
of times that equation (2) has to be solved, a large value of Nω results in a high computational cost.461
To reduce this cost, Xu et al. (2000) optimized the selection of the wavenumber and Fourier-weight462
values. Considering a point-source injection in homogeneous and heterogeneous half-space domains,463
they determine the following values for the wavenumber ωn and Fourier weight gn:464
ω1 = 0.0217102 ω2 = 0.2161121 ω3 = 1.0608400 ω4 = 5.0765870 (27a)465
466
467
g1 = 0.0463660 g2 = 0.2365931 g3 = 1.0382080 g4 = 5.3648010. (27b)468
469
These coefficients are used in our study for inverting the analytical and numerical results which are470
obtained in the Fourier domain.471
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B Appendix B: Singularity removal technique472
Considering point-source injections results in the presence of singularities at the locations of these473
injections where a large error in the electric potential can be observed. Although this error could be474
reduced by using a finer spatial discretization close to the singularities, a correction of these singularities475
is usually preferred in order to reduce the related numerical cost. Techniques to remove the source476
singularity have been developed for finite-difference and finite-element approaches (e.g., Li & Spitzer,477
2002; Lowry et al., 1989) by expressing the electric potential φ¯ in the Fourier domain as478
φ¯ = φ¯r + φ¯s (28)479
480
with φ¯r and φ¯s the regular and singular parts of the potential, respectively. Defining the latter481
potential as the Fourier transform of the electric potential in a semi-infinite half-space of constant482
electrical conductivity σ0, φ¯
s is expressed as483
φ¯s =
I
2piσ0
K0
(
ω
√
(x− x0)2 + z2
)
. (29)484
485
From its definition, φ¯s is solution for equation (2) with σ(x, z) = σ0, and σ0 is defined as either the486
average conductivity over the whole domain (e.g., Lowry et al., 1989) or the conductivity at the point-487
source location (e.g., Zhao & Yedlin, 1996). As φ¯ is also solution for equation (2), φ¯r is solution for488
the following equation:489
−∇ ·
[
σ(x, z)~∇φ¯r(x, ω, z)
]
+ ω2σ(x, z)φ¯r(x, ω, z) = (30)490
∇ ·
[
σ∗(x, z)~∇φ¯s(x, ω, z)
]
− ω2σ∗(x, z)φ¯s(x, ω, z)491
492
with σ∗(x, z) = σ(x, z)− σ0.493
Here, we wish to adapt the existing techniques to remove singularities in the modified finite-volume494
approach presented in Section 2.2.3. Note that the considered method will also be applicable to495
standard finite volume approaches. After integrating equation (30) over each matrix block volume496
VI,J , we observe that the left- and right-hand sides of this equation have a similar formulation to the497
left hand-side of equation (12), implying that the same discretization technique can be used. This498
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results in the following discretized expression499
CI,J φ¯
r
I,J + C
W
I,J φ¯
r
I−1,J + C
E
I,J φ¯
r
I+1,J + C
S
I,J φ¯
r
I,J−1 + C
N
I,J φ¯
r
I,J+1500
= C∗I,J φ¯
s
I,J + C
∗,W
I,J φ¯
s
I−1,J + C
∗,E
I,J φ¯
s
I+1,J + C
∗,S
I,J φ¯
s
I,J−1 + C
∗,N
I,J φ¯
s
I,J+1, (31)501
502
where the coefficients CI,J , C
W
I,J , C
E
I,J , C
S
I,J , and C
N
I,J are given in (14) and the coefficients C
∗
I,J and503
C∗,KI,J are defined as C
∗
I,J = C
0
I,J −CI,J and C∗,KI,J = C0,KI,J −CKI,J (K = W,E, S,N) with C0I,J and C0,KI,J504
the counterparts of the coefficients CI,J and C
K
I,J considering the constant electrical conductivity σ0.505
C Appendix C: Mixed boundary conditions506
When simulating ERT experiments, mixed boundary conditions are very often applied to the left, right507
and bottom borders of the considered domains (e.g., Dey & Morrison, 1979; Li & Spitzer, 2002; Ru¨cker508
et al., 2006). These conditions help to reproduce the natural behavior of the electric potential at posi-509
tions far away from the point-source injection. This implies that the size of the computational domain510
and the related computational cost can be reduced in comparison with other boundary conditions that511
might affect the observed results. Mixed boundary conditions in the Fourier domain are defined as512
α(x, z)φ¯+ β(x, z)
∂φ¯
∂~n
= γ(x, z), (32)513
514
where ~n is the outward normal on which the boundary conditions are applied and position (x, z) is515
located on one of the domain borders. As done in Dey & Morrison (1979), we set the coefficients β516
and γ to 1 and 0, respectively, and we define α as517
α = ω
K1(ωr)
K0(ωr)
(
~n · ~r
r
)
, (33)518
519
where K1 is the modified Bessel function of the second kind of order 1, ω is the wavenumber associated520
with the space-variable y, and r =
√
(x− x0)2 + z2 is the distance from the considered position (x, z)521
on the domain border to the source point located at position (x0, z0) with z0 = 0.522
To apply these boundary conditions in our DDP approach, we consider a ghost-cell method which523
leads to524
−∂φ¯
∂~n
=
2α
2 + α∆
φ¯ (34)525
526
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with ∆ the cell size and φ¯ the cosine-Fourier transform of the electric potential at the boundary527
condition location.528
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