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The ability to efficiently convert the wavelength of light has value in a wide range of
disciplines that include the fields of photovoltaics, plant growth, optics and medicine. The
processes by which such transformations are carried out are known as upconversions and
downconversions. There are several ways to up/down convert light, each with its own at-
tributes, issues, and competing mechanisms. Most are associated with one-body or two-body
processes. Three-body dynamics are also possible though, going by the names of quantum
cutting (downconversion) and energy pooling (upconversion). These use virtual excited elec-
tronic states to mediate conversions as has been experimentally realized using lanthanide
ions embedded in wide bandgap materials.
The use of lanthanides to convert light is not ideal due to their relative scarcity, toxic-
ity, and the limited range of light frequencies that can be absorbed and emitted. Organic
molecules, on the other hand, are typically non-toxic, are made up of abundant elements,
and can be designed with tailored spectral properties. At issue is whether or not they can be
used to carry out efficient energy pooling, the central question to be answered in this thesis.
The research presented here draws on a perturbative quantum electrodynamics framework
previously established for generic energy pooling. It was used to develop a computational
methodology for determining the rate of energy pooling and its competing processes. This,
in turn, draws on a combination of time-dependent density functional theory, quantum
electrodynamics, and perturbation theory to generate the requisite material property data.
This computational model was applied to two test systems consisting of stilbene-fluorescein
and hexabenzocoronene-oligothiophene. The stilbene-fluorescein system was found to have
a maximum energy pooling rate efficiency (as compared to competing processes) of 17%
and the hexabenzocoronene-oligothiophene system was found to have a maximum energy
pooling rate efficiency of 99%. This demonstrates that the energy pooling rate can be made
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faster than its competing processes. Based on the results of this study, a set of design rules
was developed to optimize the rate efficiency of energy pooling. Prior to this research, no
attempt had been made to determine if energy pooling could be made to out-pace competing
processes—i.e. whether or not a molecular system could be designed to utilize energy pooling
as an efficient means of upconversion.
This initial investigation was part of a larger effort involving a team of researchers at the
University of Colorado, Boulder and at the National Renewable Energy Laboratory. After
establishing our computational proof-of-concept, we collectively used the new design rules to
select an improved system for energy pooling. This consisted of rhodamine 6G and stilbene-
420. These molecules were fabricated into a thin film, and the maximum internal quantum
yield was measured to be 36% under sufficiently high intensity light.
To further increase the efficiency of energy pooling, encapsulation within optical cavities
was considered as a way of changing the rate of processes characterized by electric dipole-
dipole coupling. This was carried out using a combination of classical electromagnetism,
quantum electrodynamics, and perturbation theory. It was found that, in the near field,
if the distance of the energy transfer is smaller than the distance from the energy transfer
site and the cavity wall, then the electric dipole-dipole coupling tensor is not influenced by
the cavity environment and the rates of energy transfer processes are the same as those in
free space. Any increase in energy transfer efficiencies that are experimentally measured
must therefore be caused by changing the rate of light absorption and emission. This is an
important finding because earlier, less rigorous studies had concluded otherwise.
It has been previously demonstrated that an optical cavity can be used to inhibit the
spontaneous emission of atoms or molecules placed within it. This too was examined as
a possible means of increasing energy pooling efficiency. Using first-principles methods,
quantum electrodynamics, perturbation theory, and a kinetic model, the efficiency of energy
pooling upconversion within a tuned rectangular cavity was found to be significantly larger
than in free space. A model system with a free-space energy pooling upconversion efficiency
iv
of 23% was found to increase to 47% when placed in a tuned rectangular cavity.
v
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Normalized Electric Field Eigenmode . . . . . . . . . . . . . . . . . . . . . . . . . . . . ϕ
Normalized Magnetic Field Eigenmode . . . . . . . . . . . . . . . . . . . . . . . . . . . χ
Permittivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ǫ
Vacuum Permeability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . µ0
Photon Number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . j
Planar Cavity Length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . L
Rectangular Cavity Lengths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . a, b
xvi
LIST OF ABBREVIATIONS
Multiple Exciton Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . MEG
Donor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . D
Acceptor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A
Two-Photon Absorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . TPA
Triplet-Triplet Annihilation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . TTA
Photoluminescence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . PL
Internal Conversion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . IC
Singlet-Singlet Annihilation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . SSA
Ultraviolet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . UV
Excited State Absorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ESA
Energy Transfer Upconversions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ETU
Energy Pooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . EP
Accretive Energy Transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . AET
Cooperative Energy Transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . CET
Quantum Electrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . QED
Hexabenzocoronene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . HBC
Oligothiophene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . OTP
Förster Resonance Energy Transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . FRET
Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . DFT
Time-Dependent Density Functional Theory . . . . . . . . . . . . . . . . . . . . TD-DFT
xvii
Tamm-Dancoff Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . TDA
Rhodamine 6G . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . R6G
Stilbene-420 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S420
Internal Quantum Yield . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . IQY
External Quantum Yield . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . EQY
Quantum Yield . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . QY
Resonance Energy Transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . RET
Radiation-Dominant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . RD
Transverse Electric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . TE
Transverse Magnetic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . TM
Non-Radiation-Dominant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . NRD
Inhibited Spontaneous Emission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ISE
Photonically Constrained Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . PCS
Fluorescein Isothiocyanate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . FITC
Full-Width at Half Maximum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . FWHM
Spin-Opposite Scaling Second Order Møller-Plesset . . . . . . . . . . . . . . . . SOS-MP2
Configuration Interaction Singles and Doubles . . . . . . . . . . . . . . . . . . . . CIS(D)
Spin-Opposite Scaling Configuration Interaction Singles and Doubles . . . . SOS-CIS(D)
Self-Consistent Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . SCF
xviii
ACKNOWLEDGMENTS
I would like to acknowledge the assistance from the Golden Energy Computing Organi-
zation (GECO) for the use of the super computers RA and AuN which were utilized for all
ab initio calculations done in this thesis.
In addition, I would like to thank my adviser, Prof. Mark Lusk, for his guidance, advice,
and teaching both academic and professional.
xix
This thesis is dedicated to my family, professors, and colleagues. To my family: thank you
for your support, and encouragement. To my professors: thanks for challenging me, and for





This thesis is primarily composed of a collection of manuscripts that have been pub-
lished in peer-reviewed journals. Additional materials include details of the theoretical and
computational methodology used as well as an overview of an experimental validation of the-
oretical predictions. This experimental work was performed by researchers at the University
of Colorado, Boulder as part of a collaborative effort. The Chapters 1 and 6 and conclusion
sections explain how the manuscripts form a comprehensive body of research. It should also
be noted that this Ph.D. thesis is built upon the foundations laid in my M.S. thesis [1].
That work contains additional background material as well as discussions of theoretical and
computational methods that are only mentioned in the current work. Where appropriate,
this is noted with citation to the M.S. document.
1.1 Introduction to Energy Conversion
It is often the case that light is generated in a form less than ideal for many applications.
Solar radiation, for instance, is spread over a wide range of wavelengths. Because of this,
technologies that harvest this radiation for photovoltaics [2–5] or to engineer plant growth
for agricultural yields and biofuels [2, 6] can realize significant efficiency gains by converting
the undesirable parts of the spectrum to a more suitable wavelength.
There are two general categories for energy conversion: downconversion in which high-
energy light is converted to low-energy light; and upconversion where low-energy light is
converted to high-energy light. Upconversion techniques are used in the field of optics,
for instance, to create shorter wavelength lasers that are pumped by those operating at a
longer wavelength [7]. In the field of biology, many medicines are photo-activated at light
frequencies that are absorbed by biological tissue. Upconversion can then be used to activate
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the medicine using infrared light sources than pass through tissue and are upconverted at
the targeted site [8–11].
Downconversion also has several important technological applications. In the field of
medical diagnostics, it can be used for the purposes of bio-imaging. This is carried out by
introducing incident light at 800 nm and downconverting it, via ingested nanoparticles, to
produce an 1800 nm for emission. Both wavelengths fall in regions with low tissue absorption,
and the distinct regimes of operations make it easy to distinguish between light from the
focus area that reflected from other regions [12, 13]. Downconversion can also be used in
lighting applications where the efficient generation of high energy light can be converted to
lower energy parts of the spectrum [12, 14].
There exists a variety of upconversion and downconversion strategies. For downconver-
sion, these include quantum cutting, singlet fission and multiple exciton generation (MEG).
Upconversion is typically carried out via two-photon absorption (TPA), intermediate level
sequential absorption, triplet-triplet annihilation (TTA), and energy pooling (also referred
to as cooperative sensitization upconversion). Each upconversion/downconversion strategy
has their own regimes of operation, advantages and disadvantages (vide infra). Both can be
carried out with ions embedded in oxides, molecules, quantum dots, or combinations of the
three. The generic term of species will be used to represent all possible cases. Each of these
will now be briefly reviewed.
Quantum cutting is a three-body downconversion process in which a species is used to
absorb a photon of light, then split its energy via an energy transfer to two other species
that is mediated by a virtual electronic state. There exist two quantum relaxation pathways,
cooperative and accretive, delineated by the species on which virtual state interactions occur,
and these are illustrated in Figure 1.1. The two low energy species then emit the downcon-
verted light. Quantum cutting is typically carried out using lanthanide doped crystals due
to the large gaps between excited state energies and low rates of nonradiative decay which
minimize energy losses. A system consisting of Eu3+ LiGdF4, for example, can have a pho-
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ton efficiency (number of low energy photons produced per high energy photon absorbed)
approaching 200% [14] ( although the exact efficiency could not be accurately determined
due to the weak absorption of Gd3+). While the efficiency of lanthanide quantum cutting is































Figure 1.1: Energy level diagrams for accretive quantum cutting (left) and cooperative
quantum cutting (right). Times are indicated by t1 t2 and t3. Solid black lines indicate
eigenstates. Yellow-black lines indicate virtual states.
Singlet fission is a two-body downconversion process in which a species is used to absorb
a photon of light and then split its energy so that a portion is sent to a neighboring species
through an electron transfer. This results in both species being in lower energy triplet states
as illustrated in Figure 1.2(a). Recent experimental efforts have synthesized systems with
triplet yields (triplets created per photon absorbed) on the order of 150% [15–20].
Multiple exciton generation (MEG) is a single-body downconversion process in which a
species is initially excited into a high-energy singlet state that subsequently creates two or
more lower energy singlet states as illustrated in Figure 1.2(b). The MEG quantum yields
(number of low energy singlets created per photon absorbed) can vary are typically within
a range of 1-3 for excitation energies between 2-5 times the lower energy singlet state [21].
Unlike downconversion methods just introduced, MEG requires an initial excitation to level
higher than the first excited singlet state. This leads to significant energy losses due to



































Figure 1.2: Energy level diagrams for singlet fission (a), multiple exciton generation (b),
two-photon absorption (c) and excited state absorption (d). Times are indicated by t1 and
t2. Solid black lines indicate singlet eigenstates. Pink lines indicate triplet eigenstates.
Yellow-black lines indicate virtual states.
Two-photon absorption (TPA) is a single-body upconversion process in which a material
absorbs two photons simultaneously, as shown in Figure 1.2(c). While any material can
accomplish this in principle, the required light intensity is generally extremely high and the
relative efficiency is low. For example, for a simple stilbene molecule analyzed using ab
initio techniques (detailed in Chapter 5), a TPA rate equal to that of simple absorption at
typical solar light intensity (1 MW/m2) would require a light intensity of approximately 1
TW/m2. While this can be accomplished using lasers, it is certainly too high for solar based
applications, and the likelihood of damaging biological matter makes it ill-suited for medical
applications as well.
Excited state absorption (ESA) is a single-body upconversion process in which a material
is designed to have an intermediate excited state between the ground state and the next
highest excited state. Photon absorption puts the system in the intermediate electronic state
and, at a later time, a second photon further excites the electron to the next highest state.
Energy is then transferred to a second species for eventual energy harvesting, as depicted in
Figure 1.2(d). The most successful examples of ESA are associated with lanthanide ions used
in combination with a molecule or nanoparticle sensitizer [10]. As a side note, this is similar
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to intermediate level sequential absorption which is accomplished by adding impurities to
a semiconductor to achieve a conducting band half way between the HOMO and LUMO
bands. To date, no material has been made with significant intermediate level sequential
absorption efficiency due to the large losses associated with recombination [22].
Triplet-triplet annihilation (TTA), depicted in Figure 1.3, is a two-body upconversion
process in which a sequence of photon absorptions, intersystem crossing, and electron trans-
fers are used to convert low energy photons into higher energy photons via intermediate
triplet states. The system needs to be composed of triplet generators and a singlet emitters.
The generator absorbs a photon and, through intersystem crossing, quickly converts the sin-
glet exciton into a triplet state. The generator then transfers its triplet state to a nearby
emitter through a Dexter process [23]. A second photon is subsequently absorbed by the
generator to create another triplet. This is then transferred to the emitter, putting the emit-
ter into a high-energy singlet state which ultimately fluoresces. Experimental measurements
of quantum yields [23]. This quantum yield was limited only be the relative fluorescence
quantum yields of the molecules involved. The energy of the light emitted was 33% larger





















Figure 1.3: Energy level diagrams for triplet-triplet annihilation. Times are indicated by
t1–t6. Solid black lines indicate singlet eigenstates. Pink lines indicate triplet eigenstates.
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Energy pooling, also referred to as cooperative sensitization upconversion can be thought
of as the reverse of quantum cutting. Two donors sequentially absorb photons of low energy
light, and then transfer their energy to an acceptor via a three-body process. The accep-
tor ultimately emits a high energy photon. The sequence is diagramed in Figure 1.4 [24].
This process has been explored experimentally in lanthanide doped crystals but with only
relatively low efficiency achieved [25]. To the best of our knowledge, there have been no
theoretical predictions carried out in association with such pooling processes.































Figure 1.4: Schematic depiction of two energy pooling (EP) mechanisms from donor
molecules (D and D’) to an acceptor molecule (A). Solid black lines indicate eigenstates.
Times are indicated by t1–t3. Yellow-black lines indicate virtual states.
In any electronically excited system, a number of loss mechanisms exists. These alterna-
tive relaxation pathways must be suppressed in order for a desired energy conversion process
to be efficient. Any species placed in an excited state (excitonic state) can radiatively decay
through photoluminescence (PL) (Figure 1.5(a)) or non-radiative internal conversion (IC)
(Figure 1.5(b)). As a result, the species transition to a lower excitonic state and energy is
lost. When the density of excited species is sufficiently high, excitonic species can self quench
through energy transfer and thermalization. In the current investigation, which focuses on
singlet excitonic states, this is referred to as singlet-singlet annihilation (SSA), Figure 1.5(c).
Lastly, when there exist different species with their own energy manifolds, an energy transfer
can occur between a species with a high optical gap and a species with a low optical gap.
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The latter then thermalizes to its lowest excited state as shown in Figure 1.5(d).
The impact of each loss mechanism varies with the energy conversion scheme and the
structural details, but it is fair to say that lanthanide based systems have been studied
so thoroughly because they tend to exhibit relatively low loss mechanisms. The ions tend
to have very little exciton coupling to their surrounding environment because the bonding
orbitals are of lower energy than the orbitals associated with excitation. As a result, IC
losses are very low. For the same reason, the energy is not lost through thermalization when
SSA or energy transfer relaxation occurs. In addition, because lanthanides have conveniently
spaced excited state energy levels, there exists an optical gap directly above the first optical
gap of roughly the same size. This property is required, in particular, for excited state


























Figure 1.5: Schematic depiction of Photoluminescence (a), Internal Conversion (b), Singlet-
Singlet Annihilation (c), and Energy Transfer Relaxation (d). Solid black lines indicate
eigenstates. Times are indicated by t1–t3.
1.2 Research Motivation
As detailed above, the most successful upconversion and downconversion systems cur-
rently employ lanthanide atoms. These have reasonable efficiencies in some cases, but the
research is empirically based. The lack of theoretical backing is due to the fact that the rel-
evant energy manifolds and associated electronic states are strongly influenced by spin-orbit
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interactions and Stark effects [27]. These cannot be predicted using current non-relativistic
ab initio methods. This limits the ability to design lanthanide systems with optimized con-
version efficiency. Perhaps even more significant, though, lanthanides are relatively scarce,
toxic, and have a limited range of light frequencies that can be absorbed and emitted [27, 28].
The combination of problematic design and material liability motivates a consideration of
alternate material choices for carrying out energy conversion.
This thesis focuses on organically-based energy pooling as a conversion setting that is
particularly ripe for making advances. Organic molecules are typically non-toxic, are made
up of abundant elements, are easily and cheaply produced, and can be designed with tailored
spectral properties. Energy pooling using organic molecules has not been previously explored
computationally, and its potential efficiency and design criteria are unknown. Prior to the
work conducted in this thesis, only a single, poorly documented experimental measurement of
energy pooling using organic molecules had been carried out. The stilbene-fluorescein system
studied was determined to exhibit upconversion, and other likely upconversion mechanisms
such as TPA and TTA were ruled out. However, the paper did not quantify the quantum
yield obtained [29].
The similarities between the TTA and energy pooling methods of upconversion lead us to
conclude that an energy pooling system could reach quantum yields similar to TTA. The loss
mechanisms present in energy pooling, including PL, IC, SSA and energy transfer relaxation,
can all occur in TTA systems and therefore mitigated just as they are in TTA systems. In
addition, because energy pooling does not possess the intersystem crossing or triplet energy
transfer steps which typically necessitate some amount of energy loss, energy pooling could
be made to be more energy efficient than TTA. A direct comparison between triplet-triplet
annihilation and energy pooling is largely unexplored.
The aforementioned experimental study of energy pooling led to the establishment of
a theoretical framework for energy pooling using perturbation theory and quantum elec-
trodynamics (QED) [24, 30]. The theory found that the energy pooling process can be
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characterized as a fourth-order perturbation. It is typically assumed that the higher the
order perturbation theory required to describe a process the less significant the process is.
However, the experimental evidence of energy pooling, albeit it very limited, suggests that
under certain conditions this fourth-order process can compete favorably with lower-order
relaxation pathways. Just as resonance energy transfer (RET) (a second order process) can
occur faster than PL (a first order process) when the separation distance is sufficiently small,
so to do we hypothesize that energy pooling can be made faster than its competitors. The
perturbative regimes of influence are conceptually arranged in Figure 1.6.
In summary, there is a strong technological motivation for considering organic molecules
in a process that has not received design attention. There are indications that this process
can be made very efficient. A theoretical foundation has been laid but has not yet been
computationally applied, and ab initio methods can be used to breath life into this theory
















Figure 1.6: Idealization of perturbation processes of several orders as a function of molecular
separation. The r0, r−6, r−12, and r−18 curves are scaled by factors of 1, 0.2, 2×10−3, and
10−7, respectively.
This thesis research is motivated by the prospect that it may be possible to engineer read-
ily synthesized, environmentally benign, organic thin films that efficiently carry out energy




The primary goals of this thesis are to:
1. Identify a theoretical foundation for considering energy pooling and the processes with
which it competes.
2. Identify an appropriate collection of computational tools to predict the rate of energy
pooling as well as those of competing processes. If necessary, develop new tools.
3. Calculate these rates and use the data to determine energy pooling efficiency. An
important test of method accuracy will be an ability to predict spectral properties of
the constituent molecules using ab initio methods, using experimental data is available
for direct comparisons.
4. Apply the computational tools collected and created to quantify pooling for specific
molecular systems. Explore how intermolecular separations and relative orientation
affects efficiency.
5. Use the results of these molecular studies to determine whether energy pooling can be
a viable means of upconversion and, if so, identify the necessary molecular properties
needed for it to occur efficiently. This will result in a set of Design Criteria.
6. Quantify the effects of optical cavities on energy transfer processes to determine if such
encapsulations can be exploited to improve energy pooling efficiency.
7. Use the Design Criteria to identify a pair of organic donor/acceptor molecules that have
properties well-suited to carry out efficient energy pooling. Use the computational
methodology suite to quantify energy pooling efficiency for thin films composed of
blends of such molecules.
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To accomplish the thesis goals, the research is carried out in a series of studies, with each
subsequent study building on the findings of the previous one.
The first study is a comprehensive analysis of EP for two organic molecular systems.
Literature research readily provides rate expressions for EP along with the two processes it
directly competes against (PL and SSA). To simplify the study, IC from the first excited
state of the donor to the ground state is assumed to be on the same order or slower than the
PL rate of the donor molecule. As such, we neglect it on the assumption that it would not
significantly change the results of the study. In addition, we assume that any excited state
above the first undergoes IC to the first excited state before any other process can occur.
The molecular systems are modeled utilizing Density Functional Theory (DFT) and Time-
Domain DFT (TD-DFT), with a variety of exchange-correlation functionals. The functional
that achieves the closest matching with experimental spectra is used in the modeling. Addi-
tionally, we adopt a point dipole approximation, in which each donor and acceptor is modeled
independently with absorption/emission of photons assumed to occur at their geometric cen-
ters. This allows for the molecules to be computationally scrutinized independently saving
an enormous amount of computing time. It also facilitates study of the effects separation
distance and intermolecular orientations without needing to redo ab initio calculations. The
results of this study are used to generate a list of design criteria for efficient organic energy
pooling, satisfying the first five thesis goals laid out above.
The second study is of an experimentally synthesized EP system based on the design
criteria found in the first study. It was carried out as a collaborative effort with researchers
at the University of Colorado, Boulder. My primary contribution to the effort was to define
the properties needed for efficient EP, the evaluation of candidate molecular systems, and
interpretation of the data collected. The synthesis of the molecules, optimization of the
donor to acceptor ratio, thin film fabrication, upconversion quantum yield versus intensity
measurements, and kinetic modeling were performed by the experimental research team.
The results of this study satisfy the seventh thesis goal, and the results obtained caused us
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to modify the design criteria associated with the first study.
The third study is a thorough investigation of how energy transfer is modified when it
occurs in an optical cavity versus free space. This is motivated by past experimental and
theoretical investigations which show increase in RET efficiency when molecular systems are
placed in tuned optical cavity [31–33]. This is accomplished by first deriving the electric
and magnetic field modes of each optical cavity environment using Maxwell’s Equations.
Each set of fields needs to be normalized so that they can be used in QED theory. These
normalized modes are used in conjunction with the electric dipole-dipole coupling tensor, V,
derived using perturbation theory and QED (vide infra). The tensors derived in association
with cavity environments are compared with those of free space in three-dimensional, two-
dimensional, and one-dimensional settings. Such reduced dimensional energy transfers are
relevant to interactions between nanowires and quantum wells, for instance. The results of
this study directly address the sixth thesis goal.
The fourth study utilizes the findings of the third study to investigate the prospects of
optical cavities in improving energy pooling efficiency. Of particular interest is evaluating the
effect of using a channel cavity to either inhibit spontaneous emission or enhance spontaneous
emission through the Purcell effect as illustrated in Figure 1.7. A series of different channel
cavity are evaluated for their prospective to increase energy pooling efficiency. The efficiency
in this study are evaluated using a comprehensive kinetic model that will evaluate the steady
state emission of upconverted light vs absorption of lower energy incident light. As with the
first study the molecules are modeled using ab initio methods, but will also use Møller-
Plesset perturbation theory and configuration interaction (CI) theory. These methods can
provide additional accuracy as compared to DFT/TD-DFT methods, at the expense of
computational resources. The kinetic model is used to optimize intramolecular separation
and orientations to find the geometry that maximizes energy pooling efficiency in free space
and the cavity environments. The results are integrated into the design criteria from the first
study, revising them and providing new criteria specific to energy pooling within an optical
12
cavity. The specific energy loss mechanisms in the system are studied to determine in what
priority they should be engineered out of the system. Finally, the culmination of the studies
are used to identify a specific molecular system that we predict will exhibit efficient energy
pooling, partially satisfying the seventh thesis goal.


















Spontaneous Emission in a Square Channel
Figure 1.7: Normalized spontaneous emission rate in free space (blue) and within a square
cavity of side length, L (red), with varying excitation wave number, k.
1.4 Methodology
The primary chapters of this thesis (2, 3, 4 and 5) are each stand-alone works and contain
details of the methodologies employed. Even so, it is worthwhile to make note here of the
theoretical and computational tools that were used. Equations in the subsequent chapters
are cited where appropriate.
The theoretical studies of this thesis all utilize rate equations derived using perturbation
theory in the form of Fermi’s Golden Rule (FGR), Eqs. 4.8–2.4. Light-matter interactions
are accounted for by modifying the Hamiltonian to account for electric dipole interactions
with an external electric field (Eqs. 2.5–2.6). The result is a series of rate equations for all
processes: Eqs. 2.7–2.12. A detailed derivation of all of these equations can be found in
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my M.S. thesis [1]. It is assumed, throughout this work, that energy transfer occurs in the
weak coupling regime, where higher order perturbative corrections to rate expressions are
negligible, such as superexchange energy transfer [34].
The perturbative analyses are considered within a QED setting, and the associated con-
tribution to the Hamiltonians is in terms of electric field modes found by solving Maxwell’s
equations, Eq. 4.2. The difference between the resulting free space and cavity EM modes
lies in the boundary conditions which result in plane waves for free space and a combination
of plane waves, sine and cosine function depending on the cavity environment, Eqs. 4.15,
4.18, and 4.25. It is important to note that the EM-modes derived must be normalized s.t.
the energy of an EM mode is ~ck, Eq. 4.6, this will give a different normalization constant
E0(k) for each environment.
One of the primary assumptions made in this thesis is that the point dipole approxi-
mation is valid. This amounts to the assumption that each molecule can be considered in
isolation from its neighbors, that any changes in electronic state are dominated by dipole
transitions, and that an electronic transition can be considered to occur at the geometric
center of each molecule. This approximation is poor when the molecules are close enough
to significantly affect the electronic structure of their nearest neighbor, when quadrupole or
higher multipole transitions play a significant role, or in large extended molecules where the
transition may occur away from the geometric center of the molecule. While there may be
cases in this work where the point dipole approximation begins to cause error, it is neces-
sary in order to make accurate electronic structure of the molecules possible. In addition,
the point dipole approximation allows for rates and efficiencies to be calculated as the in-
tramolecular orientations and separations are changed without the need to recalculate the
electronic structure.
In the fourth study (Chapter 5), pertaining to the investigation of energy pooling within
an optical cavity, a kinetic model was used in order to calculate the steady state efficiency of
the energy pooling system, Eqs. 5.6–5.8. The kinetic model reduces the macroscopic energy
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pooling system to a statistical weighed series of time dependent concentration expressions. In
the model we adopted we allowed for there to exists two separate donors with differing rates,
however in a symmetric system two identical donors could be grouped into a single donor
concentration. The kinetic model includes all rates deemed significant including: absorption,
spontaneous emission, internal conversion (from first excited state to ground state), FRET
from acceptor to donor, FRET between donors, SSA, and energy pooling. TPA, in particular,
was deemed negligible due to the low intensity of light used in the study. The kinetic model
also assumed that the ratio of donors to acceptors was 2:1 the intuitive choice for energy
pooling systems. While the concentration based kinetic model greatly simplifies the problem,
it can no longer account for local effects such as regions with high/low donor concentrations.
Throughout this investigation, a set of ab initio techniques were used including: DFT,
TD-DFT, SOS-MP2, and SOS-CIS(D) [35–45]. In the early stages of this thesis, the prospect
of using a Bethe–Salpeter equation (BSE) method to calculate excited state properties was
explored [46]. However, it was ultimately abandoned due to unresolved issues with the HBC
molecule.
The DFT and TD-DFT methods are explored in great detail in my M.S. thesis [1].
Because of this, only a brief overview of the principles behind the theories are given here.
DFT is based on the electronic time independent Schrödinger equation (TISE) with the
Born-Oppenheimer approximation applied. The TISE is re-expressed in terms of the electron

























fi |φi(r)|2 , (1.3)
where q is the fundamental electron charge. ǫi and φi are the energy eigenvalue and eigen-
vectors of the Kohn-Sham equation respectively. Zi and Ri are the charge and position of
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the nuclei of the system. fi is the occupation factor for the ith orbital. vxc[n(r)] is known
as the exchange-correlation functional whose exact form is not known. Instead, a variety of
models have been proposed that contain empirically parameters chosen to reproduce ground
state properties of a select group of molecules. While these functionals generally provide
reasonable results there is no guarantee that when they are applied to other molecules.
The TD-DFT extension of DFT is performed by applying an arbitrarily small time-
dependent potential to the Kohn-Sham Hamiltonian. The full details of the TD-DFT
methodology can be found in my M.S. thesis [1]. This method uses the same empirical
exchange-correlation functionals as DFT theory. The accuracy is particularly suspect be-
cause the exchange-correlation functionals are fitted using ground state properties rather
than excited state properties. To address this problem, we consider a group of exchange-
correlation functionals, namely: PBE, PBE0, B3LYP, and CAM-B3LYP and generate spec-
tra from the resulting calculations [47–50]. By comparing the results with experimentally
measured spectra we can evaluate whether the exchange-correlation functional is modeling
the molecule accurately.
The final study conducted in Chapter 5 of this thesis moves beyond TD-DFT theory to
also include a configuration interaction (CI) method [42, 43, 45]. This was due to the non-
localized excitations of the fluorescein molecule which could not be captured using TD-DFT.
All CI calculations begin first with a Hartree-Fock (HF) calculation, a simple approximate































The solution to the HF problem provides a basis for CI calculations. The HF basis is
used to construct a transition Hamiltonian matrix. The full transition Hamiltonian matrix
is impractical to solve for computational reasons. Instead a subset of the matrix is found
16
by restricting the focus to single excitations from one valence orbital to one conduction
orbital for configuration interaction singles (CIS). The accuracy can be improved by including
doubles excitation from two valence orbitals to two conduction orbitals for configuration
interaction singles and doubles (CIS(D)). Finally a semi-empirical scaling of the opposite-
spin components of the matrix in CIS(D) model can further increase the chemical accuracy,
used in spin-opposite-spin configuration interaction singles and doubles (SOS-CIS(D)) [51].
The SOS-CIS(D) method was implemented in the Q-CHEM physical chemistry package using
its default parameters settings [39].
1.5 Error Analysis
Neither DFT nor CI are inherently exact methods. Both involve substantial approxima-
tions that allow solutions to the TISE to be estimated. These so called ab initio methods
actually involve empirically determined constants, so the results of calculations can never
be guaranteed to achieve chemical accuracy. Chemical accuracy refers to the ability of the-
oretical calculations to predict experimentally measured molecular properties. In this work
of primary focus is the excitation energy as determined by optical spectra. In addition, the
basis functions utilized in this thesis research (Def2-TZVP and aug-cc-pVDZ) are atomically
based and so do not span the function space [52, 53]. This results in an additional measure
of inaccuracy. The problem is even more acute for TD-DFT which is used for excited state
predictions but is based on the use of exchange-correlation functionals created to predict
ground state electronic structures. Because of this, there is no way to quantify the accuracy
of TD-DFT when it is applied to new systems. In fact, the approach is well-known to not
accurately capture extended excitations such as Rydberg states or charge transfer states [39].
Even so, it is widely accepted that both DFT and TD-DFT capture the correct trends and
that difference measurements tend to be reasonably accurate. Our approach was to com-
pare the results of DFT and TD-DFT analysis with experimental measurements whenever
possible, and this less-than-ideal approach was used as a check on the methodology.
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The excited state calculations of the molecules used in this thesis included the first 60
excited states of each molecule in both the ground state and excited state configurations.
This was to ensure that any excited state within a range of ∼2.5 times the donor emission
energy was included. Quantitatively, the cutoff ensured that the rate of energy pooling was
converged to less than 1% change per excited state included.
Both DFT TD-DFT analyses were performed with a computational accuracy defined by
the two-electron integral cutoff of 10−14 Ha. The self-consistent field (SCF) convergence
criteria for the electronic wave function was set to difference ratios between successive steps
of 10−6 for HBC/Oligothiophene and 10−8 for FITC/Stilbene. Geometry optimizations were
considered converged when two of the following were satisfied: total of force magnitudes
< 0.000300 a.u., total of displacement magnitudes < 0.001200 a.u., and total energy change
< 0.000001 a.u. The SOS-CIS(D) calculations were deemed converged when the error of each
excited state energy was less than 10−6. The collective result of employing these criteria was
that the excitation energies were computationally converged to within 10 meV.
The issue of chemical accuracy was addressed by converting every computational excited
state manifold to a normalized spectra through convolution with a Gaussian envelope. This
methodology showed (vide infra) that predictions of the first excited state energy fall within
100 meV of the experimentally measured peak.
Despite these measures of convergence, comparisons with experimental measurements,
and citations to the success of these ab initio methods in the study of other material systems,
it is not meaningful to assign error bars to computational predictions in this thesis.
1.6 Organization of Thesis
This thesis documents an evolution in the understanding of energy pooling within organic
molecular assemblies. Chapter 2 uses ab initio calculations to predict the rates of EP and
competing processes in two systems: stilbene/fluorescein and hexabenzocoronene/oligothiophene.
The research presented in Chapter 3 was part of a collaborative effort with researchers from
the National Renewable Energy Laboratory (NREL) and the University of Colorado, Boul-
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der. In particular, the experimental work conducted by researchers at the University of
Colorado used our theoretical design criteria (Chapter 2) to design and synthesize an EP
system consisting of rhodamine 6G and stilbene-420. They also quantified the internal and
external quantum yields. This was a collaborative facet of our overall project in which I
played an active role, and I was a co-author on the paper that we eventually produced [54].
Chapter 3 is simply a summary of the experimental methodology and findings, and the details
of this effort can be found in the publication itself. Chapter 4 examines how energy transfer
is modified by the effect of confining optical cavities, focusing on planar and rectangular
channels. Chapter 5 uses the findings of Chapter 4 to design a way of improving pooling
efficiency by inhibiting the spontaneous emission of excited donor molecules. As part of that
work, a kinetic model was developed to quantify energy efficiency, and the methodology was
applied to a system of hexabenzocoronene and fluorescein. Finally, Chapter 6 summarizes
the methodologies developed in my thesis research, explains how each was applied to energy
pooling, and discusses how these tools may be applied to analyze similar mechanisms. They
are particularly well-suited to a study of quantum cutting, a topic on which I am actively
working but have chosen not to include in this thesis.
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CHAPTER 2
ENERGY POOLING UPCONVERSION IN ORGANIC MOLECULAR SYSTEMS
This chapter is based on a paper published in the Journal of Physical Chemistry A [55].
2.1 Abstract
A combination of molecular quantum electrodynamics, perturbation theory, and ab initio
calculations was used to create a computational methodology capable of estimating the rate
of 3-body singlet upconversion in organic molecular assemblies. The approach was applied to
quantify the conditions under which such relaxation rates, known as energy pooling, become
meaningful for two test systems: stilbene-fluorescein and hexabenzocoronene-oligothiophene.
Both exhibit low intra-molecular conversion but inter-molecular configurations exist in which
pooling efficiency is at least 90% when placed in competition with more conventional relax-
ation pathways. For stilbene-fluorescein, the results are consistent with data generated in
an earlier experimental investigation. Exercising these model systems facilitated the devel-
opment of a set of design rules for the optimization of energy pooling.
2.2 Introduction
The frequency of available light is often lower than desired for a given task. For instance,
low-energy light can take advantage of an optical transparency window of biological tissue [56]
and penetrate to ingested theranostic nanoparticles [10], but the photoactivated release of
cancer drugs requires energy in the UV range [11]. Within the same backdrop of internal
medicine, the fluorescence of biomarkers is difficult to detect if it is in the same frequency as
the light used to excited them [57]. The efficiency of photochemical processes in biological
systems also suffers as a result of a mismatch of existing and desired frequencies of light.
For instance, microalgae used in energy harvesting strategies do not efficiently utilize the red
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end of the solar spectrum for biomass production [58]. An analogous issue confronts those
involved in the design of solar panels, since a large swath of the solar spectrum reaches earth
at frequencies too low to be utilized by existing photovoltaic technology [3].
Motivated by such disconnects between the desired light and that available, a number of
strategies have been developed to upconvert light to higher frequencies. One of the simplest
upconversion methods is the two-photon absorption (TPA) shown at left in Figure 2.1, but
this occurs only under extremely high intensity light [59, 60]. Nanostructured condensed
matter, though, can be fabricated to independently absorb low-energy photons and subse-
quently combine the separate excitons into a single, higher energy state. Such upconversion
processes are distinct from nonlinear optics in that the initial excitons can be created at
distinctly separate times and, typically, on differing nanostructures. These processes, for
instance, allow the infrared spectrum to be utilized to carry out high-energy tasks in photo-
voltaics [3–5], biofuel production and medical applications [8, 9].
In principle, upconversion can be carried out by sequentially exciting a single electron,
known as Excited State Absorption (ESA), as shown at right in Figure 2.1. However, it is
difficult to design systems in which ESA is efficient while ensuring that the resulting energy
can be transferred before the exciton thermalizes [10]. Much more practical to implement is
a two-electron process, shown in Figure 2.2, in which a sensitizer molecule absorbs photons
and transfers excitons to an activator. The latter are typically lanthanide atoms for which
the 4f excitation is encapsulated within the 5s bonding orbital [61]. A low electron-phonon
coupling results and the thermalization is consequently slow.
From the perspectives of biocompatibility, environmental safety, expense and resource
abundance, it would be advantageous to use organic materials for such Energy Transfer
Upconversions (ETU). High reorganization energy, and its manifestation as rapid phonon
generation, has precluded any meaningful organic molecular ETU, though, because excited
states thermalize into the first excited state faster than any other competing process [10]. It
















Figure 2.1: Energy level diagrams for two-photon absorption (a) and excited state absorption
(b). Times are indicated by t1 and t2. Solid black lines indicate eigenstates. Yellow-black
lines indicate virtual states.
This has motivated a consideration of three-electron processes [24] that completely side-step
the thermalization issue. Energy Pooling (EP) is defined as a three electron process in which
the energy of two electrons in excited states are transfered to the third electron. Such EP
dynamics access virtual states to mediate upconversion, so there is no residence time during
which an excited state has the chance to lose energy to phonons.
EP can occur via the two separate mechanisms illustrated in Figure 2.3. The first is
Accretive Energy Transfer (AET) in which one donor transfers its energy to a second donor,
placing that donor into a virtual state. The second donor transfers its energy to the acceptor,
and all time orderings contribute to the dynamics. The second pooling process is Coopera-
tive Energy Transfer (CET) in which the energy of one donor is transferred to the acceptor
placing it into a virtual state. A second donor also transmits its energy to the acceptor,
and the combined result is that the acceptor is in one of its eigenstates. As with AET, all
time ordering contribute the the total pooling rate. Although experimentally observed for
lanthanide nanoparticles [62, 63], the conditions under which EP will occur in organic con-
densed matter has not been explored. An earlier experimental study of a stilbene-fluorescein
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Figure 2.2: Energy level diagrams for two-electron energy transfer upconversion (ETU)
from donor molecules (D and D’) to an acceptor molecule (A). Solid black lines indicate
eigenstates. Times are indicated by t1–t4.































Figure 2.3: Schematic depiction of two energy pooling (EP) mechanisms from donor
molecules (D and D’) to an acceptor molecule (A). Solid black lines indicate eigenstates.
Times are indicated by t1–t3. Yellow-black lines indicate virtual states.
molecule [29] suggests the possibility of organic upconversion providing an initial focus for
the current computational investigation. Upconversion was observed to have occurred under
high intensity excitation of the fluorescein donor resulting in excitation of the stilbene core. It
was observed that unless two donors were bonded to each stilbene no upconversion occurred,
eliminating TPA as a possible explanation. The paper concludes that either triplet-triplet
annihilation (TTA) upconversion or some three-body resonance energy transfer (EP) could
be responsible for the observed data but leans towards TTA.
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A quantum electrodynamics (QED) approach is combined with ab initio excited state
structure calculations to quantify upconversion rates in assemblies of organic molecules.
The codes are applied in a parametric study to formulate a set of design rules that can
be used to guide the synthesis of systems that can efficiently carry out energy pooling.
The computational suite is subsequently applied to quantify upconversion processes in two
condensed matter assemblies: stilbene-fluorescein molecules as shown in Figure 2.4; and
hexabenzocoronene(HBC)-oligothiophene(OTP) molecules as shown in Figure 2.5.
The stilbene-fluorescein molecule studied is shown in Figure 2.4. It is assumed that the
molecule can be divided into a 4,4′-diaminostilbene core and fluorescein-5-isothiocyanate
antennae components and each may be studied independently of each other. The interaction




























Figure 2.4: E-4,4′-di(fluorescein-5”-yl-thioureanyl)stilbene with two fluorescein donor arms
connected to a stilbene acceptor.
2.3 Methodology
Molecular QED provides a description of the competing energy transfer pathways, and
those considered are shown in Figure 2.6. Internal conversion and thermalization were not
considered explicitly. Instead, it was assumed that electron-phonon coupling is sufficiently
high that such processes, when available, dominate any relaxation dynamics. For instance,





















































































Figure 2.5: Hexabenzocoronene (HBC) acceptor at symmetrically connected to six oligoth-
iophene (OTP) donor arms.
All relaxation rates between initial and final states, |i〉 and |f〉, were derived from nth-
order perturbation theory and so are expressed in terms of a coupling matrix element, W (n),









δ(Ef − Ei) (2.1)
In turn, the coupling, W(n), has a functional dependence on the interaction Hamiltonian, V ′,
that depends on the order of perturbation theory, n:










V ′ |r〉 〈r|V ′ |s〉 〈s|V ′ |t〉 〈t|V ′
(Ei − Er)(Ei − Es)(Ei − Et)
(2.4)
It is often the case that the rates of two relaxation processes can be quantified using pertur-
bation theory with each governed by the lowest non-zero interaction matrix element from
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Figure 2.6: Schematic of energy transfer pathways considered in the computational paradigm:
absorption (Abs), photoluminescence (PL), Energy Transfer Upconversion (ETU), Energy
Pooling (EP), and Förster Resonance Energy Transfer (FRET). Internal conversion (IC),
highlighted in red, is assumed to occur much faster than all other processes.
Eqs. 2.2–2.4. In such situations, it might be tempting to conclude that the process of lowest
order will be the fastest, but this is not always the case since molecular separation must
also be taken into account. For instance, Förster Resonance Energy Transfer (FRET) can
be more rapid than photoluminescence (PL) even though it is a second order perturbative
process while PL is first order. Generally speaking, perturbative dynamics tend to have
inverse polynomial relationships with separation distance, r, and the r-dependence of first,
second, fourth, and sixth order processes are r0, r−6, r−12, and r−18 dependence, respectively.
Figure 2.7 shows that it is possible for each process to dominate relaxation over a range of
separation distance, with closer distances associated with higher order processes in general.
Scaling factors for the r0, r−6, r−12, and r−18 curves were chosen to be 1, 0.2, 2×10−3, and
10−7, respectively. This choice was based on the assumption that the scaling factor should
decrease exponentially with increasing order of perturbation theory. This suggests that en-
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ergy pooling, a fourth-order perturbative process, will be observable only when molecular
















Figure 2.7: Idealization of perturbation processes of several orders as a function of molecular
separation. The r0, r−6, r−12, and r−18 curves are scaled by factors of 1, 0.2, 2×10−3, and
10−7, respectively.
For a given relaxation process, the interaction Hamiltonian can be expressed using the
electric dipole approximation, and the form is the same for each of type of dynamics consid-
ered in this work:











In these equations, k is the wave vector, λ is the polarization index, â†(kλ) and â(kλ)
are photon creation and annihilation operators, ~ξ(kλ) and ~ξ′(kλ) are the unit polarization
vectors for each photon mode, c is the speed of light in vacuum, ǫ0 is the free space dielec-
tric constant, and Ω is the normalization volume. The rates of photoluminescence (PL),
Förster Resonance Energy Transfer (FRET), and both pooling processes have previously
been simplified into equations whose terms can be measured experimentally or calculated


































































δ(Ef − Ei) (2.10)
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(2.12)
The following notation is used in these equations [24]:
• k refers to the magnitude of the wave vector associated with a photon emitted from
an excited donor;
• µxy(z) represents the transition dipole moment from state y to state x on molecule z;
• R, R′, and R′′ are the displacement vectors between molecules D and A, molecules D’
and A, and molecules D and D’ respectively. Hats indicate unit vectors while R, R′,
and R′′ are vector magnitudes.
• γ is a generic broadening taken to have a value of kBT (∼25 meV). Varying this param-
eter up to a maximum value of 100 meV caused less than an order of magnitude change
in the rates. While this caused a quantitative change in the rates and efficiencies, there
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was no qualitative change in our results. This is consistent with other studies on the
effect the broadening term on energy transfer processes between molecular systems [66].
• ζ represents the possible virtual states that occur between the initial and final state.
It is worth noting that an approximation is sometimes made to simplify the numerical
evaluation of the two-photon absorption tensor, α, by reducing the sum over all states in
Eq. 2.12 to the sum of only the first and final state. However, this approximation is only
reasonable under very specific conditions: (1) the molecule must posses a electric dipole
moment that is larger than its transition dipole moments; (2) no singlet states must be
closer in energy to the virtual state than the initial and final state; and (3) neither the initial
or final state can have any excited states that are close in energy. The second condition makes
this approximation invalid for the AET. For CET, this second condition can sometimes be
met. However, for the acceptor molecules considered in this paper the electric dipole moment
is essentially zero for CET so the first condition is not met.
The square of the two-photon absorption tensor, αijαkl, is proportional to the rate of
two-photon absorption, ΓTPA, given here in three different representations because each has















Here β is the two-photon absorption coefficient, σ(2) is the two-photon absorption cross-
section, and the imaginary part of the third-order electric susceptibility is χ(3) [67–69]. In
addition, I is the irradiance of the light source and N is the number of molecules in the
absorbing material.
Summations are over the entire electronic eigenbasis although only a cutoff is imposed
in practice. The energy terms, E, refer to the electronic energy only and do not include
the energy of photons that may be present in either the initial or final state. A Lorentzian








The set of rate equations summarized above was populated using electronic structure
analyses for the stilbene-fluorescein and hexabenzocoronene-oligothiophene geometries shown
in Figure 2.4 and Figure 2.5. In the original experimental report on upconversion in stilbene-
fluorescein, intermolecular structural information was absent except for a brief comment de-
scribing the material as a ”red crystalline phase” [29]. Because of this lack of structural
information, the material was treated here as an assembly of interacting molecules without
translational symmetry.
Molecular geometries were calculated using Density Functional Theory (DFT) and Time-
Dependent (TD)-DFT theory for ground states and excited states, respectively. The Def2-
TZVP atomic basis set was used for all calculations [52]. However, a series of exchange-
correlation functionals were considered that include: PBE, PBE0, B3LYP, and CAM-B3LYP [47–
50]. The impact on excited state properties of implementing the Tamm-Dancoff approxima-
tion (TDA) was also studied [40]. Absorption and emission spectra were produced directly
from the TD-DFT calculation of the ground state geometry and excited state geometry
respectively [41]. For comparisons with experimental emission spectra, Kasha’s rule was
enforced [70].
Despite being referred to as ab initio calculations, an entire biom of density functionals
have evolved for capturing electron exchange and correlation effects across the spectrum of
condensed matter systems. Care must be taken in choosing a functional best suited to the
system being studied, and this is particularly true for energy pooling. For instance, dis-
crepancies in donor energy levels are doubly counted in the associated electronic density of
states, and products of four transition dipole matrix elements make pooling rates especially
sensitive to errors in their estimation. As a guide for choosing exchange/correlation func-
tionals, experimental absorption and emission spectra were measured and compared with
those generated using PBE0, CAM-B3LYP, and B3LYP functionals [47–50].
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UV-vis absorption spectra for HBC was performed in solution using chloroform as a
solvent. The emission data for oligothiophene was taken in a solution of chloroform. The
oligothiophene samples were placed in 1 cm x 1 cm quartz cuvettes and excited with 380
nm light. Emission data was taken over the range of 390 to 690 nm, measured 90 degrees
relative to the excitation. These measurements were performed at room temperature using a
PTI fluorometer with an Ushio UXL-75XE xenon short arc lamp and a Hamamatsu R928P
PMT tube operating at ∼1000 V, DC.
As shown in Figure 2.8, the CAM-B3LYP exchange/correlation functional was deter-
mined to be best for stilbene while PBE0 gave the best match for fluorescein. The thermal
broadenings used to generate the spectra were 250 meV for stilbene and 80 meV for fluo-
rescein. In the case of stilbene, the experimental absorption data is for trans-stilbene rather
than the trans-4,4′-diaminostilbene using for pooling calculations. A calculation was there-
fore performed for trans-stilbene in order to test the chemical accuracy of the exchange
correlation functional with the functional chosen then used for all trans-4,4′-diaminostilbene
calculations. The results are shown in Figure 2.8. The absorption and emission spectra for
































































Figure 2.8: Comparison of spectra from TD-DFT calculations and experimental measure-
ments using exchange/correlation functionals giving best match to data. These are identified
in the figure legends.
HBC and OTP, respectively, are shown in Figure 2.9. The exchange/correlation functional
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that gave the best chemical accuracy were B3LYP and PBE0 for HBC and OTP, respec-
tively. The thermal broadenings used to generate the spectra were 100 meV for HBC and
150 meV for OTP. The secondary peaks shown in the experimental data of HBC are most
likely the result of a combination of phonon and aggregation effects that are not accounted
for in the model calculations.



























































Figure 2.9: Comparison of spectra from TD-DFT calculations and experimental measure-
ments using exchange/correlation functionals giving best match to data. These are identified
in the figure legends.
2.4 Results: Stilbene-Fluorescein
Intermolecular and intramolecular dynamics were first considered for a single stilbene-
fluorescein molecule, shown in its ground state configuration in Figure 2.4(a). As a com-
putational expedient, the molecule was divided into a 4,4′-diaminostilbene core and two
fluorescein-5-isothiocyanate antennae with each moiety passivated and subjected to indi-
vidual electronic structure analyses to obtain the required transition dipoles, electric-dipole
coupling tensor and two-photon absorption tensor. The interactions between the core and
antennae were assumed to be well-characterized by simple dipole coupling allowing Eqs. (7)–
(10) to be used to calculate the rates of energy pooling and the competing processes. The
rates are shown in Table 2.1. The two orientations considered are displayed in Figure 2.10.
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In simplest terms it is a comparison of intermolecular energy pooling and intramolecular
energy pooling.
Table 2.1: Rates and efficiencies of stilbene-fluorescein system. Where the subscripts a and




PL 8.1×101 0.6 8.1×101 0.4
CET 1.9×100 0.0 3.2×103 16.9
AET Total 8.7×10−1 0.0 2.8×101 0.1
ETU Total 1.4×104 99.4 1.6×104 82.7
In the intramolecular configuration, we see that the efficiency of the energy pooling is
relatively small. The main factor for this is the center to center distances between the three
molecules. Conversely, if we consider intermolecular system we see that smaller distance
favors the energy pooling mechanism. There is an additional orientation factor that does
favor the intramolecular orientation, but it is small compared to the effect separation plays.
The original experimental results did not quantify the efficiency of upconversion in such a
way that a direct comparison could be made [29].
The possibility of triplet-triplet annihilation (TTA) was also considered. In the geometry
of the first excited state it was determined that the energy gap between the singlet state and
the nearest lying triplet state was only 20 meV. This makes the possibility of intersystem
crossing extremely likely. Additionally, when relaxed in the triplet state it was found that
the energy gap widened to 400 meV, which means that the intersystem crossing in uni-
directional; once the triplet state is formed it is very unlikely for it to revert back into a
singlet. Since the rate intersystem crossing can not be calculated within our theoretical
setting, the efficiency of this process is not known.
2.5 Results: Hexabenzocoronene-Oligothiophene
Hexabenzocoronene-oligothiophene (HBC-OTP) was studied next because the emission

















Figure 2.10: Molecular orientations of stilbene-fluorescein: (a) ground state geometry of a
single molecule; (b) donor/acceptor orientations associated with optimized intermolecular
pooling efficiency. S atoms are yellow, H atoms are white, C atoms are grey, O atoms are
red, and N atoms are blue. The green (stilbene) and pink (fluorescein) shading is a guide to
the eye and is also used to indicate the location of moieties not explicitly accounted for in
the computational analyses.
possible. In addition, the hexagonal shape of the HBC allowed for six antennae rather than
two increasing the probability of two antennae being excited simultaneously, an important
requirement for energy pooling. Last, it has been observed that HBC tends to form collimated
liquid crystalline phases that can be aligned along a given direction by the application of an
external electric field. This effect is believed to give rise to high carrier mobility [71]. The
geometry is shown in Figure 2.5. Each component was assumed to be insulated and studied
individually. The alkyl chains were methyl terminated for the HBC, but not for OTP due
to the possible impact on the molecular geometry.
Figure 2.11 shows four possible orientations for HBC/OTP system. This includes the
simplest intramolecular case of the antennae being nearest neighbors, an intermolecular
configuration of two OTP from neighboring molecules interweaving between the antennae
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of the HBC, a hybrid between the intramolecular and intermolecular configurations, and an
intermolecular configuration in which the OTP are situation on either side of the HBC at a
distance of 7Å.
Table 2.2 gives the results of the rates and efficiencies for each of the configurations of
the HBC-OTP system. The efficiency of energy pooling in the intramolecular system is
only about 0.4%; high enough to be experimentally measurable but considerably less than
desired. The main cause of this low rate is the relatively large distance between the geometric
centers of the core and antennae. The fourth configuration is by far the most efficient in
any case. This is due to the small center-to-center distance of the core and antennae in
this configuration. If the distance factor is changed to match the distance in the first three
configurations, the fourth configuration would be less efficient than the others due to the
direction of the transition dipole moments.
Table 2.2: Rates and efficiencies of hexabenzocoronene-oligothiophene system. Where the






PL 6.8×102 5.5 6.8×102 0.5 6.8×102 1.6 6.8×102 0.0
CET 5.5×101 0.4 8.5×103 6.6 6.7×102 1.6 3.5×107 99.0
AET (D-D’) 1.6×10−2 0.0 1.9×100 0.0 2.0×100 0.0 1.3×103 0.0
AET (D’-D) 1.3×10−2 0.0 3.1×100 0.0 8.7×10−2 0.0 1.3×103 0.0
ETU (D-D’) 5.9×103 48.2 5.9×104 45.9 1.5×104 33.7 1.8×105 0.5
ETU (D’-D) 5.6×103 45.8 6.1×104 47.0 2.7×104 63.2 1.8×105 0.5
2.6 Conclusions
Organic molecular assemblies tend to have strong electron-phonon coupling and a con-
comitant rapid internal conversion of excess exciton energy into heat. This is a primary
obstacle in the design of organic upconversion materials. In such settings, energy pooling of-
fers the prospect of efficiently upconverting excitonic energy by avoiding states in which hot
excitons can lose energy to phonons. However, the conditions under which such relaxation































(d) Co-facial, intermolecular geometry
Figure 2.11: Four representative geometries for HBC-OTP. S atoms are yellow, H atoms are
white, C atoms are grey, and N atoms are blue. The green (HBC) and pink (OTP) shading
is a guide to the eye and is also used to indicate the location of moieties not explicitly
accounted for in the computational analyses.
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nation of molecular quantum electrodynamics, perturbation theory, and electronic structure
calculations was used to develop a simulator that calculates energy pooling rates along with
other relaxation processes. These include photoluminescence and energy transfer upconver-
sion but not triplet-triplet upconversion. Internal conversion was assumed to be much more
rapid than any other relaxation dynamics. An important computational expedient was to
assume that the interaction between donor and acceptor units is well-approximated by elec-
tric dipole coupling. This allowed rate expressions to be developed that can be populated
with electronic structure data associated with isolated units–e.g. transition dipole elements
for isolated donor molecules and isolated acceptor molecules.
Two specific example systems were chosen to exercise the methodology: stilbene-fluorescein
and hexabenzocoronene-oligothiophene (HBC-OTP). In the case of the stilbene-fluorescein,
it was found that intra-molecular energy pooling is measurable but with an efficiency less
than 0.0%. This can dramatically improved, however, to approximately 17% efficiency for
geometry-optimized inter-molecular dynamics. An examination of excited singlet and triplet
energy levels, though, indicates that there is only small energy gap between the first singlet
and the nearest triplet state. This leads us to conclude that triplet-triplet annihilation is
also a reasonable interpretation for the upconversion observed in previous experiments, but
the computational estimate of triplet-triplet annihilation is beyond the scope of the present
investigation. For HBC-OTP, the efficiency of intramolecular energy pooling is estimated
to be 0.4%, primarily limited by the large spacing between donor and acceptor components.
On the other hand, an optimized co-facial orientation that could be associated with either
inter-molecular dynamics or OTP arms bent back onto the HBC yields pooling efficiencies
of 99%. Cooperative Energy Pooling was found to be much more efficient that Accretive
Energy Pooling in all cases. We conclude that the future design efforts should focus on
inter-molecular dynamics that employ the following design guidance:
• Energy pooling has an extremely sensitive r−12 distance dependence as compared with
compared the r−6 dependence of energy transfer upconversion. This suggests that
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donor-acceptor distance should be minimized to promote energy pooling. As separation
between components is reduced, though, multipole effects will become increasingly
important as will Dexter processes.
• Both donor and acceptor components should be chosen to have a large Two-Photon
Absorption (TPA) cross section. This is because both pooling rates correlate with
the TPA tensor which are directly related to the TPA cross-section (see Methodology
section). As a result, the significant body of nonlinear optics data on TPA materials
can be fruitfully applied to exciton dynamics as well.
• Donor molecules should be used that cannot sequentially absorb two photons–i.e. can-
not carry out Energy Transfer upconversion (ETU). Along the same lines, energy
transfer from acceptor to donor should be designed out. In both cases the intent is to
exclude the possibility of hot excitons losing energy to heat.
• All upconversion rates depend strongly on the relative orientation of donor and acceptor
components. Our simulations show that it is possible to lower the coupling between
the donors while maintaining a strong coupling between the donors and the acceptor.
This would decrease the rate of ETU so as to reduce the subsequent generation of heat.
2.7 Acknowledgments
This research is supported by the NSF SOLAR Grant CHE-1125937. All computations
were carried out at the Golden Energy Computing Organization, Colorado School of Mines.




EXPERIMENTAL VALIDATION OF ENERGY POOLING
The experimental aspects of the work summarized below were carried out by Daniel Wein-
garten and Sean Shaheen of the University of Colorado, Boulder. This was a collaborative
effort that resulted in a Nature Communications publication on which I am a co-author [54].
Experimental validation of energy pooling was originally to be performed for the HBC/
Oligothiophene from the previous study in Chapter 2, Figure 2.5. However, our studies into
the molecular system, ultimately leading to the set of design criteria at the end of Chapter 2,
prompted a reconsideration of the molecules to use. Using the previously established design
criteria, I and collaborators iterated potential molecule combinations that satisfy the design
criteria for efficient energy pooling. Finally a system consisting of rhodamine 6G (R6G) and
stilbene-420 (S420) was selected as a donor/acceptor candidate. S420 was selected for its
significant two-photon absorption cross-section in the range of 500-600 nm [72]. R6G was
selected for its high fluorescence quantum yield, absorption strength, and the large spectral
overlap between its emission and the two-photon absorption of the S420 [73]. Alternative
donor candidates including rhodamine B and merocyanine 540 were considered. However,
due to their limited spectral overlap between its emission and the two-photon absorption of
the S420 they were experimentally verified to be inferior to R6G.
Films of S420 and R6G were fabricated by dissolving the molecules in solution, then blade
coating the solution onto a glass substrate. The spectral properties of the resulting film was
a linear combination of the S420 and R6G spectra. The absorption and emission spectra for
both molecules is shown in Figure 3.1. As can be observed in the figure the absorption of
the S420 acceptor occurs at 349nm. To experience upconversion a donor that emits at 698
nm would be needed. While the peak of R6G is at 570 the long emission tail has an emission
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Figure 3.1: Spectral properties of the energy pooling system. (a) Absorption, emission and
upconverted emission spectra of R6G/S420 blend energy pooling thin film. Upconverted
emission was measured under 540 nm excitation. Normal emission was measured under
excitation at 349 nm to avoid artifacts due to scattered excitation signal overlapping with
emission spectrum. (b) Absorption and emission spectra of pristine S420 (acceptor) and
R6G (donor) molecules in thin films. Emission spectra were measured under excitation at
363 and 525 nm for S420 and R6G, respectively. Reproduced from Ref. [54].
strength of half the peak emission at 698 nm, therefore energy pooling in this system should
still be possible. The R6G molecule also has weak or no absorption in the spectral range
of 320-440 nm, which should limit losses because of singlet-singlet annihilation, referred to
in the previous chapter as energy transfer upconversion. There is also a partial overlap
of acceptor emission and donor absorption to inhibit losses from possible FRET from the
acceptor to the donor, which would then relax. This system partially or fully meets the
design criteria laid out in Chapter 2, and the relative impact of each loss pathway will be
explored.
To establish that any upconversion observed was, in fact, from energy pooling, analogous
films of S420/rhodamine 800 (R800), polymer polyvinylpyrrolidone (PVP)/R6G, and pris-
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Figure 3.2: Upconverted emission spectra of CEP film and control films. Upconverted
emission spectra of Rhod6G/Stilb420 blend film compared with control films of pristine
Stilb420, Rhodamine 800/Stilb420, Rhod6G/PVP and blank glass substrate. Emission from
the Rhod6G/PVP film is due to PVP disaggregating Rhod6G and increasing the normal
590 nm emission enough to leak through both short-pass filter and monochromator filtering.
Reproduced from Ref. [54].
tine S420 were also made. The R800 is chemically similar to R6G does but without having
an emission overlap with the two-photon absorption of S420, so it served to distinguish up-
conversion through two-photon absorption from energy pooling. The two films were excited
at 540 nm, and the high energy emission were compared, Figure 3.2. It was found that
the high energy emissions of the S420/R6G film was 160 times larger than the S420/R800
film, the peak in the S420/R800 film being due to two-photon absorption. The slight in-
creases in the emission strengths of the S420/R800 and PVP/R6G films was attributed to
the R800/PVP acting as a molecular dopant which increases two photon absorption yields by
disaggregating the S420/R6G and reducing self-quenching losses. The only plausible expla-
nation for the significant improvement in upconversion observed in the S420/R6G system is
a many-body upconversion process. Upconversion schemes other than energy pooling, such
as triplet-triplet annihilation and intermediate level sequential absorption, can be ruled out
based on the electronic properties of the molecules used.
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An examination of the intensity dependence on the upconversion emission was performed,
Figure 3.3. It was found that at low light intensity the dependence followed a quadratic
trend, and as the light intensity was increased the trend shifted toward a linear intensity
dependence. I was consulted on interpreting the intensity dependence of the upconversion. A
simple kinetic model similar to the described in Chapter 5 (Eqs. 5.6–5.9) was used to examine
this problem. In the low light intensity limit a quadratic dependence arises due to the low
excited donor concentration. As the intensity rises the excited donor rises until it eventually
reaches saturation. At this point the dependence becomes linear. Film degradation at high
light intensity prevented a full examination into the linear regime. This is consistent with
what would be expected from a many-body upconversion process, and is well established
trend in the field of triplet-triplet annihilation [74–76].



















= D∗(t = 0) = A∗(t = 0) (3.3)
D(t = 0) = R (3.4)
A(t = 0) = 1−R (3.5)
In the above expressions D, D∗, A, and A∗ are the time dependent population densities
of the donor molecules in the ground state, donor molecules in the excited state, acceptor
molecules in the ground state, and acceptor molecules in the excited state, respectively.
ΓD, ΓA, ΓFRET , and ΓEP are the rates of donor decay, acceptor decay, FRET from excited
acceptor to unexcited donor, and energy pooling, respectively. γ is the likelihood of donor
self-reabsorption, E is the excitation flux intensity, d is the thickness of the film, and ǫ is
42
Figure 3.3: Excitation intensity dependence of the CEP film. (a) Log-log plot of upconverted
emission from the CEP film at 440±20 nm as a function of 540 nm excitation intensity. The
coloured lines are quadratic (blue) and linear (red) fits to the first and last three data points,
respectively. The green line is a fit to the CEP kinetic model, discussed below. Excitation-
induced film degradation precluded the collection of data at higher excitation intensities.
The inset shows the same figure but scaled linearly. (b) Instantaneous power-law depen-
dence of measured and modeled excitation dependence curves, showing a progression toward
linear power-law dependence at higher excitation intensities. The power-law dependence was
determined by the slope of a linear fit to a sliding boxcar window of six data points from
the log–log plot of intensity dependence in (a). Reproduced from Ref. [54].
the molar attenuation coefficient of the donor at the excitation wavelength, and R is the
percentage of the film blend comprised of donor molecules.
Experimental measurements of the excited state lifetimes, film thickness, excitation flux,
and donor absorbance, allowed for estimations of the values of ΓFRET , ΓEP , and the steady-
state quantum yield. The quantum yield was found both as a function of absorbed photons
that undergo energy pooling (internal quantum yield, IQY) and as a function of incident
photons that are re-emitted at higher energy (external quantum yield EQY).
The kinetic model was used to guide for determining optimal values for parameters includ-
ing the film thickness, and the film ratio of donors to acceptors. The optimal film thickness
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is determined by the excitation intensity, and the donor absorbance, decreasing the former
or increasing the latter results in a thinner optimal film thickness. The film ratio of donors
to acceptors, is similarly dependent on the excitation intensity, and the donor absorbance,
decreasing the former or increasing the latter results in a lower donor to acceptor ratios. It
was found that a simple 2:1 ratio of donors to acceptors, is not ideal for most situations,
particularly at low light intensity. Instead, a ratio of 1:40 was found to give better quantum
yields.
An estimate of the light intensity required for many-body upconversion is obtained
through the equations: Iexc =
2~ω
τD·σD
, where τD is the excited state lifetime of the donor
molecules, and σD is the cumulative absorption cross-section of all donor molecules that
could be potentially contribute energy to a specific acceptor molecule within the donor ex-
cited state lifetime. This demonstrates how energy pooling can achieve upconversion at the
same low light intensities as triplet-triplet annihilation (TTA). Whereas the singlet donors in
energy pooling have a shorter lifetime, they can diffuse through the material and encounter
another excited donor before decaying. As opposed to triplets, which have a characteristically
shorter diffusion length.
Table 3.1: Best-fit calculation of the quantum yields of the energy pooling blend film exper-
imentally measured in this work at the range of excitation intensities used in measurement.
In the final row the excitation intensity, acceptor decay rate, donor absorption, and film
thickness are measured parameters while the energy pooling rate, FRET rate, donor decay
rate and donor self-reabsorption rates are fitting parameters (Eqs. 3.1–3.5).
E (Einsteins·nm·L−1·s−1) ΓEP (s−1) ΓFRET (s−1) ΓD (s−1) ΓA (s−1)
7.1·107 – 1.2·109 9.3·1011 1.6·1012 4.0·109 2.0·109
ǫ (L·mol−1·s−1) d (nm) γ IQY EQY
7.6·104 160 0.30 3.1–36% 0.02–0.19%
A thin film of thickness 80 nm was fabricated and subjected to excitation flux intensity
between 7.1·107 – 1.2·109 Einsteins·nm·L−1·s−1 at the absorption energy of the R6G donor
(540 nm), summarized in Table Table 3.1. The quantum yields were found by numerically
solving the kinetic model, with IQY being measured in a range of 3.1–36%, and the EQY
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posses a range of 0.02-0.19%, where the larger QYs correspond to larger excitation flux
intensities. The large difference between the IQY and EQY results demonstrate the large
loss mechanisms present in the energy pooling process, most notably the FRET from ex-
cited donor to unexcited donor, are severely limiting the efficiency of the energy pooling
upconversion.
To summarize, energy pooling upconversion in solid-state, organic molecule thin film
blends. The Rhodamine 6G/Stilbene-420 system presented yielded a x160 upconversion
improvement over simple two-photon upconversion in Stilbene-420 and an estimated 0.2%
external quantum yield under excitation 105 W·cm−2. The estimated internal quantum yield
was 36%, indicating that addressing the previously identified energy loss pathways should
lead to signifigant improvements in upconversion efficiency. Further optimization of the
donor/acceptor pairs according to the design criteria detailed in Chapter 2 should allow for
greater and more practical upconversion yields.
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CHAPTER 4
ELECTRIC DIPOLE COUPLING IN OPTICAL CAVITIES AND ITS IMPLICATIONS
FOR ENERGY TRANSFER, UPCONVERSION AND POOLING
This chapter is based on a paper published in Physical Review A [77].
4.1 Abstract
Resonant energy transfer, energy transfer upconversion, and energy pooling are con-
sidered within optical cavities to elucidate the relationship between exciton dynamics and
donor/acceptor separation distance. This is accomplished using perturbation theory to derive
analytic expressions for the electric dipole coupling tensors of perfect planar and rectangular
channel reflectors—directly related to a number of important energy transfer processes. In
the near field, the separation dependence along the cavity axis is not influenced by the cavity
and is essentially the same as for three-dimensional, free space. This is in sharp contrast
to the reduced sensitivity to separation found in idealized low-dimensional settings. The
cavity dynamics only correspond to their reduced dimensional counterparts in the far field
where such excitonic processes are not typically of interest. There is an intermediate regime,
though, where sufficiently small cavities cause a substantial decrease in separation sensitivity
that results in one component of the dipole-dipole coupling tensor being much larger than
those of free space.
4.2 Introduction
The energy of light absorbed by a semiconducting nanostructure manifests itself as an
electron-hole pair, an exciton, that can subsequently engage in a rich variety of relaxation
processes. It may couple to phonon modes and simply generate heat or re-emerge as a
photon through photoluminescence. In the vicinity of another nanostructure, though, the
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exciton may also move from one site to another [78] without any exchange of electrons [79].
Such a process emerges from a superposition of virtual photon interactions between donor
and acceptor moieties and is commonly referred to as Resonance Energy Transfer (RET).
It underlies an impressive array of natural and technological processes and has been studied
extensively for many decades.
Beyond simple RET, interactions between multiple excitons can result in the creation
of a single, high-energy excitation. Such upconversions are referred to as Energy Transfer
Upconversion (ETU) [61] if the intensified exciton is created on one of the original sites and
Energy Pooling (EP) if it emerges on a third nanostructure [24, 55, 62, 63]. These processes,
for instance, allow the infrared spectrum to be drawn upon to carry out higher energy tasks
in photovoltaics [3–5], biofuel production [6] and medical applications [8–11].
Motivated by a desire to make RET and ETU more robust and efficient, optical cavities
have been experimentally realized in which these processes occur. Cavities offer a higher
density of optical states at resonance which enhances the efficiency of RET relative to pho-
toluminescence [31]. For the same reasons, the efficiency of ETU was was found to increase
by two orders of magnitude in cavity environment [32]. Early indications that cavities also
increased the rate of RET were ultimately discounted though [33].
Optical cavities may also reduce the extreme near-field sensitivity to donor/acceptor
separation, R, which is proportional to R−6 for RET and ETU and R−12 for EP. Within the
abstraction of reduced dimensionality, for instance, this is certainly the case [34, 80]. Two-
dimensional RET has an R−4 near-field fall off with separation, while its one-dimensional
counterpart is not sensitive to separation at all. Along similar lines, it has been found
that RET between quantum disks in a quasi-two-dimensional setting has an effective R−1
sensitivity to separation [81]. Each geometric setting is depicted in Figure 4.1.
There is a fundamental difference between such reduced dimensional dynamics and those
that occur in a cavity though. This is the result of a substantial reduction in what will be











































Figure 4.1: Geometries Considered. Planar (top) and Rectangular Channel (bottom) cavity
geometries along with there reduced dimensional counterparts at right. The donor (D) and
acceptor (A) species are depicted as small red spheres within the cavities.
tromagnetics perspective, this was noted over twenty years ago [82] as an effect attributable
to evanescent cavity modes. Separation sensitivity was not explored, though, and a mistake
in carrying out the complex contour integration resulted in incorrect expressions for the
dipole coupling tensor. Cavity RET was subsequently considered between idealized continua
of donor and acceptor layers, but separation sensitivity was not taken up [83]. In a more
recent computational analyses of cavity RET for quantum disks, the ansatz did not account
for the cavity modes responsible for the difference in separation sensitivity as compared to
that of reduced dimensional idealizations [84].
This has motivated us to quantify the donor/acceptor separation sensitivity of resonant
energy transfer and exciton upconversions within optical cavities. This is accomplished by
deriving the Electric Dipole-Dipole Coupling Tensor for both planar and channel cavities.
Its components are then analyzed as a function of the relative positions of the donor and
acceptor, both within a cavity cross-section and along the cavity axes. The results show a
clear distinction between processes in reduced dimensions and their counterparts in optical
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cavities—i.e. two wires in free space versus two point dipoles in a planar cavity, and two
layers in free space versus two point dipoles in a channel cavity. The coupling expressions
derived are intended to be helpful in designing systems that optimize the efficiency of desired
excitonic processes relative to other relaxation channels that may be available. They are
also relevant in the exploration of RET, ETU and EP analogs to Dicke superradiance in
cavities [85] and as a reference point when considering excitonic dynamics within the strong
coupling regime [80]. The methodology developed can be used to quantify exciton dynamics
in plasmonic grating settings as well.
4.3 Methodology
Provided that the coupling is sufficiently weak, light/matter interactions between a donor
and acceptor can be considered within a perturbative Quantum Electrodynamics (QED)
framework [86]. We suppose that the base Hamiltonian, Ĥ0, is comprised of independent
light and matter contributions and restrict attention to the idealization that excitons can be
treated as indivisible particles:






The purely excitonic component, Ĥex, is in terms of the exciton annihilation operator, ĉj, of
material state |j〉ex with bosonic commutation relations [ĉi, ĉ
†
j]− = δij. The photon compo-
nent, Ĥlight, can be expressed in terms of its own annihilation operator once the electromag-
netic modes are identified, and this will now be taken up.
For a prescribed cavity geometry, the normalized electric and magnetic eigenmodes, ϕ
and χ, are obtained by solving eigenvalue problems derived from Maxwell’s equations,
∇2ϕ(λ,k) = −k2ϕ(λ,k), ∇2χ(λ,k) = −k2χ(λ,k), (4.2)
and then applying the requisite boundary conditions. The modes are parametrized by vector
k and polarizations λ = 1, 2. For the sake of clarity, the permittivity, ε, and permeability,
µ, have been assumed to be constant. The speed of light in the cavity is denoted by c and
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k ≡ |k|.























The annihilation operator, â(λ,k), destroys a photon in orientation and mode (λ,k) and obeys
the bosonic commutation relations [87]:
[â(λ,k), â(γ,p)]− = (8π
3Ω)−1δ(k− p)δλ,γ. (4.5)
where Ω is the quantization volume. For each cavity, the quantization function, E0(k), is


































The perturbative light-matter interaction, Ĥ1, may now be introduced as Ĥ1 = −µ̂ · Ê,
where µ̂ = er̂ acts on the excitonic states, e the magnitude of charge, r̂ is the exciton position
operator, and Ê acts on the optical states. A more complete accounting of exciton relaxation
channels would explicitly account for exciton-phonon interactions in the Hamiltonian [84, 88],
but phonon effects can also be implicitly considered by adding a broadening term to the
eigenvalues of the purely excitonic Hamiltonian. An analogous broadening approach, applied
to the optical modes, can be used to account for photon and phonon losses in an imperfect
cavity. We considered the broadening approach, but this causes a decay in the far field
and so does not allow a direct comparison with previous low-dimensional results in that
regime [34]. A third approach was therefore adopted in which the cavity was excited just off
resonance. In the near field, the resulting dipole coupling tensor was found to match that of
the resonant cavity with broadening provided the broadening was of the same order as the
detuning of the cavity.
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The initial (i) and final (f) eigenstates are represented in an occupation formalism as
state vectors |i〉 = |1, 0; 0〉 and |f〉 = |0, 1; 0〉. The first two arguments are for the donor (D)
and acceptor (A), respectively, while the third component gives the number of photons, j,
occupying a given mode and polarization, j(λ,k). The photon occupation allows an explicit
accounting of all possible intermediate states through which the system may pass, with all
paths contributing to the dipole coupling tensor.
The rate analysis is significantly simplified by making a point dipole approximation—i.e.
by assuming that the dipole moment of the donor or acceptor is located at its geometric
center. Then operator r̂ can be replaced with the position vectors of each species, rD and
rA, and the interaction Hamiltonian can be expressed in terms of the transition dipoles of
each species, µ(D) and µ(A):
Ĥ1 = −µ(D) · Ê(rD, t)− µ(A) · Ê(rA, t). (4.7)
Since the electric field operator changes the photon occupation, second order perturbation




|M |2 δ(εf − εi) (4.8)
where
M = 〈f |
∑
m
Ĥ1 |m〉 〈m| Ĥ1
εi − εm
|i〉 (4.9)
is the transition amplitude expressed in terms a sum over mediating virtual states, |m〉. This
can be written out explicitly for a prescribed exciton energy, ~cp [89]:





i Vij(p, rA, rD)µ
(D)
j . (4.10)
Note that no plane wave assumption has been made regarding the electric field modes; the
parametrization of energy using the scalar, p, is for analytical convenience only.
The central quantity in such rate formulations is clearly Vij, the Cartesian projections
of the Electric Dipole Coupling Tensor, which is constructed using two time orderings:
Vij(p, rA, rD) = V
+
ij (p, rA, rD) + V
−
ij (p, rA, rD) (4.11)
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The V +ij component may be interpreted as being associated with the emission of a virtual
photon at the donor which is then absorbed by the acceptor. Its counterpart, V −ij , accounts
for virtual photons emitted from the donor that travel backwards in time to the acceptor.
Both are subject to time-energy uncertainty, of course, but the second path, which can also
be thought of as a brief borrowing of energy from the vacuum, would not be possible in a
classical enforcement of conservation of energy.
RET, ETU and EP are all based on the same dipole coupling tensor, and donor-acceptor
separation sensitivity dwells exclusively there for each process [55, 86]. For the RET and
ETU, the rate is proportional to the square of the coupling tensor while the EP rate is
proportional to its fourth power.
4.4 Free Space Results
The dipole coupling tensor is first presented in the standard free-space setting to introduce
notation and facilitate a direct comparison with its counterpart in two cavity settings. In
free space, the electromagnetic eigenmodes are just plane waves of course,
ϕ
(λ,k)(r) = ê(λ,k)eik·r (4.14)
χ
(λ,k)(r) = (k̂× ê(λ,k))eik·r,
where k̂ = k/k and orthonormal polarization vectors, ê(λ,k), are such that k̂ · ê(λ,k) = 0. Eq.





The modes and quantization factor are applied to Eq. 4.11, the sum over k is expressed
as an integral which is then evaluated using complex contour integration, and the resulting
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components of the dipole coupling tensor are found to be [86]:




(δij − r̂ir̂j)Λ±(pr) + (δij − 3r̂ir̂j)Ξ±(pr)
)
. (4.15)
Here r = rA − rD is the position vector pointing from donor to acceptor. In addition,
functions Λ±(pr) and Ξ±(pr) are:
Λ±(pr) = ∓pr + k2r2(cos(pr)si(∓pr)± sin(pr)Ci(∓pr)) (4.16)
Ξ±(pr) = −cos(pr)si(∓pr)∓ sin(pr)Ci(∓pr)− pr(sin(pr)si(∓pr)∓ cos(pr)Ci(∓pr)).
Scalars p and r are the magnitudes of the p and r vectors. Functions Ci(pr) and si(pr) are
the cosine integral and shifted sine integral. Without loss of generality, assume that the
separation of the donor and acceptor is in the x-direction and let X ≡ r. The components
of the coupling tensor are plotted in Figure 4.2, where the ± convention is consistent with
Eqs. (4.11-4.13) where ”+” signifies a virtual photon being emitted by the donor while ”-”
indicates emission by the acceptor. The problem symmetry implies that |Vyy| = |Vzz| and,
because the donor and acceptor both lie on the y-axis, the off-diagonal elements of Vij are
zero. In the near field (pX ≪ 1), both time ordering contributions are of the same size, but
in the far field (pX ≫ 1) the donor emission contribution is much larger than the acceptor
emission contribution. The decline of the latter in the far field is due to decreasing energy
uncertainty with increasing photon propagation time [65].
The character of the coupling components is easily distilled to a power-law dependence
on the separation distance, X, and the fitted exponent, n, is plotted for Vxx and Vzz in
Figure 4.2. As expected, the coupling decays as 1/X3 in the near field for nonradiative
energy transfer. In the far field, the dependence changes to 1/X2 for Vxx and 1/X for
Vzz—radiative energy transfer. The transition from near-field to far-field behavior occurs
at pX ∼ 1, and this boundary is best explained by first expressing the dipole coupling
in a spherical-wave expansion to make it reflect free spatial symmetry. The separation
dependence is then described [90] by nth-order spherical Hankel functions of the first kind,
and these have a transition region at pX ∼ n. This also indicates that the energy transfer
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Figure 4.2: Free-Space Dipole Coupling. Comparison of the contributions of V +ij (red/gray),
V −ij (blue/dark gray) and their sum (green/light gray) for |Vxx| and |Vzz| along with their
power-law dependencies in the panels at right.
in the far field is dominated by the lowest order spherical Hankel function.
4.5 Planar Cavity Results
We now turn attention to the primary focus of this paper, quantifying the separation
sensitivity of cavity-based RET, ETU and EP. First consider the planar cavity Figure 4.1(a)
consisting of two perfectly conducting plates located at z = 0 and z = L. These mirrors
impose boundary conditions that must be satisfied by the eigenmodes of Eq. 4.2. Continuity
of the electric field at the boundaries implies that the tangential components of the electric
field need to be zero there. Along the same lines, the normal component of the magnetic
field is zero at the boundaries. The requisite electric modes are then
ϕ
(TE,k)(r) = sin(kzz)e


























The boundary conditions imply that the z-component of the wavenumber is discrete, kz =
nπ/L, making it natural to define two-dimensional vector, kγ, in the x,y-plane. As usual,
mode polarizations, λ, are referred to as transverse electric (TE) and transverse mag-
netic (TM), where transverse implies that there is no field component perpendicular to






These preliminary quantities are sufficient to now derive the dipole coupling tensor using
Eqs. (4.11 - 4.13). Construction of its Vij projection is detailed in Appendices A-F. The
final expressions are:











































































































Because we have chosen to have no separation in the y-direction, Vxy = Vyz = 0. If there is
no separation in the z-direction, then Vxz = 0 as well. The sums in the Vij expressions can
be partitioned into two distinct sets of terms. The set for which p2 − k2z < 0 is associated
with a state sequence in which the total energy of the system during the energy transfer
is higher than the exciton energy. This includes only states in which virtual photons have
an energy greater than the exciton energy. These will be referred to as Non-Radiation-
Dominant (NRD) terms since they decay in the far field as the time-energy uncertainty
inequality narrows the range of allowed energies. The set for which p2 − k2z > 0 is associated
with a state sequence in which the total energy of the system during the energy transfer
can be equal to the exciton energy. This includes all states in which virtual photons have
an energy equal to the exciton energy and both donor and acceptor are in their ground
states. As separation distance increases, time-energy uncertainty causes this set to narrow
towards that of energy conserving photon emission and absorption, so they are referred to as
Radiation Dominant contributions. It is worth emphasizing that the Radiation Dominant set
still includes quantum pathways that borrow energy from the vacuum and influence near-field
dynamics. Unlike the case in free space, the overall expression does not lend itself to a simple
analytic decomposition into forward and backward propagating photon contributions. While
this could be accomplished numerically, that was not carried out in order to have analytic
results.
The planar cavity dipole coupling tensor can be compared directly with its counterpart
derived within a two-dimensional setting to address the primary focus of this investigation—
i.e. the difference in dynamics due to cavity constraints as opposed to a simple reduction












Not surprisingly, this expression is essentially the same as the Vzz component of the planar
cavity coupling tensor under the restriction that kz = 0. With the z-dependence thus
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removed, Vzz is the only non-zero projection of the tensor. The distinction between the
reduced and cavity coupling tensors is then just a factor of two which can be attributed to
the difference in quantization factors in free-space and planar cavity settings.
The full planar cavity coupling tensor has a much richer character, as shown in Figure 4.3.
A cavity width of L = 1.1π/p—large enough to allow a single non-resonant Radiation Dom-
inant term for each element of the dipole coupling tensor—has been adopted. Moreover, the
z-positions of both donor and acceptor are assumed to be halfway between the plates. In
the near field (pr ≪ 1) the NRD terms dominate while the reverse is true in the far field.
Further insight into the role of the cavity can be obtained by fitting the electric dipole
coupling to a power-law dependence on separation: ∼ 1/Xn. The resulting spatially varying
functions, n(X), are plotted in Figure 4.3. Contrary to previous studies for energy transfer in
cavities [32], the near-field coupling decays as 1/X3. The earlier work assumed that the RD
contribution to Vij was much greater than the NRD component, and the latter was neglected.
As is clear from Figure 4.3, this assumption is only valid in the far field where the separation
sensitivity is X−1/2. This makes physical sense because it implies that the far-field energy
transfer rate has as a 1/X separation sensitivity as one would expect from two-dimensional
wave propagation. The transition from near-field to far-field behavior occurs in the region
where pX ∼ 1.
The influence of the geometric setting on the coupling tensor is taken up from two per-
spectives in Figure 4.4, where the change in its components with cavity size and the effect
of moving the donor and acceptor off center are both quantified. A characteristic separation
distance is observed to occur at the smaller of X = z and X = L− z—i.e. when the separa-
tion distance is the same as the distance of donor and acceptor to the nearest wall. This can
be explained by imagining the virtual photons as spherical waves propagating outward from
one moiety until they reach the other where they are annihilated. The time over which this
occurs defines a sphere of influence of radius X for the virtual photons. If the cavity walls
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Figure 4.3: Planar Cavity Dipole Coupling. Comparison between the RD (red/gray) and
NRD (blue/dark gray) contributions to the dipole coupling tensor along with the sums
(green/light gray) for |Vxx| (a), |Vyy| (b) and |Vzz| (c). 1/Xn separation dependencies are
shown in the right panels.
is not influenced by the constraints they would otherwise impose on it. The virtual photons
therefore travel within this sphere just as they would in free space. Additional quantum
pathways exist in which the spherical wave is reflected off a cavity wall and then absorbed.
However these are necessarily longer than the direct path described previously and so do not
significantly contribute to the coupling tensor. This is a fundamental difference separating
the physical properties of virtual photons versus real photons within a cavity. A virtual
photon has a well-defined creation and annihilation point which gives it a finite sphere of
influence. Real photons, on the other hand, have either a well-defined creation or annihila-
tion point, but not both, implying an infinite sphere of influence. Real photons are therefore
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influenced by all boundary conditions while virtual photons are not. This is, of course, a bit
circular in the sense that designation as a ”real” photon in a cavity implies that it can be
described with geometric (ray) optics in its interaction with all cavity boundaries.
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Figure 4.4: Planar Cavity Geometry Study. (Top) Influence of planar cavity width on dipole
coupling components Vxx and Vzz for cavities of sizes of: L = 0.9π/p (red/gray), L = 0.1π/p
(blue/dark gray), and L = 0.01π/p (green/light gray). Vertical lines are plotted at X =
z = L/2. (Bottom) Influence of donor and acceptor height within planar cavity on dipole
coupling components Vxx and Vzz for species positioned at z = L/2 (red/gray), z = L/20
(blue/dark gray), and z = L/200 (green/light gray). Vertical lines are plotted at X = z.
From Figure 4.3 alone, it might be concluded that the dipole coupling of free space
and the planar cavity are essentially identical in the near field. While this is true for a
relatively large cavities, a substantial deviation develops as the cavity spacing is reduced.
Figure 4.4 (top right panel) quantifies this. The boundary condition imposed by the cavity
walls dramatically decreases Vxx (top left panel) and this effect is also manifested in the z-
position dependence Vxx as well (bottom left panel). Of more technological interest, though,
is that Vzz exhibits a large increase relative to its free-space counterpart as the cavity narrows.
This is the only setting in which the cavity can be used to increase the rate of RET, ETU
and EP. This is observed for pX > 0.1. As shown in the bottom right panel, there is only a
very weak dependence of Vzz on z-position.
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4.6 Rectangular Channel Results
Having elucidated the distinction between two-dimensional free space and planar cavities,
we now turn attention to rectangular channels as shown in Figure 4.1(b). Four perfectly
conducting plates are located at y = 0, y = a, z = 0 and z = b, and these mirrors create

























































with the planar cavity, the polarizations are of either TE or TM character. The quantization








This classical electromagnetic setting allows the Vij component of the dipole coupling































































































As with the planar cavity, the sums in the Vij expressions can be partitioned into two types,
p2 − k2η < 0 and p2 − k2η > 0, which are the RD and NRD contributions, respectively.
The channel components of the dipole coupling tensor can be compared directly to its








Unlike the planar cavity, we cannot set the cavity modes, kη, to zero because then the
entire dipole coupling tensor would disappear. However, if we ignore the sine terms we can
see that, by setting the cavity modes to zero, the Vyy and Vzz terms match the reduced
dimensions result except for a factor of four. This discrepancy can be traced back to the
difference in the quantization factor for the two geometries.
Up to this point, the derivation has been for an arbitrary separation of donor and acceptor
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Figure 4.5: Rectangular Channel Cavity Dipole Coupling. Plot of the |Vxx| and |Vyy| com-
ponents of the dipole coupling tensor between along with their RD (red/gray) and NRD
(blue/dark gray) contributions. The 1/Xn separation dependencies are shown in the right
panels.
has a square cross-section. Furthermore, unless otherwise stated, the y and z positions of
both donor and acceptor are now taken to be equidistant from the waveguide walls. The
components of the dipole coupling tensor are plotted in Figure 4.5. Note that Vyy = Vzz
due to the assumed channel symmetry. We have assumed the waveguide dimensions to be
a = b = 1.1
√
2π/p—just large enough to allow a single non-resonant RD term for each
element of the dipole coupling tensor. As with the planar cavity it was found that, in the
near field (pX ≪ 1), the NRD terms of Vij are of much greater order than the RD term, but
in the far field (pX ≫ 1) the dominance is reversed.
The character of the coupling components is easily distilled to a power-law dependence on
separation distance, X, and the fitted exponent, n, is plotted for Vxx and Vyy in Figure 4.5.
Just as in the planar case, the near-field coupling decays as 1/X3 but converges to a constant
in the far field. The transition from near-field to far-field behavior occurs in the region where
pX ∼ 1.
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The role of cavity size and relative donor-acceptor position are summarized in Figure 4.6.
Consistent with the planar cavity, a transition in behavior occurs when the nearest cavity wall
is at the same distance as the separation between donor and acceptor. So long as the sphere
of influence of virtual photons does not reach the channel wall before it is annihilated, the
dynamics will be that of free space. Also in line with the planar cavity analysis, narrowing the
cavity dimensions can be used to significantly increase the tensor component corresponding
to the direction in which the cavity is narrowed. While the near-field z-position dependence
was found to be weak, the far-field exhibits an interesting oscillatory behavior when z 6= L/2.
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Figure 4.6: Rectangular Channel Cavity Geometry Study. (Top) Influence of square channel
cavity width on dipole coupling components Vxx and Vzz for rectangular channel cavities
of sizes of a = 1.1π/p and b = 0.9π/p (red/gray), L = 0.1π/p (blue/dark gray), and
L = 0.01π/p (green/light gray). Vertical lines are plotted at X = z = L/2. (Bottom)
Influence of species position within square channel cavity (a = b = 1.1
√
2π/2) on dipole
coupling component Vxx for species positioned at z = L/2 (red/gray), z = L/20 (blue/dark
gray), and z = L/200 (green/light gray). Vertical lines are plotted at X = z.
4.7 Conclusions
The electric dipole-dipole coupling tensor, V, underlies a number of important exci-
tonic processes that include Resonant Energy Transfer (RET), Energy Transfer Upconver-
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sion (ETU) and Energy Pooling (EP). Each of these processes is extremely sensitive to the
separation distance between donor and acceptor moieties which could be atoms, molecules,
quantum dots, or defects in condensed matter. However, the tensor is found to have a much
slower decay with separation in theoretically posited, low-dimensional settings. This has gen-
erated a discussion of whether or not this sensitivity could also be reduced by encapsulating
the active materials within optical cavities.
A perturbative, cavity quantum electrodynamics effort was carried out to derive ana-
lytical expressions for the coupling tensor components in two types of cavities to facilitate
an elucidation of how these tensors behave relative to their free-space counterparts. Key
comparisons between five settings can be distilled from the results obtained—the standard
three-dimensional free-space coupling; its two lower-dimensional counterparts; and the planar
and channel cavity coupling. For the sake of clarity, the donor and acceptor are positioned
in the center of the cavities, a planar cavity wall separation of 1.1π/p is adopted, and a
square channel is considered with a wall separation of of 1.1
√
2π/p. The results are shown
in Figure 4.7.
In the near field, where RET, ETU and EP are of primary interest, there is no significant
difference between the three-dimensional free-space coupling tensor and its cavity counter-
parts. Their components, though, are dramatically different than those of the reduced di-
mensional settings. On the other hand, the far-field coupling terms decay as 1/X(d−1), where
d is the number of unconfined dimensions. The more confined the cavity is, the greater the
far-field coupling for a given separation between donor and acceptor. It is also worth noting
that, in the far field, the magnitude of the cavity couplings are always larger than their
reduced-dimensional counterparts.
The substantial difference between the near-field behavior in cavities and their reduced
dimensional counterparts is due to the fact that the cavity boundaries severely limit the num-
ber of electromagnetic modes available to virtual photons in mediating an energy transfer.
In three-dimensional free space, modes are parameterized by a triad of real numbers while
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in the planar and channel cavities the parametrization is two (planar) or one (channel) real
number along with one (planar) or two (channel) integers. This, in turn, reduces the number
of RD photon pathways relative to NRD pathways and has the classical interpretation of
evanescent modes dominating propagating modes within cavities.
Although the focus of this investigation has been on how cavities influence the separation
sensitivity of exciton dynamics, the analysis also shows that, in the near field, thin cavities
tend to reduce the coupling between dipoles as compared with free space. This implies that
the rates of RET, ETU and EP will also tend to be lower. However, a special cavity setting
has been identified in which sufficiently thin cavities can be used to increase one component
of the dipole-dipole coupling at sufficiently large separation. For instance, a factor of ten
increase in Vzz can be obtained for intermediate zone separations with a planar cavity height
of L = 0.1π/p. For a 1 eV exciton, this corresponds to a cavity height of 60 nm. Since RET
and ETU rates are based on the square of the dipole coupling, they could be increased by
a factor of 100. EP varies as the fourth power of the coupling and so would be enhanced
by a factor of 10,000. An analogous enhancement is possible within a rectangular channel
cavity by narrowing one of the cavity directions, while the second cavity dimension may be
tuned to be resonant with a particular wavelength thereby enhancing emission through the
Purcell effect. The result would be a cavity that benefits both from enhanced emission and
enhanced energy transfer.
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Figure 4.7: Dipole Coupling Comparison for Free Space, Planar Cavity and Rectangular
Channel Cavity. The diagonal components of the dipole tensor for each geometry: 3-D free
space (green/light gray), planar cavity (blue/dark gray), channel cavity (red/gray), 2-D free
space (blue/dark gray, dashed), and 1-D free space (red/gray, dashed).
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CHAPTER 5
IMPROVED ENERGY POOLING EFFICIENCY THROUGH INHIBITED
SPONTANEOUS EMISSION
This chapter is based on a manuscript that has been accepted to appear in the Journal of
Physical Chemistry C [91].
5.1 Abstract
The radiative lifetime of molecules or atoms can be increased by placing them within a
tuned conductive cavity that inhibits spontaneous emission. This was examined as a pos-
sible means of enhancing three-body, singlet-based upconversion, known as energy pooling.
Achieving efficient upconversion of light has potential applications in the fields of photo-
voltaics, biofuels, and medicine. The affect of the photonically constrained environment on
pooling efficiency was quantified using a kinetic model populated with data from molecular
quantum electrodynamics, perturbation theory, and ab initio calculations. This model was
applied to a system with fluorescein donors and a hexabenzocoronene acceptor. Placing the
molecules within a conducting cavity was found to increase the efficiency of energy pooling
by increasing both the donor lifetime and the acceptor emission rate—i.e. a combination
of inhibited spontaneous emission and the Purcell effect. A model system with a free-space
pooling efficiency of 23% was found to have an efficiency of 47% in a rectangular cavity.
5.2 Introduction
The utility of a given source of light can be extended by transforming it to a higher
frequency through processes collectively known as upconversion. This can be exploited to
activate medicine at targeted locations within the body[8–11], increase the efficiency of solar
energy harvesting[3–5], or even to increase the growth rate of plants for biofuels[6]. It may
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well be that up/down conversion, within the strong coupling limit, can also be incorporated
into emerging quantum information technologies.
Energy pooling is a particular type of upconversion in which two donor molecules are
separately excited by absorption followed by a simultaneous energy transfer to an accep-
tor molecule. It has been experimentally observed in a fluorescein-donor/stilbene-acceptor
system[29], and a perturbative, quantum electrodynamics framework for the process was sub-
sequently established[24, 30]. This, in turn, was used to computationally estimate the rate of
pooling, alongside those of competing relaxation pathways, for the fluorescein/stilbene sys-
tem as well as a new hexabenzocoronene(HBC)/oligothiophene assembly[55]. It was demon-
strated that energy pooling can be much greater than other competing processes, and a set
of design rules were laid out for the requisite properties of ideal donor/acceptor pairs. Very
recent experimental efforts adopted rhodamine-6G and stilbene-420, which have many of
these properties, to successfully elicit a relatively high pooling efficiency [54].
A major obstacle to realizing efficient energy pooling is the requirement that two donor
molecules be simultaneously excited while in close proximity to each other. This typically
causes the rate of spontaneous donor emission to surpass the rate at which pairs are excited.
The problem can be overcome by using light of sufficiently high intensity [54] but demanding
this level of illumination makes it impractical for many of the applications envisioned.
An intriguing and ultimately more practical approach is to extend the singlet lifetime of
the donor molecules. This amounts to modifying the dominant pathway for de-excitation
of the donor molecules. If that pathway is spontaneous emission (SE), then photonically
confined environments can be designed to effectively increase exciton lifetimes. In general,
such Inhibited Spontaneous Emission (ISE) occurs when the emission energy of a molecule
falls within the photonic bandgap of a waveguide, cavity, or photonic crystal [92, 93]. This
has been exploited to more easily measure the magnetic moment of electrons[94], create high
quality single-photon sources for photonics[95], and increase the exciton diffusion length in













Figure 5.1: Inhibited Spontaneous Emission via Stokes shift. Energy level diagram for pooling
molecules encapsulated within a geometry that exhibits a photonic bandgap. Top Left:
Photons are absorbed by donors (D, D’) at times t1 and t2 sufficiently close that excitons
exist on both over a finite time interval. Top Right: Energy pooling results in the excitation of
the acceptor (A), a simultaneous, three-body process at time t3. Lower: Acceptor emission
of a higher energy photon at time t4. Solid black lines indicate relevant excitonic energy
levels, blue lines reflect the addition of phonons, and the yellow/black line is a virtual state.
of Rydberg atoms by a factor of twenty [97]. The consideration of ISE in association with
energy pooling is new to the best of our knowledge.
SE can be inhibited in photonically constrained settings (PCS) as a result of naturally
occurring Stokes shifts, as illustrated in Figure 5.1. The donor molecules absorb photons
that are above the cutoff of the PCS, and the resulting exciton entangles with phonons [88].
This causes a Stokes shift that reduces the exciton energy to below the waveguide cutoff,
and SE is inhibited. As will be computationally demonstrated, even a modest Stokes shift
is sufficient to substantially change the SE rate.
The result is an exciton lifetime that is functionally similar to triplet-triplet annihilation
(TTA), an upconversion method involving two triplet excitons.[98] This is significant because
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the primary advantage of TTA upconversion is the long lifetime of triplets which allows
for efficient conversion even at low light intensity[99]. The increased longevity of singlet
states afforded by ISE is not likely to exceed that which can be achieved via the forbidden
transitions of triplet states [100], but ISE-enhanced singlet pooling does offer an advantage
over TTA upconversion. Triplets transfer energy through a Dexter process and so require
small separations to achieve the requisite wave function overlap. ISE-enhanced singlets,
though, can hop over longer distances via Förster Resonant Energy Transfer (FRET). The
use of ISE to improve the efficiency of such hops has been previously explored [33], where
ISE was viewed as a means of modifying the local density of states. These FRET rates are
unaffected by the presence of the confining medium so long as the distance to the boundaries
is larger than the separation between molecules[77].
The present work computationally explores the potential of ISE to increase energy pooling
efficiency, the acceptor energy produced per unit of absorbed donor energy. A set of kinetic
equations is developed that accounts for the primary competitors to energy pooling, most
importantly spontaneous emission from the donor and FRET from the acceptor back to the
donor (back-FRET). Process rates are obtained from first principles analyses, and the entire
kinetic model is embedded within an optimization routine. This allows molecule orientations
and spacings to be tailored for the highest possible efficiency. The analysis procedure is
applied to a well-studied donor/acceptor pair, and it is found that the pooling efficiency is
substantially improved by exploiting ISE.
5.3 Theory
The coupling between light and matter is assumed to be sufficiently weak that energy
transfer processes can be considered within a perturbative Quantum Electrodynamics (QED)
setting[86]. The complete Hamiltonian can then be separated into independent light and
matter contributions, Ĥ0, as well as a small light-matter coupling term, Ĥ1. Treating excitons
as indivisible bosonic particles, the base Hamiltonian is then
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The purely excitonic component, Ĥex, is in terms of the exciton annihilation operator, ĉj,
of material state, |j〉ex, with bosonic commutation relations [ĉi, ĉ
†
j]− = δij. The excitonic
energy of molecule, j, is εj, and c is the speed of light in vacuum. The photon component,
Ĥlight, is expressed in terms of the photon annihilation operator, â
(λ,k), for which the modes
are parametrized by vector k and polarizations λ = 1, 2. It destroys a photon in orientation
and mode (λ,k) and obeys the following bosonic commutation relations[87]:
[â(λ,k), â(γ,p)]− = (8π
3Ω)−1δ(k− p)δλ,γ. (5.2)
Here Ω is a normalization volume.
The interaction term is defined within the dipole approximation as Ĥ1 = −µ̂ · Ê, where
µ̂ = er̂ is the electric dipole moment operator that acts upon the excitonic states, and Ê is
the electric field operator that acts on the optical states.
ISE relies on the existence of a photonic bandgap, so the environment must be confined
in at least two directions. In planar waveguides, for instance, the TM0 mode allows for
EM-waves of any energy while the lowest modes TM01 or TE01 of rectangular waveguides
have a minimum energy related to its dimensions.
Three types of confined settings were considered to determine the waveguide geometry
that delivers the greatest improvement in pooling efficiency. The first configuration is a
square cavity tuned to resonate with the absorption of the donor. This will minimize the
energy lost through thermalization while still causing a decrease in the photoluminescence
(PL) rate of the donors due to ISE. It will be referred to as a Square-Donor waveguide.
The second waveguide also has a square cross-section but is tuned so that the second-lowest
energy level of the cavity is resonant with the lowest acceptor emission, referred to as a
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Square-Acceptor waveguide. It will maximize the Purcell effect for acceptor emission and,
depending on the energy levels of the encapsulated material, may still allow ISE to be
exhibited by the donor. The third waveguide has a rectangular cross-section with one side
tuned to donor absorption energy and the second to acceptor emission energy, a Rectangular
guide that is intended to elicit both a Purcell enhancement of the acceptor emission and ISE
of the donor. The free-space case is also considered for the sake of reference.
The excitonic operator depends solely on the electronic properties of the molecules in
the assumed weak-coupling setting, while the electric field operator depends only on the
waveguide geometry. For free-space and rectangular cavities, this operator has the following
forms [77]:





































The operator depends on the position vector, r, and time, t. The kx and ky components





2 + (mπ/b)2, ε is the permittivity of
free space, and ê(λ,k) are the orthonormal polarization vectors such that k̂ · ê(λ,k) = 0.
As shown in Appendix M, this Hamiltonian can be subjected to perturbation theory
to derive rate (Γ) expressions for absorption, photoluminescence (PL), internal conversion
(IC), FRET, and energy pooling. Internal conversion was not calculated but was instead
estimated using experimental values of fluorescent quantum yield combined with computed
rates of SE. Singlet-Singlet Annihilation (SSA) is an additional process of concern but can














Figure 5.2: Geometry and relative positions of molecules in a photonically confined setting.
creating an excited state above the first excited one that undergoes a subsequent rapid decay
into the first excited state. It is therefore implicitly accounted for in our approach.
These rate relations can then be used to populate a kinetic model (Figure 5.3), a set of
coupled ordinary differential equations for concentrations, to quantify the efficiency, ηEP , of
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Here [ξζ ] represents the concentration of molecule ξ in state ζ. It was assumed that




















PL & Energy Collection
back-FRET
PL/IC
Figure 5.3: Kinetic Model. Schematic of energy transfer pathways considered: Absorp-
tion (Abs), Photoluminescence (PL), Internal Conversion (IC), Singlet-Singlet Annihilation
(SSA), Förster Resonant Energy from acceptor back to a donor (back-FRET), and Energy
Pooling (EP).
body process. The use of concentrations to form the kinetic model sacrifices information
about local proximity in favor of statistical averages. While simplifying the problem, such
a coarse-grain model cannot capture effects associated with a non-uniform distribution of
molecules. All concentrations are normalized such that there is only one of each molecule
per unit volume (Eq. 5.8). ED11 and E
D2
1 are the excitation energies for donor one and donor
two, and EA1 is the emission energy of the acceptor.
This kinetic model can be used to quantify the steady-state efficiency, ηEP , here defined
as the energy emitted by the system per energy unit absorbed (Eq. 5.9). The system of
equations is too complicated to obtain a general analytic result, so a numerical approach was
taken (vide infra) for a specific set of donor and acceptor molecules: fluorescein isothiocyanate
(FITC) donors and a hexabenzocoronene (HBC) acceptor. Though not considered together,
each molecule has been previously analyzed within a free-space setting with computational
predictions for ground state properties as well as absorption and emission profiles found to
match experimental measurements [55]. While the free-space pooling efficiency is too low
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for this pair to be technologically interesting, it is well-suited to demonstrate the potential
benefit of ISE. This is because FITC has a fluorescence quantum yield of 0.93 [101], and
donors with a high quantum yield (or a low rate of IC) are promising because it implies
that SE may be a dominant relaxation pathway. The HBC acceptor also has features that
serve to enhance the effect of ISE—a dense excited state manifold and rigid structure. Such
molecular stiffness minimizes the energy loss through geometry reorganization, while the
dense excited state manifold creates more quantum pathways for energy pooling to occur,
thus increasing its rate. As we are concerned with the effect of ISE, we chose to neglect the
IC of the acceptor. If its rate is not significantly greater than the SE rate of the acceptor,
the efficiency of energy pooling will scale linearly with the fluorescence quantum yield of the
acceptor.
Even prior to a physically accurate numerical implementation, it is possible to artificially
populate the kinetic equations and obtain a rudimentary sense of how ISE might influence
pooling efficiency. To this end, the following rates were utilized: donor absorption of 10 kHz,
donor IC of 10 MHz, acceptor emission of 100 MHz, FRET of 10 GHz, and energy pooling
of 100 GHz. It was assumed that the acceptor both absorbs and emits at twice the energy at




. The reduction in radiative lifetime comes
directly from a prescribed Stokes shift, and the larger Stokes shift also means that less energy
is emitted by the acceptor. The increase in Stokes shift drops the donor emission energy
further below the minimum cavity energy, thus producing ISE.
The resulting trends are captured in Figure 5.4, where units are not shown because
they are irrelevant in this qualitative analysis. The radiative lifetime was found by taking
the inverse of the inhibited spontaneous emission rate which was varied by altering the
Stokes shift of the donor. Therefore, increases in radiative lifetime were made indirectly by
increasing the Stokes shift. As is graphically clear, there is a point at which the energy losses
from the Stokes shift outweigh any increase in efficiency associated with an increase in donor
lifetime. For the particular rates assumed, this happens for a Stokes shift of approximately
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one-third of the donor absorption energy. Several factors were identified that influence both
the peak efficiency value and its position. The peak efficiency can be increased by either
increasing the SE rate of the acceptor or by decreasing the rate of back-FRET. These two
processes compete, and the impact of the losses are quantified in the Results section that
follows. The position of the peak can be shifted left (thereby reducing energy loss through
the Stokes shift) by either increasing the rate of energy pooling or by increasing the rate
of donor absorption. Increasing the rate of donor absorption causes an increase in excited
donor concentration, and this shifts the peak to the left. Increasing the rate of energy
pooling makes it more efficient, also resulting in a leftward shift of the peak. Additionally,
a reduction in the donor emission line-width, γD, while holding the Stokes shift constant,
causes the radiative lifetime to decrease. The line-width was taken to be the full-width half-
maximum (FWHM) of the donor emission peak. Narrowing the emission peak will cause a
smaller fraction of the emission to fall above the photonic bandgap of the cavity.
Using the artificially populated kinetic model, an optimal Stokes shift was determined
for a prescribed set of rates, excitation energy and donor emission line-width. These rates
were allowed to increase or decrease within an order of magnitude, the excitation energy was
allowed to range from 1 eV to 2 eV, and the donor emission line-width was varied over the
range of 60-140 meV. It was observed that the optimal Stokes shift tended to fall within
20-30% of the donor excitation energy. These qualitative relationships and rough efficiency
estimates are useful in interpreting the numerical results of the specific calculations to follow.
5.4 Computational Details
First principles calculations were used to obtain estimates for the parameters of the
kinetics model comprised of Equations 5.6 – 5.9. Geometry optimization and excited state
analyses for HBC and FITC were carried out using the Q-Chem software package [39].
The HBC acceptor was modeled using a combination of Density Functional Theory (DFT)
(ground state geometry) and Time-Domain Density Functional Theory (TD-DFT) (spectrum
































   acceptor PL rate increases
   back-FRET rate decreases
Shorter radiative lifetime as:
   pooling rate increases
   donor PL rate increases
Figure 5.4: Illustrative relation between radiative lifetime and pooling efficiency. Linear-log
plot demonstrating the efficiency gains of energy pooling as the radiative lifetime is extended
using ISE. The parameters used are identified in the text.
series of exchange-correlation functionals were considered, and the B3LYP[49] functional
was adopted because it predicted absorption properties closest to experimental spectra. The
TD-DFT analysis of HBC predicted a number of low-energy excited states that have no
oscillator strength and do not appear in the absorption or emission spectra. These states
were deemed unphysical and ignored.
A similar approach was attempted for FITC, but because it has a combination of local ex-
citations and intramolecular charge transfer excitations, no exchange-correlation functional
was found that accurately captures the properties of the molecule. It was therefore modeled
using Spin-Opposite Scaling Second Order Møller-Plesset (SOS-MP2)[44] for the ground
state geometry, configuration interaction singles and doubles (CIS(D))[42, 43] for excited
state geometry, and Spin-Opposite Scaling Configuration Interaction Singles and Doubles
(SOS-CIS(D))[45] for the spectrum of excited singlet states. While more computationally
expensive than DFT/TD-DFT, this methodology was able to generate absorption and emis-
sion spectra consistent with experimental data.
The excited state calculations of FITC and HBC included the first 60 excited states of
each molecule in both the ground state and excited state configurations. This was to ensure
that any excited state within a range of ∼2.5 times the donor emission energy was included.
Quantitatively, the cutoff ensured that the rate of energy pooling was converged to less than
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Figure 5.5: Absorption Spectra. Experimental[71, 103–105] (blue) and computed (red
dashed) spectra of HBC and FITC.
1% change per excited state included. The two-electron integral cutoff was set to 10−14
Ha, and the self-consistent field (SCF) convergence criteria for the electronic wave function
was set to difference ratios between successive steps of 10−6 for HBC and 10−8 for FITC.
The geometry optimization was considered converged when two of the following are satisfied:
total of force magnitudes < 0.000300 a.u., total of displacement magnitudes < 0.001200 a.u.,
and total energy change < 0.000001 a.u.
A comparison of the predicted and measured spectra for HBC and FITC is shown in
Figure 5.5. The computational data was subjected to a Gaussian convolution of the oscil-
lator strength of each excited state[37] for ease of comparison. A broadening of 121 meV
was used for the absorption of FITC and 124 meV for the emission of FITC and the absorp-
tion/emission of HBC, empirically determined using the FWHM of the experimental data.
These broadening parameters were also implemented in the kinetic model.
5.5 Results
The set of kinetics equations, populated with ab initio data, can be numerically solved
after specifying a specific orientation and spacing of the donor/acceptor triad. This model
was therefore embedded in an optimization routine which used maximum pooling efficiency











Figure 5.6: Optimal Geometry and Orientation of FITC and HBC in Free Space. Blue arrows
indicate the direction of the lowest-energy transition dipole of the donors. The two-photon
absorption tensor of the acceptor has nonzero elements only in the plane of the HBC.
orientation and separation distances were treated as free parameters. Each was assumed to
be illuminated by the electric field found along the centerline of the waveguide (Figure 5.2).
To be specific, the acceptor was positioned at (0,-a/2,b/2), the first donor at at (R,-a/2,b/2),
and the second donor at (-R,-a/2,b/2).
Molecule orientations and positions were optimized in all three cavity settings, as well as
free space, at an irradiance intensity of 1 MW/m2. To give a physical correspondence, this
is approximately 1000 suns, the highest irradiance used in concentrated photovoltaics. The
optimal free-space geometry is shown in Figure 5.6. Optimal geometries for the photonically
confined settings are visually indistinguishable with donor-acceptor separation distances 0.3
nm greater than that obtained for free space. The two-photon absorption (TPA) tensor for
HBC has terms only in the plane of the molecule and is nearly isotropic, so that rotation of
HBC within the plane had very little effect. In the optimal orientation, the FITC donors are
diametrically opposed. Their emission transition dipoles are completely in the TPA-plane
and are parallel to the axis separating the two donors.
The rates and efficiencies of the processes in the free-space and cavity settings are sum-
marized in Table Table 5.1. The optimal configurations within each PCS result in a larger
separation between donor and acceptors, lowering the rate of energy pooling. However, pool-
ing competes with donor relaxation through SE and/or IC, so the negative impact of the
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decrease in pooling rate is minimal. Instead, the increase in separation lowers the rate of
SSA along with back-FRET. The overall effect of this is an increase in pooling efficiency.
Among the three waveguide designs proposed, those with a square cross-section provided
a nearly equal increase in efficiency. The Rectangular geometry gave the greatest increase
in efficiency, benefiting from both Purcell enhancement of the acceptor emission and ISE of
the donor.














Free Space 4.9E4 1.7E8 1.2E7 4.1E8 4.1E10 1.4E11 1.0E12 0.1
Square-Donor 1.4E4 7.6E6 1.2E7 1.3E9 1.0E10 3.7E10 6.0E10 0.8
Square-Acceptor 7.3E3 9.5E6 1.2E7 1.8E9 1.4E10 4.8E10 1.1E10 0.8
Rectangular 1.1E4 8.4E6 1.2E7 1.8E9 1.1E10 4.1E10 7.6E10 0.9
With the optimal configuration fixed, the light intensity was subsequently varied as plot-
ted in Figure 5.7. Not surprisingly, the pooling efficiency was found to increase at all light
intensities considered. This is because, as the intensity increases, the excited donor concen-
tration rises allowing pooling to better compete against donor decay. However, the excited
donor concentration eventually saturates, and further increases in intensity do not change
the efficiency.
These optimal geometries, and an excitation intensity of 1 MW/m2, were then used to
analyze the relative impact of competing relaxation pathways: donor IC, SSA, and back-
FRET. The results are summarized in Table Table 5.2. Donor IC was decreased such that
the fluorescence quantum yield would rise from 0.93 to 0.99. Along the same lines, the SSA
and back-FRET rates were decreased by a factor of 100. The resulting pooling efficiencies are
only estimates because the geometry was kept fixed, but it is the trends that are important
in any case. The largest pooling efficiency gains, in decreasing order of importance, are
obtained by decreasing back-FRET, using a PCS to create ISE, reducing the rate of IC, and

























Figure 5.7: Affect of ISE on Pooling Efficiency. Energy pooling efficiency in free space
(black), square-donor cavity (red/dark gray dashed), square-acceptor cavity (blue/light gray
dashed), and rectangular cavity (green) for a range of 1-1000 suns.
Table 5.2: Pooling Efficiencies (%) of FITC-HBC with Other Loss Mechanisms Dampened
Free Space Square-Donor Square-Acceptor Rectangular
Baseline 0.1 0.8 0.8 0.9
Low SSA 0.1 0.9 0.9 1.1
Low IC 0.1 1.2 1.2 1.5
Low back-FRET 21 30 29 30
Low back-FRET and SSA 22 33 31 33
Low back-FRET and IC 22 42 41 42
Low back-FRET, IC and SSA 23 48 45 47
Damping the SSA pathway offers only a minimal increase in pooling efficiency for all
four environments. This is because the rate of SSA is significantly less than that for pooling
in the optimized geometries. In other configurations, the losses through SSA may be more
significant and its suppression therefore more important—e.g. arranging the three molecules
so that they are equidistant in a plane, or if the spacing between donor molecules is less.
Increasing the fluorescence quantum yield causes the rate of donor IC to decrease, but the
efficiency gains are once again very small in all settings. This is because IC is not relevant
when radiative decay is fast and explains why the efficiency gains are highest in the PCSs.
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The analysis shows that the damping of back-FRET has a substantial change on pooling
efficiency, increasing it by 21%, 29%, 28%, and 29% for free space, Square-Donor, Square-
Acceptor, and Rectangular environments, respectively. This is because, for the FITC/HBC
system, back-FRET is much faster than SE from the acceptor. Even so, a PCS increases the
pooling efficiency by approximately 9%.
Blocking both SSA and back-FRET pathways increases the pooling efficiency to just over
30% for both free-space and PCSs. These numbers are impressive, but the highest theoretical
pooling efficiency for the system is 69%. It is the low excited donor concentration that causes
the actual values to be much lower. This can be mitigated by either increasing the donor
lifetime or by increasing the light intensity.
Damping all three loss mechanisms would result in pooling efficiencies that are substan-
tially affected by ISE. While the free-space efficiency is approximately 23%, the PCSs have
efficiencies in the range of 45%—over 20% higher. Stripping out all loss mechanisms but SE
show how useful it can be to create a PCS for pooling.
For the FITC/HBC model system, the greatest loss mechanism is from back-FRET be-
cause it is significantly faster than acceptor PL as is clear from the following rate ratios:
300 (free space), 29 (Square-Donor), 27 (Square-Acceptor) and 23 (Rectangular). This can
be mitigated by choosing a donor that does not have excited states in the energy range of
the emission of the acceptor (Figure 5.8). For instance, artificially removing excited donor
states within a band of width equal to the acceptor broadening, γA =120 meV, decreases
the back-FRET-to-PL ratios to 13, 1, 1, and 1 while increasing the pooling efficiency to
2%, 13%, 13% and 14% for the free space, Square-Donor, Square-Acceptor, and Rectangular
environments, respectively. Removing excited states within a band of width 3γA decreases
the back-FRET-to-PL ratios to 3, 0.3, 0.3, and 0.2 and increases the pooling efficiency to





























Figure 5.8: Back-FRET Suppression. Excited state energy levels of FITC donor (left, red)
and HBC acceptor (right, blue). The shaded green bands highlight FITC states within
γA and 3γA of HBC emission from its first excited state. Removal of these donors levels
suppresses back-FRET.
While the Stokes shift alone can be used to shift the emission to be within the photonic
bandgap, it is also possible to tune the cavity so that the lowest energy mode of the cavity
is resonant with a higher excited state on the donor. IC will rapidly lower excited donors to
the first excited state. Such a large shift in energy puts the donor deeper within the photonic
bandgap and causes ISE to be stronger. Of course, this comes at the expense of a larger
loss of energy due to the initial IC, but the approach may still increase pooling efficiency.
In the case of FITC, for instance, absorption to the second excited state (2.87 eV) actually
gives a higher pooling efficiency, 2.0% instead of 0.9%. This is because the Stokes shift
from the first excited state is only 0.21 eV, an 8.4% shift in energy that is much lower than
the 20—30% ranged deemed to be optimal. This counterintuitive approach to optimizing
pooling efficiency may be easily exploited for donors with the proper spacing between first
and second excited states.
5.6 Discussion
Molecular assemblies composed of properly matched donor/acceptor pairs has been previ-
ously predicted to undergo measurable energy pooling upconversion [55]. That work resulted
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in a set of Molecular Design Criteria intended to improve the rate of pooling without con-
sidering its overall efficiency within a complete kinetic model:
• acceptor with large Two-Photon Absorption (TPA) cross section;
• minimal spectral overlap of donor absorption and acceptor emission;
• minimal spectral overlap of donor emission and excited donor absorption;
• maximal spectral overlap of dual-donor emission and acceptor absorption, located as
close as possible to the first excited state of the acceptor.
A synergistic design strategy, explored in the current work, is to reduce the rate of com-
petitive relaxation processes so as to increase the overall efficiency of pooling. In particular,
SE was targeted and encapsulation within a photonically confined geometry was considered
as a means of inhibiting this pathway. A donor Stokes shift subsequent to excitation re-
duces its energy to below the threshold for waveguide absorption. To quantify the impact of
inhibiting SE, a kinetic model was developed and populated with first principles rate data
based on perturbative quantum electrodynamics.
When populated with generic but typical rate values, the kinetic model showed that SE
was indeed inhibited by increasing the donor Stokes shift of a hypothetical donor and that
pooling efficiency will rise until the Stokes shift was about one-third the donor absorption
energy. Beyond this level of relaxation, the energy losses from the Stokes shift overwhelm
any advantage gained from reducing the rate of excited donor decay. Increasing the rate of
acceptor emission or decreasing the rate of back-FRET were shown to increase the maximum
theoretical efficiency.
First principles data was then used to populate the kinetic model for a previously studied
donor/acceptor pair—FITC donors and an HBC acceptor. Surprisingly, it was found that
maximum efficiency is obtained by actually increasing the donor/acceptor separation over
the optimal value for free space. This is because the losses associated with back-FRET
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reduce with increased separation, and this results in an overall efficiency gain even though
the pooling rate is lower. The same would not be true for triplet upconversion which requires
a high wave function overlap.
It was found that any of the three cavity designs considered resulted in a significant
increase in energy pooling efficiency. However, a rectangular waveguide design produced
the best results. One side was tuned for high donor absorption and ISE so that its length
was L1 = π~c/E
D
1 . The second side was tuned for enhanced acceptor emission through the
Purcell effect with a length of L2 = π~c/E
A
1 . Because the second side is always smaller than
the first, it will also contribute to ISE.
The photonically confined geometries considered in this work were very simple. Settings
such as nanopits or nanowires[106] are also possible so long as the dimensions are properly
tuned and the confinement is in at least two Cartesian directions. Another possibility is to
place the molecules within a photonic crystals. Nanogratings, which are only closed on three
sides, do not exhibit the two-dimensional confinement required for ISE.
While ISE was found to improve pooling efficiency by roughly an order of magnitude,
the efficiency was still less than 1% for the FITC/HBC system studied. Subsequent anal-
ysis showed that this is because the rate of back-FRET is high due to substantial donor-
absorption/acceptor-emission overlap. An absence of excited donor states within the effective
emission range of the lowest excited acceptor state puts the rate of back-FRET on the same
order as that of the desired acceptor emission. Within this setting, a free-space pooling
efficiency of 23% is shown to have an efficiency of 47% in a rectangular cavity.
Utilizing molecules with minimal donor-emission/excited-donor-absorption overlap can
further improve pooling efficiency by reducing the rate of SSA. However, this is of minor
importance provided the donors are positioned on opposite sides of the acceptor as in the
current study. The matching of donor-emission/acceptor-absorption energy levels is required
for energy pooling to occur and is also important for minimizing the efficiency losses associ-
ated with acceptor relaxation to its lowest excited state [55]. The FITC/HBC system studied
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here does not meet this requirement as 25% of the energy transferred to the acceptor is lost
through acceptor internal conversion.
In summary, this computational study has shown that two additional Molecular Design
Criteria should be added:
• high emission quantum yield of donor;
• a donor absorption/emission difference, on the order of 20-30% the donor absorption
energy, accomplished through a combination of Stokes shift and/or relaxation from a
higher energy exciton state.
The first criterion reflects the fact that there are both radiative and nonradiative relax-
ation pathways, but ISE only targets the former. It is therefore necessary to design a system
where the latter is relatively small. The second ensures that donor relaxation reduces the
emission energy sufficiently below the photonic cutoff to effectively inhibit SE. The shift
range was estimated from a series of artificially populated kinetic models.
The combined designed criteria suggest that a pooling system composed of Rhodamine
101 donors and 1,4-Diphenylbutadiene acceptors is worthy of experimental consideration.
Rhodamine 101 has a fluorescence quantum yield that is near unity and a weak absorp-
tion strength at twice the donor emission energy.[107]. The first absorption peak of 1,4-
Diphenylbutadiene occurs at nearly twice Rhodamine 101 emission energy, it has a small
Stokes shift and a higher quantum yield than similar molecules.[108] A recent experimen-
tal study of similar but not ideal pairing, Rhodamine 6G (R6G) and Stilbene-420 (S420),
reported efficiencies of 3.1-36% in free space for light intensities of between 42000 and
720000 suns [54]. Our design analysis suggests that encapsulating Rhodamine 101 and
1,4-Diphenylbutadiene in a photonically constrained setting will result in a significant en-
hancement in pooling efficiency at lower light intensities.
On a device level, a relatively high concentration of acceptors to donors can be used to
allow excited acceptors to transfer their energy to other acceptors in regions where there
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are no donors, so that energy loss through back-FRET is lessened. This is likely to be a
significant factor in the high efficiency found in the R6G/S420 system with a blend ratio of
1:40 [54]. However, our concentration-based kinetic model cannot account for local density
on donors relative to acceptors and so cannot accurately predict the effect of modifying
the donor to acceptor ratio. We can posit a refinement, though, in which a solution of
bonded donor-acceptor-donor (D-A-D) moieties are blended a solution of acceptors. When
deposited as a film, the D-A-D molecules would perform energy pooling with upconverted
energy efficiently transferred away to unbonded acceptors. This is another means of reducing
back-FRET.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
This thesis is a collection of my research work as reported in four published papers. Each
chapter is self-contained and so has its own set of key conclusions and associated discussion.
These have been distilled into an overarching summary below. I have also endeavored to map
out a promising direction for future research in which the methodologies for upconversion
are applied to consider its downconversion counterpart—quantum cutting.
There are a wide range of technological applications that benefit from the ability to
change the wavelength of light. These include increased efficiency of photovoltaic devices,
more rapid plant growth, the creation of lasers that are excited at a different frequency than
the light emitted, the photo-activation of medicine within the body, bio-imaging and lighting
applications. There exists a variety of strategies for energy conversion, and these can involve
one-body, two-body, and three-body interactions. One-body processes include two-photon
absorption (TPA), excited state absorption (ESA) and multiple exciton generation (MEG).
Two-body processes include triplet-triplet annihilation (TTA), energy transfer upconversion
(ETU), and singlet fission (SF). Three-body processes, the subject of this thesis, include
energy pooling and quantum cutting. Within a restricted focus on upconversion, there
are three promising methods: ETU using lanthanides; TTA; and energy pooling. While
ETU using lanthanides has been demonstrated to be efficient, the lanthanides used have
a limited spectral range, are not earth abundant, and tend to be toxic. To a much less
extent, lanthanides have also been explored as a means for carrying out pooling but with
the same baggage. TTA can have high quantum yields, but the various relaxations result in
energy losses that limit efficiency. These shortcomings have motivated the present thesis to




A set of seven thesis objectives were identified and accomplished in the course of this
work:
1. Identify a theoretical foundation for considering energy pooling and the
processes with which it competes.
This objective was satisfied by the creation of a kinetic model that includes energy pool-
ing and all relevant competing processes. Each relaxation path was studied to draw a rate
equation from the literature or to construct one using a combination of QED and pertur-
bation theory; carried out in Chapters 2 and 5. The resulting set of kinetic equations were
studied to determine the physical significance of each contribution and what electronic or
geometric properties are needed to enhance or suppress each.
2. Identify an appropriate collection of computational tools to predict the
rate of energy pooling as well as those of competing processes. If necessary,
develop new tools.
To satisfy this objectives a number of ab initio techniques were utilized in Chapters 2 and
5 including density functional theory (DFT), time-dependent density functional theory (TD-
DFT), Spin-Opposite Scaling Second Order Møller-Plesset (SOS-MP2), and Spin-Opposite
Scaling Configuration Interaction Singles and Doubles (SOS-CIS(D)). For DFT and TD-DFT
methodologies, a series of exchange-correlation functionals were tested including PBE, PBE0,
B3LYP and CAM-B3LYP. These ab initio methods were combined with an optimization
simulator that would evaluate the rates of processes and efficiencies as the intermolecular
orientations and separations without the need to rerun the ab initio calculation.
3. Calculate these rates and use the data to determine energy pooling effi-
ciency. An important test of method accuracy will be an ability to predict
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spectral properties of the constituent molecules using ab initio methods,
using experimental data is available for direct comparisons.
The computational tools descibed above were applied to molecular systems consisting
of fluorescein-5-isothiocyanate/4,4’-diaminostilbene, oligothiophene/HBC in Chapter 2 and
fluorescein/HBC in Chapter 5. To verify the accuracy of the ab initio calculation, the re-
sulting excited state properties were used to create absorption/emission spectra and they
were compared to experimentally measured spectra. If the theoretical spectra and experi-
mental spectra provided reasonable qualitative agreement, the ab initio was concluded to be
accurate. The scrutiny in the accuracy in the excited state energies was necessitated by the
nature of energy pooling. Where a systematic error in energy levels of donors and acceptors
is problematic. For example, if two 1 eV donors are pooling their energy to a 2 eV acceptor,
an underestimation of 100 meV would lead to an energy mis-match and energy pooling could
be severely hindered.
4. Apply the computational tools collected and created to quantify pooling
for specific molecular systems. Explore how intermolecular separations and
relative orientation affects efficiency.
Rates found using perturbation theory and QED were populated using the results from
the ab initio calculations. In Chapter 2, efficiency for energy pooling was defined to be
the probability of two excited donors to undergo energy pooling instead of any other com-
peting process. For a system consisting of fluorescein-5-isothiocyanate donors and 4,4’-
diaminostilbene acceptors, the greatest efficiency of energy pooling was found to be 17%.
For a system consisting of oligothiophene donors and hexabenzocorene acceptors, the greatest
efficiency of energy pooling was found to be 99%. In Chapter 3, an experimental realization
was subsequently carried out by our experimental collaborators at the University of Colorado,
aided by the molecular design criteria that we had established. An 80 nm film consisting of
1:40 mixing of rhodamine 6G donors and stilbene-420 acceptors was fabricated and subjected
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to excitation flux intensity between 7.1·107 - 1.2·109 Einsteins·nm·L−1·s−1 at the absorption
energy of the R6G donor (540 nm). At the maximum intensity, the internal quantum yield
was determined to be 36%. In Chapter 5, a system of fluorescein-5-isothiocyanate donors and
hexabenzocorene acceptors were simulated in a rectangular cavity, producing better energy
pooling efficiencies by a small margin. For instance, at an incident excitation intensity of 1
MW/m2 it was found that using a rectangular cavity can increase the maximum efficiency
of energy pooling from 0.1% in free space to 0.9%.
5. Use the results of these molecular studies to determine whether energy
pooling can be a viable means of upconversion and, if so, identify the nec-
essary molecular properties needed for it to occur efficiently. This will result
in a set of design criteria.
Energy pooling was found to be viable and capable of occurring significantly faster than
it’s direct competing processes in Chapter 2, and an initial set of design criteria was identified.
In Chapter 3, these criteria were used to experimentally realize moderately efficient energy
pooling in a rhodamine 6G/stilbene-420 thin film. In Chapter 5 a system of fluorescein-5-
isothiocyanate/hexabenzocorene was studied in a rectangular cavity setting using a kinetic
model. The results of which were used to refine the design criteria identified in Chapter 2.
6. Quantify the effects of optical cavities on energy transfer processes to de-
termine if such encapsulations can be exploited to improve energy pooling
efficiency.
In Chapter 4, classical electromagnetism, in conjunction with QED theory, was used to
find the electric dipole-dipole coupling tensor, V, which characterizes all energy transfer
processes that utilize virtual photons including RET, ETU, and EP. It was found that
if the distance of the energy transfer was smaller than both the reciprocal of the wave-
vector resonant with the energy transfer, and the distance between the molecules and the
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cavity walls, then the cavity has a negligible effect on V, and therefore energy transfer
processes. While energy transfer is unaffected by the optical cavity, absorption and emission
can be greatly affected by optical cavities. This was explored in Chapter 5, wherein a
tuned rectangular cavity can provide modest increases in efficiency. For instance, a system
of fluorescein-5-isothiocyanate/hexabenzocorene using an incident excitation intensity of 1
MW/m2, it was found that using a rectangular cavity can increase the maximum efficiency
of energy pooling from 0.1% in free space to 0.9%. The system was identified to posses
extreme energy losses due to FRET from acceptor to donor, greatly hindering the potential
increase ISE can accomplish.
7. Use the Design Criteria to identify a pair of organic donor/acceptor molecules
that have properties well-suited to carry out efficient energy pooling. Use
the computational methodology suite to quantify energy pooling efficiency
for thin films composed of blends of such molecules.
Using the design criteria identified at the end of Chapter 5, a pair of molecules, rhodamine
101 and 1,4-diphenylbutadiene with promising spectral properties were identified. These
molecules have not yet been been modeled accurately using ab initio tools. These will be
modeled and the results published as soon as possible.
6.2 Review of Thesis Research
This thesis has explored the theory underlying energy pooling and used computational
analysis to identify molecular designs for which it should compete favorably with competing
relaxation processes. Significantly, this has now been experimentally validated. The pos-
sibility of further increasing the efficiency and/or lowering the requisite light intensity via
optical cavity encapsulation has been computationally demonstrated. Based solely on the
results of this thesis research, it appears that the level of light intensity required to make
organic energy pooling efficient are such as to preclude its use in photovoltaics or plant
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growth. However, it may be possible to combine improved donor/acceptor pairs with meth-
ods of concentrating light to make this viable. In the mean time, the results suggest that
organic energy pooling can be made practical for laser applications and for photo-activation
of medicine within the body.
A systematic review of the four studies conducted in this thesis, and their primary results,
is summarized below.
6.2.1 Energy Pooling Upconversion in Organic Molecular Systems
The goal of the first study was to build a computational model to verify whether of not
energy pooling could out compete its direct competitors (PL and SSA). DFT and TD-DFT,
with a variety of exchange-correlation functionals including PBE, PBE0, B3LYP, and CAM-
B3LYP, were applied to molecular systems consisting of fluorescein-5-isothiocyanate/4,4’-
diaminostilbene and oligothiophene/HBC. To verify the accuracy of the ab initio calculation,
the resulting excited state properties were used to create absorption/emission spectra and
they were compared to experimentally measured spectra. If the theoretical spectra and
experimental spectra provided reasonable qualitative agreement, the ab initio was concluded
to be accurate. The scrutiny in the accuracy in the excited state energies was necessitated
by the nature of energy pooling. With regards to processes such as absorption, emission,
or FRET (between to identical molecules) an error in the excited state energy would not
significantly affect the rates. However, in the case of energy pooling a systematic error in
energy levels of donors and acceptors is problematic. For example, if two 1 eV donors are
pooling their energy to a 2 eV acceptor, an underestimation of 100 meV would lead to an
energy mis-match and energy pooling could be severely hindered.
Rates found using perturbation theory and QED were populated using the results from
the ab initio calculations. Efficiency for energy pooling was defined to be the probability of
two excited donors to undergo energy pooling instead of any other competing process. For a
system consisting of fluorescein-5-isothiocyanate donors and 4,4’-diaminostilbene acceptors,
the greatest efficiency of energy pooling was found to be 17%. For a system consisting
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of oligothiophene donors and hexabenzocorene acceptors, the greatest efficiency of energy
pooling was found to be 99%. This computationally demonstrated the viability of energy
pooling. These results were used to create a set of design criteria for energy pooling to
compete favorably with other relaxation processes satisfying the fifth thesis objective:
• The relative distance between donors and acceptor is minimized.
• Both donor and acceptor should be chosen to have a large two-photon absorption cross
section in the energy range double the emission energy of the donor.
• Donor molecules should be selected such that, in their excited state, they have no
absorption in the region of donor emission. This would minimize losses through the
singlet-singlet annihilation. Donor molecules in their ground state should also have no
absorption in the region of acceptor emission to prevent back-FRET.
6.2.2 Experimental Validation of Energy Pooling
The primary objective of the this study was to synthesize a thin film of organic molecules
and quantify the quantum yields of the film. In addition, a kinetic model was used to
determine the rates of the processes involved to identify the primary loss mechanisms.
Our experimental collaborators at the University of Colorado and I used the design
criteria identified in the previous study to identify a pair of molecules that could exhibit
moderate energy pooling. Starting with the oligothiophene/HBC system in the previous
study several iterations of possible molecular system were considered primarily with stilbene-
420 as the acceptor and rhodamine 6G, rhodamine B or merocyanine 540 as potential donors.
Of the potential donor molecules it was experimentally verified that rhodamine 6G exhibit the
most promising results. The stilbene-420 and rhodamine 6G molecular system was studied in
detail at different mixing ratios and light intensity. Based on the known electronic properties
of the molecules and a series of control films also synthesized were used to verify that any
upconversion observed were from energy pooling instead of other upconversion mechanisms
such as two-photon absorption or triplet-triplet annihilation.
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A series of 80 nm films consisting of varying ratios were made which found that a 1:40
mixing of rhodamine 6G donors and stilbene-420 acceptors produced the most highest quan-
tum yields. The thin film subjected to excitation flux intensity between 7.1·107 - 1.2·109
Einsteins·nm·L−1·s−1 at the absorption energy of the R6G donor (540 nm). The intensity
dependence of the quantum yields was not found to follow any constant intensity depen-
dence. Our experimental collaborators consulted with myself and a simple kinetic model
similar to the one outlined in Chapter 5 was used to examine the problem. The intensity
dependence of the quantum yields transitioned from quadratic at low light intensity to linear
at high light intensity. This was due to the eventual saturation of excited donor molecules.
The primary result of the study was that at the maximum intensity, the internal quantum
yield was determined to be 36%. This result while promising is still limited by large losses
from FRET from acceptor to donor, which was mitigated by the large acceptor ratio.
6.2.3 Electric Dipole Coupling in Optical Cavities and Its Implications for En-
ergy Transfer, Upconversion and Pooling
The primary objective of this study was to quantify the effect of optical cavities on energy
transfer processes. The efficiency of energy pooling through the possible use of an optical
cavity to alter the efficiency of energy pooling was proposed, as it had been previously
reported to increase the efficiency of FRET and ETU [31, 32]. The electric field modes
of planar and rectangular cavities were used, in conjunction with QED theory, to find the
electric dipole-dipole coupling tensor, V, which characterized all energy transfer processes
that utilize virtual photons including RET, ETU, and EP. It was found that if the distance
of the energy transfer was smaller than both the reciprocal of the wave-vector resonant with
the energy transfer, and the distance between the molecules and the cavity walls, then the
cavity has a negligible effect on V, and therefore energy transfer processes. This is because
the quantum pathways for which photons interact with the cavity wall have to travel further
than the pathways by which molecules interact directly. This diminishes their contribution
so much that donor/acceptor pairs which are further than just a few nm from the walls will
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exhibit energy transfer dynamics that are not influenced in any meaningful way by modified
photonic environment offered by the cavity.
Despite this negative finding associated with optical cavities and energy transfer rates,
the analysis also identified a way in which optical cavities can be used to improve pooling
efficiency. It is based on the idea that the only photons emitted from donor or acceptor
molecules must be those that can be absorbed by the cavity walls. As shown in our analysis,
these photons tend to be unrelated to the virtual photons that mediate energy transfer. The
cavity can therefore be designed to preclude the emission of photons that would normally
be spontaneously emitted by the organic molecules. This inhibition of spontaneous emission
can therefore be exploited to improve pooling efficiency by either increasing the lifetime of
donor excitons or by encouraging a rapid emission of photons from excited acceptors.
6.2.4 Improved Energy Pooling Efficiency Through Inhibited Spontaneous Emis-
sion
The main goal of this study was to examine whether inhibited spontaneous emission could
be exploited to achieve improved pooling efficiency, and to revise the design criteria found
in the first study. A molecular system of fluorescein-5-isothiocyanate and hexabenzocorene
was adopted because the properties were well characterized. Attention was restricted to
optical cavities of rectangular channel geometry because inhibited spontaneous emission is
not possible for planar channels. The investigation considered three strategies:
• Square-Donor. A square cavity can be tuned to be resonant with the absorption wave-
length of the donor. The primary property of this cavity design is the minimization of
the energy lost through thermalization on the donor, while still causing a decrease in
the photoluminescence (PL) rate of the donors due to ISE.
• Square-Acceptor. A square cavity tuned so that the second-lowest energy level of the
cavity is resonant with the lowest acceptor emission. By tuning the second-lowest
energy of the cavity to the acceptor emission, a significant enhancement to acceptor
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spontaneous emission can be achieved through the Purcell effect. This enhancement of
spontaneous emission decreases the loss through due to back-FRET. The second-lowest
energy level of the cavity is targeted to be tuned for acceptor emission, so that the
lowest energy mode of the cavity can be used to excite the donor. The donor may or
may not exhibit ISE in this strategy depending on the energy levels of the donor and
acceptor.
• Rectangular. The rectangular cavity offers an additional degree of freedom so that one
side can be tuned to be resonant with the donor absorption energy while the second
side is resonant with acceptor emission energy. This design was chosen to utilize both
properties of the previous two strategies.
A comprehensive kinetic model was implemented to determine the steady-state efficiency
of energy pooling (upconverted energy emitted per energy absorbed by the donors). All three
cavity designs result in significant improvements to energy pooling efficiency at all incident
light intensities of monochromatic light of energy matching donor absorption. The rectan-
gular cavity produced better energy pooling efficiencies by a small margin. For instance, at
an incident excitation intensity of 1 MW/m2 it was found that using a rectangular cavity
can increase the maximum efficiency of energy pooling from 0.1% in free space to 0.9%. An
additional strategy was also proposed in which the first side of the rectangular cavity and the
incident excitation energy were tuned with the second excitation energy level of the donor
rather than the first. While this would increase the energy loss and therefore the efficiency,
this is more than offset by an increase in efficiency from increasing the effect of ISE. This
new rectangular cavity design further increased the energy pooling efficiency to 2%.
The relatively low efficiency of energy pooling in the test system was determined to
be caused by significant losses through back-FRET. This can be mitigated by selecting
molecules with low spectral overlap between the acceptor emission and donor absorption. By
artificially removing donor excited states within one band of width of the acceptor emission
(120 meV), the efficiency of energy pooling in the rectangular cavity rose from 0.9% to 14%.
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Removing donor excited states within three band widths of the acceptor emission increased
the efficiency further to 24%. It is worth noting that this loss pathway is present in all
multi-body upconversion systems including energy transfer upconversion and triplet-triplet
upconversion. The fact that high quantum yield systems exist for these upconversion schemes
implies that it should be possible to design around the loss in an energy pooling system. The
summary of all the aforementioned cavity studies succesfully demonstrated how an optical
cavity can be used to increase energy pooling efficiency, fulfilling the sixth thesis objective.
Based on the results from the cavity implementation of energy pooling a series of revised
molecular design criteria were determined:
1. Maximal spectral overlap of dual-donor emission and acceptor absorption.
2. Donor molecules in their ground state should have no absorption in the region of
acceptor emission to prevent back-FRET.
3. Donor molecules should be selected such that, in their excited state, they have no
absorption in the region of donor emission. This would minimize losses through the
singlet-singlet annihilation.
4. Acceptor should be chosen to have a large two-photon absorption cross section in the
energy range double the emission energy of the donor.
5. High emission quantum yield of the donor.
6. The donor emission energy should differ, on the order of 20-30%, from the donor
absorption energy.
The first criteria is necessary for the energy pooling to occur. The second criteria min-
imizes back-FRET, which was determined to be the source of the largest loss in efficiency.
The third criteria is to minimize the losses from singlet-singlet annihilation, which was found
to be a major loss mechanism in the stilbene/fluorescein system presented in Chapter 2. The
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fourth criteria maximizes the rate of energy pooling and therefor can minimize the losses
from donor decay and singlet-singlet annihilation. The fifth criteria minimizes losses from
non-radiative decay and is required for an energy pooling system to take full advantage
of ISE. The final criteria was determined based on a series of artificially populated kinetic
models, and its purpose is to maximize the efficiency of energy pooling while utilizing ISE.
In addition to the molecular design criteria, properties for the cavity were also determined.
The optical cavity should be made of a material with a high quality factor to minimizes losses
from incident and emitted light. The geometry of the cavity should be rectangular, with one
side tuned for absorption of the targeted donor absorption peak, and the second side tuned
for emission of the acceptor.
The design criteria derived in this thesis research were used to select a pair of molecules,
rhodamine 101 and 1,4-diphenylbutadiene with promising spectral properties. The absorp-
tion and emission properties of these molecules are selected to minimize losses through
singlet-singlet annihilation and back-FRET. As the back-FRET mechanism was identified
to be the main loss mechanism, the molecules were selected to the minimize spectral overlap
of acceptor emission and donor absorption. Based on the absorption peak of the donor and
the emission peak of the acceptor the theoretical maximum efficiency of such a system would
be 73%. These molecules have not yet been been modeled accurately using ab initio tools.
These will be modeled and the results published as soon as possible.
6.3 Future Work
Our investigation into using inhibited spontaneous emission focused solely on the use of a
perfect optical cavity to achieve the desired electromagnetic environment. However, settings
such as nanopits or nanowires[106] are also possible so long as the dimensions are properly
tuned and the confinement is in at least two Cartesian directions. However nanogratings,
which are only closed on three sides, do not exhibit the two-dimensional confinement required
for ISE.
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Another possibility is to place the molecules within a photonic crystals, which naturally
poses a photonic gap analogous to the one created by the enclosure of an optical cavity. In
essence tuning the photonic crystal to have the an identical photonic gap to the one required
for optical cavities would achieve near-identical energy pooling efficiency, because only minor
changes to absorption and emission strengths would occur.
Optical cavities could, in principle, be made from dielectric material that have different
properties depending on the frequency of light involved. One possible dielectric cavity design
would be one in which the cavity is transparent at the the absorption wavelength of the
donor and the emission of the acceptor. But the dielectric cavity could be design to be
highly reflective at the wavelength of the donor emission to achieve inhibited spontaneous
emission.
An alternative strategy to extending the donor lifetime would be to use thermally assisted
delayed fluorescence. This is accomplished by designing a molecule with close matching of
the lowest singlet and triplet energy levels. This creates an oscillation between the two
states which can greatly extend the excited state lifetime [2]. However, it seems unlikely to
find a molecule that can exhibit thermally assisted delayed fluorescence in addition to the
numerous other design criteria laid out in this work.
A set of design criteria for efficient energy pooling has been identified and a system of
rhodamine 101 and 1,4-diphenylbutadiene have been shown to be promising candidates for
efficient energy pooling. These molecules are commercially available, and their electronic
structure is sufficiently simple to expect that the associated pooling rate can be accurately
modeled using the computational methodology developed in this dissertation research. Eval-
uation of these molecules in the framework of energy pooling should therefore be computa-
tionally performed as a means of checking the predictive capability of our methodology. This
might also lead to new insights regarding ways to further improve experimental efficiency.
The computational method employed in this thesis relied on the point dipole approxi-
mation, where each donor and acceptor is modeled independently with absorption/emission
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of photons assumed to occur at their geometric centers. This allows for the molecules to be
computationally scrutinized independently saving an enormous amount of computing time.
Additionally, it allows for a study of the effects separation distance and intermolecular orien-
tations without needing to redo ab initio calculations. A possible means of more accurately
capturing the problem would be model all three molecules simultaneously to account for the
intermolecular affects, and intermolecular excitations. This of course would require signif-
icantly more computational cost and would likely limit the ab intio method to DFT and
TD-DFT.
With regards to the theoretical foundations of this thesis, further improvements on ac-
curacy could be achieved by using the full coulomb operator for energy transfer processes,
rather than just dipole transitions. In addition, higher order perturbative pathways could
be considered to provide a more complete accounting of all processes.
Experimental validation of the theoretical observations found for energy pooling within
an optical cavity should be performed. This can be done for any pair of molecules that may
exhibit energy pooling so long as the rectangular cavity is properly tuned and a baseline
measurement of energy pooling in free space is performed.
While this thesis has focused on organic molecules, the methodology can be applied
to lanthanide systems as well. Yb3+ ions should therefore be numerically evaluated as a
potential donor. These ions have been received extensive experimental attention as a means
of carrying out energy transfer upconversion [61]. They have a single excitation energy
∼1.265 eV, within the range of 0–3+ eV. This means it that the ions should experience
zero loss due to singlet-singlet annihilation or back-FRET. However, because it only has one
energy level and no Stokes shift, ISE cannot be used to extend the excited state lifetime and it
can only upconvert a narrow range of light. To the best of our knowledge, no computational
work has been carried out to study upconversion processes with these ions.
The entire field of three-body downconversion—i.e. quantum cutting [14]—has not re-
ceived any attention from the computational physics community. Such cutting processes
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should be relatively efficient because they only require one excited donor and so do not
require the high light intensity that energy pooling calls for. This could be important in
the photovoltaics community, where energy downconversion could increase the theoretical
maximum efficiency of solar cells from 30% to 48% [109, 110]. In particular, there has
been a great deal of work associated with multiple-exciton generation (MEG) in this re-
gard, an intramolecular, second-order perturbative process (within a QED setting) that has
been demonstrated, both theoretically and experimentally, to be capable of high quantum
yields [66].
Experimental quantum cutting efficiencies that span a wide range have been reported,
from 13.5% in Tb/Yb in oxyfluoride glass [111] to as high as 162% in Tm/Yb in oxyfluo-
ride glass ceramics containing nanocrystals [112]. In particular, a relatively large body of
literature exists for experiments on lanthanide-based quantum cutting. However, theoretical
studies of quantum cutting are extremely rare and are not based on first principles analysis.
A 2015 study, for example, used a semi-empirical Monte Carlo model to evaluate the effi-
ciency of quantum cutting for various dopant concentrations [113]. No known study to date
has modeled quantum cutting using solely theoretical and computational tools. However, it
should be possible to utilize the computational tools and methodologies of this thesis to in-
vestigate quantum cutting. Because quantum cutting is the time-reversed process of energy
pooling, it is expected that the following complementary molecular design criteria might be
anticipated:
1. Maximal spectral overlap acceptor emission and of dual-donor absorption.
2. Donors in their ground state should have no absorption in the region of acceptor
emission to prevent FRET.
3. Donors should be selected such that, in their excited state, they have no absorption in
the region of donor emission. This would minimize losses through the singlet-singlet
annihilation.
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4. Acceptors should be chosen to have a large two-photon emission cross section in the
energy range double the absorption energy of the donor.
5. High emission quantum yield of the donor and acceptor.
Modeling a lanthanide-based system using the ab initio methods demonstrated in this
thesis is problematic due to the strong spin-orbit coupling present and the Stark shift created
by the crystalline environment. [114]. It is therefore recommended that an organic system
be considered first. Based on the above criteria, a simple test system with phenol as the high
energy donor and sulforhodamine 101 as the low energy acceptor is proposed. The emission
energy of phenol is ∼4.25 eV, while the excitation energy of sulforhodamine 101 is ∼2.15 eV
demonstrating a particularly close matching of energy levels [115, 116]. The sulforhodamine
101 acceptor was chosen because it has a relatively high emission quantum yield associated
with rhodamine derivatives, as well as spectral properties that suggest it would be fit design
criteria 3 reasonably well. The phenol donor was selected because its emission energy is close
to twice the sulforhodamine 101 excitation energy. While this system satisfies the first three
design criteria listed above, it is unknown at this time if the fourth and fifth criteria are met.
103
REFERENCES CITED
[1] Michael D. LaCount. A computational analysis of energy pooling in organic molecular
assemblies. Master’s thesis, Colorado School of Mines, 2014. URL https://dspace.
library.colostate.edu/handle/11124/422.
[2] Juanjuan Peng, Yun Sun, Qian Liu, Yang Yang, Jing Zhou, Wei Feng, Xianzhong
Zhang, and Fuyou Li. Upconversion nanoparticles dramatically promote plant growth
without toxicity. Nano Research, 5(11):770–782, 2012. ISSN 1998-0000. doi: 10.1007/
s12274-012-0261-y.
[3] Xiaoji Xie and Xiaogang Liu. Photonics: Upconversion goes broadband. Nat. Materi-
als, 11(10):842–843, 2012.
[4] Wenqiang Zou, Cindy Visser, Jeremio A. Maduro, Maxim S. Pshenichnikov, and Jan C.
Hummelen. Broadband dye-sensitized upconversion of near-infrared light. Nat. Pho-
tonics, 6:560–564, 2012. doi: 10.1038/nphoton.2012.158.
[5] T. Trupke, A. Shalav, B.S. Richards, P. Würfel, and M.A. Green. Efficiency enhance-
ment of solar cells by luminescent up-conversion of sunlight. Sol. Energy Mater. Sol.
Cells, 90:3327–3338, 2006. doi: 10.1016/j.solmat.2005.09.021.
[6] Lothar Wondraczek, Miroslaw Batentschuk, Markus A. Schmidt, Rudolf Borchardt,
Simon Scheiner, Benjamin Seemann, Peter Schweizer, and Christoph J. Brabec. Solar
spectral conversion for improving the photosynthetic activity in algae reactors. Nat.
Commun., 4, 2013. doi: 10.1038/ncomms3047.
[7] A. J. Silversmith, W. Lenth, and R. M. Macfarlane. Green infrared-pumped erbium
upconversion laser. Applied Physics Letters, 51(24):1977–1979, 1987. doi: 10.1063/1.
98316. URL http://dx.doi.org/10.1063/1.98316.
[8] L. Y. Ang, M. E. Lim, L. C. Ong, and Y. Zhang. Applications of upconversion nanopar-
ticles in imaging, detection and therapy. Nanomedicine: Nanotechnology, Biology and
Medicine, 6:1273–88, 2011.
[9] D. K. Chatterjee, M. K. Gnanasammandhan, and Y. Zhang. Small upconverting
fluorescent nanoparticles for biomedical applications. Small, 6:2781–95, 2010. doi:
10.1002/smll.201000418.
104
[10] Guanying Chen, Hailong Qiu, Paras N. Prasad, and Xiaoyuan Chen. Upconversion
nanoparticles: Design, nanochemistry, and applications in theranostics. Chem. Rev.,
114(10):5161–5214, 2014. doi: 10.1021/cr400425h.
[11] Yunlu Dai, Haihua Xiao, Jianhua Liu, Qinghai Yuan, Ping’an Ma, Dongmei Yang,
Chunxia Li, Ziyong Cheng, Zhiyao Hou, Piaoping Yang, and Jun Lin. In vivo multi-
modality imaging and cancer therapy by near-infrared light-triggered trans-platinum
pro-drug-conjugated upconverison nanoparticles. J. Am. Chem. Soc., 135(50):18920–
18929, 2013. doi: 10.1021/ja410028q. URL http://dx.doi.org/10.1021/ja410028q.
PMID: 24279316.
[12] De-Chao Yu, Rosa Martin-Rodriguez, Qin-Yuan Zhang, Andries Meijerink, and
Freddy T Rabouw. Multi-photon quantum cutting in gd2o2s:tm3+ to enhance
the photo-response of solar cells. Light Sci Appl, 4:e344–, October 2015. URL
http://dx.doi.org/10.1038/lsa.2015.117.
[13] D. J. Naczynski, M. C. Tan, M. Zevon, B. Wall, J. Kohl, A. Kulesa, S. Chen, C. M.
Roth, R. E. Riman, and P. V. Moghe. Rare-earth-doped biological composites as in
vivo shortwave infrared reporters. Nature Communications, 4:2199–, July 2013. URL
http://dx.doi.org/10.1038/ncomms3199.
[14] R. T. Wegh, H. Donker, K. D. Oskam, and A. Meijerink. Visible quantum cutting in
ligdf4:eu3+ through downconversion. Science, 283(5402):663–666, 1999. ISSN 0036-
8075. doi: 10.1126/science.283.5402.663. URL http://science.sciencemag.org/
content/283/5402/663.
[15] E. Busby, J. Xia, Q. Wu, J. Z. Low, R. Song, J. R. Miller, X-Y. Zhu, L. M. Campos,
and M. Y. Sfeir. A design strategy for intramolecular singlet fission mediated by
charge-transfer states in donor-acceptor organic materials. Nat Mater, 14(4):426–433,
2015. ISSN 1476-1122. URL http://dx.doi.org/10.1038/nmat4175.
[16] M. T. Trinh, Y. Zhong, Q. Chen, T. Schiros, S. Jockusch, M. Y. Sfeir, M. Steigerwald,
C. Nuckolls, and X. Zhu. Intra- to intermolecular singlet fission. J. Phys. Chem.
C, 119(3):1312–1319, 2015. ISSN 1932-7447. doi: 10.1021/jp512650g. URL http:
//dx.doi.org/10.1021/jp512650g.
[17] J. Zirzlmeier, D. Lehnherr, P. B. Coto, E. T. Chernick, R. Casillas, B. S. Basel,
M. Thoss, R. R. Tykwinski, and D. M. Guldi. Singlet fission in pentacene dimers.
Proceedings of the National Academy of Sciences, 112(17):5325–5330, 2015.
105
[18] S. N. Sanders, E. Kumarasamy, A. B. Pun, M. T. Trinh, B. Choi, J. Xia, E. J. Taffet,
J. Z. Low, J. R. Miller, X. Roy, X.-Y. Zhu, M. L. Steigerwald, M. Y. Sfeir, and L. M.
Campos. Quantitative intramolecular singlet fission in bipentacenes. J. Am. Chem.
Soc., 137(28):8965–8972, 2015. ISSN 0002-7863. doi: 10.1021/jacs.5b04986. URL
http://dx.doi.org/10.1021/jacs.5b04986.
[19] S. Lukman, A. J. Musser, K. Chen, S. Athanasopoulos, C. K. Yong, Z. Zeng,
Q. Ye, C. Chi, J. M. Hodgkiss, J. Wu, R. H. Friend, and N. C. Greenham. Tune-
able singlet exciton fission and triplet-triplet annihilation in an orthogonal pentacene
dimer. Advanced Functional Materials, 25(34):5452–5461, 2015. ISSN 1616-3028. doi:
10.1002/adfm.201501537. URL http://dx.doi.org/10.1002/adfm.201501537.
[20] N. V. Korovina, S. Das, Z. Nett, X. Feng, J. Joy, R. Haiges, A. I. Krylov, S. E.
Bradforth, and M. E. Thompson. Singlet fission in a covalently linked cofacial alkynyl-
tetracene dimer. J. Am. Chem. Soc., 138(2):617–627, 2016. ISSN 0002-7863. doi:
10.1021/jacs.5b10550. URL http://dx.doi.org/10.1021/jacs.5b10550.
[21] M. Kumar, S. Vezzoli, Z. Wang, V. Chaudhary, R. V. Ramanujan, G. G. Gurzadyan,
A. Bruno, and C. Soci. Hot exciton cooling and multiple exciton generation in pbse
quantum dots. Phys. Chem. Chem. Phys., 18(45):31107–31114, 2016. ISSN 1463-9076.
URL http://dx.doi.org/10.1039/C6CP03790A.
[22] A. Pusch, M. Yoshida, N. P. Hylton, A. Mellor, C. C. Phillips, O. Hess, and N. J. Ekins-
Daukes. Limiting efficiencies for intermediate band solar cells with partial absorptivity:
the case for a quantum ratchet. Progress in Photovoltaics: Research and Applications,
24(5):656–662, 2016. ISSN 1099-159X. doi: 10.1002/pip.2751. URL http://dx.doi.
org/10.1002/pip.2751.
[23] S. Hoseinkhani, R. Tubino, F. Meinardi, and A. Monguzzi. Achieving the photon up-
conversion thermodynamic yield upper limit by sensitized triplet-triplet annihilation.
Phys. Chem. Chem. Phys., 17(6):4020–4024, 2015. ISSN 1463-9076. URL http://dx.
doi.org/10.1039/C4CP03936J.
[24] R. D. Jenkins and D. L. Andrews. Three-center systems for energy pooling: Quantum
electrodynamical theory. J. Phys. Chem. A, 102:10834 – 10842, 1998. doi: 10.1021/
jp983071h.
[25] Francois Auzel. Upconversion and anti-stokes processes with f and d ions in solids.
Chem. Rev., 104(1):139–174, 2004. ISSN 0009-2665. doi: 10.1021/cr020357g.
[26] A. A. Pushkar, T. V. Uvarova, and V. V. Kiiko. Up-conversion multiwave (white)
luminescence in the visible spectral range under excitation by ir laser diodes in the
active bay2f8:yb3+,pr3+ medium. Optics and Spectroscopy, 111(2):273, 2011. ISSN
1562-6911. doi: 10.1134/S0030400X1108025X.
106
[27] Morgan L. Cable, Dana J. Levine, James P. Kirby, Harry B. Gray, and Adrian Ponce.
Luminescent lanthanide sensors. In Rudi van Eldik and Grazyna Stochel, editors,
Inorganic Photochemistry, volume Volume 63, pages 1–45. Academic Press, 2011. doi:
10.1016/B978-0-12-385904-4.00010-X.
[28] P.S. Peijzel, A. Meijerink, R.T. Wegh, M.F. Reid, and G.W. Burdick. A complete
energy level diagram for all trivalent lanthanide ions. Journal of Solid State Chemistry,
178(2):448–453, February 2005. ISSN 0022-4596. doi: 10.1016/j.jssc.2004.07.046.
[29] M. Nickoleit, A. Uhl, and J. Bendig. Non-linear simultaneous two-photon excitation
energy transfer in the wrong direction. Laser Chemistry, 17(3):161/174, 1997. doi:
10.1155/1997/10561.
[30] R. D. Jenkins and D. L. Andrews. Twin-donor systems for resonance energy transfer.
Chem. Phys. Lett., 301(3–4):235–240, 1999. ISSN 0009-2614. doi: http://dx.doi.org/
10.1016/S0009-2614(99)00007-X. URL http://www.sciencedirect.com/science/
article/pii/S000926149900007X.
[31] M. Hopmeier, W. Guss, M. Deussen, E. O. Göbel, and R. F. Mahrt. Enhanced dipole-
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APPENDIX A - DERIVATION OF Vxx FOR PLANAR CAVITY
The Vxx component of the electric dipole coupling tensor is derived for the planar cavity
of Figure 4.1(a) consisting of two perfectly conducting plates located at z = 0 and z = L.
Without loss of generality, coordinate axes are chosen so that the donor and acceptor lie
in the x,z-plane, and the unit planar wavevector, k̂γ, is described by its orientation in the
x,y-plane: {cos(θ), sin(θ)}. Eqs. (4.18) and the planar quantization expression presented in
the text are applied to Eq. (4.11) to give:












































dkγ, and simplify the result to give:














































p2 − (k2z + k2γ)
))
kγdkγ. (A.2)


















where J0 is the zeroth-order Bessel function of the first kind. The above integral identities
demonstrate that, while X was not initially assumed to be positive, the expression now only
depends on the magnitude of X. As such X will now be re-defined as X = |xA − xD|.
























The second integral can be re-cast into an analytically tractable form by applying the identity
k2γJ0(kγX) = −∇2XJ0(kγX) and then reversing the order of integration and differentiation.
The integrals can then be non-dimensionalized by introducing the following quantities: u :=
kγX, v
2 := (p2 − k2z)X2, and w2 := (k2z − p2)X2.
To proceed further, though, the sum over kz must be broken into two regimes: kz < p


































The first integral diverges at u = v, so this is resolved by introducing an iǫ-prescription. It
























































Each pair of integrals can be evaluated using complex contour integration about a path along
the first quadrant of the complex u-plane for the Hankel functions of the first kind, and along
the fourth quadrant for the Hankel functions of the second kind. The selection of ±iǫ leads
to two separate answers that differ only in phase. Within the perturbation theory setting,























































































Finally the differential operators are evaluated to give
































APPENDIX B - DERIVATION OF Vyy FOR PLANAR CAVITY
The Vyy component of the electric dipole coupling tensor is derived for the planar cavity
of Figure 4.1(a) of the manuscript consisting of two perfectly conducting plates located
at z = 0 and z = L. Without loss of generality, coordinate axes are chosen so that the
donor and acceptor lie in the x,z-plane, and the unit planar wavevector, k̂γ, is described
by its orientation in the x,y-plane: {cos(θ), sin(θ)}. Eq. (18) and the planar quantization
expression presented in the manuscript are applied to Eq. (11) to give:






































dkγ, and simplify the result to give:
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p2 − (k2z + k2γ)
))
kγdkγ. (B.2)

















where J0 is the zeroth-order Bessel function of the first kind. X will now be re-defined as

















The integrals can then be non-dimensionalized by introducing the following quantities: u :=
kγX, v
2 := (p2 − k2z)X2, and w2 := (k2z − p2)X2.
To proceed further, though, the sum over kz must be broken into two regimes: kz < p































The first integral diverges at u = v, so this is resolved by introducing an iǫ-prescription. It



















































Each pair of integrals can be evaluated using complex contour integration about a path along
the first quadrant of the complex u-plane for the Hankel functions of the first kind, and along
the fourth quadrant for the Hankel functions of the second kind. The selection of ±iǫ leads
to two separate answers that differ only in phase. Within the perturbation theory setting,











































































Finally the differential operators are evaluated to give
































APPENDIX C - DERIVATION OF Vzz FOR PLANAR CAVITY
The Vzz component of the electric dipole coupling tensor is derived for the planar cavity
of Figure 4.1(a) of the manuscript consisting of two perfectly conducting plates located
at z = 0 and z = L. Without loss of generality, coordinate axes are chosen so that the
donor and acceptor lie in the x,z-plane, and the unit planar wavevector, k̂γ, is described
by its orientation in the x,y-plane: {cos(θ), sin(θ)}. Eq. (18) and the planar quantization
expression presented in the manuscript are applied to Eq. (11) to give:



























dkγ, and simplify the result to give:










































where J0 is the zeroth-order Bessel function of the first kind. X will now be re-defined as












p2 − (k2z + k2γ)
dkγ (C.3)
The integrals can then be non-dimensionalized by introducing the following quantities: u :=
kγX, v
2 := (p2 − k2z)X2, and w2 := (k2z − p2)X2.
To proceed further, though, the sum over kz must be broken into two regimes: kz < p























The first integral diverges at u = v, so this is resolved by introducing an iǫ-prescription. It
















































Each pair of integrals can be evaluated using complex contour integration about a path along
the first quadrant of the complex u-plane for the Hankel functions of the first kind, and along
the fourth quadrant for the Hankel functions of the second kind. The selection of ±iǫ leads
to two separate answers that differ only in phase. Within the perturbation theory setting,
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APPENDIX D - DERIVATION OF Vxy FOR PLANAR CAVITY
The Vxy component of the electric dipole coupling tensor is derived for the planar cavity
of Figure 4.1(a) of the manuscript consisting of two perfectly conducting plates located
at z = 0 and z = L. Without loss of generality, coordinate axes are chosen so that the
donor and acceptor lie in the x,z-plane, and the unit planar wavevector, k̂γ, is described
by its orientation in the x,y-plane: {cos(θ), sin(θ)}. Eq. (18) and the planar quantization
expression presented in the manuscript are applied to Eq. (11) to give:

































dkγ, and simplify the result to give:
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Therefore Vxy and by symmetry Vyx are zero given the coordinate axes chosen.
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APPENDIX E - DERIVATION OF Vyz FOR PLANAR CAVITY
The Vyz component of the electric dipole coupling tensor is derived for the planar cavity
of Figure 4.1(a) of the manuscript consisting of two perfectly conducting plates located
at z = 0 and z = L. Without loss of generality, coordinate axes are chosen so that the
donor and acceptor lie in the x,z-plane, and the unit planar wavevector, k̂γ, is described
by its orientation in the x,y-plane: {cos(θ), sin(θ)}. Eq. (18) and the planar quantization
expression presented in the manuscript are applied to Eq. (11) to give:









































dkγ, and simplify the result to give:





































Therefore Vyz and by symmetry Vzy are zero given the coordinate axes chosen.
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APPENDIX F - DERIVATION OF Vxz FOR PLANAR CAVITY
The Vxz component of the electric dipole coupling tensor is derived for the planar cavity
of Figure 4.1(a) of the manuscript consisting of two perfectly conducting plates located
at z = 0 and z = L. Without loss of generality, coordinate axes are chosen so that the
donor and acceptor lie in the x,z-plane, and the unit planar wavevector, k̂γ, is described
by its orientation in the x,y-plane: {cos(θ), sin(θ)}. Eq. (18) and the planar quantization
expression presented in the manuscript are applied to Eq. (11) to give:









































dkγ, and simplify the result to give:







































where J0 is the zeroth-order Bessel function of the first kind. X will now be re-defined as

















The integrals can then be non-dimensionalized by introducing the following quantities: u :=
kγX, v
2 := (p2 − k2z)X2, and w2 := (k2z − p2)X2.
To proceed further, though, the sum over kz must be broken into two regimes: kz < p





























The first integral diverges at u = v, so this is resolved by introducing an iǫ-prescription. It
















































Each pair of integrals can be evaluated using complex contour integration about a path along
the first quadrant of the complex u-plane for the Hankel functions of the first kind, and along
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the fourth quadrant for the Hankel functions of the second kind. The selection of ±iǫ leads
to two separate answers that differ only in phase. Within the perturbation theory setting,




































































Finally the differential operators are evaluated to give





























APPENDIX G - DERIVATION OF Vxx FOR CHANNEL CAVITY
The Vxx component of the electric dipole coupling tensor is derived for the channel cavity
of Figure 4.1(b) consisting of four perfectly conducting plates with a rectangular cross-
section. We start by substituting the electric modes of Eq. (4.25) and the quantization
condition of Eq. (4.26) into Eq. (4.11) to give:



























dkx, and simplify the result to give:
















p2 − k2x − k2η
dkx. (G.2)
It is useful to introduce quantities with which the integral above can be non-dimensionalized:
u := kxX, v
2 := (p2− k2η)X2, w2 := (k2η − p2)X2, and t := kηX. In terms of these quantities,
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The sine integrals are odd and therefore integrate to zero. The divergent nature of the first
integral diverges is resolved using an iǫ prescription. In addition, it is profitable to express
both cosine integrals in terms of complex exponentials. Then















































Each pair of integrals can be evaluated using complex contour integration about a path along
the upper half plane for the positive exponential integrals, and in the lower half plane for
the negative exponential integrals. The selection of ±iǫ leads to two separate answers that
differ only by a difference in phase. When using perturbation theory this difference in phase
is unimportant, so the +iǫ term will be selected [89]. As with the planar cavity, X was not
initially assumed to be either to be positive, but it becomes positive by virtue of an integral.
Once again, X will now be re-defined as X = |xA − xD|. The final expression is:
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APPENDIX H - DERIVATION OF Vyy FOR CHANNEL CAVITY
The Vyy component of the electric dipole coupling tensor is derived for the channel cavity
of Figure 4.1(b) consisting of four perfectly conducting plates with a rectangular cross-
section. We start by substituting the electric modes of Eq. (25) and the quantization
condition of Eq. (26) into Eq. (11) to give:









































dkx, and simplify the result to give:
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By symmetry all the odd integrals will be zero, this leaves just the cosine integrals. It is
useful to introduce quantities with which the integral above can be non-dimensionalized:
u := kxX, v
2 := (p2− k2η)X2, w2 := (k2η − p2)X2, and t := kηX. In terms of these quantities,






































The divergent nature of the first integral diverges is resolved using an iǫ prescription. In
addition, it is profitable to express the cosine integrals in terms of complex exponentials.
Then
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Each pair of integrals can be evaluated using complex contour integration about a path along
the upper half plane for the positive exponential integrals, and in the lower half plane for the
negative exponential integrals. The selection of ±iǫ leads to two separate answers that differ
only by a difference in phase. When using perturbation theory this difference in phase is
unimportant, so the +iǫ term will be selected. As with the planar cavity, X was not initially
assumed to be either to be positive, but it becomes positive by virtue of an integral. Once
again, X will now be re-defined as X = |xA − xD|. The final expression is:
















APPENDIX I - DERIVATION OF Vzz FOR CHANNEL CAVITY
The Vzz component of the electric dipole coupling tensor is derived for the channel cavity
of Figure 4.1(b) consisting of four perfectly conducting plates with a rectangular cross-
section. We start by substituting the electric modes of Eq. (25) and the quantization
condition of Eq. (26) into Eq. (11) to give:









































dkx, and simplify the result to give:


























































By symmetry all the odd integrals will be zero, this leaves just the cosine integrals. It is
useful to introduce quantities with which the integral above can be non-dimensionalized:
u := kxX, v
2 := (p2− k2η)X2, w2 := (k2η − p2)X2, and t := kηX. In terms of these quantities,






































The divergent nature of the first integral diverges is resolved using an iǫ prescription. In
addition, it is profitable to express the cosine integrals in terms of complex exponentials.
Then




























































Each pair of integrals can be evaluated using complex contour integration about a path along
the upper half plane for the positive exponential integrals, and in the lower half plane for the
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negative exponential integrals. The selection of ±iǫ leads to two separate answers that differ
only by a difference in phase. When using perturbation theory this difference in phase is
unimportant, so the +iǫ term will be selected. As with the planar cavity, X was not initially
assumed to be either to be positive, but it becomes positive by virtue of an integral. Once
again, X will now be re-defined as X = |xA − xD|. The final expression is:
















APPENDIX J - DERIVATION OF Vxy FOR CHANNEL CAVITY
The Vxy component of the electric dipole coupling tensor is derived for the channel cavity
of Figure 4.1(b) consisting of four perfectly conducting plates with a rectangular cross-
section. We start by substituting the electric modes of Eq. (25) and the quantization
condition of Eq. (26) into Eq. (11) to give:



























dkx, and simplify the result to give:








































By symmetry all the odd integrals will be zero, this leaves just the sine integrals. It is useful
to introduce quantities with which the integral above can be non-dimensionalized: u := kxX,
v2 := (p2 − k2η)X2, w2 := (k2η − p2)X2, and t := kηX. In terms of these quantities,
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The divergent nature of the first integral diverges is resolved using an iǫ prescription. In
addition, it is profitable to express the sine integrals in terms of complex exponentials. Then


































Each pair of integrals can be evaluated using complex contour integration about a path along
the upper half plane for the positive exponential integrals, and in the lower half plane for the
negative exponential integrals. The selection of ±iǫ leads to two separate answers that differ
only by a difference in phase. When using perturbation theory this difference in phase is
unimportant, so the +iǫ term will be selected. As with the planar cavity, X was not initially
assumed to be either to be positive, but it becomes positive by virtue of an integral. Once
again, X will now be re-defined as X = |xA − xD|. The final expression is:
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APPENDIX K - DERIVATION OF Vxz FOR CHANNEL CAVITY
The Vxz component of the electric dipole coupling tensor is derived for the channel cavity
of Figure 4.1(b) consisting of four perfectly conducting plates with a rectangular cross-
section. We start by substituting the electric modes of Eq. (25) and the quantization
condition of Eq. (26) into Eq. (11) to give:



























dkx, and simplify the result to give:








































By symmetry all the odd integrals will be zero, this leaves just the sine integrals. It is useful
to introduce quantities with which the integral above can be non-dimensionalized: u := kxX,
v2 := (p2 − k2η)X2, w2 := (k2η − p2)X2, and t := kηX. In terms of these quantities,
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The divergent nature of the first integral diverges is resolved using an iǫ prescription. In
addition, it is profitable to express the sine integrals in terms of complex exponentials. Then


































Each pair of integrals can be evaluated using complex contour integration about a path along
the upper half plane for the positive exponential integrals, and in the lower half plane for the
negative exponential integrals. The selection of ±iǫ leads to two separate answers that differ
only by a difference in phase. When using perturbation theory this difference in phase is
unimportant, so the +iǫ term will be selected. As with the planar cavity, X was not initially
assumed to be either to be positive, but it becomes positive by virtue of an integral. Once
again, X will now be re-defined as X = |xA − xD|. The final expression is:
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APPENDIX L - DERIVATION OF Vyz FOR CHANNEL CAVITY
The Vyz component of the electric dipole coupling tensor is derived for the channel cavity
of Figure 4.1(b) consisting of four perfectly conducting plates with a rectangular cross-
section. We start by substituting the electric modes of Eq. (25) and the quantization
condition of Eq. (26) into Eq. (11) to give:





































dkx, and simplify the result to give:






















































By symmetry all the odd integrals will be zero, this leaves just the cosine integrals. It is
useful to introduce quantities with which the integral above can be non-dimensionalized:
u := kxX, v
2 := (p2− k2η)X2, w2 := (k2η − p2)X2, and t := kηX. In terms of these quantities,



























The divergent nature of the first integral diverges is resolved using an iǫ prescription. In
addition, it is profitable to express the cosine integrals in terms of complex exponentials.
Then




































Each pair of integrals can be evaluated using complex contour integration about a path along
the upper half plane for the positive exponential integrals, and in the lower half plane for the
negative exponential integrals. The selection of ±iǫ leads to two separate answers that differ
only by a difference in phase. When using perturbation theory this difference in phase is
unimportant, so the +iǫ term will be selected. As with the planar cavity, X was not initially
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assumed to be either to be positive, but it becomes positive by virtue of an integral. Once
again, X will now be re-defined as X = |xA − xD|. The final expression is:













APPENDIX M - DERIVATION OF RELAXATION RATES
Several relaxation rate expressions are used in our kinetic model. In the free-space setting,
these are fairly standard but are listed here for the sake of completeness. Their cavity
counterparts, on the other hand, are subsequently derived.










where µ(b,a) is the transition dipole moment from state a to state b, k is the magnitude of
the wave-vector of the photon being absorbed, ε is the permittivity of the material.












ρf (En − ~ck), (M.2)
where the sum over n is over all possible excited states, I(k) is the irradiance of the light at
the wave-vector k, ρf is the density of final states, and En is the energy of the n
th excited








where γ is a broadening term dominated by phononic effects. The value is empirically chosen
for each molecular system based on the broadening observed in experimental absorption and
emission spectra.
The cavity counterparts to these two rates are less standard. The PL rate associated


























































































(kxky − kkz) + µ(n,0)z sin(kyy)cos(kzz)(kxkz − kky)
)2
)
ρf (En − ~ck)
The rates of FRET and Energy Pooling have the same form in both free-space and cavity
settings. The difference lies in the form of the dipole-dipole coupling tensor, Vij, but we have





(1− ıkR)(δij − 3R̂iR̂j) + k2R2(δij − R̂iR̂j)
)
. (M.6)
























n − EA1 ), (M.7)
where µX(b,a) is the transition dipole moment of molecule X from state a to state b, EXn is the
energy of the nth excited state of molecule X, and RAB is the displacement vector pointing
from molecule A to molecule B.















































n − ED11 − ED21 )
where α
X(b,a)
jk is the two-photon transition tensor of molecule X from state a to state b:
α
ξ(fi)




















i − ~ck2 + ıγ
)
(M.9)
























ρf (En − ~ck), (M.10)
where for |A;B〉 A represents the electronic state, and B represents the photonic state.


































ρf (En − ~ck),
where Nγ is the photon mode occupation number. An expansion of the terms results in the





























ρf (En − ~ck)
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ρf (En − ~ck).
A similar approach is used to derive the rate of spontaneous emission in a rectangular



































ρf (En − ~ck)
































ρf (En − ~ck).
The normalization volume Ω and the normalization length in the x-direction Lx are simplified































ρf (En − ~ck)
From here the density of states Eq. M.3 is substituted and the integral is computed numer-
ically.
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