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Capitolo 1
Introduzione
Il Web, ossia l’insieme di documenti presenti sulla rete Internet, non e` una
semplice e disorganizzata concentrazione di dati e informazioni, ma conserva
anch’esso una struttura propria. Non e` difficile, infatti, intuire che ogni sin-
golo documento e` in pratica un nodo di un grafo di enormi dimensioni, detto
grafo del Web, i cui archi in uscita sono costituiti dagli altri documenti che
sono espressi come link da tale pagina.
Numerosi studi sono stati svolti sulla forma e le proprieta` del grafo del Web,
di cui i principali arrivano ad identificare il Web come, appunto, un grafo
di un fenomeno reale[23]. In questa tesi svolgeremo uno studio del compor-
tamento di alcune comunita` Web in base a proprieta` di variazione di tipo
temporale.
1.1 Stato dell’arte
Come gia` accennato in precedenza, esistono diversi studi in letteratura ine-
renti il grafo del Web e le sue proprieta` caratteristiche. Uno studio ben
conosciuto [11] ne stima la forma come quella di un papillon (bow tie), come
visibile nella figura 1.1 qui di seguito, composto rispettivamente da:
• una componente fortemente connessa (componente principale, SCC );
• un insieme di collegamenti entranti verso SCC ma non da essa raggiun-
gibili (IN );
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• un insieme di collegamenti uscenti da SCC ma da cui e` impossibile
ritornare indietro verso SCC stesso (OUT );
• altri siti che sono raggiungibili da IN o da cui e` possibile raggiungere
solamente nodi in OUT, la cui forma ricorda quella di due tendrils,
ovvero tentacoli (TENDRIL.IN, TENDRIL.OUT );
• nodi facenti parte di un percorso diretto da IN verso OUT, senza
passare attraverso i nodi in SCC (tunnels o tubes);
• nodi non connessi a nessuno dei gruppi di nodi sinora descritti (isole o
componenti non connesse);
Figura 1.1: Struttura bow-tie per la rappresentazione del grafo del Web
Nell’ambito del grafo del Web, sono poi individuabili diversi sottografi, pa-
recchi dei quali sono caratterizzati dall’essere costituiti da nodi fortemente
connessi tra di loro. Cio` e` solitamente spiegabile con l’assunzione che ogni
pagina solitamente tende a riferire pagine ad essa strettamente legate, ossia
aventi una qualche affinita` a livello di argomenti (fenomeno cosiddetto di
preferential attachment [2]).
Un sottografo del Web fortemente connesso, i cui nodi abbiano proprieta` no-
tabilmente interessanti in comune, e` spesso identificato sotto la definizione di
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comunita`[17], in quanto per l’appunto esso rappresenta un sottografo rappre-
sentante di nodi referenti tutti a una serie di proprieta` affini. Ovviamente,
ogni comunita` non fa mondo a se´, ma e` solitamente connesso a sua volta ad
altre pagine, attraverso i cosiddetti bridge nodes (nodi ponte).
Ogni pagina Web e` anche dotata di una cosiddetta proprieta` tempora-
le: ossia, essa puo` cambiare nel tempo, sia a livello di contenuto che, in
un approccio grafo-centrico, a livello di collegamenti uscenti. Se e` vero che,
cambiando i collegamenti uscenti, cambia anche il contenuto (considerato
che i collegamenti uscenti sono esplicati direttamente nella rappresentazione
HTML della pagina), il contrario non lo e` affatto.
Inoltre, la frequenza di variazione di una pagina dipende dalla sua natura
stessa: e` facile, per esempio, supporre che una homepage di un sito di no-
tizie on-line variera` a cadenza almeno giornaliera proprio per via della sua
funzione, mentre e` abbastanza piu` scontato immaginare che una qualsivoglia
homepage personale sara` catterizzata da maggiore staticita` e conseguente-
mente variera` con frequenza ben minore. Un blog invece variera` ogni volta
che viene aggiunto un cosiddetto post, o anche un commento, e la frequenza
con cui tali siti variano si presume in qualche maniera assimilabile alla loro
popolarita` nel Web, appunto dovuta dalla frequenza con cui qualche utente
aggiunge un commento a qualche post.
Lo studio e l’analisi di tale proprieta` puo` essere particolarmente utile in
diversi fini: ad esempio, puo` consentirci di stimare quanto frequentemente
una pagina cambia, in modo da scaricarla solo una volta che la probabilita` di
variazione sia sufficientemente elevata; oppure puo` consentirci di migliorare
la gestione del caching per le pagine Web stesse, o anche riportare informa-
zioni utili in un approccio a livello di data mining [14].
Esistono inoltre studi piuttosto attendibili riguardanti interi domini naziona-
li, come in [1] nel caso particolare cileno, che, oltre a confermare la struttura
del Web citata in [11], arrivano a stimare l’evoluzione della struttura stessa,
sottolineando come il numero di link tenda quasi a raddoppiare in misura an-
nuale, come risultato di un incremento del 100% dei link di nuova creazione
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e della contemporanea sparizione del 20% di quelli gia` esistenti. Utilizzando
la notazione descritta in precedenza a proposito della struttura bow tie del
Web, e` inoltre mostrato come un tipo sito Web inizi la sua storia come parte
di un’isola o del gruppo IN, e passi successivamente a far parte della com-
ponente principale SCC del Web una volta acquisita una certa popolarita`,
sotto la condizione che tale sito abbia collegamenti uscenti verso altri siti
conosciuti; se tale condizione non si verifica, e` invece piu` probabile che tale
sito entri a far parte del gruppo OUT.
Un’altra distinzione interessante che si puo` avere nell’ambito dei nodi del
grafo del Web e` tra hub e authority. Un nodo, nel grafo del Web, si dice
hub se esso e` il nodo di partenza per un numero particolarmente significativo
di archi. Esso e` invece detto authority se e` a sua volta nodo di arrivo di un
numero elevato di archi[21]. Da notare che le due definizioni non sono mutua-
mente esclusive, ma possono anche coesistere o non esser presenti affatto (un
nodo puo` essere allo stesso tempo sia hub sia authority, o non essere ne´ l’uno
ne´ l’altro). Tale definizione porta implicitamente alla nozione di popolarita`
(ranking) di un nodo del Web e ad una svariata collezione di algoritmi per
calcolarne tale proprieta`, di cui tra i piu` conosciuti si ricordano HITS[22],
SALSA[24] e soprattutto PageRank[6], a cui il popolare motore di ricerca
Google deve gran parte del suo successo.
1.2 Obiettivi principali
Susseguentemente all’introduzione dei concetti base di grafo del Web e cor-
rispondenti proprieta` caratteristiche, si puo` quindi passare alla definizione
degli obiettivi iniziali del lavoro di tesi stesso.
In particolare, l’obiettivo principale della tesi, svolta presso l’ISTI-CNR di
Pisa, e` l’individuazione e l’analisi delle proprieta` distintive di alcuni sot-
toinsiemi del Web al variare del contenuto delle singole pagine Web che li
compongono. Per raggiungere tale scopo, si e` dovuti procedere innanzitutto
a una fase di individuazione delle proprieta` minime di una pagina che e` ne-
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cessario raccogliere al fine di raggiungere i nostri obiettivi prefissatici:
• un identificativo univoco di una pagina;
• l’insieme dei link entranti ed uscenti dalla nostra pagina, ossia quelle
pagine che rispettivamente riferiscono o sono riferite dalla pagina stessa
mediante un collegamento HTML (tag <A HREF
= http://www.unipi.it>..</A>);
• un insieme di informazioni in grado di poterci consentire di stabilire se
e quanto una determinata pagina varia il suo contenuto nel tempo.
Se, per quanto riguarda le prime due, esse sono abbastanza banali da rac-
cogliere, il problema invece sorge per la terza di tali suddette proprieta`.
E` quindi fondamentale individuale un qualche metodo per individuare (ed
eventualmente anche quantificare) le differenze tra versioni temporalmente
diverse dello stesso documento Web.
1.3 Introduzione alla stima di similarita`
Vi sono diversi approcci possibili per consentire la stima quantitativa (e non
semplicemente booleana, quindi) della differenza tra due pagine diverse, siano
esse due documenti non correlati tra loro o due versioni diverse nel tempo
della stessa pagina. Si tratta comunque per lo piu` di approcci applicati sul
confronto di versioni ridotte dei documenti da esaminare, detti anche sketch.
Una serie di approcci particolarmente interessanti comprende:
• approccio basato sui k-shingles : dato un documento D, un k-
shingle e` costituito da una coppia nella forma < w, f >, dove w e` un
sottoinsieme di k parole presenti consecutivamente in D, ed f la fre-
quenza del termine w nel contenuto del documento D.
A questo punto, per stimare la similarita` tra due differenti documenti
D, D′ scaricati dal Web si utilizzano i corrispondenti insiemi di shingles
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A, B da essi generati, ed a questi ultimi si rivela infine sufficiente appli-
care una delle numerose funzioni di similarita` conosciute in letteratura
(Jaccard, per esempio).
• Rabin fingerprinting [25][7]: per fingerprint (impronta digitale) si
intende un singolo tag che rappresenta un oggetto, aventi le seguenti
proprieta`:
1. se due fingerprint sono differenti, allora lo sono anche i corrispon-
denti oggetti A, B;
2. vi e` una bassa probabilita` che due oggetti A, B differenti abbiano
lo stesso fingerprint.
In altre parole, scegliendo una funzione f da una collezione di funzioni
F = {f : Ω→ {0, 1}k} in maniera uniformemente casuale, si ha che
f(A) 6= f(B) =⇒ A 6= B
Pr(f(A) = f(B)|A 6= B) = molto piccola
Lo schema di generazione di Rabin consente la generazione in tempo li-
neare di tali fingerprint, associando ad ogni stringaA = (a1, a2, ..., am), a1 =
1 un polinomio A(t) di grado m − 1, quindi scegliendo un polinomio
irriducibile P (t) di grado k in Z2, definendo cos`ı il fingerprint di A come
f(A) = A(t) mod P (t)
• Locality-Sensitive Hashing [20]: consiste in una famiglia di funzio-
ni hash, tali per cui, data h(x) la nostra funzione hash, e` valida la
proprieta`:
Pr[h(A) = h(B)] = sim(A,B)
dove sim(A,B) e` una metrica di similarita` tra i due documenti A e
B che ammette la proprieta` di disuguaglianza triangolare, come ad
esempio la metrica conosciuta come coefficiente di Jaccard :
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sim(A,B) =
|A ∪ B|
|A ∩ B|
Per costruire funzioni hash di tipo LSH-valide sotto la metrica di si-
milarita` di Jaccard, e` possibile utilizzare la nozione di min-wise inde-
pendent permutations che prevedono la generazione di un numero ben
definito di permutazioni pi(X) tali per cui valga la seguente proprieta`,
nota anche come condizione di indipendenza min-wise, che impone che
qualsiasi elemento di un insieme X abbia la stessa probabilita` di es-
sere scelto come elemento minimo dell’immagine di X stesso sotto la
permutazione pi:
Pr(min{pi(X)} = pi(x)) =
1
|X|
1.4 Sottoinsiemi del Web selezionati
Successivamente, e` stato necessario individuare un insieme valido di sottoin-
siemi del Web che potessero essere interessanti a sufficienza e dalle proprieta`
di variazione anche molto diverse tra di loro, in modo da stabilire come la
frequenza di variazione di una pagina incida sulle proprieta` del sottoinsieme
del Web a cui fa riferimento. Si e` scelto un approccio basato su un numero
di crawling separati, in particolare mandando in esecuzione quattro distinte
istanze di un crawler a partire da URL iniziali (dette anche seeds) distinte.
Tali crawling sono stati configurati in modo da cercare di coprire il meglio
possibile i seguenti quattro sottoinsiemi del Web:
• Universita` degli Stati Uniti d’America, intero dominio .edu;
• Universita` italiane, con vincolo esclusivo su tutti sottodomini esi-
stenti nella forma universita`.it (per esempio, unipi.it);
• Un sottoinsieme composto da siti categorizzabili come blog , scelto a
partire da una cosiddetta blog directory, un sito sul quale sono archiviati
e pubblicizzati, per l’appunto, tutta una serie di blog;
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• Un sottoinsieme di pagine consigliate da dmoz.org scelto in ma-
niera del tutto casuale; in particolare, dmoz.org e` una cosiddetta Web
directory, ossia un sito il cui staff pubblica e categorizza un numero
particolarmente elevato di collegamenti a siti Web esterni.
Questi quattro crawling sono stati mandati in esecuzione per circa 35 gior-
ni consecutivi a cadenza giornaliera, e quindi memorizzati singolarmente in
modo da essere successivamente esaminati. Si e` optato per scegliere una
frequenza di crawling giornaliera in modo da poter almeno misurare le va-
riazioni quotidiane nelle pagine scaricate. Ovviamente, nessuno assicura che
le pagine che verranno scaricate in un determinato giorno saranno le stesse
scaricate nel giorno precedente, cio` per via del funzionamento di un crawling
e della possibilita` che un qualsivoglia documento abbia collegamenti in uscita
diversi a distanza di un determinato periodo.
Tutte le informazioni concernenti sono state infine analizzate nel loro in-
sieme, ossia confrontandone le variazioni giorno per giorno, sia in termini di
contenuto sia per quanto concerne il grafo corrispettivo, in modo da determi-
nare un insieme di risultati di qualche interesse, il tutto attraverso approcci
tipici del data mining e della statistica quali, ad esempio, il clustering e la
disamina delle proprieta` comuni e, in particolare, quelle distintive e caratte-
ristiche.
I quattro insiemi di crawling di cui sopra intendono rappresentare quattro
differenti sottoinsiemi del Web, per i quali non e` difficile, anche ad occhio,
intuire la differenza a livello di staticita` (o dinamicita`, che dir si voglia), e
quindi una qualche disparita` in termini di frequenza di variazione dei do-
cumenti che ve ne fanno parte. E` infatti piuttosto spontaneo pensare che
il dominio delle universita` statunitensi, presumibilmente ricco di contenuti
statici, variera` meno frequentemente rispetto a quanto avviene piuttosto nei
blog per via delle considerazioni fatte in precedenza. Si presume inoltre che
un insieme-campione di pagine scelte da un dominio come dmoz.org possa
rappresentare una qualche misura media della frequenza di variazione delle
pagine del Web buono, ossia quella porzione di Web che non include i siti di
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spam o comunque ritenuti poco o per nulla interessanti da un sistema non
automatizzato di selezione.
1.5 Conclusioni
Con questo capitolo si e` intesa fare una disamina iniziale del problema di in-
dividuare proprieta` interessanti del Web e di alcuni suoi possibili sottoinsiemi
piu` o meno omogenei in base al loro comportamento a livello temporale, ossia
quando e come il contenuto di un singolo documento tende a variare in un
certo intervallo di tempo.
Sono state quindi presentate tre possibili soluzioni al problema della sti-
ma quantitativa di differenza tra due documenti (e di conseguenza anche tra
due versioni temporalmente differenti del medesimo documento): k-shingles,
Rabin fingerprint e Locality-Sensitive Hashing. Si e` quindi passato alla scel-
ta di quattro sottoinsiemi del Web aventi potenziali proprieta` di interesse:
si e` optato in tal caso per due sottoinsiemi ritenuti come statici (universita`
americane ed italiane), e due piu` eterogenei e dinamici (selezione di blog,
campione di pagine selezionate da dmoz.org).
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Capitolo 2
Similarita` tra documenti dei
sottografi
2.1 Introduzione
Come gia` esaminato nel capitolo precedente, nell’impostazione del lavoro di
tesi ivi descritto vi e` la necessita` di individuare e concretizzare una qualche
metodica per confrontare e quantificare le differenze tra due versioni tem-
poralmente differenti di un qualsivoglia documento del Web. Cio` implica,
per l’appunto, la scelta di una delle tecniche viste in precedenza per la stima
quantitativa della misura di similarita` tra due documenti.
Tutte le tecniche espresse si basano sull’elaborazione del contenuto dei do-
cumenti da confrontare in modo da poter applicare ad essi ragionamenti di
carattere statistico e/o insiemistico. Alcune di tali tecniche in particolare,
tra cui Locality-Sensitive Hashing [20], condividono un approccio di tipo los-
sy, ossia con perdita informazione, in quanto tendenti ad esprimere soltanto
alcune componenti significative a partire dal documento in questione in mo-
do da ricavarne una sua rappresentazione di dimensione molto inferiore e, di
conseguenza, ridurre il tempo di esecuzione della fase di confronto e quanti-
ficazione delle differenze tra due documenti differenti.
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Si e` prospettata quindi l’opportunita` di realizzare una libreria software che
consentisse di svolgere con la semplicita` maggiore possibile, e al contempo i
risultati migliori ottenibili, il confronto e la stima della similarita` del conte-
nuto di due documenti.
2.2 Passi per la generazione di uno sketch
L’approccio prescelto e` un ibrido di due tecniche precedentemente introdotti,
k-shingles e Locality-Sensitive Hashing. Tale tecnica, nata a partire da me-
todologie per certi versi simili ([8], [13], [19]) ma in questo caso direttamente
orientate ai documenti HTML, consiste delle seguenti fasi:
1. Dato un documento Web D, esso viene ripulito di tutte le informazioni
non utili al confronto del contenuto reale (ossia, visibile) dello stes-
so: vengono quindi rimossi dal documento contenuti ritenuti superflui
quali impostazioni dei fogli di stile CSS, script JavaScript, tag HTML
di apertura e di chiusura, nonche´ informazioni sugli oggetti cosiddet-
ti embedded (ossia, non direttamente riconducibili al formato HTML)
all’interno della pagina stessa.
2. Il contenuto testuale C del documento D viene quindi processato in
modo da ricavarne un set di k-shingles, con k scelto a priori.
3. Vengono quindi scelte n permutazioni p(x), le quali vengono seleziona-
te in maniera pseudocasuale ma univoca per ogni diversa istanza del-
l’algoritmo (ossia, l’i-esima permutazione calcolata dall’algoritmo sara`
sempre la stessa, a prescindere dallo stato del sistema e dell’ambiente).
E` dimostrabile che tale metodo, conosciuto in letteratura anche come
min-wise independent permutations[9], consente di costruire un insieme
di permutazioni della famiglia LSH, che consente di definire un LSH-
sketch rappresentante del documento di partenza. A questo punto ci
basta semplicemente appoggiarci alla formula di similarita` di Jaccard
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per quantificare il grado di similarita` tra due documenti attraverso i
loro LSH-sketch, in quanto e` facilmente ascrivibile che
Pr(min{pi(SA)} =min{pi(SB)}) =
|SA ∩ SB|
|SA ∪ SB|
= r(A,B)
che equivale in pratica a confrontare i singoli elementi delle tuple
S¯A = (min{pi1(SA)},min{pi2(SA)}, ...,min{pin(SA)})
S¯B = (min{pi1(SB)},min{pi2(SB)}, ...,min{pin(SB)})
dove n e` il numero di permutazioni separate selezionate dal procedi-
mento algoritmo, nonche´ di conseguenza la dimensione stessa di un
singolo sketch.
4. Le permutazioni descritte sopra possono essere tranquillamente estese
da valori interi ai gia` citati w-shingles, a condizione che questi ultimi
vengano in qualche modo mappati nell’insieme di tutti i numeri rap-
presentabili da una variabile di tipo unsigned int (tipo C a 32 bit,
valori compresi fra 0 e 232 − 1 = 4294967295). Tale permutazioni ven-
gono quindi applicate sull’insieme dei w-shingles computati preceden-
temente, e i risultati quindi memorizzati su disco per futura memoria
e utilizzo.
Si e` scelto tale approccio per una duplice motivazione, sia tecnica che compu-
tazionale. Infatti, da un lato un metodo come quello sopra descritto consente
di memorizzare uno sketch di un qualsiasi documento Web di dimensione co-
stante e, soprattutto, estremamente ridotta (dato da n∗sizeof(unsignedint),
dove n e` il numero di permutazioni scelto, solitamente da ipotizzare nell’or-
dine del centinaio, e sizeof(unsigned int) e` lo spazio in memoria, misurato
in bytes, occupato da una variabile C, per l’appunto di tipo unsigned int).
D’altro canto, inoltre, esso consente di ridurre notevolmente i falsi positivi,
sia per la presenza di una fase di cleanup in grado di cancellare da un docu-
mento Web tutte quelle informazioni che, oltre ad essere inutili, si dimostrano
nella stragrande maggioranza dei casi essere anche estremamente ripetitive
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e ridondanti, come tag HTML, codice di tipo script e cos`ı via, sia d’altro
canto per la scelta di utilizzare i w-shingles, che presuppone la riduzione di
sequenze di termini frequenti in un unico elemento. Infine, il calcolo della
similarita` e` a questo punto eseguibile in tempo lineare nell’ordine del numero
di permutazioni n. Considerando n nell’ordine del centinaio, come e` ragio-
nevole fare nella stragrande maggioranza dei casi, tale ritardo si dimostra
essere di fatto trascurabile.
2.3 Irudiko
Una volta esplicata la metodologia da utilizzare nell’ambito della misurazio-
ne di similarita`, il passo successivo e` consistito nello sviluppare una libreria
adatta allo scopo. Tale libreria, denominata Irudiko, fa uso delle tecniche di
cui sopra, ed in aggiunta prevede anche diverse features addizionali, quali la
possibilita` di rimuovere dal documento le cosiddette stopwords (ossia, le pa-
role statisticamente piu` frequenti in una lingua conosciuta) e di applicare un
processo di stemming, ossia di sintetizzazione delle parole cosiddette deriva-
tive alla loro radice, al contenuto testuale dei singoli documenti da elaborare.
Tali opzioni aggiuntive non sono state tuttavia direttamente utilizzate in que-
sta tesi, in quanto esse sono in tutto e per tutto direttamente dipendenti dalla
lingua in cui il testo e` scritto, fattore che non e` possibile dare per assunto nel
nostro caso. Il loro funzionamento non e` pertanto approfondito in questa tesi.
Irudiko e` stata scritta in linguaggio C++, ed e` una libreria composta da
una serie di classi definite come segue:
• IrudikoGenericReader: e` la classe che si occupa della lettura di un
documento di lingua sconosciuta, o per la quale si decida esplicitamente
di non applicare operazioni di cleanup dipendenti dalla lingua, quali ri-
mozioni di stopwords o piuttosto operazioni di stemming sul contenuto
del testo. Tale classe puo` essere estesa in base ad ogni lingua conosciuta
per la quale sia presente uno stemmer e un elenco di stopwords. Irudiko,
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nella sua ultima versione pubblicata, include due estensioni linguistiche,
IrudikoEnglishReader e IrudikoItalianReader, che possono utiliz-
zare in maniera opzionale le classi EnglishStemmer e ItalianStemmer
ai fini di eseguire correttamente lo stemming. Nel lavoro di tesi, tutta-
via, le estensioni linguistiche non sono state utilizzate, e si e` pertanto
provveduto ad adoperare la sola classe generica di base. Tale classe,
proprio nella sua forma generica, si occupa di eseguire le operazioni di
cleanup, indipendenti dalla lingua, consistenti nella rimozione di tag
HTML/XHTML, informazioni stilistiche non pertinenti al contenuto
(fogli CSS), riferimenti a oggetti di tipo embedded e codice sorgente
script (JavaScript, per esempio).
• IrudikoSketchGenerator: e` la classe che si occupa di utilizzare le
informazioni restituite da una qualsivoglia classe facente le funzioni di
lettore linguistico al fine di svolgere le operazioni inerenti la generazione
dell’LSH-sketch che si chiede come risultato. Tutte le operazioni di tale
classe, tranne ovviamente il cleanup che e` performato direttamente dal
lettore linguistico generico, sono rappresentate nella figura in basso.
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Figura 2.1: Fasi di generazione di un LSH-sketch mediante Irudiko
Il codice C++ illustra la procedura principale di Irudiko per la generazione
degli LSH-sketch a partire da un contenuto Web ripulito in seguito alla gia`
descritta fase di cleanup. Va notata la presenza di tre sottoprocedure che ver-
ranno sempre invocate dalla procedura principale sopra descritta: shingle
si occupa della generazione dei w-shingles a partire da un contenuto testuale
dato, mentre get ul list mappa una lista di w-shingles ad un corrispon-
dente valore unsigned long mediante l’apporto di una funzione hash di tipo
DJB[5]; infine hash permute applica una funzione di permutazione pii, il cui
risultato e` nella forma pii = (a · x + b) mod P (con P numero primo scelto
aprioristicamente) [10], ed e` un valore di tipo unsigned long.
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Codice 2.3.1 Codice C++ della procedura principale di generazione di un
LSH-sketch con Irudiko
int IrudikoSketchGenerator::do_sketch(vector<string> wordlist,
unsigned long* dest_sketch, int def_perm_num) {
vector<shingling> l_sh;
list<unsigned long> ulist;
list<shingling> excllist;
sketch.clear();
/* Build the w-shingling */
if (wordlist.size()>0) l_sh = shingle(wordlist);
/* Convert the bag-of-words in a compatible set */
if (wordlist.size()>0) ulist = get_ul_list(l_sh);
/* Apply a way to redimensionate the list above */
switch (sh_selmode) {
case (SH_MIN_SELECTION):
{ minShingles(ulist,sh_param); break; }
case (SH_MOD_SELECTION): {
if (sh_param==0)
sh_param = chooseModParam(ulist.size());
modShingles(ulist,sh_param); break; }
}
/* Compute the singular permutations */
for(int i=0; i < def_perm_num; i++) {
unsigned long min_hashval = 0;
bool hashval_init = false;
for(list<unsigned long>::iterator itr=ulist.begin();
itr!=ulist.end();itr++) {
unsigned long l = (unsigned long)*itr;
l = hash_permute(l,i+1);
if ((!hashval_init) || (l < min_hashval)) {
min_hashval = l;
if (!hashval_init) hashval_init=true;
}
}
sketch.push_back(min_hashval);
}
for (int i = 0; i < def_perm_num; i++)
dest_sketch[i]=sketch[i];
for (vector<shingling>::iterator itr=l_sh.begin();
itr!=l_sh.end();itr++)
delete[] (((shingling)*itr).subseq);
return 0;
}
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L’operato di Irudiko, con riferimento alla classe IrudikoSketchGenerator,
ossia la fase di generazione di un LSH-sketch, e` inoltre altamente configu-
rabile e personalizzabile: e` infatti possibile impostare la dimensione w degli
shingles, la funzione di selezione degli shingles stessi (‘modulo n’, ‘minimi
n elementi’, o semplicemente nessuna funzione di selezione), e naturalmen-
te anche la dimensione dello sketch nel numero n di permutazioni computate.
Per quanto riguarda la funzione di selezione degli shingles, un approfondi-
mento si rivela necessario. Su dati reali, e` chiaramente risultato che l’utilizzo
di una funzione di selezione e` altamente consigliabile dal punto di vista pre-
stazionale, ed inoltre che gli LSH-sketch utilizzanti funzione di selezione di
tipo modulo sono piu` rappresentativi rispetto al documento, a confronto con
l’uso di una funzione di selezione di tipo ‘minimi elementi’. L’obiettivo e`
in particolare l’ottenimento di un sottoinsieme S(D) di w-shingles che sia
comunque rappresentativo del documento D, sebbene a cardinalita` minore.
In particolare, per quanto concerne il parametro m della funzione modu-
lo, e` raccomandabile l’uso di un valore m = 2 ∗ k, dove per k si intende
quell’intero tale per cui, dato M il numero dei w-shingles complessivi, si ha
che:
100 ∗ 2 ∗ k ≤ M < 100 ∗ 2 ∗ k + 1
Tale condizione e` esplicitamente raccomandata in [8] in modo da limitare la
dimensione del sottoinsieme dei w-shingles selezionati: infatti, a differenza
della funzione ‘minimim elementi’, che ne restituisce per definizione al piu`m,
la dimensione dell’insieme S(D) dei w-shingles, quando selezionati attraverso
la funzione ‘modulo m’, cresce comunque all’aumentare della dimensione del
documento, sebbene in forma minore a quest’ultimo. Imponendo il parametro
m nel modo visto sopra, si ha certamente una dimensione di S(D) sempre
compresa tra 50 e 100 per D sufficientemente grande, come di solito avviene.
La libreria Irudiko consente anche la computazione automatica del valore
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adeguato di m per la funzione modulo in accordo a quanto visto sopra, oltre
ovviamente alla possibilita` di settare tale parametro in forma diretta.
2.4 Conclusioni
In tale capitolo si e` studiato in maniera maggiormente approfondita il proble-
ma della stima delle misure di similarita` tra documenti differenti, nonche´ di
conseguenza versioni cronologicamente diverse dello stesso documento, come
interessa in particolare nel nostro caso. E` stato pertanto espresso un insieme
di metodologie e tecniche che consentono la generazione di sketches secondo
le tecniche di Locality-Sensitive Hashing gia` anticipate in precedenza, e in
questo caso particolare integrate con operazioni atte a rendere tale sketch
piu` accurato, come l’utilizzo di w-shingles unitariamente ad una fase di clea-
nup specifica per le pagine HTML/XHTML.
Tale insieme di tecniche e` quindi stato codificato in una libreria apposita
denominata Irudiko con l’intenzione di renderle successivamente parte della
fase di crawling, in modo da consentire al crawler specifico l’opportunita` di
memorizzare LSH-sketches del documento unitariamente al suo contenuto.
Sono state anche mostrate possibili tecniche di campionamento del contenuto
dei documenti atte a rendere la fase di costruzione degli stessi LSH-sketches
piu` rapida in termini di prestazioni.
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Capitolo 3
Crawling ed elaborazione
documenti
Una volta analizzati e chiarificati gli obiettivi, si e` quindi potuto giungere
alla fase di raccolta delle informazioni, ossia il crawling dei vari documenti
dal Web. Ogni singolo crawl e` andato in esecuzione giornalmente per 35
giorni consecutivi, in modo da ottenere, per l’appunto, oltre trenta versio-
ni diverse di pagine comuni. Ovviamente, non tutte le pagine scaricate in
un determinato giorno saranno necessariamente presenti il giorno successivo:
cio` dipende dalla presenza o meno di tale documento Web nei link uscenti di
un documento proveniente da tale crawling. Come gia` accennato sopra, si e`
operato su quattro crawling distinti, eseguiti in parallelo e simultaneamen-
te, configurati rispettivamente con quattro seeds differenti, qui nuovamente
elencati e piu` approfonditamente discussi, in modo da consentire il ricavo di
quattro sottografi del Web operanti su materie distinte:
• Il primo crawling parziale ha riguardato l’intero sottoinsieme di pagine
Web facenti riferimento a universita`, college e istituti accademici degli
Stati Uniti d’America, parte del dominio di primo livello .edu. Sulla
rete Internet vi sono diverse liste a riguardo, e l’unica operazione neces-
saria per il recupero dei collegamenti alle homepage di tali universita`
ha riguardato il download di una di tali liste (nella fattispecie, quella
rintracciabile all’URL http://www.utexas.edu/world/univ/state/)
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e la sua elaborazione mediante l’applicazione di espressioni regolari sul
suo contenuto, in modo da ricavarne un file testuale in cui ogni riga
rappresenta una URL nella forma http://www.something.edu. per
un totale di 945 URL iniziali.
• Il secondo crawling parziale, in qualche misura analogo al precedente,
ha riguardato l’intero insieme delle universita` italiane. Per ricavare
l’insieme delle URL iniziali da passare al crawler, si e` proceduto in ma-
niera analoga al caso precedente (universita` statunitensi), recuperan-
do quindi una lista di universita` italiane da Internet ed elaborandola
sempre mediante l’applicazione di espressioni regolari sul testo. Si e`
ottenuta cos`ı una lista di 70 URL iniziali.
• Il terzo crawling parziale ha invece riguardato un sottoinsieme di pa-
gine Web estrapolate principalmente dai cosiddetti blog, ricavato a
partire da una blog directory, ossia un elenco pubblicato sul Web di
blog presenti nella rete Internet. Si e` alla fine optato per BlogCatalog
(http://www.blogcatalog.com/directory), un sito Web che funge
da catalogo di blog suddivisi per argomento trattato. L’URL corri-
spondente a tale sito e` anche l’unica URL iniziale inclusa nel seed set
da passare al nostro crawler.
• Il quarto ed ultimo crawling parziale ha infine riguardato un sottoin-
sieme di pagine consigliate da dmoz.org ; trattasi di una cosiddetta
open Web directory, ossia un massivo elenco di pagine e siti Web ana-
lizzati e selezionati da uno staff umano, dietro suggerimento dell’utenza
Internet. In tal caso si e` optato per un approccio differente: infatti,
oltre a rendere disponibile in rete mediante formato HTML il suo in-
tero database di URL selezionate e catalogate, dmoz.org pubblica in
rete lo stesso in formato RDF (Resource Description Framework), che
ancora una volta puo` essere rielaborato, sempre utilizzando un insieme
di espressioni regolari, in modo da ricavarne l’insieme di tutte le URL
distinte, che si sono rivelate essere ben 4.474.011. Considerata l’enor-
mita` di tale insieme di URL, si e` dovuti successivamente procedere a
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una selezione di un campione casuale di circa un centesimo delle URL
dell’insieme iniziale, con numero di URL risultanti pari a 45.024, come
insieme di partenza per il nostro crawler.
Si e` quindi operata la scelta dell’applicativo da utilizzare per eseguire ma-
terialmente questi crawling, la quale e` ricaduta su WIRE[12], un crawler
open-source scritto in C++, e anche per questo scelto, in quanto potenzial-
mente migliore a livello di performance di altri applicativi scritti in linguaggio
Java, e quindi non compilati ma interpretati via virtual machine. Tale craw-
ler e` stato inoltre massivamente modificato per consentire l’integrazione con
la gia` presentata libreria Irudiko per la generazione degli sketches, nonche´ per
permettervi l’introduzione di una shell per il confronto e l’analisi a posteriori
dei dati generati ed infine memorizzati su disco rigido.
Le principali informazioni memorizzate su ogni singola pagina per ogni cra-
wling giornaliero sono state le seguenti:
• L’URL della pagina Web;
• La profondita` della pagina nell’albero associato a tale crawling;
• Un LSH-sketch generato dalla libreria Irudiko, e composto da 128
elementi;
• L’insieme dei link in uscita a partire da tale pagina;
• Il giorno in cui tale pagina e` stata scaricata;
• Una stima del PageRank di tale pagina, ovviamente computato
nell’ambito del grafo del singolo crawl.
In particolare, e` triviale individuare l’URL come chiave primaria per ogni
singolo documento Web; essa verra` quindi utilizzata per confrontare le varia-
zioni dei documenti Web a partire da crawling eseguiti in periodi temporali
diversi.
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3.1 Concetti di base sul crawling
Con il termine crawling si definisce quella fase automatizzata di recupero
e scaricamento di pagine remote in ambiente locale. Tale operazione viene
svolta da un applicativo apposito denominato crawler (o anche spider, robot
o bot).
Il funzionamento di un crawler e` direttamente dipendente dalla natura stessa
del Web: non esistendo infatti un catalogo di tutte le URL accessibili sulla
rete, diviene pertanto necessario utilizzare un metodo alternativo per ese-
guire il cosiddetto fetching di ‘tutto’ il Web. Per far cio`, un crawler inizia
a scaricare pagine dal Web a partire da un insieme dato di URL iniziali,
denominato seed ; tali pagine vengono quindi progressivamente analizzate in
modo da generare a partire dal loro contenuto HTML ulteriori URL, dette
anche outlinks, che verranno quindi recuperate dal Web e analizzate a loro
volta in un ciclo potenzialmente infinito.
La funzione centrale di un crawler e` in particolare lo scaricamento del mag-
gior numero di pagine possibili in contemporanea, in modo da sopravanzare
i ritardi introdotti da operazioni quali:
• la risoluzione dell’hostname incluso nell’URL in un indirizzo IP valido
mediante DNS;
• la fase di connessione di un socket col Web server e l’invio della richiesta
corrispondente (HTTP GET);
• la ricezione della pagina desiderata in risposta alla richiesta;
• l’analisi della pagina ricevuta al fine di recuperare le URL da essa
riferite in uscita (gli outlinks);
• la memorizzazione su disco del contenuto della pagina stessa.
Un discreto numero di crawler open-source e` disponibile nel Web, di cui la
maggior parte pensati e sviluppati nel linguaggio Java, come ad esempio
Lucene e Heritrix. La problematica di dover eseguire crawling frequenti di
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durata ristretta a partire da seeds costanti ci porta tuttavia a chiedere alte
prestazioni come primo requisito in un crawler.
3.2 WIRE: un crawler in C++
WIRE [12] e` un crawler open-source sviluppato dal gruppo di ricerca CWR
della Universidad de Chile; tra le sue numerose caratteristiche e pregi puo` an-
che annoverare il vantaggio, non da poco, di essere particolarmente efficiente
dal punto di vista prestazionale per via del fatto di esser stato sviluppato in
linguaggio C++, a differenza di molti altri crawler open-source alternativi
come ad esempio Lucene, scritti invece in linguaggio Java. Tale applicativo
non si limita alla sola fase di scaricamento e memorizzazione dei documenti
dal Web, ma consente anche di indicizzare gli stessi e di eseguire in essi alcu-
ne operazioni di analisi. WIRE e` realizzato in forma di collezione di diverse
procedure invocate in maniera separata, ognuna destinata a coprire una ben
definita funzione nell’ambito della fase principale di crawling dei documenti.
In particolare, tra i singoli moduli da me utilizzati nelle fasi concernenti
il crawling e il recupero dei dati, vanno annoverate le seguenti:
• wire-bot-reset: si occupa della creazione di un repository vuoto
destinato alla memorizzazione dei documenti scaricati dal Web;
• wire-bot-seeder: a prima invocazione, recupera da un file testuale i
seed, ossia una lista determinata a priori di siti Web da cui iniziare
l’operazione di crawling; nelle invocazioni successive, genera un elenco
di URL da scaricare nel passo successivo di iterazione a partire dai
documenti gia` scaricati;
• wire-bot-run: e` a sua volta un batch file che invoca le procedure
wire-bot-manager (preparazione dei gruppi di documenti da scarica-
re), wire-bot-harvester (recupero documenti dal Web),
wire-bot-gatherer (parsing ed estrazione URL dai documenti sca-
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ricati) e wire-bot-seeder (aggiunta nuove URL da scaricare); in pra-
tica, e` il componente di WIRE che si occupa della fase di crawling vera
e propria dei documenti dal Web;
• wire-info-extract: e` una procedura che consente di accedere diret-
tamente da disco ai contenuti scaricati durante la fase di crawling.
• wire-info-analysis: e` un tool per la generazione dei dati rappresen-
tanti il grafo del Web corrispondente ai documenti scaricati durante
l’operazione precedente di crawling.
Tali operazioni tuttavia non sono sufficienti, in quanto vi e` necessita` di me-
morizzare ulteriori dati, ossia gli LSH-sketches dei singoli documenti scaricati.
Il problema della generazione di sketches LSH mediante libreria Irudiko e
la loro successiva memorizzazione su disco e` stato risolto aggiungendo una
serie di procedure integrate, a loro volta, come applicazioni nell’ambito del
crawler WIRE. In particolare, e` stata sviluppata una procedura software
wire-search-sketcher, integrante la gia` discussa libreria Irudiko con il fi-
ne di consentire la generazione di LSH-sketches a partire dai documenti gia`
esistenti nel repository del crawler e quindi memorizzarli su disco insieme ad
un’ulteriore serie di informazioni, utili per il passo successivo di analisi dei
risultati.
Una successiva versione di Irudiko, la 0.5, e` successivamente stata integrata
in modo piu` massivo nell’ambito della libreria WIRE; in particolare la ge-
nerazione degli LSH-sketch e` stata resa automatica immediatamente dopo il
recupero dei documenti dal Web (fase di gathering), il tutto in maniera ov-
viamente opzionale dietro settaggio di un adeguato parametro use-sketches
nel file XML di configurazione di WIRE. Il recupero degli sketches e` quin-
di stato reso possibile tramite la gia` citata procedura wire-info-extract,
usufruendo dei parametri --sketch < docid >, che restituisce lo sketch LSH
associato al documento con identificativo docid, se esistente, e --sketches,
che invece ritorna il corrispondente sketch LSH per ognuno dei documenti di
cui e` disponibile una copia in locale susseguentemente alla fase di crawling.
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Tali modifiche sono entrate a far parte a tutti gli effetti di WIRE a partire
dalla versione 0.15.
Detto cio`, si ha che le operazioni di crawling eseguite quotidianamente a
partire dai quattro sottoinsiemi del Web descritti in precedenza sono state
eseguite in accordo alla sequenza rappresentata nella figura successiva.
Figura 3.1: Rappresentazione grafica delle fasi del processo di crawling con
WIRE
In particolare, in un intervallo giornaliero di esecuzione approssimabile in-
torno alle 24 ore circa, le operazioni direttamente connesse al download dei
documenti dal Web sono state eseguite in maniera ripetitiva per un periodo
normalmente compreso tra 18 e 22 ore. Al termine di tale intervallo tem-
porale, il processo di download dei documenti e` stato quindi terminato in
maniera manuale mediante invio di segnale SIGKILL al processo crawler, co-
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me del resto direttamente raccomandato dagli stessi sviluppatori di WIRE,
rendendo quindi possibile l’esecuzione delle varie procedure di recupero delle
informazioni dai dati a questo punto invocate.
Tale insieme di operazioni e` stato eseguito per un periodo di tempo com-
preso tra i 40 e i 60 giorni; sfortunatamente, a causa di motivi tecnici non
direttamente collegati al lavoro di cui sopra, non e` stato sempre possibile
eseguire crawlings in giorni consecutivi, il che ha portato a differenze tra i
quattro sottografi del Web in termini di giorni in cui essi sono stati esaminati
mediante procedura di crawling. Le varie informazioni risultanti sono state
memorizzate a parte e catalogate in base a sottografo del Web di riferimento,
quindi per giorno di download.
I quattro crawling separati sono stati sviluppati partendo in particolare da
un insieme ben definito di URL iniziali dalle quali e` stata avviata la visita
del grafo del Web, il cui studio e` stato descritto in precedenza. Sono quindi
stati scritti ed utilizzati degli script per automatizzare tutte le operazioni
ripetitive da eseguire con cadenza giornaliera, nella forma qui di seguito
3.3 Raccolta e analisi dei risultati
Una volta ultimato il lavoro di crawling, si e` potuti quindi procedere alla fase
di raccolta ed analisi delle informazioni.
In base ai risultati provenienti dalla fase iniziale di crawling, si puo` adesso
pensare ad un’approccio di estrazione della conoscenza da tali informazioni di
base. In particolare, possiamo definire almeno tre possibili relazioni comuni
tra pagine Web differenti:
• storia delle variazioni : ossia, l’individuazione di proprieta` comuni
tra due o piu` pagine condividenti determinati risultati in termini di sto-
ria delle variazioni; per esempio, pagine che variano sistematicamente
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Codice 3.2.1 Esempio di script dedito all’esecuzione di una nuova istanza
giornaliera del crawler
#!/bin/bash
# Configuration file
export WIRE_CONF=/home/romano/opt/wiredata/conf/wire-edu.conf
cd /home/romano/usr/local/bin
# Prepare past environment for being stored
wire-bot-manager --cancel
# Link analysis
wire-info-analysis --link-analysis
wire-info-analysis --sitelink-analysis
# Generate LSH sketches
wire-search-sketcher >& /home/romano/usr/local/bin/ske1.log
# Store LSH sketches
mv /extra/romano/crawlings/1/sketch/irudiko.sketches _
/extra/romano/irudiko-2006_07_01.sketches
# Make space for a new crawling
rm -f -r /extra/romano/crawlings/1/*
# Reset
wire-bot-reset >& reset1.log
# Seed
wire-bot-seeder --start /home/romano/opt/wiredata/seeds/edu-seed.txt
# Start a new instance
nohup wire-bot-run 50 >& /home/romano/opt/wiredata/1/run.log &
nello stesso giorno, o pagine che variano con una distanza costante di
giorni, e cos`ı via;
• struttura del grafo: ossia, l’individuazione di proprieta` comuni in
un insieme di pagine fortemente connesse tra di loro;
• similarita` di contenuto: ossia, l’individuazione di proprieta` comuni
in un insieme di pagine con similarita` sufficientemente elevata in termini
di LSH-sketch.
I dati ottenuti dalla lunga fase di crawling hanno quindi permesso, oltre ad
un’analisi piu` tradizionale basata sul contenuto o sui parametri associati al
grafo, anche uno studio sulle variazioni dei documenti giorno dopo giorno.
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Tale operazione e` stata resa possibile proprio dal fatto che diversi crawlings,
tutti partenti dallo stesso insieme di pagine di seed, sono stati eseguiti e
catalogati in base al giorno di riferimento. Unitariamente alla presenza degli
LSH-sketches per singolo crawling, i quali sono per definizione verificabili in
tempo lineare nell’ordine delle loro dimensioni, cio` ha inoltre reso facilmente
possibile il confronto del contenuto dei singoli vari documenti per singolo
crawling giorno per giorno, in modo da poter costruire i cosiddetti insiemi
di variazione della pagina, il cui significato verra` discusso in seguito.
3.3.1 Insiemi di variazione e loro espansione
Come gia` anticipato in precedenza, una delle problematiche principali del no-
stro lavoro di tesi e` legato alla definizione di un qualche concetto teorico in
grado di esprimere l’idea di proprieta` temporale della pagina. Una possible
soluzione a tale problematica e` data dalla definizione degli insiemi di va-
riazione. Con la dicitura insieme di variazione, in particolare, si definisce
formalmente un insieme V di elementi interi unici e compresi tra 1 e d, dove
d e` un intero non negativo maggiore di zero ed identificante l’ultimo giorno
in cui e` stato effettuato un crawling. Tali interi rappresentano i giorni in cui
e` stata riscontrata una modifica nella pagina Web a cui V fa riferimento. La
cardinalita` dell’insieme V e` inoltre detta anche frequenza di variazione del
documento a cui tale insieme fa riferimento.
Per tale definizione di insieme di variazione, non e` pero` affatto detto che
le regole tradizionali di similarita`, quali quelle di Jaccard o Dice per esem-
pio, si adattino al meglio alla situazione particolare, in quanto puo` essere
interessante sapere se ad una variazione della pagina P al giorno d puo` cor-
rispondere una variazione di una pagina correlata P ′ al giorno d + k, con k
intero positivo strettamente maggiore di zero. In particolare, una delle sup-
posizioni su cui si e` basata tale riflessione e` data dall’interesse a determinare
se variazioni di una data pagina sono in grado anche solo potenzialmente
di influire su pagine aventi in comuni una certa accomunanza a livello di
grafo, di contenuto o altre proprieta`. E` quindi evidente che una tradiziona-
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le misura di similarita` su insiemi non va bene in questa particolare situazione.
Si e` pertanto scelto di operare in un modo alternativo, dando un’ulterio-
re definizione di concetto, come estensione di quello visto in precedenza:
l’insieme k-espanso di variazione.
Dato un insieme di variazione V , con elementi compresi tra 1 e d (con d
identificatore dell’ultimo giorno di crawling), un insieme k-espanso di va-
riazione (con k > 0) e` un insieme V ′ di elementi unici composto nel seguente
modo:
V ′(k) = {w | ∃v ∈ V, (v − k ≤ w ≤ v + k) ∧ (1 ≤ w ≤ d)}
Esempio. Dato l’insieme di variazione V = 1, 5, 9 generato da un crawling
di 35 giorni, il suo insieme 1-espanso di variazione corrispondente V ′(1) sara`
{1, 2, 4, 5, 6, 8, 9, 10}
A questo punto e` possibile recuperare le misure di similarita` su insiemi tradi-
zionali. Di conseguenza, la formula per calcolare la similarita` di due insiemi
di variazione per via della loro k-espansione diviene:
sim(Vi, Vj) =
|V ′i (k) ∩ V
′
j (k)|
|V ′i (k) ∪ V
′
j (k)|
che e` in pratica analoga alla formula di similarita` di Jaccard su insiemi, se
non fosse per la trasformazione precedente dei due insiemi di partenza.
Esempio. Dati i tre insiemi di variazione, calcolati in un intervallo tem-
porale di crawling della durata di 35 giorni, che seguono:
V1 = {8, 9, 11, 15, 16, 17, 19}
V2 = {2, 5, 6, 7, 14, 22}
V3 = {3, 6, 8, 15, 23}
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si ha che le loro corrispettive 1-espansioni risultano essere composte nella
forma seguente (sono evidenziati in grassetto gli elementi che fanno anche
parte del rispettivo insieme di variazione):
V ′1(k = 1) = {7, 8, 9, 10, 11, 12, 14, 15, 16, 17, 18, 19, 20}
V ′2(k = 1) = {1, 2, 3, 4, 5, 6, 7, 8, 13, 14, 15, 21, 22, 23}
V ′3(k = 1) = {2, 3, 4, 5, 6, 7, 8, 9, 14, 15, 16, 22, 23, 24}
comportando di conseguenza i risultati che seguono per quanto concerne la
similarita` tra le tre possibili coppie di insiemi:
simk=1(V1, V2) = 4/23 = 0, 174
simk=1(V1, V3) = 6/21 = 0, 286
simk=1(V2, V3) = 11/17 = 0, 647
3.4 Clustering di insiemi di variazione
Una volta individuato un approccio per il calcolo della misura di similarita`
tra due insiemi di variazione qualsivoglia, un prossimo passo possibile e` ese-
guire una procedura di clustering di documenti basandoci sugli insiemi di
variazione stessi. Tra i vari approcci conosciuti al problema del clustering
si e` scelto di agire mediante un algoritmo di tipo density-based (basato sul-
la densita`), di cui il piu` conosciuto e` senz’altro DBSCAN (acronimo per
Density-Based Spatial Clustering of Applications with Noise) [16].
L’idea di base dietro il concetto di density-based clustering e` quella di costitui-
re un insieme di oggetti appartenenti allo stesso cluster in maniera iterativa,
in modo che la distanza minima tra due oggetti appartenenti allo stesso clu-
ster non sia mai maggiore di un valore piccolo ε scelto a priori, e che tale
cluster sia un insieme di oggetti avente cardinalita` almeno uguale a un valore
MinPts anch’esso determinato aprioristicamente. L’algoritmo DBSCAN e`
in grado di generare un insieme di clusters a parte da dati conosciuti con un
approccio di tipo density-based nel seguente modo:
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1. Si scelgono a priori valori adeguati per i parametri ε e MinPts;
2. Si sceglie un elemento N non etichettato, e lo si include in un insieme
di test S;
3. Si determinano i vari vicini di distanza al piu` ε da N (se ve ne sono),
e si includono anche essi a loro volta in S;
4. Si iterano nuovamente i passi 2 e 3 a partire da ognuno degli elementi
di vicinato individuati al passo precedente;
5. Se |S| = MinPts, allora si assegna un’etichetta disponibile a tutti gli
elementi in S, che costituiscono un nuovo cluster; altrimenti, i nodi in
S sono etichettati come noise (rumore).
6. Se vi sono nodi non etichettati, si torna al passo 1; altrimenti, l’algo-
ritmo termina.
Figura 3.2: Esempi di clusters generati da DBSCAN
L’ovvio svantaggio di tale approccio e` la necessita` (o comunque una forte
raccomandabilita`) di una qualche struttura dati di appoggio, detta indice
spaziale, che preveda insitamente la definizione del concetto di spazialita`
tra i vari oggetti al fine di ottenere prestazioni accettabili, in particolare nel-
l’ordine di O(n lg n). Rinunciando ad utilizzare un indice spaziale, e` infatti
dimostrato dagli stessi autori di DBSCAN che le prestazioni dell’algoritmo
tendono a decadere nell’ordine di O(n2).
Alcune strutture adatte a tale uso, il cui studio esula dagli obiettivi di questa
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tesi, sono R*-tree[3], R+-tree[26] e X-tree[4] (in particolare, R*-tree e` con-
sigliata dagli autori stessi di DBSCAN). Per quanto concerne tale lavoro di
tesi si e` optato per il non utilizzo di indici spaziali, preferendo non utilizzare
nessuna particolare struttura di indicizzazione.
Un problema aggiuntivo, sebbene aggirabile, e` la scelta dei valori adegua-
ti per i parametri ε e MinPts: una possibile soluzione proposta dagli autori
stessi dell’algoritmo consiste nel definire una funzione delle k-distanze, ope-
rante sul dominio D degli oggetti clusterizzati, che ad ognuno di tali oggetti
associa la distanza dal suo k-simo elemento piu` vicino. Quindi, si crea il
grafico ordinato delle k-distanze, che e` composto dalla rappresentazione gra-
fica dell’ordinamento in maniera decrescente di tutte le k-distanze stesse. Se
tale grafico, all’incirca come quello mostrato nella figura qua di seguito, ha
un chiaro punto di soglia (threshold point) visibile ad occhio nudo, allora si
puo` dire che la corrispondente k-distanza e` presumibilmente anche il miglior
valore di ε: infatti, tutti i punti con un valore di k-distanza maggiore del
ε scelto sono considerabili come rumore (noise, ossia rumore), mentre tutti
quelli avente distanza minore saranno certamente assegnati a qualche clu-
ster. In generale, e` difficile rilevare in maniera non manuale, senza supporto
dell’utente, tale valore di soglia.
Per quanto invece concerne il valore k, vari esperimenti compiuti dagli autori
di DBSCAN hanno loro mostrato che i k-grafi non variano particolarmente
per valori di k > 4. Conseguentemente, MinPts = 4 puo` essere considerata
come una scelta piuttosto equa.
Come e` facilmente realizzabile dalla precedente discussione, un’istanza di
DBSCAN non sara` solitamente in grado di clusterizzare tutti gli elementi;
in particolare, gli elementi non assegnabili a un particolare cluster sono co-
nosciuti in letteratura come outliers e come tali verranno identificati dalla
nostra particolare implementazione dell’algoritmo.
L’algoritmo DBSCAN e` stato utilizzato per clusterizzare tutti i nodi in base
a una funzione di distanza
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Figura 3.3: Esempio di grafo ordinato delle k-distanze per la determinazione
di un valore adeguato di ε per DBSCAN
d(a, b) = 1−simk−1(Va, Vb)
dove a e b sono documenti del Web, e Va e Vb i loro corrispondenti insiemi di
variazione.
L’algoritmo DBSCAN e` stato applicato a tutti e quattro i sottoinsiemi del
grafo del Web qui esaminati; presa una lista di insiemi di variazione in ingres-
so, l’applicativo ha quindi generato un file di output le cui linee sono nella
forma mostrata nell’esempio che segue, dove il primo numero rappresenta
l’identificatore del cluster (se positivo) o il fatto che tale documento e` stato
marcato come un outlier (se negativo), mentre il secondo numero e` l’identifi-
cativo del documento Web stesso. Le due stringhe successive rappresentano
infine rispettivamente la bitmap associata all’insieme di variazione per quel
documento e l’URL del documento stesso.
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Figura 3.4: Righe di rappresentazione di alcuni documenti Web clusterizzati
con DBSCAN
3.5 Clustering a livello di grafo
Uno degli obiettivi principali delle operazioni di clusterizzazione descritte fi-
no ad ora e` il voler verificare se ad un’alta similarita` di due documenti a
livello di insieme di variazione corrisponde anche una presenza di comuni
fenomeni anche ad altri livelli, come ad esempio una qualche vicinanza dei
due documenti intesi come nodi nell’ambito del grafo del Web, oppure una
comune appartenenza a livello di URL o di TLD (top-level domain).
Per raggiungere il primo obiettivo, un metodo interessante puo` essere l’in-
troduzione di una qualche forma di clusterizzazione basata direttamente sul
grafo. A riguardo, in letteratura si possono trovare parecchie soluzioni, come
MINCUT [27] o k-distance cliques [15], sfortunatamente tutte poco abbor-
dabili da un punto di vista meramente computazionale su sistemi reali. In
particolare si era inizialmento al’ultimo approccio, ossia quello delle distance-
k cliques.
Nella teoria dei grafi, dato un grafo non orientato G, si definisce clique un
insieme di nodi V tale che, per ogni possibile coppia di nodi in V , esista un
arco che connetta tali nodi. Il concetto e` quindi esteso da [15] definendo una
distance-k clique come un insieme di nodi V tale che, per ogni coppia di nodi
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(u, v) ∈ V , esista un percorso di lunghezza al piu` k che connetta u e v.
Figura 3.5: Esempio di clique (a sinistra) e k-distance clique, con k = 1
(destra)
Il problema del riconoscimento delle k-distance cliques e` riconosciuto tuttavia
essere NP-arduo, e quella presentata da [15] e` un mero approccio euristico,
che si e` purtoppo rivelato quasi subito inattuabile ai nostri scopi per motivi
innanzitutto computazionali.
Si e` pertanto scelto di cercare un differente approccio che coniugasse il pro-
blema della performance su grossi moli di dati con la necessita` di avere una
qualche rappresentazione di sottoinsiemi di nodi condividenti, anche parzial-
mente, informazioni di grafo.
Una prima idea e` stata l’introduzione del concetto di bitmaps costruite a
partire dalle informazioni sul grafo in ingresso ed uscita per ogni pagina Web
sulle quali poi applicare un algoritmo di clustering conosciuto, come k-means
o lo stesso DBSCAN gia` descritto in precedenza. Tale approccio, sebbe-
ne teoricamente attuabile, tende pero` a non considerare esplicitamente la
struttura del grafo, quanto piuttosto una sua trasposizione algebrica. Si e`
quindi optato per un’ulteriore algoritmo alternativo da me ideato e realiz-
zato, chiamato qui di seguito col nome di TRILINK, il quale si basa sulla
supposizione che, presi tre qualsivoglia nodi A, B, C, essi appartengono allo
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stesso cluster CL se esistono i seguenti archi (intesi come non orientati):
• da A a B;
• da B a C;
• da C ad A.
In tal caso, tali tre archi, i quali connetteranno gli altrettanti nodi A, B e C,
saranno i lati di un comune triangolo, e ognuno di tali tre nodi sara` percio`
direttamente connesso agli altri, come mostrato nella figura qua di seguito:
Figura 3.6: Rappresentazione grafica di un triangolo
Dunque, avendo un grafo G = (V,E) ed iterando tale concetto su tutti gli
elementi di V (ossia, i singoli nodi del grafo), si ha tale pseudo-codice come
algoritmo:
Tutti i vari nodi di un cluster generato da tale algoritmo saranno pertan-
to generati partendo dall’insieme TR(m) di tutti nodi tali per cui esiste un
collegamento triangolare nel grafo di riferimento che includa anche il nodo
sorgente m. Tale procedimento di riconoscimento dei triangoli viene quindi
ripetuto per ognuno dei nuovi nodi individuati come facenti parte del cluster
CL(m), in modo da ottenere al termine dell’iterazione un cluster consistente
di nodi del grafo, CL(m) appunto.
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Codice 3.5.1 Pseudocodice dell’algoritmo TRILINK
1: trilink(v, e) {
2: next_cl = 0;
3: foreach(n in v) {
4: cl[n] = -1;
5: foreach(a in v) {
6: if (cl[a] == -1) {
7: foreach(e2=(m,n) in e : (m==a||n==a)) {
8: // edge (A,B)
9: if (m==a) b=n else b=m;
10: if (b!=a) {
11: foreach(e2=(m,n) in e, s.t. (m==b||n==b)) {
12: //edge (B,C)
13: if (m==b) c=n else c=m;
14: if (c!=a)&&(c!=b)&&(exists(e2=(c,a)) in e) {
15: new_cl = next_cl;
16: if (cl[a]!=-1) new_cl=cl[a];
17: if (cl[b]!=-1) new_cl=cl[b];
18: if (cl[c]!=-1) new_cl=cl[c];
19: cl[a] = new_cl;
20: cl[b] = new_cl;
21: cl[c] = new_cl;
22: if(new_cl==next_cl) next_cl++;
23: } //end_if
24: } //end_for
25: } //end_if
26: } // end_for
27: } // end_if
28: } // end_for
29: } // end_for
30:} // END
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TR(m) = {n, n′ ∈ V |∃(m,n), (n, n′), (n′, m) ∈ E,m 6= n, n 6= n′, n′ 6= m}
CL(m) = TR(m) ∪ {CL(n)|n ∈ TR(m)}
E` ovvio inoltre che non tutti i nodi di un qualsivoglia grafo (compreso quindi
anche il grafo del Web) faranno parte di un triangolo riconosciuto da TRI-
LINK; tali elementi, definiti come outliers, verranno etichettati come non
facenti parte di alcun cluster. Su dati reali, l’algoritmo si e` dimostrato piut-
Figura 3.7: Un esempio di applicazione TRILINK su grafo
tosto veloce, anche grazie all’applicazione di un indice (comunque abbastanza
semplice) sulla struttura dati memorizzante gli archi del grafo. L’algoritmo
funziona partendo da un insieme di documenti come input, dove ogni do-
cumento e` rappresentato a sua volta almeno da un identificatore univoco e
dall’insieme di collegamenti uscenti ed entranti a quel documento. Tali in-
formazioni vengono quindi elaborate per ricavarne un file di output avente
sintassi analoga a quella mostrata nel caso DBSCAN, e comunque mostrata
qua in figura.
In questo caso, non e` necessario associare anche una rappresentazione del
corrispondente insieme di variazione, in quanto i cluster generati tramite
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Figura 3.8: Righe di rappresentazione di alcuni documenti Web clusterizzati
con TRILINK
TRILINK non dipendono da essi in alcun modo. E` quindi sufficiente me-
morizzare come campo iniziale l’identificativo del cluster (se il documento e`
clusterizzabile) o un valore negativo che sta ad identificare lo stato di outlier
per tale documento; ad esso seguiranno poi l’identificativo del documento
stesso e la sua URL.
Una variante di questo algoritmo consente di clusterizzare anche i cosiddetti
tendrils (tentacoli), ossia quei nodi originariamente marcati come outlier ma
che sono connessi a uno e un solo cluster. Questo approccio viene ripetu-
to in maniera iterativa sino a quando non vi sono piu` nodi outlier di tipo
tendril da selezionare ed associare a un cluster gia` esistente. Tale approccio
ovviamente tende a ridurre il numero di nodi non clusterizzati, a scapito di
un minore grado di connessione tra i vari nodi dello stesso cluster.
Un motivo per procedere con questo approccio e` dato dalla riduzione, in
alcuni casi anche drammatica, del numero di nodi outlier.
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Figura 3.9: Applicazione della variante tendril-based di TRILINK sul grafo
precedente
3.6 Conclusioni
Con questo capitolo si e` fatta una disamina della parte iniziale della tesi,
a partire dalla fase iniziale di semplice crawling dei documenti da analizza-
re all’elaborazione degli stessi. Si e` introdotto WIRE , il crawler utilizzato
per scaricare i documenti a noi necessari per la successiva fase di analisi,
spiegando a grandi linee le motivazioni che hanno portato alla scelta di tale
applicativo, nonche´ le modifiche a cui esso e` stato sottoposto per integrare
le funzionalita` aggiuntive a noi necessarie per il lavoro di tesi, come l’inclu-
sione della libreria Irudiko precedentemente descritta nella fase di raccolta
dei documenti. Si e` quindi proceduti definendo formalmente la gia` enunciata
proprieta` temporale mediante il concetto di insieme di variazione, descrit-
to in parole povere come l’insieme dei giorni in cui una determinata pagina
ha riportato una qualsiasi variazione nel suo LSH-sketch (e quindi, nel suo
contenuto). Si e` inoltre definito, anch’esso in maniera formale, il concet-
to di insieme di variazione k-espanso con l’obiettivo di poter catturare
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maggiori dipendenze tra documenti del Web a livello di variazioni giornaliere.
Una volta enunciata formalmente la proprieta` temporale dei documenti del
Web, si e` quindi passati all’analisi di un algoritmo di clustering che ben
si coniuga con essa, ossia DBSCAN . Tale algoritmo di clustering, di ti-
po density-based, basato cioe` sulla densita` degli elementi nello stesso cluster
piuttosto che sulla distanza media degli stessi da un qualche elemento rappre-
sentante come invece avviene in altri algoritmi come k-means, e` qui descritto
in dettaglio e riportato nel nostro particolare caso in base a una funzione di
distanza dipendente direttamente dagli insiemi di variazione dei vari docu-
menti.
Per quanto invece concerne il problema dell’analisi diretta del grafo del Web,
si e` proceduto, dopo breve discussione su alcuni possibili approcci, a rea-
lizzare un algoritmo denominato TRILINK , che si basa sul concetto qui
introdotto di triangoli in un qualsivoglia grafo, orientato o non.
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Capitolo 4
Risultati
Una volta concluse le varie fasi descritte nelle pagine in precedenza, si ha un
insieme di informazioni piuttosto vario da cui partire per ricavare risultati
potenzialmente importanti. In particolare, siamo in grado di disporre del-
le seguenti informazioni per ogni singolo documento scaricato nell’arco del
periodo di crawling:
• URL, da cui e` possibile riportarci al corrispondente dominio di primo
e secondo livello;
• insieme di variazione non espanso, da cui e` possibile riportarci al cor-
rispondente insieme di variazione k -espanso, nonche´ alla frequenza di
variazione (ossia la cardinalita` dell’insieme di partenza);
• PageRank della pagina calcolato nell’ambito limitato del singolo craw-
ling;
• DBSCAN ID, ossia l’identificatore del cluster DBSCAN a cui la pagina
appartiene. Ricordiamo che i cluster generati da DBSCAN sono stati
calcolati a partire dagli insiemi di variazione 1-espansi;
• TRILINK ID, ossia l’identificatore del cluster TRILINK a cui la pagina
appartiene. Ricordiamo che i cluster generati da TRILINK sono stati
calcolati a partire dal grafo del Web associato all’ultimo crawling della
pagina di cui si ha traccia;
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• insieme di LSH-sketches giornalieri associati alla pagina.
4.1 LSH-sketches in pagine di comune prove-
nienza
Un risultato per certi versi interessante, sebbene non direttamente collegato
a quanto visto sopra, riguarda il comportamento degli LSH-sketches estratti
da siti comuni. E` infatti degno di nota verificare come un insieme di sketches
generati da pagine differenti ma tutte scaricate dallo stesso sito Web condi-
vidano alcune proprieta` a livello di probabilita` di variazione dei valori delle
permutazioni.
Ricapitolando quanto gia` enunciato in precedenza riguardo gli LSH-sketches,
si ricorda che due documenti P e P ′, aventi sketches di dimensione nota,
hanno similarita` direttamente proporzionale al numero di valori di permuta-
zioni comuni nei loro stessi sketches. Cio` detto, si e` potuto notare che pagine
diverse prese dallo stesso sito (nell’esempio di cui sotto l’enciclopedia online
Wikipedia) e dal contenuto significativo anche completamente diverso tendo-
no comunque a condividere sempre e comunque una minima percentuale di
similarita`. Cio` e` ragionevolmente esplicabile dalla loro stessa provenienza da
un sito Web comune, e la conseguente condivisione di informazioni comuni
non appartenenti al contesto, come ad esempio contenuto associabile al tem-
plate grafico del sito stesso.
Figura 4.1: Andamento di alcune permutazioni LSH in un insieme di pagine
HTML prelevate da Wikipedia
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Per dare una dimostrazione reale di come coppie pagine condividenti layout
(presumibilmente estrapolate dallo stesso sito Web) tendino a mostrare un
maggior grado di similarita`, si e` eseguita una modifica ad hoc alla libreria
Irudiko. In particolare, e` stato aggiunto un componente applicativo esterno
in grado di eseguire l’intersezione S dei vari insiemi di w-shingles generati a
partire da M pagine passate per parametro. Tale intersezione, rappresentan-
te quelli che possiamo definire come w-shingles di cornice, e` quindi stata
memorizzata su disco, e passata a sua volta come parametro alla parte della
libreria dedita alla computazione vera e propria degli LSH-sketches, in modo
da escludere tutti gli elementi in S dall’insieme dei w-shingles di partenza
in ognuno dei documenti in elaborazione. Il tutto, avvenuto contemporanea-
mente all’esclusione dell’applicazione di qualsiasi funzione di selezione, ci ha
consentito di vedere che l’insieme S di intersezione tende a divenire lo stesso
ed a stabilizzarsi gia` su quattro o cinque pagine Web provenienti dallo stesso
sito.
A questo punto, una volta eseguita l’esclusione degli elementi in S dall’in-
sieme dei w-shingles di partenza, gli LSH-sketch variano a loro volta e la
similarita` conseguentemente tende a diminuire proprio per via della rimo-
zione di quegli shingles che sono presenti indipendentemente dal contenuto
reale delle pagine, portando la similarita` a diminuire, tendendo verso il va-
lore considerabile piu` corretto da un punto di vista di quelli che possiamo
definire come contenuti distintivi, ossia quei contenuti che rappresentano il
reale significato della pagina Web al di la` del suo layout grafico.
Su n = 100 pagine scelte in maniera casuale da Wikipedia attraverso uno
script Perl apposito che esegue n comandi wget all’indirizzo
http://en.wikipedia.org/wiki/Special:Random, l’uso dei due approcci
distinti (senza e con esclusione dell’intersezione dei w-shingles comuni, con
w = 2) ha portato ai seguenti risultati relativamente alla media delle simi-
larita` fra tutte le possibili c = n(n − 1)/2 coppie di documenti (nel nostro
caso, c = 100 · 99/2 = 4950);
• Senza selezione w-shingles : nel nostro esempio, le similarita` tra
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tutte le possibili 4.950 coppie di documenti sono comprese tra l’1, 33 e
il 73, 33%, e comportano una media delle similarita` pari al 19, 85%;
• Con selezione w-shingles : in tale caso, le similarita` tra tutte le
possibili 4.950 coppie di documenti sono invece comprese tra lo 0 e il
36%, e comportano una media delle similarita` pari all’1, 28%;.
Il confronto tra due LSH-sketch generati a partire dalla stesso documento
Web attraverso i due approcci di cui sopra puo` dare una spiegazione al per-
che´ di tale discordanza: infatti, alcune componenti dei due LSH-sketch si
dimostrano differenti, sebbene il documento da cui sono stati elaborati sia
lo stesso, cio` in quanto nel secondo caso sono stati rimossi i w-shingles ap-
partenenti all’insieme S di tutti i w-shingles comuni a pagine elaborate dallo
stesso sito. Utilizzando una metafora, possiamo vedere l’approccio basato su
Locality-Sensitive Hashing come la sintesi di un documento mediante rap-
presentazioni di alcuni suoi particolari scelti in maniera pseudocasuale da
una sorta di lente di ingrandimento matematicamente rappresentata dalle
permutazioni sui w-shingles; tra i particolari scelti per rappresentare il docu-
mento possono ovviamente rientrare anche quei contenuti non direttamente
ascrivibili come contenuto distintivo dello steso documento.
Figura 4.2: Consistenza media degli LSH-sketches rispetto al contenuto di-
stintivo dei documenti. Le permutazioni con maggior probabilita` di rimane-
re costanti all’esclusione dei w-shingles di cornice sono indicate con tonalita`
verdi; in tonalita` rosse, sono invece mostrate le permutazioni che tendono
maggiormente a dipendere dai w-shingles di cornice stessi.
E` quindi ragionevole pensare a una selezione aprioristica di tutte e sole le
componenti di un LSH-sketch che riferiscono con maggiore probabilita` le par-
ti di contenuto maggiormente significativo di un documento e ignorare quelle
componenti che invece rappresentano con alta probabilita` informazioni di
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Figura 4.3: Grafico delle probabilita` con cui le varie componenti in un LSH-
sketch tendono a riferire informazioni di layout (w-shingles di cornice).
layout, quindi per certi versi superflue. Queste, come visibile in figura, sono
selezionabili a partire da due LSH-sketch S = pi0..pin−1, S
′ = pi′0..pi
′
n−1 riferen-
ti due versioni dello stesso documento, rispettivamente priva e comprendente
i gia` definiti w-shingles di cornice, e rimuovendo da essi quelle componenti
pii la cui probabilita` P (pii 6= pi
′
i) sia maggiore di un dato supporto s.
4.2 Proprieta` a livello statistico
Un modo piuttosto comune per rilevare proprieta` interessanti e` l’utilizzo di un
approccio di tipo statistico ai dati a nostra disposizione. Si e` in particolare
optato per una verifica maggiormente dettagliata alla ricerca di proprieta`
interessanti in base a:
• correlazione statistica in termini di distanza media fra insiemi di varia-
zione non espansi e LSH-sketches;
• determinazione della percentuale di pagine che variano quotidianamen-
te per ognuno dei quattro insiemi di crawling esaminati;
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• analisi statistica della stima del PageRank fra pagine appartenenti allo
stesso cluster, sia per DBSCAN sia per TRILINK;
• analisi media e varianza delle distanze calcolate fra insiemi di variazione
espansi all’interno dello stesso cluster TRILINK.
4.2.1 LSH-sketches e insiemi di variazione
Nel primo caso, come e` visibile nella figura qua di seguito, si e` riscontrata
una completa mancanza di correlazione tra distanze di LSH-sketches e insie-
mi di variazione. I risultati sono valutati sia nel caso di insiemi di variazione
non espansi, sia nel caso di 1-espansione degli stessi, e sono stati calcolati su
un campione di n3/4 elementi (dove n e` la cardinalita` originaria dell’intero
insieme di pagine Web) per ognuno dei quattro insiemi di partenza. Si e`
dovuti optare per una riduzione dell’insieme di partenza in quanto il calcolo
delle distanze su n(n − 1)/2 possibili coppie di elementi, equivalente a oltre
80 miliardi per n = 400000, si e` rivelato particolarmente arduo da un punto
di vista computazionale. La formula utilizzata per calcolare la correlazione
e` quella cosiddetta di Pearson:
Corr(X, Y ) =
Cov(X, Y )
V (X)V (Y )
dove V (X) e V (Y ) sono le varianze di X e Y, mentre Cov(X, Y ) e` definita
come la covarianza tra due variabili aleatorie X e Y:
Cov(X, Y ) =
√∑
(xi − x¯) · (yi − y¯)
N
Il risultato della correlazione di Pearson e` un valore compreso tra -1 e 1.
Valori prossimi allo zero indicano assenza quasi totale di correlazione tra le
due variabili aleatorie in questione, mentre valori tendenti ad uno indicano
forte correlazione tra le stesse; valori tendenti a -1 infine indicano presenza
di correlazione in una situazione di inversita` di andamento dei due fenome-
ni. I risultati hanno chiaramente mostrato l’assenza di correlazione tra i due
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Figura 4.4: Risultati dell’analisi della correlazione statistica
fenomeni esaminati in questo particolare caso. L’unica cosa per certi versi
interessante da notare in tal caso e` data dall’accomunanza di andamento sia
nel caso di distanze calcolate su insiemi di variazione espansi sia in quelli
1-espansi. Le distanze medie degli insiemi di variazione tendono tuttavia a
differire nei quattro insiemi del caso, cio` a dimostrare la piu` marcata staticita`
delle pagine Web estrapolate da siti universitari rispetto alla media del Web.
4.2.2 Frequenza giornaliera di variazione
In seguito si e` proceduti a calcolare la percentuale media del numero di pa-
gine che giornalmente variano (ossia, per ogni insieme di crawling e per ogni
giorno in cui un crawling e` stato eseguito, individuare quante pagine variano
rispetto al giorno precedente). I risultati sono i seguenti:
• dominio .EDU : 3,85%
• universita` italiane: 4,70%
• blog directory : 14,41%
• campione da dmoz.org : 12,00%
Tali risultati confermano ancora una volta, qualora fosse necessario, la note-
vole staticita` dei primi due domini gia` supposta in partenza ed implicitamente
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enunciata dai risultati visti in precedenza.
4.2.3 Andamento PageRank in clusters
Si passa quindi all’analisi e lo studio dell’andamento del PageRank nei clu-
ster generati da applicazioni degli algoritmi DBSCAN e TRILINK.
Il PageRank, alla base del funzionamento del famoso motore di ricerca Goo-
gle, e` probabilmente la piu` rinomata misura dell’importanza di una pagina
nell’ambito del grafo del Web, o di un suo sottografo; essa consiste in un
algoritmo iterativo che basa il calcolo del rank di una pagina in base al rank
delle pagine aventi un collegamento in uscita verso essa, imponendo l’idea che
l’autore della pagina P conferisce conseguentemente importanza alle pagine
da P stessa riferite. La formula base del PageRank per una data pagina Web
i e` pari a:
PR(i) = α ·
∑
∀j∈IN(i)
PR(j)
|OUT (j)|
+ (1− α) ·
1
N
in cui si definisce N come il numero di nodi del grafo, IN(i) come l’insieme
delle pagine aventi un collegamento in uscita verso i, OUT (i) come l’insieme
delle pagine riferite in uscita da i e α come il cosiddetto damping factor (let-
teralmente, fattore di smorzamento), che gli stessi Brin e Page stabiliscono
solitamente come pari a 0,85.[6]
Vi sono diversi metodi in letteratura per calcolare in maniera efficiente il
PageRank; nel nostro caso, la scelta e` ricaduta sull’approccio suggerito in
[18], nel quale si definiscono due vettori Source e Dest di N elementi cia-
scuno, dove N e` il numero di nodi del grafo da analizzare. Si procede quindi
ad aggiornare iterativamente Dest in base ai collegamenti uscenti da ogni
singola pagina i ed a Sourcei, fino a quando una condizione di arresto, rap-
presentabile mediante la norma della differenza tra i due vettori ivi descritti,
non e` verificata. Lo pseudocodice corrispondente all’algoritmo, nella parti-
colare implementazione del nostro caso, con damping factor pari a 0.8, e` il
seguente:
4.2. PROPRIETA` A LIVELLO STATISTICO 57
c = 0.8
residual = τ
∀s Source[s] = 1/N
while(residual > τ) {
∀d Dest[d] = 0
while(not Links.eof()) {
Links.read(source, n, dest1, dest2, ..., destn)
for j = 1 . . n
Dest[destj ] = Dest[destj ] + Source[source]/n
}
∀d Dest[d] = c×Dest[d] +
1−c
N
residual = ‖Source−Dest‖
Source = Dest
}
Dopo aver presentato il concetto di PageRank, definiamo quindi il coefficien-
te di variazione per una data variabile aleatoria X come:
cv(X) =
StdDev(X)
E(X)
in cui StdDev(X) e` la deviazione standard di X, e E(X) la sua media. Tale
concetto di coefficiente di variazione e` particolarmente utile in quanto defi-
nisce in misura assoluta quanto una variabile aleatoria data tende a variare.
Abbiamo quindi proceduto alla generazione di un numero ragionevole M di
cluster in maniera pseudocasuale per ognuno dei quattro sottoinsiemi del
Web di riferimento, con M scelto come all’incirca uguale al numero di clu-
ster generati d DBSCAN, per poi infine procedere all’analisi del coefficiente
di variazione medio per ogni classe algoritmica di cluster a noi disponibile
(DBSCAN, TRILINK, casuale). I risultati sono i seguenti:
• dominio .EDU : 1, 618 (DBSCAN); 0, 472 (TRILINK); 3, 870 (casua-
le)
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• universita` italiane: 1, 634 (DBSCAN); 0, 516 (TRILINK); 4, 242
(casuale)
• blog directory : 1, 261 (DBSCAN); 0, 557 (TRILINK); 3, 116 (casuale)
• campione da dmoz.org : 1, 600 (DBSCAN); 0, 874 (TRILINK); 6, 702
(casuale)
Tale risultato si puo` commisurare a fronte di un coefficiente di variazione
per i cosiddetti outliers compreso tra 4, 472 e 10, 274 nel caso DBSCAN, e
tra 2, 748 e 6, 881 nel caso TRILINK. E` evidente pertanto che gli elementi
facenti parte dello stesso cluster, sia in DBSCAN che, in misura maggiore,
in TRILINK, tendono ad avere valori di PageRank piu` omogenei di un caso
completamente casuale, cio` tuttavia non e` sufficiente a descrivere una forte
e diretta dipendenza tra PageRank e insiemi (espansi) di variazione simili,
in quanto valori di coefficiente di variazione superiori a 1 restano comunque
piuttosto elevati e sono espressivi di distribuzioni rappresentative di risultati
non proprio omogenei, come quella esponenziale per la quale in particolare
cv(X) = 1.
4.2.4 Analisi di TRILINK
Si e` successivamente giunti all’analisi dettagliata dell’andamento delle di-
stanze tra insiemi di variazione espansi all’interno dei cluster generati da
TRILINK, in un ulteriore tentativo di rintracciare qualche correlazione acco-
munante la proprieta` temporale delle pagine Web alla costruzione del grafo
del Web stesso. Inizialmente considereremo il caso relativamente all’algorit-
mo base, quindi senza inclusione dei cosiddetti tendril nodes.
I risultati, mostrati nella figura di seguito, mostrano coefficienti di varia-
zione mediamente piuttosto elevati, rivelatisi addirittura molto maggiori di
1 in alcuni particolari casi, soprattutto per cluster particolarmente grandi.
Tali risultati pertanto non sono in grado di mostrare alcuna accomunanza
tra cluster generati da TRILINK e andamento degli insiemi di variazione.
Un’ulteriore analisi ci consente successivamente di notare l’assenza di legami
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Figura 4.5: Risultati dell’analisi dell’andamento dei cluster generati da
TRILINK rispetto alle distanze degli insiemi di variazione 1-espansi
nell’andamento del PageRank approssimato in funzione della frequenza di
variazione dei singoli documenti.
Un’ulteriore verifica della composizione dei cluster generati dalle varie istan-
ze di TRILINK ci consente di notare che la stragrande maggioranza di essi
(una percentuale compresa tra il 90 e il 95%) sono caratterizzati da docu-
menti tutti provenienti dallo stesso dominio di secondo livello, con la notabile
eccezione del caso 3 (sottoinsieme del Web calcolato a partire da blog direc-
tory), in cui tale percentuale scende sino al 64%; ricordiamo che presa ad
esempio una URL nella forma www.example.com/page il corrispondente do-
minio di secondo livello e` example.com.
Da cio` si puo` quindi dedurre che l’accomunanza tra documenti per quanto
concerne il dominio di secondo livello equivale nella maggioranza dei casi a
provenienza dallo stesso sito (anche se non e` sempre vero, si veda ad esempio
le piattaformeWeb che consentono di pubblicare in forma gratuita siti e blog).
Un’analisi dei risultati di TRILINK tenendo conto anche dei tendril nodes ci
porta ai seguenti risultati:
• Universita` statunitensi (dominio .edu : 254.092 nodi regolar-
mente clusterizzati, 36.931 nodi marcati come tendril nodes, 171.889
nodi marcati come outliers;
• Universita` italiane: 170.408 nodi regolarmente clusterizzati, 64.629
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Figura 4.6: Diagramma cartesiano in funzione di PageRank e frequenza di
variazione per singoli documenti
nodi marcati come tendril nodes, 83.695 nodi marcati come outliers;
• Sottoinsieme di blog : 126.442 nodi regolarmente clusterizzati, 20.795
nodi marcati come tendril nodes, 64.717 nodi marcati come outliers;
• Open Web directory dmoz.org : 47.703 nodi regolarmente cluste-
rizzati, 58.686 nodi marcati come tendril nodes, 312.037 nodi marcati
come outliers.
Le analisi dei risultati visti in precedenza nel caso della variante TRILINK
con tendril nodes non porta tuttavia a risultati particolarmente differenti:
a una diminuzione media delle distanze corrisponde infatti un aumento dei
coefficienti di variazione, il che ci porta a poter parlare di una maggiore ete-
rogeneita` nelle distanze fra insiemi di variazione per ogni singolo cluster. E`
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Figura 4.7: Risultati dell’analisi dell’andamento dei cluster generati da TRI-
LINK rispetto alle distanze degli insiemi di variazione 1-espansi, nel caso di
implementazione con riconoscimento di tendril nodes
interessante notare come le percentuali medie di tendril nodes per cluster va-
rino anche drammaticamente a seconda dei quattro diversi casi: cio` e` dovuto
in parte anche alla natura dei quattro sottoinsiemi del Web di riferimento,
nonche´ alla profondita` minore del crawling nel caso 4 (open Web directory
dmoz.org) e alla sua eterogeneita` intrinseca.
L’implementazione di TRILINK con riconoscimento e clusterizzazione di ten-
dril nodes tende anche a diminuire in termini percentuali il numero di cluster
i cui nodi provengono da un unico e solo dominio di secondo livello: tale per-
centuale infatti scende dal 95 al 93% nei casi universita` americane e universita`
italiane, dal 64 al 60% nel caso di crawling a partire da blog directory, e dal
91 all’82% nel caso di sottoinsieme del Web a partire da dmoz.org.
4.2.5 Andamento giornaliero PageRank
Un altro caso di studio interessante e` dato dall’analisi quotidiana del Page-
Rank per tutti i documenti scaricati nell’arco di tempo della fase di crawling.
In particolare, supponendo tale arco di tempo come un insieme di giorni da
1 a d, possiamo definire DocSet(i) come l’insieme dei documenti scaricati
dal nostro crawler nel giorno i (con i ovviamente compreso tra 1 e d, estremi
inclusi). Si ha quindi per ogni documento D la possibilita`, attraverso una
delle funzionalita` aggiuntive offerte da WIRE, di calcolare quotidianamente
il PageRank sul sottografo del Web costituito dal crawling eseguito in quel
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determinato giorno. Definiamo quindi PR(D, i) come il PageRank del docu-
mento D in un determinato giorno i, sotto l’assunzione che D ∈ DocSet(i).
Si puo` quindi definire una tupla Ranks(D) come l’insieme di tutti i valori di
PageRank quotidiani calcolabili a partire dal documento D:
Ranks(D) = {PR(D, i)|D ∈ DocSet(i)}
Figura 4.8: Rappresentazione grafica del numero di documenti Web per
coefficiente di variazione del loro PageRank giornaliero
A partire dai valori di ognuna di queste tuple, ne calcoliamo quindi il valor
medio, la varianza e il coefficiente di variazione, in modo da stabilire se e
quanto i valori di PageRank si comportino in maniera uniforme al passar del
tempo.
Dai grafici qui illustrati, si evince che i coefficienti di variazione sono nella
stragrande maggioranza dei casi piuttosto bassi, e che il loro andamento non
segue una logica di tipo, ad esempio, power law. Ricordiamo che la power
law e` una distribuzione tale per cui y ∼ axk; pertanto, se la nostra distribu-
zione di riferimento fosse effettivamente una power law, la scala logaritmica
riporterebbe un andamento lineare, il che non e` cos`ı nel nostro caso. Si ha
quindi che i valori di PageRank tendono effettivamente a cambiare poco o
nulla.
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Figura 4.9: Rappresentazione su scala logaritmica dei coefficienti di
variazione dei PageRank giornalieri, ordinati in maniera decrescente
Possibili applicazioni di tali risultati, in particolare dell’ultimo esito qui de-
scritto, possono includere l’utilizzo di valori vecchi di PageRank per velocizza-
re con buona approssimazione il calcolo dello stesso PageRank per documenti
di nuova individuazione (ad esempio, nuovi documenti non precedentemente
presenti nel sottografo del Web di riferimento).
4.3 Conclusioni
I risultati descritti in questo capitolo ci portano a conclusioni riguardanti sia
la strategia Locality-Sensitive Hashing sia alcune proprieta` caratteristiche
delle comunita` Web:
1. LSH-sketch associati a documenti Web aventi informazioni di layout
comuni (e quindi presumibilmente presi dallo stesso sito web) tendo-
no ad avere una maggiore similarita` rispetto a LSH-sketch calcolati a
partire da documenti Web di distinta provenienza. Cio` e` spiegabile col
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fatto che alcune delle permutazioni che compongono tali sketch tendo-
no con alta probabilita` a riferire proprio quelle informazioni comuni di
layout. Di conseguenza, si puo` pensare di escludere tali permutazioni
dagli LSH-sketch in modo da ottenere valori di similarita` piu` veritieri
a livello di contenuto reale;
2. Non vi correlazione alcuna tra contenuto di pagine Web e i loro insiemi
di variazione;
3. Documenti Web scaricati da domini universitari tendono a variare con
frequenza molto minore rispetto alla media;
4. L’andamento dei valori di PageRank in documenti Web appartenenti a
cluster generati mediante DBSCAN a partire dai corrispondenti insiemi
di variazione tende ad essere eterogeneo, ma comunque con coefficien-
te di variazione minore rispetto a una scelta completamente casuale
di tali cluster. Vi e` piuttosto una maggiore omogeneita` nei valori di
PageRank in cluster generati mediante TRILINK, quindi a partire dal
corrispondente grafo del Web.
5. Non vi e` nessuna apparente accomunanza tra cluster generati da TRI-
LINK e andamento degli insiemi di variazione; e` inoltre evidente che
la stragrande maggioranza di tali cluster (dal 64 al 95%) e` composta
da documenti provenienti dallo stesso dominio di secondo livello, seb-
bene tale risultato va a diminuire nell’applicazione della gia` descritta
variante che tiene in conto l’inclusione di tendril nodes.
6. L’andamento giornaliero dei PageRank in documenti del Web quotidia-
namente scaricati varia in misura minima o addirittura trascurabile; cio`
puo` essere utile ai fini della velocizzazione della fase di computazione
dei PageRank per documenti di nuova individuazione.
Oltre a cio` si e` provveduto a uno sviluppo ulteriore della libreria Irudiko in
modo da renderla parte integrante in tutto e per tutto del crawler open-source
WIRE, utilizzato come base per la tesi qui descritta, a partire dalla versione
0.15 del crawler stesso. Tale integrazione rende pertanto possibile a tutti gli
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utilizzatori di tale crawler la generazione automatica degli LSH-sketch dei do-
cumenti scaricati dal web attraverso il semplice settaggio di un’impostazione
ad hoc (use-sketches) direttamente nel file di configurazione di WIRE.
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