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Abstract. Self-supervised monocular depth estimation presents a pow-
erful method to obtain 3D scene information from single camera images,
which is trainable on arbitrary image sequences without requiring depth
labels, e.g., from a LiDAR sensor. In this work we present a new self-
supervised semantically-guided depth estimation (SGDepth) method to
deal with moving dynamic-class (DC) objects, such as moving cars and
pedestrians, which violate the static-world assumptions typically made
during training of such models. Specifically, we propose (i) mutually ben-
eficial cross-domain training of (supervised) semantic segmentation and
self-supervised depth estimation with task-specific network heads, (ii)
a semantic masking scheme providing guidance to prevent moving DC
objects from contaminating the photometric loss, and (iii) a detection
method for frames with non-moving DC objects, from which the depth
of DC objects can be learned. We demonstrate the performance of our
method on several benchmarks, in particular on the Eigen split, where
we exceed all baselines without test-time refinement in all measures.
1 Introduction
The accurate estimation of depth information from a scene is essential for appli-
cations requiring a 3D environment model such as autonomous driving or virtual
reality. Therefore, a long-standing research field of computer vision is the pre-
diction of depth maps from camera images. Classical model-based algorithms
can predict depth from stereo images [26] or from image sequences (videos)
[1], limited by the quality of the model. Deep learning enables the prediction
of depth from single monocular images by supervision from LiDAR or RGB-
D camera measurements [11,12,14]. More recently, self-supervised approaches
[16,18] were introduced which solely rely on geometric image projection models
and optimize the depth by minimizing photometric errors without the need of
any labels. While these self-supervised monocular depth estimation approaches
require only a single image as input during inference, they rely either on stereo
images [16], or on sequential images from a video [71] during training.
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Fig. 1. Overview over our framework for the combined prediction of semantic seg-
mentation mt and depth dt from a single image xt at time instant t. By combining
supervised training of semantic segmentation in a source domain with self-
supervised training of depth in a target domain, the segmentation masks guide
the self-supervised monocular depth estimation inside the target domain.
For self-supervised monocular depth estimation from video data, the assump-
tions made during the geometric projections (which are required to calculate
the photometric error) impose several problems: Firstly, occlusions can occur
inducing artifacts in the photometric error. Secondly, consecutive more or less
identical frames caused by a lack of ego-motion present a problem as without
any movement between the frames no structure can be inferred. Thirdly, moving
dynamic-class (DC) objects such as cars, trucks and pedestrians violate the static
world assumption. Early approaches [38,71] did not address these problems. A
current state-of-the-art approach by Godard et al. [20] approaches the first two
problems by a minimum reprojection loss and an auto-masking technique, which
we adopt (same as [5,23,24]). The third problem was left open in [5,20,23,24].
Starting to approach this dynamic object problem, we first need to identify
dynamic-class (DC) objects pixel-wise by incorporating an image segmentation
technique. For this purpose previous approaches either rely on pre-trained seg-
mentation networks [5,6,24,39], which are not available for arbitrary datasets, or
an implicit binary segmentation trained as part of the image projection model
[37,49,63], thereby coupled and limited to the projection quality. Our solution
is somewhat related to Chen et al. [7]: We jointly optimize depth estimation
and semantic segmentation, still keeping the depth estimation self-supervised by
training the supervised semantic segmentation in a different domain. However,
as [7] is limited to training on stereo images and proposes a unified decoder head
for both tasks, we transfer it to the monocular case and utilize gradient scal-
ing described by [15] to enable cross-domain training with task-specific decoder
heads. This yields optimally learned task-specific weights inside the respective
decoders and the possibility to generalize the concept to even more tasks.
While we expect the depth estimation to take profit from sharper edges at
object boundaries provided by semantic segmentation, the DC objects have to
be handled once identified by the segmentation. In contrast to most other ap-
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proaches [5,37,39,49,63], we do not extend the image projection model to include
DC objects, but simply exclude the pixels belonging to DC objects from the loss.
However, this alone would lead to a poor performance, as the depth of DC objects
would not be learned at all. Therefore, we propose a detection method for frames
with non-moving DC objects. From these frames the depth of (non-moving) DC
objects can be learned with the normal (valid) image projection model, while
in the other frames, the (moving) DC objects are excluded from the loss. Here,
our approach presents a significantly simpler, yet powerful method to handle DC
objects in self-supervised monocular depth estimation.
To sum up, our contribution to the field is threefold. Firstly, we generalize the
mutually beneficial cross-domain training of self-supervised depth estimation and
supervised semantic segmentation to a more general setting with task-specific
network heads. Secondly, we introduce a solution to the dynamic object problem
by using a novel semantically-masked photometric loss. Thirdly, we introduce
a novel method of detecting moving DC objects, which can then be excluded
from the training loss computation, while non-moving DC objects should still
contribute. We demonstrate the effectiveness of our approach on the KITTI
Eigen split, where we exceed all baselines without test-time refinement in all
measures, as well as on two further KITTI benchmarks.1
2 Related Work
Here, we give an overview about current methods for self-supervised depth es-
timation trained on sequential images. Afterwards we review how the dynamic
object problem has been approached in multi-task learning settings.
Depth Estimation: Before the emergence of neural networks, stereo algo-
rithms [26,52] and structure from motion [1,48] were used to infer depth from
stereo image pairs or a series of images, respectively. Employing neural networks,
Eigen et al. [12] introduced the estimation of depth from a single image by
training a network on sparse labels provided by LiDAR scans. Rapidly, the idea
was further developed to improved architectures [11,32] and training techniques
[31,34]. Nowadays, many benchmarks [40,56] in depth estimation are dominated
by algorithms based on neural networks [14,66].
Self-Supervised Depth Estimation: More recently, self-supervised monoc-
ular depth estimation was proposed modeling depth as the geometric property of
an image projection transformation between stereo image pairs [16,18], thereby
optimizing a network based on the photometric error between the projected im-
age and the actual image. Following, Zhou et al. [71] showed that it is possible
to jointly optimize networks for the simultaneous prediction of depth and rel-
ative pose between two video frames. Since then this idea was complemented
by improved loss functions [2,38], specialized network architectures [23,58,70],
a hybrid approach utilizing video and stereo data [65], and refinement strate-
gies [5,6] to optimize the network or the prediction at test time. A state-of-
the-art algorithm is presented by Godard et al. [20], who propose a minimum
1 Code is available at https://github.com/ifnspaml/SGDepth.
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reprojection loss to handle occlusions between different frames. For general im-
age data it was proposed to additionally learn camera calibration parameters
[22] or utilize additional depth labels from synthetic data [4]. Other approaches
employ teacher-student learning [45], Generative Adversarial Networks (GANs)
[2,10,46], proxy labels from traditional stereo algorithms [54], or recurrent neu-
ral networks [59,67]. However, as the used geometric projection relies on the
assumption of a static world, current stand-alone algorithms for self-supervised
monocular depth estimation trained on video are still not able to robustly handle
moving DC objects.
Multi-Task Learning: Multi-task learning has shown improvements in
many research fields, e.g., domain adaptation [3,41,69], depth estimation [11,47,68]
and semantic segmentation [28,30]. Yang et al. [62] incorporated a semantic seg-
mentation cue into the self-supervised depth estimation with stereo images as
input, thus computing the cross-entropy loss between the predicted and respec-
tively warped segmentation output scores of a network and corresponding ground
truth labels. Chen et al. [7] further develop this idea to single images at infer-
ence (still training on stereo images), and also compute losses between output
scores of two stereo frames to supplement the photometric error, while supervis-
ing the semantic segmentation in another domain. However, their approach relies
on a unified decoder structure for both tasks, whereas our approach generalizes
cross-domain training to separate decoder heads and thereby better task-specific
learned weights through the application of gradient scaling from [15]. Also we
train on image sequences while [7] trains on stereo image pairs.
Handling Dynamic-Class (DC) Objects: In the following, we review
other approaches to the dynamic object problem in self-supervised monocular
depth estimation. Most existing works follow the classical way in considering
optical flow, which can also be predicted in an unsupervised fashion [36,50]. By
simultaneously predicting optical flow and depth, existing works impose losses
for cross-task consistency [35,37,60,63], geometric constraints [8,49], and mod-
ified reconstruction of the warped image [8,64], all approaches extending the
image projection model to moving DC objects. For example, Yang et al. [63]
predict a binary segmentation mask to identify moving DC objects and design
loss functions for rigid and dynamic motion separately.
Our method is also related to approaches that rely on state-of-the-art segmen-
tation techniques [5,6,39,55,57], which either give these as an additional input to
the network [39] or us it to predict the relative pose between the same DC object
in two consecutive frames [5,6,57], using this information to apply an additional
separate rigid transformation for each DC object. Note, that all discussed related
approaches add complexity to the geometric projection model in order to handle
moving DC objects whereas our approach simply excludes DC objects from the
loss, utilizing segmentation masks which are simultaneously and independently
optimized by supervision from another domain. Finally, Li et al. [33] propose
to design a dataset that consists solely of non-moving DC objects. Our method
differs as we provide a detection method for frames containing non-moving DC
objects, from which the depth of DC objects can indeed be learned.
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Fig. 2. Overview over our proposed framework for joint prediction of depth
and semantic segmentation. The grey blocks correspond to neural networks, the
blue blocks correspond to the plain self-supervised depth estimation, the orange blocks
correspond to the plain supervised semantic segmentation, and the red blocks corre-
spond to semantic cross-task guidance between the two tasks. The numbers inside the
blocks refer to the corresponding equations.
3 Method
In this part we will describe our framework (Fig. 2). We first describe both
predicted tasks independently. Afterwards we define our approach for solving
the dynamic object problem by multi-task learning across domains and our novel
semantic masking technique.
3.1 Self-Supervised Monocular Depth Estimation
Self-supervised monocular depth estimation defines the task of assigning depth
values to camera image pixels without using any ground truth labels. Instead,
the predicted depth is used as a geometric property to warp the frame at discrete
time instance t+1 to the previous frame at time t with the photometric error
between projected image and target image as the optimization objective.
Inference Setting: During inference, the neural network takes only a single
RGB image xt ∈ GH×W×C as input, where G is defined as the set of gray values
G = {0, 1, ..., 255} of an image and H, W , and C = 3 define the height, the
width, and the number of color channels, respectively. The output of the neural
network is a dense depth map dt ∈ DH×W which assigns a depth to each pixel.
The interval of possible depth values D = [dmin, dmax] is defined by a lower bound
dmin and an upper bound dmax.
Training Setting: During training, the network utilizes preceding and suc-
ceeding frames xt′ , with t
′ ∈ T ′ = {t−1, t+1}, which are warped into the
current frame at time t. This geometric transformation requires knowledge of
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the intrinsic camera parameter matrix K ∈ R3×3, which we assume to be con-
stant throughout one dataset and known in advance as in [20]. Additionally,
we require the prediction of the two relative poses T t→t′ ∈ SE (3) between xt
and xt′ , t
′ ∈ T ′, performed by the pose decoder in Fig. 2. The special Eu-
clidean group SE (3) defines the set of all possible rotations and translations
[53]. While any such transformation is usually represented by a 4 × 4 matrix
T t→t′ , we follow [71] in predicting only the six degrees of freedom. To pre-
dict the warped images xt′→t, the image pixel coordinates ut ∈ UH×W ={
(h,w, 1)
T |h ∈ {0, ...,H−1} , w ∈ {0, ...,W−1}
}
are transformed to the pixel co-
ordinate system at time t′, yielding coordinates ut→t′ , where (·)T denotes the
vector transpose. Here, UH×W defines the set of pixel positions inside the image.
For a single pixel coordinate ut,i = (hi, wi, 1)
T ∈ U with corresponding depth
dt,i ∈ D and i ∈ I = {1, ...,HW}, the transformation can be written as [8]
ut→t′,i = [K|0]T t→t′︸ ︷︷ ︸
transformation
to frame t′
[(
dt,iK
−1ut,i
1
)]
︸ ︷︷ ︸
projection to
3D point cloud
, (1)
with 0 being a three-dimensional zero vector. From right to left, the three parts
can be interpreted as follows: First, the pixel with coordinate ut,i ∈ U is pro-
jected to the 3D space, afterwards the coordinate system is shifted by the relative
pose T t→t′ , and finally the pixel is reprojected to the image at time t′ ∈ T ′. We
apply bilinear sampling bil() [27] to assign gray values to each pixel coordinate,
as the projected coordinates ut→t′ do not coincide with the pixel coordinates
ut′ ∈ UH×W . In conclusion, the two warped images xt′→t are calculated as:
xt′→t = bil (xt′ ,ut→t′ ,ut′) , t′ ∈ T ′. (2)
Minimum Reprojection Loss: We follow common practice in choosing a
mixture of absolute difference and structural similarity (SSIM) difference [61]
to compute the photometric loss Jpht between xt and both xt′→t, t
′ ∈ T ′, with
a weighting factor α = 0.85 as in [38,5,64] . Adopting the per-pixel minimum
photometric loss [20], we get
Jpht =
〈
min
t′∈T ′
(α
2
(1− SSIM (xt,xt′→t)) + (1− α) |xt − xt′→t|
)〉
, (3)
with 1 being a H ×W matrix containing only ones, min (·) of a matrix applying
individually to each element (pixel position), | · | of a matrix delivering a matrix
with its absolute elements, and 〈·〉 representing the mean over all pixels. Note
that SSIM (·) ∈ IH×W , I = [0, 1], is calculated on 3× 3 patches of the image.
Smoothness Loss: Encouraging pixels at nearby positions to have similar
depths, we adapt the smoothness loss J sm [18,20] on the mean-normalized inverse
depth ρt ∈ RH×W , which is pixel-wise defined by ρt,i = 1dt,i , and ρt =
ρt
〈ρt〉 . The
loss function is defined by
J smt = 〈|∂hρt| exp (−|∂hxt|) + |∂wρt| exp (−|∂wxt|)〉 , (4)
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where ∂h and ∂w signify the one-dimensional difference quotient at each pixel
position ut,i ∈ U with respect to the height and width direction of the image, re-
spectively.2 The smoothness loss allows large differences in depth only in regions
with large differences between the gray values.
3.2 Supervised Semantic Segmentation
The task of semantic segmentation is defined as assigning a label mt,i ∈ S from
a set of classes S = {1, 2, ..., S} to each pixel xt,i, which is achieved by a neural
network that implements a non-linear mapping between the input image and
output scores yt ∈ IH×W×S for each pixel index i and class s ∈ S. Each element
pt,i,s of the output scores yt can be thought of as a posterior probability that
the pixel xt,i belongs to the class s. A segmentation mask mt ∈ SH×W can be
obtained by computing mt,i = argmaxs∈S yt,i,s and thus assigning a class to each
pixel. The network is trained by imposing a weighted cross-entropy loss between
the posterior probabilities of the network yt and the ground truth labels yt with
class weights ws [43]. Finally, again averaging over all pixels, the loss function
for the image’s posterior probabilities yt,s ∈ IH×W of class s is defined as
Jcet = −
〈∑
s∈S
wsyt,s  log
(
yt,s
)〉
, (5)
with log(·) applied to each element of yt,s, and  standing for the element-wise
multiplication between two matrices.
3.3 Semantic Guidance
Now we describe our method to complement the depth estimation by a semantic
masking strategy, which aims at resolving the problem of moving DC objects.
Mulit-Task Training Across Domains: We employ a single encoder with
two decoder heads, one for the depth and one for the segmentation (see Fig. 2).
The decoder for the segmentation is trained in a source domain supervised by
yt,s, using (5), while the decoder for the depth is trained in a target domain under
self-supervision according to (3) and (4). However, for mini-batches containing
data from two domains, the question arises how to propagate the gradients from
the separate decoders into the shared encoder. Other approaches weigh the loss
functions by a factor [38,71] inducing the downside that the gradients inside the
decoders are also scaled. Instead, we choose to follow [15] in scaling the gradients
when they reach the encoder, see Fig. 2. Let gdepth and gseg be the gradients
which are calculated according to the two decoders, then the total gradient gtotal
propagated back to the encoder is calculated by:
gtotal = (1− λ) gdepth + λgseg. (6)
2 As an example, ∂wρt,i = ρt,i+1 − ρt,i, under the condition that pixel index i+1 is in
the same image row as i.
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(a) Image xt (b) Projected image xt−1→t (c) Photometric error (3)
(d) Segmentation mt (e) Projected segmentation
mt−1→t
(f) DC object mask µt
Fig. 3. Example on how moving DC objects can contaminate the photometric
error. Due to the movement of the car, the projected view in (b) is not valid, leading
to unfavorable contributions for the photometric loss from (3) as depicted in (c). This
is addressed by masking the regions with potentially moving DC objects by calculating
the DC object mask µt (f) as in (8) from the segmentation masks (d) and (e).
Masking Out All DC Objects: Motivated by the fact that moving DC
objects contaminate the photometric error as shown in Fig. 3c, we want to
mask out all DC objects that are present in the current frame xt (Fig. 3a), as
well as the wrongfully projected DC objects inside both projected frames xt′→t,
t′ ∈ T ′, (Fig. 3b). Accordingly, we need to calculate both projected semantic
masks mt′→t, t′ ∈ T ′, (Fig. 3e). To this end we apply nearest-neighbor sampling
near (·), where the interpolation strategy for the calculation of all pixels xt′→t,i
from the bilinear sampling bil (·) of [27] is replaced by assigning the value of
the closest pixel inside of mt′ to the pixels of mt′→t,i, i ∈ I. Consequently, the
projected semantic mask can be calculated as:
mt′→t = near (mt′ ,ut→t′ ,ut′) . (7)
By defining DC object classes SDC ⊂ S, the DC object mask µt ∈ {0, 1}H×W
is defined by its pixel elements:
µt,i =
{
1, mt,i /∈ SDC ∧ mt′→t,i /∈ SDC | t′ ∈ T ′
0, else.
(8)
The mask contains 0 at each pixel position i belonging to a DC object in one of
the three frames, and 1 otherwise. Having obtained the DC object mask µt, we
can define a semantically-masked photometric loss adapting (3)
Jphmt =
〈
µt  min
t′∈T ′
(α
2
(1− SSIM (xt,xt′→t)) + (1− α) |xt − xt′→t|
)〉
, (9)
which only considers non-DC pixels. We also consider the mask from the auto-
masking technique [20,23,24], which is omitted in (3) and (9) for simplicity.
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Λt < θΛ (moving)Λt ≥ θΛ (non-moving)
Projected image
Target image
Fig. 4. Concept of the threshold θΛ in (11). For non-moving DC objects, target
and projected segmentation mask are very similar (left), while they differ a lot for
moving DC objects (right).
Detecting Non-Moving DC Objects: Inspired by [33], we do not want
to exclude the DC objects completely, instead we only learn from them, when
they are not in motion. Accordingly, we need a measure to decide whether a DC
object is in motion or not. The idea is based on the fact that if a DC object was
observed to be in motion, the warped semantic mask in the target image mt′→t
has a low consistency with the semantic mask mt inside the target image, as
shown in Fig. 4. Accordingly, we can measure the intersection over union for
dynamic object classes between mt′→t and mt by:
Λt,t′ =
∑
i∈I κt,t′,i∑
i∈I νt,t′,i
, with κt,t′,i =
{
1 , mt,i ∈ SDC ∧ mt′→t,i ∈ SDC
0 , else,
(10)
νt,t′,i =
{
1 , mt,i ∈ SDC ∨ mt′→t,i ∈ SDC
0 , else.
The indicator Λt,t′ ∈ [0, 1] signals perfect alignment and no moving DC objects
if it equals 1, while a value of 0 indicates a high share of moving DC objects.
If two frames at times t′ ∈ T ′ = {t−1, t+1} are considered, the mean value Λt
of all Λt,t′ is to be taken. We define the threshold θΛ ∈ [0, 1], above which an
image is considered as static, see Fig. 4.
Learning from Non-Moving DC Objects: Having a measure that can
indicate after each epoch whether an image is static or dynamic, we calculate Λt
for each image of the dataset and choose the threshold θΛ such that a fraction
 ∈ [0, 1] of the images is trained without the semantically-masked photometric
loss. The final loss is a combination of the photometric losses (9) and (3), the
smoothness loss (4), and the cross-entropy loss (5), given by:
J totalt = J
ce
t + βJ
sm
t +
{
Jphmt , Λt < θΛ
Jpht , else.
(11)
Note that Jpht , J
phm
t and J
sm
t are computed only on images used for training of
the depth, while Jcet is only computed in the domain of the segmentation, see
Fig. 2. Also note that in (11) the segmentation and depth losses are not weighted
against each other, as this weighting takes place in the midst of the backward
pass guided by (6).
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4 Experimental Setup
In this section we describe the network topological aspects followed by the train-
ing details of our PyTorch [44] implementation. Afterwards, we describe the
datasets and metrics used throughout our experimental evaluation.
Network Topology: Our topology is based on [20], where an encoder-
decoder architecture with skip connections is employed. To ensure comparability
to existing work [5,24,20,58], we choose an Imagenet [51] pretrained ResNet18
encoder [25]. The depth head has a sigmoid output σt,i, which is converted to
a depth map by 1aσt,i+b , where a and b constrain the depth values to the range
[0.1, 100]. For simplicity, the segmentation decoder uses the same architecture
as the depth decoder, except for the last layer having S feature maps, whose
elements are converted to class probabilities by a softmax function. The pose
network’s architecture is the same as in [20].
Training Aspects: For the training of the depth estimation, we resize all
images to a resolution of 640×192 (416×128 and 1280×384 are also evaluated),
if not mentioned otherwise, while for the semantic segmentation, the images are
randomly cropped to the same resolution. We adopt the zero-mean normalization
for the RGB images used during training of the ResNet encoder. For input images
we use augmentations including horizontal flipping, random brightness (±0.2),
contrast (±0.2), saturation (±0.2) and hue (±0.1), while the photometric losses
(3, 9) are calculated on images without color augmentations. We compute the
loss on four scales as in [20].
We apply the gradient scaling from (6) at all connections between encoder
and decoder with an empirically found optimal scale factor of λ = 0.1. The
fraction  of images, whose photometric loss is not masked according to (9) is
set to 0 after 30 epochs and increased linearly, such that inside the last epoch the
loss is calculated only according to (3). This follows the idea that after removing
the DC objects completely from the loss, the network is encouraged to learn
from the frames with non-moving DC objects. We define DC object classes SDC
as all classes belonging to the human and vehicle categories [9] (cf. Supp. A.2).
We train our models for 40 epochs with the Adam [29] optimizer and batch
sizes of 12 and 6 for the single- and multi-task models, respectively. The batches
from the two task-specific datasets are first concatenated, passed through the
encoder, then disconnected and passed through the respective decoders. The
learning rate is set to 10−4 and reduced to 10−5 after 30 epochs, as in [20]. If
we train only the depth estimation (with the architecture from [20]), we dub it
“SGDepth only depth”, if both semantic segmentation and depth estimation
are being trained according to our approach, we dub it “SGDepth full”.
Databases: We always utilize one dataset to train the semantic segmen-
tation and another one for self-supervised training of the depth estimation of
our SGDepth model. For training the semantic segmentation we utilize the
Cityscapes dataset [9] while at the same time we use different subsets of the
KITTI dataset [17] for training the depth estimation. Similar to other state-
of-the-art approaches we compare our depth estimation results by training and
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evaluating on the Eigen split [12] of the KITTI dataset, following [71] in remov-
ing static scenes from the training subset. We also train and evaluate on the
single image depth prediction Benchmark split from KITTI [56]. To evaluate
the joint prediction of depth and segmentation we utilize the KITTI split de-
fined by [18] whose test set is the official training set of the KITTI Stereo 2015
dataset [40]. The number of training images deviates slightly from the original
definitions, as we need a preceding and a succeeding image to train the depth
estimation. The sizes of all data subsets are given in Table 4 of the appendix.
Evaluation Metrics: To evaluate the depth estimation we follow other
works [38,71] in computing four error metrics between predicted and ground
truth depth as defined in [12], namely the absolute relative error (Abs Rel),
the squared relative error (Sq Rel), the root mean squared error (RMSE), and
the logarithmic root mean squared error (RMSE log). Additionally, we compute
three accuracy metrics, which give the fraction δ of predicted depth values in-
side an image whose ratio and inverse ratio with the ground truth is below the
thresholds 1.25, 1.252 and 1.253. On the Benchmark split we evaluate using the
scale-invariant logarithmic RMSE from [12] and the RMSE of the inverse depth
(iRMSE). We apply median scaling [71] to the predicted depths to make up for
the global scale ambiguity when predicting depth from single images. The se-
mantic segmentation is evaluated using the mean intersection over union (mIoU)
[13], which is computed considering the classes as defined in [9].
5 Evaluation and Discussion
In this section we start by a comparison to multiple state-of-the-art approaches,
followed by an analysis how the single components of our method improve the
results over our depth estimation and semantic segmentation baselines.
5.1 Depth Evaluation w.r.t. the Baselines
The main evaluation is done on the Eigen split, with the achieved results in Ta-
ble 1. Our full SGDepth approach outperforms all comparable baselines, where
we compare to methods which use only image sequences as supervision on the
target dataset (KITTI) and report results for the evaluation on single images
at test-time. As we noted a high dependency of the results on the input resolu-
tion, we report our results on three resolutions. Note that at each resolution we
outperform the baselines. Furthermore, we provide results for our model, trained
only with self-supervision for the depth estimation (SGDepth only depth), and
show that the full SGDepth model is significantly better. Due to fairness, we do
not compare against results achieved with the use of test-time refinement (e.g.,
in [5]) as such techniques anyway can improve each of the methods further. If
available, then we compare against baseline results achieved without refinement.
Furthermore, in Table 2 we provide results on the Benchmark split for our full
SGDepth model, which were computed on the KITTI online evaluation server. As
we cannot use median scaling, we calculate a global scale factor on the validation
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Table 1. Evaluation of our new self-supervised semantically-guided depth es-
timation (SGDepth full) on the KITTI Eigen split. Baseline results are taken from
the cited publications. For a fair comparison, we report results at 3 resolutions and
compare only to methods without test-time refinement. Additionally, we provide
results for our model trained only for the depth estimation task (SGDepth only depth).
CS indicates training of the depth estimation on Cityscapes, K training on the KITTI
Eigen split, and (CS) training of the segmentation branch on Cityscapes. Best results
at each resolution are written in boldface (the ResNet50 model is out of competition).
Lower is better Higher is better
Method Resolution Dataset Abs Rel Sq Rel RMSE RMSE log δ < 1.25 δ < 1.252 δ < 1.253
Zhou et al. [71] 416× 128 CS + K 0.198 1.836 6.565 0.275 0.718 0.901 0.960
Mahjourian et al. [38] 416× 128 CS + K 0.159 1.231 5.912 0.243 0.784 0.923 0.970
Yin and Shi [64] 416× 128 CS + K 0.153 1.328 5.737 0.232 0.802 0.934 0.972
Wang et al. [58] 416× 128 CS + K 0.148 1.187 5.583 0.228 0.810 0.936 0.975
Meng et al. [19] 416× 128 K 0.142 0.991 5.309 0.216 0.814 0.943 0.980
Casser et al. [5,6] 416× 128 K 0.141 1.026 5.291 0.215 0.816 0.945 0.979
Godard et al. [19] 416× 128 K 0.128 1.087 5.171 0.204 0.855 0.953 0.978
SGDepth only depth 416× 128 K 0.128 1.003 5.085 0.206 0.853 0.951 0.978
SGDepth full 416× 128 (CS) + K 0.121 0.920 4.935 0.199 0.863 0.955 0.980
Guizilini et al. [23] 640× 192 K 0.120 0.896 4.869 0.198 0.868 - -
Godard et al. [19,20] 640× 192 K 0.115 0.903 4.863 0.193 0.877 0.959 0.981
SGDepth only depth 640× 192 K 0.117 0.907 4.844 0.196 0.875 0.958 0.980
SGDepth full 640× 192 (CS) + K 0.113 0.835 4.693 0.191 0.879 0.961 0.981
SGDepth full, ResNet50 640× 192 (CS) + K 0.112 0.833 4.688 0.190 0.884 0.961 0.981
Luo et al. [37] 832× 256 K 0.141 1.029 5.350 0.216 0.816 0.941 0.976
Ranjan et al. [49] 832× 256 CS + K 0.139 1.032 5.199 0.213 0.827 0.943 0.977
Zhou et al. [70] 1248× 384 K 0.121 0.837 4.945 0.197 0.853 0.955 0.982
Godard et al. [19,20] 1024× 320 K 0.115 0.882 4.701 0.190 0.879 0.961 0.982
SGDepth only depth 1280× 384 K 0.113 0.880 4.695 0.192 0.884 0.961 0.981
SGDepth full 1280× 384 (CS) + K 0.107 0.768 4.468 0.186 0.891 0.963 0.982
Table 2. Results on the KITTI depth prediction benchmark (Benchmark split).
Lower is better
Method SILog Abs Rel [%] Sq Rel [%] iRMSE
Fu et al. [14] (supervised) 11.77 2.23 8.78 12.98
Ochs et al. [41] (supervised) 14.68 3.90 12.31 15.96
SGDepth full, ResNet50 (self-supervised) 15.30 5.00 13.29 15.80
SGDepth full (self-supervised) 15.49 4.78 13.33 16.07
Goldman et al. [21] (self-supervised) 17.92 6.88 14.04 17.62
split, which is applied before submitting the results for evaluation. Table 2 shows
that we outperform the only other listed self-supervised approach [21], thereby
reducing the gap to supervised methods [14,41].
Qualitatively, we observe in Figure 5 that the depth estimation has clearly
shaped DC objects compared to the baselines. Furthermore, our SGDepth method
is able to detect small objects such as traffic signs, where other methods fail.
5.2 Ablation Studies
To show the effectiveness of our proposed improvements, we show results on the
Kitti split in Table 3, starting from our baselines and individually adding our
contributions up to our full method. Starting with our baselines trained only on
the depth or the segmentation task, we observed depth estimation improvement
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Fig. 5. Qualitative examples of our full SGDepth method. Note: Boundaries of DC
objects are sharpened, and in contrast to previous methods, small objects (e.g.,
traffic signs, third row) are better detected/distinguished by SGDepth full.
Table 3. Evaluation of the combined prediction of depth and semantic seg-
mentation on the KITTI split according to the standard protocol: We show how
the single components of our approach improve the self-supervised depth estimation
and how they compare to a stereo baseline. Note that in contrast to the stereo baseline
all methods make use of median scaling. The values for mIoU scores on Cityscapes
are obtained on the validation set. Best results overall and for monocular-trained
methods are written in boldface (the ResNet50 model is out of competition).
Higher is better Lower is better Higher is better
Method mIoUK mIoUCS Abs Rel Sq Rel RMSE RMSE log δ < 1.25 δ < 1.25
2 δ < 1.253
Ramirez et al. [47] (stereo) - - 0.143 2.161 6.526 0.222 0.850 0.939 0.972
Chen et al. [7] (stereo) 37.7 47.8 0.102 0.890 5.203 0.183 0.863 0.955 0.984
Yang et al. [63] (mono) - - 0.131 1.254 6.117 0.220 0.826 0.931 0.973
Liu et al. [35] (mono) - - 0.108 1.020 5.528 0.195 0.863 0.948 0.980
Ors˘ic´ et al. [42] - 75.5 - - - - - - -
SGDepth only segmentation 43.1 63.3 - - - - - - -
SGDepth only depth - - 0.108 1.101 6.379 0.171 0.878 0.967 0.988
SGDepth add multi-task training 42.6 55.6 0.105 1.052 6.298 0.168 0.882 0.971 0.990
SGDepth add scaled gradients 48.6 67.7 0.102 1.023 6.183 0.164 0.889 0.972 0.991
SGDepth add semantic mask 48.3 67.6 0.106 1.113 6.337 0.169 0.884 0.970 0.989
SGDepth add threshold 51.6 68.2 0.099 1.012 6.120 0.160 0.894 0.973 0.990
SGDepth full 50.1 67.7 0.097 0.983 6.173 0.160 0.898 0.972 0.990
SGDepth full, ResNet50 54.2 70.7 0.098 0.940 5.841 0.156 0.900 0.976 0.991
when training both together in a multi-task fashion, where we simply add up
the depth and segmentation losses from (3), (4), and (5). Note that the multi-
task prediction of depth and segmentation is only done during training of our
SGDepth models, while evaluation can be done separately for each task, inducing
no additional complexity at test-time. Adding gradient scaling (6) improves on
top, but particularly the semantic segmentation. In a first attempt to improve the
depth estimation for DC objects, we masked out all DC objects that potentially
contaminate the loss as described by (8) and (9). Obviously, now the network
does not get any objective on how to reconstruct the depth of DC objects, which
leads to a decrease in performance. Therefore, we introduced the threshold θΛ to
learn the depth of DC objects from a fraction  of images containing non-moving
DC objects as described by (10) and (11). For further improvement, we added
a scheduling for the fraction , to first learn the depth from the best samples,
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(a) Input RGB Image
(a) Input RGB Image (b) SGDepth only depth (c) SGDepth full
(d) SGDepth only seg. (e) SGDepth full
Fig. 6. Qualitative comparison between our depth- and segmentation-only base-
lines and our full training approach. Notice, how the depth boundaries are sharp-
ened, while the artifacts inside the segmentation mask are reduced.
while afterwards allowing more and more “noisy” samples. Our final SGDepth
model outperforms the Liu et al. [35] mono approach in 6 out of 7 measures and
even outperforms the stereo approach of Chen et al. [7] in 5 out of 7 measures.
5.3 Semantics Evaluation
The multi-task training of depth estimation and semantic segmentation not only
achieves top results on the depth estimation, but also mutually improves the
semantic segmentation in the source domain (Cityscapes), the semantic segmen-
tation in the target domain (KITTI), and the depth estimation in the target
domain (KITTI), as shown in Table 3. We achieve a notable improvement from
43.1% to 51.6% on KITTI (mIoUK) and from 63.3% to 68.2% on Cityscapes
(mIoUCS) for our best performing model on the segmentation task, denoted as
“SGDepth add threshold”. Our results are further improved when employing
a larger ResNet50 feature extractor. Additionally, Figure 6 shows that not only
the depth boundaries of DC objects are sharpened but also the domain shift
artifacts inside the semantic segmentation are significantly reduced.
6 Conclusion
In this work, we show how two tasks benefit from each other inside a multi-
task cross-domain setting and develop a novel semantic masking technique to
improve self-supervised monocular depth estimation for moving objects. We show
superior performance on the KITTI Eigen split, exceeding all baselines without
test-time refinement in all measures. We also demonstrate the effectiveness of
each of our contributions on the KITTI split, where we outperform a previous
mono approaches in 6 out of 7 and even a stereo approach in 5 out of 7 measures.
Our approach is advantageously as long as the dataset used for training of
our method contains some frames with non-moving dynamic-class (DC) objects
belonging to the pre-defined semantic classes, e.g., parked vehicles, from which
the depth of DC objects can be learned.
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Supplementary
A Experimental Setup
In this part, we want to provide some additional details regarding our experi-
mental setup, which allow a deeper understanding into our experimental setup.
A.1 Detailed Dataset Overview
In Table 4, we give an overview over the number of images in our used data
(sub)sets. The Cityscapes dataset has 2,975 labeled training images on which
we train the semantic segmentation part of our network. As we do not optimize
our hyperparameters for the semantic segmentation and thereby do not use the
validation set during training, our evaluation on this dataset is conducted on the
official validation set containing 500 labeled images.
While we always train the segmentation part of our model on the Cityscapes
dataset, the depth part of the network is trained on various splits of the KITTI
dataset. The split of the KITTI dataset, which is most frequently used to com-
pare depth estimation models, is the Eigen split [12], containing 697 images
for testing. While the number of test images is constant throughout recent ap-
proaches, the number of training and validation images has been redefined by
[71] to exclude static scenes. We also compare our method on the Benchmark
split [56], which contains 500 test images with labels, which are only available
on an evaluation server.
Finally, we train and evaluate on the KITTI split [18], whose test set are the
official 200 training images from the KITTI 2015 Stereo dataset [40]. This test
set has the advantage that it has available labels for both depth and semantic
segmentation, which makes it suitable to observe the benefits of multi-task train-
ing for depth and semantic segmentation. While the Cityscapes validation set in
principle also provides labels for both tasks, here the depth labels are obtained by
a classical model-based algorithm, while the depth labels of the KITTI dataset
are physical measurements from a LiDAR sensor and thereby better suited for
evaluating a depth estimation model. Also, as our depth estimation training re-
quires a preceding and a succeeding frame, the number of training images differs
slightly from the original definition.
A.2 Definition of the DC Object Classes
Also, we defined the DC object classes as all classes belonging to the human
and vehicle categories inside the Cityscapes dataset [9] which contains in total
19 labeled classes. More specifically, that means that we consider the person,
rider, car, truck, bus, train, motorcycle and bicycle class as DC object classes,
as they are often observed as moving inside an image sequence. Opposed to that
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Table 4. Overview over the used databases and available labels. Labels only available
on a benchmark server are denoted by “(3)”.
Dataset Subset # Images
Depth Segmentation
Labels Labels
Eigen split
train 21,880 3 7
val 4,187 3 7
test 697 3 7
Benchmark split
train 36,040 3 7
val 3,030 3 7
test 500 (3) 7
KITTI split
train 28,937 3 7
val 1,158 3 7
test 200 3 3
Cityscapes
train 2,975 3 3
val 500 3 3
test 1,525 3 (3)
the classes road, sidewalk, building, wall, fence, pole, traffic light, traffic sign,
vegetation, terrain and sky are considered as static, as they are usually not in
motion.
A.3 Evaluation Metrics
In Section 4, we simply referred to previous approaches for the exact definition
of the evaluation metrics. In this section, we provide the exact mathematical ex-
pressions which are used to evaluate the predicted depth maps dt with available
depth label dt as well as to evaluate the predicted segmentation maps mt with
regard to the ground truth label mt. Note that the depth maps are evaluated
using a sparse ground truth, where only the pixels with an available LiDAR
measurement are considered during evaluation. Also, we apply median scaling
to the predicted depth maps before evaluation to compensate the global scale
ambiguity [71].
While the defintions of all metrics are equal for all data(sub)sets, there are
two exceptions: On the Eigen test split we apply a crop defined by [12], which
is in accordance with previous approaches, while on the Benchmark test split
we cannot apply median scaling, as the depth labels from the evaluation server
are not freely available. Therefore, we determine the median over all image-wise
scale factors on the validation set and use this value as a global scale factor for
our predictions on the test set. Also note that the subsequent metrics (12)-(21)
are to be averaged over the respective test subset respectively.
The four error depth metrics used for evaluation on the Eigen and KITTI
split are defined as:
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with I being the set of all pixels and H and W being the width and height
of the image, respectively. The accuracy metrics are defined as follows:
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where [·] is defined as the Iverson bracket, which is 1 if the condition inside
the bracket is true, and 0 if the condition is false. Furthermore on the benchmark
split there are two more metrics, which are defined as
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2
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− 1
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)2
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Finally, we evaluate our semantic segmentation using the mean intersection
over union (mIoU) metric, which is defined as:
mIoU =
1
S
∑
s∈S
TPs
TPs + FPs + FNs
, (22)
where S = {1, 2, ..., S} is the set of all classes defined in the Cityscapes
dataset as described in Section A.2. Considering all labeled pixels for class s ∈ S
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in the predicted segmentation map mt, TPs is the number of true positive pre-
dictions, FPs is the number of false positive predictions, and FNs is the number
of false negative predictions. Note that while all depth metrics are computed
image-wise and then averaged over all images inside the test set, for the mIoU
calculation first TPs, FPs and FNs are summed up for all images of the test set
and only afterwards the mIoU is calculated.
B Evaluation
In this part, we give some additional examples of our proposed SGDepth method
in comparison to several depth estimation baselines and also in comparison to
our method trained without the semantic guidance (SGDepth only depth).
B.1 Depth Comparison to Baselines
In this section, we provide additional examples of the proposed SGDepth method,
which we compare to results of the baseline approaches. All models were trained
and tested on the Eigen splits [12] of the KITTI dataset [17].
In the examples of Figure 7 two things can be observed. Firstly, the depth
predictions of our full SGDepth method are sharpened at object boundaries. This
effect can be observed especially for small objects such as traffic lights or traffic
signs as, e.g., in rows 1 and 3 from the top and row 3 from the bottom. This
effect is mainly observed due to the joint training approach of depth estimation
and semantic segmentation as thereby the encoder better learns to extract object
boundaries, provided by the semantic segmentation, which in return guides the
depth estimation to predict sharper edges at these boundaries. We also suspect
that this effect is not even fully considered by the numerical evaluation as the
ground truth depth labels only cover about the bottom two thirds of the image
and many traffic signs and traffic lights are above this zone.
Secondly, our approach also allows for better learned depth of DC objects,
as, e.g., in rows 1, 2 and 6 from the bottom, where especially the pedestrians
and cyclists are more sharply visible inside the depth map. This is most likely
due to our semantic masking technique, where the depth of DC objects is mainly
learned from frames containing rather non-moving DC objects.
B.2 Benefits of Multi-Task Training
In this section we show additional examples of our SGDepth method for com-
parison with baselines trained only for the single tasks of depth estimation or
semantic segmentation, respectively. The models were all trained and tested on
the KITTI splits defined by [18].
The benefits of joint training for the depth estimation as discussed in the
previous section also apply for our comparison to our own baseline, where one
can clearly see the benefits of the semantic guidance for each single image inside
Figure 8. However, also the semantic segmentation maps improve, compared to
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Input RGB image SGDepth full Godard Wang Zhou [71][58][20]
Fig. 7. Additional examples of our proposed full SGDepth method in comparison to
baseline methods. The figure is best viewed on screen and in color.
a semantic segmentation baseline (SGDepth only seg.), which was solely trained
for the task of semantic segmentation (on the Cityscapes dataset). As stated
in Section 5.3, we believe that this improvement on the KITTI dataset is due
to the fact that through the self-supervised depth estimation, suitable features
for the KITTI dataset are extracted, which bridge the domain shift between
the Cityscapes and the KITTI dataset. This claim is also supported by the
qualitative results, which appear clearly improved compared to the baseline.
B.3 KITTI Eigen Split Ablation
We trained and optimized the parameters of our different model variants on the
KITTI split [18] to observe the resulting performance on both tasks, depth and
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Input RGB image SGDepth full SGDepth only depth SGDepth full SGDepth only seg.
Fig. 8. Additional examples on how the full SGDepth model compares to the models
trained only on the single tasks of depth estimation and semantic segmentation,
respectively. The figure is best viewed on screen and in color.
semantic segmentation. In the end we only evaluated the final obtained models
on the Eigen split benchmark. However, for completeness we also provide the
same ablation experiments as executed on the KITTI split on the Eigen split
in Table 5. We observe that all multi-task models outperform the single-task
baseline (SGDepth only depth) and that our final model (SGDepth full) is best
in the important metrics Abs. Rel. and δ < 1.25, as has been observed on
the KITTI split as well. Thereby, our ablation on the Eigen split confirms our
ablation experiments on the KITTI split.
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Table 5. Ablation study of different models on the KITTI Eigen split. CS indi-
cates training of the depth estimation on Cityscapes, K training on the KITTI Eigen
split, and (CS) training of the segmentation branch on Cityscapes. Best results at
each resolution are written in boldface.
Lower is better Higher is better
Method Resolution Dataset Abs Rel Sq Rel RMSE RMSE log δ < 1.25 δ < 1.252 δ < 1.253
SGDepth only depth 640× 192 K 0.117 0.907 4.844 0.196 0.875 0.958 0.980
SGDepth add multi-task training 640× 192 (CS) + K 0.117 0.918 4.777 0.193 0.872 0.960 0.982
SGDepth add scaled gradients 640× 192 (CS) + K 0.113 0.817 4.671 0.191 0.877 0.961 0.982
SGDepth add semantic mask 640× 192 (CS) + K 0.116 0.917 4.726 0.189 0.874 0.961 0.982
SGDepth add threshold 640× 192 (CS) + K 0.113 0.861 4.724 0.191 0.879 0.960 0.981
SGDepth full 640× 192 (CS) + K 0.113 0.835 4.693 0.191 0.879 0.961 0.981
Table 6. Pose estimation results on the KITTI odometry dataset sequences 9 and 10.
Method Sequence 9 Sequence 10 # frames
Zhou et al. [71] 0.021± 0.017 0.020± 0.015 5
Godard et al. [19] 0.017± 0.008 0.015± 0.010 2
Luo et al. [37] 0.013± 0.007 0.012± 0.008 3
Ranjan et al. [49] 0.012± 0.007 0.012± 0.008 5
SGDepth only depth 0.017± 0.009 0.014± 0.010 2
SGDepth full 0.019± 0.010 0.016± 0.010 2
B.4 Pose Evaluation
Although the focus of our work is on depth estimation, we also provide results
of our pose estimation network evaluated with the same strategy as introduced
in [20,71]. We trained on the sequences 0 to 8 of the KITTI odometry dataset
and evaluated our models on the sequences 9 and 10 with the results compared
to baselines shown in Table 6. Interestingly, the joint training of depth and
semantic segmentation seems to have a negative effect on the pose estimation,
whose optimization through multi-task learning could be subject to future works.
Nevertheless we achieve competitive results compared to the baselines [37,49],
in particular when considering that most of them use more than 2 input images
for pose estimation at test time.
