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ABSTRACT
Gut microbiota in the human lower gastrointestinal tract can impact the
health through human functions as well as triggering numerous diseases. The
colonization of the microbiota occurs immediately after the birth of an infant.
Early life factors can highly influence the composition of gut microbiome, which
ultimately affects infant’s health. Therefore, the relationship between microbiome
composition and clinical outcomes of preterm infants observed in Neonatal Intensive Care Units (NICUs) is of critical importance. To study this relationship, it is
common to use longitudinal study designs. One of the major challenges in these
designs is the huge percentage of missingness of the microbiome composition data,
which needs to be appropriately accounted for during the study design. In this
thesis, we propose a mixed-effects zero-inflated Beta regression model for longitudinal composition designs with missing at random data. This model captures
the dependence of repeated measures for each subject by assuming a first-order
autoregressive correlation structure. A Bayesian approach was employed for parameter estimations and inferences under this model. Performance of the model
was investigated by a simulation study using different settings of missing data
mechanisms. A sensitivity analysis was conducted to study the model misspecification issue. The developed model was further illustrated by a real data analysis
on gut microbiome compositions of NICU preterm infants.
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CHAPTER 1
Introduction
Gut microbiota in the human lower gastrointestinal tract consists trillions of
microorganisms and it accommodates approximately 150 times more genes than
the entire human genomes [1, 2]. The bacterial cells in the gut is 10 times higher
than the cells in the human body [3]. The gut mictobiota plays a major role in
human health and disease [4]. Multiple studies reported the connection between
the imbalance of gut microbiome and different human diseases such as obesity,
inflammatory bowel disease, and diabetes [5, 6, 7, 8]. The exposure to psychosocial
stressors could change the composition of these gut microbiota where this alteration
can increase the vulnerability of an enteric pathogen [9, 10, 2].
Colonization of microbiota in the gastrointestinal tract begins immediately
after the birth of an infant. Pattern of colonization for an infant will be affected
based on the delivery method, the diet method, and environmental factors [11, 12].
This early life microbiome composition may affect the human health conditions in
their later life stages [13, 14, 15]. This introduces the desirable need of understanding the microbiome composition of early life.
World Health Organization (WHO) defines a newborn as a preterm infant if
the infant was born before the completion of thirty-seven weeks of the gestation
period [16]. These preterm infants will be taken care at Neonatal Intensive Care
Units (NICUs), which exposes them to different stressors. These stressors may
result by the surrounding environment of the NICUs (eg: continuous bright lights
and alarm/equipment noises) and painful caretaking procedures administered to
the infants during their stay in NICUs [17, 18, 19]. Such exposure can affect the
development of the infant’s brain and could lead to learning difficulties in their later
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life stages [20]. According to D’Agata et al. [21], this early life stress experienced
in the NICU can influence the developing gut microbiome of preterm infants.
Most of the gut microbiome studies quantify the gut microbiota using DNA
based methods such as high-throughput and low-cost sequencing methods [22].
A common approach is 16S ribosomal RNA (rRNA) gene sequencing method and
the sequencing reads are used to identify the bacterial operational taxanomic units
(OTUs or taxa) [23, 24]. The OTU read counts used to obtain the bacterial relative
abundances that are bounded [0, 1). A major challenge faced when conducting
statistical analysis for microbiome composition data is the existence of excess zeros.
This may caused due to the absence of the bacterial taxa in each sample [25].
Xia and Sun [26] reviewed different statistical methods which have been employed to analyze microbiome data. The two sample t-test and Wilcoxon rank sum
test were used to test the species diversity in each individual sample between two
groups [27, 28]. One-way analysis of variance (ANOVA) was applied to compare
cutaneous microbiota of psoriatic group (affected group), unaffected group, and
control group to perceive patterns that control skin colonization [29]. Voigt et al.
[30] exerted a two-way ANOVA to observe taxonomic and functional specific biases
initiated by RNALater preservation across all subjects. However, these standard
statistical methods have their limitations on applying to longitudinal composition microbiome data [31]. For example, these methods does not account for the
dependence of the repeated measures which occurs in longitudinal study designs.
Considering the excess amount of zeros present in OTU counts, Xu et al. [32]
compared the performance of the zero-inflated Poisson (ZIP), zero-inflated negative binomial (ZINB), and hurdle models by conducting extensive simulations
with an application to a microbiome study. An additive logistic normal multinomial regression model was proposed by Xia et al. [33], which links covariates
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to bacterial taxa counts with an application and tests the association between
diet and stool microbiome composition. Li et al. [34] employed a multivariate
zero-inflated logistic-normal model to analyze the association of disease risk factors with individual microbial taxa and overall microbial community composition.
A zero-inflated generalized Dirichlet multinomial (ZIGDM) regression model was
developed by Tang and Chen [35] to model the multivariate taxon counts.
To investigate how microbiome compositions change over time and how its
trajectories relate to clinical outcomes, it is common to use longitudinal study
designs [25, 36, 37]. In longitudinal study designs, the information is collected
from the same subject repeatedly over a period of time. In these study designs,
it is more often to confront intermittent missingness (non-monotone) and dropout
(monotone) of subjects. The intermittent missingness may occur if a participant
misses at least one visit during the study period and dropouts may occur if the
participant withdraws from the study prematurely [38]. Little and Rubin [39]
introduced three different types of missing data mechanisms: Missing Completely
at Random (MCAR), Missing at Random (MAR), and Missing Not at Random
(MNAR). The MCAR is where the missingness does not depend on the values
of the observed or missing data, MAR is where the missingness depends only on
observed data, and MNAR is where the missingness depends also on unobserved
data. The MCAR and MAR are referred as ignorable missing data mechanism
with the assumption that parameters of the missing data mechanism are distinct
from the parameters of the sampling model. That is because the missing data
mechanism does not need to be included in the likelihood function. On the other
hand, MNAR is referred as non-ignorable missing data mechanism since the missing
data mechanism cannot be omitted in the likelihood specification. A detailed
description of the missing data mechanisms can be found in Chapter 2.

3

In statistical literature, several approaches have been proposed to handle different missing data mechanisms. The basic approach is casewise deletion where the
cases with missing values in a variable(s) are deleted. The method is also known
as listwise deletion or complete case analysis, which provides bias if the missing
data mechanism is not MCAR [40]. Methods to incorporate MAR data mechanism include maximum likelihood approach using the expectation maximization
(EM) algorithm, weighted generalized estimated equations, and multiple imputation [41, 42, 43]. Ibrahim et al. [44] reviewed four main approaches for handling missing covariate data in generalized linear models (GLM), i.e., maximum
likelihood (ML), multiple imputation (MI), fully Bayesian (FB) and weighted estimating equations (WEE). Ibrahim et al. [38] developed a Monte Carlo EM
(MCEM) algorithm to estimate parameters in generalized linear mixed models
where the missing data mechanism is non-ignorable and missing data pattern is
non-monotone.
Chen and Li [25] proposed a zero-inflated beta regression model (ZIBR) to
study the relationship between the relative abundance of the microbiome with
clinical covariates in a longitudinal study. This ZIBR model is a mixture of binary
and beta regression components. The binary component models the presence of the
bacterial genus and beta component models the non-zero microbiome composition.
In their study, they included the random effects in the model to account for the
correlation between repeated measurements of each subject in the study. However,
their ZIBR model cannot handle the missing data encountered in longitudinal
study designs. This ZIBR model was also used by D’Agata et al. [21] to assess
the impact of early life stress on the trajectory of the gut microbial structure,
where MCAR missing data mechanism was assumed. However, both ZIBR models
proposed in the two studies assume that each individual shares the same random

4

effect among all repeated measures. This assumption could not always be satisfied
because the random effect of an individual may not be the same in all the repeated
measures of longitudinal study designs.
In this study, we developed a mixed-effects ZIBR model to understand the
association between gut microbiome composition of the NICU preterm infants and
their stress level when MAR missing data mechanism is assumed in the study
design. This new model relaxes the assumption that each individual shares the
same random effects in repeated measures by assuming first-order autoregressive
covariance structure, AR(1). This correlation structure incorporates a high correlation between adjacent visits of an individual and the correlation systematically
decreases when the distance between the visits increases. The Bayesian approach
was used to estimate the parameters of this model using the Markov Chain Monte
Carlo (MCMC) algorithm, which was implemented in Nimble statistical software
[45]. Finally, the obtained results were compared with the study results of D’Agata
et al. [21], which used the same data set for their analysis.
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CHAPTER 2
Methodology
2.1

Motivating Dataset
The motivating data set was obtained from D’Agata et al. study [1]. The data

were originally collected from very low birth weight (VLBW) infants who were
admitted to the NICU of Tampa General Hospital, Florida between the years 2011
and 2015. In the data collection process, they excluded infants whose birth weights
were greater than 1500g, infants who had major congenital anomalies, moribund
infants, and infants whose mothers were HIV-infected. A total of 82 VLBW infants
were included in the final study sample after the exclusion procedure. A detailed
description of the data collection method can be found in D’Agata et al. [1].
According to D’Agata et al. [1], the stools samples of VLBW infants were
collected for six consecutive weeks since they were admitted to the NICU. After
conducting the microbiome analysis, bacterial operational taxonomic units (OTUs)
were reported at the genus level. These reported OTUs were used to calculate the
bacterial relative abundance (microbiome composition), which was the dependent
variable of this analysis. The infants’ stress experience was recorded daily for
6 weeks since the admission to the NICU. These data were collected using the
Neonatal Infant Stressor Scale (NISS), a quantitative instrument which measures
the interventions performed in NICU [2]. The time dependent variables, stress
scores two weeks (lag 2) and one week (lag 1) prior to the current week sampling
and the sampling week were considered in the analysis as independent variables.
Other covariates considered includes the baseline variables, infant’s gender, birth
weight, gestational age, and antibiotic usage. The weekly NISS stress scores of
each infant are shown in Figure 1. The average weekly stress scores (shown by the
black points) decrease over time, suggesting that infants have higher stress during
10

the first couple of weeks in the NICU.
In some instances, during this longitudinal study, some infants had multiple
samples while some infants had no samples collected during certain weeks. We
thus used the weekly average of the microbiome composition of the samples as the
dependent variables. However, missing data were encountered when no samples
were collected during the entire week. Due to the procedure of the data collection
[1], MAR missing data mechanism was assumed throughout the study. After excluding the infants with missing covariates, the study sample was reduced to 68.
Figure 2 shows the weekly missing data pattern of the microbial compositions for
the samples of 68 infants. There is a higher number of missing values in the first
week (67.7%), second week (30.9%), and sixth week (30.9%) compared to other
three weeks in the study sample. We consider data from week 3 to week 6 during
the analysis due to the higher occurrence of missingness in the first two weeks, as in
D’Agata et al. [1] The overall missing data percentage of the response variable was
22.05% and all the covariates of the 68 infants were completely observed. Finally,
after removing the low abundant genera from the obtained sample [1], 21 bacterial
genera were included in the analysis.
2.2

Model for Longitudinal Microbiome Data
The microbiome composition of each bacterial genus is bounded from [0,1),

zero-inflated, and the distribution is highly skewed (see Figure 3) [3]. Therefore,
the ZIBR model with random effects in the beta component was used to study the
association of gut microbiome composition and NICU stress of preterm infants.
Let yt be the relative abundance for a given bacterial genus at time t, for
t = 0, 1, . . . , T , where y0 represents the baseline measurement. Conditioning on
the subject-level random effects ηt , we assume that yt (0 ≤ yt < 1) follows zero-
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Week

Figure 1: The black points shows the average score of each week and all other
points represent the stress score of each infant.
inflated Beta distribution given by



1 − p t ,
if yt = 0
f (yt |xt , zt , ηt ) =


Γ(φ)
p t ·
y µt φ−1 (1 − yt )(1−µt )φ−1 , if yt > 0,
Γ(µt φ)Γ((1−µt )φ) t

(1)

and
pt
) = x>
t β,
1 − pt
µt
log(
) = z>
t γ + ηt ,
1 − µt
log(

(2)

where (1 − pt ) is the probability of extra zeros, µt (0 < µt < 1) and φ (φ > 0)
are the mean and the precision parameters of the Beta distribution, respectively.
Let xt and zt are the two vectors of baseline covariates at time t. The β =
(β0 , β1 , . . . , βp )T and γ = (γ0 , γ1 , . . . , γq )T are the vectors of regression coefficients
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(67.65%)

Week2
(30.88%)

Week3
(20.59%)

Week4
(17.65%)
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(30.88%)

Figure 2: The missing and observed data represented by beige and maroon colors
respectively.
corresponding to xt and zt where p and q are the dimensions of each vector. Let
η = (η0 , . . . , ηT )T ∼ N (0, σ 2 Σ), where Σ is a (T + 1) × (T + 1) correlation matrix
with the (a, b) entries of the matrix being ρ|b−a| (−1 < ρ < 1).
2.3

Missing Data Mechanism
Incomplete data are often encountered in many fields of studies. The missing-

ness might be caused by various reasons, such as non-responses in survey questions,
study drop-outs or failure to follow-up, instrumentation drawbacks and so forth.
The three missing data mechanisms reviewed by Little and Rubin [4] which is
mentioned in Chapter 1 can be shown using mathematical notations as follows.
Let Y , R, Yobs , and Ymis denote the complete data, missing data indicator
matrix, observed, and missing measures of Y , respectively. The missing data
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Figure 3: Bars represent the histogram and the curve represent the density estimation.
mechanism is given by f (R | Y, φ), the conditional distribution of R given Y and
φ, where φ is the unknown parameter vector. Then the MCAR mechanism can be
denoted as,
f (R | Y, φ) = f (R | φ) for all Y, φ,

(3)

where the missingness does not depend on the values of the observed or missing
Y . The MAR mechanism can be denoted as,
f (R | Y, φ) = f (R | Yobs , φ) for all Ymis , φ,

(4)

where missingness depends only on observed data. Finally, the MNAR mechanism
is when the missingness (R) depends also on the missing values of Y (Ymis ).
Let the joint probability distribution of Y and R given by
f (Yobs , Ymis , R | θ, φ) = f (Yobs , Ymis | θ)f (R | Yobs , Ymis , φ),
where θ is the vector of parameters of interest.
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(5)

Then the joint probability distribution of observed data (Yobs ) and R can be
obtained by integrating out Ymis .
Z
f (Yobs , R | θ, φ) = f (Yobs , Ymis | θ)f (R | Yobs , Ymis , φ)dYmis .

(6)

Let N denote the total number of subjects then the full likelihood function of
θ and φ is given by
Lf ull (θ, φ | Yobs , R) =

N
Y

f (Yi,obs , R | θ, φ) (θ, φ)  Ωθ,φ ,

(7)

i=1

where i = (1, . . . , N ) denotes the ith subject and Ω is the parameter space.
The likelihood function of θ ignoring the missing data mechanism is given by
Lign (θ | Yobs ) =

N
Y

f (Yi,obs | θ).

(8)

i=1

If the distribution of the missing data mechanism does not depend on the
unobserved Ymis i.e., MAR (see (4)) and θ and φ are priori independent,
π(θ, φ) = π(θ)π(φ),
then (6) can be simplified as follows,
f (Yobs , R | θ, φ) = f (Yobs | θ)f (R | Yobs , φ).

(9)

Finally, the likelihood-based inference for Y from Lf ull (θ, φ | Yobs , R) will be the
same as the likelihood-based inference for Y from Lign (θ | Yobs ).
2.4

Bayesian Inference
Unlike the frequentist framework, where the parameters are considered as

unknown constants, the parameters in the Bayesian framework are considered as
random variables. As given by Gelman et al. [5], let θ be the parameter vector
of interest and y be the vector of data obtained. By using the Baye’s rule, the
posterior density can be given by
π(θ | y) =

π(y | θ)π(θ)
π(θ, y)
=
,
π(y)
π(y)
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(10)

where π(θ), π(y | θ), and π(y) =

R

π(θ)π(y | θ)dθ are the prior distribution,

sampling distribution, and the normalizing constant respectively. Since π(y) does
not depend on θ, (10) can be written as,
π(θ | y) ∝ π(y | θ)π(θ)

(11)

Therefore, the posterior density can be obtained by the likelihood function of
parameters times the prior distribution of the parameters.
2.4.1

The Likelihood Function

Write yi = (yi0 , . . . , yiT )> , xi = (xi0 , . . . , xiT )> , and η i = (ηi0 , . . . , ηiT )> . Let
ri = (ri0 , . . . , riT ) be the vector of missing data indicators, where rit is given by



0, if yt is observed
rit =
(12)


1, if yt is missing
Let yi,obs and yi,mis denote the observed and the missing measures for the ith
subject where yobs = (y1,obs , . . . , yN,obs )> and ymis = (y1,mis , . . . , yN,mis )> .
Let θ = (β, γ, φ, σ, ρ) be the vector of all parameters. Then the likelihood
function is given by

Z
L(θ | y) =

N
Y

f (yi |xi , zi , η i , θ)f (η i |σ 2 , ρ)dη

i=1

Z
=

" T
N
Y
Y
I(y >0)
(1 − pit )I(yit =0) pit it
i=1

t=0



Γ(φ)
y µit φ−1 (1 − yit )(1−µit )φ−1
Γ(µit φ)Γ((1 − µit )φ) it



1
−1 T −1
exp
η Σ η i dη,
(2πσ 2 )ni /2 | Σ |1/2
2σ 2 i

I(yit >0) #

(13)

where ni = (1, 2, . . . , T + 1) denote the number of observed values of each subject
i.
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By the assumption of missing at random data, the likelihood function will be
given by

Z
L(θ | yobs ) =

N
Y

f (yi |xi , zi , η i , θ)f (η i |σ 2 , ρ)dyi,miss dη

i=1

Z
=

N Y
T
Y

"
(1 − pit )I(yit =0) (pit )I(yit >0)

i=1 t=0





Γ(φ)
yitµit φ−1 (1 − yit )(1−µit )φ−1
Γ(µit φ)Γ((1 − µit )φ)

1
1
exp
2
n
/2
i
(2πσ )
| Pi ΣPTi |1/2



I(yit >0) #I(rit =0)
×


−1
T −1
T
(Pi η i ) (Pi ΣPi ) (Pi η i ) dη,
2σ 2
(14)

where Pi denote the ni × (T + 1) selection matrix to select the observed values.
2.4.2

Prior Distributions

The parameters of interest in this model are β, γ, φ, σ 2 , and ρ. In the Bayesian
analysis, we used non-informative priors for parameters. The proposed prior distributions for the coefficients of fixed effects of binary and beta components are
multivariate normal: β ∼ Np (0, 104 Ip ) and γ ∼ Nq (0, 104 Iq ) where Ip and Iq are
p × p and q × q identity matrices respectively. For the precision parameter, we
proposed an inverse gamma distribution: φ ∼ IG(10−3 , 10−3 ). The variance and
correlation parameters of the random effects, we used inverse gamma distribution:
σ 2 ∼ IG(10−3 , 10−3 ) and uniform distribution: ρ ∼ U (0, 1).
The Bayesian analysis was conducted using the proposed prior distributions
in R version 3.5.3 [6] using the nimble package version 0.8.0 [7, 8, 9]. This software
uses Markov Chain Monte Carlo (MCMC) algorithms to obtain the samples from
posterior distributions of the parameters.
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CHAPTER 3
Results
3.1

Simulation Study
In this section, we describe a simulation study that was conducted to evaluate

the performance of the proposed model. We set N = 100 and T = 3 visits, where
t = 0 is the baseline for each subject. Two covariates were generated for the
analysis, where xi1 ∼ N (0, 1) and xi2 ∼ Bernoulli(0.5). For both binary and beta
components, same covariates were used. The parameters of the model were set
to mimick the real data set used in this study, where it generated approximately
similar average zero percentage in the response variable as in real data. The
coefficients of fixed-effects of the binary and beta components were set to β =
(β0 , β1 , β2 )T = (2, 2, 1)T and γ = (γ0 , γ1 , γ2 )T = (−2, 1, 2)T , where β0 and γ0 denote
the coefficients of the intercept terms, respectively. The random effects of the beta
component were generated using multivariate normal distribution, η i ∼ N (0, σ 2 Σ)
where σ 2 = 1 and Σ is a 4×4 AR(1) correlation matrix with ρ = 0.8. The response
variable yit was thus simulated from model in (1), such that the average overall
zero percentage of the response variable to 20%.
In this analysis, the three missing data mechanisms (MCAR, MAR, and
MNAR) were used to generate missing data in the response variable. The missing
data indicators were simulated for the three cases as follows:
Ritk ∼ Bernoulli(Pitk ),
where k = 1, 2, 3 represent each missing data mechanism, Pit1 = 0.25, Pit2 =
1
,
(1+exp(1+xit1 +xit2 ))

and Pit3 =

1
.
(1+exp(53+xit1 +xit2 −100yit ))

Under this setting, the av-

erage overall missing data percentage of each missing data mechanism was 25%.
This percentage is approximately close to the missing data percentage in real data
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set.
The prior distributions for the parameters in the model was set as follows:
β ∼ N (0, 104 I3 ), γ ∼ N (0, 104 I3 ), φ ∼ IG(10−3 , 10−3 ), σ 2 ∼ IG(10−3 , 10−3 ), and
ρ ∼ U (0, 1). After setting up the priors, 100 simulations were conducted for each
missing data mechanism and the true values of the parameters were assigned as the
initial values. To acquire the convergence of MCMC samples, the first 1000 iterations of the sampler were discarded and obtained every tenth iteration from 9000
iterations. Therefore, 900 samples were generated from the posterior distributions
for each parameter and it was used to compute the posterior summaries.
Tables 1, 2, and 3 show the posterior summaries of each parameter calculated
using the results obtained from the three scenarios MCAR, MAR, and MNAR.
We reported true value of the parameter (TRUE), posterior median (MEDIAN),
posterior mean (MEAN), posterior standard deviation (SD), simulation error (SE),
root mean square error of the posterior median (RMSE), and coverage probability
(CP) of 95% highest posterior density (HPD) interval (see (15),(16)).
Let l = (1, . . . , L) denotes the number of simulations conducted in the analysis.
L
P

MEAN =

SE =

L
P

θlmean

l=1

MEDIAN =

L

v
u L
u P median
u (θl
− MEDIAN)2
t l=1
L

L
P

θlmedian

l=1

SD =

L

RMSE =

θlsd

l=1

v
u L
u P median
u (θl
− θtrue )2
t l=1
L

(15)

L

,

(16)

where, θlmean , θlmedian , θlsd , M EDIAN, and θtrue represent the posterior mean, posterior median, and posterior standard deviation of lth simulation, overall median
of all simulations, and true parameter value respectively.
According to tables 1 and 2, the MEDIAN and MEAN values of the parameters were closer to the true values This can be also seen in the figures 4 and 5,
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where the bias of coefficient parameters were closer to zero except for φ. However, the posterior medians were much closer to the true values compared to the
posterior means. Moreover, SD, SE, and RMSE were closer to each other for all
the parameters except for φ. However, the CP of all the parameters were closer to
95% in both cases.
In table 3, the MEDIAN and MEAN values of parameters were not close to
the true parameter values except for parameters β0 and β1 . The figure 6 also shows
a large bias in all the parameters except for β0 and β1 . The SD, SE, and RMSE
values were close to each other for the parametes β0 , β1 , β2 , γ0 , and ρ and the CP
of the parameters were smaller than 95% except for parameters β0 and β1 . These
results indicate that the proposed model was more adequate if the missing data
were MCAR or MAR than MNAR.
Table 1: Posterior summaries of MCAR data with missing data percentage of 25%.
PARAMETERS

TRUE

MEDIAN

MEAN

SD

SE

RMSE

CP

β0

2.000

2.132

2.144

0.315

0.350

0.325

0.930

β1

2.000

2.114

2.126

0.303

0.339

0.321

0.940

β2

1.000

1.026

1.033

0.408

0.437

0.436

0.930

γ0

-2.000

-1.989

-1.989

0.134

0.140

0.139

0.920

γ1

1.000

0.995

0.995

0.060

0.059

0.059

0.950

γ2

2.000

1.984

1.983

0.179

0.191

0.190

0.890

φ

50.000

62.898

75.873

44.467

49.416

49.443

0.960

ρ

0.800

0.795

0.792

0.051

0.049

0.049

0.920

σ2

1.000

0.995

1.005

0.161

0.149

0.149

0.970

The performance of the proposed model was further examined by considering a
mis-specified response model. This model was generated by using an unstructured
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Figure 4: Plots of the bias of parameters calculated using posterior median (a)
and the bias of parameters calculated using posterior mean (b) of MCAR data.
Table 2: Posterior summaries of MAR data with missing data percentage of 25%.
PARAMETERS

TRUE

MEDIAN

MEAN

SD

SE

RMSE

CP

β0

2.000

2.056

2.066

0.318

0.311

0.306

0.960

β1

2.000

2.062

2.076

0.327

0.316

0.311

0.950

β2

1.000

1.032

1.040

0.434

0.444

0.443

0.950

γ0

-2.000

-2.007

-2.007

0.137

0.138

0.138

0.940

γ1

1.000

0.994

0.994

0.056

0.057

0.057

0.920

γ2

2.000

1.981

1.979

0.180

0.187

0.186

0.910

φ

50.000

64.954

78.657

45.536

43.494

42.331

0.910

ρ

0.800

0.792

0.790

0.049

0.056

0.055

0.920

1.000

0.997

1.007

0.157

0.146

0.146

0.930

σ

2

correlation matrix Σ of the random effects

1.0 0.5
0.5 1.0
Σ=
0.6 0.4
0.8 0.9

as follows,

0.6 0.8
0.4 0.9

1.0 0.5
0.5 1.0

Then the response variable yit was generated using the above unstructured correlation matrix. The missing data for yit were simulated using the MAR missing
data mechanism with average overall missing data percentage of 25%. The analysis was conducted using the proposed model for 100 simulations using the same
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Figure 5: Plots of the bias of parameters calculated using posterior median (a)
and the bias of parameters calculated using posterior mean (b) of MAR data.
Table 3: Posterior summaries of MNAR data with missing data percentage of 25%.
PARAMETERS

TRUE

MEDIAN

MEAN

SD

SE

RMSE

CP

β0

2.000

1.953

1.960

0.262

0.244

0.240

0.960

β1

2.000

1.910

1.918

0.259

0.276

0.261

0.940

β2

1.000

0.735

0.739

0.357

0.454

0.368

0.870

γ0

-2.000

-1.955

-1.955

0.104

0.128

0.120

0.860

γ1

1.000

0.744

0.744

0.066

0.266

0.073

0.060

γ2

2.000

1.350

1.350

0.158

0.671

0.167

0.030

φ

50.000

29.721

32.510

11.670

24.921

14.883

0.320

ρ

0.800

0.839

0.831

0.067

0.083

0.073

0.850

σ2

1.000

0.474

0.484

0.112

0.537

0.109

0.040

prior distributions. The first 1000 iterations were discarded in each simulation and
every tenth iteration was obtained from 9000 iterations. Moreover, the true values
were assigned as the initial values except for the parameter ρ.
Table 4 shows the true values (TRUE), posterior median (EST), SD, SE,
RMSE, and CP of each coefficient parameter of fixed effects calculated using the
data that were generated from AR(1) structured and unstructured correlation matrices (mis-specified model). When comparing the results of the two models, the
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Figure 6: Plots of the bias of parameters calculated using posterior median (a)
and the bias of parameters calculated using posterior mean (b) of MAR data.
correctly specified model shows better results than the mis-specified model. This
also can be clearly seen in figure 7 where the bias of each parameter was closer to
zero in the correctly specified model compared to the mis-specified model.
Table 4: Posterior summaries of AR(1) structured and unstructured correlation
matrices with MAR data.
Structured Correlation

Unstructured Correlation

β0

TRUE
2.000

EST
2.056

SD
0.318

SE
0.311

RMSE
0.306

CP
0.960

EST
2.119

SD
0.328

SE
0.394

RMSE
0.378

CP
0.900

β1

2.000

2.062

0.327

0.316

0.311

0.950

2.147

0.335

0.385

0.358

0.930

β2

1.000

1.032

0.434

0.444

0.443

0.950

1.030

0.440

0.438

0.437

0.940

γ0

-2.000

-2.007

0.137

0.138

0.138

0.940

-1.872

0.133

0.198

0.151

0.800

γ1

1.000

0.994

0.056

0.057

0.057

0.920

0.921

0.063

0.115

0.084

0.680

γ2

2.000

1.981

0.180

0.187

0.186

0.910

1.879

0.170

0.230

0.196

0.840

3.2

Analysis of Gut Microbiome Composition Data of Preterm Infants
This section depicts the results of the analysis conducted for microbiome com-

position data of NICU preterm infants. The data of the 68 preterm infants were
considered for this analysis using the data of the last four weeks as described in
Chapter 2. Therefore, T = 3, where t = 0 denotes the baseline (week 3) and t = 1
to t = 3 denotes the follow-up weeks from weeks 4 to 6.
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Figure 7: Plots of the bias of parameters calculated using posterior median in
correctly specified model (a) and the bias of the parameters calculated using the
posterior median in mis-specified model (b) of MAR data
Table 5 shows the descriptive statistics of the study sample. The median
gestational age of the preterm infants was 28 weeks, median birth weight was
1082.5g, approximately 53% of the infants were not treated with antibiotic, and the
majority of the infants in this sample were female (approximately 53%). Moreover,
the median cumulative weekly stress scores of infants were decreased as the number
of weeks in NICU increase.
The same covariates, week (week 3 - reference level), antibiotic usage (1 =
yes), infant’s gender (1 = female), birth weight, gestational age, and the weekly
stress score which is 2 weeks and 1 week prior, used in both binary and beta
components of the analysis. The continuous variables, birth weight, gestational
age, and stress scores were standardized prior to the analysis.
Out of 21 genera, the Bayesian analysis was conducted for the genus, ‘Veillonella’. The reason behind the selection was that NICU stress exposure had a
significant effect on this genus during D’Agata et al., [1] study. To obtain the
MCMC samples from the posterior distributions of the parameters, 600,000 iterations were used, and every 500th iteration was taken after removing the first
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Table 5: Descriptive statistics of study sample, n = 68. Shown as count (%) or
median (interquartile range).
Characteristic
Baby gender
Male (0)

32

(47.06%)

Female (1)
Antibiotic
No (0)

36

(52.94%)

36

(52.94%)

32

(47.06%)

Birth Weight (g)

1082.50

(950.00, 1221.25)

Gestational Age (weeks)

28.35

(26.50, 29.60)

Week 1

928.50

(879.75, 974.00)

Week 2

918.50

(838.00, 1012.00)

Week 3

881.00

(782.00, 999.00)

Week 4

873.00

(779.75, 977.00)

Week 5

812.00

(774.25, 921.00)

Week 6

802.00

(763.00, 895.00)

Yes (1)

Cumulative Weekly Stress Score

100,000 samples due to the high autocorrelation between the MCMC samples.
The posterior summaries, posterior median (ESTB ) and 95% HPD intervals, were
obtained for all the model parameters. The performance of the MCMC samples of
parameters were examined using the trace plots and the autocorrelation plots.
Tables 6 and 7 depict posterior summaries of genus Veillonella obtained employing the Bayesian approach, where n = 47 and n = 68 in respective tables.
Both tables include, estimates (ESTF ) and FDR-adjusted p-values (P-Value) of
the parameters obtained from the study D’Agata et al. [1], where they used the
frequentist approach with n = 47. In both approaches, estimated parameters were
considered as statistically significant at the 0.05 significance level. In the Bayesian
approach, the estimate is considered as statistically significant if the 95% HPD
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interval did not include 0.
According to table 6, in both approaches, the stress two weeks prior (Stresst−2 )
has a significant effect on the genus Veillonella in the beta component. This
suggests that when the genus Veillonella was present in the stool sample, larger
stress scores were associated with the larger relative abundance of the genus. In
the Bayesian approach, antibiotic usage was significant in the binary component.
This indicates antibiotic usage is associated with a higher probability of Veillonella
being present in the stool sample. i.e. using antibiotic is 2.147 (exp(0.764)) times
the odds to have the genus to be present in the stool sample than non-antibiotic
users. The coefficient of week 6 is significant in the beta component in both
approaches which shows that sampling week has a significant effect on Veillonella.
In table 7 the antibiotic usage in the binary component was not significant
in the Bayesian approach. However, it was significant in the beta component
where the infants who were treated with antibiotics were associated with the larger
relative abundance of Veillonella compared to infants who were not treated with an
antibiotic. Similar to table 6, the stress two weeks prior collecting the stool sample
was significant in the beta component in Bayesian approach. This indicates that
the Bayesian approach also agrees that the stress exposure of the preterm infants
treated in NICU has a significant effect on the genus Veillonella.
List of References
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Table 6: Posterior summaries and estimates of binary and beta components of
ZIBR model for Bayesian (n = 47) and frequentist (n = 47) approaches for genus
Veillonella.
Binary Component
Bayesian Approach
ESTB

Frequentist Approach

95% HPD Interval

ESTF

P-value

Intercept
Week 4

-1.441
-0.129

(-2.419, -0.562)
(-1.232, 0.844)

-3.306
0.086

0.004
0.908

Week 5

-0.002

(-1.034, 1.021)

0.197

0.795

Week 6

0.367

(-0.597, 1.313)

1.208

0.098

Antibiotic

0.764

(0.021, 1.496)

1.971

0.749

Baby gender

-0.015

(-0.795, 0.683)

-0.786

1.000

Birth weight

0.157

(-0.258, 0.544)

-0.254

0.814

Gestational age

0.398

(-0.073, 0.842)

0.910

1.000

Stresst−2
Stresst−1

-0.270
-0.035

(-0.737, 0.201)
(-0.550, 0.483)

-0.598
0.087

0.138
0.825

Beta Component
Bayesian Approach
ESTB

Frequentist Approach

95% HPD Interval

ESTF

P-value

Intercept
Week 4

-4.496
0.393

(-5.887, -3.184)
(-1.345, 1.524)

-3.385
0.207

0.000
0.510

Week 5

0.372

(-0.869, 1.261)

-0.172

0.606

Week 6

-1.154

(-2.079, -0.384)

-0.693

0.043

Antibiotic

0.541

(-0.435, 1.846)

0.486

0.130

Baby gender

0.463

(-0.407, 1.319)

0.065

0.823

Birth weight

0.019

(-0.481, 0.763)

0.155

0.327

Gestational age

0.338

(-0.151, 1.095)

0.236

0.098

Stresst−2

1.057

(0.391, 1.593)

0.442

0.046

Stresst−1

-0.354

(-0.700, 0.040)

-0.334

0.120
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Table 7: Posterior summaries and estimates of binary and beta components of
ZIBR model for Bayesian (n = 68) and frequentist (n = 47) approaches for genus
Veillonella.
Binary Component
Bayesian Approach
ESTB

Frequentist Approach

95% HPD Interval

ESTF

P-value

Intercept
Week 4

-1.078
-0.013

(-1.843, -0.236)
(-0.852, 0.849)

-3.306
0.086

0.004
0.908

Week 5

0.195

(-0.706, 0.995)

0.197

0.795

Week 6

0.426

(-0.485, 1.292)

1.208

0.098

Antibiotic

0.135

(-0.471, 0.741)

1.971

0.749

Baby gender

-0.078

(-0.739, 0.662)

-0.786

1.000

Birth weight

-0.057

(-0.475, 0.301)

-0.254

0.814

Gestational age

0.054

(-0.426, 0.514)

0.910

1.000

Stresst−2
Stresst−1

-0.243
-0.260

(-0.751, 0.187)
(-0.739, 0.317)

-0.598
0.087

0.138
0.825

Beta Component
Bayesian Approach
ESTB

Frequentist Approach

95% HPD Interval

ESTF

P-value

Intercept
Week 4

-4.383
0.690

(-5.187, -3.779)
(-0.245, 1.102)

-3.385
0.207

0.000
0.510

Week 5

0.134

(-0.718, 0.838)

-0.172

0.606

Week 6

-1.059

(-1.926, -0.263)

-0.693

0.043

Antibiotic

0.733

(0.192, 1.396)

0.486

0.130

Baby gender

0.545

(-0.497, 1.165)

0.065

0.823

Birth weight

0.401

(-0.273, 0.863)

0.155

0.327

Gestational age

0.425

(-0.090, 0.950)

0.236

0.098

Stresst−2

0.947

(0.665, 1.389)

0.442

0.046

Stresst−1

-0.610

(-1.102, 0.115)

-0.334

0.120
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CHAPTER 4
Discussion
In this study, we developed a ZIBR model with mixed effects, which can handle
the MAR data using the Bayesian approach. This model can be used to overcome
two main challenges, the presence of a large number of zeros in microbiome composition data and intermittent missingness with MAR missing data mechanism that
occurs in longitudinal studies.
The performance of the proposed ZIBR model was evaluated by a simulation
study (see Section 3.1 in Chapter 3). Estimates of the parameters in the simulation study were closer to true values, except for precision parameter φ when the
missing data mechanism is MAR. In addition, the coverage probabilities of each
parameter were closer to 95%. When the missing data mechanism is MNAR, most
of the parameter estimates were not close to true values and the coverage probabilites were also far from 95%. The large bias of the precision parameter φ in
the beta component highlights deserves future research. Performance of the model
was further examined by simulating another data set employing an unstructured
correlation matrix for random effects but using the same proposed model. Moreover, the proposed model was applied to real data on gut microbiome composition
of NICU preterm infants.
A major limitation faced in this study was conducting the analysis for all the
21 genera. The multiple comparison issue occurs when performing a higher number
of tests simultaneously. Thus, we were not able to report the results of the all 21
genera and instead we report the results of one genus. There are several methods
that can be used to adjust this issue in a frequentist framework such as Bonferroni
correction and false discovery rate (FDR) [1, 2, 3]. In Bayesian framework, one
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approach is to use a joint model to model all the genera to solve this issue [4, 5].
Therefore, for future research a multivariate zero inflated model can be used to
model all bacterial genera together [6].
The Monte Carlo Expectation Maximization (MCEM) algorithm introduced
by Wei and Tanner [7] can be applied to obtain the maximum likelihood estimates
(MLE) of parameters for mixed-effect models. In this method, the random effects
were treated as unobserved or missing values [8]. This approach can be applied to
obtain MLE of parameters of the proposed model. With this approach, one can
obtain the fisher’s information matrix of parameter estimates and can compare the
information gain between the complete case and all case analysis [9]. For future
research it is interesting to use the MCEM algorithm to estimate the parameters
of the proposed model.
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