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Abstract—Since the emergence of wireless communication
networks, a plethora of research papers focus their attention
on the quality aspects of wireless links. The analysis of the rich
body of existing literature on link quality estimation using models
developed from data traces indicates that the techniques used
for modeling link quality estimation are becoming increasingly
sophisticated. A number of recent estimators leverage machine
learning (ML) techniques that require a sophisticated design and
development process, each of which has a great potential to
significantly affect the overall model performance. In this paper,
we provide a comprehensive survey on link quality estimators
developed from empirical data and review a rich variety of the
existing open source datasets. We then perform a systematic
analysis to reveal the influence of the design decisions taken in
each step of ML process on the final performance of the ML-
based link quality estimators. One substantial lesson learned is
that the measurement data preprocessing and feature engineering
have a higher influence on the performance of the model than
that of the choice of ML algorithms.
Index Terms—link quality estimation, machine learning, data-
driven model, dataset preprocessing, feature selection, wireless
networks.
ACRONYMS
4B Four-Bit
4C Foresee
AI Artificial Intelligence
BER Bit Error Rate
CDF Cumulative Distribution Function
ETX Expected Transmission count
F-LQE Fuzzy-logic based LQE
FLI Fuzzy-logic Link Indicator
KDP Knowledge Discovery Process
LQ Link Quality
LQE Link Quality Estimation
LQI Link Quality Indicator
MAE Mean Absolute Error
ML Machine Learning
NLQ Neighbor Link Quality
PER Packet Error Rate
PRR Packet Reception Ratio
PSR Packet Success Ratio
RMSE Root-Mean-Square Error
RNP Required Number of Packets
ROC Receiver Operating Characteristic
ROS Random Over-Sample
RSS Received Signal Strength
RSSI Received Signal Strength Indicator
RUS Random Under-Sample
SGD Stochastic Gradient Descent
SNR Signal-to-Noise Ratio
SVM Support Vector Machine
TCP Transmission Control Protocol
WMEWMA Window Mean with an Exponentially
Weighted Moving Average
WNN-LQE Wavelet Neural Network based LQE
I. INTRODUCTION
In wireless networks, the propagation conditions for radio
signals may vary significantly with time and space, affecting
the quality of radio links. In order to ensure a reliable network
performance, an effective estimation of link quality is required,
so that the radio link parameters can be adapted and an alter-
native or more reliable channel can be selected for wireless
data transmission. In this paper, we refer to the link abstraction
as comprising of link layer and physical layer (channel). More
explicitly, link quality is referred to the quality of a link that
is concerned with the link layer and the physical layer. The
link ensures that frames are delivered from a transmitter to
the receiver over a wireless channel, as depicted in Fig. 1.
The higher the successful reception the better the link quality,
therefore supporting a more reliable communication. Reliably
estimating or predicting the quality of a link by leveraging
link quality metrics enables selecting the best performing link
from a set of candidates.
A certain amount of links may still be able to successfully
deliver most of the frames even when operating on relatively
noisy channels, as the modulation and coding, noise cancella-
tion, and error correction techniques can help for compensating
the frame loss. In the literature however, the quality of links
can be measured using several metrics, including hardware and
various software metrics as categorized by [1] and detailed
later in Section II-C.
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Fig. 1: The unified model of data-driven LQE comprising of
physical layer (layer 1) and link layer (layer 2).
Research on data-driven Link Quality Estimation (LQE)
using real measurement data started in the late 90s [2] and is
still being published with a plethora of contributions in the last
decade [3]. Early studies on this particular topic mainly utilize
recorded traces and the models are manually developed [2],
[4]–[13]. Over the past few years, researchers have paid a lot of
attention to the development of LQE using Machine Learning
(ML) algorithms [3], [14]–[16]. The LQE models reviewed in
this survey paper are based on physical and link layer metrics,
namely all potential metrics for the evaluation of link quality
that lie within the dotted line of Fig. 1.
The use of ML techniques in LQE can significantly improve
the performance of wireless networks due to the ability of
the technology to process and learn from large amount of
data traces that can be collected across various technologies,
topologies and mobility scenarios. These characteristics of
ML techniques empower LQE to become much more agile,
robust and adaptive. Additionally, a more generic and high
level understanding of wireless links could be acquired with
the aid of ML techniques. More explicitly, an intelligent
and autonomous mechanism for analyzing wireless links of
any transceiver and technology can assist in better handling
of current operational aspects of increasingly heterogeneous
networks. This opens up a new avenue for wireless network
design and optimization [54], [55] and calls for the ML
techniques and algorithms to build robust, agile, resilient and
flexible networks with minimum or no human intervention. A
number of contributions for such mechanisms can be found in
the literature, for instance radio spectrum observatory network
is designed in [56] and [57]. The diagram provided in Fig. 2
exhibits a broad picture of what problems are being solved by
ML in wireless networks and what broad classes of machine
learning methods are being used for solving these particular
problems. It can be observed that improvements on all layers
of the communication network stack, from physical to ap-
plication, are being proposed using classification, regression
and clustering techniques. For each technique, algorithms
having statistical, kernel, reinforcement, deep learning, and
stochastic flavors are being used. For a more comprehensive
and intricate analysis, [50] and [51] survey deep learning
in wireless networks, and [58] surveys Artificial Intelligence
(AI) techniques, including machine learning and symbolic
reasoning in communication networks, but without investing
any particular effort on link quality estimation.
To contrast our study against existing survey papers on
aspects of link quality estimation, we have identified com-
prehensive survey and tutorial papers listed in Table I. We
have observed that there are existing discussions on the “link
quality” considering various wireless networks, as outlined in
Table I. However, only Baccour et al. attempted to address
LQE in [1]. They highlighted distinct and sometimes contra-
dictory observations coming from large amount of research
work on LQE based on different platforms, approaches and
measurement sets. Baccour et al. provide a survey on empirical
studies of low power links in wireless sensor networks1
without paying any special attention to procedures using
ML techniques. In this survey paper, we complement the
aforementioned survey by analyzing the rich body of existing
and recent literature on link quality estimation with the focus
on model development from data traces using ML techniques.
Moreover, we also review publicly available data traces that
are most suitable for LQE research.
Considering recent contributions on LQE using ML tech-
niques, it can be challenging to reveal the relationship between
design choices and reported results. This is mainly because
each model relying on ML assumes a complex development
process [59], [60]. Each step of this process has a great
potential to significantly affect the overall performance of
the model, and hence these steps and their associated design
choices must be well understood and carefully considered. Ad-
ditionally, to provide the means for fair comparison between
existing and future approaches, it is of critical importance to
be able to reproduce the LQE model development process and
results [61]–[63], which indeed also requires open sharing of
data traces.
Our analysis not only sheds light on the increasing complex-
ity of the techniques used for LQE modeling, but also reveals
the lack of deeper investigation for the design and config-
uration choices with respect to the implementation of these
techniques. Motivated by this premise, we provide an analysis
on how each step in the process of designing and developing
an LQE using ML techniques affects the performance of the
ultimate model. For conducting this particular investigation,
we utilize a representative subset of ML algorithms exploited
in the literature and leverage a publicly available representative
dataset to reveal the explicit impact of the ML algorithms on
the performance of the LQE model. Major contributions of
this paper can be summarized as follows.
• We provide a comprehensive survey of the existing liter-
ature on LQE models developed from data traces. We
analyze the state of the art along several dimensions
including target technologies and standards, purpose of
the LQE, input and output metrics, etc. The survey reveals
1This survey paper is also a more recent contribution on link quality
estimation models than [1] from 2012. Besides, we focus our attention on
the data-driven LQE models with ML techniques.
3Machine Learning for
Wireless Networks
Physical Layer
Localization Regression
Kernel Methods [17]
Deep Learning [18]
Statistical [19]
Channel Equalization
Regression
Deep Learning [20]
Statistical [21]
Clustering
Modulation and Coding Classification
Deep Learning [22], [23]
Kernel Methods [24]
Detection Algorithm Regression Deep Learning [25]
Channel Modeling
Regression
Deep Learning [26], [27]
Kernel methods [28]
Statistical [29]
Clustering Kernel methods [30]
Link Layer
Access Control Classification Reinforcement Learning
[31]
Rate Adaptation Classification Stochastic [32]
Fault Identification Classification
Statistical [33]
Kernel Methods [33]
Frame Size Optimization Regression Neural Networks [34]
Link Quality Estimation
Classification
Statistical [11] [14] [35]
Deep Learning [36]
Regression Statistical [6]
Network Layer
Traffic Engineering Clustering Statistical [37]
Protocol Identification
Clustering Statistical [38]
Classification Statistical [39]
Routing Optimization Regression Reinforcement Learning
[40]
Application Layer
QoE Classification
Kernel Methods [41]
Statistical [41]
Anomaly Detection Classification Kernel Methods [42]
Service Optimization Classification Deep Learning [43]
Fig. 2: Layered taxonomy of machine learning solutions for wireless communication networks.
that the complexity of LQE models is increasing and
that comparing models against each other is not always
possible.
• We survey publicly available datasets that are most suit-
able for LQE model research and review their available
features with a comparative analysis.
• We give a generic analysis of the impact of the steps
of the ML process on the final performance on the
LQE model. We critically and systematically analyze the
relative influence of each step on the final performance of
4TABLE I: Existing surveys and tutorials relating to the terms that can define the quality of a link in the state-of-the-art literature.
Publication A summary with particular focus Related context in the relevant publication Its related section
[44], 2012 A tutorial on improving the reliability of wireless communication links usingcognitive radios Failures in wireless networks Section II-B
[45], 2013 A survey of the techniques and protocols to handle mobility in wireless sensornetworks
Prediction of link quality for mobility
estimation Section IV
[46], 2014 A survey on fair resource sharing/allocation in wireless networks The impact of link quality on packet delay Section III-B
[47], 2016 A survey of communication related issues in unmanned aerial vehiclecommunication networks
Dynamic topology changes and time-varying
links Sections I-B/I-C
[48], 2018 A survey on link- and path-level reliable data transfer schemes in underwateracoustic networks
Channel quality control on physical layer as
shown in Table II Section III
[49], 2018 A tutorial on key technologies of cloud access radio network optical fronthaul Link performances of radio over fibertransport schemes illustrated in Table X Section VII-E
[50], 2018 A survey on deep learning applications for different layers of wireless networks A brief discussion on deep learning for linkevaluation Section IV-C
[51], 2019 A survey on deep learning techniques applied to mobile and wireless networkingresearch
Deep learning driven network control and
network-level mobile data analysis Sections I/VI
[52], 2019 A survey of effective capacity models used in various wireless networks A brief discussion on selection of betterquality links Section VII-B
[53], 2019 A survey of current issues and machine learning solutions for massive machine typecommunications in ultra-dense cellular Internet of things networks
Learning link quality and reliability to adapt
communication parameters Section VI-A
[1], 2012
A survey on empirical studies of low power links in wireless sensor networks as
well as on LQE without paying any special attention to procedures using ML
techniques
Characteristics of low-power links and link
quality estimation Section V
This survey
A comprehensive survey of data-driven LQE models and suitable trace-sets for the
analysis of data-driven LQE, as well as exemplifying analysis of a data-driven LQE
using existing machine learning algorithms
Link quality estimation, reviewing trace-sets
and an LQE model over an exemplifying
trace-set using ML algorithms
All sections
the model using representative models and further analyze
the surveyed works from this perspective.
• We provide an elaborated lessons learned section for the
development of ML-based LQE model. This stimulated
us to draw a generic data-driven LQE model design
guidelines for the industry and the academia that aim at
developing LQE models based on trace-sets.
The rest of this paper is structured as illustrated in Fig. 3.
Section II provides a comprehensive survey of the state-of-the-
art literature on LQE models built from data traces, whereas
Section III provides a comparative analysis of the open
datasets suitable for LQE research. Moreover, in Section IV
link quality classification is discussed, the data preprocessing
steps required for ML algorithms are surveyed and ML-
based LQE models design steps are described. More explicitly,
Sections IV-B, IV-C, IV-D, IV-E and IV-F survey, review
and analyze data preprocessing steps in order of cleaning
and interpolation, feature selection, window size, resampling
strategy, and present the development of ultimate LQE mod-
els using linear and nonlinear ML algorithms, respectively.
Then, as a result of our extensive survey, Section V provides
lessons learned and design guidelines, while Section VI finally
concludes the paper and elaborates on the future research
directions.
II. OVERVIEW OF DATA-DRIVEN LINK QUALITY
ESTIMATION
With the emergence and spread of wireless technologies
in the early 90s [70], it became clear that packet delivery in
wireless networks was inferior to that of wired networks [2].
At the time of the experiment conducted in [2], wireless
transmission medium was observed to be prone to unduly
larger packet losses than the wired transmission mediums.
Up until today, roughly speaking, numerous sophisticated
communication techniques, including modulation and cod-
ing schemes, channel access methods, error detection and
correction methods, antenna arrays, spectrum management,
high frequency communications and so on, have emerged.
As part of this combination of revolutionary techniques, a
diverse number of estimation models for the assessment of link
quality, based on actual data traces in addition to or instead
of simulated models, have been proposed in the literature.
The research of data-driven LQE based on measurement
data reaches back into late 90s [2] and has gained momen-
tum particularly in the last decade [3]. As summarized in
Fig. 4, early attempts on LQE research mainly hinge on the
recorded traces with statistical approaches and the manually
developed models [2], [4]–[13]. On the other hand, only
recently, researchers have started paying a great attention to
the development of LQE model using ML algorithms [14]–
[16].
To date, many analytical and statistical models have been
proposed to mitigate losses and improve the performance
of wireless communication. These models include channel
models, radio propagation models, modulation/demodulation
and encoding/decoding schemes, error correction codes, and
multi-antenna systems just to name a few. Such models are
essentially based on model-driven link quality estimators,
where they calculate predetermined variables based on the
communication parameters of the associated environment.
However, their one significant shortcoming is that they abstract
the real environment, and thus consider only a subset of the
real phenomena. Data-driven models, on the other hand, rely
on actual measured data that capture the real phenomena. The
data are then used to fit a model that best approximates the
underlying distribution. As it can be readily seen in Fig. 4,
up until 2010, statistical approaches were the favored tools
for LQE research. From then on, as in other research areas
of wireless communication, portrayed in Fig. 2, ML-based
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Fig. 3: Structure of this survey paper.
models replaced the conventional approaches and became the
preferred tool for LQE research.
Empirical observation of wireless link traffic is a crucial part
of the data-driven LQE. An observation of link quality metrics
within a certain estimation window, e.g. time interval or a
discrete number of events, allows for constructing different
varieties of data-driven link quality estimators. However, there
are a few drawbacks of the data-driven approaches that need
to be taken into account. Since the ultimate model strictly
depends on the recorded data traces, it has to be carefully
designed in a way that records adequate information about
the underlying distribution of the phenomena. If sufficient
measurements of the distribution can be captured, then it is
possible to automatically build a model that can approximate
that particular distribution. Data-driven LQE models are in
no way meant to fully replace or supersede model-driven
estimators but to complement them. It is certainly possible
to incorporate a model-driven estimator into a data-driven one
as the input data.
To some extent, different varieties of data-driven metrics
and estimators were studied in [1], where the authors made
three independent distinctions among hardware- and software-
based link quality estimators. The software-based estimators
are further split into Packet Reception Ratio (PRR)-based,
Required Number of Packets (RNP)-based, and score-based
subgroups. The first distinction is based on the estimator’s
origin presenting the way how they were obtained. The second
distinction is based on the mode their data collection was
done, which can be in passive, active and/or hybrid manner,
depending on whether dummy packet exchange was triggered
by an estimator. The third distinction is based on which side
of the communication link was actively involved. LQE metrics
can be gathered either on the receiver, transmitter or both sides.
Going beyond [1], Tables II and III provide a comprehensive
summary of the most related publications that leverage a data-
driven approach for LQE research. All the studies summarized
in Tables II and III rely on real network data traces recorded
from actual devices. The first column in Tables II and III
contains the title, reference and the year of publication. The
second column provides the testbed, the hardware and the
technology used in each publication, whereas the third column
lists the objectives of these publications with respect to LQE
approach. Columns four, five and six focus on the charac-
teristics of the estimators, particularly on their corresponding
input(s), model and output. The last two columns summarize
statistical aspects of the data traces and their public availability
of the trace-sets for reproducibility, respectively.
A. Technologies and Standards
As outlined in the second column of Tables II and III,
earlier studies on LQE were performed on WaveLAN [2], [4],
a precursor on the modern Wi-Fi. The study in [2] aimed to
characterize the loss behavior of proprietary AT&T WaveLAN.
It used packet traces with various configurations for the
transmission rate, packet size, distance and the corresponding
packet error rate. Then, they built a two-state Markov model
of the link behavior. The same model was then utilized in [4]
to estimate the quality of wireless links in the interest of
improving Transmission Control Protocol (TCP) congestion
performance. More recently, [68], [69] used IEEE 802.11
standard in their studies for throughput and online link quality
estimators.
Later on, the majority of publications related to LQE
focused on wireless sensor networks relying on IEEE 802.15.4
standard and only a few targeted other type of wire-
less networks, such as Wi-Fi (IEEE 802.11) or Bluetooth
(IEEE 802.15.1). This can be explained by the fact that
IEEE 802.15.4-based wireless sensor networks are relatively
cheaper to deploy and maintain. Perhaps, the first such larger
testbed was available at the University of Berkley [5] using
MicaZ nodes and TinyOS [72], which is an open source
operating system for constrained devices. Other hardware
platforms, such as TelosB and TMote, and operating systems,
e.g. Contiki, have emerged and enabled researchers to further
experiment with improving the performance of single and
multi-hop communications for wireless networks composed of
battery-powered devices.
6TABLE II: Existing work on link quality estimation using real network data traces (Part 1 of 2)
Title Tech. Goal Input Model Output Data Reproduce
A trace-based approach
for modeling wireless
channel behavior [2],
1996
WaveLAN,
BARWAN
testbed, BSD 2.1
Maximize
throughput,
channel error
model
SNR, signal
quality,
throughput, PRR
Improved
two-state Markov
model
Probability of
error to occur and
persist
Not specified
(<1500 bytes/-
packet,
1000 s/trace)
No*
Explicit loss notification
and wireless web
performance [4], 1998
WaveLAN,
University of
California testbed
Improve TCP
Reno on wireless
links, maximize
throughput
Bitrate, packet
size, no. bits,
throughput, BER
CDF of error and
error-free
durations
Probability of
error to occur and
persist
800 000 packets
(100 000 packets/-
experiment,
8 experiments)
No*
Taming the underlying
challenges of reliable
multihop routing in
sensor networks [5],
2003
Proprietary,
MicaZ mote,
TinyOS
Improve routing
table management PRR
Shortest path,
minimum
transmission,
broadcast,
destination
sequenced
distance vector
Decision on
keep/remove
routing table
entry
≈600 000 packets
(8 packets/s,
200 packets/PTx)
No*
(4B) Four-bit wireless
link estimation [7], 2007
Intel Mirage:
85x MicaZ;
USC TutorNet:
94x TelosB;
IEEE 802.15.4,
TinyOS
Improve routing
table management
LQI, PRR,
broadcast,
ACK count
Construct 4-bit
score of link state
Estimated link
quality
Mirage: N.A.,
40-69 min/experi-
ment; TutorNet:
N.A.,
3-12h/experiment;
No*
A Kalman filter-based
link quality estimation
scheme for wireless
sensor networks [6],
2007
TelosB,
IEEE 802.15.4 PRR estimation RSSI, noise floor
Kalman filter +
SNR to PRR
mapping
PRR estimation
25 200 000
(500 samples/s,
14 h)
No
PRR is not enough [8],
2008
IEEE 802.11,
IEEE 802.15.4
Link state
estimation PRR
Gilbert-Elliott
Model (2-state
Markov process);
good and bad
state
Link quality
transition
probability
Rutgers and
Mirage trace-sets Yes
The triangle metric: fast
link quality estimation
for mobile wireless
sensor networks [9],
2010
Tmote Sky,
Sentilla JCreate,
IEEE 802.15.4,
Contiki OS
New LQE RSSI, noise floor,LQI
Pythagorean
equation maps to
distance from the
origin
(hypotenuse)
Estimated link
quality as very
good, good,
average or bad
30 000 + N.A.,
(64 packets/s, all
channels, unicast)
No
F-LQE: A fuzzy link
quality estimator for
wireless sensor networks,
[10] 2010, [71] 2011
RadiaLE testbed,
49x TelosB,
IEEE 802.15.4,
TinyOS
Link quality
estimation,
improve routing
PRR
Fuzzy logic maps
current to
estimated link
quality
Binary
high/low-quality
(HQ/LQ) link
estimation
N.A. (bursts,
packet sizes,
20-26 channel)
No*
Foresee (4C): Wireless
link prediction using link
features [14], 2011
54x Tmote
(local),
180x Tmote Sky
(Motelab),
IEEE 802.15.4,
Improve routing PRR, RSSI, SNR,LQI
Logistic
regression model
Probability of
receiving next
packet
80 000 + 80 000
noise floor
(≈10 packets/s)
No*
Fuzzy logic-based
multidimensional link
quality estimation for
multihop wireless sensor
networks [11], 2013
(local)
15x TelosB,
TinyOS,
IEEE 802.15.4
Improve routing,
minimize
topology changes
PRR Fuzzy logic linkquality estimator
Binary
high/low-quality
link estimation
N.A., (20 min/ex-
periment,
12h)
No
Temporal adaptive link
quality prediction with
online learning,
[35] 2012, [15] 2014
Motelab, Indriya
and (local)
54x Tmote
testbed,
IEEE 802.15.4
Link quality
estimation,
improve Routing
PRR, RSSI, SNR,
LQI
Logistic
regression with
SGD and
s-ALAP adaptive
learning rate
Binary, estimates
if link quality
above desired
threshold
480 000, (30
bytes size, 6 000
per exp., 10/sec.),
Rutgers and
Colorado
trace-sets
No [35]
Yes [15]
Low-Power link quality
estimation in smart grid
environments [12], 2015
IEEE 802.15.4 Improve routing,LQE reactivity RNP, SNR, PRR
Optimized F-LQE
[10] with better
reactivity
Binary
high/low-quality
link estimation
N.A., 500kV
substation env.
data, TOSSIM 2
simulator
No
Time series analysis to
predict link quality of
wireless community
networks [64], 2015
Conventional
routers,
IEEE 802.15.4,
IEEE 802.11,
AX.25,
(FunkFeuer mesh
network)
Link quality
estimation,
regression,
clustering,
time-series
analysis
LQ, NLQ, ETX
SVM, k-nearest
neighbor,
regression trees,
Gaussian process
for regression
Predicted LQ
value for different
windows sizes
N.A., (404 nodes,
2 095 links, 7
days of data)
No*
Machine-learning based
channel quality and
stability estimation for
stream-based
multichannel wireless
sensor networks [65],
2016
CC2420,
IEEE 802.15.4,
Matlab simulation
Evaluation of
new algorithm
with two possible
extensions
RSSI, LQI,
channel rank,
channel
Normal
equation-based
channel quality
prediction,
weighted input
extension,
stability extension
Channel quality
estimation based
on 3-class
estimator
Simulation Yes
WNN-LQE: Wavelet-
neural-network-based
link quality estimation
for smart grid
WSNs [16], 2017
10x CC2530
WSNs,
IEEE 802.15.4
Improve routing,
estimate PRR
range
SNR
Wavelet-neural-
network-based
link quality
estimator
Upper and lower
bound of
confidence
interval for PRR
2 500 (20 bytes
size, 3.33 per
second)
No
Note: Asterisk (*) indicates that the experiment was performed on a public testbed, but no data is available.
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2019
Nguyen et al. [2] characterized the link loss behavior of proprietary AT&T WaveLAN using an improved version
of the two-state Markov model.
Balakrishnan et al. [4] presented a novel protocol based on explicit loss notification (ELN) in order to improve
the throughput using CDF durations in the presence of TCP sender mobility.
1998 Woo et al. [5] advocated the significance of the connectivity analysis, neighboring sensor node management and
routing using various transmission schemes in dense sensor networks.
2003
Fonseca et al. [7] performed a link quality estimation technique that relies on the four bit cross-layer information
arriving from physical layer, link layer and network layer, which is capable of maintaining a 99% delivery ratio
considering large scale multihop testbeds.
2007
Senel et al. [6] conducted a link estimation scheme that exploits the SNR-PSR relationship and utilizes instanta-
neous SNR estimates in order to compute the PSR of the link, where the estimation errors are minimized with the
Kalman filter.
Srinivasan et al. [8] investigated wireless channel burstiness with the Gilbert-Elliott model due to the observations
of large throughput variations in spite of attaining similar PRR.
2008
Boano et al. [9] developed a robust link quality estimator that amalgamates the metrics of PRR, LQI and SNR in
order to empower fast and reliable estimation of the link quality.
2010
Baccour et al. [10] proposed a fuzzy link quality estimator based on four link quality metrics, i.e., packet delivery,
asymmetry, stability and channel quality.
Liu et al. [14] implemented a link quality estimator that considers the combination of PRR with RSSI, SNR and
LQI using prediction models of naive Bayes classifier, logistic regression and artificial neural networks, which
ultimately predicts the delivery success probability of the forthcoming packets.
2011
Liu et al. [35] advocated that the prediction of the quality for forthcoming links is more crucial than the estima-
tion of current link quality for the sake of establishing low cost delivery routes.
2012
Guo et al. [11] implemented an LQE using fuzzy logic based link quality indicator taking into account the
reliability of packet delivery, the time-varying links, the burstiness of wireless links.
2013
Rekik et al. [12] addressed the necessity of an exclusive LQE for smart grid environments and proposed an
improved version of fuzzy link quality estimator (FLQE) to overcome the complexity and lack of adaptivity of
FLQE.
2015
Millan et al. [64] focused their attention on the link quality prediction using time series analysis implemented for
routing layer of a large-scale network, where the link quality in 98% of the instances was accurately predicted for
both short and long terms.
Rehan et al. [65] proposed a link quality estimator using channel rank measurements based on RSSI and LQI,
whose dataset is piped into a supervised ML-based algorithm for training purposes.
2016
Ancillotti et al. [66] presented a reinforcement learning-based LQE strategy for IPv6 routing protocol in low
power and lossy networks (RPL) to promptly react to link quality variations and link failures.
2017
Shu et al. [67] implemented an LQE mechanism based on support vector machine (SVM) classification consider-
ing RSSI and LQI as estimation parameters.
Sun et al. [16] introduced a wavelet-neural-network-based LQE model that narrows down the gap between the
estimation of PRR and the QoS requirements of smart grid, where SNR is leveraged as the link quality metric.
Okamoto et al. [68] proposed a ML-based LQE scheme for a mmWave base station handover system, where the
effectiveness of the system is validated through a testbed, which is commercially available.
Bote-Lorenzo et al. [69] analyzed four well-known online ML algorithms for link quality prediction with the
focus on routing protocols and an online hybrid ML algorithm is developed.
2018
Aude´oud et al. [13] developed a quick and efficient LQE based on PDR that is capable of swiftly deeming a
vast fraction of links to be either reliable links or weak links, whereas the residual links require additional packet
exchanges before they are advertised in a classification of usability.
Luo et al. [36] developed a stacked autoencoder-based link quality estimator (SAE) by which RSSI, LQI and
SNR are incorporated in order to create link features’ vectors, which are then evaluated by the support vector
classifier to obtain link quality grade.
Demetri et al. [3] leveraged remote sensing to estimate the quality of LoRa links in a predetermined environment
before embarking on real LoRa implementation with the aid of SVM.
Fig. 4: Evolution of ML techniques for link quality estimation.
8TABLE III: Existing work on link quality estimation using real network data traces (Part 2 of 2)
Title Tech. Goal Input Model Output Data Reproduce
A reinforcement
learning-based link
quality estimation
strategy for RPL and its
impact on topology
management [66], 2017
Sim.: Cooja
simulator
(Contiki 3.x);
Exp.:
23x TelosB,
CC2420,
IEEE 802.15.4
Improve RPL
protocol
PER, RSSI,
energy
consumption
Unsupervised ML PRR estimation
Sim.: ∞; Exp.:
N.A., 178 links,
mobile nodes
(0.5 m/s),
University of Pisa
Sim.: Yes;
Exp.: No
Research on Link
Quality Estimation
Mechanism for Wireless
Sensor Networks Based
on Support Vector
Machine [67], 2017
2x TelosB,
CC2420,
IEEE 802.15.4,
TinyOS 2.x
link quality
estimation,
comparison
RSSI, LQI, PRR SVM classifier Classification, 5classes 121 datapoints No
Machine-learning-based
throughput estimation
using images for
mmWave
communications [68],
2017
2x IEEE 802.11ad
@ 60 GHz
(mmWave),
RGB-D camera
(Kinect)
Throughput
estimation,
obstacle
detection, comm.
handover w/o
control frames
Throughput,
depth value
(Kinect)
Online adaptive
regularization of
weight vectors
(AROW)
regression,
throughput
estimation
N.A. No
Quick and efficient link
quality estimation in
wireless sensors
networks [13], 2018
Grenoble testbed
FIT-IoT,
28x AT86RF231,
IEEE 802.15.4
Analysis of LQI,
fast decisions,
improve routing
LQI
Classification
based on arbitrary
values
Classify link as
good, uncertain
or weak
N.A. (2 000 per
link, 16 channels) No*
Online machine learning
algorithms to predict link
quality in community
wireless mesh
networks [69], 2018
Conventional
routers,
IEEE 802.15.4,
IEEE 802.11,
AX.25,
(FunkFeuer mesh
network)
Link quality
estimation, online
regression,
compares online
ML algorithms
LQ, NLQ, ETX
online
perceptrons,
online regression
trees, fast
incremental
model trees,
adaptive model
rules
Metric estimation,
regression
N.A. (≈500
nodes, ≈2 000
links, FunkFeuer
distributed
community
network)
No*
Link Quality Estimation
Method for Wireless
Sensor Networks Based
on Stacked
Auto-encoder [36], 2019
8x TelosB,
TinyOS,
IEEE 802.15.4
Link quality
estimation,
classification
SNR, RSSI, LQI,
and PRR from
transmitter and
receiver
Neural
network-based
classification
Estimated link
quality as very
bad, bad,
common, good,
very good
N.A., interior
corridors, grove,
parking lots, road
No
Automated Estimation of
Link Quality for LoRa:
A Remote Sensing
Approach [3], 2019
Dragino LoRa 1.3
(RF96 chip),
LoRa
Link quality
estimation,
environment
classification
Node/Gateway
position,
time-stamp,
RSSI, SNR,
multispectral
aerial images
SVM
classification of
LoRa coverage
Mapping LoRa
coverage onto
geographical map
8 642 samples, 23
sites, 1 packet per
40s, Delft (NL)
No
Note: Asterisk (*) indicates that the experiment was performed on a public testbed, but no data is available.
Finally, one recent contribution focuses on LoRA technol-
ogy, a type of Low Power Wide Area Network (LPWAN) for
estimating the quality of links, and therefore aiming for the
improvement of the coverage for the technology [3].
Whereas earlier research on LQE leveraged proprietary
technologies [2], wireless sensor networks utilized relatively
low cost hardware and open source software, therefore enabled
a broader effort from the research community. This resulted in
a large wave of research focusing on ad-hoc, mesh and multi-
hop communications [5], [7], [10]–[13], [13], [14], [16], [35],
[36], [67], all of which rely on the estimation of link quality.
The nodes implementing the aforementioned technologies are
still being maintained in various university testbeds.
B. Purpose of the LQE
With respect to the research goal summarized in the third
column of Tables II and III, the surveyed papers can be
categorized into two broad groups. The goal of the first group
was to improve the performance of a protocol. The goal of
the second group of papers was to propose a new or improve
an existing link quality estimator. For this class of papers, any
protocol improvement in the evaluation process was secondary.
a) LQE for protocol performance improvement: The
authors of [2], [4] investigated TCP performance improvement,
whereas others focused on routing protocol performance. This
group of papers proposed a novel link quality estimators
as an intermediate step towards achieving their goal, e.g.
performance improvement of TCP, routing optimization and
so on.
One of the earliest publications from this group is [5]
that aimed for improving the reactivity of routing tables in
constrained devices, such as sensor nodes. They collected
traces of transmissions for nodes located at various distances
with respect to each other. Then, they computed reception
probabilities as a function of distances and evaluated a number
of existing link estimation metrics. They also proposed a
new link estimation metric called Window Mean with an
Exponentially Weighted Moving Average (WMEWMA) and
showed an improvement in network performance as a result
of more appropriate routing table updates. The improvements
were shown both in simulations and in experimentation. This
study was also among the earliest studies introducing the
three different grade regions of wireless links, i.e., good,
intermediate and bad.
Later, [7] noticed that by considering additional metrics
alongside WMEWMA, also from higher levels of the protocol
stack, the link estimation could be better coupled with data
traffic. Therefore, they introduced a new estimator referred
9to as Four-Bit (4B), where they combined information from
the physical (PRR, Link Quality Indicator (LQI)), link (ACK
count) and network layers (routing) and demonstrated that it
performs better than the baseline they chose for the evaluation.
In [10], the authors developed a new link quality estimator
named Fuzzy-logic based LQE (F-LQE) that is based on fuzzy
logic, which exploits average values, stability and asymmetry
properties of PRR and Signal-to-Noise Ratio (SNR). As for
the output, the model classifies links as high-quality (HQ) or
low-quality (LQ). The same authors compared F-LQE against
PRR, Expected Transmission count (ETX) [73], RNP [74]
and 4B [7] on the RadiaLE testbed [71]. The comparison of
the metrics was performed using different scenarios including
various data burst lengths, transmission powers, sudden link
degradation and short bursts. Among their findings, they
showed that PRR, WMEWMA and ETX, which are PRR-
based link quality estimators, overestimate the link quality,
while RNP and 4B underestimate the link quality. The authors
of [71] demonstrated that F-LQE performed better estimation
than the other estimators compared.
The authors of [11] used fuzzy logic and proposed a Fuzzy-
logic Link Indicator (FLI) for link quality estimation. The
FLI model uses PRR, the coefficient of variance of PRR
and the quantitative description of packet loss burst, which
are gathered independently, while the previous F-LQE [10]
requires information sharing of PRR. FLI was evaluated in a
testbed for 12 hours worth of simulation time against 4B [7],
and it was reported to perform better.
Foresee (4C) [14] is the first metric from this group focused
on protocol improvement that introduced statistical ML tech-
niques. The authors used Received Signal Strength Indicator
(RSSI), SNR, LQI, WMEWMA and smoothed PRR as input
features into the models. They trained three ML models based
on naı¨ve Bayes, neural networks and logistic regression. TAL-
ENT [35] was then improved on 4C by introducing adaptive
learning rate.
More recently, [66] proposed enhancement to the RPL
protocol, which is used in lossy wireless networks. This
backward compatible improvement (mRPL) for mobile sce-
narios introduces asynchronous transmission of probes, which
observe link quality and trigger the appropriate action.
b) New or improved link quality estimator: Srinivasan et
al. [8] proposed a two-state model with good and bad states,
and 4 transition probabilities between the states to improve
on the existing WMEWMA [7] and 4B [7]. Then, Senel et
al. [6] took a different approach and developed a new estimator
by predicting the likelihood of a successful packet reception.
Besides, Boano et al. [9] introduced the TRIANGLE metric
that uses the Pythagorean equation and computes the distance
between the instant SNR and LQI. This study identifies
four different link quality grades including very good, good,
average and bad links. Some of the classifiers propose a five-
class model [36], [67] and a three-class model [13] for LQE
research. Other LQE models leverage regression rather than
classification in order to generate a continuous-valued estimate
of the link [3], [68], [69].
C. Input metrics for the link quality estimator
With respect to the input metrics used for estimating the
quality of a link summarized in the fourth column of Ta-
bles II and III, we distinguish between the single and the
multiple metric approaches. Single metric approaches use a
one dimension vector while multiple metric approaches use a
multidimensional vector as input for developing a model.
Single metric input approaches have a number of advan-
tages. The trace-set is smaller and thus often easier to collect,
the model typically requires less computational power to com-
pute, and as shown in [14] they can be more straightforward
to implement, especially on constrained devices. However, by
only analyzing and relying on a single measured variable,
such as RSSI, important information might be left out. For
this reason, it is better to collect traces with several, possibly
uncorrelated metrics, each of them being able to contribute
meaningful information to the final model. A good example
of the latter is using RSSI and spectral images for instance.
The estimators surveyed based on single input metric appear
in [5], [8], [13], [16] whereas the estimators based on multiple
metrics are considered in [2]–[4], [6], [7], [9]–[12], [14], [35],
[36], [66]–[69].
One can readily observe from the fourth column of Tables II
and III that the most widely used metric, either directly or
indirectly, is the PRR, which is used as model input in [2],
[5]–[8], [10]–[12], [14], [35]. Other input metrics derived from
PRR values are also used as input metrics in [6], [9]. Looking
at the frequency of use, PRR is followed by hardware metrics,
i.e., RSSI, LQI and SNR in [6], [7], [9], [13], [14], [16], [35].
Other features are less common and tend to appear scarcely
in single papers.
Table IV summarizes metrics that can be used for measuring
the quality of the link. Every metric from the first column of
the table can also be used as input for another new metric.
The so-called hardware-based metrics [1], such as RSSI, LQI,
SNR and Bit Error Rate (BER) are directly produced by the
transceivers, and they also depend on underlying metrics, such
as RSS, SNR, noise floor, implementation artifacts and vendor.
The so-called software-based metrics are usually computed
based on a blend of hardware and software metrics. It is clear
from the first and the last columns of Table IV that the number
of independent input variables is limited. However, recently,
[3] have shown that, new, previously leveraged sources of data,
such as imaging can be used as input.
In addition to finding other new sources of data, a chal-
lenging task would be to analyze a large set of measurements
in various environments and settings, from a large number of
manufacturers to understand how measurements vary across
different technologies and differ across various implementa-
tions within the same technology, and derive the truly effective
metrics for an efficient development of LQE model.
D. Models for LQE
Considering the models used for developing LQE summa-
rized in the fifth column of Tables II and III, the publications
surveyed can be distinguished as those using statistical mod-
els [2], [4]–[6], [8], rule and/or threshold based models [7], [9],
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TABLE IV: Metrics that can be used to measure the quality of a link.
Software-based Sides involved Gathering method
Link quality metrics Hardware-based
PRR-based RNP-based Score-based Rx Tx Passive Active
Related base-metric(s)
RSSI 3 3 3 RSS, SNR
LQI 3 3 3 Vendor-specific
SNR 3 3 3 RSS, noise floor
BER 3 3 3 –
PRR 3 3 3 PER
WMEWMA 3 3 3 PER, PRR
4B 3 3 3 3 3 LQI, PRR, ACK, broadcast
LQ, NLQ 3 3 3 3 –
ETX 3 3 3 3 LQ, NLQ
4C 3 3 3 LQI, PRR, SNR, RSSI
TRIANGLE 3 3 3 SNR, LQI
[13], fuzzy ML models [10]–[12], statistical ML models [3],
[14], [15], [35], [67]–[69], reinforcement learning models [66]
and deep learning models [16], [36].
With regard to the statistical models, the authors of [2],
[4] manually derived error probability models from traces of
data using statistical methods. Additionally, Woo et al. [5]
derived an exponentially weighted PRR by fitting a curve to
an empirical distribution, whereas Senel et al. [6] first used a
Kalman filter to model the correct value of the RSS, then they
extracted the noise floor from it to obtain SNR, and finally,
they leveraged a pre-calibrated table to map the SNR to a value
for the Packet Success Ratio (PSR). Srinivasan et al. [8] used
the Gilbert-Elliot model, which is a two-state Markov process
with good and bad states with four transition probabilities.
The output of the model is the channel memory parameter
that describes the “burstiness” of a link.
Considering the rule based models, 4B [7] constructs a
largely rule based model of the channel that depends on the
values of the four input metrics, whereas Boano et al. [9]
formulate the metric using geometric rules. First, Boano et
al. [9] computed the distance between the instant SNR and
LQI vectors in a 2D space. Then, they used three empirically
set thresholds to identify four different link quality grades:
very good, good, average or bad. Finally, [13] manually rules
out good and bad links based on LQI values and then, for the
remaining links, computes additional statistics that are used to
determine their quality with respect to some thresholds.
The first fuzzy model, F-LQE [10] uses four input metrics
incorporating WMEWMA, averaged PRR value, stability fac-
tor of PRR, asymmetry level of PRR and average SNR, and
fuzzy logic to estimate the two-class link quality. Rekik et
al. [12] adapts F-LQE to smart grid environments with higher
than normal values for electromagnetic radiation, in particular
50 Hz noise and acoustic noise. Finally, Guo et al. [11]
proposed a different two-class fuzzy model based on the
two input metrics, namely coefficient of variance of PRR
and quantitative description of packet loss burst, which are
gathered independently, and are different from the ones used
for F-LQE.
One of the earliest statistical ML model, the so-called 4C,
was proposed by Liu et al. [14], where 4C amalgamated
RSSI, SNR, LQI and WMEWMA, and smoothed PRR to
train three ML models based on naı¨ve Bayes, neural networks
and logistic regression algorithms. Then, Liu et al. [15],
[35] introduced TALENT, an online ML approach, where
the model built on each device adapts to each new data
point as opposed to being precomputed on a server. TALENT
yields a binary output (i.e., whether PRR is above the pre-
defined threshold), while 4C produces a multi-class output.
TALENT also uses state-of-the-art models for LQE, such
as Stochastic Gradient Descent (SGD) [75] and smoothed
Almeida–Langlois–Amaral–Plakhov algorithm [76] for the
adaptive learning rate and logistic regression.
Other statistical models, such as Shu et al. [67] used
Support Vector Machine (SVM) algorithm along with RSSI,
LQI and PRR as input to develop a five-class model of the
link. Besides, Okamoto et al. [68] used an on-line learning
algorithm called adaptive regularization of weight vectors to
learn to estimate throughput from throughput and images.
Then, Bote-Lorenzo et al. [69] trained online perceptrons,
online regression trees, fast incremental model trees, and
adaptive model rules with Link Quality (LQ), Neighbor Link
Quality (NLQ) and ETX metrics to estimate the quality of
a link, whereas Demetri et al. [3] benefit from a seven-class
SVM classifier to estimate LoRa network coverage area by
means of using 5 input metrics to train the classifier including
multi-spectral aerial images.
The only proposed reinforcement learning model for link
quality estimation appears in [66]. The authors train a greedy
algorithm with Packet Error Rate (PER), RSSI and energy
consumption input metrics to estimate PRR in view of protocol
improvement in mobility scenarios.
The two LQE models using deep learning algorithms have
also been proposed. For the first model, Sun et al. [16]
introduce Wavelet Neural Network based LQE (WNN-LQE),
a new LQE metric for estimating link quality in smart grid
environments, where they only rely on SNR to train a wavelet
neural network estimator in view of accurately estimating
confidence intervals for PRR. In the latter model, Luo et
al. [36] incorporate four input metrics, namely SNR, LQI,
RSSI, and PRR, and trains neural networks to distinguish a
five-class LQE model.
E. Output of the link quality estimator
Regarding the output of link quality estimators summarized
in the sixth column of Tables II and III, we can observe three
distinct types of the output values.
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The first type is a binary or a two-class output, which is
produced by the classification model. This type of output can
be found in [5], [11], [12], [15], [71]. The applications noticed
are mainly (binary) decision making [5] and above/below
threshold estimation [11], [12], [15], [71].
The second type is multi-class output value. Similar to the
first type, it is also produced by the classification model. The
multi-class output values are utilized in [3], [9], [13], [36],
[65], [67], where [13], [65] use a three-class, [9] utilizes a four-
class, [36], [67] rely on a five-class, and [3] leverages a seven-
class output. The applications observed are the categorization
and estimation of the future LQE state, which is expressed
through labels/classes.
It is not clear from the analyzed work how the authors
selected the number of classes in the case of multi-class
output LQE models. The three class output models seem to be
justified by the three regions of a wireless links [1]. The seven
class output model [3] justifies the 7 types of classes based on
seven types of geographical tiles. For the rest or the work, it
is not clear what is the justification and advantage of a four,
or five class LQE model. Generally, by adding more classes,
the granularity of the estimation can be increased while the
computing time, memory size and processing power increase.
The third type is the continuous-valued output. In contrast
to the first two types, it is produced by a regression model,
which is considered by [2], [4], [6]–[8], [14], [16], [64], [66],
[68], [69]. The value is typically limited only by numerical
precision. The applications observed are the direct estimation
of a metric [2], [4], [6], [16], [64], [66], [68], [69], probability
value [8], [14] and their proposed scoring metric [7], which
are later used for comparative analysis.
Some of the proposed or identified applications require
continuous-valued LQE estimation, for instance, network con-
gestion controller (TCP Reno) [4], communication handover
[68], and routing table managers [7], [14], [16], [64], [66],
[69]. For other routing table managers and applications, a
discrete valued LQE suffices according to the surveyed work.
Note that any continuous estimator can be subsequently con-
verted to discrete valued one.
F. Evaluation of the proposed models
We analyze the way Tables II and III evaluate the proposed
LQE models along several dimensions. The evaluation metric
analysis of the surveyed literature is presented in Table V. The
second column of the table lists the metrics used to evaluate the
LQE model by the research papers listed in the third column of
the table. The fourth column of the table identifies what other
existing link quality estimators were utilized and compared
against the ones proposed in the papers outlined in the third
column.
a) Evaluation from the purpose of the LQE perspective:
Firstly, we analyze the evaluation of the models through the
lens of the purpose of the LQE as discussed in Section II-B.
We identify direct evaluation, where the paper directly quanti-
fies the performance of the proposed LQE models vs. indirect
evaluation, where the improvement of the protocol or the
application as a result of the LQE metric is quantified.
Direct evaluations of LQE models typically evaluate the
predicted or estimated value against a measured or simulated
ground truth. The metrics used for evaluation depend on
the output of the proposed model for LQE discussed in
Section II-E.
When the output are categorical values, then it is possible
to use metrics based on predicted label count versus the
label count of the ground truth. Confusion matrices are used
by [9], [13], [15], [35], [36] as seen in rows 1, 2 and 3 of
Table V, classification accuracy is used by [3], [14], [15],
[35], [36], [67] as observed in rows 2, 4, 5 and 6, and
recall is used in combination with accuracy and confusion
matrix by [36] as illustrated in the third row of the table.
Other well known evaluation metrics, such as classification
precision, classification sensitivity, F1 and Receiver Operating
Characteristic (ROC) curve are not used among the evaluation
metrics in the surveyed classification work. However, they can
be computed for some of the metrics based on the provided
confusion matrices.
The LQE metrics listed in rows 1-3 of Table V can be
compared to each other in terms of performance by mapping
the 5 and 7 class estimators to the 2 or 3 class estimator.
This results in a number of comparable 2 or 3 dimension
confusion matrices that can be analyzed. However, as the
metrics are developed and evaluated under different datasets,
the comparison would not be exactly fair and it would not be
clear which design decision led one to be superior to another.
The same discussion holds also for other rows of the table that
share common evaluation metrics.
When the output is continuous, then each predicted value
is compared against each measured or simulated value using
a distance metric. For instance, the authors of [11], [16], [68]
use Root-Mean-Square Error (RMSE) as a distance metric as
shown in rows 7-9 of Table V, whereas the authors of [64],
[69] use MAE as in rows 10 and 11 of the table. Some other
research papers as in [2], [10], [12], [71] use CDF as illustrated
in rows 12-14, while the authors of [2] leverage R2 in row 13
of Table V.
Indirect evaluations of LQE models evaluate against appli-
cation specific metrics. The papers evaluate the performance of
their objective functions based on the presence of link quality
estimators. For example, the studies conducted in [2]–[5], [8],
[9], [13], [65], [66], [68], [69] consider their respective objec-
tive functions for the particular applications and demonstrate to
obtain better results by means of using estimators compared to
the cases with the absence of estimators. While these research
papers are likely to be leading on the respective use cases
of LQE models owing to their first attempts in their specific
application domains, their results and design decisions are still
difficult to compare against each other. Various application
specific evaluation metrics, such as number of downloads [4],
number of parent changes [5], throughput [8] can also be found
as listed in the rows 15-21 of Table V.
b) Evaluation from cross-comparison perspective: Sec-
ondly, we categorize papers that evaluate their outcomes
against other estimators existing at the time of writing versus
papers that are somewhat stand alone. For instance, in row
2 of Table V, TALENT [35] is evaluated against ETX,
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TABLE V: A survey of the comparison for LQE models and their respective evaluation metrics considering the research papers
comprehensively surveyed in Tables II and III.
ID Evaluation metrics The proposed LQE models Link quality estimators that the proposed LQE modelsare compared to
1 Confusion matrix [9], [13]
2 Classification accuracy, confusion matrix [15], [35] ETX [73], STLE [77], 4B [7], 4C [14]
3 Confusion matrix, recall, classification accuracy [36] SVC, extreme learning (EML), WNN [16]
4 Classification accuracy [67] FLI [11], LQI-PRR [78]
5 Classification accuracy, power estimation error [3]
6 Avg. delivery cost, classification accuracy [14] STLE [77], 4B [7]
7 RMSE, number of topology changes [11] 4B [7]
8 (RMSE) Throughput estimation error [68]
9 (RMSE) PRR estimation error [16] SNR, back-propagation Neural Network, ARIMA, XCoPred
10 MAE [64] SVM, regression trees, k-nearest neighbor, Gaussian processfor regression
11 MAE, computational load [69]
Baseline routing performance, online perceptrons, online
regression trees, fast incremental model trees vs. adaptive
model rules
12 CDF, LQE stability [12] ETX [73], F-LQE [11]
13 Mean and stdev. of estimation error, CDF, R2 [2]
14 LQE sensitivity, LQE stability, CDF [10], [71] ETX [73], WMEWMA [5], RNP [74], 4B [7]
15 Number of downloads [4]
16 PRR, number of parent changes [5]
17 Total number of transmissions, average tree depth, deliveryrate (PSR) [7]
ETX [73], Collection Tree Protocol (CTP) [79],
MultiHopLQI
18 PSR [6] ETX [73], RNP [74]
19 Throughput [8]
20 Channel rank estimation, energy consumption, channelswitching delay, stability [65]
21 Average packet loss, num. of control packets, energyconsumption [66]
WMEWMA [5]
ETX [73]
RNP [74]
STLE [77]
4B [7]Kalman [6]
F-LQE [71]
4C [14]
FLI [11]
TALENT [15]
Opt-FLQE [12]
WNN [16] SVM [67]
SAE [36]
Fig. 5: Visualization of relationships for cross-comparison of
the research papers with their corresponding evaluation metrics
outlined in Table V.
STLE, 4B, WMEWMA and 4C. For more clarity, this is
represented visually in Fig. 5 with directed arrows exiting from
TALENT and entering the boxes of the respective metrics,
which explicitly depicts the relationship between the last two
columns of Table V. Such comparisons are informative as
demonstrated by [71]. Among their findings, they showed
that PRR, WMEWMA, and ETX, which are PRR-based link
quality estimators, overestimate the link quality, while RNP
and 4B underestimate the link quality. F-LQE performed better
estimation than the other compared estimators.
However, metrics of the surveyed papers [3], [13], [65],
[66], [68] are not evaluated against other existing estimators,
due to their unique approach (application) and/or being among
the first to tackle certain aspect of estimation. For instance, the
authors of [65] evaluate the estimated ranking/classification of
subset of wireless channels and the authors of [66] evaluate
the impact of networking performance with estimator assisted
routing algorithm against vanilla (m)RPL protocol, while
the authors of [68] evaluate estimated and real throughput
degradation when line of sight is blocked by an object.
Besides, the authors of [13] evaluate data-driven bidirectional
link properties, and [3] evaluates estimated vs. ground truth
signal fading, which is influenced by ML algorithm’s ability
to classify geographical tiles.
c) Evaluation from infrastructure perspective: Thirdly,
we categorize papers to those that perform evaluation and
validation on real testbeds [2]–[7], [9]–[11], [14], [15], [35],
[66], [68], [71] shown as in rows 1, 2, 5, 7, 8, 13-18, 21,
those that perform evaluation in simulation such as [12],
[65], [66] in rows 12, 20, 21, and the rest that perform only
numerical evaluation. The papers in the first category, that
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perform evaluation and validation on testbeds, are better at pre-
senting how the estimator will actually influence the network.
The papers from second category performing simulation can
provide good foundation for further examination and potential
implementation. Finally, the papers in third category, that only
do numerical evaluation, can unveil possible improvements
through statistical relationships.
d) Evaluation from convergence perspective: Fourthly,
during our analysis it has emerged that a number of papers
reflect on and quantify the convergence of their model. For
instance, in [8], they concluded that their model starts to
converge at approximately 40,000 packets. In [6], the authors
demonstrated that the link degradation could be detected even
with a single received packet. The metric proposed in [9]
required approximately 10 packets to provide the estimation in
either a static or mobile scenario. In [14], they suggested that
data gathered from 4-7 nodes for approximately 10 minutes
should be sufficient to train their models offline. Although
these papers indicate convergence rate/size, a community
wide systematic investigation of LQE model convergence is
missing.
At this point, we can conclude that research community
in general have shown remarkable improvements, use cases,
and skills toward better estimators. However, despite the
aforementioned evaluation of proposed estimators, providing
a completely fair comparison of LQE models is not feasible
considering the diverse evaluation metrics outlined in Table V.
G. Reproducibility
Reproducibility of the results is recognized as being an im-
portant step in the scientific process [61]–[63] and is important
for replication as well as for reporting explicit improvements
over the baseline models. When researchers publicly share the
data, simulation setups and their relevant codes it becomes
easy for others to pick up, replicate and improve upon, thus
speeding up the adoption and improvement. For instance,
when a new LQE model is proposed, it can be ran on the
same data or testbed as a set of existing models provided the
data and models are publicly accessible to the community.
The existing models can also be re-evaluated in the same
setup, thus replicating the existing results or they can be
used as baselines in new scenarios. With this approach, the
performance of the new LQE model can be directly compared
to the existing models with relatively low effort.
With respect to the reproducibility of the results in the
surveyed publications, we notice that only [8], [15] are easily
reproducible because they rely on publicly available trace-
sets. Studies reported in [2], [4], [5], [7], [13], [14], [71] use
open testbeds that, in principle, could be used to collect data
and the results can be reproduced. However, it is not clear
whether some of these testbeds are still operational given that
10-20 years have passed after the date of publication of the
corresponding research. We were not able to find any evidence
that the results in [6], [9], [11], [12], [16] could be reproduced
as they strictly rely on an internal one-time deployment and
data collection.
III. OVERVIEW OF MEASUREMENT DATA SOURCES
To complement the survey of the LQE models developed
using data, we perform a survey of the publicly available trace-
sets that have already been used or could be used for LQE.
The data collected for a limited period of time on a given
radio link, is referred to as traces in this section. When a set
of these traces is recorded using more links and/or periods in
several rounds of tests for a given testbed, we refer for it as a
trace-set. Traces and trace-sets, in general, are prone to have
irregularities and missing values that need to be preprocessed,
especially when ported into ML algorithms. In this paper,
we refer to a trace-set that has been preprocessed as dataset.
Ideally, a trace-set should include all the information available
that is directly or indirectly related to the packets’ trip.
To support our analysis, Tables VI and VII summarize
the publicly available trace-sets and the available features in
each trace-set respectively. Our survey only analyzes publicly
available trace-sets for LQE research that we were able to look
into, however we mention other applicable trace-sets that are
not publicly available. Table VI reviews the source of the trace-
sets and the estimated year of creation along with the hardware
and technology used for the trace-set gathering. Additionally,
data that each trace relies on, the size of the trace/trace-set,
the type of communication used in the measurement campaign,
and additional notes on the specification and characteristic of
the trace-sets can also be found in Table VI. Table VII lists
the trace-sets in the first column while the remaining columns
refer to various metrics contained within the trace-set. This
table maps the available metrics, also referred to as features,
to the analyzed trace-sets.
To summarize the important points of these trace-sets, they
were collected by the research teams at various universities
worldwide using their own testbeds [80], [82], [86] or via
conducting one-time deployments [83]–[85], [87], [89]. This
confirms that the trace-sets were likely generated on testbeds
developed and maintained in universities, which is consistent
also with our findings in Section II-A. According to the
second column of Table VI, four of the trace-sets are based
on IEEE 802.11, three utilize IEEE 802.15.4, one is based
on IEEE 802.15.1, and one operates on a proprietary radio
technology. According to the fourth column of the table, the
number of entries, i.e. data points, ranges from only 6 thousand
up to 21 million, whereas the number of measured data per
entry ranges from one to about fifteen. The third column of
the table lists the measurements available in each trace-set. For
more clarity, the measurements are summarized in Table VII
for each trace-set and their meaning and importance for LQE
is summarized as follows:
• A sequence number holds key information on the consec-
utive orders of the received packets and/or frames. With
the aid of the sequence number, reconstruction of time
series is enabled and thus it inherently provides informa-
tion on packet loss and duplicated packets. It is already
part of the frame headers owing to the standardization
efforts. Sequence numbers can be processed to provide
PRR and its counterpart PER that are useful input for
LQE model.
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TABLE VI: Publicly available trace-sets for the analysis of LQE.
Origin of Trace-sets HW. & Technology Measurements Data Points Type Additional Notes
MIT, Roofnet, [80], [81],
2002
Cisco Aironet 350,
IEEE 802.11b, mesh,
custom Roofnet protocol
Source, destination,
sequence, time, signal,
noise and so on
21 258 359
(1725 links, 4 bitrates) 1-to-N
Which packets were lost on a link is
not provided.
Rutgers University,
ORBIT testbed, [82],
2007
29x PC + Atheros 5212,
IEEE 802.11abg Seq. number, RSSI
611 632
(406 links,
300 packets/link,
1 packet/100 ms, 5 levels
of noise)
1-to-N Minor preprocessing is involved.
“Packet-metadata”, [83],
2015
2x TelosB,
IEEE 802.15.4
RSSI, LQI, noise floor,
packet size, no. retries,
energy, Tx power, ACK,
queue size and so on
14 515 200
(300 packets per
80646 runs per
6 distances)
1-to-1 It requires minor preprocessing.
Colorado, [84], 2009 5x listeners, IEEE 802.11
Signal strength, data rate,
channel, time-stamp and
so on
29 000
(500 packets per 58
locations)
1-to-1 It requires preprocessing.
University of Michigan,
[85], 2006
14x Mica2, proprietary
protocol, sub-GHz ISM RSSI
580 762
(1 packet/0.5s,
30 min/device,
3191 records/link)
1-to-N
MATLAB’s binary format is
considered and inconsistent data is
observed (leading zeros and no units).
Source and destination nodes are not
clearly identified.
EVARILOS, UGent,
[86], 2015 6 nodes, Bluetooth RSSI, time-stamp
5 938
(<2 000 records/link) N-to-1
Hospital environment is considered in
the absence of interference.
EVARILOS, UGent,
[86], 2015 5 nodes, IEEE 802.15.4
RSSI, time-of-arrival,
time-stamp
110 126
(<35 000 records/link) 1-to-N
Hospital environment is considered in
the absence of interference.
University of Colorado,
[87], [88], 2009
6x PC with
omni-directional
antennas, 1x distinctly
configured
omni-directional antenna
for transmitter,
IEEE 802.11
Seq. number, coordinates,
direction, TX power,
5x RSSI values per log
5x 623 207
(500 packets per
180 positions per
4 directions per
11 Tx levels per 5 nodes)
1-to-N
Experiment is composed of nodes
equipped with antennas that are
capable of serving 4 different
directions. Tx power is variable and
extensive documentation is available.
Brussels University, [89],
2007
19x Tmote Sky,
IEEE 802.15.4
Seq. number, RSSI, LQI,
time-stamp
112 793
(<1 600 packet/link) 1-to-N
It requires advanced preprocessing.
Sequence numbers are rarely
inconsistent. There are three more
trace-sets available from this
experiment that is intended for
localization.
TABLE VII: Available features of the trace-sets surveyed in Table VI for the sake of LQE.
Trace-set Seq. Numbers Time-stamp RSSI LQI SNR (Signal/Noise) Location Queue (Size/Length) Frame Size HW. Specs.
Roofnet [80], [81] 3(implicit) 3/ 3 3
Rutgers [82] 3 3 3 7/ 3 3 3
“Packet-metadata” [83] 3 3 3 3 3/ 3 3 3/ 3 3 3
Colorado [84] 3 3 3 3 3 3
University of
Michigan [85] 3 3 3
EVARILOS [86] 3 3 3 3 3
Colorado [87], [88] 3 3 3 3 3
Brussels [89] 3 3 3 3 3
• A time-stamp, which can be relative or absolute, is a
suitable addition to the aforementioned sequence number.
It reveals the amount of elapsed time between measure-
ments. Therefore, it can help for deciding on whether a
previous data point is still relevant and thus improving
LQE in a dynamic environment. If a high precision timer
and dedicated radio hardware are available, time-stamps
can also empower localization.
• Measurement points indicating the quality of received
signal on the links are mainly described by SNR, RSSI
and LQI. SNR represents the ratio between the signal
strength and the background noise strength. Compared to
all other features, it allows the most clear-cut observation
of the radio environment. However, some hardware, espe-
cially constrained devices, might not support direct SNR
observation. In contrast to SNR, RSSI is the most widely-
used measurement data and it can be accessed on the
majority of radio hardware. It shows high correlation with
SNR, since it is obtained in a similar way. Researchers
may argue on its inaccuracy due to the low precision,
i.e., quantization is around 3dB on most hardware. As
opposed to the SNR and RSSI, LQI is a score-based
measurement data and mostly found in radios of ZigBee-
like (IEEE 802.15.4) technologies, which provides an
indication of the quality of a communication channel for
the transmission and the flawless reception of signals.
However, the drawback of LQI is the lack of strict
definition, leaning it to the vendor to decide its way of
implementation and it may lead to the difficulty of cross-
hardware comparison across vendors.
• For a more dynamic environment of wireless networks,
where nodes are mainly mobile, information regarding
the physical (geographical) locations can be beneficial.
• Additionally, there are other software related measure-
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ments data including queue size, queue length and frame
length just to name few. If we refer to domain knowl-
edge2, shorter frames tend to be more prone to errors,
while queuing statistics can reveal information concern-
ing buffer congestions.
• For the interpretation of the technical research outcome,
revealing which hardwares were utilized during data
collection is important to help diagnosing potential er-
ratic behaviors of some hardware, including sensitivity
degradation with time.
As can be seen from Table VII, no single metrics appears
in all trace-sets, however, sequence numbers, time stamps,
RSSI, location and hardware specifications are available in
the majority.
The Roofnet [80] is a well known WiFi-based trace-set built
by MIT. It contains the largest number of data points among
the trace-sets listed in Table VI. However, it is difficult to
obtain the exact Roofnet setup/configuration used during the
collection of the measurement data, since it has evolved with
other contributions. One particular drawback of Roofnet is that
PRR, as a potential LQE candidate, can only be computed as
an aggregate value per link without the knowledge of how
the link quality varied over time. Table VII shows that this
particular trace-set strictly depends on SNR values for the
analysis of LQE.
The Rutgers trace-set [82] was gathered in the ORBIT
testbed. It is large enough for ML models, requires only
moderate preprocessing and is appropriately formed for data-
driven LQE. It contains the overall packet loss of 36.5%. The
meta-data contains information regarding physical positions,
timestamps and hardware used. The trace-set for each node
contains raw RSSI value along with the sequence number, as
depicted in Table VII. From the surveyed papers, [15] relies on
both Rutgers and Colorado, while [8] considers only Rutgers.
The “packet-metadata” [83] comes with a plethora of fea-
tures convenient for LQE research, as indicated in Table VII.
In addition to the typical LQI and RSSI, it provides infor-
mation about the noise floor, transmission power, dissipated
energy as well as several network stacks and buffer related
parameters. One of the major characteristic of this trace-set
is to enable the observation of packet queue. Packet loss can
only be observed in rare cases with very small packet queue
length.
Upon closer investigation for the remaining six trace-sets
listed in Table VI, they are not primarily targeted for data-
driven LQE research. The trace-set from the University of
Michigan [85] is somewhat incomplete and suffers from an
inconsistent data format containing lack of units, missing
sequence numbers and inadequate documentation. The two
EVARILOS trace-sets [86] are mainly well formated, whereas
each contains fewer than 2,000 entries, and thus both are not
well suited for data-driven LQE research. In Colorado trace-
set [87], the diversity of the link performance is missing as
all links seem to exhibit less than 1% packet loss. Finally, the
2Domain knowledge is the knowledge relating to the associated environ-
ment in which the target system performs, where the knowledge concerning
the environment of a particular application plays a significant role in facili-
tating the process of learning in the context of ML algorithms.
trace-set of Brussels University [89], at the time of writing, is
inadequate for data-driven LQE analysis, and suffers from an
inconsistent data structure and deficient documentation.
After careful evaluation of the candidate trace-sets, we can
conclude that the most suitable candidate for data-driven anal-
ysis of LQE is the Rutgers trace-set. Roughly speaking, all the
other candidates lack sufficient size, are structured in improper
format, contain negligible packet loss hindering from practical
LQE investigation and/or rely on deficient documentation.
However, these are the main characteristics required for ML-
based LQE investigation, where it’s classification primarily
depends on PRR. Even though we concluded that the Rutgers
trace-set is the most suitable one for data-driven LQE research,
it also lacks some critical aspects for near-perfect data-driven
LQE research including explicit time-stamps and non-artificial
noise sources just to name a few. We take this conclusion in
account later in Section V-B where we suggest industry and
research community a design guideline on how a good trace-
set should be collected.
IV. ANALYSIS OF LQE USING ML ALGORITHMS
For the development of any machine learning model, the
researchers have to follow some very precise steps that are
well established in the community, defined in the Knowledge
Discovery Process (KDP) [59], [90]. Fig. 6 depicts the main
stages of the process, namely data pre-processing, model
building and model evaluation. The data preprocessing stage
is known to be the most time-consuming process and tends
to have a major influence on the final performance of the
model. This stage includes several steps such as data cleaning
and interpolation, feature selection, window selection and
resampling. Only a subset of the papers analyzed in Tables II
and III of Section II use machine learning to develop their LQE
model. In this section, we analyze the works that use machine
learning from the perspective of the data preprocessing steps,
the type of model used and its evaluation in each column
of Table VIII corresponding to the steps and stages of Fig. 6,
respectively. We offer one possible way of ordering these steps,
however this should not affect the overall outcome of the
analysis. Also, the model development phase is iterative, so
one can always go back to a certain step and perform fine
tuning.
It can be seen from the first column of Table VIII that only a
limited number of the surveyed research explicitly state design
decision taken with respect to data cleaning and interpolation
methods. All works provide details on their feature selection
and the machine learning method they use for model building.
Most papers provide details about their window selection,
while no paper seems to be mentioning resampling strategies
for the purpose of re-balancing unbalanced data. The last
column shows that there is great diversity in the way they
evaluate the performance of their method. This is consistent
with the more in-dept analysis of the evaluation method from
Section II-F where we showed that, while the non-ML LQE
metrics have been compared against each other, the ML-
based metrics have not been compared. Furthermore, with
each ML model using different evaluation metrics and making
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Fig. 6: Stages for developing a machine learning based model.
TABLE VIII: Overview of the design decisions taken during the development of the ML-based LQE models for the relevant
papers surveyed in Tables II and III.
Research Cleaning &interpolation Feature selection Window selection Resampling Method Evaluation
[14] 3 3 Classification Avg. delivery cost, accuracy
[15], [35] 3 3 3 Classification Prediction accuracy,confusion matrix
[11] 3 3 3 Regression RMSE, topology changes
[12] 3 Classification CDF, stability
[64] 3 Regression
MAE (SVM vs. regression
trees vs. k-nearest neighbor
vs. Gaussian process for
regression)
[65] 3 3
Regression, initial
algorithm + 2
extensions
Channel rank estimation,
energy consumption, channel
switching delay, stability
[16] 3 3 Wavelet-NN,regression Estimation vs. real PRR
[66] 3
Unsupervised
regression, unknown
algorithm
Average packet loss, num. of
control packets, energy
consumption
[67] 3 Classification (5classes), SVM Accuracy
[68] 3 3 3 Regression Estimated vs. real throughput
[69] 3 3 3 Regression,estimation Computational load, MAE
[36] 3 3 3 Classification Confusion matrix, recall,accuracy
[3] 3
Supervised
classification (7
classes)
Accuracy of classification,
error of estimated power
different design decisions along with the design process, it can
be challenging to compare the resulting models against each
other, as discussed in Section II-F.
As discussed across Section II and summarized in Tables II
and III, there are many dimensions that contribute to LQE
model development. The type of input may range from single
input to multiple inputs and from instant values to the values
derived by various computational approaches. The approaches
used for developing LQE model range from averaging and
smoothing to logistic regression, decision trees, fuzzy logic
and neural networks. The output of the models also differ
from values to classes. Generally speaking, the aforementioned
observations render that the direct performance comparison
of the different estimators is impractical, and in most cases,
the observation is additionally aggravated by the unavailable
testing dataset or ill-defined validation setup, calling for the
focused analysis of this section.
To offer more depth to our survey, we decided to investigate
how different design decisions at various steps affect the
final performance of a LQE model developed using machine
learning. This is particularly important because, as discussed
in Section III, a scrutiny of the publicly available trace-sets
reveals missing values, inappropriate formatting, unaligned
samples and missing features to name a few.
Taking the most frequent ML model used by the community,
which according to Table VIII is based on classification, and
the Rutgers dataset that seems the most suitable for ML-
based LQE model development, we further analyze the impact
of various design decisions on the actual performance of a
classifier. We consider a 3 class distinction model [1], i.e., bad,
intermediate and good based on PRR to classify the quality
of a link. The distinction model is extensively studied by [1]
without the primary consideration of data-driven approaches,
whereas this model is also followed in [10], [74], [91]. Note
that some other contributions [92]–[94] express the quality
of a link with the terminology of regions, i.e., disconnected,
transitional and connected regions.
It is worth noting that we consider a cumulative parameter-
ization for the eventual LQE model throughout the following
sections of data preprocessing steps sequentially, commencing
from one data preprocessing step to another in order to
reveal the explicit influence of the corresponding steps on the
performance of the LQE model.
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A. Rutgers dataset summary
Before being piped to ML algorithms and/or leveraged to
develop an LQE model, the trace-sets analyzed in Section III
are entailed to be processed using the data preprocessing steps
portrayed in Fig. 6. After a complete review of the publicly
available trace-sets, the Rutgers was found to be the most
appropriate trace-set for LQE analysis. Under this premise, we
consider Rutgers as an exemplifying trace-set for conducting
an LQE analysis in order to survey the relative influence of
the various steps required for developing a ML-based link
quality estimator. Therefore, we now elaborate on the Rutgers
trace-set, as also indicated in Table VI. The Rutgers trace-set
includes 4,060 distinct link traces, which are gleaned from 812
unique links with 5 different noise levels, i.e., 0, -5, -10, -15
and -20 dBm. Readily available trace-set features include raw
RSSI, sequence numbers, source node ID, destination node
ID and artificial noise levels. In this particular experiment, we
observe that the packets are sent every 100 milliseconds for a
period of 30 seconds. Therefore, each trace is composed of 300
packets. Besides, based on the specifications of the radio used,
each RSSI value is defined between 0 and 128, where the value
of 128 indicates an error and is therefore invalid. Nonetheless,
a statistical analysis of the Rutgers trace-set reveals that 960
link traces out of 4,060 (23.65%) are entirely empty indicating
no packets were received, and that a total of 1,218,000 packets
were sent and only 773,568 (63.51%) were correctly received.
All the scripts developed for the comparative performance
analyses of this survey are publicly available on the GitHub
repository3 for researchers to reproduce and improve upon our
analysis or to use for more systematic cross-comparisons.
B. Cleaning & interpolation steps
Developing a data-driven model for LQE using ML ne-
cessitates the selected trace-set to be examined and properly
prepared. The reason for that is that models that are auto-
matically created using machine learning algorithms can be
significantly biased as a result of invalid and missing data.
First of all, a valid time series corresponding to each link has
to be extracted, which is referred to as a series of ordered
tuples each of which contains a packet sequence number and
corresponding measured link metrics. The obtained values in
the tuples have to be within valid ranges. For instance, the
sequence numbers have to be identical with the packets sent
during the trace collection, and the values of the link metrics
have to remain within the valid ranges that are specified
by the transceiver datasheets. Roughly speaking, link metrics
with regard to the received radio signals, i.e., RSSI and LQI
can be extracted directly from the hardware registers of the
corresponding transceivers, whereas link metrics concerning
packet data transmission, i.e., PRR and PSR are computed
with suitable software procedures.
We can see from Table VIII, that only six of the ML-based
estimators provide explicit consideration of the cleaning and
interpolation step, where [11], [15], [35], [36] fill in missing
values with zeros and it is not clear how [69] handles the
3https://github.com/sensorlab/link-quality-estimation
missing data. However, they drop measurement data if there
are not enough variations in their values. Okamoto et al. [68]
perform cleaning on the image data, which are considered
as part of the model training. Against this background, this
section sheds light on the impact of missing data in the time
series on the final model performance. We assume the use
of a decision tree algorithm trained with a trio of instant
RSSI, averaged RSSI and standard deviation RSSI values,
standard normalization, and random oversampling approach,
as discussed in Sections IV-C, IV-D and IV-E.
As described in Section IV-A, the Rutgers trace-set contains
invalid values and a considerable number of missing sequence
numbers due to the lost packets. Most of the available out-
of-the-box data mining algorithms cannot handle these invalid
values, e.g., NaN and ±∞ of IEEE 754 standard, or they are
simply ignored.
From the perspective of data preprocessing steps for ML
models, there are many approaches for handling missing
data [95], [96]. To reveal the impact of the approach to missing
values on link quality classification, we train the same model,
i.e., decision trees, along with the same feature set for the
following cases; without handling the missing values, using a
simple time series approach where we interpolate missing data
with Gaussian noise, and with the aid of domain knowledge. In
the case of interpolation with Gaussian noise, gaps of missing
data are filled with random values based on the previous and
next valid values. Regarding domain knowledge, we replace
the missing RSSI values with 0, which represents a poor
quality link with no received signal, yielding PRR equal to
0. Recalling that possible RSSI values are integers ranging
between 0 (bad link with no signal) and 127 (good link with
strong signal), while observed value of 128 represents an error.
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Fig. 7: Different interpolation cases with a nonlinear decision
tree algorithm and random oversampling.
After applying interpolation, wireless link traces are de-
scribed by a discrete series without missing values that are
uniformly sampled. Fig. 7 presents the relative performance
of the models for all three interpolation cases using the form
of a confusion matrix4, i.e., indicating how well the model
classifies individual instances. The better the classifier the
darker the diagonal of the confusion matrix and the whiter
the non-diagonal squares. For this particular case, the best
4Confusion matrix is a table layout, with rows for the instances of a
predicted class and columns for the instances of an actual class, used for
the problem of statistical classification in order to exhibit the performance of
an algorithm. Readers are referred to [97] and [98] for further details.
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performing model in terms of accuracy (95.2%) is the model
using domain knowledge in Fig. 7c. While the difference in
accuracy between the best two models is approximately 2
percentage points, their respective confusion matrices indicate
that the model using interpolation with domain knowledge is
superior as it better discriminates between the three link types.
This comparison confirms that [11], [15], [35], [36] took the
best design decision by using domain knowledge for cleaning
and interpolation.
C. Feature selection step
Feature selection is the process of selecting relevant raw
features and/or creating synthetic features to be used for
training ML models. It is a fundamental process in KDP and
can be performed manually or, in some cases, can be built
automatically by existing algorithms. As can be seen in Table
VIII, all surveyed works that use machine learning mention
the feature combination used to develop their model. However,
they only mention one feature combination so it is not clear
whether this combination was selected from a larger set as the
optimal one, or they used all the possible features they had
readily available or the feature combination has been randomly
chosen. Additionally, as discussed in Section II-C, the choice
of input features significantly varies across the literature.
To analyze and understand the influence of feature selection
on the model performance, we consider a set of standard
feature engineering procedures on the selected dataset. The
Rutgers trace-set has two available features useful for LQE,
i.e., the instant (raw) RSSI value and the sequence number.
The sequence number can be leveraged for the computation
of PRR, on which the classification of link quality relies. This
classification obeys the following rules:
y = f(PRR) =

bad, if PRR ≤ 0.1
intermediate, otherwise
good, if PRR ≥ 0.9,
(1)
y = [y1, y2, . . . , yn], ∀y ∈ {bad, intermediate, good}. (2)
A typical approach in machine learning for such trace-sets
is to investigate whether synthetic features, such as average
RSSI over a time window or polynomial interactions [99],
can aid in training to acquire more accurate models compared
to that of the instant RSSI values. For analyzing the influence
of various feature combinations on the performance of the
ML-based LQE, including polynomial interactions, we select
logistic regression as a representative of linear models and
decision trees as a representative of nonlinear models. Figs. 8
and 9 show the influence of the best-performing feature
combinations on the classification performance. For this anal-
ysis, we assume interpolation based on domain knowledge,
i.e., replacing missing values with zeros, as discussed in
Section IV-B. Additionally, synthetic feature creation with the
window sizes WPRR and Whistory are set to 10, while utilizing
standard normalization and random oversampling approach,
as discussed in Sections IV-E and IV-D. The goal of this
analysis is to predict the link quality as per Eq. (1) for the
next prediction window WPRR.
The best performing feature combination for the linear
model is RSSI−4 and RSSI−3 with an accuracy of 94.6%,
illustrated in Figs. 8k and 8l. However, it can be readily
observed in Figs. 8k and 8l that the best performing model
in terms of accuracy is poor at correctly discriminating inter-
mediate and bad classes, yielding only 26% and 31% correct
answers, respectively. The high accuracy, in this case, can be
explained by the heavily unbalanced data where good links
are the majority and thus dominate the accuracy value. While
only 0.1 percentage point inferior in accuracy, the model with
the feature combination (RSSI, RSSIavg, RSSIstd) depicted in
Fig. 8d correctly discriminates all three classes in 94%, 86%
and 97% of instances.
A general observation for the linear model is that RSSIavg,
followed by RSSI and RSSIstd are the most relevant features
for training a well-performing model. The nonlinear model
represented by the decision trees also draws conclusions
that are similar to the linear model. For example, the best
performing model shown in Fig. 9d with an accuracy of
95.2% uses the same feature combination (RSSI, RSSIavg,
RSSIstd). Moreover, Fig. 9 also shows that RSSIavg alone
with the nonlinear model yields great results, i.e., 87% for
intermediate class. The performance comparison of the same
best performing feature vectors in linear model of Fig. 8 and
nonlinear model of Fig. 9 reveals that the nonlinear model
slightly outperforms the linear model.
The large diversity of results obtained from our analysis for
different features and feature combinations, on the other hand,
indicates that the feature selection is a crucial step directly
affecting the performance of the final model.
D. Window selection step
For examining the influence of the window selection on the
performance of the model, we need to distinguish between
two types of windows. The first one is the historical window
Whistory that is used for computing features such as RSSIavg.
The second one is the prediction window WPRR that is used for
computing the link quality labels. As can be seen in Table VIII,
the majority of the papers mention a window selection step in
their work. However, many of them fail to specify the size of
the window used for the models they propose and evaluate.
Additionally, the window size tends to be smaller for more
reactive or online models, such as investigated in [6], [10]–
[12], [14], [16], [66], [68], [69], while for less reactive models,
as proposed in [3], [64], [67], the window size is likely larger.
Given that the investigated Rutgers trace-set consists of 300
packets per link, the size limits for the two windows are within
[0, 300] packets, where opting for the value 0 indicates no win-
dowing and favoring the value 300 suggests per link labeling.
Therefore, we restrict the range of the window sizes to [2, 100]
packets, within which we investigate the performance with a
discrete set of nine values {2, 5, 10, 15, 20, 30, 50, 80, 100}. In
this analysis, we predict the link quality for the next prediction
window PRR(WPRR) considering the Rutgers trace-set with
domain knowledge interpolation, the nonlinear decision tree
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Fig. 8: The influence of feature selection on the performance of the linear model using logistic regression.
algorithm with the feature vector (RSSI, RSSIavg(Whistory),
RSSIstd(Whistory)), standard normalization and the random
oversampling approach.
As portrayed in Fig. 10, the best performing model is the
one utilizing WPRR = 100, which predominantly outperforms
the models based on other WPRR settings, although all results
for window size above 30 are rather similar. Fig. 11 shows a
more in-depth look at the per class performance of the models
in the form of a confusion matrix for various window sizes.
The accuracy for WPRR = 100 and Whistory = 100, illustrated
in Fig. 11p, is raised to 98.9% and per class classification
becomes 100% for good links, 96% for intermediate links
and 98% for bad links. The results, in general, reveal that;
(i) a longer historical window improves prediction because
there is more information about how the link performed in
the past, and (ii) increasing the prediction window (computing
the future value of the classes for link quality) also leads to
an improvement of the accuracy. Both observations, however,
can also be a side-effect of “smoothing”/averaging data from
a relatively static trace-set. More explicitly, larger prediction
windows are unable to inform on short-term effects, although
they can help better in identifying the overall link behavior.
It is worth noting that the optimal combination of values for
historical and prediction windows is data dependent, however,
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Fig. 9: The influence of feature selection on the performance of the nonlinear model using decision trees.
the tradeoffs discussed in this section can be adopted for
general models. While the Rutgers trace-set is relatively static,
for a more dynamic trace-set the optimal window sizes are
likely smaller.
To develop a suitable link quality estimator, the agility of
the estimator has to be specified by the designer consider-
ing dynamically changing environments, e.g., for designing
a routing algorithm in a largely mobile wireless network.
Additionally, the practical memory limitations of the devices
have to be taken into account when developing a suitable
LQE model. This is mainly because more agile estimators
use smaller window sizes, and therefore they tend to consume
less memory, and yet yield low accuracy. Even though larger
window sizes assist in attaining high accuracy, the cold start
period, during which the historical window is initialized, leads
to an estimation delay.
E. Resampling strategy
From the analysis of the actual values in the considered
Rutgers trace-set, it can be readily observed that there are
61% good, 34% bad and only 5% intermediate class entries.
This distribution of data is largely imbalanced due to the
artifact of the experiment, where the nodes were close to
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Fig. 10: A review of the influence of a discrete set of window sizes on the accuracy of the proposed nonlinear model.
each other and the interference level was relatively low.
Therefore, the majority of the links were actually good as
expected and this was not due to the missing values within
one particular class category of link quality. Additionally, it has
been acknowledged in the literature [1] that the intermediate
region of the receivers tends to be relatively narrow compared
to the good and bad regions, and therefore this naturally forms
a scarcely populated class for intermediate regions in such
trace-sets, yet having an important influence to ML-based LQE
models although it appears in Table VIII that this aspect has
been neglected by all surveyed studies.
Imbalanced trace-sets are often encountered in the machine
learning and data mining communities and they are typically
dealt with an appropriate resampling strategy. For studying
the influence of the resampling strategy on the performance
of the model for link quality classification, we employ the
Random Over-Sample (ROS) and the Random Under-Sample
(RUS) approaches. The ROS [100], [101] approach equalizes
all class sizes to the size of the majority class by duplicating
the trace-set entries of the minority classes; therefore the
resulting resampled dataset becomes larger. On the contrary,
the RUS [100], [101] approach equalizes all class sizes to the
size of the minority class by randomly discarding instances
from other larger classes. Hence, the new resampled dataset
becomes smaller. It is observed that with both approaches, i.e.,
ROS and RUS, we are able to acquire a training dataset with
balanced classes.
Fig. 12 illustrates that resampling strategies on the Rutgers
trace-set decrease the overall accuracy of the classification
model from 97.2% to slightly above 95%. However, when no
resampling is performed, the minority class, i.e., intermediate
is only correctly detected in 61% of the instances, indicating
that the model is overfitted to the majority of the classes. In the
case of resampling, the minority class is correctly detected in
over 87% of the instances, yielding more than 25 percentage
points increase in the performance. This improvement comes
at a relatively small performance cost for the majority classes,
inducing 3-4 percentage points decline for the good links and
2 percentage points reduction for the bad links.
Considering this analysis, we may hint that, in the case of
[36], where the performance of the predictor on two of the
five classes is modest, employing a resample strategy might
lead to better discrimination of those classes. Resample may
also improve other proposed estimators, for example, [3], [15],
[35], [67].
The results for the selected Rutgers trace-set reveal that
there is no significant distinction between the two resampling
strategies, i.e., RUS and ROS. This is likely due to the
relatively large size of the intermediate class. Although the
intermediate class only represents 5% of the population, it
still contains more than 52,000 samples. However, looking
beyond this particular trace-set, the RUS approach may suffer
from excluding a certain number of majority class instances
and may affect the representativeness of the remaining data
points, especially for more dynamic trace-sets. On the other
hand, due to the enlarged number of data points, the ROS
approach requires more computing resources for building a
model. Note that the results obtained in this section are based
on interpolation and cleaning using domain knowledge, instant
RSSI, RSSIavg and RSSIstd as features and WPRR and Whistory
of size 10.
F. Building the Model
The final step of this analysis is concerned with the influence
of the ML algorithm selection on the performance of LQE
models. To provide a comparative analysis of the impact, we
examine logistic regression and linear SVM as representatives
of linear ML algorithms, and decision trees, random forests
and a multilayer perceptron, that is a class of feed-forward
neural networks, as representatives of nonlinear model. As a
baseline reference model, we leverage the majority classifier
which in our case classifies all links in the good class.
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Fig. 11: An overview of the influence of the window size on the performance of the nonlinear model using decision trees in
the form of a confusion matrix, where WH is utilized for indicating Whistory for the sake of simplicity.
The analysis in this section is conducted by using domain
knowledge interpolation, the feature vector consisting of in-
stant RSSI, RSSIavg and RSSIstd, windowing with WPRR = 10,
Whistory = 10, and a random oversampling approach over the
Rutgers trace-set. The selected ML algorithms are evaluated
using 10-times stratified K-fold cross-validation [102], [103].
Note that we obey the rule of cumulative parameterization
throughout the data preprocessing steps in order to reveal the
impact of each step on the ML algorithms for the sake of the
LQE model proposed.
Fig. 13 presents that all the selected ML models apart from
the reference majority classifier have comparable performance.
The difference in performance of these algorithms is less
than 3 percentage points for any class. The model with the
highest accuracy of 95.3% is the random forest as illustrated
in Fig. 13d, closely followed by the decision trees as portrayed
in Fig. 13c and the multilayer perceptron as shown in Fig. 13f.
Relatively poor performance of the linear models conforms
to the findings in the literature that LQE is a nonlinear
function [1], [64], [67], [69]. Looking at the ability of the
ML algorithms to identify the minority class, the multilayer
perceptron outperforms all the other ML algorithms considered
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Fig. 12: Different resampling strategies on the pipeline with a
standard normalization and nonlinear decision tree algorithm
using (RSSI, RSSIavg and RSSIstd features.
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Fig. 13: The influence of the choice of ML algorithm on the
effectiveness of LQE models.
for this analysis.
Following the conclusions of this analysis, we anticipate
that [14] and [67] should have very similar performance
following the same design steps, while [36] is expected to out-
perform the aforementioned models since the authors of [36]
consider an additional design step. Yet again, as discussed in
Section II-F, providing a truly fair comparison of LQE models
is impractical due to the diverse evaluation metrics portrayed
in Table V.
One of our major observation from the review of ML-based
LQE models is that the superiority of nonlinear ML-based
LQE models to the linear counterparts conforms to the findings
in the state-of-the-art literature as it can be observed in [64],
[69]. Besides, upon the conclusions drawn in [10], [12], [14],
[15], [35], which are mainly compared to 4B [7], we can
see that ML-based LQE models consistently outperform the
traditional analytical estimators.
V. FINDINGS
In this section we present our findings as a result of the in-
depth survey of data-driven LQE, publicly available trace-sets
and the design of ML-based LQE models. First, we elaborate
on the lessons learned from the aforementioned survey of the
literature, then we suggest design guidelines for generic trace-
set collection to the industry and research community.
A. Lessons Learned
We have reviewed the data preprocessing steps required
for developing suitable ML algorithms, which incorporate
data cleaning and interpolation, feature selection, window size
identification, and resampling strategy. This helped us further
analyze the ML works reviewed in this paper also from a
quantitative perspective. Following our exemplifying analysis
in Section IV, it is revealed that data preprocessing steps
including feature engineering have a higher influence on the
overall performance of the LQE model than the choice of the
ML algorithm. Major lessons learned from the LQE models
surveyed in Section II and from the exemplifying analysis of
the selected ML algorithms applied over the Rutgers trace-set
in Section IV can be summarized as follows.
• Domain knowledge introduces awareness of the context
and information for the relevant metrics. In Section IV-B,
we demonstrated that the knowledge of RSSI’s valid
range improves the estimated link quality, where the
lost packets were assigned to have RSSI value ’zero’.
For example, our analysis for the interpolation process
increases the accuracy of the classification model by
7 percentage points compared to the scenario with no
interpolation.
• Having more heterogeneous and diverse set of learning
features, which describe the properties of a link, provides
an algorithm with better chances to predict the future
link state. Over the exemplifying Rutgers trace-set in
Section IV-C, we showed that the introduction of new and
synthetic features can improve the classification of inter-
mediate links for up to 50 percentage points compared
to the scenario considering raw data only, along with the
overall model improvement by 6 percentage points.
• Plausible logic dictates that indeed learning from the pre-
vious behaviors can aid in predicting the future actions.
The main concern here is to figure out the ’optimal’
amount of information used from the link’s previous
behaviors and the way to represent it. We observed from
our review and analysis over the Rutgers trace-set in
Section IV that providing more information improves
LQE in static (or slowly changing) environment, while
it may also help for evolving the model to be more
robust to dynamic and unpredictable changes. However,
such robustness can significantly weaken the reactivity
of the model in an unpredictable environment, where its
adaptation rate on fast changes may become very slow-
moving. Unfortunately, the Rutgers trace-set is collected
from a stationary network, and hence we are unable
to provide observations of the models from reactivity
perspective.
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• In classification tasks, especially when the training data
is highly imbalanced, considering a resampling strategy
can be considerably beneficial. In Section IV-E, we
demonstrated that a resampling strategy boosts the suc-
cessful classification of the intermediate link class by 26
percentage points compared to the scenario without any
resampling. However, it should be taken into account that
resampling may decrease the overall model performance,
which in our case was about 2 percentage points.
• Assuming near-perfect experimental conditions, RSSI,
SNR and LQI (discrete time and discrete values) can be
fit onto a linear function. However, considering a real-
world environment those metrics become interdependent
variables in a nonlinear fashion. Therefore, naturally
nonlinear LQE models developed on the trace-sets based
on real-world measurements tend to outperform linear
LQE models. In Section IV-F, we proved this claim to
be true with exemplifying Rutgers trace-set.
• During the model evaluation process, it is important
to compare more than one aspect or evaluation metric.
However, it strictly depends on the target objective to
be achieved. For example, in Fig. 12 of Section IV-E,
we illustrated that solely focusing on the accuracy of
the overall LQE model can be misleading, especially
regarding to the performance of the intermediate class
prediction.
B. Design Guidelines for Trace-set Collection
We now attempt to provide a generic guideline on how to
design and collect an LQE trace-set, as portrayed in Fig. 14.
It is worth noting that this design guideline comprises of
plausible and reasonable observations gleaned from this survey
of LQE and trace-sets, and from the comparative analysis of
ML algorithms reviewed for the sake of LQE models. Our
plausible recommendations on how to design and collect an
LQE trace-set can be summarized as follows, which can also
be followed as in Fig. 14.
1. Core components of a trace-set: Deciding on the data
collection strategy, the application and the environment is a
crucial stage, since the development of an LQE model is
strictly dependent on the trace-set environment including in-
dustrial, outdoor, indoor and “clean” laboratory environments.
State of the radio spectrum and interference level are important
metrics to be taken into account before collecting a trace-
set. For example, for an LQE model to work efficiently in
a particular environment that is exposed to interference, then
the LQE model has to be developed and trained over this
kind of trace-set. More explicitly, one cannot expect an ML-
based LQE model to perform well in an interference-exposed
environment without having it implemented and tested on
a trace-set containing interference measurement data, which
leads us to data collection strategy and the application.
2. Availability and documentation: Making trace-set pub-
licly available is also another important stage, which can
indeed empower better cross-testbed comparisons and provide
good support/foundation from research community to conduct
and disseminate research on LQE models. There are numerous
ways to make trace-sets publicly available. One well known
repository for wireless trace-sets is CRAWDAD5, although re-
searchers can also take advantage of other methods like public
version control systems, e.g., GitHub, GitLab and BitBucket
just to name a few. Moreover, a systematic description on
how the trace-set was collected is also required for research
community to understand, test and improve upon. This will
indeed help in capacity building between research groups.
3. Essential measurements data: Plausible logic dictates
that a generic trace-set that can be utilized for any kind of LQE
research is infeasible considering numerous features induced
by the wireless communication parameters. By interpreting
our overall observations gleaned from this survey paper, some
of the most important measurements data or features that
are recommended for an effective LQE research are already
included in the design guideline of Fig. 14 with a notice that
other application-dependent features may be required for a
strong analysis of the LQE model. The elaborated details of
these essential measurements data can be found in Section III.
There may be other application-dependent metrics and fea-
tures (measurements data) related to the set of parameters
of wireless communication that could be taken into account
for a healthy investigation of a particular LQE model. We
observe from the outcomes of this survey paper that each
application can have unique characteristics and requirements
for maintaining reliability, for satisfying a certain QoS and
more generally for accomplishing a target objective, such
as in smart grid, wireless sensor network, mobile cellular
communication, air-to-air communication, air-to-ground com-
munication, traditional terrestrial communication, underwater
communication and other wirelessly communicating networks.
Explicitly, for each application of these networks, determining
a suitable evaluation metric is vitally important for the sake
of maintaining a reliable and adequate communication. There-
fore, trace-sets have to be designed and collected based on not
only applications but also on evaluation metrics considering
diverse environments, settings and technologies in order to be
able to derive the properly effective metrics for an efficient
development of the link quality estimation models.
Nonetheless, from the perspective of innovative data
sources, a trace-set can be built without on-site measurements
and before embarking on hardware deployments in order to
provide a good estimate for the link quality for the sake
of maintaining reliable communications. To achieve such
goal, Demetri et al. [3] exploited readily available multi-
spectral images from remote sensing, which are then utilized
to quantify the attenuation of the deployment environment
based on the classification of landscape characteristics. This
particular research demonstrates that the quantification and
classification of links can be conducted via solely relying on
the image-based data source rather than the traditional on-site
measurements data.
For urban area applications, the aforementioned technique
can also be leveraged for maintaining up to a certain degree
of the link quality, but only considering the stationarity of the
deployment environment. This is mainly because the spectral
5A repository for archiving wireless data at Dartmouth: https://crawdad.org.
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Fig. 14: Design guidelines recommended for the industry and research community to follow in order to design and collect
trace-sets for the sake of LQE research.
images obtained via remote sensing represent a stationary
instance of the landscape and thus this technique would
dramatically fail, since the LQE model developed using remote
sensing would not be able to cope with the high mobility in
such a scenario with moving vehicles, slowly-fading pedestrian
channels, mobile UAVs and so on.
Besides, 3D model of large buildings can also be leveraged
for the optimal indoor deployment of access points and wire-
less devices in order to supply with the adequate connectivity
and coverage. The trace-set built from this indoor deployment
can be utilized for other large and similar indoor buildings
along with an indoor-generic LQE model to understand the
characteristics of indoor links and to provide high quality link
performance. Similarly, the same strategy can be implemented
for a particular city to understand the link behavior in different
weather conditions. One study for such scenario is conducted
using high frequency [104], [105], where the impact of rainfall
on wireless links was researched. They utilized rain gauges
and their models are demonstrated to contain large bias, and
rainfall predictions were underestimated, which indicates that a
long-lasting and realistic measurement conditions are required
along with a plethora of measurements data before developing
a healthy LQE model.
Finally, recording hardware related metrics on a trace-set
could also help in diagnosing potential problems during the
model development. This would indeed require commercial
radio chips that are capable of reporting the chip errors or
chip related issues in order to pinpoint problems that may be
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encountered at the time of measurements data collection [106].
VI. SUMMARY
Having outlined the lessons learned along with a com-
prehensive design guideline derived for trace-set collection,
we now provide our concluding remarks and future research
directions along with challenging open problems.
A. Conclusions
The data-driven approaches have been long ago adopted
in the study of LQE. However, with the adoption of ML
algorithms, it has recently gained new momentum stimulating
for a broader and deeper understanding of the impact of
communication parameters on the overall link quality. In this
treatise, we first provide an in-depth survey of the existing
literature on the link quality estimation models built from data
traces, which reveals that the expanding use of ML algorithms
developed for LQE is becoming increasingly complex, yet
not supporting fair comparisons between different approaches.
In particular, the influence of different design criteria and
configuration choices on the overall performance of the final
models is not well addressed. Therefore, we have selected a
representative subset of ML models used in the literature, and
a suitable publicly available trace-set in order to provide a
more in-depth survey of the ML-based LQE models through
the lens of the influence of the design decisions made in each
data preprocessing step of the KDP process.
B. Future Research Directions
Finally, we conclude the paper with a discussion on the open
challenges, followed by several directions for future research,
regarding (i) data sources utilized for developing LQE models,
(ii) applicability of LQE models to heterogeneous networks
incorporating multi-technology nodes, and (iii) a broader and
deeper understanding of the link quality in various environ-
ments.
It is highly likely that commercial markets will leverage ei-
ther pre-built LQE models for a particular application or entire
training data to develop models from scratch. The potential
opportunity of ”model stores” and ”dataset stores” can fol-
low a similar way to conventional application stores/markets,
distributing models for diverse applications. The competition
will gradually become ripe as time elapsed. However, data-
driven models are still in their infancy and several critical open
challenges await concerning LQE models, which are outlined
as follows.
1) One main challenge is to encourage researchers and
industry to share trace-sets collected from real networks.
More suitable public trace-sets would allow algorithms
and machine learning models to be properly evaluated
across different networks and scenarios considering the
important metrics discussed in Section III. Indeed, trace-
sets collected in an industrial environment could better
represent a realistic communication network potentially
with a broad number of parameters.
2) The other challenge is to go beyond one-to-one trace-
sets. Research community is required to extend the scope
to a more realistic measurement setup, e.g., considering
multi-hop and non-static networks. Such instances of
trace-sets are scarce due to the necessity of exhausting
efforts to monitor and record a packet’s travel through
a particular communication network.
3) Another challenge is that certain types of trace-sets are
very expensive and time-consuming to gather. One way
to overcome this is to conduct a synthesis of artifi-
cial data using generative adversarial neural networks
as pointed out in [107]. Roughly speaking, this open
challenge is a formidable task, since conducting such
synthesis could potentially introduce unwanted bias to
existing data, even though for specific applications a
number of suitable examples of this method can be
found in the literature.
4) The traditional approach to measure interference is
mainly conducted through SNR or RSSI measurement
data, which strictly relies on the data collection at certain
intervals, and communication established from other
nodes is mainly treated as a background noise for the
sake of simplicity. The aim of interference measurement
as part of this challenge is to develop LQE models
that are aware of the on-going communication within
a heterogeneous communication environment. None of
the trace-set layouts surveyed in Section III is designed
for such asynchronous information. Therefore, research
community and industry have to pay attention to col-
lecting such realistic trace-sets in order to be able to
develop robust, agile and flexible LQE models that can
readily adapt in dynamic and realistic communication
environments.
In order to realize beyond simple decision making, i.e.,
channel and radio behavior modeling, hand-tuning of com-
munication parameters within transceivers must be avoided. It
is anticipated that the transceivers’ internal components will be
gradually replaced by software-based counterparts. Therefore,
an inevitable incorporation of software-defined radio (SDR),
FPGAs and link quality estimators is expected for intelligently
handling parameters and operations through self-contained
smart components. These joint LQE models can be designed
in a similar manner to [108], particularly for heterogeneous
networks involving the 5G and beyond communications.
The recent advancements in data-driven approaches in the
form of machine learning and deep learning have already
proven to be successful for the applications of communication
networks. For example, attempts to use neural network-based
autoencoders for channel decoding provide promising solu-
tions [109], which can also be adopted for data-driven LQE
investigation as it is discussed in [36].
The performance of link quality estimator is constrained
by the dynamic network topology and one can keep track of
the network topology changes considering replay-buffer-based
deep Q-learning algorithm developed in [110], where authors
control the position of UAVs, acting as relays, to compensate
for the deteriorated communication links.
Additionally, LQE models involved in the optimization
problems may become very large in size, and thus algorithms
that can reduce complexity have to be developed to tackle
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with the scale of the problem. For example, a similar deep
learning approach to [111] can be adopted for improving
the performance of the proposed LQE model by means of
eliminating the links from optimization problem that are not
utilized for transmission.
Referring back to Section II-F, we discussed the conver-
gence rate of LQE models. While some contributions [6], [8],
[9], [14] focus their attention on the convergence of their LQE
model, majority of the papers tend to neglect it. Motivated
by this premise, we suggest the research community to pay
particular attention on the LQE model convergence in order
to prove the validity of their proposed models.
In addition to finding other new sources of data, a chal-
lenging task would be to analyze a large set of measurements
in various environments and settings, from a large number of
manufacturers to understand how measurements vary across
different technologies and differ for various implementations
within the same technology, and derive truly effective metrics
for an efficient development of the link quality estimation
model.
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