Abstract. We use an algorithm for special diagrams to prove a Bennequin type inequality for the signature of an arbitrary link diagram, related to its Murasugi sum decomposition. We apply this inequality to show that the signature of a non-trivial positive 3-braid knot is greater than its genus, and that the signature of a positive braid link is minorated by an increasing function of its negated Euler characteristic. The latter property is conjectured to extend to positive links.
1. Introduction and motivation 1.1. The Signature Growth conjecture. A braid positive link is a link which can be represented as the closure of a positive braid. Braid positive links occur in several contexts, e.g., the theory of dynamical systems [FW] , singularity theory [BW] , and (in some vague and yet-to-be understood way) 4-dimensional QFTs. They are a subclass of the class of positive links [Cr2, O, Yo] , which have diagrams with all crossings positive.
Knot-theoretically, one is interested how positivity can be detected by the examination of link invariants. One of the most classical such invariants is the signature σ. The positivity of the signature on positive links (or subclasses thereof) has been a theme occurring throughout the literature over a long period.
The first related result was already established by Murasugi in his initial study of the signature [Mu2] . If a link bounds no disconnected Seifert surface (any nonsplit positive or alternating link satisfies this condition), then σ ≤ 1 − χ, where χ is the maximal Euler characteristic of a Seifert surface. Murasugi showed that this natural upper bound is exact for a special alternating link, i.e. an alternating (and simultaneously) positive link. Simple examples illustrate that this is not true for general positive, or braid positive links.
Motivated by their study in dynamical systems, in [Ru] Lee Rudolph showed that (non-trivial) braid positive links have (at least) strictly positive 1 signature σ. This result was subsequently extended to positive links by Cochran-Gompf [CG, corollary 3.4] . A different proof, proposed by Traczyk [Tr] , unfortunately has a gap It is tempting to conjecture that this feature holds (at least smoothly) for general positive knots. We will address this issue at a separate place.
Although the established behaviour of the signature may be expected, one should be cautioned that in general σ can grow slower than χ . For example it follows from the signature formulas for torus knots [H] (see therein equation (3) in §2, and the remark at the very end of the paper) that on the sequence of (n, n + 2)-torus knots (n odd) σ grows like χ /2. This should explain that some subtlety is needed in our arguments. Our proof, which is in the presented form indirect, can be made more explicit to show a lower bound for σ proportional to 3 √ χ (see Corollary 4.1). Our first step towards the proof of Theorem 1.1 will be to give an interpretation of the slower growth of σ compared to χ . It measures the way how a positive diagram decomposes as a Murasugi sum of special alternating diagrams. This way σ acquires some new application, after it was majorated as a 4-genus estimate by the slice Bennequin inequality for many (incl. positive) links. We prove an inequality for the signature of a positive link diagram related to its Murasugi sum decomposition, which yields a 'Bennequin type' inequality for general link diagrams (Theorem 3.1). Thus we have an answer to Bennequin's problem on how to modify his inequality so as to also apply to the signature. This answer appears reasonable, as the correction term is easily defined, and the inequality is asymptotically sharp in infinitely many cases. The inequality for σ originates from an algorithm, first found by Hirasawa [Hr] , to make any link diagram into a special one without altering the canonical genus.
Before we prove Theorem 1.1, we will first use the signature inequality to extend and make more explicit the positivity result for σ on closed positive braids of 3 and 4 strands. The 3-braid theorem will then play a decisive part in the proof for general positive braids. The idea we use for the extension is adapted from (the correct part of) Traczyk's arguments [Tr] . Note also that the proof of Theorem 1.1 uses only (combinatorial) knot theory, rather than contact geometry [Be] or appeals to gauge theory [Ru2] . In any case, the fact that σ had not previously been involved in an inequality of Bennequin type provided a main motivation for the present result.
General preliminaries
Here we recall a few basic facts and notation.
2.1. Miscellanea. First, we fix some general (mathematical and linguistic) terminology.
By n we will mean the greatest integer not greater than n. By n we will mean the smallest integer not smaller than n.
For a set S, the expressions |S| and #S are equivalent and both denote the cardinality of S. In the sequel the symbol '⊂' denotes a not necessarily proper inclusion.
For two sequences of positive integers (a n ) ∞ n=1 and (b n ) ∞ n=1 we say that a n = O(b n ) iff lim sup n→∞ a n/ b n < ∞; a n = O (b n ) iff lim inf n→∞ a n/ b n > 0; and a n = O (b n ) iff a n is both O(b n ) and O (b n ). We write a n ∼ b n if lim n→∞ a n / b n = 1. 'W.l.o.g.' will abbreviate 'without loss of generality' and 'r.h.s' (resp. 'l.h.s') 'right hand-side' (resp. 'left hand-side'). In this paper we shall be particularly concerned with the 3-strand braid group B 3 and its distinguished element ∆ = σ 1 σ 2 σ 1 = σ 2 σ 1 σ 2 , whose square ∆ 2 is central in B 3 (and in fact generates its center).
There are canonical inclusions of the braid groups B n → B n+1 . By these inclusions, a braid (word) in B 3 → B n is alternating if it is a word only in σ 1 and σ −1 2 (resp. σ 2 and σ −1 1 ), and positive if it is a word only in σ 1 and σ 2 . Byα we denote the link, which is the braid closure of α. We call α also a braid representation ofα. 
positive, resp. negative, crossing is the fragment of L + , resp. L − , shown in (1).
Replacing any of these fragments by the fragment of L 0 in (1) 
±1
i α and β 0 = αα for some words α, α . In that sense we can also understand the operation of crossing smoothing or crossing switch for braid( word)s.
A knot/link is called positive/negative if it has a diagram with all crossings positive/negative. Such a diagram is called also positive/negative. A diagram is called n-almost positive, if it has exactly n negative crossings. A knot/link is nalmost positive, if it has an n-almost positive, but no n−1-almost positive, diagram.
A link is called braid positive, if it is the closure of a positive braid, that is, if it has a positive braid representation, or alternatively a positive diagram as a closed braid. See, e.g., [Bu, Cr] . Beware that some authors, for example van Buskirk [Bu] , confusingly call such links 'positive links' (which we use for a wider class here). Other authors call them 'positive braids', abusing the distinction between braids and their closures. Analogously one can define the property n-almost braid positive.
Smoothing [Cr2, §1] ).
For a connected diagram two of the properties positive/negative, special and alternating, imply the third. A diagram with (all) these properties is called special alternating. A special alternating link is a link with a special alternating diagram. It is a link which is simultaneously positive and alternating (see [N] ). 
These are the genus and In the alternating case this was proved by [C, Mu3] . It can also be proved, in both cases, using [Ga] . For positive diagrams (and in particular positive braid representations) it follows from [Cr2] , or from Bennequin's inequality, which we now state.
This inequality admits several improvements. A first, and easy, observation is that by the braid algorithms of Yamada [Y] and Vogel [Vo] we obtain a version for a general link diagram D of L:
Later Rudolph [Ru2] showed that the r.h.s. in Bennequin's inequality is actually an estimate for the (smooth) slice Euler characteristic: 2.4. The signature. The signature σ is a Z-valued invariant of knots and links. It has several definitions. The most common one is using Seifert surfaces and linking pairings. See, e.g., [Ro] . In the sequel, it will be more convenient to follow a rather different approach, using properties of the behaviour of σ under local transformations.
The signature is related to the determinant
with L ±,0 as in (1), and the value 1 on the unknot. We have that σ(L) has the opposite parity to the number of components of a link L, whenever ∆ L (−1) = 0. This in particular always happens for L being a knot (∆ L (−1) is always odd in this case), so that σ takes only even values on knots. Most of the early work on the signature was done by Murasugi [Mu] , who showed several properties of this invariant. Consider 3 links differing at just one crossing as in (1). Then
(Note that when L ± are knots, only 0 or 2 may occur on the right of (5), and keep in mind the footnote on page 1.) Further, Murasugi found the following important relation between σ(K) and det(K) for a knot K:
These conditions, together with the initial value σ( ) = 0 for the unknot, and the additivity of σ under split union (denoted by ' ') and connected sum (denoted by '#')
allow one to calculate σ for very many links. In particular, if we have a sequence of knots
is the unknot and K i differs from K i−1 only by one crossing change, then (5) and (7) allow us to calculate inductively σ (K i From this the following property is evident for knots, which also holds for links: 3. Special diagrams and Bennequin's inequality 3.1. An algorithm for special diagrams. In [BZ] it was proved that each link has a special diagram by a procedure on how to turn any given diagram of the link into a special one. However, the procedure in this proof alters drastically the initial diagram and offers no reasonable control on the complexity (canonical genus and crossing number) of the resulting special diagram. A much more economical procedure was given by Hirasawa [Hr] and rediscovered a little later independently in [St7, §7] . Hirasawa's move consists of laying a part of a separating Seifert circle s along itself in the opposite direction (we call this move rerouting, it is also called wave move), while changing the side of s depending on whether interior or exterior adjacent crossings to s are passed. See Figure 2 .
The move of [St7] is similar, only that this type of rerouting is applied to the Seifert circle connected to s by a crossing c exterior to s. This move augments the canonical genus by one, but by properly choosing to reroute the strand above or below the rest of the diagram (that is, such that it passes all newly created crossings as over or undercrossings), one obtains a trivial parallel clasp involving c, whose resolution lowers the canonical genus back by one. Then we obtain an instance of Hirasawa's move.
Hereby, unlike in Hirasawa's original version of his algorithm, we take the freedom to alter the signs of the new crossings, as far as the isotopy type of the link, but not necessarily the isotopy type of the canonical Seifert surface is preserved. It is of importance to us only that the canonical genus of the diagram is preserved. We assume that this freedom is given throughout the rest of this section.
Hirasawa's algorithm is very economical -the number of new crossings added is linearly bounded in the crossing number, and even in the canonical Euler characteristic of the diagram started with. (Note, for example, that the braid algorithms of Yamada [Y] and Vogel [Vo] have quadratic growth.)
We start by an explicit estimate of the number of crossings and, what will be more important later, the number of negative crossings which need to be added.
The following notion will be of particular importance: We assumed by induction that all Seifert circles inside s are disjoint. Then the resolution of the clasp of b and a joins the Seifert circle opposite to the Seifert circle in region L at a with the Seifert circle in region M , which also has an empty interior, so the new Seifert circle also has an empty interior. c) By a proper choice between under-and over-rerouting the dashed arc, we can have the nugatory crossing arising in part a) to be negative, and the 2 ind(s) crossings created by the move alternate in sign.
As Hirasawa's move does not alter the Seifert picture (in particular the index and number of inner crossings of Seifert circles) outside s, we can continue by induction.
Corollary 3.1. Let a link L have a reduced diagram D with no trivial split components of c = c(D) crossings, and canonical Euler characteristic
where
is the number of separating Seifert circles of D.
Proof. By the terminal remark in the above proof we can estimate the number of new crossings for each separating Seifert circle separately, and directly from D, without the need to consider the intermediate diagrams of the moves. The result follows from that of part b) of the lemma. We have, writing in the sequel SC for 'Seifert circle' and SSC for 'separating Seifert circle',
Now the sum in (10) can be estimated more self-containedly in two different ways. First, we have
To see the inequality on the right, note that any crossing is an inner crossing to at most one Seifert circle, and if every crossing is such, there is a Seifert circle s enclosing the entire diagram. Then this Seifert circle can be turned into one with empty interior, and the c i (s) ≥ 2 formerly inner crossings to s become outside any Seifert circle. (Here the reducedness and non-triviality of the split components of D are needed.) This gives the first alternative in the minimum in (9). The second way to estimate the sum in (10) License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use (Note that taking the non-separating Seifert circles into the sum with the second inequality, we use again that D is reduced.) This gives the second alternative in the minimum in (9).
3.2. A Bennequin inequality for the signature. Bennequin's inequality (2) gives a lower bound for the genus in terms of a braid representation of a knot or link, and was used in his discovery of non-standard contact structures on R 3 . For a positive knot/link, this inequality sharply estimates the genus. Hence its newer version (3), due to gauge-theoretic work of Rudolph [Ru2] and KronheimerMrowka (see [KMr] ), sharply estimates the 4-genus. Then one obtains explicit formulas for these invariants, and for braid positive knots/links from [BW] also for the unknotting/unlinking number. This in particular implies a famous conjecture of Milnor that for torus knots (or more generally knots of singularities) the smooth 4-ball genus is equal to the genus (or unknotting number). The (rather obvious) discussion can be found e.g. in [St5, K] .
Recently, new signature-type concordance invariants, giving lower bounds for the 4-genus, were developed from Floer homology [OS] and Khovanov's homology [Ra] theory. Positive knots are again intrinsically linked to these invariants. In particular, Rasmussen's approach gives a new, combinatorial, proof of Bennequin's inequality and Milnor's conjecture.
One important difference between σ and its successors is that only the former is a concordance invariant in the topological category, while the latter apply only in the smooth category. This difference must be emphasized in view of the growing division in methods to treat both types of concordance. In that light the study of σ, a basic topological concordance invariant, gains new motivation; see for example Corollary 1.1.
One of Murasugi's original results about σ is that it, too, estimates (from below) the 4-genus of a knot. But the signature of torus knots (and links), found in [H, GLM] , fails providing the sharp estimate desired for Milnor's conjecture. Many more examples illustrate that the signature does not conform to the lower bound in Bennequin's inequality. Such examples led to the question, encountered already in Bennequin's original work (see [Be, p. 121] ), on how to modify his inequality to also be applicable to σ. We propose a solution to this problem, which is the main application of Lemma 3.1. 
Proof. For K itself one can obtain the result, even for '4' replaced by '2', using some work of Murasugi [Mu4] and Thistlethwaite [Th] on the skein and Kauffman polynomial. However, we will just use the genus and signature, so that we obtain the result up to smooth concordance. (It follows from (2) and (3), that for a positive knot, the smooth 4-genus is equal to the genus.) We apply Hirzebruch's formula [H, §2, (3) ], for a (p, q)-torus knot, reading
where It is easy to see that for |p − q| = k, we have
To show that a diagram D of K of the specified kind does not exist, we need to calculate for such a hypothetic D the estimate in (11). We have for the first term
More work will be necessary to estimate the other term in (11). We claim the following inequality:
We must spend some effort in justifying the inequality (16). First, assume w.l.o.g. that each non-separating Seifert circle has empty interior (and not exterior).
We will then count
with regard to the tangles attached from inside to the Seifert circles. To do so, mark all groups of crossings (tangles) T with the following property: T is attached from inside to a Seifert circle S, and the next group attached to S along its orientation is attached from the outside. This way, for any separating Seifert circle S exactly ind(S) groups attached from the inside to S are marked. Since a group is attached from the inside to at most one Seifert circle, the total number of groups marked is is(D) (and not less). Note that only two crossings of each marked group T are needed to account for 2 is(D). Since any group has ≥ 4 crossings, we thus have
where c m (D) is the number of crossings of D in marked groups. Let n n (D) be the number of non-marked groups in D. Then
Thus for the inequality (16) it remains to prove
Proof. We define a map
where (S, p) is a pair consisting of a non-separating Seifert circle S in D and a group p attached (from the outside) to S, and s is a non-marked group in D and N a Seifert circle to which s is attached from the outside. group; augment i by 1 and repeat the step. This iteration must terminate at some point because the number of Seifert circles separating s i from s 0 grows.
We now claim that m is injective. Let s be a non-marked group and N a Seifert circle to which s is attached from the outside. Then there is at most one preimage (S, p) with m(S, p) = (N, s) . It is obtained as follows.
Let i = 0, S 0 = N and p 0 = s. Make the following step inductively over i. If S i is non-separating, then (S, p) = (S i , p i ). If S i is separating and p i is preceded along the orientation of S i by a group attached to S i from the outside, there is no preimage (S, p). If it is preceded by a group attached to S i from the inside, let p i+1 be this group and S i+1 the other Seifert circle to which p i+1 is attached (then from the outside). Then augment i by 1 and repeat the step. Now, any non-separating Seifert circle S has at least two groups p attached to it (from the outside), unless D has a (2, . )-torus knot (diagram) factor under a connected sum, which can clearly be excluded assuming K to be prime. Thus
On the other hand, each non-marked group s is attached to at most two Seifert circles N from the outside. Thus
The claim then follows from the injectivity of m.
The sublemma shows (16). Using it, we now obtain from (11) and (15)
the last inequality coming from [Y] and the braid index p of K (see [Mu4] ). Then we have a contradiction from (13) if
Let k = q − p. It follows from (14) , that
Thus (17) holds in particular when k < p 3 + 1.
Remark 3.2. The inequality (14) is often inexact, in particular because σ must be even (in fact, it should be divisible by 8). This way one can handle a few other cases, for example (p, q) = (3, 5).
We will use (11) to estimate the signature of closed positive 3-and 4-braids, and then also for general closed positive braids.
The Growth conjecture for braid positive links
In this section, we will be concerned with the proof of Theorem 1.1. For this proof some additional tools are necessary, most notably the braid scheme, introduced in [St] . Rudolph's original method of looking at subspaces of the homology group of the Seifert (fibre) surface, on which the Seifert form is positive definite, becomes algebraically difficult to push forward, and the subsequent improvements of his result used the easier-to-handle rules for the behaviour of the signature under local diagram moves, developed mainly by Murasugi [Mu2] . The proof of Theorem 1.1 will make use of this approach, too, and involves a combination of ideas in [Tr] and [St] . We thus begin with some, now more specific, preparations, recalling the method of [St] . Then we need to show first the case of closed positive 3-braids. This is obtained by applying (11). We then also discuss an estimate for 4-braids.
4.1. Braid schemes. We now recall the notion of a braid scheme, introduced in [St] , since it will be the main object we will work with throughout the proof. If integers are omitted, they are assumed to be 0. We will denote the coordinates of the entries by the pair ( row of the scheme, column = index of generator ).
Clearly, in each scheme entries with only even or only odd coordinate sum will occur. Beside the row coordinate we also leave the column coordinate unlimited, according to the inclusions of the braid groups B n → B n+1 . In subsequent drawings we assume the row coordinate to grow in the vertical direction from bottom to top, while the column coordinate to grow in the horizontal direction from left to right (so that pictures differing by a rotation by 90
• are not equivalent). We obtain a braid word from a braid scheme as follows. For each row, one writes the product of Artin generators, whose powers are given by the entries in this row of the scheme, and whose indices are given by the column coordinate of the entry. E.g., the braid word corresponding to the above scheme (18) 
A scheme is called reduced if it does not admit a reducing move. Clearly, any scheme can be reduced by finitely many reducing moves.
In the proof we will mainly consider schemes with all entries being 1. In this case a fragment of the scheme like 
Proof. Write Write β = ∆ 2k α with α positive and ∆ = σ 1 σ 2 σ 1 = σ 2 σ 1 σ 2 being the square root of the center generator of B 3 . Since ∆ 2 is normal, conjugacy of β passes through conjugacy of α. Assume k is maximal, i.e. α does not contain a ∆ 2 as subword. Let r α = (a 1,α , b 1,α , . . . , a m,α , b m,α ) be a minimal length cyclic sequence of α. Then, because of minimality r α contains no subsequence (x, 1, y), with one of x or y being 1. Also it contains no such subsequence with x = y = 2, as σ 1 σ 2 2 σ 1 σ 2 2 σ 1 = σ 1 ∆ 2 . Thus x + y ≥ 5. Let the cyclic sequence of α contain l entries 1. Choose the minimal length cyclic sequence of α so that the number l is minimal (among all minimal length cyclic sequences). We now claim that, up to a few exceptional cases which we will handle ad hoc, the distance between two such entries '1' in r α is at least three. Now we use the fact that
To see this w.l.o.g. cyclically conjugate a word of α with minimal cyclic sequence so that it ends with σ 1 , and if ind(α ) > 0, it also starts with σ 2 , and use the word representation
for any positive α of positive index. Then from (21) and (23),
Since α ∆ 2k andβ differ by l crossing smoothings, we have
Since k ≥ 0, we are done under the assumption that no '1's in r α have distance 2 and ind(α ) > 0.
There remains the case when ind(α ) = 0. Then ind(α) ≤ 1 because there were no entries '1' of distance 2 in r α . Since ind(α ∆ 2 ) > 0 for any positive α , we have from (22) and (23) that for any positive α at least
Then (21) and (25) still provide, as above, the right estimate if 4k − 2 ≥ 3k, that is, k > 1. If k = 0, then β = α and ind(β) = ind(α) ≤ 1, which cases are easily checked (and lead to the exception of the unknot). . . with p, q, r ≥ 2. We can assume that q > 2 or p, r > 2, as we excluded subsequences (2, 1, 2) in r α . If now some of p or r is > 2, then we can slide the σ q 2 to the left or right, becoming σ q 1 , obtaining a word with cyclic sequence of the same length but one '1' less. Thus p = r = 2. Then σ q 1 can be slided further to the left/right, and by repeating the argument we conclude that r α consists only of '2's except for the subsequence (1, q, 1), and q > 2.
It is easily seen that for the braids α with cyclic sequences of the form r α =
(1, q, 1, 2, 2, 2, 2, . . . ) we have 4 ind(α) = c+4−q, and thus est(α) =
. The same argument with (22) for α instead of α also shows
Since the cases q ≤ 2 simplify, we are also done here. as n → ∞ by Murasugi's formulas [Mu] .
Remark 4.2. Originally, I proved a special case of Theorem 4.1 from Murasugi's formulas [Mu] , which was needed in the proof of Theorem 1.1. Now that Theorem 4.1 is available in full generality, the proof of Theorem 1.1 can be simplified, and the Murasugi formula arguments are redundant. Nonetheless one can likely also prove Theorem 4.1 completely from Murasugi's approach. Professor Murasugi informed me that Yoshiaki Uchida has an independent (and different) proof of Theorem 4.1, likely along such lines.
Positive 4-braids.
One can use the 3-braid result for an estimate for 4-braids, whose proof is more involved, and which is less sharp, though. . Thus we recover the result σ > 0 in the cases χ = 1 − χ ≥ 8. The others are easy to check directly. Table 1 For the proof of Theorem 4.2 we use the method of Traczyk [Tr] , as an analysis using Theorem 4.1 appears too complex. 
Case 2. σ 2 is smoothed out. We obtain a braid word β 1,3 , the connected sum of two (2, . )-torus links. Thus σ(β 1,3 ) = a + c − 2. Then
Case 3. σ 3 is smoothed out. Analogously as for σ 1 we obtain
Then we claim that w.l.o.g. we can choose the word representation of β so that
To see this, start with a word representation of β, for which [β] 2 is minimal, and subdivide it into subwords w of length 6. Then it suffices to consider such a subword w and show that one can obtain a σ and 2a + b = n. We have by substitution
and seek b and r b so that this quantity is minimal for (30)
We get from (29)
The conditions (30) Putting (31) into (29), we obtain
Thus the minimal value is attained when the right inequality in (32) is sharp, and then it is Proof. Fix a sequence (K i ) of braid positive links K i =α i with α i positive and χ (K i ) → ∞, and assume that σ(K i ) ≡ σ 0 . We would like to produce a contradiction out of this assumption, by showing that σ (K i ) has an unboundedly growing subsequence.
We can assume K i to be connected, i.e. n (K i ) ≡ 1, as we can replace split union by connected sum (both σ and χ are additive under both operations), so that [α i ] j = 0 for some j > 0 implies [α i ] j = 0 for any j ≥ j. Moreover, we can also assume that α i are irreducible, that is, [α i ] j = 1 for any j.
First we put the α i into the form of a scheme, that is, we write α i = α i,1 ·· · ··α i,n i such that α i,j and α i,j+1 consist just of (powers of) even and odd index generators (the parity for α i,1 we set to be the one of the first generator index appearing in α i ). Now we use Traczyk's method, considering the closed braid diagram as a positive diagram, and try to observe in which cases it can be applied. 
is unbounded in i (which more precisely should mean that it has an unboundedly growing subsequence), then Traczyk's method of smoothing out all crossings corresponding to even/odd index generators except one for each generator, and using the σ of the remaining connected sum of (2, [α i ] j ) torus links, shows σ(K i ) → ∞. Therefore, assume that (33) is bounded by some constant b 0 independent on i.
Now consider generator squares in the braid words α i . That is, when writing
these generator squares are length-2-subwords starting at indices
. When counting such generator squares, we assume that j l+1 > j l + 1, that is, the pairs of letters are disjoint. So subwords of α i of the form σ n j are counted as n/2 squares, and not as n − 1. Assume the number n i of generator squares in α i is unbounded (on some subsequence). So in particular there are unboundedly many (at least n i /2) even (or odd) index generator squares. Let p ∈ {0, 1} be this index parity. Then choose in Traczyk's method the even (or odd) index generators to be smoothed out. Then for each generator square the smoothing out of both crossings does not augment σ, because it is realizable by a crossing switch. (If the pair of crossings is the last for the generator, smoothing out one of them even reduces σ by 1, as it corresponds to factoring out a positive Hopf link, as in case c) of [Tr, figure 2] .) Now when we smooth out generators (letters) with indices of the parity p, we know that σ does not increase at least n i /2 times. Even if j≡p(2) [α i ] j is larger for the chosen parity p, the defect on σ obtained by accounting for this difference is bounded by b 0 , and we have
Therefore, only finitely many of the powers of generators in α i are higher than one. Modifying the braids α i at some bounded number of positions, which changes σ just by a bounded quantity, we obtain braids α i with all generators appearing without squares. If we now show σ(α i ) → ∞, then we would also have σ(α i ) → ∞. Therefore, we can w.l.o.g. assume that α i in their scheme form consist only of entries '1'.
We now try to apply the case of a subdiagram admitting a Reidemeister III move (in our case a YB relation) in Traczyk's paper. These are the scheme fragments (19) . If the number of such fragments is unbounded, then the number of fragments with sufficiently high distance to each other (so as the Reidemeister III moves to be applicable separately) is still unbounded, and Traczyk's argument in his case a) shows σ(α i ) → ∞. Therefore, assume that the number of fragments (19) is bounded. This in particular implies that the strand number of α i grows unboundedly (here in the meaning that every subsequence grows unboundedly), as it was observed in [St] that the number of fragments (19) is at least O n 1 n 2 of the number of entries for an n-string braid (scheme).
We now apply a modification of Traczyk's idea and produce a contradiction by Theorem 4.1.
We take k ∈ {0, 1, 2}, where
[α i ] j is minimal, and smooth out all crossings corresponding to σ 3m+k except one for each generator. According to Traczyk's idea, we sacrifice at most 1 / 3 χ . Then from the remaining link L with χ (L ) ≥ 2 / 3 χ (L) we need to show that σ(L ) ≥ 1 / 2 χ (L )+ n , with n growing when the strand number n of L (and L) grows. But now L is a connected sum of (positive) closed 3-braid links L i . Thus, it suffices to show that for these links
for some > 0 independent on i and L i . But we have shown this for = 1 / 2 in Theorem 4.1. Thus we are done.
Remark 4.3. The examples given in Remark 4.1, beside the fact that the arguments for positive braids made heavy use of their group structure, suggest how difficult it is to show Conjecture 1.1 in general. At least, the method for braids can very unlikely be extended.
Some corollaries.
It is useful to remark that we have in fact proved a qualitative estimate for σ in Theorem 1.1, although the bound was not stated explicitly. We include it here, since it is related to the type of results we prove.
Corollary 4.1. There is a positive constant C such that for any non
Proof. By the argument in the proof of Theorem 1.1, there is a constant C 1 such that σ(β) ≥ C 1 [β]/n 2 for β ∈ B n , since for at least O(n −2 ) of β's crossings we can apply a clasp resolution or a Yang-Baxter relation, and the argument of Traczyk ensures that each such fragment of the braid contributes 1 to the signature.
On the other hand, for braids β of variable strand number n, we obtain from Theorem 4.1 that when smoothing out generators of indices congruent to each other mod 3, we have a positive contribution to the signature from any of the 3-braid links remaining in the connected sum after the compensation of the crossing smoothings.
Thus we have σ(β) > O(n).
Combining both estimates gives the result. Proof. For braid diagrams this follows from the above mentioned observation of [St] that the number of fragments of the scheme as in (19) (but now with the entries '1' possibly replaced by some higher integers) is at least O n 1 n 2 of the number of entries of the scheme. Each such fragment allows us to apply at least one of Traczyk's cases c) or a).
For arbitrary diagrams the statement can be recurred to braid diagrams by Vogel's algorithm [Vo] . Vogel gave an estimate for the number of moves needed to obtain a braid diagram out of a diagram of n Seifert circles. As each such move generates one negative crossing, we obtain the second correction term. Proof. This is a straightforward consequence of the previous corollary.
If Conjecture 1.1 is true in full generality, we would have that in fact all D i arise from finitely many diagrams by the so-calledt 2 moves introduced in [St3] (replacement of a crossing by three antiparallel half-twists). These moves will also be used in some further related results, which we discuss below.
Extensions and problems
In the last section we spend some words concerning Conjecture 1.1 for positive knots and its possible extension to Tristram-Levine signatures. Let us recall that the Growth conjecture is equivalent to the finiteness of the sets
Our aim in a separate paper [St10] will be to show how one can prove, at least in theory, that any initial number of sets Σ σ is finite, provided this is true. (Note that if Σ σ is infinite, then so is Σ σ for any σ > σ.) Namely, we show that there exists an algorithmically determinable collection of knots, such that if Σ σ is finite, only finitely many of the determined knots need to be checked to establish this finiteness. To verify, using this theorem, that Σ σ is finite, one uses induction on σ and examines C = C max σ ≤σ Σ σ + 1 .
We know Σ σ for σ < σ by induction. If some K ∈ C is found with σ(K) = σ and g (K) ∈ Σ σ , we can join g (K) to Σ σ , and seek further such knots K (within the updated set C) until none are found. Further evidence for the Growth conjecture is given by the following result on the average value of σ for given genus. (Note that P g,n is always finite, and becomes non-empty for fixed g when n is large enough. Note also that in general the crossing number c(K) of a positive knot K may not be admitted by a positive diagram, as shown in [St8] .)
This theorem means that generically the value of σ for fixed genus is the maximal possible. From this point of view, the philosophy behind the Growth conjecture is that 'when the generic value is the maximal possible, the minimal value should not be too small.' Theorem 5.2 is a consequence of a (largely unrelated to the subject of this paper) extension of the asymptotical denseness result for special alternating knots in [SV] , which is proved in a separate paper [St6] .
The referee asked the natural question on the status of Tristram-Levine signatures σ ξ and nullities n ξ in relation to the Growth conjecture. We finish the exposition with some related remarks.
These invariants were defined in [Ts, Le] for a complex number ξ of unit norm, and σ = σ −1 . The signatures σ ξ satisfy (5), (6) and (8), and so one easily sees that if L is positive, then σ ξ (L) ≥ 0 for all ξ. However, apart from this trivial fact, there seems not much one can say. A central theme in our work is the result σ = 1 − χ of [Mu2] for special alternating links. A simple look at (2, n)-torus knots shows that Murasugi's equality fails for any σ ξ with ξ = −1, even replacing σ ξ by σ ξ + n ξ , as in the Murasugi-Tristram inequality. Then our Theorem 3.1, that builds on and extends Murasugi's result, fails too. By taking connected sums one sees that some σ ξ can remain 0 even for arbitrarily large genus. So it is not even quite clear what weaker version of (11) to aim at. (Certainly for e ξ > 1 / 2 no non-trivial bound can be expected.) Even with such a weaker inequality, our proof of Theorem 1.1 breaks down, because in Theorem 4.1 we obtained using (11) an estimate just above the critical lower limit. In any case a treatment of these difficulties leads to a long and painful path . . .
With this said, it is also not surprising that the preceding results, summarized in the Introduction, do not address σ ξ for ξ = −1. Their proofs meet similar difficulties and, as far as we can tell, mostly do not apply to ξ = −1. On the other hand, in the approach of [Ta] , which is extended in Theorem 5.1, only crossing changes are used (and no smoothings), so it does yield information about some σ ξ for ξ = −1. This will also be briefly discussed in the paper [St10] that proves Theorem 5.1.
