This paper treats subelliptic estimates for the∂-Neumann problem on a class of domains known as regular coordinate domains. Our main result is that the largest subelliptic gain for a regular coordinate domain is bounded below by a purely algebraic number, the inverse of twice the multiplicity of the ideal associated to a given boundary point.
Introduction
In this paper, we investigate subelliptic estimates for the∂-Neumann problem [FK] on a certain class of smoothly bounded pseudoconvex domains in C n+1 . Recall that such an estimate holds in a neighborhood U of a given point z 0 inΩ if |||φ||| 2 ǫ ≤ C ||∂φ|| 2 + ||∂ * φ|| 2 + ||φ|| 2 , φ ∈ D 0,1 (U).
(1.1)
According to the results of Catlin in [Ca1] and [Ca3] , the above estimate holds if and only if the D'Angelo type [DA1] of z 0 is finite, i.e., T (bΩ, z 0 ) < ∞, where T (bΩ, z 0 ) measures the maximal order of contact at z 0 of any onedimensional variety V with the boundary. In fact, in [Ca1] it is shown that 1/T (bΩ, z 0 ) is an upper bound for ǫ. The question of finding sharp lower bounds for ǫ seems to be more difficult. In [K3] Kohn introduced the method of subelliptic multipliers and showed in the case of real-analytic boundaries that (1.1) holds for some positive ǫ when T (bΩ, z 0 ) is finite. Building on the work of Kohn in [K3] , Catlin proved in [Ca3] that (1.1) holds for smooth boundaries when ǫ = T (bΩ, z 0 ) −n 2 A , where A = T (bΩ, z 0 ) n 2 . In this paper we show that we can obtain much better ǫ for a class of domains that are defined by a sum of squares of holomorphic functions. Specifically, suppose that g 1 (z), . . . , g N (z) are holomorphic functions that are defined in a neighborhood of the origin of the origin in C n . We define a domain Ω g ∈ C n+1 by Ω g = {(z, z n+1 ) : Re z n+1 + |g 1 (z)| 2 + · · · + |g N (z)| 2 < 0}. Let O n denote the ring of germs of holomorphic functions about the origin in C n and let I denote the ideal in O n generated by the germs of g 1 , . . . , g N . Recall that the multiplicity of I is defined by m(I) = dim Cn O n /I. Considering T (bΩ g , 0) ≤ 2m(I) in [DA1] , D'Angelo states the following Conjecture (D'Angelo [DA2] ). The inequality (1.1) holds near the origin for the domain Ω g with ǫ = 1 2m (I) . Siu [S] has shown that for domains of the form Ω g one can find a suitable modification of Kohn's algorithm that also leads to an effective value of ǫ in terms of the dimension n and the type T (bΩ, 0).
In [DA2] D'Angelo also introduced the class of regular coordinate domains which are defined as follows: Let f s (z) = f s (z 1 , . . . , z s ), s = 1, . . . , n, be holomorphic functions of the first s variables that we can view as being defined in a neighborhood of the origin in C n+1 . We then define Ω = {z ∈ C n+1 : r(z) = Re z n+1 + n s=1 |f s (z)| 2 < 0}.
( 1.2)
The domain Ω is said to be a regular coordinate domain if for each s = 1, . . . , n, there exists a smallest positive integer m s such that ∂ ms fs ∂z ms s (0) = 0. It is shown in [DA2] that if I = (f 1 , . . . , f m ), then m(I) = m 1 · · · m n and T (bΩ, 0) ≤ 2m(I). In this paper we will prove D'Angelo's conjecture for regular coordinate domains.
Main Theorem.
Let Ω ⊂ C n+1 be a regular coordinate domain defined by functions f 1 , . . . , f n as above. Then (1.1) holds near the origin with ǫ = 1 2m 1 ···mn .
We now give an example for which the above value of ǫ is sharp. Using f 1 (z) = z we define a curve by γ(ζ) = (ζ m 2 ...mn , ζ m 3 ...mn , . . . , ζ mn , ζ, 0).
it is easy to verify that r(γ(ζ)) = |ζ| 2m 1 ...mn , and therefore T (bΩ, 0) ≥ 2m 1 · · · m n . In combination with above-mentioned result in [Ca1] , it follows that ǫ ≤ 1 2m 1 ···mn . Thus, the value of ǫ found in the Main Theorem is sharp for this domain.
The proof of the Main Theorem follows the approach used in [Ca3] in which it is shown that in order to prove a subelliptic estimate of order ǫ near a given boundary point, it suffices to construct a family of bounded C 2 plurisubharmonic functions λ δ with the property that the Hessian satisfies
at all points of U ∩ S δ , where S δ = {z ∈Ω; −δ < r(z) ≤ 0}. As in [Ca4] [M] [NSW] , it suffices to describe a family of boxes B(z, δ) for each boundary point z ∈ bΩ ∩ U and each small δ > 0. Furthermore, one must also construct a bounded plurisubharmonic function g z,δ compactly supported in B(z, δ) ∩Ω such that its Hessian in a slightly smaller box satisfies lower bounds that correspond to the size of the box. Finally a covering is used to patch the functions together. In this patching process it is important for the family of boxes to be stable, in the sense that if w ∈ B(z, δ ′ ) ∩ bΩ, and if δ ′ is comparable in size to δ, then B(w, δ) should be comparable in size to B(z, δ)..
In the case of regular coordinate domains it is also possible to construct both a family of boxes B(z, δ) and a family of bounded plurisubharmonic functions g z,δ supported in B(z, δ) ∩Ω with suitably large Hessian. The main difficulty comes from the fact that the stability property no longer holds. Instead we show that there is a set of integer invariants T (z, δ) that assume at most a finite number of values such that if z and w also satisfy, T (z, δ) = T (w, δ ′ ), then the same stability property holds. Using this additional property a modified version of the covering argument can be carried out.
Regular Coordinate Domains and their Approximate Systems
Let Ω be a bounded pseudoconvex domain in C n+1 whose boundary defining function near the origin is given by
where each f s is a holomorphic function defined near the origin in C n with f s (0) = 0. If each f s depends only on the first s variables, z 1 , . . . , z s , and if for each s there exists a positive integer j so that
then, following the terminology in [DA2] and [DA4] , we say that Ω is a regular coordinate domain at the origin and that f 1 , . . . , f n form a triangular system at the origin of Ω. Let us denote
The power series of f s at the origin is of the form
where M s denotes the set of multi-indices α = (α 1 , . . . , α n ) such that
Remark 1. Let O n denote the ring of germs of holomorphic functions at the origin in C n and let I be the ideal generated by germs of f 1 , . . . , f n in O n , described as above. Set m(I) = dim C O n /I. Then m(I) = m 1 . . . m n .
Since the existence of {λ δ } described in [Ca3] is invariant under a local biholomorphism, without loss of generality we may modify each f s as follows. By scaling the variables z 1 , . . . , z n , we may assume that the radius of convergence of each f s at the origin is greater than 2. Hence, there exists a neighborhood U ′ of the origin in C n such that the radius convergence of each f s at p ∈ U ′ is greater than 3 2
. After multiplying (2.1) by a suitable constant, we may also assume, by (2.2), that |b s,ms | ≥ 2, s = 1, . . . , n.
Let p ∈ U and let us use u i = z i − p i as a coordinate system centered at p. We will consider the power series of f s at each p ∈ U ′ ,
, form a triangular system at each p and that
Since we assumed that the radius of convergence of f
, it follows from Cauchy's estimate that for each s
Also, |b s,ms | ≥ 2 implies that there exists a bounded neighborhood U ⊆ U ′ of the origin so that
It follows from (2.7) that for each s ≥ 1 there exist constants B s ≥ 1 and C s ≥ 1, depending only on U, so that
We will fix the neighborhood U in this paper.
Definition 1. Let p ∈ U and 0 < δ < 1. Define τ 1 (p, δ) by
Remark 2. Let B 1 be the constant in (2.9). For p ∈ U and 0 < δ < 1,
it follows from (2.10) that the first inequality in (2.11) holds. The second inequality in (2.11) results from (2.8).
Let µ > 1 be a constant. In Section 6 we will fix the value of µ, depending only on n, and m 1 , . . . , m n . Until then we will consider µ > 1 as a parameter. For each p ∈ U, µ > 1, δ > 0, we define τ s (p, µ, δ), s ≥ 1, inductively. Set
(2.12)
Let s ≥ 2 and we assume that for p ∈ U, µ > 1, and δ > 0, we have already constructed τ i (p, µ, δ), 1 ≤ i < s. We construct τ s (p, µ, δ) as follows: For simplicity, we replace by w the last variable, u s , in f p s . Define
(2.14)
Here we substitute τ i (p, µ, δ) for u i , 1 ≤ i < s, in each term, c s,α u α , in (2.5). We want to define τ s (p, µ, δ) by
We say that τ 1 (p, µ, δ), . . . , τ n (p, µ, δ) form an approximate system at p with respect to µ > 1 and δ > 0. In Proposition 1 we will show that the set in (2.15) is nonempty. To do so we need the following constants. For each µ > 1 set M µ,1 = 1. Let C s , 2 ≤ s ≤ n, be the constants in (2.9) and define M µ,s , 2 ≤ s ≤ n by 
Clearly, δ µ depend only on U, µ, and m 1 , . . . , m n , so that 20) and if
Proposition 1. For all p ∈ U, µ > 1, δ with 0 < δ ≤ δ µ , and s = 1, . . . , n, the set in (2.15) is nonempty. Furthermore, each τ s (p, µ, δ) satisfies
Proof. Fix µ > 1 and let ∆ s be the constants in (2.18). We will show the proposition by induction on s. It follows from Remark 2 that (2.21) holds for s = 1. Assume inductively that τ i (p, µ, δ) is well-defined for p ∈ U, 0 < δ ≤ ∆ i , and i < s, and that (2.21) holds when i < s. Since |c s,α (p)| ≤ C s for α ∈ M s , it follows from (2.14) that if p ∈ U and |w| ≤ 1, then
Indeed, the first inequality results from (2.22), since α 1 + · · · + α s−1 ≥ 1 for α ∈ M s , and τ i (p, µ, δ) < 1, 1 ≤ i < s by (2.21). The second inequality is obtained from (2.21), and the last inequality follows from (2.16). We combine (2.22) and (2.23) to obtain that if 0 < δ ≤ ∆ s , then
In fact, the last inequality follows from (2.18), that is, (M µ,s 
the inequality in (2.25) holds. Combining (2.24), (2.25), and the intermediate value theorem, we conclude that for each p ∈ U and δ with 0 < δ < ∆ s , there exists w 0 with 0 < |w 0 | < 1 so that
Hence, the set in (2.15) is nonempty and contains |w 0 |. Furthermore, it follows from (2.15) that τ s (p, µ, δ) satisfies
Since |b s,ms (p)| ≥ 1, it follows from (2.13), (2.24), and (2.26) that for each p ∈ U and δ with 0 < δ < ∆ s
Hence, it implies that
(2.28) Combine (2.27) and (2.28) to obtain that for p ∈ U and δ with 0 < δ < ∆ s
(2.29)
Proposition 2. Let p ∈ U, µ > 1, and 0 < δ ≤ δ µ , and let B s be the constants in (2.9). For each s = 1, . . . , n, τ s (p, µ, δ) satisfies
Proof. It follows from (2.14) and (2.15) that
Suppose that there exist p ∈ U, µ > 1, and δ with 0 < δ ≤ δ µ , for which (2.30) does not hold. We will obtain a contradiction to (2.31) by showing that
Since we assumed that |w 0 | <
Bs
, there is a constant c with 0 < c < 1 such that
where the second inequality results from B s ≥ 1 and δ µ < 1.
, and since |b s,j (p)| ≤ B s for all j ≥ 1, it follows that
, which contradicts to (2.31).
Invariants of a triangular system
In this section we introduce two kinds of integer invariants, called dominant and mixed types, at p ∈ U with respect to µ > 1 and δ with 0 < δ < δ µ . After shrinking δ µ for each µ > 1, we will show that there are only finitely many both dominant and mixed types.
Definition 2 (dominant types). Let p ∈ U, µ > 1, and 0 < δ ≤ δ µ . For simplicity we write
We say that J s (p, µ, δ) is the s-th dominant type at p ∈ U with respect to µ and δ.
Definition 3 (mixed types). It follows from (2.15) that for each s = 2, . . . , n we have the following two cases:
For the first case we write
(ii) if (3.2) holds for α = (α 1 , . . . , α s , 0, . . . , 0), then the s-th indices satisfy k s s ≤ α s , In this case, we say that K s (p, µ, δ) is a s-th mixed type at p with respect to µ and δ. In the second case, we say that there is no s-th mixed type at p with respect to µ and δ and we simply write K s (p, µ, δ) = (0, . . . , 0). 
In order to prove Proposition 3, we at first state an elementary fact about a set of monomials with positive coefficients in a real positive variable. We shall divide the positive real line into a finite set of intervals on which one of monomials dominates the others. Lemma 1. Let g j (x) be monomials in a real variable x > 0 such that
Then there exist integers j k , k = 1, . . . , q such that
and pointsx k , k = 0, . . . , q with 0 =x 0 <x 1 < · · · <x q = ∞ and
and we have
Suppose that |b m | ≥ 1 and that there exists a constant B ≥ 1 such that
Since |b m | ≥ 1, it follows that if j > m, then for |w| ≤ B −1
Hence, we obtain (3.11).
Proof of Proposition 3. Let p ∈ U and s = 1, . . . , n. Recall that
and that |b s,ms (p)| ≥ 1 and |b s,j (p)| ≤ B s with B s ≥ 1 in (2.9). Hence, by Lemma 2 we obtain that for each s = 1, . . . , n,
Clearly, δ ′ µ depends only on µ, and m 1 , . . . , m n , and satisfies 0 < δ ′ µ ≤ δ µ . It follows from Proposition 1 that τ s (p, µ, δ) is well-defined for p ∈ U, µ > 1, and δ with 0 < δ ≤ δ ′ µ . Furthermore, we obtain that for each s = 1, . . . , n
(3.14)
In fact, the first inequality results from (2.21), and the second inequality follows from 0
..ms by (3.13). Combining (3.12) and (3.14), we obtain that for each s = 1, . . . , n, there exists j with 1 ≤ j ≤ m s so that F p s (τ s ) = |b s,j τ j s |. Hence, by Definition 2 we obtain (3.4).
To prove the finiteness of mixed types we need the following lemma.
Lemma 3. Let p ∈ U, µ > 1, and let δ ′ µ be in (3.13). If 0 < a < 1 and
Proof. We will prove the lemma by induction on s. Fix p ∈ U and µ > 1, and replace τ s (p, µ, δ) by τ s (δ) in this proof. It follows from Proposition 3 that
Hence, (3.15) holds for s = 1.
Let s be an integer with 2 ≤ s ≤ n. Assume inductively that when 1 ≤ i ≤ s − 1, (3.15) holds for 0 < δ ≤ δ ′ µ and 0 < a < 1. Note that α 1 + · · · + α s−1 ≥ 1 for α ∈ M s and that
(3.16)
Hence, since we assumed that (3.15) holds for 1 ≤ i ≤ s − 1, it follows that
Let J s denote the s-th dominant type at p with respect to µ and δ. Since by (2.15) C 
Therefore, by definition of τ s (aδ) we have 
where J s is the dominant type at p with respect to µ and δ.
Proof of (3.21). Fix any µ with µ > 1. Suppose that α ∈ M s satisfies
We want to findδ µ so that for any δ with 0 < δ ≤δ µ ,
Combining Definition 3 and (3.24), we conclude that any α ∈ M s with (3.23) cannot be a mixed type at p with respect to µ and δ. Let δ = aδ ′ µ with 0 < a < 1, where δ ′ µ is in (3.13). Then we obtain that
In fact, the first inequality is obtained by |c s,α (p)| ≤ C s . Lemma 3 implies the second inequality. The third inequality follows from τ i (p, µ, δ
We now show that if a is sufficiently small, then the last term in (3.25) is less than δ 1 2 . For each s = 1, . . . , n, let us denote
where δ ′ µ is constructed in (3.13) and C s ≥ 1 in (2.9). We now defineδ µ bỹ
Clearly,δ µ depends only on µ, and m 1 , . . . , m n , and satisfies 0 <δ µ ≤ δ (3.32)
Since A s > 1, (3.32) implies that
, it follows (3.33) that (3.31) holds. In fact, we have
Proof of (3.22). We now show (3.22). For simplicity we will write k i = k s i , 1 ≤ i ≤ s, and τ s = τ s (p, µ, δ) in the remaining of the proof. Suppose that k s ≥ J s . We obtain a contradiction to (2.15) by showing that there exists w 1 such that 0 = |w 1 | τ s and
Js s | and since we choose J s as the minimum one in Definition 2, it follows from (3.9) that there exists γ 1 with 0 < γ 1 < τ s so that
ks s | and since we choose k s as the minimum one in Definition 3, by the same way we obtain γ 2 with 0 < γ 2 < τ s so that Hence, any w 1 with γ < |w 1 | < τ s satisfies (3.34), which completes the proof.
Stability of Approximate Systems
In this section we shall compare the sizes of the approximate systems at two distinct points with respect to fixed µ > 1 and δ with 0 < δ ≤δ µ . We shall show that if p and p ′ is close enough and have the same dominant and mixed types with respect to µ and δ, then τ s (p, µ, δ) and τ s (p ′ , µ, δ) are equal up to uniform constants. We will see that this stability property plays a crucial role when we apply the covering argument to construct plurisubharmonic functions near the boundary in section 7.
Let p ∈ U, µ > 1 and 0 < δ ≤δ µ , and let J s and K s be the s-th dominant and mixed types at p with respect to µ and δ. Let us denote
(4.1)
It follows from (2.15) that
Furthermore, the coefficients of f
and
. . , d n be positive constants and let denote 
Proof. Let p ′ = p + u and let D j s denote the partial derivatives
. We at first show (4.7) when s = 1. By Taylor's theorem we obtain that
(4.10)
In fact, we apply (4.5) to (4.9) to get the first inequality, and the third equality is the result of (4.2). Note that since J 1 ≤ m 1 by Proposition 3 and since 0 < d 1 < 1 2
, it follows that Let A and B denote the first and the second term in (4.12), respectively. For each s with 2 ≤ s ≤ n, set
then by the same process used in (4.9), (4.10), and (4.11), we have
To estimate B we combine (4.3) and (4.6) with
and then use a similar method used in the previous work to get
In fact, the second line results from µ > 1, 0
, and 1 ≤ J s ≤ m s . Combining (4.14) and (4.15), we obtain that
Hence, it follows from (4.12), (4.13), and (4.16) that if
Now consider the case when K s = (0, . . . , 0). It follows from Taylor's theorem that
where k 1 + · · · + k s ≥ 1. We apply the similar process to in the previous ones to obtain that
we obtain the first inequality from (4.6) and (4.17). The second inequality results from (4.3). The third inequality is obtained by 0 ≤ k
Therefore, it follows from (4.13) and (4.18) that if
Let d = min{d s : 1 ≤ s ≤ n}, then this completes the proof.
Notation 1. Let a 1 , . . . , a n be positive constants, and for each s, 1 ≤ s ≤ n we define
When s = n, we will omit the superscript n so that R µ,δ (p : a 1 , . . . , a n ) = R n µ,δ (p : a 1 , . . . , a n ), and we write R µ,δ (p) = R n µ,δ (p : 1, . . . , 1).
Definition 4. Let d be the constant in Lemma 5. Let us denotẽ
Let A(t) > 0 and B(t) > 0 be a function on a set T, t ∈ T. We shall use the notation A(t) B(t), if there exists a positive constant C, independent of t, such that A(t) ≤ CB(t), t ∈ T.
(4.22) If A(t) B(t) and B(t) A(t), then we write A(t) ≈ B(t).
In the following proposition, the symbol ≈ means that C is independent of p ∈ U, µ > 1, and δ with 0 < δ ≤δ µ .
Proposition 5. Let p, p ′ ∈ U, µ > 1, and
If p and p ′ have the same s-th dominant and mixed types with respect to µ and δ for all s with 1 ≤ s ≤ n, then 
Hence, the triangular inequality gives us
If K s = (0, . . . , 0), then by the same way, we obtain that
We first show (4.24) for s = 1. Since
Thus from (4.25) and (4.27) we see that 3 5
Since J 1 ≤ m 1 , we therefore obtain that τ 1 (p, µ, δ) ≈ τ 1 (p ′ , µ, δ). Let s ≥ 2. We assume inductively that if p, p ′ ∈ U satisfy (4.23) and if
) for all i = 1, . . . , s − 1, then (4.24) holds for i = 1, . . . , s − 1. If K s = (0, . . . , 0), then since (4.25) holds for s, we apply the same process used in s = 1 to obtain that by (3.22) . Hence, since we assumed by induction that τ i (p, µ, δ) ≈ τ i (p ′ , µ, δ) for 1 ≤ i ≤ s − 1, we combine (4.25) and (4.26) to obtain that τ s (p, µ, δ) ≈ τ s (p ′ , µ, δ). This completes the proof.
Estimates of derivatives
In this section we prepare for the construction of local plurisubharmonic functions in section 6. After shrinking R µ,δ (p), we will estimate the partial derivatives of f s on this small region in terms of τ s (p, µ, δ). In this section we shall fix a base point p ∈ U. When there is no confusion, we simply write τ s for each τ s (p, µ, δ), s = 1, . . . , n with µ > 1, 0 < δ ≤δ µ . Let u i = z i − p i be the coordinates centered at p. Note that
where we omit p in b s,j (p) and c s,α (p) for simplicity. Recall that Let us denote J s = J s (p, µ, δ) and K s = K s (p, µ, δ) for s = 1, . . . , n. By omitting (p, µ, δ) we will write (4.1) as
In the following we shall fix a constant a with 0 < a < 
Proof. By Lemma 1, g(x 0 ) = g j 0 (x 0 ) for some j 0 . If x 1 = a 2N +1 x 0 and g(x 1 ) = g j 0 (x 1 ), then we are done. Just set x ′ = x 1 and x ′′ = x 0 . Otherwise, g(x 1 ) = g j 1 (x 1 ) where j 1 < j 0 . Repeat the process until it terminates so that
. Suppose that |b m | ≥ 1 and that there exists a constant B such that |b j | ≤ B, j = 1, 2, . . . . Let w 0 be a point with |w 0 | ≤ B −1 . Then there exist w 1 , w 2 , and an integer k with 1 ≤ k ≤ m so that
Proof. By Lemma 6, there exist w ′ and w ′′ with |w
Hence, it follows that for any j
Case 2. If |w| ≥ a −m |w ′ | and j < k, then in a similar way, we obtain that
by combining (5.3) and (5.4). we have
Therefore, since 0 < a < 1 8
, we obtain (5.2).
Lemma 8. Let p ∈ U, µ > 1, and 0 < δ ≤δ µ , and let d be the constant in
Proof. It follows from (3.14) thatτ
Lemma 7, respectively. to obtain (5.6) and (5.7).
Proposition 6. Let d be the constant constructed in Lemma 5. There exist constants µ 1 and D, depending only on n and N, with µ 1 > 1 and 0 < D < 1, so that the following properties hold: Suppose that µ ≥ µ 1 and let a s , 1 ≤ s ≤ n denote the constants constructed for p, µ, and δ, in Lemma 8.
Proof. We choose the value of µ 1 > 1 as
where d is the constant in Lemma 5 and a is a fixed constant with 0 < a < 1 8
. Note that µ 1 depends only on n and N. Let p ∈ U, µ > µ 1 , and 0 < δ ≤δ µ . Let A 1 and A 2 denote the first and second term in (5.7), respectively. It follows from (5.6) that for any j ≥ 1
Now we estimate A 2 . It follows from (4.6) that if u satisfies
By combining the conditions, (5.12) and (5.14), and the inequalities, (5.13) and (5.15), we have
, then it follows from (5.10) that (5.8) holds for µ ≥ µ 1 and 0 < δ ≤δ µ .
We now consider the mixed partial derivatives. We see that if
Since by (4.6)
Therefore, we obtain (5.9).
Local Plurisubharmonic Functions
In this section we shall construct compactly supported plurisubharmonic functions with large Hessian near the boundary, by adding well-chosen cutoff functions and then taking compositions with convex functions. Let χ(t) be a smooth function defined by
Definition 5. Let µ 1 be the constant constructed in Proposition 6 and let p ∈ U, µ ≥ µ 1 , and 0 < δ ≤δ µ . Let a s , 1 ≤ s ≤ n, be the constants constructed for p, µ, δ in Lemma 8. For p, µ, δ, s, we define
Moreover, for all L = t 1
(6.5) Definition 6. Let η > 0 be a constant and define
Theorem 1. Let µ 1 be the constant in Proposition 6. Then there exist constants, η > 1 and µ > µ 1 , depending only on n and N, so that the following property holds: Let a 1 , . . . , a s be the constants constructed for p, µ, and δ with 0 < δ ≤δ µ in Lemma 8. If z ∈ R µ,δ (p : a 1 , . . . , a n ), then
Lemma 9. There exist constants, η > 1 and µ ≥ µ 1 , only depending on n and N, so that the following properties hold: Let s = 1, . . . , n, and let a 1 , . . . , a s be the constants constructed for p ∈ U, µ, and 0 < δ ≤δ µ in Lemma 8. If z satisfies z ∈ R s−1 δ (p : a 1 , . . . , a s−1 ), and
then for all L = t 1
Proof. We shall prove (6.10) only for the case when s ≥ 2. By the same way we can prove it for s = 1. Let p ∈ U, µ ≥ µ 1 , and 0 < δ ≤δ µ , and let denote σ s = σ s (p, µ, δ) for simplicity. Since δ −1 σ 2 s ≥ 1 by (4.4), it follows that
To estimate the right side in(6.11) we consider Hence, we combine (6.11), (6.12), and (6.13) to obtain that
(6.14)
Note that
for 1 ≤ s ≤ n. Proposition 6 and (6.14) imply that if µ ≥ µ 1 and z satisfies (6.9), then . Note that those numbers, η and µ, depend on n and N. Since
4n 2 , it follows from (6.15) that we obtain (6.10).
Proof of Theorem 1. Let η and µ be chosen in Lemma 9. We at first prove that the following estimate holds for any s = 1, . . . , n:
(L,L)(z) ≥ 0, it follows from (6.6) and (6.4) that
In fact, the second inequality results from Lemma 9 and (6.5). Hence, we showed (6.16) for s = 1. Let 1 ≤ s ≤ n − 1 and we assume inductively that (6.16) holds for any i with 1 ≤ i ≤ s. It follows from (6.6) that
Applying (6.16) for i with 1 ≤ i ≤ s, we obtain that if z ∈ R s µ,δ (p : a 1 , . . . , a s ), then
Hence, (6.16) holds for s + 1 if z ∈ R s µ,δ (p : a 1 , . . . , a s ) and 0 ≤ |z s+1 − p s+1 | ≤ 1 2 a s+1 τ s+1 . Here are details:
In fact, the first inequality follows from (6.4). Furthermore, (6.16) also holds for s + 1 if z ∈ R s µ,δ (p : a 1 , . . . , a s ) and 1 2 a s+1 τ s+1 ≤ |z s+1 − p s+1 | ≤ a s+1 τ s+1 . Here are details:
In fact, the terms in the second line come from Lemma 9, and the term in the third line results from (6.5). Therefore, (6.16) holds for all s = 1, . . . , n, by induction. In particular, if s = n, then since
for 1 ≤ i ≤ n, we obtain (6.8).
Notation 2. In the following we shall fix µ and η chosen in Theorem 1. Let p ∈ U and 0 < δ ≤δ µ , and let a 1 , . . . , a n be the constants constructed for p ∈ U, µ, and δ in Lemma 8. For simplicity we shall omit µ and η which appear in τ s (p, µ, δ), χ p s,µ,δ (z), G p µ,η,δ (z), and R µ,δ (p : a 1 , . . . , a n ), to write
. . , a n ). We now modify G p δ to construct a plurisubharmonic function with compact support inΩ near the boundary of Ω. Let z ′ = (z 1 , . . . , z n , z n+1 ) denote the coordinates of C n+1 and let denote L
Theorem 2. There exist small constants c > d > 0, and a constant C > 0, depending only on n and N, so that the following property holds: If p ∈ U and 0 < δ < δ µ , there exists a smooth plurisubharmonic function g p,δ inΩ that satisfies
Since (∂r ∧∂r)(L ′ ,L ′ ) = 
Since z ∈ R δ (p : a 1 , . . . , a n ), we obtain (6.23) by Theorem 1.
Plurisubharmonic Functions in Strips
In this section we will construct bounded plurisubharmonic functions with large Hessian near the boundary. Recall the constant d with 0 < d < 1 2 in Lemma 5, whose size depends only on n and N. We also recall the constants, a 1 , . . . , a n , in Lemma 8, corresponding to each p ∈ U and δ with 0 < δ ≤ δ µ , such that da (N +1)(2N +1) ≤ a s ≤ da N , 1 ≤ s ≤ n, where a is a fixed constant with 0 < a < 1 8 . Definition 7. For each p ∈ U and δ with 0 < δ ≤ δ 0 definê τ s (p, δ) = a s τ s (p, δ), 1 ≤ s ≤ n, (7.1) andR δ (p) = R δ (p : a 1 , . . . , a n ). Furthermore, since a s are bounded above and below by uniform constants, depending only on n and N, it follows that τ s (p, δ) ≈τ s (p, δ) ≈τ s (p, δ), 1 ≤ s ≤ n. (7.4) Since the value of µ was fixed in Theorem 1, we simply write J s (p, δ) and K s (p, δ) for J s (p, µ, δ) and K s (p, µ, δ), respectively, for p ∈ U, 0 < δ ≤δ µ , and 1 ≤ s ≤ n. Let T (p, δ) be the collection of the dominant and mixed types at p with respect to δ, that is, T (p, δ) = {J s (p, δ), K s (p, δ) : p ∈ U, 0 < δ ≤δ µ , 1 ≤ s ≤ n}.
(7.5)
It follows from Proposition 3 and 4 that T = {T (p, δ) : p ∈ U, 0 < δ ≤δ µ } is finite. Fix any T ∈ T and δ with 0 < δ ≤δ µ , and define U T ,δ by U T ,δ = {p ∈ U : T (p, δ) = T }.
We now follow a similar argument used in [Ca3] and [Ca4] . It follows from (2.21) that τ s (p, δ) ≥ B −1 s δ 1 2 , 1 ≤ s ≤ n, where B s is independent of p and δ. Since we chose U as a bounded set in Section 2, it follows from (7.4) that there exists a selection of p k ∈ U T ,δ , k = 1, . . . , N ′ , where N ′ depends on δ and T , so that
and p k / ∈ 1 4R δ (p j ), j = 1, . . . , k − 1, k = 1, . . . , N ′ . (7.6) Lemma 11. Let p be any point in {p k : k = 1, . . . , N ′ } and set E = {j :R δ (p) ∩R δ (p j ) = ∅, j = 1, . . . , N ′ }.
Then there exists an integer M T , depending only on T , independent of p and δ, so that
Proof. Suppose that j ∈ E. SinceR δ (p) ⊂R δ (p) andR δ (p j ) ⊂R δ (p j ) by (7.3) and since we assumed that T (p, δ) = T (p j , δ) = T , it follows from Proposition 5 that ifR δ (p) ∩R δ (p j ) = ∅, then τ s (p, δ) ≈ τ s (p j , δ), 1 ≤ s ≤ n.
Since τ s (p, δ) ≈τ s (p, δ) and τ s (p j , δ) ≈τ s (p j , δ) by (7.4), it follows that there exists a large constant D, independent of p and δ such that for j ∈ E, R δ (p j ) ⊂ DR δ (p).
Sinceτ s (p, δ) ≈τ s (p j , δ), j ∈ E, 1 ≤ s ≤ n, there exists a small constant d > 0, independent of p and δ, such that each polydisc 1 4R δ (p j ), j ∈ E, contains a polydisc P δ (p j ), centered at p j , defined by
where p j = ((p j ) 1 , . . . , (p j ) n ). We now choose any pair of j, k ∈ E with k > j. Since p k / ∈ 1 4R δ (p j ) and the s-th sides of P δ (p j ) and P δ (p k ) are equal to dτ s (p, δ), we can shrink d, independent of p and δ, so that P δ (p j )∩P δ (p k ) = ∅. Since the volume of P δ (p j ) equals the volume of dR δ (p) and since the volumes of DR δ (p) and dR δ (p) are equal up to a constant, independent of p and δ, it guarantees that there exists an integer M T , independent of p and δ such that #(E) ≤ M T . If there is a neighborhood U of the origin in C n so that the complex Hessian of ρ(z,z) is bigger than the one of n s=1 |f s (z)| 2 on U, then a subelliptic estimate holds for Ω ′ of order ǫ, where ǫ is obtained in Theorem 3.
