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SUMMARY 
The United States has seen large improvements in air quality over the last half 
century with the promulgation of regulatory actions designed to reduce air pollutant 
emissions to the atmosphere. Costs of these regulations, estimated by the United States 
Environmental Protection Agency (EPA) at tens of billions of dollars per year, motivate 
air pollution accountability research, which seeks to evaluate the effects of air quality 
regulations on emissions, air quality, exposure/dose, and public health—components of the 
so-called Accountability Chain.  
Accountability research has grown as a field substantially since a 2003 Health 
Effects Institute Report defined the Chain and suggested best practices for Accountability 
studies. Since that time, studies have evolved from investigating short-term local pollution 
control actions to wide-ranging regulations implemented over multiple years. This thesis 
adds to the expanding scope in the field by investigating a range of regulatory actions on 
electricity generating units (EGUs, often called power plants) and on-road mobile sources 
promulgated in the United States since the 1990s. The 1990 Clean Air Act Amendments, 
passed by Congress to reduce emissions and subsequently improve air quality in the United 
States, serve as the basis for most of regulations reviewed here, though regulatory 
application at the state and local levels is complicated by the involvement of multiple 
regulating bodies. A detailed investigation herein shows that the United States has seen 
major decreases in emissions since the 1990s, and most of the decrease in emissions are 
attributable to regulatory policies, although other influences such as fuel costs, population 
demographic shifts, and technological improvements have influenced emissions 
reductions.  
The bulk of the work described in this thesis investigates a central question for 
atmospheric researchers; namely, what factors influence ambient air quality? Specifically, 
the various chapters seek to link variability in meteorology and EGU/mobile source 
emissions to ambient air quality between the late 1990s and early 2010s. For example, 
detrending methods show that meteorology can have a large impact on daily air pollution 
concentrations, but removing this variability does not much impact annual or long-term 
trends for most pollutants in Atlanta, GA. Results of empirical statistical models and a 
 xxiii 
deterministic air quality model—both of which directly link EGU and mobile emissions 
estimates to observed air quality—show that emissions reduction programs have reduced 
the highest (summertime) ozone concentrations while simultaneously increasing the lowest 
(wintertime) concentrations. For particulate matter with diameter less than 2.5 µm (PM2.5), 
controls have reduced both the annual mean values and the seasonality. These chapters 
establish important evidence that regulations were a primary driver of improved air quality, 
and that opportunities remain for further improving air quality through reduced emissions. 
Outcomes from these chapters was applied directly by colleagues at Emory University, 
who used the results to estimate that air quality regulations have led to 55,794 avoided 
cardiorespiratory emergency department visits in Atlanta. 
Model evaluation, an important aspect of any model application, occupies a second 
major portion of this thesis. Results show that the deterministic model (the Community 
Multiscale Air Quality model (CMAQ), which is approved by the EPA for regulatory 
modeling) is adept at capturing ozone and PM2.5 concentrations and changes over the 
decade. A deeper investigation, however, reveals that the model does not always get the 
right answer for the right reasons. For example, CMAQ simulates higher ozone production 
efficiency—OPE, a measure of the number of ozone molecules produced by anthropogenic 
emissions—than empirically derived OPE. The model has trouble estimating absolute 
concentrations and variability of certain species that make up PM2.5—for example, the 
model is biased low for sulfate and organic species in the summer and biased high for 
organic species and elemental carbon in the winter—but the biases tend to cancel out when 
the species are summed.  
The final body chapter maintains the focus on air quality policies, but projects their 
impacts into the future instead of assessing their effectiveness. Results from an integrated 
assessment model show that aggressive climate mitigation policies would have large air 
quality benefits, but air pollution policies are still necessary to reduce emissions important 
to human health, such as for heating and cooking in the domestic sector. 
This research provides important evidence that causally links regulations to 
emissions reductions and air quality improvements while accounting for numerous 
concurrent changes. The accountability research undertaken hear represents the most 
detailed approach to date at tracking the impacts of air quality regulations implemented 
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over a long period across a broad spatial scale. The approach and results, which are detailed 
in a report soon to be published by the Health Effects Institute and multiple refereed journal 
articles, provide important evidence that air pollution regulations have indeed been 
effective at reducing emissions, improving air quality, and reducing incidences of negative 
public health outcomes. The final chapter discusses conclusions and future research, split 
into three sections: accountability, air quality modeling, and policy projections. 
 1 
CHAPTER 1. INTRODUCTION 
The United States has seen large improvements in air quality over the last half 
century with the promulgation of regulatory actions designed to reduce air pollutant 
emissions to the atmosphere (National Research Council 2004). These regulations, though 
viewed as successful at reducing anthropogenic contributions to local, regional, and global 
pollution, have come with major costs, estimated at $53 billion per year in 2010 (2006$) 
and expected to increase to $65 billion per year in 2020 (U.S. EPA 2011). These costs 
motivate air pollution accountability research, which seeks to evaluate the effectiveness of 
air quality regulations on emissions, air quality, exposure/dose, and public health—
components of the so-called Accountability Chain (Health Effects Institute 2003). Public 
health, the primary motivator of efforts to improve air quality, similarly drives 
accountability research. Conclusions on the effectiveness of regulatory programs at 
improving public health, however, typically are built upon evidence of how regulations 
impacted the previous links in the Chain. This thesis seeks to establish that evidence and 
methods to develop such evidence more generally. 
This thesis investigates a range of regulatory actions on electric generating units 
(EGUs, often called power plants) and on-road mobile sources promulgated in the United 
States since the 1990s. The 1990 Clean Air Act Amendments, passed by Congress to 
reduce emissions and subsequently improve air quality in the United States, serve as the 
basis for most of regulations reviewed here, though regulatory application at the state and 
local levels is complicated by the involvement of multiple regulating bodies (National 
Research Council 2004).  
This work describes multiple approaches for propagating impacts of regulations, 
separate the impacts from other (i.e., non-regulatory) influences, and assess uncertainties 
at each relevant step in the Accountability Chain (Figure 1-1). Many of the chapters, 
therefore, build off one another by incorporating results from chapters at previous links in 
the Chain.  
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Figure 1-1. Primary paths of information flow through the work in this thesis, and each 
chapter’s positions along the (slightly modified) Accountability Chain (left). The Health 
Effects Institute (HEI) report details the health outcomes research led by colleagues at 
Emory University, and is not reproduced here. Acronyms: SEARCH, the Southeastern 
Aerosol Research and Characterization monitoring network; CMAQ, the Community 
Multiscale Air Quality model; GAINS, the Greenhouse Gas and Air Pollution 
Interactions and Synergies Model. 
The second chapter provides an in-depth the history of air quality accountability 
research. Early accountability studies focused on interventions implemented at specific 
dates (such as the ban of the use of coal for heating in Dublin, Ireland (Clancy et al. 2002) 
or restrictions on vehicular travel instituted during the Olympic games in Atlanta, GA and 
Beijing, China (Friedman et al. 2001; Rich et al. 2015)). Later studies expanded their scope 
to include regulations implemented over wider spatial and temporal scales, and researchers 
have employed new methods to causally attribute changes along the accountability chain 
to regulations while accounting for concurrent changes in other factors. The chapter 
concludes with recommendations for accountability study design. 
The third chapter presents a detailed assessment of major EGU and mobile source 
regulations promulgated since the 1990 Clean Air Amendments, and benefitted from 
discussions with regulators and other stakeholders in the southeastern United States. 
Between the mid-1990s and 2013, EGU NOX (NO + NO2) and SO2 emissions each 


















































between 61% and 93% across a range of pollutants. Most of the decrease in emissions are 
attributable to policies, although other influences, such as fuel costs, population 
demographic shifts, and technological improvements influence emissions reductions. 
Unique methods that investigate changes in daily emissions factors allow for the resolution 
of impacts of regulations implemented incrementally over multiple years. Complicated 
relationships between federal and state regulatory policies and impacts of fuel prices (e.g., 
the emergence of cheap natural gas) on regulatory effectiveness, however, are more 
difficult to quantify. 
The fourth chapter is the first in a series of chapters that characterize influencing 
factors of ambient air quality. In this chapter, multiple statistical detrending methods are 
applied to estimate daily impacts of meteorological variability on observed concentrations 
in Atlanta, GA—a process called meteorological detrending. Previous efforts at applying 
meteorological detrending have focused on ozone (O3), a pollutant that is regulated to 
protect public health and is formed in the atmosphere. This work extended the detrending 
to multiple gaseous and particulate pollutants that have been linked to public health and 
negative environmental outcomes. Results show that on meteorology can have a large 
impact on daily concentrations, but removing this variability does not much impact annual 
or long-term trend for most pollutants.  
The fifth chapter extends this work with the application of statistical models that 
directly link EGU and mobile emissions estimates to observed air quality in Atlanta. These 
models were evaluated beyond the typical statistical fit metrics by comparing pollutant 
sensitivities to emissions with similar values estimated using the Community Multiscale 
Air Quality (CMAQ) Model, a chemical transport model. Combining the statistical models 
with regulatory-impacted emissions changes determined in Chapter 3 resulted in 
counterfactual—i.e., assuming no further regulations after the 1990 Clean Air Act 
Amendments—O3 and PM2.5 (particulate matter with diameter less than 2.5 µm) 
concentrations. Results show that emissions reduction programs have reduced the highest 
(summertime) O3 concentrations while simultaneously increasing the lowest (wintertime) 
concentrations. For PM2.5, controls have reduced both the annual mean values and the 
seasonality. 
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Results of Chapters 3-5 were used directly by colleagues at Emory University to 
estimate the numbers of Atlanta-area cardiorespiratory emergency department (ED) visits 
avoided by air quality regulations (Russell et al., 2017). Using counterfactual pollutant time 
series and their uncertainties, they concluded that 55,794 cardiorespiratory ED visits were 
avoided due to air quality regulations. Annual avoided ED visits increased over time as 
regulations were phased in to their full implementations; the later years yielded the greatest 
benefit of the regulations.  
CMAQ, an important regulatory decision-making tool, was applied in the sixth 
chapter to estimate emissions-air quality relationships and assess their changes over time. 
Operational, dynamic, and diagnostic evaluations were performed to assess the model’s 
ability to capture changes in ambient concentrations and concentration sensitivities to 
emissions and meteorology. The work identifies important areas in which CMAQ is 
proficient and deficient at getting the correct answers for the correct reasons. CMAQ does 
well estimating the change in annual total PM2.5 between 2001 and 2011, but has more 
difficulty estimating changes in certain species, such as sulfate and elemental carbon. A 
more detailed comparison with the statistical models applied in Chapter 5 reveal that the 
two models are similarly sensitive to emissions and meteorology changes across the decade 
for O3 and PM2.5, but important differences exist in PM2.5 species sensitivities. This portion 
of the work informs both future improvements in CMAQ parameters and inputs, and policy 
decisions based on model outputs. 
The seventh chapter delves deeper into how atmospheric chemistry has been 
impacted by reduced emissions. Analysis focuses on ozone production efficiency (OPE—
a measure of the number of ozone molecules produced by each emitted NOX 
(NOX = NO + NO2) molecule. Regulatory models such as CMAQ must correctly 
characterize OPE to support decisions on future approaches to reduce O3 concentrations. 
Since OPE increases as available reactive nitrogen in the atmosphere decreases, it is 
important to evaluate OPE at low NOX levels to ensure benefits of emissions reductions 
are not outweighed by increasing NOX efficiency at producing O3 in the atmosphere. 
Empirical finds that, while OPE has increased with emissions reductions, there is a spatially 
varying upper limit. CMAQ captures these changes relatively well, though slightly 
underestimates model responsiveness to emission changes. Overall, this evidence suggests 
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that NOX emissions reductions remain a viable solution for reducing the highest O3 
concentrations. 
The seventh chapter presents an evaluation of air quality policies, with a focus on 
the projection of regulatory effects on emissions into the future and the benefits and 
tradeoffs associated with various air quality and climate mitigation policies. Results from 
the Greenhouse Gas and Air Pollution Synergies model (GAINS) show that aggressive 
climate mitigation policies would have large air quality benefits, but air pollution policies 
are still necessary to reduce emissions important to human health, such as for heating and 
cooking in the domestic sector. 
The final chapter discusses conclusions and future research, split into three 
sections: accountability, air quality modeling, and policy projections. Future accountability 
studies should leverage advanced planning and multidisciplinary teams to develop and 
evaluate methods that link regulations to various outcomes at each link in the 
Accountability Chain. Researchers should employ expanded observational abilities (e.g., 
low-cost sensors, expansive monitoring networks, and satellites) to evaluate and improve 
air quality models. Further, air quality model evaluation and application will benefit from 
new data handling and statistical techniques. Policy projections will occur in different 
regimes for developed and developing countries. Developed countries will be increasingly 
concerned with background air pollution levels as their own contributions decline, and 
developing countries will be able to leverage the experience of developed countries. 
Projections in both groups will need to account for added uncertainty associated with a 
changing climate. 
This research, overall, shows what is already established: that regulations have 
improved air quality. However, the in-depth analysis provides important evidence that 
causally links regulations to emissions reductions and air quality improvements while 
accounting for numerous concurrent changes. It shows that the efficacy of past regulations 
has been variable: some provided substantial benefits while others have had limited effects. 
The work informed work by colleagues at Emory University who estimated the negative 
health effects avoided by the regulations described in detail here, thus completing the 
accountability study along the length of the Chain. This metered approach to following 
regulatory impacts across all of the links in the Accountability Chain will serve as an 
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example for future policy assessments. The bulk of the research is published in refereed 
journal articles, and is summarized in detail in a report to the Health Effects Institute 
(Russell et al., 2017). 
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CHAPTER 2. EVALUATING THE EFFECTIVENESS OF AIR 
QUALITY REGULATIONS: A REVIEW OF ACCOUNTABILITY 
STUDIES AND FRAMEWORKS1 
2.1 Abstract 
Assessments of past environmental policies—termed accountability studies—
contribute important information to the decision-making process used to review the 
efficacy of past policies, and subsequently aid in the development of effective new policies. 
The Health Effects Institute defines the air pollution accountability framework as a chain 
of events that includes the regulation of interest, air quality, exposure/dose, and the health 
outcome of interest, and suggests that accountability research should address impacts for 
each of these linkages. Early accountability studies investigated short-term, local 
regulatory actions (for example, coal use banned city-wide on a specific date or traffic 
pattern changes made for Olympic games). More recent studies have switched to 
regulations made over longer time and larger spatial scales. Studies on broader scales 
require accountability research methods that account for effects of confounding factors that 
vary over time and space. Improved estimates of appropriate baseline levels (sometimes 
termed ‘counterfactual’—the expected state in a scenario without an intervention) that 
account for confounders and uncertainties at each link in the accountability chain will help 
estimate causality with greater certainty. In the direct accountability framework, 
researchers link outcomes with regulations using statistical methods that bypass the link-
by-link approach of classical accountability. Direct accountability results and methods 
complement the classical approach. New studies should take advantage of advance 
planning for accountability studies, new data sources (such as satellite measurements), and 
new statistical methods. Evaluation of new methods and data sources is necessary to 
improve investigations of long-term regulations, and associated uncertainty should be 
accounted for at each link to provide a confidence estimate of air quality regulation 
                                                
1  A modified version of this chapter has been published as: Henneman, L.R.F., Liu, C., 
Mulholland, J., Russell, A. (2017) “Evaluating the effectiveness of air quality regulations: 
A review of accountability studies and frameworks.” Journal of the Air and Waste 
Management Association. Vol. 67, Issue 2 
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effectiveness. The final step in any accountability is the comparison of results with the 
proposed benefits of an air quality policy. 
Implications: The field of air pollution accountability continues to be important to 
a number of stakeholders. Two frameworks, the classical accountability chain and direct 
accountability, have been used to estimate impacts of regulatory actions, and both require 
careful attention to confounders and uncertainties. Researchers should continue to be 
develop and evaluate both methods as they investigate current and future air pollution 
regulations. 
2.2 Introduction 
Air pollution accountability is a growing field that seeks to assess the effectiveness 
of regulatory actions, with governments and stakeholders that must control their emissions 
taking particular interest in the outcomes of such studies (Health Effects Institute, 2003). 
Early work in the field focused on air pollution and health impacts of local regulatory or 
non-regulatory actions (such as a major local air pollution source shutting down, e.g., due 
to economic factors). In the last decade, the methods have expanded to include long-term 
assessments of multiple control programs implemented over large spatial domains.  
2.2.1 The Accountability Chain 
The later decades of the 20th century saw major reductions in ambient air pollution 
concentrations in developed nations as governments enacted regulatory actions to curb 
emissions and subsequently protect human and environmental health (Hubbell et al., 2009; 
National Research Council, 2004). These three elements–regulations, emissions, and 
health–represent three of the five links in the Accountability Chain (air quality and 
exposure are the others: Figure 2-1, left side), which tracks the effects of an air quality 
regulation from promulgation to final impacts on public health. The goal of accountability 
research is to assess environmental policies by attributing causality (or lack thereof) of 
changes to links in the accountability chain to a regulatory action, and a successful 
accountability study should address each link in the chain between the regulatory action 
and the endpoint of interest (Health Effects Institute, 2003). At the conclusion of the 
analysis, study results should be compared with estimates of the proposed benefits of the 
regulations to air policy makers in decisions regarding future regulations. The majority of 
studies completed to present define either air pollution concentrations or health outcomes 
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as the endpoint of interest, while a few also assess economic impacts. Numerous studies 
have been published in this domain since the HEI’s 2003 report (e.g. Dockery et al., 2013; 
Kelly et al., 2011; Morgenstern et al., 2012; Peel et al., 2010; Peters et al., 2009; Wong et 
al., 2012).  
 
Figure 2-1. Classic accountability chain (left) and direct accountability framework 
(right). Confounding factors (red portion of the arrows) increasingly obscure the 
observable signals attributable to regulations (blue portion) between the links in the 
accountability chain. Further down the chain, the observed response is impacted only 
partially by regulations. Direct accountability studies seek to directly link regulatory 
actions to changes in air quality and/or health outcomes. Classic and direct 
accountability studies strive to take into account as many confounders as practical, 
though they use different methods to do so. At multiple points in both frameworks, the 
opportunity exists to compare with each regulation’s proposed benefits and update the 
approach in new regulatory actions. 
Defining causal relationships between any one of the links presents a difficult 
challenge, and assessing each link in the chain is even more arduous (Bell et al., 2011). 
Often, studies link changes in the outcome of interest to regulatory actions by making 
assumptions about the intermediate links in the accountability chain. Most studies identify 
a regulatory action of interest, and then use statistical or deterministic modeling of multiple 
other links in the chain to associate emissions with air quality and/or air quality with a 
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health outcome (e.g., Clancy et al., 2002; Hou et al., 2010; Kelly et al., 2011; Morgenstern 
et al., 2012; U.S. EPA, 2011, 1999a; Zigler et al., 2012).  
The Health Effects Institute (2003) noted that a successful accountability study 
should address effects of regulatory actions on outcomes at each link in the accountability 
chain. Confounders at each link cloud the signal, and these factors compound through the 
length of the chain, increasingly obscuring the signal from the regulation at each link 
(Figure 2-1). Further, confounding variables and changes due to a regulatory action may 
not be wholly independent. For example, electric utilities use a complex decision-making 
process when deciding whether to retrofit or shutter old plants and/or build new ones. 
Inputs to these decisions include regulations, projected population changes and fuel costs, 
and geographic constraints, and can include stakeholder review and public oversight 
(National Research Council, 2004). This multitude of variables that affects these decisions 
makes it impossible to attribute some changes in emissions wholly to specific regulations. 
Given the issues involved in approaching accountability link-by-link, Zigler and Dominici 
(2014) suggest that direct accountability (discussed in more detail below) provides an 
attractive alternative. 
Regulations. The first step in the accountability chain is the adoption of a policy 
and the ensuing regulations or related interventions. The regulation may or may not call 
for specific changes in emissions, and is, itself, subject to varying levels of success; e.g., 
the degree to which the regulation leads to actions that could result in emissions changes. 
For example, an area being found to be in non-attainment of the National Ambient Air 
Quality Standards in the United States does not lead directly to a set of specific emissions 
controls—each state that contains a non-attainment area submits a State Implementation 
Plan that details the actions it will take to reduce pollution levels (National Research 
Council, 2004; Zigler et al., 2016). These actions could include a regulation that specifies 
legal emissions amount and/or controls on a facility. An example of this in Georgia State—
the Multipollutant Control Rule promulgated in 2008lists specific control technologies for 
each unit of electric generating units in the Atlanta area, which was in non-attainment for 
both ozone and PM2.5 (Georgia EPD, 2013). Regulations may also lead to or be associated 
with unintended consequences, such as increased vehicle traffic carrying visitors to the 
Shanghai World Expo during a period of reduced industrial activity (Hao et al., 2011). 
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Emissions. Emissions of air pollutants are affected by multiple factors at a range of 
time scales from decadal to less than daily, including climate, population growth/decline, 
changes in the economy (including economic effects of air quality emissions, costs to 
operate in different areas, and fuel prices), regulatory actions, meteorology, weekly 
demand, and work travel patterns. Because of these factors and the general difficulty and 
expense of measuring emissions, typically only large sources, such as power plant stacks, 
are directly measured. Emissions from other sources (e.g. automobiles) are estimated as 
the sum of multiple smaller or individual sources. It is not yet practical to measure 
emissions from all of the cars all of the time, so the total fleet emissions are modeled, which 
introduces uncertainties (U.S. EPA, 2011). Uncertainties in data used by those models 
include emissions factors and activities, and studies have identified major biases in 
emissions estimates. For example, in the 1980s, the SCAQS tunnel studies identified that 
VOC and CO emissions were much higher than estimated (Lawson, 1990; Pierson et al., 
1990), and that a small number of vehicles emitted a high percentage of total mobile 
emissions (these vehicles were termed ‘super-emitters’) (Lawson et al., 1990). Current 
ambient ground- and satellite-based observations studies have found a disagreement of up 
to a factor of two in emissions modeling (Anderson et al., 2014; Goldberg et al., 2016; 
Souri et al., 2016).  
The lack of direct measurements makes it challenging to assess how emissions are 
changing, much less how they are responding to specific regulations. Further, in developed 
and developing countries alike, emissions sources are regulated under a number of statutes 
implemented at various times and applied over various spatial scales (Health Effects 
Institute, 2003). Such complexities are likely to increase as interest grows in a multimedia 
approach to environmental issues (Klausbruckner et al., 2016; Murray, 2013).  
Even for sources whose emissions are well characterized, it can be difficult to 
assess the impacts of regulations. For example, if a regulation would lead to costly controls 
or plant retrofits, a utility may decide to shutter a plant before they otherwise would, 
“move” emissions, such as by increasing activities in one location and decreasing activities 
in another, or, in order to avoid New Source Review requirements, keep older plants online 
(National Research Council, 2004). Other external factors can play a role, such as 
economic activity that drives reduction in demand during recessions (Chay and 
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Greenstone, 2003) or changing fuel costs, which may or may not be directly linked to 
regulatory actions (National Research Council, 2004). Quantifying the actual impacts 
becomes more uncertain as the length of time assessed grows. 
Studies have employed various techniques for addressing each of these challenges 
in order to attribute changes in emissions to specific interventions. For example, estimates 
of how mobile emissions have changed in response to regulations come from studies on a 
limited number of vehicles, changes in emissions factors and ambient observations (e.g., 
in tunnels), and emissions models (McDonald et al., 2013; National Research Council, 
2004). In studies on interventions that occurred over short time periods, for instance, long-
term trends in emissions are typically ignored, and baseline emissions are taken as the 
period before (or after, in the case of interventions that expire) the intervention (Friedman 
et al., 2001; Hou et al., 2010; Peel et al., 2010). Studies on long-term interventions typically 
either assess changing emissions over time (e.g., Butler et al., 2011; Gégo et al., 2007; 
Godowitch et al., 2010) or model an estimate of counterfactual—i.e. what would have 
happened had there not been an intervention—by assuming a constant emissions rate from 
a baseline year throughout the study period (e.g., Daskalakis et al., 2016; Gégo et al., 2008; 
Morgenstern et al., 2012). 
Air Quality. The impacts of regulations and emissions on air quality have been well 
studied using both empirical (Blanchard et al., 2012; Butler et al., 2011; Harrington et al., 
2012; Pierce et al., 2010; Zigler et al., 2012) and non-empirical (i.e. deterministic) air 
quality modeling (e.g., Daskalakis et al., 2016; Simon et al., 2015; Wang et al., 2014) 
approaches, each of which has strengths and limitations. Empirical approaches directly use 
observations of air quality, thus are tied to observations that are presumed to have relatively 
small uncertainties. Statistical techniques provide both associations between emissions 
changes and air quality and uncertainty estimates. However, statistical linkages to 
emissions changes or the underlying interventions are subject to confounding factors and 
require a number of modeling assumptions. If not all factors are correctly accounted for 
and assumptions justified in the approach, the associations will be flawed (Chang et al., 
2014; Harrington et al., 2012; Zigler et al., 2012). Deterministic air quality models include 
state of the science characterizations of atmospheric processes, but are subject to 
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uncertainties in model inputs and parameterizations and numerical errors (Napelenok et al., 
2011; Simon et al., 2012; Appel et al., 2008).  
Two empirically-based approaches commonly used for evaluating the impacts of 
regulations on air quality are time series analysis and source apportionment. Time series 
analysis involves relating changes in meteorology and/or emissions to ambient 
measurements. Methods that link only meteorological variability (not emissions) to 
ambient concentrations are focused on detrending air pollution in order to assess long-term 
trends without added interference of meteorology (Camalier et al., 2007; Cox and Chu, 
1993; Flaum et al., 1996; Gégo et al., 2007; Henneman et al., 2015; Kuebler et al., 2001; 
Milanchus et al., 1998; Rao et al., 1995). Other methods seek to directly relate changes in 
measured concentrations with regulatory actions (Zigler et al., 2012), emissions changes 
(Butler et al., 2011; Harrington et al., 2012), or fuel consumption (Russell, 2015). Such 
methods can be used with counterfactual emissions estimates to model potential outcomes 
that assume no regulations. Source apportionment (the attribution of observed 
concentrations to specific sources) remains an active area of research (Blanchard et al., 
2012; Hopke, 2016; Hu et al., 2014; Yuan et al., 2013). Empirical accountability studies 
typically define a baseline period of air quality during the time periods before and after an 
intervention (e.g., Clancy et al., 2002; Friedman et al., 2001; Peters et al., 1996), or, 
alternatively, in the location of the intervention versus a control region (e.g., Lin et al., 
2012; Peel et al., 2010; Wong et al., 1998), and quantify resulting changes. Zigler and 
Dominici (2014) point out potential issues with the classical approach, including the fact 
that it relies on extrapolating associative relationships and counterfactual scenarios that 
cannot be evaluated using measurements. 
Deterministic air quality models directly estimate the impacts of emissions changes 
on changes in air quality. Such models make it possible to distinguish the effects of 
multiple regulations happening simultaneously through the estimation of emissions-
concentration sensitivities (Napelenok et al., 2011; Simon et al., 2013). These models have 
been used to estimate counterfactual concentrations (Daskalakis et al., 2016; Gégo et al., 
2008; Godowitch et al., 2010; Wang et al., 2014) and are primary tools used to assess 
proposed regulations (e.g., U.S. EPA, 2005a, 2005b, 1997a) and demonstrate future 
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attainment with air quality standards as part of State Implementation Plans (SIPs) (National 
Research Council, 2004).  
Exposure/Dose. Challenges that arise in estimating exposure (and the subsequent 
health effects) to air pollution in accountability research are similar to those in other air 
pollution epidemiologic research (Cox and Popken, 2015). In most cases, scientists use air 
quality at a central monitor (or a group of monitors) to approximate exposure for all cases 
in the sample population, though recent studies have used results from combined multiple 
models and satellite data (e.g., Lee et al., 2015; Pachon and Balachandran, 2012). For daily 
statistical time series models, researchers often include multiple lag terms or averaging 
periods to assess various relationships between health outcomes and measured 
concentrations. A few studies use population-weighted concentration (Hou et al., 2010) 
and personal exposure monitoring (Wu et al., 2010). Some studies opt to not assess 
exposure, and instead apply statistical techniques that test for a change in health outcomes 
rates over the pre-defined time period of the intervention (Greenstone, 2004; Pegues et al., 
2012; Zigler et al., 2016). Specific issues in relating air quality changes to exposures when 
conducting accountability studies include diagnosing both model uncertainty and 
parameter uncertainty in model selection (Morgenstern et al., 2012), missing data (Bell et 
al., 2011; van Erp et al., 2011), and estimating baseline exposure for the no-control case 
that accounts for appropriate confounders (Health Effects Institute, 2003). 
Health Effects. Increased air pollution has been linked to negative health outcomes 
in numerous studies (Dockery et al., 1993; Garcia et al., 2011; Laden et al., 2006; Lim et 
al., 2013; S. Lin et al., 2013). Outcomes of greatest interest include morbidity and mortality 
associated with respiratory symptoms and cardiovascular disease (CVD) (Bell et al., 2011). 
Acute asthma events, heart rate variability (Wu et al., 2010), birth weight (Rich et al., 
2015), and bronchial hyperreactivity (Wong et al., 1998) have been studied as well. Most 
studies relate time periods of regulatory actions or changes in emissions to the health 
outcome of interest while controlling for environmental or population-related confounders, 
including meteorology, time trends, location, and age. Researchers then apply these models 
to a baseline pollution level (either from before/after the intervention of interest or a 
counterfactual) to estimate the relative risk of the response of interest to the regulatory 
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action. Some extend this to estimate the number of outcomes avoided due the regulation 
being adopted. 
Zigler and Dominici (2014) argued that many studies (particularly those that 
compare periods before and after a regulatory action) do not account for all the factors that 
may impact a changing health response, and fail to address the uncertainties in the results 
relating to such an assumption. Cox (2013) discussed appropriate statistical methods for 
determining causality independent of a researcher’s personal biases, such as Granger 
causality, conditional independence, and counterfactual causality tests. 
2.3 Scope of this Work 
This review assimilates work to date in the emerging field of accountability 
research. The studies are limited to those that assess air quality regulations in terms of at 
least one of the links in the accountability chain, and the focus is on studies that assess past 
regulatory action—as opposed to work that projects the effects of future regulations—or 
related events, such as a recession. A previous review (Bell et al., 2011) discussed 
publications focused specifically on the health endpoint. The current review extends their 
analysis by summarizing work that assesses other steps in the accountability chain, adding 
studies that have been published since 2011, and discussing future directions and 
challenges of accountability research. 
In the next section, “Accountability Study Approaches”, we present popular 
approaches taken by previous studies to investigate regulatory impacts on links in the 
accountability chain. Studies are grouped based on their endpoint of interest; for example, 
some studies are interested only in the regulatory impact on air quality, while others are 
interested in the impact on health effects. The following section, “Accountability Case 
Studies”, reviews specific regulatory actions and the related works. The focus here is on 
discussing the ability of research methods to control for confounding factors. The next 
section reviews three previous commentaries on accountability studies. In the final two 
sections, we highlight challenges and future directions in accountability research, and 
conclude by summarizing the work and commenting on which aspects of accountability 
research deserve the most attention moving forward. 
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2.4 Accountability Study Approaches 
Most accountability studies chose as an endpoint one of the links in the 
Accountability Chain: emissions, air quality, or health outcomes, though some addressed 
each step (Table 2-1 and Table 2-2). The endpoint of interest (i.e. emissions, air quality, or 
health outcomes) is associated with the depth of analysis at each link in the accountability 
chain. Columns in Tables 1-1 and 1-2 describe the types of analysis at each of the links in 
the Accountability Chain for each study. While health and air quality are the most common 
endpoints assessed (indeed, each of the studies that assessed health as an endpoint made an 
attempt to characterize the change in air quality associated with the regulatory action of 
interest), a few studies focused on the effectiveness of regulatory actions at reducing 
emissions. Implementation time scales investigated by the studies in this review fall into 
two categories: those implemented over a relatively short-term time frame (i.e., associated 
with hosting special events, such as the Olympics), and those implemented gradually over 
a long time scales (on the order of years) (Table 2-1 and Table 2-2). The studies focused 
on varied geographical scales, from single cities to global. The following subsections 
describe the approach of studies that define each of the three endpoints, and precede 
examples of specific case studies.
 
Table 2-1. Accountability studies with emissions and air quality endpoints. 
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Table 2-1. (Continued) 































































































































































































































































































































































2.4.1 Emissions Endpoint Studies 
In the United States, multiple studies have assessed the impacts of new regulations 
and a changing fleet on mobile emissions, and have found significant reductions in 
emissions of multiple pollutants since the 1990s (Ban-Weiss et al., 2008; Dallmann and 
Harley, 2010; Harley, 2014; Kean et al., 2009; Kuwayama et al., 2013; McDonald et al., 
2013, 2012). The National Emissions Inventory (NEI), assembled by the EPA every three 
years, is one example of an emissions endpoint study (https://www.epa.gov/air-emissions-
inventories/national-emissions-inventory). The NEI seeks to quantify emissions from all 
sources of criteria air pollutants, criteria pollutant precursors, and hazardous air pollutants. 
Development of the NEI has employed a variety of methods (primarily bottom-up) 
depending on the source to assimilate emissions estimates and depends on data from each 
of the states. An example of bottom-up emissions estimates is large point sources, which 
are required to measure their stack emissions and report these to the EPA (U.S. EPA, 2016).  
One type of top-down emissions estimate is using satellite measurements of column 
concentrations of air pollutants. The raw data from satellites must be treated by models that 
make numerous assumptions, such as the shape of the pollutant’s vertical profile and the 
relationship between the actual measurement to the pollutant of interest (Streets et al., 
2013). Satellite data have the benefits of being available with relatively small time lag than 
other emissions assimilating techniques and covering a wide spatial scale. Limitations 
include measurement drift, interference from clouds and surfaces with high albedo, and 
temporal coverage, which depends on each satellite’s orbit. Streets et al. (2013) review 
multiple studies that have used satellite measurements to track changes in emissions at 
various spatial and temporal scales (Lamsal et al., 2011; Lin et al., 2010; van der A et al., 
2016). Lamsal et al. (2010) compare satellite inventories to bottom-up inventories from 
different world regions, and finds an agreement of 6.0% globally (where 6.0% represents 
the relevant fraction of the bottom-up inventory) between the two. 
The majority of emissions endpoint accountability studies compare emissions 
before/during/after an intervention. Studies that assess regulations implemented over many 
years (e.g. the 1990 CAAA), must account for longer-term trends than those impacted by 
controls, such as trends in fuel use, miles traveled, etc. Accountability studies focused on 
events that occur on short time scales (e.g. policies for the Atlanta and Beijing Olympics, 
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which lasted a few weeks) ignore long-term emissions trends (Kuwayama et al., 2013; Li 
et al., 2010).  
Others have used measurements at high resolution to estimate changes in emissions 
factors in real-world driving situations (Ban-Weiss et al., 2008; Kean et al., 2009; 
Kuwayama et al., 2013). Estimates have been made both for fleet averages (Ban-Weiss et 
al., 2008; Kean et al., 2009) and specific vehicles matched by registration number (Harley, 
2014). Alternatively, researchers have applied source apportionment techniques to ambient 
measurements to estimate emission changes (Huang et al., 2012; Kuwayama et al., 2013; 
B. Wang et al., 2010). In China, Schreifels et al. (2012) compared SO2 emissions reductions 
under different periods of environmental policies (Five-year Plans), and found a 28% 
increase in emissions during the 10th Five Year Plan (2001-2005) and a 14% decrease 
during the 11th Five Year Plan (2006-2010). The government’s goals were 10% reductions 
in both of the periods. 
For emissions estimates made using emissions factors and activity level, it is 
straightforward to estimate a counterfactual realization of emissions that assumes no added 
controls under the regulation of emissions and the same activity level. This approach is 
taken in a number of studies that focus on the air pollution endpoint (Daskalakis et al., 
2016; Gégo et al., 2008; Morgenstern et al., 2012). 
2.4.2 Air Pollution Endpoint Studies 
A second group of studies focus on the impacts of emissions regulations on air 
quality. Researchers place as a high priority the comparison of the magnitudes of effects 
of changing meteorology versus changing emissions on measured or modeled 
concentrations, and studies with this endpoint usually assess long-term interventions. Two 
main approaches are used to address the linkage between emissions and air quality: 
empirical approaches, including statistical modeling, often with meteorological detrending 
(Butler et al., 2011; Camalier et al., 2007; Gégo et al., 2007; Henneman et al., n.d., 2015; 
Kuebler et al., 2001; Liu et al., 2012; Rao and Zurbenko, 1994) and chemical transport 
modeled dynamic analysis (Colette et al., 2011; Gégo et al., 2008; Godowitch et al., 2010, 
2008; Xing et al., 2011). A third approach tests directly whether designations of non-
attainment, which required further actions by local governments, has led to the area 
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achieving its goals of improved air quality (Greenstone, 2004; Pegues et al., 2012; Zigler 
et al., 2016). 
Empirical assessments of how the atmosphere responds to controls typically rely 
on developing statistical relationships of long-term ambient observations with emissions. 
These relationships, however, are confounded by meteorological variations, particularly in 
shorter-term studies. Identifying atmospheric responses over shorter periods–e.g., less than 
multiple years–can be difficult, and over periods of less than one year, meteorological 
variations dominate (Camalier et al., 2007; Rao and Zurbenko, 1994). Two events and 
associated accountability studies (described in more detail below) that note the difficulty 
in accounting for meteorological variability are the Atlanta Olympics Studies (Friedman et 
al., 2001; Peel et al., 2010) and the Shanghai World Expo (Y. Lin et al., 2013). 
Air quality models provide a second, complimentary approach to link emissions to 
air quality changes. These models directly provide emissions-air quality relationships by 
describing and following emissions, transport, transformation, and fate in the atmosphere. 
However, they are subject to uncertainties in inputs and model parameterizations 
(Napelenok et al., 2011). In dynamic analysis, researchers model two (or more) time 
periods and assess the ability of the model to capture observed trends across the time span 
of interest, with a particular interest in controlling for meteorological variability (Colette 
et al., 2011; Gégo et al., 2008; Godowitch et al., 2010, 2008; Kang et al., 2013; Napelenok 
et al., 2011; Pierce et al., 2010; Xing et al., 2011). Some studies then repeat the modeling 
over the same domain with switched meteorological and emissions fields (Foley et al., 
2015a, 2015b; Godowitch et al., 2008). The differences in modeled concentrations between 
model runs with the same meteorological inputs and different emissions represent the 
change attributable to emissions, and the differences between runs with different 
meteorology and the same emissions are attributable to meteorological changes. 
Other air pollution studies seek to link changes in air quality with changes in 
emissions using statistical modeling techniques. These range from linear models 
(Harrington et al., 2012; Henneman et al., n.d.) to principal components analysis (PCA)-
related and other source apportionment techniques (Balachandran et al., 2012; Blanchard 
et al., 2012; Hopke, 2016). Each source apportionment technique carries with it 
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uncertainties, and there have been recent efforts in this domain to combine results from 
multiple methods (Balachandran et al., 2012; Hopke, 2016). 
In general, studies focused on estimating the change in air pollution due to 
emissions changes exert more effort explicitly accounting for differing meteorological 
conditions, while those focused on health do not when assessing changing air quality. 
However, most health studies do account for meteorology in their health models. By more 
fully accounting for regional meteorological patterns around the time of the 1996 Olympics 
in Atlanta, Peel et al. (2010) were unable to associate improved air quality with emissions 
reductions, a link that was found earlier by Friedman et al. (2001).  
2.4.3 Health Endpoint Studies 
Health outcome studies attempt to answer the question “what change in outcome 
response (if any) can be associated with the intervention of interest?” Such studies begin 
with an assessment of the intervention, which usually involves a comparison of air quality 
and health outcomes before and after the intervention using descriptive statistics (e.g. 
Dockery et al., 2013; Peters et al., 1996). Some studies couple this with a discussion of the 
meteorological conditions before, during, and after the intervention. Most employ a 
regression analysis to link changes in a measure of public health (e.g. morbidity or 
mortality) to changes in air quality, either by estimating outcome rates before/after an 
intervention or using direct associations of the outcome with a measure of air quality. 
Studies that seek to estimate the direct response of the health outcome to air pollution 
include a measure of the exposure of air pollution (e.g. annual average, multiple day lag, 
etc.) (e.g., Laden et al., 2006; Lee et al., 2007; Peters et al., 2009; Pope et al., 2009; Wu et 
al., 2010). Many studies have linked increased risk of disease and death, however, there is 
uncertainty in the shape of the concentration-response (C-R) function; there is evidence 
that the C-R function is supralinear, which provides evidence that potential benefits of 
reducing air pollution are greatest in relatively clean areas (Pope et al., 2015). Other studies 
do not estimate air pollution exposure, and instead either use factor variables to address 
changing conditions before and after the intervention or train different models for different 
time periods (e.g., Clancy et al., 2002; Peel et al., 2010). Regressions include many 
independent variables to reduce confounding that are chosen based on the data available, 
researchers’ initial understanding of the problem, and the model selection process, which 
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usually involves removing covariates with high standard errors one by one (Pope et al., 
2012). Results are reported in the form of change in health response rates or excess risk 
from air pollution attributable to the intervention. 
Many accountability studies that assess health impacts do not fully address the 
relationships between regulations, emissions, air quality, and dose, a recommendation 
made by the HEI (Health Effects Institute, 2003). Often (particularly in short-term studies), 
the baseline scenario is taken as the time before the intervention, an assumption that fails 
to address changes in confounding variables that may occur simultaneously with the 
intervention (Zigler and Dominici, 2014). In long-term studies, confounders that impact 
health and are correlated with changing air pollution concentrations (such as access to 
health care) make finding statistical associations between life expectancy and air pollution 
policies difficult (Wong et al., 2012). Further, health studies use meteorological metrics to 
control health response models, but do not assess air pollution changes while controlling 
for meteorology or locations surrounding study area. Many studies of short-term events do 
not investigate changes in other emissions at the same time as the intervention. 
Recent research has discussed the issues with confounding and scientist biases that 
constitute an issue with the approach of linking health outcomes with air pollution 
concentrations and estimating a counterfactual (Cox and Popken, 2015; Pope et al., 2012; 
Zigler and Dominici, 2014; Zigler et al., 2016). Cox and Popken (2015) and Zigler and 
Dominici (2016) argue for and apply more advanced statistical tests and methods that go 
further to assess the causality (instead of the correlation) of air pollution outcomes. These 
authors argue that the typical approach, which uses models that associate observed 
concentrations with health outcomes, is inappropriate for the question of interest. They 
posit that a more appropriate question, ‘What is the relationship between a specific 
regulation and health?’ better serves the goal of accountability research. In order to answer 
this question, Cox and Popken suggest using such methods as conditional independence 
and Granger Causality tests, which are statistical methods that better account for alternative 
explanations for correlations between, for example, air pollution and health. Zigler and 
Dominici (2016) use two statistical methods—principal stratification and causal mediation 
analysis—to test for causal linkages between long-term air pollution interventions, air 
quality, and public health.  
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2.4.4 Comparison with Pre-Regulation Impact Assessments 
The United States EPA publishes detailed analyses of the anticipated benefits of a 
regulation before it is promulgated in regulatory impact assessments (RIAs) (e.g. U.S. 
Environmental Protection Agency, 2005a, 2005b, 1999, 1997). For air quality regulations, 
RIAs estimate effects of the regulation on emissions, air quality, and human/ecosystem 
health. Further, the EPA estimates an expected cost of the regulation based on the controls 
or other changes needed to meet emissions targets. 
The 2003 HEI report recommends using outcomes assessed in RIAs as starting 
points for accountability assessments in order to evaluate the conclusions of the RIA. 
Harrington et al. (2012) compared the results of their accountability assessment of the 
Clean Air Interstate Rule (CAIR) with projected impacts reported in the RIA from the same 
rule (U.S. EPA, 2005b). They note that direct comparison is difficult due to differences in 
the methods used and context of the two studies. The authors compare both the final results 
(changes in PM2.5 concentrations in the Eastern United States attributable to the 1990 Clean 
Air Act Amendments) and the sensitivities of PM2.5 to utility emissions. They find that 
their post-intervention estimates of air quality changes generally align. Given the current 
trend of assessing the accountability of longer-term regulatory actions (many of which 
were accompanied by an RIA), the comparison of accountability analyses with impact 
estimates prior to the regulation is an important step to assess and improve the regulatory 
process.  
2.5 Accountability Case Studies 
This sections reviews policy and intervention scenarios that have attracted interest 
in accountability research. Many of these have been investigated multiple times, some with 
updated methods each time and some with updated data (e.g. emissions, air pollution 
measurements, or health outcomes data).  
2.5.1 1986-87 Utah Valley Steel Mill Closing 
The Geneva steel mill, a major source of air pollution in Utah Valley, closed for a 
period of one year spanning 1986-87 due to a labor dispute (Pope, 1989). While the closing 
was not due to a regulation, the analysis conducted on the resulting health impacts is of 
interest in accountability studies, as similar methods may be used to assess potential health 
impacts resulting from regulations leading to emissions changes. Pope related ambient 
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measurements of particulate matter with a diameter less than or equal to 10 µm (PM10) and 
respiratory-related hospital admission using a multiple regression model. They used 
hospital admissions outside the county as a control, and further controlled for temperature 
cofounders. The researchers observed nearly doubled PM10 concentrations in the valley 
when the mill was open compared to when it was closed, and found associations between 
multiple health outcomes and PM10 levels across the time periods before, during, and after 
the intervention.  
A goal of this study was to determine whether negative health outcomes could be 
associated with ambient air pollution concentrations over a period of such a large change. 
The author discussed other sources of emissions in the valley (noting that they were small 
in comparison to the mill), compared air quality before, during, and after the intervention, 
used different estimates of dose in the health outcomes regression models, and controlled 
for various confounders. In total, results from 18 models with various combinations of 
health outcomes and confounders were reported. 
 The results of this laid groundwork for future accountability studies of short-term 
interventions. Pope showed that the association of PM10 with various health outcomes was 
robust to a number of different models across a period of changing emissions, and used 
similar regressions with health outcomes at nearby hospitals to control for coincidental 
decreases in influenza when the plant was closed. The author noted that PM10 may serve 
as a surrogate measure for other pollutants, but did not find evidence to suggest that PM10 
was serving as a surrogate for ozone. 
2.5.2 1990 Dublin Coal Ban 
In response to poor air quality in Dublin attributed to the use of coal for heating 
during the 1980s, the government banned coal sales in the city beginning on 1 September, 
1990. The subsequent improvement in air quality provided an opportunity to assess the 
impacts of the ban on public health outcomes. Clancy et al. (2002) compared seasonal black 
smoke (BS), sulfur dioxide (SO2), temperature, relative humidity, and non-trauma death 
rates for six years before the intervention and six years after. Death rates were estimated 
and adjusted in order to account for other changes happening in Dublin parallel with the 
ban, including meteorology, changing age distribution, and respiratory disease epidemics 
(influenza). Other changes that could not be captured were accounted for by adjusting death 
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rates by age-standardized death rates for the rest of Ireland, excluding Dublin. The authors 
found that BS concentrations decreased 70% after the ban and SO2 levels were reduced 
34%. The ban coincided with a reduction in respiratory and cardiovascular-related death 
rates similar in magnitude to those found by Pope (1989). They concluded that, even given 
decreasing death rates throughout Ireland, the coal ban led to substantial improvements in 
air quality and subsequent reductions in negative health outcomes. 
Dockery and colleagues revisited the Dublin coal ban in later studies, along with 
similar bans in other cities in Ireland that occurred in 1995, 1998, and 2000 (Dockery et 
al., 2013; Goodman et al., 2009). In their reassessment, which included a detailed 
sensitivity analysis and a more comprehensive approach for correcting for long-term 
background trends unassociated with each ban and other secular effects, they found only a 
decrease in respiratory mortality rates in Dublin after the 1990 ban, and no significant 
reductions at other locations after subsequent bans. The interrupted time-series study 
design used here, in which the health model included a binary variable that indicating 
controlled/vs. not controlled periods, is a direct accountability technique (discussed in more 
detail below). The lack of association in the follow-up analysis was linked to better 
accounting for background health trends in other parts of the country unaffected by the ban 
(Dockery et al., 2013).  
One drawback of the Dockery et al. (2013) study was the lack of measurement data 
in the control cities (i.e., those that did not implement a coal ban). The authors could draw 
conclusions on changes in air quality in districts that had the ban, but could not draw 
conclusions on how changes in these areas were confounded by similar changes seen 
throughout the country. Taken together, the two studies show how confounders—
concurrent changes in societal factors in this case—can obscure results obtained in 
accountability research. In the later study, more data on both spatial and temporal scales 
increased the number of viable analyses available to researchers and increased the ability 
to draw sound conclusions regarding the effectiveness of control programs. 
2.5.3 1990 Hong Kong Sulfur Ban 
In 1990, Hong Kong began requiring fuel oil (used for power generation and 
transportation) sold in the city to be 0.5% by weight sulfur or less. Multiple studies have 
assessed the impacts of the reduction on air pollution and public health coinciding with the 
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ban (Hedley et al., 2002; Liu et al., 2015; Peters et al., 1996; W. Wang et al., 2009; Wong 
et al., 2012, 1998). Peters et al. (1996) compared different areas throughout Hong Kong, 
and found that after the ban, more polluted areas experienced large reductions in SO2 and 
sulfate concentrations, and found subsequent associations with reduced respiratory 
symptoms in children. Peters et al. used multivariate logistic regression to estimate risk of 
respiratory problems related to a number of factors, including residence district, school, 
factors representing pre-and post-intervention, and multiple confounding variables. In this 
study and those that followed, researchers used results from surveys of children in primary 
school (Wong et al., 2012, 1998).  
Hedley et al. (2002) assessed the change in mortality rates associated with the ban 
using ambient concentrations and death records from all causes. The researchers used a 
Poisson regression model that accounted for seasonal fluctuations, temperature and relative 
humidity changes to estimate the relative change in average annual numbers of deaths in 
the five-year periods before and after the intervention. They found a reduction in seasonal 
deaths in the first 12 months after the intervention, and a return to the expected death rate 
from the 3rd year to the fifth. The authors concluded that the coal ban did have an effect on 
air quality and public health outcomes the first year, and the subsequent return to the 
expected rate was attributed to a delayed death phenomenon. They discussed how secular 
changes in death rates and other factors may have had an effect on death rates, but did not 
adjust the results using a control population. 
In the most recent follow-up, Wong et al. (2012) used long-term—5 years on either 
side of the ban—records of air pollution and mortality to investigate the effect of the 
intervention on lifespan. The study met difficulties, including the inability to separate 
health effects of different pollutants (nickel, vanadium, and SO2), and large uncertainties 
caused by high spatial and temporal variability through the study period. In their review of 
the project, the HEI concluded that the inability to control for potential confounders that 
correlated with changes in air quality means that there is little hope for estimating changes 
in life expectancy using daily time series models (Wong et al., 2012). 
The varied results in the Hong Kong studies show the difficulty in estimating 
impacts of regulatory actions, even when large amounts of data are available. An important 
aspect of each these studies was the comparison between more-and-less polluted districts, 
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which showed that more polluted districts experiences larger improvements than less 
previously less polluted districts. These areas, however, are not perfect controls, since they 
have many differences other than their pollution levels that could impact health outcomes 
(such as access to health care) (Wong et al., HEI Commentary, 2012). 
2.5.4 1996 Atlanta Olympics 
The 1996 Summer Olympics were held in Atlanta, GA, during which a local road 
traffic congestion management strategy was implemented for 17 days that included 
banning private automobile traffic in the downtown area, new options for public 
transportation, and alternative work hours for businesses. Friedman and colleagues (2001) 
compared air quality (multiple pollutants), childhood asthma and non-asthma acute events, 
meteorology, and vehicular traffic for the period during the Olympics to the four-week 
periods prior and post. They found significant decreases in traffic counts along with 
improvements in both air quality and public health over the period of the Games, but did 
note that the cause of the change in air quality was likely linked to both decreased emissions 
and favorable meteorological conditions. They concluded that, even with the influence of 
ideal meteorological conditions, the policies related to the Games had an impact on air 
quality and public health in Atlanta. 
Peel et al. (2010) revisited the same intervention using an expanded dataset of 
emergency department visits for 1995 through 2004, air quality and meteorological data 
from multiple monitoring sites in Atlanta and the surrounding counties, and traffic counts 
at 18 sites within the five counties of interest. Similar to Friedman et al., Peel et al. reported 
reduced concentrations of ozone and other air pollutants in Atlanta during the games, but 
further concluded that, in light of lower ozone levels across the Southeastern United States 
and meteorological conditions unfavorable to ozone production across the region, the main 
cause of improved air quality during the games was improved atmospheric conditions, and 
not a change in emissions. They did not find significant reductions in respiratory or 
cardiovascular emergency department visits in adults or children during the Games after 
adjusting for seasonal trends and other confounders, but the results were limited by a short 
time period of interest and low numbers of daily emergency department visits. 
Peel et al.’s study was limited by the intervention’s short duration, low numbers of 
emergency department visits, lack of control areas, and a difficulty in isolating the impact 
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of the control from typical temporal patterns in health effects (Peel et al., HEI Commentary, 
2010). The Atlanta Olympics studies provide examples of accountability studies that 
investigate an intervention from the perspectives of both the classic accountability 
paradigm and using the direct approach (i.e., using statistical methods that link the control 
period directly to the health outcome of interest). 
2.5.5 2008 Beijing Olympics 
As a condition for hosting the 2008 Olympics, the Chinese government agreed to 
reduce emissions in order to improve the air quality for both the Games and the ensuing 
Paralympic Games (Rich et al., 2012). This chain of events led to a number of studies 
assessing the effectiveness of the policies at reducing air pollution in the city and any 
associated health benefits (Hou et al., 2010; Li et al., 2010; Liu et al., 2015, 2012; Rich et 
al., 2015, 2012; Su et al., 2015; B. Wang et al., 2010; M. Wang et al., 2009; S. Wang et al., 
2010; Wang and Xie, 2009; W. Wang et al., 2009; X. Wang et al., 2009; Y. Wang et al., 
2009; Wu et al., 2010; Xing et al., 2011).  
An advantage to the planned emissions reductions in Beijing was that researchers 
had the opportunity to plan air quality observational studies, recruit test subjects 
beforehand, and test health outcomes during the intervention period—a major shift 
compared to the historical approach to accountability research of natural experiments 
designed after an intervention. Researchers planned ambient measurement campaigns (B. 
Wang et al., 2010; M. Wang et al., 2009; X. Wang et al., 2009) and used measurements of 
personal exposure (Wu et al., 2010) and health markers (Rich et al., 2012) to assess impacts 
of emissions reduction. Using data on birth weights in the Beijing area, Rich et al. (2015) 
found that babies in their 8th month of gestation during the Olympics were statistically 
significantly larger at birth than babies born at the same term the year before and after. Su 
et al. (2015) related CVD death counts to ambient pollution measurements while 
accounting for meteorology and air mass origin, and found a positive association. Hou et 
al. (2010) extended the analysis to an economic impact estimated based on value of 
statistical life and average outpatient costs in Beijing. All of the studies listed above found 
positive associations between reduced health outcomes and the time period of emissions 
reductions.  
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Xing et al. (2011) used a chemical transport model to estimate gas and particulate 
sensitivities to emissions and meteorology, and concluded that emissions controls during 
the period reduced the sensitivity of O3 chemistry to VOC emissions in Beijing. They noted 
the limitations of assuming a linear system in their modeling, but asserted that the results 
show how reduced emissions controls have important effects on atmospheric conditions 
even in time periods of meteorology favorable to reduced pollution. 
While most studies concluded that emissions controls led to improved air quality 
during the Olympics, Wang et al. (2009) used four day air plume back trajectories regressed 
against PM concentrations to conclude that 40% of the variability in ambient measurements 
was attributable to meteorology (compared to 16% attributable to emissions). The authors 
observed statistically significant changes in PM concentrations during the games compared 
to before and the Olympic games, but did not find statistically significant differences 
between source control and non-source control periods (controls were imposed a few 
weeks before the Games began). Wang et al. (2009) determined that wind direction from 
the cleaner territory to the northeast of the city during the Games created favorable 
conditions that reduced PM concentrations below what they would have been with just the 
controls. 
The Beijing Olympics studies show the expanded types of studies available to 
scientists who can plan in advance to implement accountability studies. These include 
special ambient air pollution, personal exposure, and health marker measurement 
campaigns. Future accountability studies should take advantage of planned rules and plan 
ahead in a similar fashion, but should extend the planning to measurements of confounding 
factors (e.g. smoking habits, accessibility of care, etc.).  
2.5.6 London Congestion Charging Scheme 
On 17 February, 2003, London introduced a congestion charging scheme (CCS) in 
the center of the city, along with other regional traffic changes in an attempt to reduce 
traffic within the city during work hours on weekdays (Atkinson et al., 2009; Kelly et al., 
2011). This intervention is an example of a policy not specifically designed to improve air 
quality, but one that may have potential benefits. Atkinson et al. (2009) used ambient 
concentrations measured at more than 40 monitoring cites in the greater London area to 
assess impacts of the CCS on air quality in the city. Using comparisons with geometric 
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mean background concentrations from monitors outside the city center, they were able to 
show evidence for decreased NOx, O3, PM10, and CO within the CCS zone, however, given 
the concurrent traffic changes, the authors were not able to fully attribute causality to the 
CCS. Later, the same group used more detailed statistical analyses, including use of 
estimates of emissions changes attributable to the CCS, and again found small 
improvements in air quality within the CCS zone (Kelly et al., 2011). Further modeling 
using estimated emissions provided evidence that the changes were attributable to regional 
air quality regulations, such as the requirement for buses to install particulate filters. 
These studies show the difficulty of quantifying the impacts of a single local 
regulatory action in the context of broader regional changes, variable meteorology, 
congruent regulations, and unanticipated institutional or behavioral changes that may be 
associated with a regulation. The results highlight the need for detailed estimates of 
uncertainties in measurements and modeling for each link in the accountability chain—the 
small improvements in air quality attributed to the CCS policy must be viewed with caution 
due to limited knowledge of the associated uncertainty (Kelly et al., HEI Commentary, 
2011).  
2.5.7 2010 World Expo in Shanghai 
In 2010, Shanghai hosted the 6 month-long (May-October) World Expo, and 
implemented a number of emissions control measures to improve air quality (Hao et al., 
2011; Huang et al., 2013, 2012; Y. Lin et al., 2013). The government imposed short-term 
limits on energy production, industries such as coking and cement-making, transportation, 
construction, and agricultural burning in the region.  
Hao et al. (2011) compared satellite measurements of NO2, aerosol optical 
thickness (AOT), and CO between the same period over the three previous years and six 
months after the Expo. They found reductions in NO2, AOT, and CO of 8%, 14%, and 12% 
compared to before the Expo, and subsequent increases in NO2 and AOT of 20% and 23% 
after the Expo. Huang et al. (2013) used high-resolution measurements of PM constituents 
to assess ambient pollution concentration trends during the Expo. They used back-
trajectory analysis to identify important sources and regions (similar to the Beijing studies, 
they determined the Central Plains to be a major source). Assessment of the constituent 
make-up led to the conclusion that controls on stationary sources led to the reduction in 
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sulfate aerosols over the period of the Expo, but found significant increases in nitrate 
aerosol, which the authors attributed to increased traffic from visitors to the region during 
the Expo. This study discusses meteorological conditions, but does not adjust for 
meteorological fluctuations in their analysis. 
Y. Lin et al. (2013) used measurements from 53 measurement sites in the Yangtze 
River Delta (YRD) region that includes Shanghai, and found that air quality was worse in 
May, June, and October, and that it was improved in the intermediary months. The 
researchers concluded the cleaner months aligned with wind patterns from the sea, which 
led to cleaner air near the coast and deteriorated air quality inland. They attributed lower 
SO2 and PM10 concentrations during the Expo to limits imposed on power plants, industry, 
and construction, and higher NOx, CO, and O3 to increased vehicular traffic associated with 
visitors to the region for the Expo.  
The study period for the Shanghai World expo had the benefit of being longer (6 
months) than other short-term intervention studies (e.g. the Atlanta or Beijing Olympics). 
However, Lin et al.’s investigation into wind patterns led to the conclusion that 
meteorological variability and regional transport played an important role in the changes 
in air quality during this period. All three studies discussed here noted the role of an 
unanticipated outcome of an intervention—i.e. increased traffic due to visitors to the 
region. Their use of satellite and monitoring data, statistical descriptions and back-
trajectory analysis provide an example of a multimedia approach to accountability 
research, which should be employed in further studies as available and applicable.  
2.5.8 Port of Oakland Diesel Trucks Retrofit 
Shipping ports are a major source of PM air pollution in coastal areas (Harley, 2014; 
Kuwayama et al., 2013). The state of California instituted controls on multiple sources 
associated with activities at ports, one of which was the Comprehensive Truck 
Management Plan, which began in October 2009. The program required that trucks meet 
emissions standards (requiring the use of a diesel particulate filter, or DPF) and register 
with the Port database by April 2010. Kuwayama et al. (2013) applied Positive Matrix 
Factorization (PMF), a source apportionment technique, to PM measurements near the port 
for weekdays between 8 March 2010 and 28 March 2010. They used the entire time period 
to train the PMF model, but only used a subset of days selected for wind speed and direction 
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coming from the Port in the analysis. The authors found that contributions of port truck 
traffic to PM components decreased by amounts ranging from 66% to 87%. 
Harley (2014) measured concentrations at high time resolution at a major access 
road to the same port in 2011 and 2013. Emissions factors of passing trucks were estimated 
from the measurement data, and related to the passing vehicle using the registration 
database, which included information on model year and DPF retrofit status. The authors 
reported 99% coverage of DPF technologies, and reductions in fleet-averaged emissions 
factors of 76±22% and 53±8% of black carbon and NOx, respectively over the period 2009-
2013, which align with prior estimates by Kuwayama et al. (2013). 
These studies show how before and after measurements can be made directly of 
emissions related to interventions, again exemplifying a benefit of planning an 
accountability study before a regulation goes in effect. Continuous emissions monitoring 
is available for large power plants in the United States (U.S. EPA, 2016), but availability 
is low for mobile sources. 
2.5.9 Regulations under the 1990 United States Clean Air Act Amendments 
Actions taken under the 1990 Clean Air Act Amendments (CAAA) presented 
researchers with an opportunity to extend accountability analysis from the short-term 
actions described above to actions taken incrementally over many years. Further, nation-
wide ambient air quality networks made it possible to assess impacts over broad spatial 
scales. Between 1997 and 2011, estimated nationwide (United States) NOx and CO 
emissions dropped by about 50% and 60%, respectively (He et al., 2013), and 95th 
percentile summertime ozone decreased over the period 1998-2013 by 1-2 ppb yr-1 (Simon 
et al., 2015). 
Given the long time period and economic cost of the intervention, there have been 
many studies that focus on the emissions and air quality end points (Camalier et al., 2007; 
Gégo et al., 2008, 2007; Godowitch et al., 2010, 2008; Harrington et al., 2012; He et al., 
2013; Lurmann et al., 2014; Sickles II and Shadwick, 2014; U.S. EPA, 2011). The lengthy 
data record of both air quality measurements and emissions estimates allows these 
researchers to use meteorological detrending and other statistical methods to assess the 
relative impacts of meteorology and emissions changes. Results agree across studies that 
the regulations have reduced air pollution concentrations. 
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The U.S. EPA undertook a detailed assessment of benefits and costs of the Clean 
Air Act as part of the requirements under Section 812 of the 1990 CAAA (U.S. EPA, 2011). 
They used modeled actual and estimated counterfactual emissions to drive a chemical 
transport model for two scenarios: “with-CAAA” and “without-CAAA”, and estimated 
changes in concentrations, mortality, environmental impacts, costs, and benefits between 
the two. Estimated direct costs, most of which stemmed from control costs, totaled $53 
billion (2006$) in 2010. The research used results of cohort air pollution studies and expert 
elicitations to decide on appropriate concentration-response functions for ozone and PM, 
and used population-weighted concentrations to estimate dose. These values were used 
with concentration-response functions and estimates of willingness to pay to estimate cases 
of ‘excess premature mortality’ per year and the sum of ‘dollars per mortality avoided’ 
(similar to ‘value of a statistical life’–VSL). Estimated monetized benefits totaled $1.3 
trillion (2006 $) in 2010. A detailed sensitivity uncertainty analysis to model inputs yielded 
variability in the results, but it was small compared to the difference between the estimates 
of total benefits and costs. 
While most studies assess trends in emissions and air quality, a body of research 
uses a potential outcomes approach that estimates outcomes at links in the accountability 
chain for developing counterfactual emissions scenarios (Daskalakis et al., 2016; 
Harrington et al., 2012; Henneman et al., n.d.; U.S. EPA, 2011; Wang et al., 2014; Zigler 
et al., 2012). Morgenstern et al. (2012), for example, developed a statistical model that 
linked monthly PM2.5 concentrations with power plant SO2 emissions, and then used the 
model to estimate counterfactual concentrations. Henneman et al. (n.d.) extends this 
analysis to daily PM2.5 and ozone. Daily results are important in this context for future use 
in acute health analyses. 
Results for health studies are more varied (Cox and Popken, 2015; S. Lin et al., 
2013; Pope et al., 2012; U.S. EPA, 1997b; Zigler et al., 2012). These studies have noted 
the difficulty in assessing long-term implementations of regulations due to the inability of 
statistical models to capture other changing factors that occur, such as shifting baseline 
health of a population or availability of care, statistical manipulation, or over interpretation 
of subgroup analysis. They employed alternative methods such as Granger causality tests 
(Cox and Popken, 2015) and principal stratification (Zigler et al., 2012).  
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Zigler et al. (2012) sought to attribute causality of improved public health to 
nonattainment designation for PM10 of counties in the Western United States under the 
1990 CAAA. They used a statistical method called principal stratification to distinguish 
causal effects of a regulation on health that are associated with causal effects of the 
regulation on air quality verses those that are not. Their analysis covered 7 million 
Medicare enrollees in the Western United states, and finds that the effect of the 
nonattainment designation programs was 1.76 fewer deaths per 1000 Medicare 
beneficiaries. 
Zigler et al. (2016) extended their previous efforts by assessing the designation of 
NAAQS nonattainment on air pollution in various locations using both principal 
stratification and causal mediation, a similar method that separates effects of an 
intervention into the ‘natural direct’ and ‘natural indirect’ effects. The authors employed a 
principal stratification method that matches areas based on their propensity scores—a 
statistical score that combines multiple confounders into one number—and uses locations 
not designated as nonattainment areas for the control. Their analysis shows that there is 
some interference between study and control locations. A limitation of this method is that, 
in order to compare multiple locations at once, propensity scores are developed across 
many varying conditions. First, for locations that are in nonattainment that have no 
matching areas that are in attainment (based on propensity scores), these locations cannot 
be used. Second, assigning a single score to a region based on a range of factors may dull 
the impact of one important factor. One important factor may influence air pollution or 
health outcomes more than many similar attributes.  
The United States experienced widespread reductions in emissions and subsequent 
improvements in air quality between when the Amendments became law and the present. 
Collectively, the long-term Clean Air Act Amendment Studies represent an advance over 
the classical accountability studies that investigated short-term interventions. Results of 
studies focused on air quality find it straightforward to conclude that the legislation and 
regulations thereunder led to improvements. Studies that assessed health impacts found 
mixed results; some found large improvements, while others found small or no reductions 
in health effects. This collection of studies presents an argument for further development 
of statistical methods that are appropriate for assessing changes in health effects while 
 41 
accounting for the multitude of confounders that change over long time periods on wide 
time scales. 
2.6 Previous Commentaries on Accountability Studies 
Key points from recent reviews of accountability analyses are discussed below, and 
a commentary on the direction of the field is provided in the following section. 
2.6.1 Health Effects Institute, Communication 11, 2003 
Health Effects Institute (HEI) Communication 11 in 2003 was intended to promote 
research aimed at refining methods for performing accountability analyses of current 
policies (Health Effects Institute, 2003). HEI made the case for thorough assessment of 
previous policies, namely, to inform future policy decision-making, and listed a number of 
opportunities for accountability studies. The work steps through the accountability chain 
and dissect confounders that influence the chain between the links. The authors listed 
potential issues that affect all accountability studies, and provided guidance on 
opportunities for future work. They presented broad recommendations in three areas: 1) 
development and testing of new study designs, 2) identifying targets for accountability 
research, and 3) development of systems to track health impacts of regulations. Specific 
challenges include: defining an appropriate baseline of pollutant levels, identifying the 
impact of mixtures of pollutants verses single pollutants, isolating the causal pathway 
between regulations and health outcomes independent of unanticipated changes in personal 
activities, behaviors, and other confounders. They caution that stakeholders often hold high 
expectations for accountability research, when the realities of the research may restrict the 
possibility of providing definitive evidence for efficacy of controls. Since the 2003 report 
was written, the HEI has funded a number of accountability studies (e.g., Dockery et al., 
2013; Kelly et al., 2011; Peel et al., 2010; Peters et al., 2009; Wong et al., 2012; Zigler et 
al., 2016). 
2.6.2 Review of Accountability Studies Assessing Health Endpoints, 2011 
Bell et al. (2011) reviewed accountability studies that assessed health endpoints. 
They noted that the majority of the accountability studies published up to that point focused 
on short-term interventions at a local scale, and that extending the analysis to longer time 
scales and larger distance scales will take the development of more advanced statistical 
techniques. Increasing numbers of studies have improved their methodologies to take these 
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larger scales into account, such as those discussed above under the Clean Air Act 
throughout the United States. The authors identify several challenges for studies of this 
scale (both time and distance). Those discussed in depth include the choice of baseline 
pollution and health levels, transboundary pollutant transport from outside of the study 
area, and difficulties in exposure-response studies, such as air pollution modeling and 
extrapolation between populations and geographic areas. 
Bell et al. note that it can be particularly difficult to determine baseline air pollution 
levels for secondary pollutants or ones that undergo nonlinear transformations in the 
atmosphere. They list a number of modeling approaches (e.g. source-receptor matrices and 
chemical transport models) that are used to estimate air pollution-emissions relationships, 
but caution that each of these modeling approaches carries with it limitations. The authors 
recommend further development and evaluation of these models and their extension to 
exposure estimates. The ability of a model to estimate absolute pollutant concentrations 
may not be as necessary as the model’s ability to capture changes. 
Exposure studies are subject to the same assumptions in accountability research as 
in more traditional epidemiological research. Examples of such assumptions includes the 
extrapolation of results across pollution levels (e.g. relating to the potential existence of a 
threshold pollutant level below which no adverse health effects are observed), populations, 
or time spans. Further, effects of multipollutant mixtures are difficult to assess because of 
limited scientific knowledge of interactions, correlation between pollutants, and chemical 
makeup of pollutants that are characterized together (e.g. PM2.5 is composed of multiple 
chemical elements that differ between regions). They note the difficulty in assessing each 
and every health (and environmental) outcome of interest due to both data limitations and 
available statistical methods. 
They conclude that, given the challenges inherent in accountability analysis, the 
most robust studies should include detailed assessments of uncertainties and present results 
from multiple models in order to provide cogent evidence that the policy did/did not impact 
links in the accountability chain.  
2.6.3 American Journal of Epidemiology Point-Counterpoint, 2014 
In 2014, the American Journal of Epidemiology (AJE) published a pair of 
commentaries in a point-counterpoint exchange that addressed the benefits and limitations 
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of potential-outcomes and prospective research designs (Hubbell and Greenbaum, 2014; 
Zigler and Dominici, 2014). Zigler and Dominici (ZD) argue that alternative-outcome 
research adds substance to the current body of air pollution policy research. They note that 
the majority of the research framed as accountability studies explore indirect relationships 
between emissions and health outcomes. These studies compare the time during/after the 
regulatory action (baseline) of interest to a relatable time before or after the action (Figure 
2-1, right side). ZD argue that this ignores potential changes of the exposure-response 
relationship that may occur during the implementation of the regulatory action (as 
discussed in this article). Questions of direct accountability seek to attribute changes in 
health-response to well-defined regulatory actions while controlling for confounding by 
including comparable populations that are not subjected to the same regulatory action. 
Instead of quantifying effects of regulatory actions at each link in the chain, confounders 
are accounted for in statistical models that link the regulation of interest with the end point 
of interest (usually either air quality or health outcome). They state that direct studies are 
necessary to advance accountability research, and provide important evidence in the 
present regulatory climate. 
In the counterpoint, Hubbell and Greenbaum note that the potential-outcomes 
framework offers an appealing alternative to traditional epidemiological methods that 
relate air pollution and health. However, they point out that the approach introduces 
additional factors (in particular, data availability and lack of randomness in the assignment 
of populations to control and study groups) that must be considered in the study design, 
and suggest that potential-outcomes studies would best be served by designing the studies 
before the intervention of interest in order to best account for confounders. Pope et al. 
(2012) acknowledge concerns—such as indiscriminant multiple testing of observational 
data sets, inadequate control of confounding variables, and statistical model 
manipulation—that relate to the application of observational studies. However, they note 
that the validity of each study of this type should be judged on its ability to account for 
confounding.  
The direct accountability approach is somewhat at odds with the historical view of 
the accountability chain, in which each link should be evaluated for its relationship to the 
link before it. However, the difference in approaches may be subtler; when answering 
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questions of direct accountability, it remains important to account for potential 
confounders and control for changes over time that are simultaneous with regulatory 
actions. The confounders may be slightly different; for instance, if a direct accountability 
study assesses the impact of installing scrubbers on power plants on populations living near 
power plants, and an important health-related factor—e.g., smoking behavior–—is 
comparable between the populations, smoking behavior is not a confounder (Zigler and 
Dominici, 2016).  
2.7 Challenges and Future Directions 
Two trends are apparent in the accountability assessments above. 1) Often, one 
study will assess a regulatory action and determine that the intervention led to a statistically 
significant change in the response of interest (Clancy et al., 2002; Friedman et al., 2001; 
Peters et al., 1996; Zigler et al., 2012). Later, using additional data, updated methods, 
and/or accounting for additional factors, those results are found to be less definitive and 
potentially invalid (Cox and Popken, 2015; Dockery et al., 2013; Peel et al., 2010; Wong 
et al., 2012). 2) Spatial and temporal scales of accountability studies have expanded, which 
has increased the number of potential confounders. 
Both patters demonstrate the importance of appropriately accounting for 
confounding factors when developing models and understanding as much as practicable 
responses in each step of the accountability chain (Hubbell and Greenbaum, 2014). 
Examples of important confounders to consider include concurrent regulations, 
meteorological variability over time/space, interactions between the pollutant targeted by 
the regulation and other pollutants, and changes in overall health of a population of interest 
across time and space. In the classical accountability framework, information from these 
confounders is used to estimate baseline levels at each link in the accountability chain. 
Typically, researchers use a different type of model for each link, and assessments of both 
the model outputs (i.e., the counterfactual emissions, air quality, etc.) and the relationships 
in the model (e.g., the sensitivity of PM2.5 concentrations to emissions) are necessary 
components of a full evaluations of baseline levels. 
So-called direct accountability studies offer an alternative to the classical 
accountability framework. The direct framework has been used in other fields, and is 
becoming more popular in air pollution accountability. These methods should be 
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investigated further, and will likely complement the classical approach of investigating 
relationships in the accountability chain. Controlling for confounders is related to selecting 
an appropriate baseline, and statistical methods can be used to address confounding, but 
conventional methods may not be able to fully account for all confounders, and new 
statistical methods may be more appropriate for accountability studies (Cox and Popken, 
2015; Pope et al., 2012; Zigler and Dominici, 2014). 
When feasible, stakeholders should plan approaches to assess a regulation’s 
efficacy before the regulation is implemented (as in the Beijing Olympics, where, for 
example, B. Wang et al. (2010) and X. Wang et al. (2009) began specialized air pollution 
measurement campaigns and Wu et al. (2010) measured continuous exposure and health 
markers in taxi drivers during the Olympic period). This will allow for study designs that 
more fully address confounding (instead of relying on the ‘natural experiments’ that have 
typically been used up to this point (Cox and Popken, 2015; Hubbell and Greenbaum, 
2014). For example, studies can be designed to directly assess each link in the 
accountability chain (direct emissions measurements, expanded air quality observations in 
areas that are expected to most directly respond to the intervention, as well as control 
regions, and additional health monitoring).  
Any changes attributable to regulations are relative to background pollution levels, 
which are a function of global emissions trends and climate change (Fiore et al., 2015). 
The interactions between air pollution and climate has been widely studied; however, there 
exist many uncertainties in the feedback loops (Fiore et al., 2015; IPCC, 2013; Tagaris et 
al., 2007; Weaver et al., 2009). In the United States, the EPA operates the IMPROVE 
network in remote areas, partially to capture background trends (Sisler and Malm, 2000). 
These, combined with satellite monitoring and regional and global air quality models, are 
important tools for characterizing changes in background concentrations.  
Uncertainties exist in all observations and models. In accountability research, 
uncertainties inherent in typical emissions, air quality, exposure, and health outcome data 
and models increase with each assumption researchers make regarding causality. 
Uncertainties in epidemiological and other models come in two forms: stochastic, or 
sampling uncertainty, and uncertainty relating to model selection (Health Effects Institute, 
2003). Scientists have formal methods for quantifying the former, but the latter is often 
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larger and more difficult to quantify. Overall uncertainty in estimates is an important aspect 
of interpreting results. Uncertainties can bias results and differential error can lead to 
erroneous conclusions when comparing effectiveness across regulations. More work is 
needed to better quantify uncertainties, and, when possible, correct for errors. 
A final aspect of accountability studies is the comparison between the results of the 
study and the initial proposed benefits of the regulation (Figure 2-1, dashed lines). This is 
particularly important as policy makers use results of accountability studies to assess which 
types of regulatory programs are most effective. 
2.8 Conclusions 
As a research field, air pollution accountability has grown in complexity both in 
terms of the scales of regulations investigated and the analyses performed. The 
accountability chain serves as one framework for tracking the effects of regulatory actions 
across multiple outcomes, and future studies should continue to use it as a road map for 
assessing regulatory actions. An second framework, direct accountability, offers an 
alternative that should continue to be developed and complement traditional methods. 
Studies using either method need to account for relevant confounders when assigning 
baseline levels and estimating uncertainties with their results. New studies will be enhanced 
by planning appropriate studies before regulations are introduced in order to enhance data 
collection of confounding variables as well as outcomes. Further, new tools available to 
the scientific community, such as satellite measurements and statistical methods that have 
been applied in other domains offer broad opportunities for the expanded characterization 
of the efficacy of regulations. These should be evaluated with care in this domain, and 
applied as appropriate. The final step in an accountability should be to compare the results 
with the proposed benefits of the regulation of interest. 
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CHAPTER 3. REGULATORY IMPACTS ON POWER PLANT AND 
MOBILE SOURCE EMISSIONS IN THE SOUTHEASTERN UNITED 
STATES2 
3.1 Abstract 
Electric utilities and automobiles emit vast amounts of air pollutants. These sources, 
however, are heavily regulated, and their emissions have been curbed, particularly since 
the 1970 Clean Air Act Amendments in the United States. Previous studies have linked air 
pollution regulations to large changes over time; however, if the goal is to dissect emission 
changes and attribute reductions to specific regulatory actions to assess which previous 
regulations have been more effective than others and thus plan future regulations, a broad-
brushed before-after comparison will not suffice. Other factors, such as fuel price, 
population shifts, are all linked, and should be considered in this type of assessment. This 
work inspects electricity generating unit emissions from the Environmental Protection 
Agency’s (EPA) Air Markets Program Database and mobile source emissions modelled 
using EPA’s Motor vehicle emissions simulator (MOVES) model in Atlanta, GA and the 
broader Southeast. The approach assesses emissions and demand changes, and links 
emissions changes to multiple regulations from each source type after 1990. The output is 
daily counterfactual (i.e., hypothetical scenarios assuming various regulatory programs 
were not implemented) time series for multiple regulatory programs. Counterfactuals show 
increasing effectiveness across years as programs are incrementally implemented, and 
varying impacts of different programs on various pollutants.  
3.2 Introduction 
The 1990 Clean Air Act Amendments (CAAA) marked a turning point in regulating 
air quality across the United States. The 1970 CAAA (which amended the original 1963 
Act) gave the United States Environmental Protection Agency (EPA) the authority to 
regulate air pollutants using two specific tools: air quality standards and emissions limits 
                                                
2 Portions of this chapter are due for publication in: Russell, Armistead G, Paige E Tolbert, 
Lucas RF Henneman, Joe Abrams, Cong Liu, Mitch Klein, James A Mulholland, et al. 
2017. “Impacts of Regulations on Air Quality and Emergency Department visits in the 
Atlanta metropolitan area, 1999-2013” In press. 
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(National Research Council, 2004). EPA sets National Ambient Air Quality Standards 
(NAAQS) for six “criteria” pollutants—ozone (O3), particulate matter (PM), carbon 
monoxide (CO), sulfur dioxide (SO2), nitrogen dioxide (NO2), and lead—at levels designed 
to protect public human health and public welfare. Each pollutant has both primary (health) 
and secondary (welfare) standards (the same for many species), and PM is regulated both 
as PM2.5 (particle diameters less than 2.5 µm) and as PM10 (diameters less than 10 µm). 
NAAQS are written as concentrations averaged over a specific period and follow specific 
statistical forms unique to each pollutant. EPA designates areas in exceedance of the 
NAAQS as non-attainment areas (NAAs), and requires the encompassing state to develop 
a State Implementation Plan (SIP) for reducing ambient air quality concentrations below 
the standards. The 1990 CAAA clarified and expanded the EPA’s previous authority 
related to NAAQS-setting and enforcement, mobile and stationary source emissions 
standards, emissions cap-and-trade programs, and permit requirements. The Amendments 
also established the EPA’s jurisdiction to regulate air toxics (hazardous air pollutants) and 
chemicals related to the stratospheric O3 depletion. 
Emission standards aim to reduce the release of air pollutants from specific 
industries and source types, and are written either as emission rates (emission per activity, 
e.g., grams NOX mi-1) or as total allowable emissions over a specified amount of time. 
Some standards are applied to specific plants, while others are applied to a fleet, and some 
regulatory programs—e.g., the Acid Rain Program defined in the 1990 CAAA—set up 
trading markets that permit plant owners to buy and sell emission allowances (National 
Research Council, 2004). For mobile sources, recent regulatory programs—e.g., the Tier 2 
Gasoline Vehicle Standards and the 2007 Heavy Duty Diesel Rule—set standards for both 
engines and fuel composition. Mobile-source emissions limits are set at a federal level; 
however, EPA allows one state—California—to set mobile emissions standards 
independent of the national levels (though they must be at least as stringent), and other 
states can adopt either the federal or California standards. States use other tools, such as 
limits on Reid Vapor Pressure in gasoline below federal limits and Inspection and 
Maintenance (IM) programs, to reduce emissions in NAAs.  
In response to regulations contained in the 1990 CAAA, the EPA and the Georgia 
Department of Natural Resources’ Environmental Protection Division (EPD) have applied 
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various regulatory tools to improve air quality, with a focus on Atlanta, which frequently 
exceeds the NAAQS for O3 and PM2.5. Assessments of the effectiveness of specific 
regulations, however, are made difficult by the complex interplay between national 
regulations and their implementation at the state and local levels. For example, the EPD 
has implemented several emissions standards on stationary sources separate from national 
programs. Often, the state programs—codified in SIPs—are similar in approach and timing 
to national programs, and may be developed in negotiations between regulators, utilities, 
and public service commissions (PSC) that govern utilities. A state may promulgate a rule 
to achieve multiple objectives or meet multiple national standards (e.g., O3 and PM2.5 share 
precursors). Further, a utility, whose actions are subject to PSC rulings, may seek to 
identify the most cost effective measures to address multiple regulations. Such 
interconnected emissions policies affect air quality in varying ways depending on multiple 
factors such as source industry, location, and stack height, economic activity, and climate. 
Any assessment of the effectiveness of specific regulations implemented under the CAAA, 
therefore, must begin by acknowledging the intermeshed nature of air pollution regulations. 
3.3 Power plant emissions 
This section describes the emissions reductions of electricity generating unit (EGU) 
nitrogen oxides (NOX = NO +NO2) and sulphur dioxide (SO2) over the 20-year period from 
1995-2014 in Atlanta. EGU emissions are regulated under several policies, both national 
and state. It is of interest to regulators and stakeholders to assess the response of emissions 
to specific regulatory actions. This information can be used to link air quality and health 
improvements to regulations in and accountability framework (Health Effects Institute, 
2003). This report investigates 20 years of emissions data and regulatory actions, and seeks 
to attribute emissions reductions to specific policies enacted over this period. 
3.3.1 Decision-making by electric utilities under the current regulatory framework 
Electric utilities are in a unique position. Many are public companies, meaning they 
are obligated to maximize shareholder value. However, their profit is limited by the amount 
that they can charge for electricity, which is regulated by the local Public Services 
Commission (PSC). Each investor-owned utility (Georgia Power is the only such utility in 
Georgia) submits an integrated resource plan (IRP) every three years to the PSC for 
approval. The IRP is the company's 20-year outlook, and includes information on 
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electricity supply/demand projections, the regulatory outlook, control options, and options 
for commissioning/shuttering new/old plants. 
There are four major drivers of these actions by major electric (Ewald, 2015): 
Compliance. Units must comply with existing regulations to operate. However, 
utilities will work to ensure new regulatory actions are achievable. 
Cost to the consumer. Utilities work with the PSC to create a pricing structure that 
is in the consumer's best interest. 
Avoid new source review. The national new source review (NSR) program is a 
process that assesses the emissions from new sources. Repermitting occurs every 5-8 years, 
and can cover existing plants that show a 'significant modification,' which can include 
running the plant more. One way to avoid NSR is to show that a modification to a plant 
will result in reduced emissions. 
Co-owners. Many plants are owned by multiple utilities (this is the case of multiple 
plants in Georgia). The other utilities are either electric membership corporations (EMCs) 
or municipalities, neither of which have their prices set by the PSC. The differences 
between the business models of the three types of electricity-producers creates difficulties 
in negotiating who will pay for controls, plant lifetimes, etc. 
Profit. Utilities must make a profit to stay solvent. The PSC considers necessary 
controls (both the installation and the cost of running the control once it is installed), new 
plants, maintenance, etc. when setting the price.  
Cost recovery is not an option when controls are not required under existing or 
anticipated legislation (Ewald, 2015; Huling, 2014). For this research, this means that 
controls on plants should all be able to be linked to individual actions by the state or federal 
governments. This is a key assumption in the following assessment.  
Utilities face multiple time-scales of decisions making in terms of how to provide 
electricity to their clients. On the shortest scale, the grid needs to stay balanced (supply 
must equal demand). At this scale, decisions include when scale up/down certain plants to 
keep the energy supply consistent with the demand. At longer time scales, decisions are 
made regarding fuel switching, building new capacity, retiring existing plants, and adding 
controls. 
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Because of this, it is difficult to bound a group of plants into divisions based on the 
demand they serve. Utilities will produce, buy, and export power based on the total demand 
of the locations they serve, the cost of producing power in their own plants, and the cost of 
purchasing power from other utilities. Units across the fleet are `stacked'—in terms of their 
status as base, mid, or peaking load—in a way that minimizes the cost per kW-hr produced. 
With these in mind, utilities assign load across their fleet of plants. Depending on the price 
of different fuels and the availability of plants, load may be covered by plants that are 
nearby, in a different part of the state, or in a nearby state. In general, plants that are heavily 
controlled tend to run more. 
As emission regulations have been put into place, the flexibility of being able to 
switch between plants has decreased (Ewald, 2015; Huling, 2014). Utilities create 
averaging plans that set a maximum emissions factor for a fleet of plans, allows for some 
flexibility for plant management. In non-attainment areas (NAAs), states designate specific 
plants for emissions reductions to meet NAAQS standards. Utilities may be forced to rely 
more or less heavily on these plants in order to satisfy fleet averaging plans or reduce 
emissions to standards set in the State Implementation Plan. 
3.3.2 Power plants included in the study 
To study the effects of regulatory actions that effect emissions from EGUs on in 
the Atlanta, GA region, we selected only the major (greater than 25 mega-watt equivalents 
(MWe)) plants within the 20-county Atlanta PM2.5 non-attainment are (ANAA) that were 
in operation for all or part of the time span from 1995 - 2013. EGUs used in the study are 
shown in Figure 5-1. Reasons for selecting these plants (Atkinson, Bowen, Chattahoochee, 
Doyle, Harlley Branch, Hawk Road, McDonough, MPC, Tenaska, Walton, Wansley & 
Yates) are: 
• Daily plant-level emissions are publically available in CEM data from the 
EPA 
• Plants within the ANAA have been regulated most strictly over the study 
period compared with others in Georgia 
• Emissions from these plants assumed to have a relatively larger impact on 
air quality on the central monitor in Atlanta (used for health analyses) than 
other facilities in the region (Muller, Tong, & Mendelsohn, 2009) 
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• Long-term emissions reductions reflect similar changes observed across the 
southeastern US (U.S. EPA, 2016) 
CEM data, downloaded from the EPA Air Markets Database, includes notations on 
when certain controls went into operation on different plants. This information is 
synthesized for each of the plants that operated over the study period in the NAA (Table 
3-1). Some of the plants were not online for the entirety of the study period, and some 
information in this section (including each plant's status as a base load or a peaking plant) 
is inferred from the record of load in the CEM data. 
Table 3-1. Controls on plants used in the analysis.  
 
3.3.3 EGU policies enacted, 1990-2015 
The EGUs included in this study are governed under both national and state rules. 
Major national rules implemented under the 1990 Clean Air Act (CAA) Amendments since 
1990 include the 1990 Acid Rain Program (ARP), the 1998 NOX SIP Call and associated 
Budget Trading Program (NBTP) and associated SIP Call (U.S. EPA, 2009), the 2008 
Clean Air Interstate Rule (CAIR) (U.S. EPA, 2005), and the 2011 Cross-State Air Pollution 
Rule (CSAPR) (U.S. EPA, 2015). State rules are established through State Implementation 
Plans (SIPs), which are required by the EPA for all areas that are in non-attainment under 
the National Ambient Air Quality Standards, which are established under the CAA. 
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Many of the state rules align with and are driven by the national rules, but can be 
more specific, e.g., specifying certain emission levels or controls on specific plants. For 
instance, when many plants were required to implement seasonal controls under Georgia 
rules, many other eastern states were required to implement similar seasonal controls under 
the NBTP. Similarly, when the Georgia Multipollutant Rule was implemented beginning 
in 2009 that required stricter, year-round controls on NOX and SO2, the first phase of CAIR, 
which also required year-round controls was implemented on a national level. In general, 
the Georgia state rules reduce utilities' flexibility---both in timing and by dictating the 
specific plants that require controls---in that they require specific controls on specific plants 
that contribute to elevated air pollution concentrations in NAA's. 
This interplay between national and state rules contributes to a blurring of lines 
between emissions reductions attributable to specific actions. On one hand, the utilities 
must keep their emissions across their fleet below the national standards. On the other, the 
state may require multiple plants that impact air quality in its NAAs to install specific 
controls by certain dates. By installing the required controls, the utility can claim emissions 
reductions under the national program while simultaneously adhering to the rules in the 
SIP.  
The following details major programs of interest to the current thesis. The list is not 
exhaustive of all programs impacting EGU sources in the Southeast, but covers major 
regulations. 
3.3.3.1 National rules 
National Ambient Air Quality Standards (NAAQS). The EPA is required to set 
NAAQS in the United States under the CAA. These are revisited and revised periodically 
by the EPA. Attainment of these standards in certain areas is based on observations, and 
the EPA designates certain places non-attainment status. Each state that includes a NAA 
much submit a State Implementation Plan (SIP) to the EPA that details the state's plan to 
reduce ambient pollution levels to concentrations below the NAAQS. The EPA sets 
NAAQS for ozone, particulate matter (both PM2.5 and PM10), lead, SO2, nitrogen dioxide 
(NO2), and carbon monoxide (CO) (National Research Council, 2004). 
The Acid Rain Program (ARP). The Acid Rain Program was enacted in 1993 to 
combat increasing SO2 and NOX concentrations throughout the United States, and 
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especially in the Eastern states. With the Clean Air Act Amendments on 1990, the EPA set 
out to reduce annual SO2 emissions in the United States to 10 million tons less than they 
were in 1980 (U.S. EPA, 2002). To achieve these reductions, the EPA designed an 
approach that included two phases. Phase I, which began in 1995, targeted the largest 
existing power plants. Between 1990 and 1995, Georgia Power saw a dramatic decrease in 
SO2 emissions (Ewald, 2015). Starting in 2000, Phase 2 required all other plants regulated 
under title IV of the CAA to achieve emissions reductions. To ensure reductions were being 
made, continuous emissions monitors were required for both SO2 and NOX on all regulated 
stacks (Harrington, et al., 2012). 
The NOX Budget Trading Program (NPB) and SIP Call. To address the problem 
of ozone precursors being transported across state lines in the East, the EPA issued the 
NOX State Implementation Plan (SIP) Call in 1998.  This Call was meant to improve the 
implementation of the controls established under the Acid Rain Program. The SIP Call did 
not place a limit on individual sources; instead, each state is required to reduce 
NOX emissions during the ozone season to avoid non-attainment (U.S. EPA, 2009). The 
NOX SIP Call only targeted coal plants during ozone season (5 months of the year) (Lloyd, 
2014). 
The EPA began the NBTP under the 1998 SIP Call to aid states in their effort to 
meet their emissions budgets. The NBTP was a cap-and-trade strategy that was optional; 
however, all 20 states and the District of Columbia used the program to help meet their 
NOX SIPs by 2007. Georgia, which required seasonal NOX controls on EGU sources in the 
NAA beginning in 2000, was not included under the NOX SIP call or NBTP. 
The Clean Air Interstate Rule (CAIR). CAIR, promulgated in 2005, was the 
regulatory approach to further reducing NOX and SO2 emissions adopted by the EPA after 
the Clean Skies Act did not pass Congress. The focus of CAIR is PM2.5 transport across 
state borders. The regulation affected 28 eastern states, and set up three interstate emissions 
trading programs: the CAIR SO2 annual trading program, the CAIR NOX annual trading 
program, and the CAIR NOX ozone season trading program. In effect, CAIR extended the 
ozone-season NOX controls under the NPB to the entire year, and required large coal plants 
to install SO2 controls or shut down. At 
http://www.epa.gov/airmarkets/programs/cair/ga.html (visited 3 September, 2015), the 
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EPA reports that CAIR will lead to reductions of NOX and SO2 emissions of 37% and 54%, 
respectively, in 2015. 
A 2008 court decisions kept CAIR in place, but instructed the EPA to develop an 
alternative rule that satisfies CAA requirements related to cross-state transfer of air 
pollutants. 
The Cross-State Air Pollution Rule (CSAPR). This rule was released by the EPA 
in July 2011 as the answer to the court ruling that reinstated CAIR.  However, this rule was 
overturned by the courts before any parts of it were implemented, and CAIR remained in 
place. In October 2014, the D.C. Circuit issued a ruling that implementation of CSAPR 
would be delayed by three years, and the first phase replaced CAIR on 1 January, 2015. 
3.3.3.2 State rules 
The EPA requires states that contain NAAs to submit SIPs. These detail the state's 
plans for meeting NAAQS in the affected areas. In general, rules regarding EGUs in 
Georgia target only sources within or near NAAs, the largest of which is the Atlanta 20-
County ozone and PM2.5 NAA. The rules are documented in the Georgia Rules for Air 
Quality Control (GRAQC) and the SIPs submitted by the EPD to the EPA. In this section, 
reference will be made to both the GRAQC and the SIPs whenever possible. For rules in 
the GRAQC, we use the notation GRAQC* where * represents the rule section. 
Emissions of Nitrogen Oxides from Major Sources (GRAQCyy). Originally, the 
13 counties of the ozone NAA region were included: Cherokee, Clayton, Cobb, Coweta, 
DeKalb, Douglas, Fayette, Forsyth, Fulton, Gwinnett, Henry, Paulding, and Rockdale. 
Major plants in these counties were McDonough and Yates. The rule requires that plants 
in these counties install 'reasonally available control technology' (RACT), as approved by 
the Director (of the EPD). The date of compliance was 31 July, 1995. In 1999, the RACT 
requirement was expanded to 32 more counties. Newly covered facilities were required to 
be in compliance. 
In 2000, all facilities that fell under rules GRAQCjjj, GRAQClll, GRAQCmmm, 
GRAQCnnn (which included most major NOX sources within the NAA, and some outside 
of it) were exempt from rule GRAQCyy, since the new rules were more stringent. In 2005, 
the rule was further amended to include smaller plants (with a compliance date of 1 May, 
2007). The EPD added a public comment opportunity after each RACT approval. 
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NOX Emissions from Electric Utility Steam Generating Units (GRAQCjjj). This 
rule was adopted in 1998, and applied to EGUs within the 13-county NAA. The rule 
established summertime (1 May - 30 September) emissions limits on a lb mmbtu-1 heat 
input basis. Compliance was required by some units as early as summer 1999. More plants 
were added each summer between 2000 and 2002. In 2000, the rule was amended to include 
Putnam County, home of Plant Branch. 
This rule aligns with EPA's NBTP and SIP Call. Neither program was not 
implemented in Georgia, partly because this rule accomplished the same goal (U.S. EPA, 
2008). 
NOX Emissions from Fuel-Burning Equipment (GRAQClll). This rule, adopted 
in 1999, sets an emissions limit of 30 ppm NOX @ 3% O2, dry basis on medium-sized 
sources during the summer months in 45 Georgia counties. Compliance was required 
beginning on 1 May, 2000. 
NOX Emissions from Stationary Gas Turbines and Stationary Engines used to 
Generate Electricity (GRAQCmmm). Promulgated in 1999, this rule sets emissions limits 
on smaller plants (0.1 MWe to 25 MWe) beginning in May 2003.  
NOX Emissions from Large Stationary Gas Turbines (GRAQCnnn). 
Promulgated in 2001, this rule sets emissions limits on large gas turbines, 45 counties. Old 
turbines (permitted before April 2000) were required to comply by May 2003. 
Multipollutant Control for Electric Utility Steam Generating Units 
(GRAQCsss). This rule was promulgated in 2007, and established dates of compliance that 
specific plants needed to install selective catalytic reduction (SCR) and flue gas 
desulfurization (FGD) on specific units. Further, the rule specifies dates of operation of the 
control systems (e.g. the SCR on Scherer is only required to be run in the summer), 
however, all plants in the NAA are required to run their controls year-round. The rule 
specifically mentions NOX, SO2, and mercury as the target pollutants of the rule. 
This rule overlaps both in date and purpose with CAIR, in that it required year-
round controls on NOX, and strict controls on SO2 on coal-fired power plants. However, 
the targeted approach on specific EGU units had the effect of reducing the overall 
flexibility of utilities to meet their limits under the CAIR cap-and-trade programs. 
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Mercury Emissions from New Electric Generating Units (GRAQCttt). 
Promulgated in 2007, the rule states that new units (permitted after 1 January, 2007) must 
install best available control technology (BACT) for mercury, as determined on case-by-
case basis by the Director (of the Georgia EPD). The rule was later removed. 
SO2 Emissions from Electric Utility Steam Generating Units (GRAQCuuu). 
This rule establishes SO2 emissions limits on coal-fired power plants, including all of the 
plants in the current study plus Plants Hammond and Scherer. The dates of compliance 
correspond to the dates from the Multipollutant Control Rule (GRAQCsss). 
3.3.4 Attributing EGU emissions to specific policies 
Reductions in NOX emissions compared to the counterfactual (i.e., hypothetical 
scenario assuming various regulatory programs were not implemented) show several 
distinct periods in which daily emissions dropped in Atlanta (black dots in Figure 3-1). A 
value of zero on the graph represents no change from the counterfactual, and a value of -
1.00 represents a 100% reduction compared to the counterfactual. 
 
 
Figure 3-1. Fraction reduction in NOX emissions normalized to the counterfactual (red 
line). Thicker lines correspond to time periods used to fit lines for quantifying reductions 
related to specific regulatory actions.  
Five separate lines were fit to the graph in Figure 3-1. Each represents a different 
period (not always continuous) that is associated with a particular regulation. Lines indicate 
the time periods used to fit the lines, not the total period that the benefit of each control 
will be counted in the final analysis (this is discussed below). The lines were formed by 
fitting a linear regression to specific periods identified as dates of known control actions. 



















Orange (1996-2015). A 4.7% reduction is observed in the total average emissions 
factor in Atlanta for all EGUs during 1995. The line was only fit during the winters in the 
early 2000's because of the start of summertime NOX controls in 1999. 
Green (Summers 1999-2002). This period represents the beginning of the 
implementation of summer controls under GRAQCjjj. The large negative slope of this line 
is due to the increasing number of units with SCR's at Bowen, Yates, and Wansley. 
Purple (Winters 2002-2008). Under GRAQCjjj, plants were required to control 
ozone during the ozone season. Since Plant Harllee Branch achieved this by installing low 
NOX burners—which cannot be turned off like SCRs can—in 2002, the plant achieved 
emissions reductions year-round. 
Blue (Summers 2003-2009, October 2009-December 2011). GRAQCjjj, in full 
effect by summer 2003, required summertime NOX controls. After 2008, GRAQCsss and 
CAIR required year-round NOX controls, meaning the SCRs at Bowen, Yates, and Wansley 
were used both in the summer and the winter. 
Yellow-green (2012-2014). Beginning in 2012, large portions of the load were 
generated with natural gas. A large portion of this was from Plant McDonough, although 
other coal plants were retrofitted during this period (Wansley), and existing smaller natural 
gas plants ran more as well. 
There are a few sections in the graph in Figure 3-1 that do not match up with dates 
in the GRAQC. In the fall of both 2007 and 2008, it appears that some of the summertime 
controls remained active. 2008 is described by the EPA as a CAIR 'training year,' so it is 
possible that there is some connection here. Many of the deviations later in the time series 
(2010 and later) may be caused by startups and shutdowns and maintenance operations.  
The linear approximations of known controls and specific dates from regulatory 
actions in Figure 3-1 were used to attribute emissions reductions to specific controls in 
Figure 3-2. The assumption was made that controls would continue to yield the same 
reduction in NOX emissions after new regulations were put into place. This ensures that 
regulations are only attributed additional reductions on top of those realized under previous 
actions. A similar approach to that described above was applied to assess regional 
emissions (made of seven states—Alabama, Georgia, Mississippi, North Carolina, South 
Carolina, and Tennessee) reductions. 
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Figure 3-2. Changes in EGU emissions attributable to specific regulatory actions for 
NOX (left) and SO2 (right) in the ANAA (top) and Southeast Region (bottom). Regional 
CEM data was not completely reported until 1997, so all controls were assessed after 
this year. Labels: Actual—reported NOX emissions, ARP—GRAQCyy and the ARP, 
NBTP–GRAQCsss and NBTP, CAIR—GRAQCjjj and CAIR, and UF—reductions that are 
not linked with specific controls. UF reductions may be related to test periods for 
controls that were not required by law. No UF periods were found for SO2. 
Actual NOX emissions are measured at the source and reported by the EPA (U.S. 
EPA, 2016). Total NOX emissions in the Atlanta area in 2014 were 89% less than in 1995 
(Table 3-2). 
Table 3-2. Emissions changes for various species and sources between reference year 
(!∗) and 2013. 






EGU (1995)    
NOX 303 43 86% 
SO2 920 142 85% 
REG (1997)    
NOX 2710 475 82% 
SO2 5604 943 83% 
MOB (1993)    
NOX 567 127 78% 
SO2 15 1 93% 
PM2.5 30 10 67% 
CO 4306 1421 67% 
VOC 326 123 62% 
EC 12 4 61% 
OC 18 7 67% 
 
The first round of changes in Figure 3-1 and 2-2 aligns well with GRAQCyy and 
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1995, including Harllee Branch (2.5% reduction in emissions factor) and Wansley1 (2.6% 
reduction in emissions factor). Other coal plants reduced their emissions factor as well, 
resulting in a 4.7% reduction in the emissions factor across all plants. The negative slope 
of the corresponding fitted line in Figure 3-1 yields the increasing benefit of these 
regulatory programs over time.  
The second group of reductions begins in 1999 with the onset of summertime 
NOX controls. Beginning in Fall of 2003, the reductions include the year-round controls at 
Harllee Branch, since these are listed under the same rule (GRAQCjjj). As discussed earlier, 
these reductions are attributed to both GRAQCjjj and the NBTP/SIP Call. Plant Bowen 
began operation of Selective Catalytic Reduction (SCR) control on 1/4 units in 1999, and 
completed the installation of SCRs on the three remaining units by 2003. Plant Wansley 
completed installation of its SCRs by 2003. These controls were only run in the summer 
months for the years 1999-2008. 
The third major set of reductions began at the beginning of 2009 with the year-
round controls required under GRAQCsss (The Multipollutant Control Rule) and CAIR. 
Because ozone-season controls were already in place, the benefits of these rules are 
restricted to the wintertime. Most the NOX emissions reduction due to this rule comes from 
running the SCRs that were already installed at plants around Atlanta. 
Around the time that the Multipollutant rule was beginning to take effect, natural 
gas prices in the United States began to fall (Figure 3-3). This, along with the price of the 
controls required under the multipollutant rule (for instance, under sections 7 and 8 of the 
rule, plant McDonough would have been required to install SCRs on and FGD on both 
units by May 2012), made the economics of converting much of the coal load to natural 
gas preferable to the alternative. (Figure 3-1, green line)  
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Figure 3-3. Price of natural gas in the United States. Source: U.S. Energy Information 
Administration. http://www.eia.gov/dnav/ng/hist/n3045us3a.htm Accessed 8 August, 
2015.  
The major retrofits to natural gas occurred at plants McDonough and Wansley. 
Further, many smaller natural gas that were constructed between 1999 and 2002—
including Chattahoochee, Doyle, Hawk Road, MPC, Tenaska, and Walton—were online a 
larger percent of days in the later years compared to the years after they were first built. At 
the time these smaller plants first went online, they were mainly used in the summers when 
demand is highest. 
Because a change to natural gas cannot be attributed solely to either regulatory 
actions or a reduction in the price of natural gas, the reductions achieved through a switch 
to natural gas are counted along with the GRAQCjjj and NBTP/SIP Call group in the 
summer and GRAQCsss and CAIR in the winter. 
Uncategorized Controls. Two periods--the Falls of both 2007 and 2008--show 
lower than expected NOX emissions based on the assessment of regulatory programs. It is 
possible that during these time periods one or more plants kept their SCR's turned on for 
one reason or another, but it is not immediately obvious why they would do this (since 
controls would have to be shown to be necessary to the PSC for cost-recovery). 
SO2 counterfactuals were developed in the same way as NOX counterfactuals. 
Figure 3-4 shows the fraction of reduction in SO2 emissions over time compared to the 
counterfactual. For most of the study period, the actual emissions stay near the 
counterfactual. Beginning in 2008, however, the installation of FGD controls at Bowen and 
Wansley reduced SO2 emissions substantially. After 2010, the reduction fraction remained 
relatively constant until 2012, when the switch to large portions of the load being produced 











 Because of the relationships between the Georgia Multipollutant Rule (GRAQCsss), 
CAIR, and the emissions changes due to the economics of natural gas discussed above, all 
of the reductions in SO2 seen in Figure 3-4 are attributed to GRAQCsss and CAIR. 
 
Figure 3-4. Fraction reduction in SO2 emissions normalized to the counterfactual (red 
line).  
3.4 Mobile source emissions 
Mobile emissions are regulated to reduce emissions of air pollutants that are 
associated with adverse human health and environmental outcomes. Regulatory programs 
are implemented by national (e.g. the United States Environment Protection Agency, EPA) 
and state/local (e.g. the Georgia Environmental Protection Division, EPD) regulating 
agencies.  
Because of the costs associated with the implementation of controls installed to 
comply with these regulations, there is interest in assessing the effectiveness of the 
regulations. Previous studies have undertaken this type of accountability research on 
regulatory programs implemented under the 1990 Clean Air Act Amendments (Harrington 
et al., 2012; Morgenstern et al., 2012; van Erp et al., 2008 & 2011). This paper seeks to 
extend previous research by investigating four specific programs in Atlanta: the Enhanced 
Vehicle Inspection and Maintenance Program (1996-present), the Georgia Gasoline 
Marketing Rule (1999-present), Tier 2 Motor Vehicle Emissions Standards and Gasoline 
Sulfur Requirement (2006-present), and the Heavy-Duty Highway Rule (2004-present).  
Enhanced inspection and maintenance has been required on automobiles registered 
in 13 counties surrounding Atlanta since October 1996. The affected counties are 
Cherokee, Clayton, Cobb, Coweta, DeKalb, Douglas, Fayette, Forsyth, Fulton, Gwinnett, 
Henry, Paulding, and Rockdale. In general, the requirement covers gasoline-powered cars 
















Two separate gasoline programs are included in this analysis. Beginning in 1999, 
Georgia required gasoline sold in an expanded region of 25 counties to have a Reid Vapor 
Pressure (RVP) of 7 psi or less and a seasonal average sulfur content of less than 150 ppm 
(by weight). The seasonal sulfur limit was reduced in 2003 to 90 ppm and in 2004 reduced 
further to a 30 ppm year-round average. In 2006, the federal Tier 2 limit required an annual 
average of 30 ppm or less. Therefore, before 2006, benefits are attributed to Georgia 
Gasoline and after to the Tier 2 program. 
Lowering RVP is an approach to reduce evaporative VOC emissions. Reducing 
sulfur both reduces SO2 and sulfate emissions and improves the efficiency of selective 
catalytic reduction controls that reduce NOx emissions. The focus of both rules—the 
Georgia Gasoline Marketing Rule and the Tier 2 Motor Vehicle Emissions Standards and 
Gasoline Sulfur Requirement—was to reduce mobile contributions to ambient ozone and 
PM levels by reducing NOX and VOC emissions. The rule has the further effect of reducing 
SOX emissions, which contribute to formation of secondary PM through atmospheric 
conversion to SO42- (U.S. EPA, 1999). 
The Tier 2 program included updated engine emissions standards applicable to all 
passenger cars, light trucks, and medium-duty passenger vehicles. The standards were 
phased in between 2004 and 2009. New vehicles under this program are required to average 
0.07 g mi-1 NOX, and non-methane organic gases (NMOG–a component of VOCs) are 
regulated based on which of several bins each car fits into. NOX standards before this rule 
was in place ranged from 0.30 g mi-1 to 1.53 g/mi depending on the type of vehicle. 
The 2007 Heavy Duty Highway Rule was promulgated in 2001. Like the Tier 2 
gasoline rule, this program sets standards for both engines and fuel. The goal of this 
legislation was to reduce ozone levels by reducing ozone precursor emissions (NOX and 
non-methane hydrocarbons–NMHCs, a component of VOCs). One major aspect of the rule 
was limiting sulfur content to 15 ppm or less by June 2006. According to information from 
the Energy Information Administration, diesel sales in Georgia went from being comprised 
of 91% fuel with sulfur content between 15 and 500 ppm in 2006 to 35% in 2007, with the 
difference being declining sales of diesel with sulfur content greater than 500 ppm and 
increasing sales of fuel with sulfur content less than 15 ppm. By 2008, no diesel with sulfur 
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content greater than 500 ppm was sold, and by 2012, 100% of fuel sold in Georgia had less 
than 15 ppm sulfur (U.S. Energy Information Administration, 2014). 
A second major component of the Heavy Duty Highway Rule is the reduction of 
NOX and NMHC emissions standards applicable to all highway heavy-duty engines. These 
standards were enforced beginning on model year 2004 vehicles. The previous standards 
were (for all hydrocarbons–HCs) 1.3 g bhp-hr-1 and (for NOX) 4.0 g bhp-hr-1. The updated 
standard is a combined limit of 2.4 g bhp-hr-1 for combined NOx and NMHC or 2.5 g/bhp-
hr with a limit of 0.5 g bhp-hr-1 on NMHC (U.S. EPA, 1997). In 2007, standards were 
introduced to be phased in 2007-10 that limited NMHC emissions to 0.14 g bhp-hr-1 and 
NOx emissions to 0.2 g bhp-hr-1. 
3.4.1 Mobile emission estimates 
Daily mobile emissions for 2000-2012 in the former 1997 ozone National Ambient 
Air Quality Standards (NAAQS) 20-county Atlanta Non-Attainment Area (NAA–Barrow, 
Bartow, Carroll, Cherokee, Cobb, Clayton, Coweta, DeKalb, Douglas, Fayette, Forsyth, 
Fulton, Gwinnett, Hall, Henry, Newton, Paulding, Rockdale, Spalding, and Walton) were 
estimated using the EPA’s MOtor Vehicle Emissions Simulator (MOVES) version 2010b 
(U.S. EPA, 2012b). National default data was supplemented with locally developed or 
interpolated data when available. Local data included monthly average meteorology from 
JST, inspection and maintenance records from the Georgia EPD, and Average Annual 
Vehicle Miles Traveled (AAVMT) from the Georgia Department of Transportation web 
database (http://www.dot.ga.gov/DS/Data#tab-2; "445 Reports (Mileage By Route Type 
and Functional Classification)" in the "400 Series Reports" drop-down box). VMT was 
distributed by road type by the Atlanta Regional Council’s Travel Demand Model. Local 
vehicle population and age distribution for 2002 were purchased by EPD from R. L. Polk 
& Company and extrapolated to future years. Fuel formulations are MOVES defaults that 
have been applied based on the specifications applied to each year in this modeling. 
Changes in the population for Fulton County, which contains a majority of the Atlanta city 
area, were used to grow vehicle populations. 
3.4.1.1 Modeling estimated and counterfactual emissions 
Raw daily emissions estimates from MOVES show nonrealistic features due to 
specific parameters in MOVES, such as fuel types used in different months, changes in 
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AAVMT, and annual changes in fleet distributions. To smooth out these features, 
emissions from each pollutant were estimating using the best fit of a linear model with the 
following covariates: time, time squared, weekday/weekend factor, sine and cosine with 
period of 1 year, and time multiplied by cosine with period of 1 year. The result is a smooth 
time trend that maintains long-term changes, annual fluctuations, and weekend-weekday 
variability for each species (Figure 3-5). 
 
Figure 3-5. Raw MOVES-modeled and smoother mobile emissions estimates. Monthly 
and annual variability in MOVES estimates is generated by changes in fuel type, 
meteorology, and default VMT by month. Weekend-weekday differences appear as the 
two parallel lines (weekend is the lower of the two). 
Mobile sources have unique features that complicate the estimation of 
counterfactuals. First, the ANAA fleet is made up of vehicles of varying ages, 
manufacturers, types, and fuel types that are subject to different regulations. The 
counterfactual mobile emissions scenarios required alternative specifications within and 
outside of MOVES to estimate counterfactual emissions. IM scenario emissions were 
estimated by clearing the inspection and maintenance table from the input database—

































entire period of interest. IM was required beginning in 1993 in a 13-county subsection of 
the ANAA; the model was rerun for this subset. 
The other scenarios required a different approach, and the following explanation 
requires a clarification of the terms. Model Year (MY) is associated with when the vehicle 
first entered the vehicle population, and emission year (EY) is the year of interest. 
Emissions factors for automobiles of a certain MY generally increase with each passing 
EY at varying rates depending on the vehicle type, fuel type, and other factors according 
to models within MOVES. Because of updates to automobile engines, changes in fuel 
composition, and other changes, cars with later MYs tend to have lower emissions factors 
as well.  
For the all counterfactual scenarios, which assume no new mobile source 
regulations after 1993, emissions factors for EY 1993 were applied to all future years. The 
emissions factors were assigned by pollutant, fuel type, process type (e.g. running exhaust, 
refueling displacement vapor loss, etc.), source type (e.g. passenger car, motorcycle, transit 
bus, etc.), month, day (weekend or weekday), and MY. For full lists of each segment, see 
U.S. EPA 2012. In EY 2000, for example, a MY 1998 gasoline-powered passenger car is 
assigned the complimentary emissions factor for a MY 1991 gasoline-powered passenger 
car in EY 1993. This approach was corroborated by running MOVES with the ‘Rate of 
Progress’ option, which models a scenario with no Clean Air Act Amendments by applying 
1993 emission rates to all vehicles after this year. Results from the two approaches were 
identical. 
The approach for the gasoline and diesel programs (GSP and DSP) is similar; the 
above method for applying emissions factors for previous EY’s was applied to only 
vehicles that used the fuel type of interest. In the GSP scenario, emissions factors for EY 
1999 were applied for all future years, and in the DSP scenario, emissions factors for EY 
2005 were applied for future years. 
Results show large reductions in emissions of most species over the period of 
interest (Figure 3-6). Estimated changes in emissions due to each control show that the Tier 
2 gasoline programs program led to the greatest emissions reductions in both NOX and 
VOCs. Modeled ANAA mobile NOX, VOC, CO, and PM2.5 emissions decreased by 78%, 




Figure 3-6. Actual emissions and emissions avoided by each program: Enhanced Vehicle 
Inspection and Maintenance (IM), the Georgia Gasoline Marketing Rule and Tier 2 
Motor Vehicle Emissions Standards and Gasoline Sulfur Requirement (GSP), and the 
Heavy-Duty Highway Rule (DSP). The black line at the top of each plot represents the 
‘all counterfactuals’ scenario. The difference between ‘all counterfactuals’ scenario and 
the reductions attributed to other controls is due to vehicles not covered by the control 
programs, e.g., gasoline vehicles with model year before 2000. 
Of the three specific programs investigated, IM programs had the smallest effect 
on emissions across all years. The impact of IM controls diminished slightly over the time 
period of interest. Gasoline programs had relatively larger impacts on NOX, VOC, and CO, 
while diesel programs impacted PM2.5 emissions the most. Benefits from the diesel 
programs did not begin until after 2006, when the diesel rule came into effect. 
The sum of the mobile policies does not describe the emissions changes estimated 
in the MOBALL scenario because of other policies that were implemented between 1993 
and 2013 that are not being examined here. These include the standards established under 
the 1990 Clean Air Amendments themselves (https://www.epa.gov/clean-air-act-
overview/1990-clean-air-act-amendment-summary-title-ii) and the Low Emissions 
Vehicle Program (https://www3.epa.gov/otaq/lev-nlev.htm#implementation) implemented 
in the late 1990s. There are other reasons car makers would change engines that may not 
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3.5 Conclusions 
This chapter presented an in-depth review of air quality regulations that have 
altered emissions of major sources in the southeastern United States. The result of this 
chapter is multiple counterfactual emission time series of multiple pollutants from EGU 
and on-road mobile sources. Differences between actual and counterfactual emissions are 
attributable to air quality regulations; however, utility operators and auto makers make 
decisions based on multiple factors, so it is impossible to precisely separate the impacts of 
various individual regulatory programs. 
This portion of the analysis is important in an accountability framework; indeed, 
the counterfactuals developed here inform much of the work that follows in this thesis. 
While the list is not exhaustive, the programs discussed here are the most important in 
terms of wide-spread emissions reductions. Previous accountability studies have failed to 
relate regulations to emissions changes, and have instead attempted to relate interventions 
directly to changes in air quality or health. This approach invites potential confounding 
factors, such as concurrent emission changes or improvements in efficiency, into the 
analysis. The current approach, while limited by assumptions in the emissions models, 
alleviates many of the confounding factors inherent in previous studies by linking changes 
in emission factors to implementation dates of specific control policies. Discussions with 
stakeholders and comparisons of results with known control implementation dates provides 
evidence that the counterfactuals capture regulatory-relevant impacts, and avoids influence 
from other factors. 
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CHAPTER 4. METEOROLOGICAL DETRENDING OF PRIMARY 
AND SECONDARY POLLUTANT CONCENTRATIONS: METHODS 
APPLICATION AND EVALUATION USING LONG-TERM 
(2000-2012) DETAILED DATA3 
4.1 Abstract 
The effectiveness of air pollution regulations and controls are evaluated based on 
measured air pollutant concentrations. Air pollution levels, however, are highly sensitive 
to both emissions and meteorological fluctuations. Therefore, an assessment of the change 
in air pollutant levels due to emissions controls must account for these meteorological 
fluctuations. Two empirical methods to quantify the impact of meteorology on pollutant 
levels are discussed and applied to the 13-year time period between 2000 and 2012 in 
Atlanta, GA. The methods employ Kolmogorov-Zurbenko filters and linear regressions to 
detrended pollutant signals into long-term, seasonal, weekly, short-term, and white-noise 
components. The methods differ in how changes in weekly and holiday emissions are 
accounted for. Both can provide meteorological adjustments on a daily basis for future use 
in acute health analyses.  
The meteorological impact on daily signals of ozone, NOX, CO, SO2, PM2.5, and 
PM species are quantified. Analyses show that the substantial decreases in seasonal 
averages of NOX and SO2 correspond with controls implemented in the metropolitan 
Atlanta area. Detrending allows for the impacts of some controls to be observed with 
averaging times of as little as 3 months. Annual average concentrations of NOX, SO2, and 
CO have all fallen by at least 50% since 2000. Reductions in NOX levels, however, do not 
lead to uniform reductions in ozone. While average detrended summer average maximum 
                                                
3 A modified version of this chapter has been published as: Henneman, L.R.F., Holmes, H., 
Mulholland, J., Russell, A. (2015) “Meteorological detrending of primary and secondary 
pollutant concentrations: Method application and evaluation using long-term (2000–2012) 
data in Atlanta, Atmospheric Environment, Volume 119, Pages 201-210, ISSN 1352-2310. 





daily average 8h ozone (MDA8h O3) levels fell by 4% (2.2 ± 2 ppb) between 2000 and 
2012, winter averages have increased by 12% (3.8 ± 1.4 ppb), providing further evidence 
that high ozone levels are NOX-limited and lower ozone concentrations are NOX-inhibited. 
High ozone days (with MDA8h O3 greater than 60 ppb) decreased both in number and in 
magnitude over the study period.  
4.2  Introduction 
Policy makers design regulations to reduce the adverse impacts of air pollutant 
emissions on human health and the environment. The effectiveness of the regulations are 
assessed based on measured pollutant concentrations and estimates of impacts on health 
endpoints related to exposure to these pollutant concentrations (van Erp et al., 2008). 
However, given the number of factors that affect a measured air pollution signal (e.g. 
meteorological fluctuations, climate change, population growth, weekend/weekday 
emissions differences, and the disproportionate effect of sources close to the monitor), it is 
often difficult to identify and quantify the effects of specific controls in long-term air 
pollution records. The meteorological impact on ozone and particulate matter with 
diameter less than 2.5 µm (PM2.5) levels is especially important because of their known 
associations with negative health outcomes and the fact that ambient concentrations of both 
ozone and certain components of PM2.5 are secondary, i.e., their formation in the 
atmosphere is dependent on both meteorological and chemical processes. Although 
emissions of precursors to ozone (e.g. NOX and volatile organic compounds—VOCs) and 
PM2.5 (e.g. primary PM2.5, NOX, SO42-, NH3, and VOC's) have decreased under programs 
implemented under the Clean Air Act since 1970, ozone and PM2.5 levels continue to 
exceed EPA standards (Pachon et al., 2012; Vijayaraghavan et al., 2014). In order to assess 
the impact of controls on measured pollutant signals, it is important to account for the 
impact of variations in meteorology (Cox and Chu, 1993; Rao and Zurbenko, 1994).  
The years between 2000 and 2012 saw the implementation of a number of 
regulations and associated controls on emissions across the United States. Major programs 
implemented during this period include the Tier 2 Vehicle and Gasoline Sulfur Program 
(phased in 2004-2009), the 2007 Heavy-Duty Highway Rule, the Acid Rain Program and 
associated NOX State Implementation Plan (SIP) Call and Budget Trading Programs 
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(phased in 1995e2010), and the Clean Air Interstate Rule (CAIR phased in beginning in 
2009) (Hubbell et al., 2009; Morgenstern et al., 2012; USEPA, 1999; USEPA, 2000; 
USEPA, 2009). In order to better assess the effectiveness of these regulations it is necessary 
to investigate the primary pollutants whose emissions are affected by the controls directly, 
the secondary pollutants that are products of atmospheric reactions of the primary 
pollutants (e.g. O3 and PM2.5), and the role that meteorological fluctuations play in 
affecting trends. To this end, meteorological effects can be quantified and removed from 
the measured pollutant signal.  
A number of methods have been used to remove meteorological impacts on ambient 
pollutant concentrations (Cox and Chu, 1993; Flaum et al., 1996; Gardner and Dorling, 
2000; Kuebler et al., 2001; Rao and Zurbenko, 1994). Rao and Zurbenko (1994) used 
multiple-pass moving average filters of different averaging windows and varying numbers 
of passes to isolate short-term fluctuations in ozone concentrations, and found a lag 
between temperature and ozone. Flaum et al. (1996) extended the analysis further to 
include dew point temperature, specific humidity, and wind speed. Kuebler et al. (2001) 
employed a filter and regression technique similar to that of Rao and Zurbenko (1994), but 
also included effects of solar radiation. 
Others have used approaches besides filtering and regression techniques to isolate 
meteorological contributions. Cox and Chu (1993) used data from 43 urban areas to create 
a distribution of ozone concentrations in urban areas, and accounted for both surface 
temperature and wind speed effects. Gardner and Dorling (2000) used neural networks and 
filtering to calculate meteorology-adjusted ozone time series. In general, the neural 
network method finds a greater contribution of meteorology to ozone concentrations than 
the filter-regression methods. Brönnimann and Neu (1997) used weekly emissions trends 
derived from the Swiss emissions inventory and characterized meteorological conditions 
as “favorable” and “unfavorable” in order to determine concentration levels that can be 
expected on different days given certain meteorological conditions.  
 Camalier et al. (2007) used generalized linear models (GLMs) to quantify 
annualized effects of meteorology on ozone levels in cities across the United States. This 
method was extended by Blanchard et al. (2010) to investigate the effects of changing 
levels of ozone precursors on ozone levels in Atlanta and the reason for the relatively small 
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change in ozone levels compared to its precursors. The authors found that daily ozone 
levels are more sensitive to meteorological fluctuations than to changes in ambient non-
methane organic carbon and NOY.  
Within the context of an accountability assessment of how regulatory policies affect 
acute (daily) health outcomes, it is important to estimate meteorological impacts on 
observed daily concentrations for use in acute health impact analyses. The methods 
presented here assess more than a decade of observations of multiple gaseous and 
particulate constituents to aid the assessment of regulatory actions on public health, 
independent of daily meteorological fluctuations.  
This paper presents results obtained using meteorological detrending methods used 
by Kuebler et al. (2001) and a new method designed to improve the ability to isolate only 
the fluctuations attributed to meteorological variability in a daily concentration signal. The 
new method uses multiple Kolmogorov-Zurbenko filters to account for the long-term and 
annual fluctuations, and a multiple linear regression with meteorological terms, interaction 
terms, monthly terms, and weekday and holiday terms. The methods are applied to ozone, 
NOX, SO2, CO, total PM2.5, SO4
2-, organic carbon (OC) and elemental carbon (EC) 
measured in Atlanta, GA from 2000 to 2012.  
4.3 Data 
Air quality and meteorological data, excluding rainfall, are from the SEARCH 
network's Jefferson Street monitoring station (JST) in downtown Atlanta (Atmospheric 
Research and Analysis, 2014). Rainfall measurements come from NOAA's National 
Climatic Data Center station at Hartsfield-Jackson Airport, which is 15 km south of the 
Jefferson Street Station.  
Eleven pollutant species and eight meteorological metrics are used in this study 
(Table 4-1 Table 4-2). The meteorological variables are chosen as those likely having a 
strong physical-chemical link to the pollutant species. Daily metrics of three gas phase 
species (ozone, NOX, and CO) are calculated in two ways each—the daily 8-h and 1-h 
maxima ozone and daily and morning means of NOX and CO. Morning means capture 
commute emissions, while daily means reduce the impact of high concentrations seen due 
to shallow boundary layer height expected in the early morning (Kuebler et al., 2001). Most 
meteorological and species records had less than 10% missing days with the exceptions of 
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OC and EC, which switched from being measured every day to 1-in-3 day measurements 
in 2009. Hourly measurements of incoming solar radiation, temperature, wind speed, and 
relative humidity were converted to daily metrics (Table 4-2). Rainfall was used as a binary 
input.  
Table 4-1. Daily pollutant species used in detrending analysis (2000-2012). Hourly 
measurements from JST are converted to daily metrics (# days = 4745). 
Speciesa Metric Period Exclusion 
criteriab (hours) 
# Days % Missing 
Days 
MD8hO3 Max of 8-h mean 12 a.m.-11 p.m. — 4681 1.48 
#$
%  Daily max 12 a.m.-11 p.m. ≥ 12/24 4627 2.57 
NOX Daily mean 11 a.m.-7 p.m. ≥ 5/9 4447 6.36 
&#'
()*+ Morning mean 8 a.m.-11 a.m. ≥ 3/4 4398 7.39 
CO Daily mean 11 a.m.-7 p.m. ≥ 5/9 4609 2.95 
,#()*+ Morning mean 8 a.m.-11 p.m. ≥ 3/4 4623 2.65 
SO2 Daily max 12 a.m.-11 p.m. ≥ 12/24 4658 1.92 
PM2.5 Daily mean 12 a.m.-11 p.m. — 4015 9.41 
-#.
/0 Daily mean 12 a.m.-11 p.m. ≥ 12/24 4015 1.92 
EC Daily mean 12 a.m.-11 p.m. — 3384 28.7 
OC Daily mean 12 a.m.-11 p.m. — 3384 28.7 
a The superscript M for pollutant abbreviations in the left column signifies the daily 
maximum, the superscript morn signifies a morning mean, and metrics with no superscripts 
are the average of hourly values within the Period.  
b If the Exclusion Criterion for each averaging/maximum period is violated (i.e. there are 
more hours missing than allowed), the day is counted as NA. If there is no Exclusion 
Criterion, the minimum number of measurements needed for that day is one.  
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Table 4-2. Daily weather variables used in detrending analysis (2000-2012). 
Hourly measurements from JST are then converted to daily metrics (# days = 4745). 
Rainfall (RF) is the exception: measurements are from NOAA’s National Climatic Data 
Center station at Hartsfield-Jackson Airport, which is 10 miles south of JST. 
Phase Metric Period Exclusion criteria 
(hours) 
# Days % Missing 
Days 
SR Daily total 12 a.m.-11 p.m. Any, 7 a.m.-6 p.m.c 4950 9.29 
SRM Daily max 12 a.m.-11 p.m. — 5398 1.11 
Tm Daily mean 11 a.m.-3 p.m. ≥ 3/5 5368 1.66 
TM Daily max 12 a.m.-11 p.m. — 5425 0.62 
WS Daily mean 11 a.m.-3 p.m. ≥ 3/5 5284 3.19 
WSmorn Morning mean 7 a.m.-10 a.m. ≥ 3/5 5225 4.27 
RH Morning mean 8 a.m.-11 a.m. ≥ 3/4 5363 1.75 
RF Daily factor 12 a.m.-11 p.m. — 5459 0 
a SR—solar radiation, T—temperature, WS—wind speed, RH—relative humidity, and 
RF—rainfall. Superscripts M and morn signify the daily maximum and morning mean. 
Metrics with no superscripts are the average of hourly values within the Period.  
b If the Exclusion Criterion for each averaging/maximum period is violated (i.e. there are 
more hours missing than allowed), the day is counted as NA. If there is no Exclusion 
Criterion, the minimum number of measurements needed for that day is one.  
c If any solar radiation values are missing during the daytime hours, the day is excluded.  
 
4.4 Methods 
Observed pollutant species concentrations are a nonlinear function 1∗ of emissions 
(E) and meteorology (M), i.e.  
 , 2 = 1∗ 4 2 , 6 2  (Eq. 4.1) 
Results from Blanchard et al. (2010) suggest a near-linear relationship between 
ozone and temperature and relative humidity, and nonlinear relationships for other 
meteorological variables (Blanchard et al., 2010). Recognizing that most variability in 
pollutant concentrations is on a seasonal scale, and emissions and their effects on measured 
pollutant species are primarily cyclical (dominated by daily, weekly, and annual patterns), 
their contributions to a daily signal can be removed along with the background. The 
residual fluctuations in the signal can then be attributed to short-term meteorological 
fluctuations and white noise through a multiple linear regression. Short-term 
meteorological fluctuations are assumed to be unaffected by and independent of emissions.  
The long-term time series of daily pollutant concentrations (C) can be decomposed 
into components (Kuebler et al., 2001; Rao and Zurbenko, 1994):  
 ln , 2 = ,9: 2 + ,- 2 + ,< 2 + ,-:6 2 + ,<& 2  (Eq. 4.2) 
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or 
 , 2 = exp	 ,9: 2 + ,- 2 + ,< 2 + ,-:6 2 + ,<& 2  (Eq. 4.3) 
Ozone concentrations in the atmosphere typically approximate a log-normal 
distribution (Hogrefe and Rao, 2000; Rao et al., 1997). A log transformation is applied 
prior to detrending for all pollutants to ensure model residuals follow the assumptions of 
normal distribution and homoscedasticity. A discussion of model residuals and comparing 
log- and no-log models is included in the Supporting information.  
The components of each signal in (Eq. 4.2) are defined as follows (time period in 
parentheses):  
LT: long-term (>365 days)
S: seasonal (365 days)
WH: weekly-holiday (7-365 days)  
STM: short-term meteorological (<365 days)  
WN: white-noise (1 day)  
The LT component in the species decomposition captures long-term changes in 
background concentrations, climate, and precursor emissions (in secondary pollutants) 
(Gardner and Dorling, 2000; Rao and Zurbenko, 1994). While the WH, STM, and WN 
signals cover overlapping periods, they are each independent. The goal of the detrending 
is to quantify and remove the STM signal and relate it to meteorological fluctuations so 
that the remaining daily signal is corrected for short term meteorological fluctuations, i.e., 
deviations from the typical meteorology for the time of year.  
A meteorological signal can be decomposed in a similar way as a pollutant species 
signal, though a log transform is not used for the meteorological variables. A log transform 
is not necessary because meteorological variables are the covariates in regression models 
described below, and there are no assumptions of specific distributions that need to be met. 
The short-term deviations of meteorological signals, ∆6, occur on time periods of less than 
those accounted for by the long-term and seasonal trends.  
 6 2 = 9:BC2 2 + -BC2 2 + ∆6 2  (Eq. 4.4) 
Two methods are assessed for their ability to separate daily deviations from long-
term fluctuations. Both methods quantify the effect of individual meteorological variables 
on species signals. They are designed to create daily adjustments for meteorological 
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contributions to pollutant signals, and account for holiday and weekday effects that vary 
throughout the year as well as nonlinear effects of temperature and relative humidity on 
daily pollutant concentrations. While the results reported here are for data from Atlanta, 
the methods can be applied to any monitoring station with a multi-year meteorological and 
ambient air pollution record.  
4.4.1 Multiple KZ and Kuebler et al. (2001) methods  
The Multiple KZ (MKZ) and Kuebler et al. (2001) (KEA) methods are approaches 
to performing the detrending described above. Both use the Kolmogorov-Zurbenko (KZ) 
filter, which is a low-pass moving average filter (Kuebler et al., 2001; Rao and Zurbenko, 








 (Eq. 4.5) 
where B	 = 	2J	 + 	1 (Zurbenko, 1991). B defines the window length, M is the number of 
passes, and H is the day of interest. KZ filters are widely used for their adaptability to 
different cutoff frequencies and robustness to missing data (Eskridge et al., 1997). Rao and 
Zurbenko (Rao and Zurbenko, 1994) investigated different values of m and p depending 
on the desired cutoff frequency. The filtering in this work was done using version 3.0.0 of 
the ‘kza’ filter package in the statistical program R (Close and Zurbenko, 2011; R Core 
Team, 2012). A benefit of the KZ filter as implemented in R is that it can handle missing 
data.  
Both the MKZ and KEA methods employ KZ filters and linear regressions to 
separate the long-term signals of daily concentrations into the components listed above. 
The methods are described in detail in the supporting information; however, key 
differences are described here. The models take the forms:  
 NO ,%PQ 2 = ,%PQRS 2 + ,%PQT 2 + ,%PQUV 2 + ,%PQTS% 2 + ,%PQUW (2) (Eq. 4.6) 
 
 NO ,PZ[ 2 = ,PZ[RS 2 + ,PZ[T 2 + ,PZ[UV 2 + ,PZ[TS% 2 + ,PZ[UW(2) (Eq. 4.7) 
The hats indicate an estimated value. In both methods, a KZ365,3 filter is used to 
remove the LT signal. The averaged output—on a day-of-year basis—from a second filter, 
KZ15,5, represents the S component in the MKZ method. The method is named for the use 
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of multiple KZ filters to separate the detrending components. For the KEA method, S is 
calculated by averaging the resulting signal after removing LT by date of year, which takes 
into account holidays that occur on a different date each year (e.g. Thanksgiving and 
Memorial Day). A result of this averaging is that the weekly signal, WH, is combined with 
the S signal in the KEA method.  
LT and S are subtracted from the observations in the MKZ method, and LT, S, and 
WH are subtracted from the observations in the KEA method. The remaining signals (WH, 
STM and WN in the MKZ method and STM and WN in the KEA method) are estimated 
in regressions. The covariates included in the MKZ regression are (see Table 4-2 for 
variable definitions): ∆:B, (∆:B)2, (∆:B)3, ∆<-, ∆]^, ∆]_, :% ∗ ∆:(, :% ∗ ∆]^, 
∆:0`
( , ∆<-0`,	∆]^0`, ]_0`, ∆:0/( ,	∆<-0/,	∆]^0/, ]_0/, weekday indicators, weekday 
indicators times maximum temperature, month indicators, and holiday indicators. 
Subscripts represent number of lagged days. In the KEA regression, only the meteorology 
covariates are used (i.e. none of the indicator variables). Values are provided for the full 
set of variables are described in the supporting information, and for the regression 
coefficients in Tables S1 and S2 in the Supplemental Material. The regressions are different 
in that weekday and holiday effects are modeled explicitly in the MKZ method, while they 
are not in the KEA method, and ∆6 2  are estimated slightly differently (see 
supplementary material).  
4.5 Results 
4.5.1 Method evaluation and comparison 
Correlations (Table 4-3) show that the MKZ model captures as much or more of 
the observed variability than the KEA method for all but one of the pollutants (SO42-). Most 
pollutants have slopes and R2 values of greater than 0.40 across all models. SO2 is the only 
exception—neither of the models produce an R2 greater than 0.30 for SO2. The 
concentration of SO2 that is measured at JST is highly dependent on an electricity 
generating unit (EGU) plume passing over the monitoring site. This is especially true since 
most mobile emissions of SO2 decreased dramatically after rules came into effect that 
reduced the allowable sulfur content in gasoline and diesel beginning in 1999. This has in 
turn reduced the variability in the SO2 signal over time, leading to a problem with fit in 
both methods.  
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Table 4-3. Slopes, correlation coefficients (R2 values), and root mean square deviations 
(RMSD) for the fit of the KEA and MKZ methods.  
 Slope [conc conc-1] R2 RMSD [conc] 
 KEA MKZ KEA MKZ KEA MKZ 
MD8hO3 0.72 0.71 0.62 0.66 11.3 10.7 
#$
% 0.72 0.72 0.67 0.71 11.7 11.0 
NOX 0.52 0.53 0.58 0.64 9.60 9.11 
&#'
()*+ 0.33 0.37 0.44 0.50 36.1 34.4 
CO 0.44 0.44 0.53 0.53 73.9 73.9 
,#()*+ 0.28 0.29 0.44 0.46 274 271 
SO2 0.28 0.21 0.19 0.23 13.2 12.9 
PM2.5 0.46 0.47 0.49 0.49 4.85 4.82 
-#.
/0 0.41 0.38 0.50 0.48 1.92 1.97 
EC 0.38 0.38 0.43 0.45 1.37 1.36 
OC 0.38 0.39 0.43 0.48 0.57 0.56 
 
A holdout analysis is a type of cross-validation used to investigate the robustness 
of a model to missing data. 30 holdout tests were performed by training the model on the 
data with 10% of the observations removed. The sampling was performed independently 
for each holdout test, meaning it is possible data points were held out for multiple tests. 
For each test, the remaining 90% of the data was used to estimate each component of the 
detrending (i.e. LT, S, WH, STM, and WN). The LT and S components are estimated using 
the KZ filter, which can handle missing data, and still assigns an estimate to missing days. 
In the KEA method, the WH component is estimated along with S, and STM is estimated 
using the best fit of the linear model. In the MKZ method, the WH and STM components 
are both estimated using fits of a linear regression. The linear regressions are fit using the 
90% remaining observations, and regression parameters are used to estimate the withheld 
10%. The predicted values are compared with observed using the root mean square 
deviation (Table S2 in Supplementary Information).  
The average root mean square deviation (RMSD) was lower for 7 of the 11 
pollutant metrics for the MKZ method, and for only one (OC) in the KEA method (p-value 
< 0.05). Differences in the rest of the pollutants were not statistically significant. The 
RMSD for each species describes the WN component of the detrending, so a smaller 
RMSD means more of the variability is captured by the model.  
Monitor design values are used to assess attainment under the National Ambient 
Air Quality Standards (NAAQS). For ozone, the design value is defined as the three-year 
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average of the annual fourth highest MDA8h ozone. For PM2.5, the design value is defined 
as the three-year average of the fourth highest 24hr average PM2.5. The observed design 
values for O3 plotted in Figure 4-2 show a decreasing trend. After detrending with both the 
KEA and MKZ methods, however, design values show a greater decreasing slope. Results 
from the two models are similar, and provide evidence that meteorological fluctuations 
contributed to higher design values in most of the years in the current study. While 
meteorology can both increase and suppress ozone levels, most of the highest days (which 
contribute to the design value) are on hot summer days with meteorological conditions that 
are conducive to ozone formation. When this effect is removed in the detrending, the design 
values decrease (Figure 4-2).  
 
Figure 4-1. The raw and meteorologically-detrended summer and winter means. Winter 
averages are taken from January 1st to March 31st, and Summer averages are taken 
from July 1st to September 30th. Gaseous species are above and PM species are below.  
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Design values for detrended PM2.5 from 2003 to 2007 are less than the observed. 
For the other years, both detrending methods are similar to the observed.  
 
Figure 4-2. Monitor design values for O3 and PM2.5. For O3, the design value is defined 
as the three-year average of the annual fourth highest MDA8h O3. For PM2.5, the design 
value is defined as the three-year average of the fourth highest 24-hr average PM2.5.  
Results from both models show that average annual ozone concentrations did not 
change much from 2000 to 2012 in Atlanta (Figure 4-3), although design values of both 
ozone and PM2.5 have decreased substantially (Figure 4-2). Results of the models are 
similar based on the R2 values (Table 4-3) and the ability to calculate daily adjustments. 
Because of the higher R2 values and results of the holdout analysis, the MKZ method was 
identified as the most appropriate model. Therefore, a majority of the following discussion 
addresses results from this model.  
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Figure 4-3. The annual average adjusted max of 8-h max ozone levels for Atlanta for the 
KEA and MKZ, methods compared with the observed.  
 
4.5.2 Effect of meteorology on ozone levels 
The magnitude of the daily meteorological contribution to ozone levels are specific 
to different climate regions (Camalier et al., 2007; Ge go et al., 2007; Rao et al., 1995), 
and, for Atlanta, approximate a normal distribution (Fig. S1a in Supplementary Material). 
Fig. S1b in Supplementary Material displays the monthly means and standard deviations 
of meteorological contribution to ozone levels. In general, meteorological contributions 
increase in the summer and decrease in the winter. However, the width of the distribution 
also changes, as the summer sees a wider range of effects than the winter. Two exceptions 
to this trend are May and July, which both average a near-zero effect and have standard 
deviations that are smaller than April, June, and August. The cause of this may be traced 
to the negative association of relative humidity with ozone.  
The average contribution of short-term meteorology is 0.9 ppb (near zero because 
positive and negative contributions balance each other out over the length of the 13-year 
time series), but the model finds contributions as low as 57.2 ppb and as high as 44.0 ppb 
(Table 4-4). The mean absolute contribution of daily short- term meteorology is 8.4 ppb. 
Days with high and low relative humidity show opposite average effects on ozone levels. 
Though the distributions of high and low relative humidity days have different means, the 
standard deviations are similar. Therefore, changes in temperature yield a widening of the 
response distribution, and changes in relative humidity yield a change in the mean direction 
of the response distribution.  
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Table 4-4. The mean (µ), standard deviation (s’s), minimum, and maximum of the 
meteorological contribution of different subsets of the JST ozone data. “High” and 
“Low” splits are made at the mean value for each variable. MAC is the mean absolute 
contribution of meteorology, or the average absolute STM for each data transect. The 
differences in the means are statistically significant (as determined by a Student's t-test) 
for temperature and relative humidity subsection. Units are ppb.  
 µ s Min Max MAC 
All 0.9 10.3 -57.3 44.0 8.4 
Temperature      
High 1.5 12.3 -57.3 44.0 9.8 
Low 0.2 8.7 -43.2 28.6 6.5 
Relative humidity     
High -2.0 9.7 -44.9 35.8 7.5 
Low 3.2 11.2 -57.4 44.0 9.1 
 
4.5.3 Meteorologically detrended species metrics  
Meteorologically detrended and raw summer and winter means have decreased in 
Atlanta for all pollutants in this analysis over the study period (Figure 4-1). The MKZ 
detrending process has the effect of reducing the means and variances in the observations 
of all pollutants, though changes in the variances are more substantial than changes in the 
mean (Fig. S2 in Supplemental Material) This is an expected result due to the added 
variability that meteorological fluctuations add to observed concentrations of pollutants.  
Detrended winter averages for ozone increase by almost 20 ppb between 2005 and 
2011 (Figure 4-1). Summer values show more variability between years. Decreases in 
summer averages are seen from 2001 to 2002, 2004 to 2005, and 2006 to 2009. However, 
these decreases are each followed immediately by one or two years of increases in ozone 
levels. While the overall trend in ozone between 2000 and 2012 shows a slight decrease, it 
is not nearly as distinct as in the primary pollutants or PM2.5.  
Both SO2 and SO42- show large decreases in winter concentrations between 2000 
and 2001, then remain stagnant until 2008. Concentrations then decrease steadily until 
2012, with an exception in 2010. Overall, changes in SO42- concentrations mirror changes 
in SO2 concentrations with a slightly dampened response. Winter PM2.5 shows a near-
steady decrease since 2001. Summer values, on the other hand, show little change before 
2006 followed by a large drop between 2007 and 2009. Average values in the summer of 
2012 were 11 µg m-3 less than average values in 2000. 
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4.5.4 Atmospheric response to emissions changes  
In order to identify changes in air quality due to emissions changes, fluctuations 
from both short-term meteorology and seasonal variations must be accounted for. Seasonal 
variations tend to dominate the variability in concentration signals, and inhibit the ability 
to observe short-term changes. To this end, the seasonal (S) portion of the detrended 
concentration signal is removed. The remaining signal is then averaged over different time 
periods (1, 2, 3, 4, 6, and 12 months). For each averaging time, adjacent mean 
concentrations are compared with a Student’s t-test, using the Bonferroni method to correct 
each p-value. This correction accounts for the increased error associated with performing 
a large number of significance tests (Hastie et al., 2009). All averaging periods are shown 
for SO2 (Figure 4-4), along with annual averages for the remaining pollutants (Figure 4-5). 
See Supplementary material (Figs. S3-S6) for plots of all averaging periods for NOX, SO4
2-, 
PM2.5, and O3. 
 
Figure 4-4. Averaged SO2 concentrations at different averaging periods. Raw 
concentrations are on the left, and meteorologically detrended concentrations are on the 
right. The averaging times are (top to bottom): 1, 2, 3, 4, 6, and 12 months. Bold red 
lines indicate a statistically significant (p < 0.05) change in the average concentration.  
Meteorological detrending increases the ability to observe a statistically significant 
change in the observed NOX, SO2, and SO4
2-
 concentrations at shorter averaging periods. 
Results of the signal processing for SO2 (Figure 4-4) show that averaging times of 1 and 2 
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months are still too short to observe meaningful statistically significant (i.e. p-value < 0.05) 
changes in concentration. Statistically significant peaks in the 1- and 2- month averaging 
times may be the product of spikes caused by local disturbances. At averaging times of 3 
months and greater, however, differences in the meteorologically detrended concentrations 
become statistically significant and relatable to known emissions changes. At 3 months and 
higher, both the detrended and raw signals show significant decreases from 2000 to 2001 
and 2011 to 2012. Raw concentrations show a significant increase in SO2 between 2009 
and 2010 for averaging periods of 3 months and greater. After detrending, this increase 
only appears in the 3-month average. At six months averaging periods and longer, no 
increases are significant.  
 
Figure 4-5. Averaged annual concentrations of 5 pollutants. Raw concentrations are on 
the left, and meteorologically detrended concentrations are on the right. Bold red lines 
indicate a statistically significant (p < 0.05) change in the annual average concentration.  
Detrending of NOX concentrations (Fig. S3 in Supplementary Material) also shows 
differences from the measured concentrations. Again, averaging times of 2 months and less 
capture too much of the noise to show statistically significant differences. First, changes in 
2001 and 2007 are significant for averaging times as low as 3 months. These changes are 
only significant in averaging times of 6 months or greater when meteorological fluctuations 
are not accounted for. Annual averages show significant changes in the detrended signal in 
2007 and 2008 that are not present in the raw signal. Meteorological detrending reduces 
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the standard deviation of the daily NOX signal (over the 13 year time period) from 15.8 
ppb to 12.8 ppb.  
PM2.5 and ozone are inherently more difficult to analyze using these signal 
processing techniques. Part of this difficulty arises from the fact that a large portion of 
PM2.5 and all ozone are secondary pollutants whose primary constituents are emitted from 
a number of sources. When the seasonal signal is removed from the PM2.5 and ozone 
signals, many statistically significant changes exist that are not easily linked to known 
emissions changes (Figs. S5 and S6 in Supplementary Material). Annual averages for PM2.5 
and ozone are exceptions. Statistically significant changes in PM2.5 occurred in years from 
2007 to 2009 and 2011 to 2012. These years align with significant decreases in sulfate 
concentrations, which makes sense since sulfate is a major constituent of PM2.5 in the 
southeast. Removing the seasonal signal from the ozone concentrations yields a signal that 
changes phase (i.e. the signal peaks in the summers at the beginning of the data record but 
changes to the winter at the end) and in the middle of the data record (Fig. S6 in 
Supplementary Material). This is due to the narrowing distribution of ozone levels (Figure 
4-1). The result of this is that averaging periods below 12 months have little meaning, since 
the change in phase drives the majority of the change in average concentrations at smaller 
periods.  
4.6 Discussion 
4.6.1 Other methods considered 
Initially, attempts were made to use band-pass filtering in frequency space (by 
employing a Fast Fourier Transform (FFT)) to isolate fluctuations at each of the periods in 
(Eq. 4.2). Results of the FFT algorithm, however, are highly dependent on the length of the 
dataset, which reduces the ability to generalize the method to other locations with more or 
less data. Further, the algorithm does not readily handle missing data, which necessitates 
filling the missing days with averages or linearly interpolating between days. Given the 
special treatment required to perform FFT filtering, this method was viewed as less 
attractive, similar to the results reported in Eskridge et al. (1997).  
A fourth method that was taken into consideration in the analysis is reported in 
Camalier et al. (2007). This method was developed to meteorologically detrend 8-h ozone 
estimates, and results for cities across the United States are reported at http:// 
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www.epa.gov/airtrends/weather.html. However, because the model was developed with 
the intent of calculating annual adjustments to summer averages, and not day-to-day 
adjustments, the method was assessed, but is not used further here. Results reported on the 
EPA website are compared with results from the MKZ and KEA methods.  
The MKZ and KEA methods produce detrended annual summer means (Fig. S7 in 
Supplementary Material) that are comparable with those reported by the EPA at 
http://www.epa.gov/airtrends/ weather2012/atlaGA.jpeg, accessed 27 May, 2015. Actual 
values were not available, so the EPA values were estimated via visual inspection. The 
MKZ and KEA methods estimate an average meteorological impact on summer mean 
ozone of the same sign in 9 out of 13 years of this study. In three of the years that are not 
adjusted in the same direction (2000, 2003, and 2009), all three methods estimate small 
adjustments (2-5 ppb), so the differences may be due to outlier days or variations 
attributable to different monitor locations.  
4.6.2 Comparison with emissions estimates  
Reasons for the reductions in primary pollutants can be attributed to a number of 
factors, including economic activity, fuel costs, and regulatory programs. A number of 
local and national programs were instituted during this time period. These programs 
include those targeting point sources (e.g. Phase 2 of the Acid Rain Program; the NOX 
Budget Trading Program, Georgia was not included in this program, but neighboring states 
were; the Clean Air Interstate Rule, and the Georgia Multipollutant Control Rule for 
Electricity Utility Steam Generating Units) and mobile sources (e.g. Tier 2 Vehicle and 
Gasoline Sulfur Program, the 2007 Heavy-Duty Highway Rule, the Mobile Source Air 
Toxics Rule, and the Georgia Gasoline Marketing Rule) (Georgia Department of Natural 
Resources Environmental Protection Division Air Protection Branch (2013); Hubbell et 
al., 2009; Morgenstern et al., 2012). Pachon et al (2012) showed a linear relationship 
between estimated mobile emissions levels from 1999 to 2007 and measured CO, NOX, 
and elemental carbon concentrations (Pachon et al., 2012).  
Seasonal variability in NOX emissions between summers and winters from 2003 to 
2008 provide an interesting point of comparison to detrended concentrations. These 
seasonal emissions controls were required by Georgia in an effort to reduce summer ozone 
levels. Starting in 2009, the state required year-round controls on NOX. A comparison of 
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Fig. S8 in Supplemental Material with NOX concentrations in Figure 4-1 shows that EGU 
summer controls for NOx had little effect on the detrended summer NOX concentrations, 
which increase each year between 2003 and 2005. Decreases in detrended summer and 
winter NOX concentrations are observed after 2005. This provides evidence that emissions 
from local EGUs have a smaller influence on NOX concentrations in downtown Atlanta 
than other sources.  
The detrended ozone levels, apparently in contrast to its reduced precursor 
concentrations, do not decrease nearly as much (4% or 2.2 ± 2 ppb) in the summer between 
2000 and 2012. Winter averages increased over this time period by 12% (3.8 ± 2 ppb). 
These results corroborate recent findings in Blanchard et al. (2010) that the ozone response 
in Atlanta to NOX levels is less in magnitude than other factors, such as meteorology and 
ambient levels of non-methane organic carbons (NMOCs).  
Many of the regulatory policies established during this period have targeted the 
highest ozone days. In particular, from 2003 to 2008, seasonal NOX controls significantly 
reduced EGU NOX emissions during the summer ozone season (May-September, Fig. S8 
in Supplemental Material). From 2009 on, these controls were kept in place all year. This 
change in seasonal emissions is used to assess if detrended ozone concentrations can be 
used to evaluate the impact of these controls on high ozone levels. Days with detrended 
concentrations greater than 60 ppb were analyzed separately in an attempt to assess how 
well the impact of those decreases can be identified. Annual averages of concentrations on 
these days exhibited a decreasing trend over the time period on average, however, inter-
annual variability made it difficult to identify if the seasonal EGU emissions had an 
appreciable impact. Longer-term (3+ year) averages are more stable and do show a marked 
decrease from the period without seasonal controls to the first four years after seasonal 
controls were put in place (Table 4-5). The first averaging period (2000-2002) is before 
widespread use of seasonal NOX controls on EGUs in the region, the second (2003-2005) 
and third (2006-2008) are when seasonal controls were instituted, and the fourth (2009-
2012) is when the controls were employed year-round. Average high-ozone day 
concentrations decrease across the first three periods, and increase slightly in the most 
recent period. The number of days that saw ozone concentrations greater than 60 ppb 
decreased significantly over the final three periods. 60 ppb was chosen as a cutoff because 
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of its relevance to current discussions of ozone standards in the United States. The results 
are reflected in distributions of all ozone levels (Figure 4-6); the distribution narrows as 
new controls are implemented. Days of very high or very low ozone are increasingly rare 
as controls are installed across a number of sectors.  
Table 4-5. Averages concentration of O3 on days it exceeded 60 ppb and average number 




2000-2002 72.4 96 
2003-2005 70.2 110 
2006-2008 66.9 57 
2009-2012 68.6 45 
 
 
Figure 4-6. Normalized densities of concentrations during 3 subsets of the study period.  
 
4.6.3 Atmospheric response to emissions changes  
Because of the range of time scales that are important in atmospheric dynamics, it 
can be difficult to quantify the effect of a specific control strategy on ambient 
concentrations. A number of factors regarding the nature of how controls are put in place 
can also affect the ability to attribute changes in concentration levels at a central monitor 
to emissions changes. First, regulatory programs are implemented in phases, e.g. Phase I 
(1995) and Phase II (2000) of the Acid Rain Program. Second, more controls are generally 
required on new emitters (e.g. automobiles, EGUs, gas stations, etc.), and the effects are 
not fully realized until the fleet turns over. Third, multiple regulatory programs are 
implemented across many domains simultaneously, making it difficult to determine which 
control is attributed to the change in ambient concentration. Fourth, local sources 
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contribute disproportionally more to the variability in a measured concentration at a central 
monitor (e.g. JST). The time scales analysis shown in the results and discussed further here 
seeks to attribute changes in ambient concentrations to actions that have reduced emissions.  
Annual mean detrended SO2 concentrations show three periods of significant 
decreases (2000-2001, 2006-2009, and 2011-2012). In the 6 month averaging, the change 
between 2006 and 2007 is significant. This is the same year that total sales of No. 2 diesel 
fuel sold by the prime supplier in Georgia changed from 91% Low Sulfur diesel (500 ppm 
S) and 0% Ultralow Sulfur diesel (15 ppm S) to 35% and 58%. The remaining diesel sold 
was High Sulfur diesel (5000 ppm S). By 2012, 100% of the diesel sold in Georgia was 
Ultralow Sulfur diesel (U.S Energy Information Administration, 2014). EGU SO2 
emissions fell between 2008 and 2009. This also con- tributes to the significant differences 
in ambient concentrations observed between these years (Figure 4-5). The change between 
2011 and 2012 is statistically significant for both detrended and raw concentrations for an 
averaging period of 3 months and greater. Part of this decline can be attributed to the 
conversion of plant McDonough (a power plant located 10 km northwest of JST) to natural 
gas between these two years.  
One of the significant changes in the NOX record (Fig. S3 in Supplementary 
Material) is the change between 2000 and 2001, which is detected at an averaging time of 
3 months and greater. NOX emissions from Plant McDonough were reduced by 20% 
between 2000 and 2001. Over the total 20-county Atlanta PM2.5 nonattainment area, EGU 
NOX emissions were reduced by 9.6%. These changes, combined with emissions 
reductions in other sectors (such as mobile), contributed to a change in both annual average 
raw and detrended NOX concentrations between 2000 and 2001 of 32%.  
Annual detrended averages of sulfate display significant changes in the same years 
as SO2 (Figure 4-5). This is expected because sulfate is formed in the atmosphere from 
SO2. However, since sulfate must undergo chemical transformations, it is considered a 
regional pollutant, meaning local sources are not expected to have as much of an impact 
on sulfate than on SO2. The fact that the two align provides some evidence that strategies 
to reduce SO2 emissions in Atlanta influence sulfate concentration, but is also a 
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consequence of the fact that similar regulations have been implemented across the entire 
region.  
The lowest annual average detrended ozone level was observed in 2002, and the 
two highest values were in 2011 and 2012 (Figure 4-5). Statistically significant increases 
between 2009 and 2011 are present even as NOX concentrations fell. Annual average ozone 
levels are increasing because winter concentrations are rising faster than summer levels are 
falling (Figure 4-1). The dramatic rise in winter concentrations provides evidence that 
winter ozone levels are NOX inhibited, i.e. decreasing NOX emissions yield higher ozone 
concentrations. High levels of ozone in the summer show the opposite effect.  
4.7 Summary/Conclusions 
Meteorological detrending is applied to remove the effect of meteorological 
fluctuations on measured gaseous and particulate matter pollutants. The daily impact can 
be substantial, with a mean absolute contribution of 8.4 ppb, with range of 57.2 to 44.0 ppb 
for ozone. The KZE method builds on previous methods (including the KEA method) to 
quantify the impact of short-term meteorology on air pollution concentrations. Both 
methods yield similar results to each other when assessing design values at JST for ozone 
and PM2.5. This investigation shows that the new method is able to do as well as or better 
than the KEA method for all pollutants except SO42- in the model fit, and OC in the holdout 
analysis (Figure 4-4). Detrended summertime ozone averages align well with previous 
results reported by the EPA using the method detailed in Camalier et al. (2007).  
In NOX, SO2, PM2.5, and SO4
2-
 time series with the seasonal variation removed, 
statistically significant changes in annual averaged detrended concentrations coincide well 
with changes in emissions from EGU's and mobile sources. Annual average detrended SO2 
shows statistically significant changes when sulfur concentration in gasoline and diesel was 
reduced from 2006 to 2008, and when the fuel used at a nearby EGU (Plant McDonough) 
was changed from coal to natural gas in 2012. Attempts were made to parse out statistically 
significant changes in NOX concentrations that reflected summer NOX controls on Atlanta-
area EGU's from 2003 to 2009, but these could not be observed. This is due, in part, to the 
smaller impact local EGU emissions have on measured concentrations in the city center 
compared to the impact of mobile NOX sources.  
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While seasonal averaging (Figure 4-4 and Figs. S3 and S4 in Supplementary 
Material) allows for the identification of many of the significant changes in atmospheric 
concentrations of NOX, SO2, and sulfate, these averaging times are not as useful for ozone 
and PM2.5. Further, in contrast to the primary pollutants and PM2.5, statistically significant 
changes in ozone concentrations did not coincide with any of the emissions changes 
mentioned above. Ozone is the only pollutant that does not show a major decrease in mean 
levels over the 13-year study period. Detrended average summer concentrations decreased 
4% (2.2 ± 2 ppb) while winter concentrations increased by 12% (3.8 ± 1.4 ppb) between 
2000 and 2012. These results suggest that summer peak ozone levels are NOX limited, 
while lower ozone levels are radical-limited (NOX inhibited). The detrending method 
developed can be used to adjust for the meteorological impacts on a day-by-day basis for 
use in acute health studies. The MKZ method provides the benefit of daily detrending that 
also produces annual averages that agree with previously published detrending methods.  
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CHAPTER 5. ASSESSING REGULATORY IMPACTS ON OZONE 
AND PM2.5 USING EMPIRICALLY- AND AIR QUALITY MODEL-
DERIVED POLLUTANT SENSITIVITIES4 
5.1 Abstract  
Since the 1990 Clean Air Act Amendments, the USA has seen dramatic decreases 
in air pollutant emissions from a wide variety of source sectors, which have led to changes 
in pollutant concentrations: both up and down. Multiple stakeholders, including policy-
makers, industry, and public health professionals, seek to quantify the benefits of 
regulations on air pollution and public health, a major focus of air pollution accountability 
research. Two methods, one empirical, the other based on a chemical transport model 
(CTM), are used to calculate the sensitivities of ozone (O3) and particulate matter with 
diameters less than 2.5 µm (PM2.5) to electricity-generating unit (EGU) and mobile source 
emissions. Both methods are applied to determine impacts of controls on daily 
concentrations (which are important in assessing acute health responses to air pollution), 
accounting for nonlinear, meteorologically, and emission-dependent responses of pollutant 
concentrations. The statistical method separates contributions of nearby EGU, regional 
EGU, and mobile source emissions on ambient city-center concentrations. Counterfactual 
emissions, an estimate of emissions under a scenario where no new controls were 
implemented on local EGU sources after 1995, regional EGUs after 1997, and mobile 
sources after 1993, are combined with these sensitivities to estimate counterfactual 
concentrations that represent what daily air quality in Atlanta, GA would have been had 
controls not been implemented and other emissions-reducing actions not been taken. 
Regulatory programs are linked with reduced peak summertime O3, but have had little 
effect on annual median concentrations at the city-center monitoring site, and led to 
                                                
4 A modified version of this chapter has been published as: Henneman, L.R.F., Chang, H., 
Lavoué, D., Mulholland, J., Russell, A. (2017). “Assessing regulatory impacts on ozone 
and PM2.5 using empirically- and air quality model-derived pollutant sensitivities.” Air 
Quality, Atmosphere, and Health. doi:10.1007/s11869-017-0463-2. The online version of 
this article contains supplementary material, which is available to authorized users. 
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increases in pollutant levels under less photochemically-active conditions. The empirical 
method and the CTM method found similar relationships between ozone concentrations 
and ozone sensitivity to anthropogenic emissions. Compared to the counterfactual between 
2010 and 2013, the number of days on which O3 (PM2.5) concentrations exceeded 60 ppb 
(12.0 µg m-3) was reduced from 396 to 200 (1391 to 222). In 2013, average daily ambient 
O3 and PM2.5 concentrations were reduced by 1.0 ppb (2%) and 9.9 µg m-3 (48%), 
respectively, and fourth highest maximum daily average 8-h O3 was reduced by 14 ppb. 
Comparison of model-derived sensitivities to those derived using empirical methods show 
coherence, but some important differences, such as the O3 concentration where the 
sensitivity to NOX emissions changes sign.  
5.2 Introduction 
In response to the 1990 Clean Air Act Amendments and other measures, the US 
Environmental Protection Agency (US EPA), states, and local agencies have implemented 
a number of policies that are designed to decrease emissions of pollutants linked with 
adverse health outcomes (e.g., USEPA 1999b, 2009, 2005, 2000a; Georgia EPD 2013). 
Goals of the various programs include bringing areas into compliance with the National 
Ambient Air Quality Standards (NAAQS) and reducing air toxics emissions (NAP 2004). 
Of the six criteria pollutants for which NAAQS are promulgated, ozone (O3) and fine 
particulate matter have proven the most difficult to reduce below the standards levels. As 
of July 2016, 214 and 87 full or partial counties were designated in non-attainment for O3 
and particulate matter (PM2.5 or PM10), respectively, compared to 26 and 47 counties for 
lead and sulfur dioxide (SO2), and none for carbon monoxide or nitrogen dioxide (NO2) 
(http://www3. epa.gov/airquality/greenbook/ancl.html, accessed 13 July, 2016). These 
designations are based on the previous O3 standard (0.75 ppb, which was changed to 0.70 
ppb on 1 October, 2015) since the EPA will not update its non-attainment designations for 
the new standard until late 2017 (U.S. EPA 2015b).  
In assessing the effectiveness of regulatory programs, a number of challenges arise 
(HEI 2003; van Erp et al. 2008). First, multiple regulations may be implemented at or near 
the same time across different sectors, making it difficult to disentangle the effects of a 
specific regulation from others. Second, controls may not have immediate effects, instead 
yielding an increasing effect over time, e.g., cleaner cars entering the vehicle fleet and 
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replacing older, more polluting cars. Over those longer periods, other long-term changes 
in weather, land use, and other source emissions may occur. Third, compliance timelines 
and effectiveness may not be uniform over all targets of a regulation. In regard to stationary 
sources, operators may take actions such as retrofitting a plant to a new fuel, installing 
controls, or switching load between different plants for a variety of reasons besides current 
regulations, including anticipated future regulations, changing demand, and fuel costs 
(Georgia Power 2007; van Erp et al. 2008). Further, chemical reactions between certain 
atmospheric pollutants may result in different impacts on ambient concentrations from the 
reduction of multiple pollutants (NOX = NO + NO2 and VOCs—volatile organic 
compounds—in the case of ozone) than to reductions of a single pollutant (e.g., Cohan et 
al. 2005; Seinfeld and Pandis 2006). Further still, variations in meteorological conditions 
lead to differences in reaction rates, atmospheric transport, and deposition that affect 
pollutant concentrations.  
The present study uses ambient air pollution concentrations, measured emissions 
from power plants (also called electricity generating units—EGUs), and modeled mobile 
source emissions in Atlanta, Georgia from 1999 to 2013 to develop counterfactual time 
series of ozone and PM2.5 that assume no additional policies were implemented after 1995 
on local EGUs, 1997 on regional EGUs, and 1993 on mobile sources. Important EGU 
regulatory programs implemented during this period include (year the program began) the 
Acid Rain Program (1995), the Clean Air Interstate Rule (CAIR—2008), and the Georgia 
Multipollutant Rule (2009). Mobile source programs include the Georgia Gasoline 
Marketing Rule (1999), the Tier 2 Vehicle and Gasoline Sulfur Program (2004), and the 
Heavy-Duty Highway Rule (2007), USEPA (1999a, 2000b, 2005, 2012a; EPD 2014).  
Researchers have calculated ambient pollutants sensitivities to emissions using 
statistical methods (e.g., Blanchard et al. 2010; Harrington et al. 2012) and using first-
principles chemical transport models (CTMs), both by brute force (e.g., Digar and Cohan 
2010 and Xie et al. 2011) and direct methods (e.g., Dunker 1981, 1984; Cohan et al. 2005; 
Liao et al. 2008; Hakami et al. 2004). The Community Multiscale Air Quality Model with 
the Decoupled Direct Method (CMAQ-DDM) and the Comprehensive Air Quality Model 
with Extensions (CAMx, which includes DDM) are examples of models that can calculate 
sensitivities directly.  
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CTMs such as CMAQ-DDM and CAMx offer the benefit of incorporating detailed 
physics and chemistry parameterizations in the calculations of concentrations and 
sensitivities. Studies have shown that results are sensitive to uncertainties in meteorological 
inputs (Appel et al. 2007; Byun et al. 2007; Gilliland et al. 2008), emissions inputs (Byun 
et al. 2007; Gilliland et al. 2008; Zhang et al. 2015), and the combination of chemical and 
physical mechanisms employed in the model (Hanna et al. 2001; Appel et al. 2007; Byun 
et al. 2007; Gilliland et al. 2008). In spite of these uncertainties, CTMs have been 
demonstrated to accurately simulate ambient concentrations and capture observed trends 
under changing emissions in dynamic evaluations (Foley et al. 2015b; Foley et al. 2015a; 
Zhou et al. 2013).  
Statistical models do not explicitly utilize information on the detailed physics and 
chemistry that influence ambient air pollution concentrations. Instead, prior knowledge and 
empirical information are used to select an initial set of variables that may be associated 
with the outcome—in this case, ozone and PM2.5 concentrations. Physical and chemical 
processes are captured through empirical relationships between the response variable and 
model inputs. Care must be taken in the implementation and interpretation of these models, 
however, as the models require a number of assumptions to be met for the models to be 
appropriate and their outputs reliable. For instance, collinearity in statistical model inputs 
can lead to regression coefficients that may not reflect physical reality and may confound 
the results. If care is taken to account for such issues, statistical models serve as a valuable 
tool for investigating the relationships between multiple variables. In general, they are less 
computationally and time-intensive to utilize than CTMs and are driven directly by 
observations, as opposed to air quality models with uncertain inputs and parameters. A 
further benefit of not explicitly including physical and chemical parameterizations is that 
the model may be able to approximate relationships that are not accurately captured in 
chemical transport models.  
Statistical models of ozone have been used to examine how certain meteorological 
conditions contribute to ozone formation (Bloomfield et al. 1996; Camalier et al. 2007; 
Henneman et al. 2015; Kuebler et al. 2001), model ozone levels in future climate conditions 
(Chang et al. 2014), investigate geographic differences in relationships between 
meteorology and ozone concentrations (Davies and Kelly 1992), and to adjust air quality 
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model outputs to better match observations (e.g., Hu et al. 2014; Porter et al. 2015). 
Harrington et al. (2012) used monthly-averaged PM2.5 concentrations and power plant 
emissions in a linear regression model to investigate the effects of regulations imposed 
under the 1990 Clean Air Act Amendments on PM2.5 concentrations in the USA.  
This work develops detailed statistical models for assessing daily impacts of 
controls on both ozone and PM2.5, and produces counterfactual time series of pollutant 
concentrations from 1999-2013. The work is unique in relation to others discussed in the 
introduction in its use of daily emissions and meteorology in statistical models over such a 
long period of detailed measurements. Daily results are important both for health analyses 
and for capturing sub-seasonal responses to emissions controls. We apply and compare 
results from statistical and CTM-derived approaches.  
5.3 Data and Methods 
5.3.1 Meteorological and ambient air quality measurements  
Air quality and meteorological observation datasets used here are described in 
detail in Henneman et al. (2015), though for the present work the data time span was 
expanded by 1 year at the beginning and the end to a range of 1999–2013. Ambient 
concentrations and meteorological data were obtained from the SouthEastern Aerosol 
Research and Characterization (SEARCH) network’s Jefferson Street (JST) monitoring 
station (33.777°N, 84.416°W) in Atlanta, Georgia (Hansen et al. 2003). Hourly data were 
converted to daily metrics using metric-driven averaging times (Table 5-1). Maximum 
daily 8-h average O3 (MDA8h O3) and 24-h average PM2.5 are used because they are the 
standard metrics used for regulatory purposes in the USA, and have been widely used in 
health impact studies (e.g., Pope et al. 2009; Rich et al. 2012; Garcia et al. 2011). JST is 
located near downtown Atlanta (Figure 5-1), and represents urban conditions, which may 
differ slightly from other locations in the broader Atlanta area. In cases of missing data, 
meteorological observations from JST were supplemented with measurements from 
Hartsfield-Jackson International Airport (ATL), which is southwest of the city center. 
Rainfall data came from the airport monitor.  
 110 
Table 5-1. Daily pollutant species used in detrending analysis (2000-2012). 
Hourly measurements from JST are converted to daily metrics (# days = 4749). 
Metric Averaging description Period # Days % Missing days 
MDA8h O3 Max of 8h mean 12am-12am 4681 1.43 
PM2.5 Daily mean 12am-12am 4015 9.41 
 
Figure 5-1. The 20-county Atlanta PM2.5 Non-Attainment Area (shaded). JST is denoted 
by the star. Power plants are Atkinson (ATK), Bowen (BOW), Chattahoochee Energy 
Facility (CHA), Doyle Generating Facility (DOY), Harllee Branch (HAR), Hawk Road 
Energy Facility (HAW), McDonough (MCD), MPC Generating, LLC (MPC), Tenaska 
Georgi Generating Station (TEN), Walton County Power, LLC (WAL), Wansley (WAN), 
and Yates (YAT). 
5.3.2 Emissions from mobile sources and EGUs  
Mobile source emissions were modeled using the EPA’s MOVES2010b software 
(USEPA 2012c) for the Atlanta 20-county PM2.5 Non-Attainment Area (ANAA—Figure 
5-1). The ANAA is designated by the US EPA as the area surrounding the city of Atlanta 
that is in non-attainment of the NAAQS. This area is subject to emissions limits that are 
stricter than those in the surrounding counties (EPD 2009, 2012). For a discussion of the 
MOVES model setup and inputs, see the supplemental information.  
MOVES estimates mobile emissions using inputs and internal parameterizations 
that change month-to-month (e.g., temperature and fuel formulation) and year-to-year (e.g., 
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vehicle population, inspection and maintenance, and vehicle miles traveled). 
Consequently, estimated daily emissions often exhibit unrealistic step functions, e.g., 
between months and years, that should be more gradual. These were corrected using a 
linear smoothing model that includes linear, squared, and cubed calendar date, 
weekday/weekend indicators, sine and cosine terms with period of one year, and a time-
cosine interaction term (see supplemental information).  
Total daily NOX and SO2 emissions (tons) and load (MWh) from EGUs in the 
Southeast region (states included: Alabama, Georgia, Mississippi, North Carolina, South 
Carolina, and Tennessee) were retrieved from the EPA’s Air Markets Program Database 
(USEPA 2013). Under the Acid Rain Program (ARP) beginning in 1995, EPA has required 
large emitters to report Continuous Emissions Monitoring (CEM) data. This data was 
separated into two groups: those within the ANAA (Figure 5-1) and those outside. Daily 
emissions from all EGUs in each group were summed to represent total EGU emissions. 
Not all EGUs shown in Figure 5-1 were online during the entirety of the study period. The 
load for the ANAA plants represents the demand on the suite of plants in Figure 5-1, and 
not the demand of the greater Atlanta area, which may be met by importing electricity from 
other counties or across state lines. Further, electricity may be exported from the area to 
meet demand elsewhere.  
Emissions from different locations within the ANAA have different effects on the 
measured O3 and PM2.5 concentrations at JST, and these effects vary across days due to 
meteorology (e.g., changing wind direction). Sources inside of the ANAA may have 
different effects on pollutant concentrations in Atlanta than sources that are farther away 
(Muller et al. 2009) and including regional emissions separately accounts for this.  
5.3.3 Empirical estimates of pollutant sensitivities to source emissions  
The empirical sensitivity method developed for the present study has two goals: (1) 
determine the sensitivity of air pollutant concentrations to emissions changes and (2) use 
these sensitivities to calculate daily air pollutant concentrations for a counterfactual 
scenario that assumes no new controls were installed after 1993 in mobile sources and 1995 
in EGU sources. Sensitivities were calculated using iteratively weighted least squares 
regression analysis between observed concentrations and estimated emissions for both 
ozone and PM2.5. Statistical analyses in this work were performed using version 3.2.0 of 
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the statistical software R; the regressions were fit with the ‘glm’ command (R Core Team 
2015).  
5.3.3.1 Empirical ozone sensitivities  
Covariates for the empirical ozone model were selected based on results from 
published literature of pollutant sensitivity analyses (e.g., Cohan et al. 2005; Liao et al. 
2008; Seinfeld and Pandis 2006; Xing et al. 2011; Blanchard and Hidy 2005). The original 
list of covariates included NOX emissions from EGUs (both within the ANAA and regional, 
denoted REG), and NOX and VOC emissions from mobile sources, as well as an interaction 
between these two. Other covariates included NOx concentration, mean daily wind-speed 
(WS), temperature (Temp), and relative humidity (RH), and daily rainfall (RF) as a factor 
(0−1) variable. All four meteorological variables were centered by subtracting their mean 
to ease the interpretation of model parameters. The sensitivity of the ozone concentrations 
to emissions is dependent on the level of photochemical activity, which is often 
characterized by the ozone level in the atmosphere (indeed, the EPA uses the ozone 
standard as an indicator for atmospheric photochemical oxidants US EPA 2015a). O3 
serves as a proxy for how much OH is available to oxidize a variety of atmospheric 
constituents, including those that eventually condense to form secondary PM (such as 
VOCs for secondary organic aerosols and NO2 for nitrates). Since ozone is the response in 
the model, however, raw ozone observations cannot be used as a covariate in the model. 
To account for this, a measure of emissions-independent atmospheric photochemical 
oxidative state (PS*) was applied as an effect modifier with multiple emissions covariates.  
PS* was estimated using components from a meteorological detrending method 
developed to investigate daily impacts of meteorological fluctuations on pollutant 
concentrations and described in detail in Henneman et al. (2015). In brief, filtering and 
linear regressions were used to separate different time scales of fluctuations, including long 
term (period > 1 year), seasonal (period = 1 year), weekly, and short-term meteorological 
(period < 3 months) contributions. To calculate PS*, we summed the seasonal (S, which 
does not vary between years and is synonymous with annual fluctuation) and short-term 
meteorological (STM) O3 trends. S was estimated using a Kolmogorov-Zurbenko filter, a 
low-pass moving average filter, and averaging the output by date-of-year. STM, an 
estimate of the impact of daily variability in meteorological variables on ozone, was 
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estimated with a regression of daily fluctuations in multiple metrics: solar radiation (total 
and daily max) temperature (mean and daily maximum), wind speed (morning and daily 
means), relative humidity, rainfall, and 1- and 2-day lags of each of these. The sum of S 
and STM yields a daily metric for the photo-oxidative potential in the atmosphere (Figure 
5-2). The resulting metric, PS*, is higher in the summer than the winter, on warmer days, 
on drier days, and on days with higher wind speed (likely because surface-level NO, which 
titrates O3, is carried away from the city on these days). PS* was centered by subtracting 
the mean, so that the average contribution to ozone levels is zero, and was used as an 
interaction between EGU NOx, mobile NOx and VOC, and the interaction between mobile 
NOx and VOC emissions.  
 
Figure 5-2. PS* (bottom) and its two components—seasonal fluctuation (S) and 
short-term meteorological variation (STM) as calculated by Henneman et al. 
(2015). Units are ppb.  
To reduce over-fitting, covariates were removed one at a time from the original list 
in order of decreasing significance, as measured by the p-values of the parameter error 
statistics. In general, only regression coefficients significant at the 0.05 level were retained. 
One exception is the coefficient associated with ANAA EGU NOX emissions (p = 0.20), 
which was included in the final model because of its known chemical relevance. Modeled 
mobile emissions exhibit high co-linearity between emitted species (VOC, CO, NOX) 



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































a problem. Mobile CO emissions contribute to ozone formation (Seinfeld and Pandis 
2006), but were excluded from the analysis because of co-linearity with modeled NOx and 
VOC emissions, and the chemical action of CO on O3 formation is similar to that of VOCs. 
The mobile VOC emissions term was removed because of the co-linearity between 
modeled mobile NOX and VOC emissions; however, VOC emissions appear in the model 
in interaction terms. Model iterations used in the model selection process are provided in 
the supplemental information. The following is the final model:  
 #$ = ßb + ß` 4Zcd
Wef + ß/ + ß$g-∗ 4Zcd,*hi
Wef
+ ß. + ßjg-∗ + ßk4%el
men 4%el
men + ßo<- + ßp:CBM
+ ßq]^ + ß`b]_ + res 
(Eq. 5.1) 
 
where #$  is MD8hO3, 4tu
 is daily emissions, and res  are the model residuals.  
5.3.3.2 Empirical PM2.5 sensitivities  
The model of PM2.5 sensitivities to EGU and mobile emissions is similar to that of 
ozone. The variable list originally included ANAA and regional EGU NOX and SO2 
emissions, mobile NOX, PM2.5, SO2, and VOC emissions, and interaction terms. Each of 
these emissions terms was included in an interaction with the PS* as well. Temperature, 
relative humidity, and the daily temperature and relative humidity-dependent dissociation 
constant for nitrate (Mozurkewich 1993) were also included. Model selection proceeded 
for the PM2.5 model in a way similar to that for the O3 model, i.e., covariates were 
removed one-by-one in order of decreasing significance. The final formulation is:  
 g6/.j = ßb + ß`g-∗ 4Zcd
Wef + ß/g-∗ 4Zcd,*hi
Wef + ß$g-∗ 4Zcd
Tew
+ ß. + ßjg-∗ 4Zcd,*hi
Tew + ßk 4%el
x%w.y + ßp<-
+ ßq:CBM + ß`b]^ + ß``]_ + rx%w.y 
(Eq. 5.2) 
The statistical models (Eq. 5.1 and Eq. 5.2) were used to address the two goals 
stated previously (to determine the sensitivity of air pollutant concentrations to emissions 
changes and to use these sensitivities to calculate daily counterfactual concentrations). The 
models relate observations to emissions on the same day. Multi-day impacts are captured 
to an extent using the meteorology variables and PS*, but are difficult to estimate directly 
because of the correlation between consecutive days in emissions. Sensitivities of 
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pollutants are represented by the ß’s in each equation. These, when multiplied by their 
respective covariate, yield the contribution to the concentration by each model input.  
Estimated emissions were replaced with counterfactual emissions—described 
below—to estimate counterfactual concentrations. All other model inputs, including PS* 
and ε, remain unchanged, since these are independent of emissions. The supplemental 
information includes an assessment of the relationships between model residuals and 
inputs. Both the O3 and PM2.5 models capture the variability at the middle-and lower 
quantiles, but the models have some difficulty fully capturing very high observations. 
These very polluted days are due to factors that are difficult to control for in a statistical 
model, such as specific combinations of meteorological factors or impacts of wildfire 
plumes.  
5.3.4 Chemical transport model quantification of ozone sensitivities with CMAQ  
It is of interest to compare empirical sensitivities based on measured ambient 
concentrations to alternative source apportionment techniques. The CMAQ model (Byun 
and Schere 2006) provides a detailed characterization of physics and chemistry governing 
the transport, removal and formation of air pollutants in the ambient air. In this study, 
results from a previous study (Liao et al. 2008) and newer results using CMAQ runs with 
updated parameters and smaller grid size were compared to the results obtained from the 
statistical O3 model. CMAQ-DDM version 4.3 with SAPRC-99 chemical mechanism was 
applied in 2001 on a 36-km grid, and version 5.0.2 with CB05 chemical mechanism was 
applied on a 12-km grid. Such models have previously been used to simulate responses (or 
sensitivities) of ambient O3 concentrations to changes in emissions of their precursors 
(Cohan et al. 2005; Dunker 1981; Yang et al. 1997). The 36 km CMAQ run was driven 
using results from the Fifth-Generation NCAR/Penn State Mesoscale Meteorological 
Model (MM5) (Grell et al. 1994; Seaman 2000), and the 12 km CMAQ used the Weather 
Research Forecast (WRF) model version 3.6.1. Values for the 36 km run were modeled for 
a 2001 climatological year (the meteorology was developed by down-scaling from a 
climate model), and the 12 km results and empirical values that are plotted are also from 
this year. Both processed precursor emissions using the Sparse Matrix Operator Kernel 
Emissions (SMOKE) (Houyoux et al. 2000).  
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We chose 2001 for the modeling episode both because it came before many of the 
large changes in emissions and because we have modeling results for both 36 and 12 km 
resolutions. Detrending results showed that meteorological variability had a slight negative 
effect (3.2 ppb) on summertime ozone concentrations, and little impact in the winter 
(Henneman et al. 2015).  
CMAQ-DDM directly calculates the semi-normalized first-order (or linear) 
sensitivities of both gas- and condensed-phase pollutants to precursor emissions (Cohan et 
al. 2005; Napelenok et al. 2006), i.e., the semi-normalized first-order sensitivity (-E,t) of 
pollutant concentration H (,E) to source emissions I (4t) is determined, effectively, as Yang 





 (Eq. 5.3) 
where {t  is the relative level of the emissions from source I base calculation, and has a 
nominal value of 1 (Cohan et al. 2005; Hakami et al. 2004). The sensitivities, as presented 
here, have the same units as the corresponding pollutant concentrations. These sensitivities 
are local and represent how pollutant concentrations respond to precursor emission changes 
if the systems were linear. It is recognized that the system is not linear, but numerous 
studies suggest the first-order (linear) response is accurate up to domain-wide emission 
changes of the order of 30–50% (depending on species) (Cohan et al. 2005; Hakami et al. 
2003, 2004). The modeled concentrations and sensitivities for the 36 km run were first 
published in Liao et al. (2008).  
5.3.5 Estimating emissions changes  
Estimates of changes in emissions due to regulatory programs must take into 
account a number of factors that depend on the emission source. For EGUs, population 
growth, plant efficiency improvements, control installation dates, economic growth and 
decline, fuel type, etc. must be considered. On the other hand, vehicle fleet age and 
turnover, fuel type, and population are the important variables to consider for mobile source 
emissions.  
Counterfactual emissions were calculated using a method similar to that used by 
Gégo et al. (2007). Their method takes into account all controls over the time period while 
correcting for changes in demand due to population growth or decline, economic trends, 
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etc. An annual emissions rate was calculated for the base year (|D) as the average ratio of 





 (Eq. 5.4) 
where 9 denotes load and ~ indexes day. 4]l} was assumed to remain constant for the 
counterfactual scenario of no controls. Annual counterfactual emissions were calculated 
by multiplying each day’s load by 4]l}:  
 EÄ)Å+Ç d = ERl} ∗ L(d, y) (Eq. 5.5) 
where y is each year between |D and 2013. Complete CEM data was available for the 
ANAA starting in 1995, but data from multiple plants in the region were missing in 1995 
and 1996, so 1997 is used as the BY for regional emissions.  
This approach takes into account factors that cause changes in the emissions rate, 
e.g., controls, improvements in transmission efficiency, changing fuel costs that incentivize 
switching fuel type, etc. The model assumes that the application of controls did not 
differentially change plant dispatch. Another way to think about this is that the electricity 
demand in Atlanta is represented by the load carried by all of the plants in the area 
combined, which may not be the case if electricity is imported from or exported to plants 
in surrounding regions. This assumption is addressed by including regional emissions as a 
separate term in each regression equation, however, the limitation means that all deviations 
from observed concentrations calculated in the counterfactual concentrations below cannot 
be linked exclusively to specific controls. Comparison of counterfactual concentrations and 
dates when specific controls were installed allow for interpretation of emissions changes 
as attributable to specific regulatory actions and controls (details are discussed in Section 
“Counterfactual emissions”).  
Counterfactual mobile emissions were estimated using the “Rate of Progress” 
option in MOVES2010b, which models a scenario with no Clean Air Act Amendments by 
applying 1993 emission rates to all vehicles after this year (1993 is the default option for 
this scenario in MOVES) (USEPA 2012b). “Rate of Progress” still uses the same changes 
in vehicle fleet composition, vehicle miles traveled, and fuel formulations, but assumes 
1993 emissions factors for new vehicles.  
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5.4 Results  
5.4.1 Counterfactual emissions estimates  
Differences between actual and counterfactual EGU NOX emissions (Figure 5-3) 
show the largest reductions occur in 2002 and 2009, aligning with the beginning of 
summertime- specific NOX controls (early 2000s) and a shift to year-round controls (late 
2000s). The largest SO2 emissions reductions occurred in 2009—when two large coal 
plants in the region had completed the installation of their flu gas desulphurization (FGD) 
technologies—and 2012—when much of the electricity load in Atlanta switched from coal 
to natural gas.  
 
Figure 5-3. Left, actual (black) and counterfactual (red) emissions from EGUs. Right, 
actual and counterfactual emissions from mobile sources (MOB). The top graph in each 
column (load for EGUs and VMT (Vehicle Miles Traveled) for MOB) are the measure 
used for demand for each source category. 
Both mobile NOX and PM2.5 emissions (Figure 5-3) show decreases between 2000 
and 2012, corroborating the findings of Vijayaraghavan et al. (2014). Mobile source SO2 
emissions decrease dramatically (by 80% between 2004 and 2006) after fuels with reduced 
sulfur content were required year-round beginning in 2004. Other emitted species (e.g., 
VOCs, primary PM species) used in this study besides those plotted in Figure 5-3 generally 
follow the trend of NOX emissions. Counterfactual estimates show slightly increasing NOX 
and PM2.5 emissions that do not vary much between years and follow the estimated VMT.  
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5.4.2 Empirical model evaluations  
The regression analysis led to a statistical model for O3 (Table 5-2) with an R2 and 
root mean square error (RMSE) of 0.67 and 11 ppb, respectively. The related values for 
the PM2.5 model (Table 5-3) are 0.42 and 5.7 µg m-3. Mean observed O3 and PM2.5 over 
this time period were 41 ppb and 14 µg m-3, respectively. While the RMSE values are 
somewhat large, it is more revealing to compare the regression parameter magnitudes to 
their standard errors and their average, minimum, and maximum effect sizes. Standard 
errors are generally small compared to their coefficients in both the O3 and PM2.5 models, 
which suggests that the model covariates are predictive of changes in the response. Further, 
although many covariates have an average effect of zero (due to the scaling of PS* and the 
meteorological covariates), many of their individual daily contributions are often of the 
same order of magnitude or larger compared to the intercept.   
Table 5-2. Regression coefficients summary for Eq. 5.1 for O3. Values on the left-hand 
side of the table represent values from the regression, and values on the right-hand ride 
summarize the total empirical sensitivities of ozone to emissions. The regression was 
performed on 4030 observations. 
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Table 5-3. Regression coefficients summary for Eq. 5.2 for PM2.5. Values on the left-hand 
side of the table represent values from the regression, and values on the right hand side 
summarize the total empirical sensitivities of PM2.5 to emissions. The regression was 
performed on 3616 observations. 
 
Average contributions (Table 5-2 and Table 5-3), calculated by multiplying each 
regression coefficient by the average of the corresponding covariate, are a measure of the 
relative importance of each term in the regression. Plots of the daily contribution summed 
by source category (Figure 5-4) show that each source contribution varies by seasons. The 
intercepts for O3 (42 ppb) and PM2.5 (5.0 µg m-3) are estimates of the average background 
concentrations in Atlanta over the study period that would occur without local and regional 
emissions from mobile and EGU sources, but would include long-range transport and the 
impact of other sources, and they include the average of all nonlinear responses to 
emissions not captured in the remaining terms. 
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Figure 5-4. Sensitivities of daily O3 and PM2.5 concentrations to mobile (MOB), local 
EGU, and regional EGU (REG) emissions. 
 
5.4.3 CMAQ-DDM model evaluation  
CMAQ-modeled ozone concentrations from each model are from single grid cells 
that cover downtown Atlanta (including JST). Concentrations from both models exhibit 
similar annual and daily variability as observed concentrations (Figure S-6). Evaluation 
statistics for all days and days with observed O3 over 60 ppb (Table 5-4) are somewhat 
higher than typical statistics reported in the meta-analysis of CTM results published by 
Simon et al. (2012). However, the current evaluation (i.e., at a single monitor) is stringent 
in comparison to others, which typically use many monitors at multiple locations. Between 
the two model runs, the 36 km model was biased higher than the 12 km, and correlation 
was higher for the 12 km. The overall high bias of the 36 km model improves the results 
for days over 60 ppb, though the correlation on these days is lower than for the 12 km 
model.  
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Table 5-4. Evaluation statistics for 2 versions of CMAQ, including the number of 
comparisons (N), normalized mean bias (NMB), normalized mean error (NME), mean 
bias (MB), and correlation (r). 
CMAQ 
Model 
N NMB NME MB r 
36-km 356 38.24 48.78 16.18 0.54 
12-km 361 -0.82 27.28 -0.35 0.70 
36-km (>60) 80 6.60 23.76 4.79 0.14 
12-km (>60) 80 -16.83 19.71 -12.23 0.43 
Sensitivities of O3 to EGU and mobile emissions in 2001 peak in the summertime 
and are negative in the winter and fall (Figure S-6). In the winter and spring, sensitivities 
produced by the CMAQ models agree more with each other than the empirical, and, in the 
summer the 12 -km model results agree more with the empirical results. 36 km sensitivities 
are biased high compared to the other models in the summertime.  
While a direct comparison between observed and measured concentrations and 
sensitivities is important for putting results in perspective with other studies, this study 
focuses attention in the discussion on the comparison between sensitivities relative to O3 
levels. The goal of this analysis is to assess model intermediates and, relating to model 
outputs, somewhat reduces the impact of bias and differences in model inputs between 
model setups.  
5.4.4 Counterfactual concentration estimates  
Year-specific box plots of the actual and counterfactual ozone time series (Figure 
5-5) show that median ozone values are relatively insensitive to emissions changes in 
EGUs and mobile sources (the observed median is 39.5 ppb and counterfactual median is 
38.8 ppb). The bulk of the difference between actual and counterfactual appears in the 
highest and lowest ozone concentrations. As emissions have decreased, variability in 
annual ozone distributions has shrunk. Counterfactual emissions would have led to both 
more low-ozone days (days with MA8hO3 below 30 ppb) and high ozone days. For 
example, 99 days were observed with MA8hO3 below 30 ppb at JST in 2013, and the 
counterfactual estimates it would have been 134 days without controls. Four days were 
observed above 70 ppb (the recently promulgated O3 NAAQS), whereas the counterfactual 
predicts 27. For 75 ppb, the similar values are one and 16 days, respectively. Differences 
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between observed and counterfactuals are small at the beginning of the time series, and 
increase as the differences between actual and counterfactual emissions grow.  
 
Figure 5-5. Annual box plot of the actual and counterfactual ozone and PM2.5. Center 
lines are the median, the boxes are the first and third quartiles, and whiskers extend to 
values within 1.5 times the interquartile range. 
5.5 Discussion  
5.5.1 Counterfactual emissions  
Differences between actual and counterfactual emissions (Figure 5-3) align well 
with known regulations and the resulting controls. Mobile emissions decrease in a near-
linear fashion as old vehicles are replaced with new, cleaner ones, while VMT in the region 
has grown slowly. EGU emissions change more abruptly as controls are installed, plants 
change fuel types, and load is shifted between facilities. Information on when controls were 
installed and new plants were brought online were used to analyze changes in emissions. 
The information in this section has been taken from information available through EPA’s 
Air Markets Database (USEPA 2013). The discussion focuses on sources within the ANAA 
(Figure 5-1).  
Of the 12 EGUs in the ANAA (Figure 5-1), some are larger base load plants and 
others are smaller peaking plants. One plant near downtown Atlanta, McDonough, was 
converted from coal to natural gas between 2011 and 2012, and another, Wansley, began 
operation of 10 natural gas units between 2002 and 2012 while still keeping its coal units 
available. Similarly, all six of the smaller plants that have gone online since 1999 

































































































































































   







MPC Generating Facility, Tenaska Georgia Generating Station, and Walton County Power 
Facility) use natural gas. Plant Atkinson, a small plant near downtown, was run on natural 
gas between 1995 and 2006, when it was retired. The remaining plants (Bowen, Harllee 
Branch, and Yates) ran primarily on coal between 1995 and 2012. In the ANAA plants, 3% 
of the total load was generated by units with natural gas as the primary fuel in 2008 
compared with 21% in 2012 (USEPA 2013), a change that is attributable to both 
regulations and reduced natural gas prices, and was planned many years in advance 
(Georgia Power 2007).  
The load on the plants increased by 4% between 1995 and 2012, with a peak in 
2007 (Figure 5-3). Most plants have added low NOX burners, and some (Bowen, 
Chattahoochee Energy Facility, and Wansley) have installed selective catalytic reduction 
(SCR) NOx controls. Annual NOX emissions by the 12 local plants fell by 85% between 
1995 and 2012. At first, regulations led to the SCRs being operated only during the summer 
months (May-September). Beginning in 2009, NOX controls on the largest plants in the 
region were operated year-round.  
Years with the greatest increase in the difference between actual and counterfactual 
EGU NOX emissions (Figure 5-1) are 2002–2003 and 2008–2009. Between 2002 and 2003, 
plants Bowen and Wansley completed installation of SCR NOX controls, the 
Chattahoochee Energy Facility, which was built with SCR technology, went online, and 
Harllee Branch installed low NOX burners.  
Plants Bowen and Wansley installed FGD technologies on their coal units in 2008 
and 2009. These controls, along with the switch to natural gas, have contributed to a 
decrease in SO2 emissions by EGUs in Atlanta of 81% between 1995 and 2012. The years 
between 2008 and 2010 saw the greatest decrease in SO2 emissions compared to the 
counterfactual. Nearly all of this decrease can be traced to the installation of FGD controls 
at plant Bowen and Wansley. Further reductions were achieved by relying less on coal- 
fired plants, including the conversion of Plant McDonough from coal to natural gas in 
2012.  
In Georgia, because the cost of controls cannot be recovered by raising electricity 
rates unless the control is deemed necessary under existing law, it is assumed that all 
controls can be attributed to regulatory actions, and these could potentially be future 
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anticipated regulations (Georgia Power 2007). Fuel switches, plant commissioning and 
retirement schedules, and electricity trading between utilities are governed by complex 
relationships that include current/projected fuel prices, varying costs of producing 
electricity at different plants, projected demand, and anticipated future regulatory actions. 
Therefore, while the estimated emissions reductions are tied to controls, not all emissions 
changes calculated can be attributed exclusively to regulatory actions.  
5.5.2 Magnitudes of EGU and mobile sensitivities  
Parameters from the models in Eq. 5.1 and Eq. 5.2 (Table 5-2 and Table 5-3) 
provide the relative importance of each source-pollutant contribution to concentrations. It 
is important to recognize that modeled mobile emissions are highly correlated across 
species. Therefore, it is difficult to separate the effects of all species of interest in a 
statistical model. For the O3 model, VOC emissions were included, but only in interactions 
terms because of this cross-species co-linearity. Mobile source carbon monoxide (CO) 
emissions, which contribute to O3 formulation along with VOCs and NOX, are highly 
correlated with VOC emissions, so the sensitivity to VOC emissions includes the impacts 
from CO. Contributions of mobile emissions to total O3 and PM2.5 concentrations are best 
interpreted as a sum of the component emissions (Figure 5-4).  
Modeled mobile contributions to ozone concentrations are dominated by the 
interactions between NOx emissions and PS* and NOx and VOC emissions and PS*. 
Average contributions of both of these is zero because the terms are normalized to zero, 
but the magnitudes of the maxima and minima are large compared to the other terms, i.e., 
NOx emissions lead to high ozone on photochemically-active days, but reductions when 
the meteorology is not conducive to O3 formation. The negative coefficient on the 
interaction term that includes VOC emissions and PS* shows the importance of VOC-
limited conditions when increased VOC emissions lead to increases in otherwise low ozone 
concentrations, i.e., during radical-limited periods there is a positive sensitivity to VOC 
emissions and negative sensitivity to NOx emissions. This happens during most of the non-
summer season as well as on lower O3 days during the summer.  
For 13 monitors within 74 km of JST, correlations (Pearson R) were at least 0.77 
for MDA8hO3 from 2002-2010, and measurements show consistent annual trends at urban, 
suburban and rural sites (Figure S-1). NOx concentrations, however, show greater spatial 
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variability; therefore, concentration sensitivities to emissions estimated at JST may differ 
across the region.  
The sensitivities of ozone to emissions (Figure 5-4) suggest that mobile emissions 
have a greater effect on ozone levels at JST than EGU emissions. As annual ozone 
distributions have shrunk since 2000, the sensitivities have also decreased in magnitude. 
Tong et al. (2006), Muller et al. (2009) and others have found ground-level NOX emissions 
have a much greater impact on ozone concentrations than stack emissions from outside of 
the city.  
All EGU SO2 emissions terms are of particular interest in the PM2.5 model due to 
the importance of sulfate in Atlanta. The sum of the mean contributions of these terms is 
5.2 µg m-3, which corresponds to 36% of the average total PM2.5 across all days 
(14.2 µg m-3). Over the same time period, sulfate, a secondary particulate species mainly 
attributable to atmospheric processing of EGU SO2 emissions, made up 27% of measured 
PM2.5 at JST. Ammonium particulate matter is strongly associated with sulfate (sulfuric 
acid will react with ammonia gas), and recent results find that sulfate can enhance biogenic 
secondary organic aerosol formation (Marais et al. 2016; Weber et al. 2016), explaining 
when the sensitivity to SO2 emissions is greater than the measured sulfate.  
Mobile sources are estimated to have contributed an average of 3.7 µg m-3 (26%). 
The measured species important to the total over this time period are organic carbon (28%), 
elemental carbon (11%), ammonium (11%), and nitrate (6%). Each of these remaining 
species is associated with mobile emissions, and may be a portion of the 26% they 
contribute. As in the ozone model, it is most appropriate to interpret the contributions from 
mobile emissions as the sum of their parts instead of by individual species. While major 
contributors (primary PM2.5 and NOX) are included in the model, their co-linearity with 
other species emissions means that the total captured is likely the joint effect of all mobile 
emissions emissions. For example, primary PM2.5 emissions are highly co-linear with VOC 
emissions (VOC emissions are still included in the model in an interaction with PS*).  
Two terms of interest in the PM2.5 model are the interactions between EGU and 
REG NOx emissions and PS*. These terms are negative, meaning that increasing emissions 
correspond with increasing PM2.5 levels in the winter- time, and a negative contribution in 
the summer. Positive contributions in the winter correspond with increased nitrate levels, 
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a secondary species that forms when NOX is oxidized to HNO3, which then reacts with 
NH3 to form ammonium nitrate. Brock et al. (2002) showed that young NOX plumes 
decrease the conversion of SO2 to sulfate because of decreased radicals due to NOx 
titration, but cautioned that this effect is generally assumed small and uncertain. The 
current study finds evidence of this phenomenon, and attributes a mean daily reduction of 
1 µg m-3 in summers (May-September) across the time period, though ins importance has 
decreased over time as both NOX and SO2 emissions have been reduced. Total PM2.5 
sensitivities to EGU emissions are highest in the summer, which corresponds with both 
increased SO2 emissions and increased photochemical activity that contributes to elevated 
sulfate concentrations. Mobile sensitivities exhibit much less annual variability than EGUs, 
and contributions from both source categories have decreased over time as emissions have 
decreased.  
5.5.3 Counterfactual concentrations  
The largest changes between observed and counterfactual concentrations occur 
after 2009, when control programs had at or near their greatest impact on emissions. 
Between 2010 and 2013, Atlanta experienced many fewer high-O3 and PM2.5 days than it 
would have without regulations (Table 5-5). Values for comparison in Table 5-5 were 
chosen based on standards of regulatory importance. For example, 12.0 and 15.0 µg m-3 
are the primary and secondary annual mean NAAQS for PM2.5, and 35 µg m-3 is the primary 
and secondary 24-hr NAAQS. The O3 NAAQS was recently changed from 75 ppb to 
70 ppb, though the lower end of the proposed range was 60 ppb (U.S. EPA 2014). Results 
here show that regulatory programs have had important influence on the concentrations of 
regulatory importance in Atlanta.  
Table 5-5. The number of days on which observed and counterfactual O3 and PM2.5 were 
greater than concentrations of regulatory importance from 2010 to 2013, when 
regulatory policies were at or near their greatest impact. 
 Observed Counterfactual 
O3 > 60 ppb 200 396 
O3 > 60 ppb 75 223 
O3 > 60 ppb 42 164 
PM2.5 > 12.0 µg m-3 456 1391 
PM2.5 > 15.0 µg m-3 222 1164 
PM2.5 > 35 µg m-3 2 7 
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The Georgia Department of Natural Resources reports 46 exceedances of the 8-hr 
ozone standard in 2000 (http://www.air.dnr.state.ga.us/). The highest reported MDA8hr in 
that year in the ANAA was 139 ppb, which is 20 ppb higher than the highest value 
measured at JST that year. The maximum MDA8hr value observed at JST is 131 ppb (in 
the summer of 1998—the year that the station began recording ozone data). There are 4 
days in which the counterfactual ozone exceeds 130 ppb, all of which occur in 2007 and 
later (Figure 5-5). The shapes of the annual distributions of counterfactual ozone in the 
later years resemble those of observed ozone early in the time period. Decreased emissions 
have had the effect of decreasing median concentrations and distribution widths for PM2.5. 
In 2013, the observed median PM2.5 is 8.9 µg m-3, compared with a counterfactual of 
18.9 µg m-3. The largest reductions occurred in 2009 and onwards, coinciding with the 
years of greatest reductions in SO2 emissions from EGUs.  
For both O3 and PM2.5, EGU and REG NOX sensitivities are positive in the 
summertime and negative in the wintertime. Therefore, summertime emissions 
reductions—for instance, NOX emissions reductions occurring in the mid- 2000s—
typically reduced concentrations of both pollutants. Winter sensitivities, however, are 
negative, meaning wintertime NOX controls, in wider use in the late 2000s, likely increased 
concentrations. For PM2.5, this effect is small compared to the effect of reduced SO2 
emissions.  
5.5.4 Comparison to CMAQ-calculated sensitivities  
As reported here, CMAQ-modeled ozone sensitivities rep- resent the first order 
change in ozone expected from a 100% reduction in anthropogenic emissions. Sensitivities 
show the contribution of the sources to the measured con- centration calculated in the 
modeled grid cell of interest, which, for this work, is the grid cell that corresponds to JST. 
CMAQ-modeled sensitivities provide a point of comparison for empirical sensitivities 
calculated using a different, independent method.  
CMAQ-modeled and empirically-calculated sensitivities to all anthropogenic NOX 
emissions have a positive relation- ship with O3 concentrations (Figure 5-6). Empirical 
sensitivities show more variability and a greater magnitude across the same range than 
CMAQ-modeled sensitivities from both grid resolutions. From a regulatory perspective, 
the ozone concentration that corresponds to a sensitivity of zero is of interest—at ozone 
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concentrations above this point, NOX controls reduce ozone; at concentrations below this 
point, controls increase ozone. The three models estimate a range of 16.8 ppb for this value 
(42.9 (95% CI 41.3–44.5), 57.9 (56.5–59.3), and 59.7 (57.2–62.6) ppb for empirical, 36 
km CMAQ, and 12 km CMAQ, respectively). The slope of the empirical sensitivities 
(0.63 ppb ppb-1) is slightly greater than that for CMAQ (0.48 ppb ppb-1), leading to a closer 
agreement of the two models at higher O3 concentrations. The use of a climatologic year 
will also influence the cross-over points.  
 
Figure 5-6. 2001 ozone sensitivities to anthropogenic NOX emissions calculated by the 
empirical method and CMAQ for both the 36 km and 12 km runs. Sensitivities greater 
than zero occur in conditions where NOX emissions increase ozone, and sensitivities less 
than zero indicate conditions where NOX emissions reduce ozone. The x-axis intercepts of 
the lines are 42.9 (95% CI 41.3–44.5) for the empirical model, 57.9 (56.5–59.3) for 36 
km CMAQ, and 59.7 (57.2–62.6) for 12 km CMAQ. Numbers in parentheses in the 
equations are the standard error of the regression coefficients. 
Fewer modeled O3 high (concentration greater than 80 ppb) days leads to a closer 
agreement between the empirical model and the 12 km CMAQ results than the 36 km 
CMAQ results. Recent evidence has shown that models may overestimate mobile NOX 
emissions by as much as 50% (Anderson et al. 2014; Goldberg et al. 2016; Souri et al. 
2016; Travis et al. 2016), which would generally decrease modeled ozone concentrations 
and sensitivities in the city center. This phenomenon may help explain the general 






































































































































































































































































































































































































































































































































































































































































y = (0.63 ± 0.02) ⋅ x − (37 ± 1),  R 2 = 0.77







































































































































































































































































































































































































































































































































































































































































y = (0.35 ± 0.02) ⋅ x − (21 ± 0.8),  R 2 = 0.49
y = (0.41 ± 0.02) ⋅ x − (18 ± 1),  R 2 = 0.48
36km 12km

















Differences between empirical and CMAQ-modeled sensitivities are due, in part, 
to differences in emissions inputs used in the models. Although the empirical sensitivities 
are estimated using emissions only in the Atlanta area, long-term regional emissions trends 
are similar due to national regulatory actions impacting nearby states during similar 
timeframes. Besides local contributions, empirical sensitivities are impacted by regional 
emissions, and correlations between the two may impact the results. CMAQ sensitivities 
are estimated for emissions within the entire modeling domain.  
Cohan et al. (2005) investigated the magnitudes of first- and second-order CMAQ-
DDM sensitivities of ozone in Atlanta to NOX and VOC emissions. They found that 
second-order sensitivities are of similar magnitude to first order sensitivities on high-ozone 
days, which may further explain the difference between empirical and CMAQ- estimated 
sensitivities in the present study—CMAQ is used to calculate only first-order sensitivities, 
while the statistical model captures higher order sensitivities because of the PS* and 
nonlinear term.  
5.5.5 Method limitations  
While this work shows benefits of statistical and numerical air quality modeling, 
both approaches have limitations. Statistical modeling is subject to bias as a result of 
correlated input variables, confounding, model selection, and data errors, including 
estimated emissions. The current study, in particular, is limited by modeled mobile 
emissions; each of the species is highly correlated with the others, and daily variability is 
dominated by the approximation of typical weekday/weekend differences. The high level 
of correlation between species limits the interpretation of ambient sensitivities to mobile 
emissions—the combined effects from a specific source are more relatable to known 
physical processes than individual source-species terms in the model.  
The use of PS*, an approximation for emissions-independent photochemical 
oxidative state, allows for the estimation of emissions-meteorology relationships. 
However, some meteorological conditions, such as days with wind from specific sources, 
are not fully captured by this method. Attempts to split daily emissions inputs by wind 
direction did not improve the predictive ability, and produced results inconsistent with 
established atmospheric relationships.  
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Counterfactual emissions assume that changes in electricity production by ANAA 
EGUs are independent of regulations, and that deviations from the historical emissions-
load relationship can be attributed to regulatory actions. Both assumptions are limitations 
of the method, but comparisons of observed changes in this relationship and regulatory 
implementation dates provide evidence that the assumptions are reasonable.  
Daily counterfactual concentrations, which maintain the autocorrelation of 
observed ambient concentrations, are limited by the variability in measurements, 
particularly in the PM2.5 model. At the beginning of the time series, observations showed 
high scatter around the annual mean, which the statistical model is proficient at estimating. 
The scatter is smaller towards the end of the time series, therefore, counterfactual estimates 
in the later years lack the very high days observed in the early part of the time series (Figure 
5-5). Further, in Atlanta, high PM2.5 days can be associated with wild land fires, which are 
not studied here.  
5.6 Conclusion  
We presented a detailed accountability assessment of regulatory impacts on O3 and 
PM2.5 concentrations in Atlanta, GA between 1999 and 2013. The atypical approach 
addressed challenges typical in accountability programs. Applying emissions factors to 
create counterfactual concentration and relating these to a detailed regulatory assessment 
increased confidence in the changes attributed to regulations, even as regulations were 
implemented incrementally over time.  
The empirical method that employs statistical modeling to develop daily 
sensitivities and counterfactuals of measured pollutants to changes in emissions. Empirical 
relationships in the model are reliant on PS*, a daily metric for the photochemical state of 
the atmosphere that varies with temperature, relative humidity, wind speed, and rainfall. 
The model was applied to a central monitoring site in Atlanta, GA using estimated EGU 
and mobile emissions from the entire metro Atlanta area. Empirical sensitivities agree with 
sensitivities estimated using CMAQ-DDM, a CTM that explicitly accounts for atmospheric 
chemistry and physics. The comparison between model intermediates across platforms 
provides evidence that the empirical relationships appropriately capture emissions 
relationships with observed ambient concentrations.  
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For this monitoring location, sensitivities of ozone to mobile NOX and VOC 
emissions dominate those of EGU NOX emissions in magnitude, a result that may be 
different in locations outside of the city center. Minimum and maximum annual 
contributions of both mobile and EGU emissions have decreased over time with the 
implementation of controls.  
Mobile emissions dominate the contribution to PM2.5 concentrations in the winter, 
and EGU SO2 emissions dominate in the summer. EGU contributions to measured PM2.5 
concentrations show a large seasonal pattern, which has decreased significantly with the 
implementation of SO2 emissions controls. Average EGU contributions are similar to 
average sulfate concentrations in Atlanta, and regional and local EGU’s contribute similar 
amounts to sulfate on average.  
Statistical models of this type are relatively straightforward to apply, and daily 
counterfactuals estimated using these models are appropriate for use in accountability 
studies investigating public health responses to air quality regulations. This approach could 
give policy-makers a ready estimate of impacts of past or proposed controls. Then, in areas 
with the greatest interest (or to investigate specific effects or certain controls), policy-
makers could employ more sophisticated CTMs to model changes.  
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CHAPTER 6. AIR QUALITY MODELING FOR ACCOUNTABILITY 
RESEARCH: OPERATIONAL, DYNAMIC, AND DIAGNOSTIC 
EVALUATION5 
6.1 Abstract 
Photochemical grid models play a central role in air quality regulatory frameworks, 
including in air pollution accountability research, which seeks to demonstrate the extent to 
which regulations causally impacted emissions, air quality, and public health. There is a 
need, however, to develop and demonstrate appropriate practices for model application and 
evaluation in an accountability framework. We employ a combination of traditional and 
novel evaluation techniques to assess four years (2001-02, 2011-12) of simulated pollutant 
concentrations across a decade of major emissions reductions using the Community 
Multiscale Air Quality (CMAQ) model. We have grouped our assessments in three 
categories: Operational evaluation investigates how well CMAQ captures absolute 
concentrations; dynamic evaluation investigates how well CMAQ captures changes in 
concentrations across the decade of changing emissions; diagnostic evaluation investigates 
how CMAQ attributes variability in concentrations and sensitivities to emissions between 
meteorology and emissions, and how well this attribution compares to empirical statistical 
models. In this application, CMAQ captures O3 and PM2.5 concentrations and change over 
the decade in the Eastern United States similarly to past CMAQ applications and in line 
with model evaluation guidance; however, some PM2.5 species—EC, OC, and sulfate in 
particular—exhibit high biases in various months. CMAQ-simulated PM2.5 has a high bias 
in winter months and low bias in the summer, mainly due to a high bias in OC during the 
cold months and low bias in OC and sulfate during the summer. Simulated O3 and PM2.5 
changes across the decade have normalized mean bias of less than 2.5% and 17%, 
respectively. Detailed comparisons suggest biased EC emissions, negative wintertime 
                                                
5 A modified version of this chapter is under review for publication as: Henneman, L.R.F., 
Liu, C., Hu, Y., Mulholland, J.A., Russell, A.G. “Air quality modeling for accountability 
research: Operational, dynamic, and diagnostic evaluation.” The supplementary material is 
included in Appendix A. 
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SO42- sensitivities to mobile source emissions, and incomplete capture of OC chemistry in 
the summer and winter. Photochemical grid model-simulated O3 and PM2.5 responses to 
emissions and meteorology across the decade match results from receptor-based, statistical 
regression models. PM2.5 sensitivities to mobile source emissions in the summertime have 
decreased substantially, but wintertime mobile sensitivities remain largely unchanged 
because decreases in negative SO42- sensitivities match decreases in positive sensitivities 
from other constituents. Similarly, NOX emissions have led to decreased summertime O3 
and increased wintertime O3 because of opposite sensitivities. Overall, results show that 
emissions reductions improved air quality across the domain and remain a viable option 
for improving future air quality.  
6.2 Introduction 
Rigorous assessment of current regulations plays an important role in shaping 
future policy decisions. To this end, air pollution accountability research seeks to causally 
attribute regulatory interventions to changes in emissions, air quality, exposure/dose, and 
public health—links in the so-called Accountability Chain—to specific regulations (Health 
Effects Institute 2003). Causal linkages are difficult to establish, however, due to 
uncertainties in the links between each step. For example, the link between emissions and 
air quality is uncertain due to simultaneous variability in meteorology and other emissions 
sources. Photochemical grid models (PGMs) offer a mechanistic approach for quantifying 
these relationships for accountability research. 
PGMs play a vital role in air quality regulatory frameworks in the United States 
and Europe (National Research Council 2004), and are increasingly used elsewhere (Hu et 
al. 2016; Liu et al. 2010; Xing et al. 2015). These models, alternatively called chemical 
transport models (CTMs), simulate emissions, transport, formation, and fate of multiple air 
pollutants in the atmosphere. Results from PGMs are applied in a variety of capacities, 
including regulatory applications (Simon et al. 2013), air quality forecasting (Odman et al. 
2007), atmospheric chemistry research (Brune et al. 2016; Park et al. 2004; Travis et al. 
2016), and exposure studies (Bravo et al. 2012; Di et al. 2016; Fann et al. 2012; Muller et 
al. 2009; U.S. EPA 2015b).  
Performance evaluation provides information relating to the reliability of model 
results, the magnitude of biases and uncertainties, and the applicability of model results to 
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various problems. Existing literature contains suggested model performance metrics and 
benchmarks. U.S. EPA (1991), for example, recommended a set of performance criteria 
for 1-hour ozone. Boylan and Russell (2006) compiled results from a variety of studies 
using PGM modeling and considered how such models are used in the regulatory process 
to develop concentration-dependent performance guidance for particulate matter (PM) 
with diameter less than 2.5 µm (PM2.5). Simon et al. (2012) later summarized 69 studies 
containing model evaluation information to provide a contextual background for ozone, 
PM and PM species modeling performance expectations. Emery et al. (2016) used results 
from Simon et al. (2014) and more recent studies to recommend numerical criteria and 
goals for ozone, PM2.5, and its species, and further suggested temporal and spatial scales in 
which these recommended numbers apply, i.e., about 1000 km, less than one month for 
ozone, and one month or one season for PM2.5 and PM2.5 species.  
Dennis et al. (2010) proposed a four-tier framework—which is reflected in 
regulatory language currently under development by the US EPA (U.S. EPA 2014)—for 
model performance evaluation: operational, dynamic, diagnostic, and probabilistic. Among 
the four tiers, operational evaluation, in which modeled results are compared against 
corresponding measured data, is applied most frequently. Dynamic evaluation results, 
which quantify how well models capture the impact of emissions changes, have important 
regulatory implications because PGMs are often applied to estimate expected changes in 
concentration due to proposed controls (e.g., U.S. EPA 1998, 2005). Diagnostic evaluation 
assesses processes and components of the modeling system, and probabilistic evaluation 
compares modeled and observed distributions of specific variables, instead of focusing on 
matched spatio-temporal data. A detailed knowledge of model limitations in this domain 
is critical to regulatory decision-making as manifested in control strategy development.  
 Unlike operational and dynamic evaluations, diagnostic evaluations often rely on 
comparisons with more empirical methods and quantities inferred or derived from 
observations (e.g., Digar et al. 2013; Xie et al. 2011). Godowitch et al. (2011), for example, 
compared ozone production efficiency and results from a metric to assess wind profiles to 
evaluate CMAQ’s ability to simulate these variables. Marmur et al. (2006 and 2009) 
compared various observation and CMAQ-based source apportionment techniques to 
assess their agreement. While neither the empirical or PGM-based methods are infallible, 
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these comparisons provide important points of context for unobservable quantities, such as 
sensitivities to emissions and meteorology. 
Notably, the four-tier framework has been applied in the Air Quality Model 
Evaluation International Initiative (AQMEII—(Hogrefe et al. 2015; Rao et al. 2011; Xing 
et al. 2015)). Im et al. (2015a, 2015b), for example, evaluated multiple models’ abilities to 
simulate O3 and PM2.5 over United States and Europe. Work under this initiative has 
applied the multi-tiered framework for model evaluation, with an emphasis on diagnostic 
and probabilistic evaluations (Solazzo et al. 2017b, 2017a). (Solazzo and Galmarini 2016) 
separated model error into components and related these to model processes at various time 
scales, and determined that long-term processes and input fields (e.g., emissions and 
boundary conditions) contributed most to the model error. 
Modeling requirements for accountability studies align with needs for detailed 
model assessments over periods of changing emissions and meteorology. Several studies 
have applied dynamic evaluation to simultaneously test impacts of emissions reductions 
on air quality and assess the model’s ability to capture the reduction (Banzhaf et al. 2015; 
Daskalakis et al. 2016; Foley et al. 2015a; Gégo et al. 2008; Godowitch et al. 2010; Simon 
et al. 2014), and a few have applied diagnostic evaluation techniques to attribute variability 
in concentrations between meteorology and emissions differences (Foley et al. 2015b; 
Gilliland et al. 2008; Godowitch et al. 2008; Napelenok et al. 2011). Most studies to date 
in this domain have focused on ozone concentrations; few studies have assessed PM2.5 and 
PM2.5 species.  
As part of an accountability study on the effectiveness of regulations implemented 
under the 1990 Clean Air Act Amendments, we applied the Community Multiscale Air 
Quality model (CMAQ) version 5.0.2 over a domain covering the eastern United States to 
2 two-year periods spanning a period of large emissions reductions: 2001-2002 and 2011-
2012. With the Decoupled Direct Method (DDM) extension, we calculated air pollution 
concentration sensitivities to electricity generating unit (EGU) and on-road mobile sources. 
Results from CMAQ were evaluated using multiple evaluation tiers. First, we apply an 
operational evaluation to answer the question: How well does the PGM, as applied, capture 
observed concentrations? Next, we apply a dynamic evaluation to answer the question: 
Does the PGM capture observed air quality changes? In a diagnostic analysis, we ask two 
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novel questions: Can the PGM reproduce empirically-derived pollutant variability 
attributed to emissions and meteorology? and How well does the PGM reproduce the air 
pollutant sensitivities to emissions as simulated via empirical statistical modeling? 
Together, the analysis finds that observed air quality changes during the period are 
attributable primarily to emissions reductions, and supports the use of the PGM in an 
accountability applications. 
6.3 Methods 
6.3.1 CMAQ modeling and inputs 
CMAQ (version 5.0.2, using CB05; (Byun and Schere 2006, 
https://www.cmascenter.org/index.cfm)) simulations were performed for the Eastern 
continental US (Figure A-1). The modeling domain was chosen to focus on air quality in 
the southeastern US, where detailed measurements are available from the Southeastern 
Aerosol Characterization (SEARCH) Study (Blanchard et al. 2013) and empirical 
accountability analysis has previously been conducted for comparison (Henneman et al. 
2015, 2017). Simulations were performed over the Eastern US for 2001-2002 and 2011-
2012, using a 12 km x 12 km resolution grid with 13 vertical layers of different thicknesses 
(thinner near the ground). We used the EPA SMOKE platform (https://www.epa.gov/air-
emissions-modeling/2011-version-6-air-emissions-modeling-platforms) to prepare 
emissions from the 2002 and 2011 National Emission Inventories (NEI) for 2001-2002 and 
2011-2012 modeling years, respectively. We applied the Weather Research Forecast 
(WRF) model version 3.6.1 to generate meteorological fields. The EPA SMOKE platform 
included biogenic and dust emissions. A fixed profile was used for boundary conditions. 
6.3.2 Observations 
Domain-wide observational data for 2001-2002 and 2011-2012 were downloaded 
from the US EPA Air Quality System (AQS, 
https://www.epa.gov/ttn/airs/airsaqs/detaildata/downloadaqsdata.htm) and used to 
evaluate how well the model simulated ozone and PM2.5. PM2.5 species (sulfate (SO42-), 
nitrate (NO3-), ammonium (NH4+), organic carbon (OC), and elemental carbon (EC)) 
observations were taken from EPA’s Chemical Speciation Network (CSN). In a detailed 
analysis of model performance in the Southeast, we used observations of the same species 
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from the SEARCH network’s four urban-rural pairs (8 monitoring locations) (Blanchard 
et al. 2013). Monitoring sites used in the analysis are plotted in Figure A-1. 
6.3.3 Operational evaluation 
Following recommendations by Emery et al. (2016) and others, we calculated 
normalized mean bias (NMB), normalized means error (NME), and correlation coefficient 
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(Eq. 6.3) 
Oi is the i’th observation used in the evaluation, Pi is the associated model simulated value, 
and g and # are the mean values of model simulation and observation, respectively. No 
cutoff was applied for evaluation of daily pollutant metrics in the present study, and we 
applied a cutoff of 40 ppb for hourly ozone. R is preferred over the alternative, R2, because 
the sign shows directionality. 
NMB provides an average relative magnitude of model bias and its direction. An 
NMB with a small absolute value, regardless of its sign, indicates that the model can 
capture averaged values over spatial and/or temporal scales for which NMB is calculated. 
In addition, because it is normalized by observations, NMB evaluates in a relative—as 
opposed to absolute—scale, and facilitates inter-study and interspecies comparison. Intra-
study model evaluation on an absolute scale is of interest, for example, in an evaluation of 
how biases in various PM2.5 species contribute to total PM2.5 mass. Mean bias (MB) can 







where N is the number of simulation-observation pairs. 
6.3.4 Dynamic evaluation 
Dynamic evaluation was conducted using the same monitoring data as the 
operational evaluation. We calculated observed and modeled differences in daily 
concentrations across each two-decade period (i.e., 2001-2011 and 2002-2012) by pairing 
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by day of year. While O3 and PM2.5 were measured every day throughout 2001-2012 at 
AQS sites, PM species were sampled every three days after 2007 at CSN sites. Because 
this led to sparse data sets of daily pairs, we averaged available observation and modeled 
concentrations by month at each site to facilitate analysis for dynamic evaluation of PM2.5 
species. The use of monthly averages means fewer points were available for comparison 
relative to O3 and PM2.5, but the tradeoff is necessary due to sparse observation datasets. 
The change of concentration could be positive and negative, whereas the measured 
concentration is always positive. Therefore, we modified the operational definitions of 
NME and NMB slightly by using differences instead of absolute concentrations and taking 
absolute value in the denominator, and changed all metrics to reflect use of the change in 
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(Eq. 6.8) 
where the subscript ∆ denotes the dynamic version of each metric.  
6.3.5 Diagnostic evaluation 
The diagnostic evaluation portion of this work has two goals: 1) to quantify and 
separate the contributions of meteorological and emissions variability across the decade to 
CMAQ-DDM modeled concentrations and sensitivities and 2) to compare these 
contributions to similar estimates using observed data and statistical modeling. Since 
PGMs and statistical models cannot be evaluated against observations to confirm or refute 
the findings of emissions or meteorological influences, this evaluation serves to establish 
a confidence level related to how well two different approaches produce similar results. 
6.3.5.1 CMAQ cross-simulations and sensitivities 
In observed ambient data, it is difficult to separate the impacts of emissions and 
meteorology—two primary air quality drivers. Previous studies have used statistical 
detrending methods to estimate how differences in inter-annual meteorological conditions 
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affect O3 concentrations (Blanchard et al. 2014; Camalier et al. 2007; Cox and Chu 1993; 
Henneman et al. 2015; Kuebler et al. 2001; Rao et al. 1997). In PGMs, researchers have 
employed cross simulations—i.e., re-running the model in different years and substituting 
alternate years’ emissions or meteorology—to separate emissions and meteorology effects 
on changing concentration (Foley et al. 2015b; Godowitch et al. 2008).  
In addition to the four base years, we conducted a year-long simulation with 
switched meteorology and anthropogenic emissions; i.e., we ran a year-long simulation 
driven by 2001 anthropogenic emissions and 2011 meteorology and biogenic emissions. 
We estimated the impacts of meteorological and emissions variability on CMAQ outputs 
by subtracting results from between the modeling runs (Table 6-1). Each CMAQ run is 
defined by its meteorology and emissions years, e.g., 01M:11E denotes the run with 2001 
meteorology and 2011 emissions. Differences designate the effect being investigated and 
the year and input held constant, e.g., E.2001m represents the impact of changing emissions 
(E) using 2001 meteorology (m). 
Table 6-1. Definitions of scenarios used for isolating emissions and meteorological 
effects on CMAQ output. Statistical and CMAQ columns show whether the scenario was 
included in statistical and CMAQ modeling. STM is the short-term meteorology from the 
detrending model. 
Difference	 Abbreviation	 Description	 CMAQ	 Statistical	
01M:01E	-	11M:11E	 Total	 Total	change	 Yes	 Yes	
01M:01E	-	01M:11E	 E.2001m	 Emissions	effect	(2001	meteorology)	 Yes	 Yes	
01M:11E	-	11M:11E	 M.2011e	 Meteorology	effect	(2011	emissions)	 Yes	 Yes	
	 STM	 Short-term	meteorology	 No	 Yes	
 
Modeled concentration sensitivities to emissions are calculated using the direct-
decoupled method (DDM) in CMAQ (Hakami et al. 2004). CMAQ-DDM employs a 
Taylor Series expansion to calculate semi-normalized first-order sensitivities (Si,j) to 
emissions from source j for gaseous and particulate species i (Cohan et al. 2005; Napelenok 







Here, {t, which has a nominal value of 1, represents the relative fraction of 
emissions from source j in the base calculation. Si,j are in the same units of concentration, 
and provide an estimate of pollutant response to precursor emissions assuming a linear 
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system. Previous studies have shown that the linearity assumption holds for domain-wide 
emissions changes up to 30-50% depending on species (Cohan et al. 2005; Hakami et al. 
2004). 
DDM sensitivities have been used in research (Cohan 2004; Henneman et al. 2017; 
Souri et al. 2016) and regulatory (Simon et al. 2013; U.S. EPA 2015a) applications as both 
a method to attribute portions of modeled concentrations to specific sources and to assess 
the impacts of potential controls. Here, we show sensitivities for both the base case and 
how they are affected by meteorology and emissions changes.    
6.3.5.2 Statistical modeling 
We employ results from two varieties of empirical statistical models for diagnostic 
comparisons previously developed and applied for accountability analyses (Henneman et 
al. 2015, 2017). We employ the term ‘empirical’ here to emphasize that the statistical 
models describes complex relationships using statistical correlations between observed and 
modeled quantities, and not through the mechanistically-based differential equations that 
drive deterministic air quality models (including CMAQ). The first, meteorological 
detrending, separates the influence of daily meteorological variability on air pollution 
concentrations from other factors (see Henneman et al. (2015) for details). Log daily 
ambient pollutant concentrations were split into five components with variability at 
different periods: long-term (LT, period > 1 year), seasonal (S, period = 1 year), weekly-
holiday (WH, period = 7 days to 1 year), short-term meteorological (STM, period < 1 year), 
and white noise (WN, period = 1 day):  
 Nêë	[,(2)] = 9:(2) + -(2) +<^(2) + -:6(2) +<&(2) (Eq. 6.10) 
We used multiple Kolmogorov-Zurbenko filters to separate and remove the LT and 
S portions of the original ambient concentration and meteorology signals with terms for 
weekdays and holidays. The remaining daily concentrations deviations were regressed 
against daily meteorology (temperature, relative humidity, wind speed, and rainfall) 
deviations and interactions with weekdays, holidays, and months. The fit of this regression 
without the weekday-holiday terms and transformed to concentration units from 
exponential concentration units approximates the contribution of meteorological variability 
to observed ambient concentrations, STM. The detrending method was applied to all 
available data from the SEARCH network. 
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The second statistical approach (described and evaluated in detail in Henneman et 
al., 2017) estimates source and species-specific emissions contributions to observed air 
pollution concentrations at JST. To this end, we used pollutant-specific multivariate models 
of the form:  
 , = ßb + ßZ(î) + ß%(ï) + ßZ%(îï)+∈ (Eq. 6.11) 
where , is the vector of daily ambient concentration, î is the matrix of daily mobile and 
EGU emissions, ï is the matrix of daily observed meteorological parameters at JST (and 
supplemented with data from nearby Hartsfield-Jackson International Airport), îï 
represents interactions between emissions and meteorology, and ∈ is the vector of model 
residuals. We use the model to separate the influences of emissions of multiple species 
from mobile sources and local and regional EGUs. Atlanta-area (the 20-county PM2.5 non-
attainment area) mobile emissions were modeled using MOVES2010b with inputs 
provided by the Georgia Environmental Protection Division. EGU emissions for the 
Southeast (Alabama, Georgia, Mississippi, North Carolina, South Carolina, and 
Tennessee) were downloaded from EPA’s Air Markets Program Database (U.S. EPA 2016) 
and split into two groups: plants inside the non-attainment area and plants outside. We 
extended the analysis from O3 and PM2.5 investigated in Henneman et al. (2017) to multiple 
gaseous (NO2, SO2, and CO) and PM2.5 (SO42-, NH4, NO3-, EC, and OC) species. This 
method captures the impacts of local and regional emissions and meteorology, but not 
impacts of emissions transported into the region. 
We again applied cross-simulations to estimate impacts of emissions changes on 
concentrations in each species’ statistical model (Eq. 6.11); model parameters (ß’s) and 
meteorological variables were held constant and emissions were switched to achieve 
combinations in Table 6-1. The difference in meteorological influence on the two years 
was estimated as the difference between 2001 and 2011 STM using the detrending model. 
We derived pollutant sensitivities to source-specific emissions (comparable to sensitivities 
estimated by CMAQ-DDM) by summing model parameter-covariate combinations in 
Eq. 6.11 that included the emissions variable (bE, bEM). This yielded daily sensitivities for 
each pollutant in the same units as ambient concentration. 
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6.4 Results 
We split the evaluation results into three parts: operational, dynamic, and 
diagnostic. The first two focus solely on CMAQ and ambient observations, and the third 
investigates how much change in concentrations and sensitivities CMAQ attributes to 
meteorology vs. emissions, and how these results compare to the statistical model results.  
Emery et al. (2016), using terminology advanced by Boylan and Russell (2006), 
suggest benchmarks at two stringency levels—criteria and goals—for NMB, NME, and r. 
While any modeling effort should strive for low bias, low error, and high correlation, the 
authors define these metric benchmarks to establish references across modeling efforts 
employing varying methodologies. Their purpose is not to serve as strict pass/fail tests for 
model evaluation, but to help in understanding model uncertainties in a structured setting. 
The metrics were set based on results from 31 published modeling efforts; criteria and goal 
values were achieved by 33% and 67% of the included studies, respectively. We discuss 
our domain-wide results in relation to these benchmarks to help establish the quality of the 
modeling used here compared to previous studies. 
6.4.1 Operational Evaluation 
Annual domain-wide operational evaluation of CMAQ model performance, yielded 
similar results across the four years for each pollutant (Table 6-2, Table A-1 and Table A-
2 for SEARCH sites and JST, respectively).  
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Table 6-2. Domain-wide CMAQ operational performance evaluation for ozone (hourly 
and MDA8h), PM2.5 (24-hr), and PM species (24-hr) for 2001, 2002, 2011, and 2012. 
Ozone and PM2.5 are evaluated against all AQS sites, and PM2.5 species are evaluated 
against CSN sites. N denotes the number of monitor-day pairs in each comparison (N 
values reflect the dataset before the cutoff is applied). Hourly ozone is evaluated with a 







PM2.5	 EC	 OC	 SO4	 NO3	 NH4	
2001	 	 	 	 	 	 	 	 	
N	 1373143	 189658	 109339	 3097	 3097	 7120	 6630	 4424	
NMB	 -13%*	 5.2%†	 0.84%†	 124%	 -12%†	 -24%*	 15%†	 -3%†	
NME	 23%*	 20%*	 48%*	 135%	 57%*	 48%*	 74%*	 58%	
r	 0.66*	 0.68*	 0.44*	 0.47‡	 0.26‡	 0.51*	 0.67‡	 0.50*	
2002	 	 	 	 	 	 	 	 	
N	 1369293	 193224	 111348	 8347	 8347	 13888	 13174	 10803	
NMB	 -13%*	 4.9%†	 -4.4%†	 113%	 -20%*	 -28%*	 -4%†	 -18%*	
NME	 23%*	 21%*	 48%*	 125%	 63%*	 45%*	 61%*	 45%*	
r	 0.67*	 0.72*	 0.38	 0.52‡	 0.17‡	 0.57*	 0.73‡	 0.55*	
2011	 	 	 	 	 	 	 	 	
N	 1402937	 197671	 86036	 9602	 9602	 9283	 9521	 9523	
NMB	 -13%*	 4.3%†	 -2.3%†	 61%	 7%†	 -20%*	 11%†	 -1%†	
NME	 21%*	 18%*	 48%*	 81%	 61%*	 42%*	 61%*	 50%*	
r	 0.63*	 0.67*	 0.40*	 0.48‡	 0.25‡	 0.52*	 0.73‡	 0.61*	
2012	 	 	 	 	 	 	 	 	
N	 1185399	 114445	 71715	 9669	 9669	 8920	 9190	 9194	
NMB	 -7.5%*	 1.6%†	 8.3%†	 64%	 12%†	 -5%†	 16%*	 22%*	
NME	 11%†	 16%†	 48%*	 85%	 64%*	 39%*	 60%*	 52%	
R	 0.63*	 0.70*	 0.48*	 0.45‡	 0.26‡	 0.50*	 0.78‡	 0.68*	
* Meets the criteria benchmark 
† Meets the goal benchmark 
‡	No benchmark available 
6.4.1.1 Ozone 
Ozone metrics (Table 6-2) at 1-hour and MDA8h time scales meet the NMB and 
NME criteria benchmarks (±15%, 25%, respectively) defined by Emery et al. (2016), but 
the correlation for hourly ozone is low. MDA8h ozone meets the stricter goal benchmarks 
(±5%, 15%, and 0.7 for NMB, NME, and r, respectively) for some of the metrics, and 
criteria benchmarks for all metrics. Evaluation benchmarks for MDA8h ozone were 
consistently better than for hourly ozone. 
6.4.1.2 PM2.5 and PM2.5 species 
Most of the PM2.5 metrics across the four years meet the criteria (+/- 30%, 50%, 
and 0.4) and goal (+/- 10%, 35%, and 0.7) benchmarks, apart from correlation in 2002 and 
2012 (Table 6-2). Simulated PM2.5 is biased high from October through March and biased 
low from April through September in both 2001 and 2011 (Figure 6-1), consistent with 
conclusions made in previous studies (Foley et al. 2010; Park et al. 2006; Simon et al. 
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2012). Simulated concentrations in most months meet the relevant recommended criteria 
levels for NMB, NME, and r. 
 
  
Figure 6-1. Monthly operational evaluation results for PM2.5 mass. Left: 2001, right: 
2011 (top). Monthly MB for PM2.5 species. Left: 2001, right: 2011 (bottom). 
Most PM2.5 species performance statistics meet the criteria and goal benchmarks, 
which vary between species. EC, however, stands out; its NMB and NME exceed the 
suggested criteria (±40 and 75%, respectively), though results improve in 2011-12 
compared to 2001-02. OC NMB and NME meet the criteria for all years, but OC 
consistently has a low R value. 
PM2.5 species MB decreases across most species and months from 2001 to 2011 
(Figure 6-1). In 2011, OC dominates bias in January (1.9 µg/m3), February (1.9 µg/m3), 
and December (1.1 µg/m3). OC bias remains high in May (-0.67 µg/m3), June (-1.3 µg/m3), 
July (-1.2 µg/m3), and August (-0.70 µg/m3) in 2011, and sulfate bias contributes 
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µg/m3, respectively). MB of other species is generally low; EC, OC, nitrate, and 
ammonium contribute to the cold month overestimation, and OC, sulfate, and ammonium 
contribute to the warm month underestimation (Figures S2 to S3, and further discussion in 
the supplemental). 
6.4.2 Dynamic evaluation  
Ozone NMB∆ and r∆ meet the goal and criteria benchmarks, respectively (Table 
6-3, Table A-3 and Figure A-7 for JST), though the benchmarks were not originally 
developed for assessing differences (∆’s) between model simulations between years. 
NME∆, however, is higher than the benchmarks for all species. 
Table 6-3. Domain-wide CMAQ dynamic performance evaluation for MDA8h ozone, 
PM2.5, and PM species for 2001-2011 and 2002-2012. All AQS sites are used for ozone 
and PM2.5, and CSN sites are used for the species performance analyses. N denotes the 
number of sites in each comparison. Species differences are taken as the monthly site 





PM2.5	 EC	 OC	 SO4	 NO3	 NH4	
2001-2011	 	 	 	 	 	 	 	
N∆	 134451	 22747	 311	 311	 365	 359	 358	
NMB∆	 -2.43%†	 -0.27%†	 -204%	 63%	 18%*	 -3.7%†	 6.6%†	
NME∆	 79.5%	 90.6%	 224%	 101%	 54%	 94%	 64%	
R∆	 0.60*	 0.53*	 0.42‡	 0.34‡	 0.59	 0.51‡	 0.41	
2002-2012	 	 	 	 	 	 	 	
N∆	 80934	 18922	 799	 799	 883	 875	 884	
NMB∆	 -1.02%†	 16.7%*	 -128%	 70%	 43%	 30%*	 45%	
NME∆	 80.8%	 90.7%	 173%	 104%	 54%	 90%	 58%	
R∆	 0.60*	 0.53*	 0.40‡	 0.32‡	 0.68	 0.49‡	 0.53	
* Meets the criteria benchmark 
† Meets the goal benchmark 
‡	No benchmark available 
Correlation results meet the criteria values for PM2.5 and all species except OC 
(Table 6-3). In the 01:11 comparison, all species meet the criteria values for NMBD except 
EC and OC. Between the two comparisons (01:11 and 02:12), the 01:11 simulation better 
captures observed SO4, NO3, and NH4. EC and OC results are consistent between 01:11 
and 02:12. This difference is reflected in monthly dynamic MBD results (Figure 6-2), which 
show isolated peaks for SO4, NO3, and NH4 in 01•11. In the 02•12 comparison, however, 
each of these species exhibits high MBD for multi-month periods throughout the year. 
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Figure 6-2. Results for the dynamic evaluation of PM2.5 species between 2001 and 2011 
(left) and 2002 and 2012 (right), using monthly-averaged observations across all CSN 
monitors. 
6.4.3 Diagnostic evaluation 
6.4.3.1 Concentration changes attributable to emissions and meteorology 
We compared impacts of emissions and meteorological variability on modeled 
outputs using cumulative distribution functions (CDFs) for each of the scenarios (Table 
6-2) at all SEARCH sites (Figure 6-3). Daily differences have been normalized by 2011 
concentrations to facilitate comparisons between CMAQ-modeled data and statistically 
modeled data. We used CMAQ-simulated concentrations to normalize CMAQ differences 
and observed concentrations to normalize statistically modeled differences. A difference 
of 10 ppb on a day with a 2011 O3 concentration of 50 ppb would yield a normalized 
difference of 0.2. The comparison shows that the CMAQ and statistical model results 
generally agree across the years. Above the median ozone change between 2001 and 2011, 
meteorology (green line for CMAQ, red for statistical) is found to play a greater role in 
increasing concentrations than emissions (blue and orange). CMAQ estimates a slightly 
negative contribution of median emission changes to ozone concentrations, and the 
statistical model finds a median contribution of zero. 
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Figure 6-3. CDFs of differences in O3 and PM2.5 at JST captured by CMAQ and the 
statistical models. Differences have been normalized by 2011 concentrations. E.2001m 
(CMAQ) and E.2001m (statistical) are the impact of emissions on changes between 2001 
and 2011 based on 2001 meteorology. Similarly, M.2011e (CMAQ) and STM (short-term 
meteorology derived using meteorological detrending) represent impacts on 
concentrations of meteorology changes. 
At all SEARCH sites (Figure 6-4), the median impact of emissions-driven changes 
in concentrations (E.2001m) in January (July) was -0.18 ppb ppb-1 (0.12 ppb ppb-1). 
January E.2001m exceeded meteorology-driven changes (M.2011e) across the distribution. 
In July, M.2011e exceeded E.2001m at the upper end of the distribution, meaning that 
emissions changes across the decade had less impact on O3 concentrations at higher 




Figure 6-4. CDFs of differences in ozone and PM2.5 concentrations between E.2001m, 
M.2011e, and STM at SEARCH sites in January (top) and July (bottom). Differences 
have been normalized by 2011 ozone concentrations.  
Results for both January and July show general agreement between CMAQ-
modeled (M.2011e) and statistically modeled (STM) meteorological impacts on 
concentration variability (Figure 6-4). In January, median meteorology impact is slightly 
negative, and in July, meteorological impact is slightly positive. STM results suggest a 
slightly larger (in magnitude) effect across the distribution than M.2011e. 
The median E.2001m for PM2.5 is 0.15 ug m-3 [µg m-3]-1 in January, and 0.46 ug m-3 
[µg m-3]-1 in July.  In both months, M.2011e and STM suggest a negligible impact of 
median meteorological variability. At higher percentiles in the January distribution, 
M.2011m imparts nearly two times the impact on concentrations compared to E.2001m, 
though the STM results suggest that this may be exaggerated. In July, emissions and 
meteorological effects are comparable above the 90th percentile. 
6.4.3.2 Sensitivity changes attributable to emissions and meteorology 
CMAQ DDM sensitivity magnitudes of ozone and PM2.5 to source emissions 
generally decreased over time, though spatial plots by season show the complexity of 
emissions-air quality relationships and how they change over time (Figure 6-5). This is due 
largely to the decrease in emissions. The sensitivities as calculated by CMAQ-DDM are a 
first-order estimate of how much the absolute, not relative, concentrations of the pollutants 
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would change if all the associated emissions were removed. Thus, if the emissions in 2011 
are 50% of what they were in 2001, and the system is purely linear, the sensitivity would 
be halved. However, given the complex nonlinear chemistry, reductions in emissions of 
multiple pollutants at different rates across the decade, and the nonhomogeneous spatial 
emissions changes, an appropriate approach to normalizing the sensitivities is not apparent. 
   
Figure 6-5. Monthly-averaged hourly ozone sensitivities to EGU (left) and on-road 
mobile emissions (right). Note that the scales are different. 
Ozone sensitivities to EGU emissions tend to be negative in winter, positive in 
summer, and decrease in magnitude across the time of interest. Across the decade, for 
example, MDA8h O3 sensitivities to EGU emissions in January increased from -0.8 ppb 
to -0.3 ppb, and sensitivities to on road mobile source emissions increased from -1.8 ppb 
to -0.8 ppb (Table 6-4). In July, MDA8h O3 sensitivities to EGU emissions decreased from 
3.4 ppb to 2.3 ppb, and on-road mobile sensitivities decreased from 7.7 ppb to 5.9 ppb.  
Table 6-4. Domain-wide annual average CMAQ-DDM sensitivities in the base-case runs 
(01E:01M and 11E:11M). 
	 EGU	 On-road	mobile	
	 2001	 2011	 2001	 2011	
O3	(hourly—ppb)	 	 	 	
January	 -2.0	 -0.8	 -3.9	 -1.9	
July	 1.9	 1.4	 3.7	 3.3	
O3	(MDA8h—ppb)	 	 	 	
January	 -0.8	 -0.3	 -1.8	 -0.8	
July	 3.4	 2.3	 7.7	 5.9	
PM2.5	(µg	m
-3)	 	 	 	
January	 0.8	 0.6	 0.9	 0.8	







































PM2.5 sensitivities to EGU and on-road mobile sources decreased more in the 
summer than the winter (Table 6-4, Figure 6-6). Over the decade, winter on-road mobile 
sensitivities decreased from 0.9 µg m-3 to 0.8 µg m-3, and summer sensitivities decreased 
from 1.6 µg m-3 to 0.4 µg m-3, meaning that the dominant mobile contribution to PM2.5 
switched from summer to winter. Sulfate sensitivities in the summer and winter 
experienced the largest change, with on-road sensitivities becoming less negative in the 
winter, and less positive in the summer.  
 
Figure 6-6. Domain-wide average on-road mobile DDM PM2.5 species sensitivities. 
Average PM2.5 sensitivities to EGU emissions tend to be uniformly positive in both 
winter and summer (Figure 6-7). They are highest near the major sources, e.g., the Ohio 
River Valley. PM2.5 sensitivities to mobile source emissions also tend to be positive, and 
typically highest in and around major cities, highways and ports (Figure 6-7).  
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Figure 6-7. Monthly-averaged PM2.5 sensitivities to EGU (left) and on-road mobile 
emissions (right). 
Comparisons between sensitivities in the diagnostic CMAQ runs show that 
pollutant sensitivities have been influenced more by changing emissions than changing 
meteorology over the decade of interest (Figure 6-8 and Figure 6-9). In January, reduced 
EGU and mobile emissions are associated with increased (i.e., less negative) sensitivities 
in rural areas, and little change in within cities. In July, mobile source emission changes 
are associated with rural reductions in sensitivities and urban increases (because of less O3 






















   
Figure 6-8. Changes in DDM ozone sensitivities to EGU (left) and mobile source (right) 
emissions attributable to emissions and meteorology changes as described in Table 6-1. 
Total changes are in the top row, emission-driven changes are in the second row, and 
meteorology-driven changes are on the bottom row. Positive values denote reduced 
sensitivity between 2001 and 2011. 
January changes in PM2.5 sensitivities are much smaller than July changes, and 
January changes associated with emissions and meteorological changes are comparable in 
magnitude across most of the country (Figure 6-9). An exception to this is urban sensitivity 
changes attributable to emissions changes, which have decreased by up to 3 µg m-3 in cities 
across the domain. In July, both EGU and mobile source emissions reductions led to 



























   
Figure 6-9. Changes in DDM PM2.5 sensitivities to EGU (left) and mobile source (right) 
emissions attributable to emissions and meteorology changes as described in Table 6-1. 
Total changes are in the top row, emission-driven changes are in the second row, and 
meteorology-driven changes are on the bottom row. Positive values denote reduced 
sensitivity between 2001 and 2011. 
6.4.3.3 Evaluation of CMAQ and statistical sensitivities 
At JST, CMAQ operational performance evaluation yielded results similar to 
broader evaluations at AQS and SEARCH sites (Table A-1). PM2.5 and O3 concentrations 
meet at least the criteria benchmark. For O3, both CMAQ-DDM and empirical sensitivities 
derived using Eq. 6.11 for EGU and mobile sources are 0.59 (Figure 6-10,Table A-2). 
PM2.5 results overall exhibit less satisfying performance than for ozone, though the CMAQ-
DDM and statistical sensitivities comparisons have positive slopes and correlations. 
Most of the DDM-statistical sensitivity comparisons exhibit positive slopes and 
correlations, and species-specific results are reflective of conclusions from the operational 
evaluation (Table A-2). For example, CMAQ sulfate sensitivities to EGU emissions have 
a lower magnitude compared to statistical sensitivities (NMB = -16.2%). OC, which was a 
primary contributor of bias to modeled PM2.5 concentrations, yielded low correlations (-
0.01 and 0.02) with statistically-modeled EGU and mobile-source sensitivities. EC mobile 
source sensitivities are highly correlated (r = 0.63) between the two models, though CMAQ 



























poorest fit between the models; CMAQ-DDM EGU sensitivities are lower than the 
statistical model (-123.4%), and CMAQ-DDM mobile sensitivities are higher (529.6%). 
For all sensitivity comparisons, the reader is reminded that both approaches have 




Figure 6-10. Daily O3 (top) and PM2.5 (bottom) CMAQ-statistical comparisons (monthly-
averaged time series on the left, daily scatter plot on the right) for ambient 
concentrations, mobile, and EGU sensitivities. Statistical concentrations (green dashed 
line) are observations. Sensitivities were compared using orthogonal regression, which 
assumes error in both variables, whereas concentration comparisons were performed 
with ordinary least squares regression. Regression fit lines were extended beyond the 
range of observed data to facilitate the comparisons. 
NO2 and CO modeled concentrations are characterized by large biases and errors 
and reasonable correlations (0.40 and 0.62, respectively). Compared with statistically-
derived sensitivities, CMAQ-derived NO2 EGU and mobile sensitivities are low and are 
not strongly correlated. Of the gaseous species besides O3, mobile CO sensitivities find the 
greatest agreement between CMAQ and the statistical model. SO2 concentration and 
sensitivities are biased low, but the correlations of 0.56, 0.24, and 0.37 are generally higher 
than the other gaseous species.   
6.5 Discussion 
This work shows how operational, dynamic, and diagnostic evaluations can expose 
strengths and weaknesses important in a modeling application tailored to accountability 
research. The emphasis is broader than traditional model evaluations, which focus on 
y = (0.81 ± 0.02) ⋅ x + (9 ± 1),  R2 = 0.66
y = (0.89 ± 0.04) ⋅ x + (1.2 ± 0.2),  R2 = 0.38
y = (0.43 ± 0.02) ⋅ x + (6.1 ± 0.3),  R2 = 0.34
y = (0.82 ± 0.02) ⋅ x + (9.5 ± 1),  R2 = 0.68
y = (1.8 ± 0.06) ⋅ x + (0.21 ± 0.08),  R2 = 0.56
y = (0.83 ± 0.03) ⋅ x + (0.12 ± 0.2),  R2 = 0.61
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reproducing observations. Here, more weight is placed on assessing large-scale drivers 
(emissions and meteorology) and how their variability impacts modeled concentrations. 
We have assessed these drivers’ impacts on modeled concentrations and sensitivities in 
multiple ways, from isolating their impacts within CMAQ and comparing them to results 
from multiple empirical statistical models. In the following discussion, we discuss three 
themes: 1) what the results say about the drivers behind changing air quality in the eastern 
United States between 2001 and 2012, 2) CMAQ’s overall performance in this application 
and potential sources of bias in the model results, and 3) the application of diagnostic 
switched-emissions and statistical modeling results as an evaluation tool. 
6.5.1 Air Quality in the eastern United States between 2001 and 2012 
Observations, along with both PGM and statistical modeling results, show that the 
United States saw improvements in air quality between 2001 and 2012, and that those 
improvements are tied to emissions reductions. Observed annual AQS (CMAQ modeled) 
PM2.5 concentrations fell by 4.4 µg m-3 (3.8 µg m-3). 2001 saw 34 (23) days on which the 
domain-wide observed (modeled) MDA8h O3 average exceeded 60 ppb, and 2012 
experienced 8 (5) such days.  
For both O3 and PM2.5, multiple deterministic and statistical methods showed that 
changes over both time (Figure 6-3 and Figure 6-4) and space (Figure 6-5 through Figure 
6-9) were largely emissions-driven. In the summertime, the changes in the highest O3 
concentrations between the two 2-year periods were attributable more to meteorology than 
emissions, though emissions impacts were still large and positive, showing that 
meteorology plays a major role in peak ozone levels. In the winter, emissions reductions 
have led almost exclusively to increased concentrations. This effect is observed even in 
July in city centers, and can be attributed to decreased O3 production inhibition. Our 
evaluation and agreement between deterministic and statistical modeling corroborates 
evidence in Foley et al. (2015b) and elsewhere that, even though the upper end of the O3 
concentration distribution during any one year is highly dependent on meteorological 
variability, emissions reductions remain an effective mitigation strategy. 
Reduced sensitivity magnitudes for O3 occurred throughout the domain for EGU 
and mobile sources (Figure 6-5) because emissions were reduced. Sensitivities on a per-
unit emissions basis, however, have increased (Figure A-10). Wintertime increases 
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occurred across the eastern US, though sensitivities in the area surrounding the Ohio River 
Valley remained large and negative relative to the rest of the domain in 2011. The response 
in the summertime mirrored that of the winter, with domain-wide sensitivity decreases and 
continuing importance of major point sources. Ozone sensitivities to on-road mobile source 
emissions were negative near roadways during the summer, and more negative than the 
surrounding areas in the wintertime.  
Larger reductions in PM2.5 emissions sensitivities occurred in the summer than the 
winter. A reason for this is that changes in wintertime PM2.5 between 2001 and 2011 were 
similarly attributed between emissions and meteorology (Figure 6-4), even with substantial 
emissions reductions. In the summer, PM2.5 reductions were due primarily to emissions 
reductions. In both EGU and mobile source sensitivities, emissions sensitivities decreases 
were driven by SO2 emissions reductions. EGU reductions are associated with the Acid 
Rain Program, the now-replaced Clean Air Interstate Rule, the Cross-State Interstate Rule, 
and non-attainment designations under the National Ambient Air Quality Standards. 
Mobile source emissions reductions of SO2 were mandated under two national regulatory 
programs: the Tier II gasoline sulfur program and the 2007 Heavy Duty Diesel Rule 
(Henneman et al. 2017; Hubbell et al. 2009).  
Summertime mobile sensitivities of SO42- and NH4+ levels—both of which are 
enhanced by SO2 in the atmosphere—decreased by 96% and 86%, respectively. Mobile 
source sensitivities of NO3-, which is an important winter time PM2.5 constituent, are 
largely unchanged from 2001-2011. Further, mobile emissions changes have led to 
decreased negative SO42- sensitivity, meaning emissions reductions have led to slightly 
increased SO42- wintertime concentrations due to less competition for hydroxyl radical. 
Wintertime PM2.5 benefits of emissions reductions were primarily achieved in the 
immediate (>100km) vicinity of EGU sources. In the summer, changes are more regional, 
when transport and secondary chemistry is more important. 
6.5.2 Model performance evaluation 
Here, we summarize the major findings for questions posed for the operational, 
dynamic, and diagnostic evaluations at the end of the introduction regarding the evaluation 
of the modeling setup. O3, PM2.5, and each PM2.5 species all meet one or more criteria 
benchmark defined by Emery et al. (2017) per modeled year. O3 and PM2.5—the pollutants 
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of primary regulatory interest and for which PGM models are most often applied—met at 
least the criteria benchmark for all metrics in all four years. The dynamic evaluation found 
that CMAQ generally captured the changing concentrations of O3 and PM2.5.  
Since the metric benchmarks were designed for regional spatial scales or below and 
time scales of seasonal or less, our application to annual runs over the eastern United States 
is slightly outside the original recommended scales. To investigate impacts of applying the 
metrics, we performed an operational analysis for O3 and PM2.5 on two sub-domains, above 
(“North”) and below (“South”) 37º latitude (Table A-4). Differences do exist between the 
two domains; for example, PM2.5 is negatively biased in all years in the South and 
positively biased in the North. The overall picture related to the benchmarks (and, more 
importantly, the broader assertion that the model results capture reality at a level consistent 
with previous applications), however, is largely unchanged. 
In the dynamic analysis, NMB proved a useful tool to assess CMAQ’s ability to 
capture changes over the decade. NME, however, was high for all species, even those that 
met criteria metrics for other evaluation statistics, due to the large daily variability in the 
sign of the change in simulated concentrations versus the observed changes. 
6.5.2.1 Ozone 
Evaluated without a cutoff, simulated hourly and MDA8h O3 are positively biased, 
and are negatively biased with a 40 ppb cutoff. These results agree with other modeling 
studies in the Eastern United States (Fiore et al. 2009; Foley et al. 2015b; Reidmiller et al. 
2009). Travis et al. (2016), using evidence from other studies that mobile and industrial 
source NOX in the NEI is biased high by up to 60%, found a better agreement with 
observations using reduced NOX emissions. We investigated model performance using one 
additional simulation for July 2011 using mobile NOX decreased by 50%. Results show 
that simulated July hourly ozone is negatively biased throughout the domain, and reducing 
mobile NOX leads to an increased negative bias (Table A-5). MDA8h O3, on the other 
hand, is biased high in the base case, and reducing mobile NOX emissions reduces this bias. 
Overall, the results show that reducing mobile NOX emissions decreases CMAQ simulated 
O3, though given the likelihood of other issues in the modeling framework, this comparison 
is likely not indicative of the accuracy of either inventory. 
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CMAQ-modeled O3 sensitivities are lower than those derived statistically, but 
highly correlated with other species compared to statistically-modeled sensitivities at JST 
in Atlanta (Table A-2). The lower simulated sensitivities are suggestive of a potential high 
bias in NOX emissions estimates, since, in the city center, increased emissions have a 
negative impact on O3 concentrations except when O3 levels are high.  
Friberg et al. (2016) showed that CMAQ is better able to capture temporal 
variability than complex spatial patterns. Results of this modeling effort yield similar 
conclusions; average temporal correlations for both hourly and daily O3 are higher than 
spatial correlations (Table A-6). 
6.5.2.2 PM2.5 and PM2.5 species 
The results of the operational and dynamic evaluations suggest that changing bias 
throughout the year in PM2.5 species in different directions aids in the simulation of total 
PM2.5. For instance, negative OC and SO42- biases in the summertime are balanced by 
positive EC bias. Similarly, high bias in modeled OC and SO42- change across the decade 
compensate for low bias in modeled EC change. 
OC exhibits low bias and error, but low correlations and variable MB across the 
year (Figure 6-1) show that it failed to capture variability throughout the year. In the 
summer, this result reflects the well-documented incompleteness of CMAQ in capturing 
secondary organic aerosol chemistry (Napelenok et al. 2014; Pye et al. 2015). In the winter, 
mischaracterization of biomass burning emissions contributed bias to OC modeled 
concentrations (Hu et al. 2014). Continued improvements in the characterization of 
chemistry, particularly SOA formation, should also help reduce difference between 
simulations and observations (Glasius and Goldstein 2016; Goldberg et al. 2016). The 
upcoming version of CMAQ is expected to address these biases by improving interactions 
between atmospheric carbon and aerosol liquid water (Pye et al. 2016). 
In the summer, both CMAQ-modeled SO42- concentrations and changes over the 
decade are biased high. CMAQ attributes much of the change to mobile SO42- sensitivities 
changes over the decade, which is not reflected in the statistical modeling. These results 
may indicate the inability of the statistical modeling to capture secondary SO42- chemistry 
from mobile sources; however, it is difficult to draw strict conclusions in a comparison of 
two models. 
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The EC operational evaluation yielded correlations that meet the criteria benchmark 
and relatively high NMB and NME. The change in EC is biased low across the decade. 
This suggests that NEI emissions of EC, a primary pollutant whose source is automobiles, 
capture daily variability, but overestimate the magnitude and change across years.  
Spatial and temporal PM2.5 are much more similar than for O3 (Table A-6). For 3 
of 4 modeled years, temporal correlations exceed spatial correlations, but the differences 
are small. 
6.5.3 Diagnostic model evaluation tools 
The diagnostic evaluation portion of this work makes novel comparisons between 
meteorology and emissions-influenced concentration changes modeled with CMAQ-DDM 
and ones inferred from statistical modeling of observations. An evaluation in this vein is 
particularly relevant in PGM applications for accountability research, since meteorological 
fluctuations are a major contributor to uncertainty in attributing causality of air quality and 
health outcomes changes to regulatory actions.  
Differences in meteorological and emissions-influenced changes across season and 
pollutant have important consequences on future policy—small PM2.5 changes attributable 
to emissions or meteorology (reinforced by small sensitivity changes) suggests that a future 
approach for reducing wintertime PM2.5 concentrations is reducing NOX emissions. This 
finding adds to the complexity of regulatory decisions, since nitrate concentrations have 
been shown to be less sensitive to emissions reductions reducing NOX emissions 
(Blanchard and Hidy 2003); further, wintertime NOX emission reductions would have the 
effect of increasing ozone, particularly in urban areas. 
Median meteorological impacts on both O3 and PM2.5 were near zero in both 
January and July across the SEARCH sites, and median emissions impacts were positive 
for O3 in July and PM2.5 in both months (Figure 6-3 and Figure 6-4), suggesting that 
emissions controls were effective at reducing concentrations on most days and locations 
throughout the Southeast in July. The agreement between CMAQ-modeled and statistical 
meteorological and emissions contributions provides evidence that the estimated impacts 
reflect reality. 
A second variety of diagnostic test assessed CMAQ-modeled sensitivities to 
emissions using statistically-modeled sensitivities. This analysis showed that the two 
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models produce similar sensitivities for O3 and PM2.5, but the models agree less for other 
gases and PM2.5 species. We compared sensitivities by scaling them by the ratio of 
observed to CMAQ-simulated concentrations. This generally improved fit in ozone and 
PM2.5, but led to a negative correlation between mobile PM2.5 sensitivities. This occurred 
because CMAQ-simulated mobile sensitivities are smaller in the wintertime than 
statistical, and vice versa in the summer. Further, CMAQ concentrations are biased high in 
the summer and low in the winter. Correcting sensitivities for concentration bias creates 
anti-correlated sensitivities.  
Each of the models used here (CMAQ, detrending, and statistical emissions-
concentrations models) comes with its own set of assumptions and uncertainties. The 
consistency between results of the methods, however, provides evidence that they capture 
the atmospheric dynamics important to the current application to accountability 
assessment, though performance differs based on the pollutant.  
6.6 Conclusions 
Detailed model analysis using traditional and novel methods furthers our 
understanding of effects of air quality regulations across the eastern United States. In the 
operational evaluation, CMAQ simulated most the species at accuracy levels consistent 
with previous modeling approaches. In the dynamic evaluation, CMAQ more accurately 
simulated O3 and PM2.5 changes over time compared to PM2.5 species, suggesting that 
biases in the modeled species concentrations canceled each other out. In the diagnostic 
evaluation, CMAQ and statistically-derived sensitivities to emissions and meteorology 
agree in the southeast, and suggest that emissions reductions have led to a shrinking O3 
distribution and have reduced PM2.5 concentrations across its distribution. 
Major reductions of multiple air pollutants have largely been due to emissions 
reductions (and previous work has attributed these emissions reductions to regulations). 
Epidemiologic and health impact analyses, presented in a report to the Health Effects 
Institute (Russell et al., 2017) and a companion manuscript (Abrams et al., n.d.) further 
links those air quality changes to health benefits.  Further, the analysis shows that EGU 
and mobile source emissions reductions remain a viable option for improving air quality; 
however, in the wintertime, emissions reductions of NOX (SO2) were linked with 
increasing O3 (PM2.5). 
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Our method employed two types of models: deterministic and statistical, both of 
which provide important information. In areas that the two models agreed (for instance, in 
the attribution of variability to emissions and meteorology), the results increase confidence 
that the findings are accurate. Other areas, such as model sensitivities, require more model 
development and analysis, reflecting that sensitivities are not directly observable. 
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CHAPTER 7. OZONE RESPONSES TO RECENT AND FUTURE 
EMISSIONS CHANGES IN THE EASTERN UNITED STATES 
7.1 Abstract 
Ozone production efficiency (OPE), a measure of the number of ozone (O3) 
molecules produced per emitted NOX (NO + NO2) molecule, helps establish the 
relationship between NOx emissions and ozone formation. We estimate OPE in the eastern 
United States using two novel approaches: a spline-based empirical method using 
observations at eight measurement sites and a chemical transport model (CTM) method 
based on concentration and depositions sensitivities. The CTM approach allows for the 
explicit control of differing deposition rates in O3 and NOX reaction products (NOZ), and 
can estimate on-road mobile and electricity generating unit source OPEs. We find that OPE 
has increased throughout the United States, but is bounded by location-specific upper limits 
at low NOZ. The CTM and observation-based approaches agree at low NOZ concentrations, 
but CTM OPEs are greater than statistically-calculated OPEs at high NOZ, suggesting a 
greater importance of deposition differences between O3 and NOZ at high NOZ 
concentrations. Results suggest that NOX emissions reductions become more effective at 
lower NOZ concentrations, but below location-specific NOZ concentrations O3 responses 
become linear. Electricity generating unit OPEs are higher than mobile OPEs except near 
stacks, meaning additional utility emissions reductions will have greater per-unit impacts 
than mobile source emissions reductions. 
7.2 Introduction 
Atmospheric scientists have understood the underlying mechanisms of ozone (O3) 
production for decades; however, air quality managers continue to have trouble meeting 
ozone standards, particularly as they have been tightened in response to health studies 
identifying impacts at lower concentrations (Simon et al. 2014; U.S. EPA 2015). The 
availability of detailed ambient monitoring data and much expanded modeling capabilities 
presents an opportunity for a detailed assessment of the effectiveness of past and future air 
quality improvement efforts. An assessment of this type—investigating changing 
mechanisms attributable to air quality controls—serves to link accountability assessments 
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(i.e., efforts to quantify the impacts of existing regulatory programs) to proposed air quality 
programs. 
Largely as a result of air quality management policies, anthropogenic emissions of 
two contributors to ozone concentrations—nitrogen oxides (NOX = NO + NO2) and volatile 
organic compounds (VOCs)—have decreased throughout the eastern United States over 
the past two decades, particularly in urban areas (Vijayaraghavan et al. 2014; Xing et al. 
2013). Emissions reductions, particularly in electrical generating unit (EGU) and mobile 
source sectors, have led to reduced levels of ambient NOX, NOX reaction products (NOZ = 
total atmospheric oxidized reactive nitrogen (NOY) minus NOX), and VOCs (Hidy and 
Blanchard 2015; He et al. 2013). These reductions have been linked to changing O3 
concentrations, including reductions (primarily in the summer) and increases (primarily in 
the winter and VOC limited urban areas) (Simon et al. 2014). Multiple studies have found 
that meteorology has a major impact on daily O3 concentrations (Henneman et al. 2015; 
Camalier, Cox, and Dolwick 2007; Hidy and Blanchard 2015), and climate variability and 
synoptic patterns impact longer-term trends (L. Shen, Mickley, and Tai 2015; Lu Shen and 
Mickley 2017). 
Ozone production efficiency (OPE) has historically been a popular method for 
reporting the relationship between O3 and NOX (Seinfeld and Pandis 2006). Seinfeld and 
Pandis (2006) define OPE as “the number of molecules of O3 formed per each NOX 
molecule removed from the system” (Seinfeld and Pandis 2006). NOX generates O3 as it 
cycles between NO and NO2, and since each NOX molecule that enters the system must 
leave, the emissions rate approximates the loss rate. The reaction of NO2 with OH—which 
forms nitric acid (HNO3)—is typically the dominant pathway for NOX loss, though it can 
combine with organics and form HNO3 via N2O5 hydrolysis (which occurs primarily at 
night). OPE has real policy implications, since it provides an estimate for how much less 
ozone would be formed for a specified reduction in NOX emissions (Liu et al. 1987; 
Ryerson et al. 1998). 
Previous studies using both observation-based and chemical transport model 
(CTM)-based approaches have found increasing OPE as NOX or NOZ decreases (Kleinman 
et al. 2002; Liu et al. 1987). This increase carries the implication that NOX emissions 
reductions become increasingly effective. There has, however, been little investigation of 
 175 
OPE at very low NOZ concentrations. We set out to fulfil two objectives: 1) assess multiple 
observation and CTM-based approaches for estimating total and source-specific OPE in 
the eastern United States, and 2) project impacts of continuing NOX emissions reductions 
on future OPEs and O3 concentrations.  
7.3 Methods 
7.3.1 Observation-based OPE 
We use observations from the SouthEastern Aerosol Characterization (SEARCH) 
network sampling sites (Hansen et al. 2003; Hansen et al. 2006), which provide 
meteorological data, O3, NOX, and NOY species observations at eight locations from 1996-
2015 (not all sites were online for the entire period). The locations consist of four pairs: 
three urban-rural and one urban-suburban. Throughout this manuscript, we refer to the sites 
by their three-letter acronym, including a superscript that denotes if each site is in an Urban 
(U), Rural (R) or Suburban (S) location. The southeastern United States is characterized 
by hot, humid summers with periods of stagnation interrupted by large thunderstorms. 
Winters are typically mild and drier, though extended periods of wet weather accompany 
frontal activity. Isolated city centers and power plants, situated throughout mixed 
coniferous and deciduous forests and agricultural land, serve as major air pollution sources 
(Hansen et al. 2003). Biomass burning, primarily in the winter, contributes to air pollution. 
Trainer et al. (1993) proposed the relationship between O3 and NOZ as an empirical 
estimate of OPE; in a single plume, the loss of NOX equals the production of NOZ when 
the deposition rate of NOX is negligible (Thornton et al. 2002). Kleinman et al. (2002) 
noted that a major limitation to using a fixed-site monitor to estimate OPE is that air masses 
crossing a monitor have potentially very different histories (Kleinman et al. 2002). Take, 
for instance, the case of a monitor near a city: at times, it would be downwind of the city; 
O3 (and NOZ) levels would be high as the city contributes fresh emissions that lead to high 
ozone levels, but the NOZ would have had little time to deposit. At other times, the monitor 
is upwind, the air masses impacting the monitor have lower ozone, and much of the NOZ 
will have been lost to deposition. Relating measured O3 to NOZ in this case is not indicative 
of the OPE.  
We controlled for air parcel history by stratifying days based on their 
photochemical activity. Days with high photochemical activity have similar meteorological 
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characteristics, meaning changes in ozone levels should relate to changes in NOZ, though 
other emissions changes can also play a role. We used long term meteorological detrending 
of ozone observations to identify the 20% of days with all the related data available at each 
site that were most photochemically active. Photochemical state (PS*, described in detail 
in Henneman et al., 2017) was estimated using the meteorological detrending method 
presented in Henneman et al. (2015). In brief, observed O3 was split into five trends with 
different periods: long-term (period > 365 days), seasonal (365 days), week-holiday (7-365 
days), short-term meteorological (< 365 days), and white-noise (1 day). The splitting was 
accomplished using a combination of statistical techniques, including KZ filters (Zurbenko 
1991) and regressions with meteorological variables. PS* is the combination of the 
seasonal and short-term meteorological trends, and represents an emissions-independent 
estimate of daily atmospheric activity.  
We used 2-3 pm averages (local time) for daily metrics of all observed species 
throughout this work, and assessed only days in the upper 20th percentile for PS*. NOZ was 
calculated as the difference between NOY and NOX. We tested multiple models for this 
relationship, including linear and log models. Models of these types, however, are limited 
in their application to very low NOZ values, where the slope (~ #$ ~ &#Q ) increases 
and data is sparse. Spline models divide the domain of the independent variable into 
sections, and fit curves to each section (Hastie et al. 2009). The sections are divided at 
‘knots’, and models fit in each of the sections are required to be continuous at the knots. 
We applied cubic splines, which extend the constraints to equal first and second derivatives 
at each knot, using the rcs and ols commands from the rms package in R (version 3.3.3) (R 
Development Core Team 2012). We take the marginal OPE—i.e., the additional amount 
of ozone formed due to an additional amount of NOZ—as the derivative of fitted O3 vs. 
NOZ models at each site. The spline model captures slope changes at multiple points and 
does not result in nonphysically high slopes at low NOZ (which are found using the log 
model). Slopes (i.e., OPEs) are constant outside the outermost knots.  
7.3.2 Chemical Transport Model-based OPE 
We used the Community Multiscale Air Quality (CMAQ) model with coupled 
direct decoupled method (DDM) (Byun and Schere 2006) to simulate air quality and first-
order sensitivities to emissions over a 12 km domain covering the eastern United States. 
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The model setup and application was first described in Henneman et al. (2017) and 
evaluated in detail in Henneman et al., n.d. We used results from the 2001 and 2011 
simulations described in our previous work along with two additional month-long cases 
with July 2011 meteorology and domain-wide NOX emissions reduced by 50% and 90%. 
The latter simulations serve to control for meteorology and all other emissions sources 
completely while reducing NOX emissions. We preserve consistency with observations by 
using 2-3 p.m. averages, and focus on July because it is a hot summer month with typical 
conditions suitable for O3 formation. 
For a first estimate of CTM-simulated OPE, we used a brute force (BF) method that 
assumes linear OPEs across changing NOZ concentrations similar to previous approaches 





 (Eq. 7.1) 
Where NOZ is the sum of NOX reaction products—peroxyacetyl nitrate (PAN and PANX), 
peroxynitric acid (PNA), organic nitrate (NTR), nitric acid (HNO3), nitrous acid (HONO), 
nitrate radical (NO3), and dinitrogen pentoxide (N2O5)—in the CBO5 chemical 
mechanism as N (e.g., N2O5 contains two N molecules). The changes in O3 and NOZ are 
matched by site and date across CMAQ runs. 
We compare #g4ló with a second estimate using the ratio of O3 and NOZ 






 (Eq. 7.2) 
Where each sensitivity term (S) is in units ppm. This equation estimates the ratio of the 
number of O3 molecules produced per NOZ molecule attributable to emissions from two 
sources. We focus on EGU and mobile sources because they make up most of the 
anthropogenic NOX emissions. Equation 7.2, however, has one important omission; it does 
not account for O3 and NOZ produced that deposits out (indeed, none of the empirical or 
chemical transport model methods described to this point explicitly account for 
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õZx  (Eq. 7.3) 
Where -E,t
òhô is the sensitivity of species i deposition to emissions from source j (again, all 
sensitivity terms are in units ppm). CMAQ-DDM outputs the total (wet and dry) O3 
deposition (e.g., ú4ges
∗  for O3) and the sensitivities to total deposition from mobile 
(-es,%el
õZx∗ ) and EGU (-es,Zcd
õZx∗ ) sources. Deposition sensitivities, however, are in units of 
mass deposited per area; therefore, they require a conversion to concentration units. We 
achieve this for each source and species by dividing the total deposition sensitivity (e.g., 
-es,%el
õZx∗ ) by the total deposition (e.g., ú4ges








∗ ∗ #$ (Eq. 7.4) 
The CMAQ deposition-corrected sensitivities method presents a further 












õZx  (Eq. 7.6) 
7.4 Results and Discussion 
7.4.1 Observation-based OPE 
We plotted mean 2-3 p.m. O3 against mean 2-3 p.m. NOZ for days with PS* greater 
than the 80th percentile. The resulting relationships have positive slopes and negative 
second derivatives, corroborating results from previous studies (Daum et al. 1996; Lin, 
Trainer, and Liu 1988) (Figure B-1, Figure B-2 for results obtained selecting wider PS* 
range). NOX and NOZ levels are typically lower in the later years and are driven by 
reductions in NOX emissions (Hidy and Blanchard 2015; Henneman et al. 2017) (Figure 
B-3). OPE results from linear and log models are presented in the supplemental (Figure B-
4); here we focus on the cubic spline model results. 
Intercepts at each of the sites represent an estimate of background concentrations, 
i.e., expected concentrations when NOZ levels are quite small due to both low local NOX 
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emissions and/or complete deposition of NOZ. These intercepts likely represent an upper 
bound of the background for two reasons. First, the spline model’s restriction to linearity 
outside the outermost knots is rather stringent, and may miss small slope increases at the 
lowest NOZ concentrations. Second, differences between O3 and NOZ deposition are 
magnified at low concentrations; accounting for this would shift the points plotted in Figure 
B-1 rightward, thus creating a lower intercept. 
Background O3 varies for each site with meteorological conditions, and long-term 
climate and emissions changes. Using a Monte Carlo sampling technique, we fit multiple 
spline models at each site using fixed intercepts selected from the normal distribution 
around the mean estimated in the original model fit, and calculated an uncertainty 
distribution of the slopes at each NOZ concentration (Figure 7-2). This method was chosen 
because of the high uncertainty in background O3 and OPE at low NOZ concentrations and 
the difficulty in assessing individual model parameter error in spline models. Uncertainty 
in OPE is larger at sites closer to the Gulf of Mexico. 
All O3-NOZ spline model intercepts fall between 30.2 (GFPU) and 47.2 (OAKR) 
(Figure 7-1). Urban sites tend to have lower intercepts than rural sites, and the two sites 
closest to the Gulf of Mexico (GFPU & PNSU) have the lowest intercepts with the greatest 
uncertainty. CTRR, in Alabama, stands out as the rural site with the lowest intercept. 
Background estimates align with previous estimates of background estimates in the 
southeast (Lefohn et al. 2014).  
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Figure 7-1: Map of SEARCH sites, colored by ozone intercept measured by the spline fit 
methods and shaped by location class. 
Empirical OPEs at JSTU and YRKR, two sites in Georgia, have similar shapes 
(Figure 7-2), and OPEs at the rural site are slightly higher than OPEs at the urban site. This 
trend repeats at BHMU and CTRR, with the rural site (CTRR) exhibiting greater OPEs 
across all NOZ levels. The remaining sites (GFPU, OAKR, PNSU, OLFS) have OPEs that 
differ from the urban-rural relationships at the four inland sites. Less data available for 
these sites contributes to larger uncertainty bounds. GFPU, OLFS and PNSU are near the 
Gulf of Mexico; the air from the Gulf causes OPEs at these sites to increase dramatically 
at low NOZ because ozone is efficiently transported over the water with relatively little 
deposition—due, in part, to its low solubility—while nitric acid is very soluble and will 
also react with sea salt, leading to larger particles that readily deposit. Neuman et al. (2009) 
suggest high variability in background depending on wind direction in Houston; these 
results reflect large uncertainties in coastal sites compared to inland found in the present 
study (Neuman et al. 2009). OLFS, a suburban site somewhat inland from PNSU, has a 
higher OPE at elevated NOZ levels and lower OPE at low NOZ levels than PNSU. The two 
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sites nearest the Gulf of Mexico (GFPU & PNSU) have the lowest intercepts and the highest 
OPEs at low NOZ.  
 
Figure 7-2: OPE at each SEARCH site estimated by the empirical spline and CMAQ 
deposition-corrected sensitivities approaches. Empirical values represent all days with 
PS* > 80th percentile, and CMAQ values are days in July. Grey shading is the 95% 
confidence interval around the spline model.  
7.4.2 Chemical Transport Model-based OPE 
OPEnodep and OPEBF have a slope near one and R2 of 0.41 and 0.27, respectively, 
for two July 2011 comparisons: the change from base emissions to 50% NOX emissions 
and from 50% NOX emissions to 10% NOX emissions (Figure B-5). The comparison 
controls for meteorology, but neither controls for deposition; still, the results lend 
credibility to the sensitivities approach. Without correcting for deposition, over-land 
average July 2001 and 2011 OPE values were 11.0 and 13.8, a small difference compared 
to the with-deposition values (Table 7-1). Remaining discussions focus on deposition-
corrected OPEs (Equations 7.3, 7.5, and 7.6); all summary statistics are reported for the 
portion of the domain encompassed by the superimposed polygon in Figure 7-3 to exclude 
boundary effects and impacts of high OPEs over water.  
 182 
Table 7-1: Information on the modeling runs. Emissions are summed over the entire 
domain, while concentrations and OPEs are averaged over the polygon superimposed on 








	 ALL	 MOB	 EGU	 O3	 NOZ	 NOX	 OPE	 OPE
nodep	
OPEMOB	 OPEEGU	
2001	 1,364	 773	 432	 54.7	(4.7)	 2.6	(0.9)	 1.6	(2.7)	 11.2	(3.1)	 11.0	(3.3)	 10.8	(4.6)	 12.8	(3.0)	
2011	 679	 364	 169	 48.1	(5.5)	 1.8	(0.6)	 1.1	(1.3)	 14.0	(3.3)	 13.8	(3.3)	 13.8	(3.5)	 15.3	(3.6)	
2011	50%	NOx		 339	 182	 85	 39.5	(4.7)	 1.1	(0.4)	 0.5	(0.6)	 15.7	(2.3)	 15.7	(2.4)	 	 	
2011	10%	NOx		 68	 36	 17	 28.6	(3.6)	 0.3	(0.1)	 0.1	(0.1)	 16.4	(1.7)	 16.4	(1.7)	 		 		
 
 
Figure 7-3: CMAQ-modeled mean daily July deposition-corrected OPE (2-3 p.m.) values 
for 2001 (A-C) and 2011 (D-F), including total OPE (A&D), mobile OPE (B&E), and 
EGU OPE (C&F). 
CMAQ simulations in July yielded consistently higher OPEs in rural areas than 
urban areas, and generally decreasing OPE in the north of the domain than the south (Figure 
7-3). Between 2001 and 2011, average over-land OPEs increased across the domain from 
11.2 to 14.0 (Table 7-1) and at each of the SEARCH locations (Figure B-6, Table B-1). 
Between 2001 and 2011, total NOX emissions decreased 50%, and OPE increased 25%; a 
subsequent 50% decrease in emissions would lead to only a 15% increase in OPE; a further 
80% emissions cut would increase OPE 4% (Figure B-7). Average July overland OPEs do 








July days with the 2nd-highest simulated O3 concentrations in each location, OPE does not 
exceed 27. These results corroborate the empirical results that show that OPE increases to 
location-specific upper limits at lower NOX. 
Mobile and EGU OPEs differ substantially across the domain. Mobile OPEs are 
slightly lower than the total OPEs in 2001 and 2011 (Table 7-1), and their spatial pattern 
generally mirrors that of the total (Figure 7-3). EGU OPEs are generally greater than the 
total OPEs, with low spots centered near individual plants, which creates a pattern with 
high standard deviation.  
CMAQ OPE results agree with empirical OPEs at low NOZ concentrations for most 
sites, although CMAQ OPE estimates at rural sites are slightly higher (Figure 7-2). Note 
that in this comparison, empirical results use days across the entire period with PS* > 80th 
percentile, and CMAQ values use only July days in 2001 and 2011. Further, the three 
coastal sites (GFPU, OLFS and PNSU) are not located within the over-land domain used for 
analysis (Table 7-1), and direct comparisons between the methods are inherently 
problematic because both are models with uncertainties and bias. 
7.4.3 Implications 
Rising OPEs with decreasing NOZ concentrations suggests a NOX-limited regime, 
with increasing effectiveness at reducing O3 concentrations for each subsequent avoided 
NOX molecule emitted. We show this for the empirical models by integrating under the 
OPE curves in Figure 7-2. For a 0.5 ppb NOZ concentration decrease, the expected change 
in O3 concentrations (∆O3) increases with decreasing starting NOZ concentrations for all 
sites (Figure 7-4). That ∆O3 reaches a maximum at the lowest NOZ concentrations is 
somewhat a function of the choice of spline model; however, CMAQ results provide 
evidence for a maximum OPE (and subsequently a maximum ∆O3). 2011 OPEs across the 
domain and at all SEARCH sites decreased at a decreasing rate with decreasing NOX 
emissions (Table B-1); at CTRR, GFPU, and OAKR, the reduction from 50% to 10% NOX 
emissions decreased OPE. 
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Figure 7-4: Change in O3 expected from a 0.5 ppb reduction in NOZ from the value 
observed at each starting NOZ for days in July. Starting NOZ were taken as the daily NOZ 
values at each site on days with PS* > 80th percentile.  
We tested the ability of the empirical spline model to reproduce CMAQ-modeled 
changes in O3 for a 50% NOX emissions reduction at the SEARCH sites (Figure B-9). For 
relative reductions (as opposed to absolute reductions addressed above), both models find 
decreasing effectiveness at lower starting NOZ concentrations (since relative reductions 
refer to decreasing emissions reductions). The models generally agree for all sites. The 
comparison assumes that NOX emissions reductions directly correlate with NOZ 
concentration reductions, which is a close (though not perfect) approximation; NOZ 
concentrations are linear with reductions using consistent meteorology, but are nonlinear 
between 2001 and 2011 (Table 7-1, Figure B-7).  
CMAQ results yield strong OPE differences between rural and urban areas, and a 
lesser—though still significant—trend with decreasing latitude (Figure B-10). We related 
average July OPE over the domain to latitude, NOX, NOZ, formaldehyde (HCHO—a 
reaction product of volatile organics), and the organic fraction of NOZ (fN,org) in multiple 
linear regressions for 2001 and 2011 (Table B-2). While all regression parameters were 
significant in each iteration of the linear model, only the model with latitude and fN,org 
yielded a small influence of latitude on OPE. This held for both 2001 and 2011 and reduced 
the intercept at 29º latitude. Higher OPEs in the south are likely due to increased organics; 
however, fN,org serves as a sufficient marker for the broader spatial trend because it is 
spatially consistent even in cities, whereas the other variables (NOX, NOZ, and HCHO) are 
elevated in urban areas (Figure B-11).  
Empirical and CMAQ results provide evidence that maximum OPEs are site-
specific. At the lowest NOZ concentrations, the potential for reducing O3 concentrations 
through NOX emissions reductions levels off; however, O3 concentrations have a positive 
 185 
relationship with NOZ at all NOZ concentrations. This suggests that continuing emissions 
controls will reduce O3 concentrations at increasing levels, but the effect will level off at 
location-specific NOZ concentrations.  
EGU OPEs are on average greater than mobile OPEs across the domain. This 
suggests greater expected O3 reductions per absolute NOX emissions reduction from EGUs 
than mobile. However, this comparison does not consider the amount of emissions left to 
reduce—mobile sources emitted more than 2X NOX than EGU sources in 2011. Since EGU 
OPE is 33% larger than mobile OPE (15.6 vs. 11.7), more O3 reduction is available through 
proportional mobile emission reductions than EGU. 
7.4.4 Approach limitations 
Various assumptions are inherent in the methods discussed in this study. The 
empirical method effectively uses a Eulerian framework, i.e., stationary measurements of 
plumes with different histories and degrees of photochemical activity. The approach is 
subject to varying background pollutant levels, nighttime nitrate chemistry, air parcel 
transport, varying NO3 and O3 deposition rates, and clouds (Ryerson et al. 1998). A 
Lagrangian approach, i.e., when observations are made while traveling with a specific air 
mass, does not suffer from having air parcels with varying histories, though does suffer 
from the other issues (e.g., varying deposition rates) and is more difficult to conduct, 
though has been undertaken using aircraft, particularly following plumes of elevated NOY 
(Ryerson et al. 1998; Sillman 2000; Kleinman et al. 2002; Imhoff et al. 1995; Neuman et 
al. 2009). The Lagrangian approach typically has led to lower OPEs than those found using 
Eulerian approaches, although this may be due to higher NOZ concentrations in plumes, a 
more limited time to react or because the typical approach is to correlate O3 with NOZ, 
instead of taking the nonlinearity of the system into account (Imhoff et al. 1995; Trainer et 
al. 1995; Ridley et al. 1998; Thornton et al. 2002).  
The empirical approach is further limited because it does not control for changing 
emissions of other species involved in ozone formation (e.g., VOCs and CO) or long term 
changes in the meteorology leading to high ozone days (e.g., due to climate change). 
Sensitivity studies find that O3 is primarily sensitive to NOx in the Southeast on high ozone 
days (Blanchard, Hidy, and Tanenbaum 2014; Mazzuca et al. 2016), though results in 
downtown areas suggest negative sensitivity to local NOX emissions and VOC sensitivity 
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even on the highest days (Blanchard, Hidy, and Tanenbaum 2010; Mazzuca et al. 2016; 
Simon et al. 2014). Urban NO emissions inhibit O3 production, albeit primarily on days 
with low photochemical activity (Seinfeld and Pandis 2006). Based on relationships 
developed above, future urban NOX emissions will reduce O3 on high-photochemistry 
days; however, emissions reductions will lead to continuing increases on low-
photochemistry days (primarily in the wintertime).  
Recent work has shown that a portion of NOX in the Southeast may react with 
organics and hydrolyze to form organic nitrogen aerosol. Fisher et al. (2016) found that 
21% of NOX was lost to RONO2, and that this fraction increases with decreasing NOX 
emissions (Fisher et al. 2016). 59% of RONO2 was hydrolyzed to aerosol in the 
southeastern US in August-September 2013. This portion of NOZ is not present in NOY 
measurements, and would lead to increasing bias in the empirical OPE model at low NOZ 
concentrations. 
The empirical and CMAQ-based methods applied here were designed to reduce 
biases associated with these limitations. In the empirical method, the use of 
meteorologically similar days with high photochemical activity (PS*) across multi-year 
datasets limits (but likely does not remove) effects of plumes with markedly different 
origins. We assessed uncertainty based on a range of assumed background O3 levels, and 
found a greater impact on OPE at coastal sites. Using CMAQ-DDM, we controlled for air 
parcel transport and differing O3 and NOZ deposition rates by applying source-specific 
concentration and deposition sensitivity ratios instead of just concentrations. A limitation 
of the CMAQ approach is the use of concentrations, deposition, and sensitivities to 
anthropogenic emissions at a single grid cell, whereas each of these would be impacted by 
transport and deposition between the source and the grid cell of interest. However, the 
deposition fields are relatively smooth and spatially similar to the concentration field, 
suggesting this issue is of limited importance (Figure B-11 and Figure B-12). 
This study shows that future NOX emissions reductions remain a viable option for 
reducing the highest O3 concentrations. OPE increases with decreasing NOZ 
concentrations, but appears to level out or possibly reach a maximum, which implies that 
absolute NOX emissions reductions will become more effective at reducing O3 up to a 
point, after which the effect will level off. Using the empirical modeling approach, in rural 
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areas, this maximum OPE has already been attained, and is approximately the case using 
the chemical transport modeling approach as well.  
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CHAPTER 8. ASSESSING EMISSIONS LEVELS AND COSTS 
ASSOCIATED WITH CLIMATE AND AIR POLLUTION POLICIES 
IN SOUTH AFRICA6 
8.1 Abstract 
Affordable energy supply and reductions in emissions of local air pollution and 
greenhouse gases are each important aspects of South Africa’s goals. Many traditional 
solutions, however, work in contradiction to one another. This work investigates effects on 
estimated emissions and costs of mitigation strategies using the Greenhouse Gas and Air 
Pollution Interaction Synergies (GAINS) model to identify policies that satisfy multiple 
goals. Eight scenarios that describe air pollution control options and mixes of energy 
production technologies are implemented in GAINS, which quantifies country-wide air 
pollution and greenhouse emissions and costs of controls. Emissions and costs trajectories 
are compared to the business as usual case, which projects CO2 emissions to increase by 
60% by 2050 compared to 2015. Results show that replacing all coal generation with 
renewables reduces CO2 emissions in 2050 by 8% compared to 2015, and that aggressive 
policy targeting the whole energy sector reduces CO2 emissions in 2050 by 40%. GAINS 
is used to show co-benefits and tradeoffs of each scenario, such as reductions in emissions 
control costs that accompany a switch to renewables. The approach provides supporting 
evidence for policies that exploit co-benefits and avoid contradictions by assessing multiple 
aspects of the energy sector within the integrated framework provided by the GAINS 
modeling platform. 
8.2 Introduction 
South Africa is committed to growing their economy. A key component of this goal 
is to provide and expand access to affordable energy to all its citizens and to industries. 
                                                
6  A modified version of this chapter has been published as: Lucas R.F. Henneman, Peter 
Rafaj, Harold J. Annegarn, Carmen Klausbruckner, Assessing emissions levels and costs 
associated with climate and air pollution policies in South Africa, Energy Policy, Volume 
89, February 2016, Pages 160-170, ISSN 0301-4215, 
https://doi.org/10.1016/j.enpol.2015.11.026. Supplementary data related to this article can 
be found at http://www.sciencedirect.com/science/article/pii/S0301421515302044. 
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This energy, however, must be produced in a manner that both protects the health of 
citizens and the environment, and upholds the country’s international commitments to 
address emissions of greenhouse gases (GHGs). 
Many air pollutants are emitted when fossil fuels are combusted. Particulate matter 
(PM) has been linked in a number of studies to negative health effects. Exposure to 
household air pollution from solid fuels and ambient airborne PM ranked second and eighth 
in attributable disease burden in the 2013 Global Burden of Disease study (Lim et al., 
2013). Other air pollutants, such as sulfur dioxide (SO2) and oxides of nitrogen (NOX = 
NO + NO2), contribute to formation of secondary PM and ozone (O3), a second air pollutant 
with known health effects, respectively.  
Besides air pollutants that affect local human and ecological health, South Africa 
is concerned with reducing its contribution to rising GHGs concentrations in the 
atmosphere. Fossil fuel use in South Africa contributes to the country’s standing as the 
world’s 13th largest emitter of GHGs (US EIA, 2013).  
The complex regulatory frameworks of energy, air pollution, and GHG policies are 
all related, and it is necessary to investigate them under a common framework. An 
integrated approach allows for co-benefits to be identified and exploited and for 
contradictions to be avoided. The Greenhouse Gas and Air Pollution Interactions and 
Synergies (GAINS) model provides such a framework (IIASA, 2012). This study presents 
an impact analysis of policies targeting the energy sector in South Africa, and investigates 
potentials for air pollutant and GHG emissions reductions under various pollution control 
and energy activity scenarios. To maintain coherence with the continuing national 
discussion on mitigation of climate change, the selected scenarios have been styled on 
commonly used scenarios in order to simulate policy options, such as those presented in 
the report ‘Study to Examine the Potential Socio-Economic Impact of Measures to Reduce 
Air Pollution from Combustion’ ((Scorgie et al., 2003) and the Long Term Mitigation 
Strategies (LTMS) report, a policy document that describes options available to South 
Africa to curb its carbon dioxide (CO2) emissions (ERC, 2007). Emissions of SO2, 
particulates with diameter less than 2.5 µm (PM2.5), NOX, and CO2 are estimated for each 
scenario along with the cost of air pollution controls.  
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The paper begins with a review of relevant energy policy in South Africa. A 
companion paper provides a more detailed analysis of the policy and legal framework in 
South Africa (Klausbruckner et al., 2016). A description of the GAINS model precedes a 
detailing of the scenarios modeled and their relevance to policy options that South Africa 
has. Results from the GAINS model for each of these scenarios are summarized in the 
Results section and analyzed further in the Discussion section. The results will inform 
policy makers and future studies on impacts of energy systems both in South Africa and 
other countries that wish to apply the GAINS model for an integrated analysis to shape 
policy.  
8.3 Policy framework 
8.3.1 Energy policy in South Africa 
South Africa has an energy-intensive economy. The country’s index of primary 
energy supply per US dollar of gross domestic product (GDP) based on purchasing power 
parity is 11.7 mega joules (MJ), which outranked both Asia (7.9 MJ/USD) and Latin 
America (6.7 MJ/USD) in 2007 (Winkler, 2007). Over 90% of the electricity in South 
Africa is produced by burning coal (Edkins et al., 2010). Industry, transport, mining, and 
agriculture make up the top four demand sectors (Winkler, 2007).  
Historically, South Africa had an excess of electricity generation capacity to supply 
the demand, which contributed to the country having among the lowest electricity prices 
in the world ($0.02/kWh or less). For diverse reasons, including a protracted period of 20 
years in which no new generating plants were built, this situation has changed in recent 
years (2008 onwards) so that supply has not always been able to meet demand. From 2008 
onwards, the country saw increasing prices and intermittent load shedding (scheduled 
blackouts on a planned regional basis) (Edkins et al., 2010; Tait & Winkler, 2012). In 2015, 
Eskom, the state-owned electricity utility, planned to begin operation of the first of two 
new coal-fired power plants currently under construction, each with a planned capacity of 
4,800 Megawatt electric (MWe) (Kiratu, 2010).  
In 2007, the South African Government commissioned the LTMS report, to 
investigate pathways that the country could take to mitigate national emissions of GHGs 
(ERC, 2007). This report presented scenarios and policy options that would allow the 
country to follow a “required by science” emissions pathway that aligns with worldwide 
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emissions reductions of 30-40% below 2003 levels in 2050 necessary to keep global 
warming below 2ºC (IPCC, 2001). Four policy timeline options are proposed as necessary 
for achieving the required by science pathway in the report– “Start Now,” “Scale Up,” 
“Use the Market,” and “Reach for the Goal”. Each of these describes a suite of policies 
that, if each implemented in full, would achieve 64% of the reductions in GHG emissions 
needed in the ‘required by science’ scenario. The options suggest a combination of 
investment in both positive and negative cost technologies (i.e., technologies that do not 
repay their value over time), taxes and incentives, and behavioral change. This document 
has formed the basis for national climate change policy since 2007, however, there has 
been a lack of coordinated effort to implement these policies. The LTMS, for instance, 
proposed eliminating the commissioning of new coal plants, and Eskom has since begun 
building the two new plants mentioned above (Kiratu, 2010), while the low-carbon (but 
otherwise still controversial) nuclear power option has been subjected to repeated delays, 
although a tentative deal was reached in 2014 with the Russian company Rosatom to supply 
9.6 GWe of nuclear capacity to South Africa by 2030 (WNA, 2014).  
8.3.2 Air quality policy in South Africa 
South Africa routinely experiences levels of air pollution that are detrimental to 
human health in many areas of the country. Besides ambient air quality issues caused by 
industrial and mobile sources, many poorer communities suffer negative health outcomes 
due to exposure to high levels of pollution from fossil fuels used for cooking, heating, and 
lighting (Scorgie et al., 2003; Pauw et al., 2008). 
The National Environmental Management Air Quality Act, promulgated in 2004, 
formed the legal basis for defining Minimum Emissions Standards (MES) for regulating 
gaseous and particulate emissions from industrial operations. The MES apply to both new 
and existing plants in industrial and electricity generating sectors, were amended in 2013 
and come into effect in 2015. The effectiveness of this regulation may be limited, however, 
as many of the major emitters have applied for deferments of the date of compliance with 
the MES (Myllyvirta, 2014). Extensions through 2020 have been granted to certain plants 
for SO2 and NOX emissions. 
Regarding mobile emissions, the sale of fuel with high sulfur content (up to 500 
ppb) has limited the ability of automobile manufacturers to sell vehicles with engines that 
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employ the current cleanest technology. In 2012, the government issued a Government 
Notice specifying the compulsory introduction of fuels that meet EURO 5 standards (less 
than 10 ppm sulfur) by July 2017. While there has been some effort to begin marketing 
these fuels already, the enforcement of regulations on low-sulfur fuels may be postponed, 
which would delay widespread introduction of higher-standard fuels (SAPIA, 2014). A 
recent agreement by South Africa suggests that enforcement of low-sulfur fuels will occur 
begin in 2020 (Workshop, 2020). 
8.3.3 Climate change mitigation policy in South Africa 
In 2009, at the United Nations Framework Convention on Climate Change 
(UNFCCC) Conference of the Parties (COP 15) in Copenhagen, South African President 
Zuma pledged a target of CO2 emissions reductions below ‘business as usual’ of 34% by 
2020 and 42% by 2025 (Kiratu, 2010) (subject to conditions on the provision of financial 
support). These targets came as a surprise to many South African policy makers and 
industry leaders at the time (Kiratu, 2010), but there has since been some progress in 
formulating policies to reduce GHG emissions in line with these pledges. In 2010, the 
government developed an Integrated Resources Plan (IRP), which set a goal that renewable 
energy will make up 14% of the electricity generating mix by 2030 (Merven et al., 2014; 
DOE, 2013). The LTMS report found that a tax on carbon emissions would be the most 
efficient policy to reduce CO2 emissions, and such a tax was proposed to begin in 2015, 
but implementation has been delayed to 2016 (Merven et al., 2014). Results of the LTMS 
were further used to inform the creation of the 2011 National Climate Change Response 
White Paper (S.A. Government, 2011). This document laid out plans to peak emissions 
between 2020 and 2025, plateau until 2035, and decrease annual emissions thereafter. The 
White Paper states that the government will prioritize policy actions that address both GHG 
emissions and negative public health outcomes due to local air pollution exposure. The 
government hopes to implement a solution that achieves reductions in GHG emissions and 
maintains its competitiveness on the global level (S.A. Government, 2011).  
Under the original IRP published in 2010, South Africa would reduce dependence 
on coal for electricity production from 90% to 65% in 2030. The share of electricity 
produced would be 20% from nuclear and to 14% from renewables in 2030. An updated 
IRP published in 2013 presents decision trees to enable decision-making in a changing 
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economic climate. Under this plan, the Department of Energy aims to fund projects that 
will install a generating capacity of 3.7 GW (8.4% of total generating capacity) by 
renewables by 2015; however, the capacity is somewhat behind this goal (Merven et al., 
2014). These policies and the deal to increase nuclear capacity show that the government 
is aware of the need for climate change mitigation policies and is taking action to curb 
emissions.  
8.4 Methods 
8.4.1 The GAINS model 
The International Institute for Applied Systems Analysis (IIASA) developed the 
GAINS techno-economic optimizing model to evaluate effects of air pollution controls and 
GHG emissions reduction policies on air pollutant emissions, public and environmental 
health, and abatement costs (IIASA, 2012). GAINS was designed to be easily adapted to 
different world regions, and has been applied to a number of regions and individual 
countries around the world, including Europe (Amann et al., 2011; Wagner et al., 2013; 
Winiwarter, 2005), China (Amann et al., 2008), Pakistan (Purohit et al., 2013) and others. 
Applications have included studying the costs and benefits of climate-mitigation policies, 
the joint benefits of climate change mitigation and air pollution control policies, and the 
health benefits of reducing air pollution emissions (Rafaj et al., 2013). 
GAINS has the capability to estimate emissions of both GHGs (including CO2, 
CH4, N2O, and fluorinated gases) and local air pollutants (including SO2, NOx, volatile 
organic compounds–VOCs, NH3, and PM). At its core, the model applies a single equation 
that calculates emissions using data entered by the user (Winiwarter, 2005). In past 
applications, it has been combined with cost-optimization, chemical transport, and 
epidemiological models. These three extensions require additional models that are not 
included in the current study; for this application, only the emissions and cost calculations 
are applied. 
 4ô = ùt,ûC1t,û,ô 1 − C11Ç,ô Gt,û,Ç
t,û,Ç
 (Eq. 8.1) 
j,a,t,p Subscripts denoting sector, activity, abatement technology, and pollutant, 
repectively 
Ep Emissions of pollutant p 
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Aj Activity in sector j 
efj,a,p Uncontrolled emissions factor in sector j of activity a and pollutant p 
efft,p Reduction efficiency of abatement technology t on pollutant p 
Xj,a,t Implementation rate of technology t sector j and activity a. 
The graphical representation of this equation (Figure 8-1) highlights the two inputs–
activity (A in the equation above) and emission controls (X in the equation above)–that are 
adjusted to create the scenarios. Emissions vectors (ef and eff in the equation above) 
represent constants that are unique to each activity or abatement technology. 
 
Figure 8-1. Schematic representing the inputs and outputs of the current implementation 
of GAINS. The ovals denote the inputs that are adjusted to create the eight scenarios 
assessed in this work. 
While GAINS is a powerful tool that can be used to analyze the emissions, public 
health, and economic outcomes of different scenarios, it does have limitations. First, the 
activity inputs to GAINS are developed outside of the model. For instance, it does not 
model electricity demand based on price, which has an effect on the emissions from the 
electricity generation sector (i.e., GAINS is not an electricity dispatching tool). Other 
factors, such as population growth, deployment of new power supply technologies (e.g. 
renewables), and improved efficiency are modeled in separate energy models, and not 
within GAINS.  
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Control costs are estimated in GAINS by assuming a cost for each control 
technology per amount of pollutant controlled. These are multiplied by the amount of 
pollutant that is controlled with each technology at a given application rate. A 4% interest 
rate is used in this study. 
This paper presents the initial implementation of GAINS in South Africa, in which 
only a limited range of GAINS outputs are assessed. Other air pollutants (e.g. ammonia, 
VOCs) and non-CO2 GHGs, although covered by the GAINS modelling framework, are 
not included in the analysis presented herein. Functions to model health outcomes require 
the inclusion of data layers generated by external dispersion and epidemiological models 
that have not as yet been included in the South African GAINS domain. The current 
implementation deals with the overall energy and total national emissions of the defined 
scenarios. 
8.4.2 Scenario development 
The modeling was performed using eight scenarios (Table 8-1). These were split 
into two varieties: control scenarios and activity scenarios. Scenarios were designed to 
reflect similar scenarios presented in previous modeling efforts (for instance, in the LTMS 
and Gauteng Integrated Energy Strategy (DLGH, 2010; LTMS, 2007).  
Table 8-1. Control and Activity scenarios employed in modeling. 
Scenario	 Acronym	 Notes	
Baseline	Scenario	 	 	



























8.4.3 Baseline scenario 
The Business As Usual (BAU) scenario is based on energy projections developed 
by the International Energy Agency (IEA, 2012). In their 2012 report, the International 
Energy Agency defines this scenario as the 6º-warming scenario. The BAU scenario 
 199 
represents the current policy environment in South Africa in terms of emissions standards, 
and the energy activity mix is grounded in the projected GDP and population growth 
presented in Figure 8-2a. The energy consumption mix is presented in Figure 8-2b, and is 
dominated by coal. Current air pollution control levels, adapted from Cofala et al. (2012) 
and Klimont et al. (2016), imply that future control requirements will be at least as stringent 
as current standards (supplemental, S1). The inputs assume that there will be compliance 
of existing regulations, except for a few instances for which there have been submissions 
requesting a delay of enforcement of the regulations. Two instances in which the delayed 
implementation are taken into account are the mobile sector implementing Euro 5 fuel 
standards beyond the 2017 deadline, and formal submissions for delays in complying with 
minimum emissions standards for PM and SO2 from existing power plants. 
 
Figure 8-2. Projected GDP (in 2010 USD) and population in South Africa. Estimated 
GDP in 2015 (2050) is 640 (1740) million USD, and population is 51 (57) million people 
(IEA, 2012). In South Africa, the growth in GDP (population) of 170% (10%) are lower 
than the rest of Africa (260% growth in GDP and 90% growth in population). b) 
Projected energy consumption by fuel in South Africa the BAU scenario. 
8.4.4 Control scenarios 
Two control strategies are implemented in GAINS (Table 8-1). The No Further 
Controls (NFC) strategy assumes that all emitters are controlled at 2015 levels as 
implemented in the BAU scenario until 2050. This represents the control scenario with the 
least costs, since no further investments would be needed after 2015 except to maintain 
controls. The Maximum Feasible Controls (MFC) scenario represents an option in which 


















































pollutants. These technologies include flue gas desulphurization, high efficiency dedusters, 
and selective catalytic reduction technologies on industrial sources and power plants, 
improved stoves and burning techniques in the domestic sector, and the most stringent Euro 
standards and low-sulfur fuels in the transportation sector (supplemental, S1). 
The implementation in GAINS assumes that all MFC controls are installed by 2030. 
These two scenarios form the likely space that the actual emission path will take, and serve 
as comparisons for the BAU and activity scenarios.  
8.4.5 Activity scenarios 
Five activity scenarios are implemented to demonstrate how altering the suite of 
energy activities affects emissions and investments in air pollution controls (Table 8-1). 
Activity scenarios are designed as strategies to reduce local air pollution, mitigate GHG 
emissions, increase energy security through diversity, etc.; however, it is often the case that 
the benefits of one strategy extend beyond the primary goal. It may be that strategies have 
unwelcome consequences as well, such as the abandonment of electricity use for cooking 
due to increasing prices. The GAINS framework allows for the analysis of both multiple 
benefits and unwelcome consequences and the comparison across scenarios. 
Two air pollution reduction strategies are implemented: Clean fuels in the 
DOMestic sector (DOM) and Clean Coal Technologies (CCT) in electricity generation. 
The first (DOM) is a strategy that would replace solid fuels with clean household fuels (e.g. 
liquid petroleum gas) in the domestic sector by 2020, with the goal of reducing the most 
important source of human exposure to PM in South Africa (Scorgie et al., 2003). The 
second air pollution approach (CCT) is to employ clean coals technologies in the electricity 
generation sector. This scenario replaces all new electricity generating capacity–as the 
current capacity is retired in line with its projected lifetime–with high-efficiency integrated 
coal-gasification combined cycle (IGCC) plants. While IGCC offers the most promising 
option for the implementation of carbon capture and storage (CCS), and the technology has 
been mentioned as a potential strategy in multiple policy documents (Long Term Mitigation 
Scenarios Technical Summary, 2007; South African Government, 2011), the technology is 
not included in the modeling of clean coal options performed here. Reported CO2 emissions 
reductions are driven instead by efficiency increases in the power sector. 
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Two climate change strategies are implemented. The first (2DS) is an adoption of 
the coordinated global mitigation strategy aimed at achieving the 2º warming climate 
stabilization target as developed by the International Energy Agency (IEA, 2012). The 
second (REN) is characterized by the replacement of all coal in electricity generation with 
renewables (e.g. hydro and solar power) and nuclear by 2050. In the 2DS scenario, a 
majority of the reductions in GHG emissions is gained through switching away from coal 
use and through the use of CCS in the power generation sector, but changes affect all other 
sectors as well. Both of these scenarios would require large investments into new energy 
technologies and infrastructure, including updates to the electricity grid to integrate 
increased share of renewables. The 2007 LTMS report suggests that these changes are 
feasible, but would require immediate investment in research and development into the 
required technologies (ERC, 2007). 
Both of the climate change mitigation scenarios have a number of air pollution 
emissions co-benefits. However, past studies in South Africa and elsewhere have provided 
evidence that increasing electricity prices due to large investments by the electric utility 
will cause poorer communities to use less electricity for cooking and heating (Madubansi 
& Shackleton, 2007; OECD, 2012). Instead, these households will turn to cheaper solid 
fuels (coal, charcoal, and wood), which are the main contributors to particulate exposure. 
The RENewables Tradeoff (RENT) scenario is modeled using the same replacement of coal 
with renewables and nuclear as in the renewable scenario, but with a tradeoff of a 10% 
reduction in electricity use in the domestic sector and a corresponding increase in domestic 
solid fuel use. Previous studies have not predicted the extent to which increasing electricity 
prices will affect electricity use in the domestic sector, so this study provides a stylized 
example.  
Activity inputs for each of the activity scenarios (supplemental, S2) show the 
absolute differences in energy consumption by fuels, and how consumption is projected to 
change over time. The scenarios that involve the adoption of significantly more efficient 
technologies (notably CCT, 2DS, REN and RENT) require less energy inputs than the 
others. For example, the CCT scenario, which involves a switch to highly efficient IGCC 
power plants, requires less coal input to produce the same energy. Activity inputs for the 
2DS scenario show the shift from coal toward biomass, renewables, and nuclear.  
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8.5 Results 
8.5.1 Business as usual scenario 
Emissions of NOX and CO2 are projected to grow in 2030 and 2050 under the BAU 
scenario (Figure 8-3). PM2.5 emissions will remain relatively constant until 2050, while 
SO2 emissions will decrease by one third by 2030 and remain relatively stable until 2050. 
Projected reductions in PM2.5 and SO2 emissions in the power generation sector are the 
cause of tightening regulations on emissions, and the realization of these reductions will 
depend on the ability of the power and industrial sectors to install the controls necessary to 
meet these standards. 
 
Figure 8-3. Estimated emissions under the BAU scenario. 
8.5.2 Control scenarios 
 The two control scenarios show the potential for removing pollutants 
without changing the activity mixture in the BAU scenario (Figure 8-4). For example, SO2 
emissions are projected to decrease by over 50% in the BAU scenario in 2030 compared 
to 2015. By not investing in further SO2 controls (the NFC scenario), South Africa would 
see its SO2 emissions increase due to projected reliance on a fossil fuel driven energy 
system. Further, an investment in the best available technology to control SO2 (the MFC 
































































Figure 8-4. Emissions in the BAU and control (NFC and MFC) scenarios. REF refers to 
the estimated emissions for 2015 used as a baseline in all simulations. The horizontal line 
in each plot corresponds to estimated total 2015 emissions. 
Results are considerably different for PM2.5 and NOx. The BAU scenario for these 
pollutants yields emissions that are much closer to the NFC scenario emissions than the 
MFC scenario, which would yield a reduction in PM2.5 emissions by 77% and NOx 
emissions by 75% in 2030 compared to BAU. Therefore, current legislation requires 
emissions reductions that are much less than potential reductions if investments were made 
in improved removal technologies. PM2.5 emissions from the electricity generation sector 
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are expected to decrease in the all scenarios largely because of the retirement of older coal 
plants. 
South Africa has a large potential to reduce NOx emissions in the road 
transportation sector. Estimated emissions in the BAU case change very little between 2030 
and 2050, while implementing maximum controls (which correspond to a shift to EURO 6 
engines and fuels) would reduce NOx emissions by 89%. PM2.5 emissions from road 
transportation are also projected to decrease in the BAU scenario by 2050, although 
controlling emissions to their fullest extent in the MFC scenario would yield emissions that 
are 32% of BAU emissions. 
8.5.3 Policies that affect domestic air pollution emissions 
Domestic activities are projected to contribute the largest share of PM2.5 emissions 
by 2030 in the BAU scenario (Figure 8-4). These emissions are especially important from 
a public health perspective, as exposure to indoor ambient air pollution is very high for 
those who cook and heat their homes with solid fuels. The DOM scenario, in which 
domestic use of solid fuels is replaced with LPG, reduces PM2.5 emissions in this sector by 
75% by 2030 compared to 2015 (Figure 8-5), just less than the MFC control scenario. NOX 
emissions are reduced by a third in the domestic sector, but this reduction is small in 
comparison to the total NOx emissions. 
 
Figure 8-5. Emissions in the air pollution reduction scenarios (CCT, DOM, and MFC) 
scenarios relative to BAU.  
Domestic emissions in the REN scenario, which affects emissions only in the power 
generation sector, do not deviate from the BAU scenario (Figure 8-6). If a switch to 
renewables causes the 10% decrease in demand for electricity as modeled in the RENT 




























Figure 8-6. Domestic emissions relative to BAU for the DOM, REN, and RENT 
scenarios. 
It is beneficial to compare emissions reductions possible through control scenarios 
and scenarios that target the dirtiest energy production activities (Figure 8-5). When 
compared to the MFC option, activity options are less effective and slower to implement. 
For example, controls have the potential to reduce SO2 emissions by nearly 1,500 kt, PM2.5 
by more than 500 kt, and NOx by more than 1,000 kt in 2030. The two other scenarios 
aimed at decreasing local air pollutant emissions (CCT and DOM) are not able to remove 
as much as the MFC scenario, although it is important to note that a combination of these 
scenarios would produce additive reductions since the two target different activity sectors. 
8.5.4 Climate change mitigation scenarios 
Three scenarios (CCT, 2DS, and REN) have a substantial effect on both GHGs and 
air pollution emissions (Figure 8-7). Of the three scenarios, the 2DS scenario reduces 
emissions of all four pollutants most rapidly. The CCT and REN scenarios do not reduce 
emissions before 2025 because both are designed to allow existing power plants to stay in 
operation until their projected retirement date. The CCT scenario reduces NOx and CO2 
emissions to a stable level of near 50% of BAU by 2040, a value that the REN scenario 






























Figure 8-7. Total emissions relative to BAU for the CCT, 2DS, and REN scenarios. 
8.5.5 Control costs 
GAINS estimates the costs of controls installed for each scenario using a 4% 
interest rate (Figure 8-8). These costs can be compared to projected GDP to help understand 
the price in the context of South Africa’s total economy (Table 8-2). As expected, the MFC 
scenario would require the greatest investments in control technologies, with costs totaling 
1.8% of GDP in 2030. Costs are avoided in the climate scenarios (2DS and REN) by 
switching to energy producing activities that do not require air pollution controls (e.g. solar 
and wind energy).  
 
Figure 8-8. Costs of emissions controls for selected scenarios in 2010 USD. REF 





























































8.6.1 Evaluation of GAINS output compared with previous studies 
A comprehensive bottom-up inventory of South Africa’s local air pollution 
emissions does not exist, although there are plans to develop one (see 
www.saaqis.org.za/Emissions3.aspx, accessed 11 November, 2015). Four sources provide 
a point of comparison for the emissions estimated by GAINS (Table 8-3). The first, the 
Emission Database for Global Atmospheric Research (EDGAR), is a joint effort under the 
European Commission to assemble a database of global air pollution and GHG emissions 
on a grid (EC, 2011). The second is a report compiled for the South African Department 
of Environmental Affairs (DEA), and presents GHG emissions estimates in South Africa 
from 2000 to 2010 (Witi et al., 2013). Seymore et al. (2014) compared multiple estimates, 
and was therefore able to provide an estimate of uncertainty. The earliest year available 
from this report 2007, is presented alongside the GAINS 2005 value. Van der Hoeven 
(2011) primarily based the estimates on fuel combustion using the 1996 IPCC guidelines. 
2005 is used to compare emissions because this year is available from a majority of the 
sources.  
Table 8-3. Comparison of GAINS-estimated emissions to previous estimates in 2005. 
Source	 SO2	(kt)	 NOx	(kt)	 CO2	(Mt)	
GAINS–BAU	 2800	 1300	 420	
EDGAR	(EC,	2011)	 2200	 1400	 360	
Van	der	Hoeven,	2011	 –	 –	 330	
GHG-SA	(Witi	et	al.,	2013)	 –	 –	 520	
Seymore	et	al.,	2014	 –	 –	 465	±	38a	
  aEstimate is for 2007 
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GAINS estimates SO2 and NOx emissions to within 30% and 9% of the EDGAR 
values, respectively (Table 8-3). Major categories, such as electricity production plants, 
domestic, and transportation emissions match well with the EDGAR estimates. Industrial 
processes and other sources in GAINS make up the bulk of the difference in SO2 emissions. 
National estimates of PM2.5 emissions were unavailable to compare to GAINS estimates. 
The GAINS estimate of CO2 emissions in 2005 falls squarely in the middle of the 
four studies used for comparison. A reason for the higher estimate from the DEA GHG 
inventory is that the authors estimate nearly 20% greater emissions for power generation 
and slightly higher for each of the other sectors in the energy sector (transportation, 
domestic energy production, etc.). In general, GAINS estimates higher emissions than the 
methods that rely mostly on fuel consumption data (EDGAR & Van der Hoeven), and 
somewhat lower emissions than the other two methods. 
8.6.2 Air pollution reduction policies 
Both air pollution control scenarios and energy activity scenarios provide pathways 
for reducing air pollution emissions in South Africa (Figure 8-3 through Figure 8-6). 
Results from the MFC scenario show that the country has the potential to reduce emissions 
of SO2, NOX, and PM2.5 from all sectors by investing in control options. Controlling 
emissions from existing sources provides an opportunity for industries to extend the 
lifetime of current facilities and meet emissions standards. There are costs associated with 
installing controls, but these costs delay the costs of implementing renewables and other 
cleaner technologies. However, control options must be considered along with other 
options (e.g. renewable sources of energy) in the face of limited resources.  
Replacing solid fuels with LPG in the domestic sector has as large an effect on 
PM2.5 emissions reductions as costly controls installed in the industrial and power sectors. 
Further, emissions reductions in the domestic sector have a large effect on exposure. These 
policies (i.e. replacing all solid fuel use with clean energy forms) would not come without 
costs and investments in infrastructure, which are not estimated within the GAINS model.  
The CCT scenario option has a number of benefits to South Africa. For instance, 
emissions of NOx from the electricity-generating sector decrease significantly (Figure 8-7). 
Further, CO2 emissions are also reduced compared to the baseline due to gains in 
conversion efficiency. If carbon capture and storage technologies were developed to a 
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financially viable level, IGCC plants with CCT installed might provide an effective 
emissions-reduction option for multiple pollutants. Although this technology is costly, such 
plants may be a necessary option that allows South Africa to encourage economic growth 
and reduce emissions while continuing to exploit its abundant coal resources.  
8.6.3 Climate change mitigation policies 
Climate change policies are developed to contribute to the share of global emissions 
that must be cut if the world is to remain below a certain level of temperature rise caused 
by increasing concentrations of GHGs in the atmosphere. Many of the policies, however, 
also carry the benefits associated with burning less fossil fuel, including reduced local air 
pollution emissions and associated negative health effects. Costs that are normally 
associated with implementing technologies (such as emissions controls) to reduce air 
pollution can instead be invested in renewables or other energy sources with the same result 
in decreases in emissions.  
The 2DS scenario is the most ambitious of the climate scenarios in terms of 
estimated CO2 emissions. A point of interest is that the scenario does not completely 
eliminate emissions from coal-fired power plants, instead targeting all sectors. This is in 
contrast with the REN scenario, which eliminates coal use in electricity production. The 
2DS is closest to the scenario presented in the LTMS study, which the authors reported 
will be difficult to achieve even if South Africa begins to adopt aggressive climate 
mitigation policies immediately. The REN scenario, therefore, shows an alternative 
approach that targets only one sector. CO2 emissions are not projected to decrease as much 
in this scenario (42%) as the 2DS scenario (54%) in 2050 compared to BAU, but it provides 
an option that allows other sectors to function as they would compared to BAU. 
8.6.4 Policy co-benefits and contradictions 
An advantage of the GAINS modeling platform is that emissions of many air 
pollutants can be assessed simultaneously for single scenarios. Emissions of GHGs can be 
estimated for scenarios that are designed to control local air pollutant emissions. The CCT 
scenario provides one example of this. Even though the scenario is designed to reduce 
emissions of local air pollutants usually inherent in coal burning (e.g. SO2, PM2.5, and 
NOx), results show that CO2 emissions are also reduced in this scenario compared to BAU 
(Figure 8-7). In fact, reductions in relative NOx and CO2 emissions reductions far exceed 
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reductions in SO2 and PM2.5 emissions for the CCT scenario. Comparative reductions in 
SO2 and PM2.5 appear lower because current regulations in South Africa require controls 
in the BAU scenario. Climate change policies (2DS and REN) also yield reductions in local 
air pollution emissions. The largest reductions for all four pollutants are achieved in the 
2DS scenario. 
A danger of adopting aggressive climate change policies, however, is the increasing 
electricity prices that accompany large investments in new technologies (Ürge-Vorsatz et 
al., 2012). Newly electrified poorer communities tend to use electricity to supplement their 
use of solid fuels, usually for lighting and entertainment (e.g. televisions or charging cell 
phones) (Madubansi & Shackleton, 2006). Deloitte (2011) reported that it is difficult to 
estimate the effect of electricity pricing on demand, and historically the demand for 
electricity has been more dependent on income (or GDP) than on price. However, they note 
that if prices increase beyond a threshold this may change. The RENT scenario attempts to 
capture this effect by reducing the demand for electricity in the domestic sector by 10% 
and increasing the energy input of solid fuels by a corresponding amount. Results from this 
scenario show that even though reductions in emissions of PM2.5 are realized by adopting 
the aggressive RENT scenario, emissions from the domestic sector increase by 16% in 
2050 (Figure 8-6). Multiple studies have shown that in South Africa, indoor air pollution 
is the most important contributor to exposure (Scorgie et al., 2003), meaning this increase 
would translate into a disproportional increase in negative health outcomes in densely 
populated poor communities. 
Although climate policies have a positive effect on reductions of GHGs in power 
generation, they must be accompanied with other policies (e.g. subsidies to encourage use 
of electricity or LPG for cooking) to ensure the strategies do not cause negative effects on 
emissions from other sectors. These co-benefits and tradeoffs need to be investigated 
further to ensure the maximum returns are achieved when designing policies to address air 
pollution and climate change. 
A further benefit is the avoidance of costs of controlling air pollutants (Figure 8-8). 
The REN and 2DS scenarios are projected to have lower control costs than the BAU 
scenario in both 2030 and 2050. In 2050, both scenarios will have total costs of less than 
the NFC scenario, meaning that changing the activity mix has just as great an effect on 
 211 
control costs as simply maintaining controls at the current levels. These avoided costs serve 
as a source of savings in otherwise costly climate mitigation scenarios.  
8.6.5 Policy frameworks for achieving goals in the scenarios 
A companion paper (Klausbruckner et al., 2016) assesses the current energy and 
associated environmental policies in South Africa in detail. The authors identify 
contradictions in the current framework, and discuss opportunities for an exploitation of 
co-benefits of an integrated approach to managing energy production and use, air pollution, 
and climate change mitigation policies. They discuss multiple policy tools that could be 
used to achieve the scenarios detailed above. For example, carbon taxes would encourage 
a shift towards more of the technologies that are necessary to achieve targets simulated in 
the CCT, 2DS, or REN scenarios. Such a policy could be further enhanced by offering 
transfer payments to lower-income households to shield them from price increases that 
would accompany a large investment into new energy production technologies. 
South Africa has enacted regulations to enforce emissions limits from industrial 
facilities and power plants. To encourage facilities to further reduce emissions through, for 
example, control retrofits, the country has a number of policy options and examples of their 
implementation in other regions. For example, SO2 and NOX cap-and-trade marketplaces 
have generally been shown to be effective in the United States (Ellerman, 2003; 
Morgenstern et al., 2012).  
In the transportation sector, one limitation to shifting towards advanced control 
technologies (e.g., the Euro 6 standard) is the continued use of high sulfur fuels, which are 
incompatible with Euro-6 compliant engines. Further, the persistence of older automobiles 
limits the penetration of new technologies. 
Klausbruckner et al. conclude that the most efficient approach to developing policy 
must include an integrated assessment of its effects on multiple sectors of the economy (as 
a whole and on historically disadvantaged communities), public health, and air pollution 
and GHG emissions. The current work applies GAINS in such an integrated assessment, 
though the results of the preliminary model are limited in scope and leave room for a more 
detailed assessment of each scenario. 
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8.7 Conclusion and Policy Implications 
South Africa’s energy intensive economy emits large amounts of air pollution that 
contributes both to negative health and environmental effects locally and climate change 
on a global level. The GAINS model has been used to assess the impacts of a number of 
policy options that could be pursued by the country to both reduce air pollution and mitigate 
GHGs. 
Scenarios that target GHG emissions also reduce SO2, PM2.5, and NOX emissions 
by switching away from an economy based on fossil fuels, which would translate into lower 
incidences of negative health impacts caused by air pollution. Further, costs are saved on 
controlling emissions from conventional technologies (e.g. coal combustion) used to 
produce electricity. 
Care must be taken when implementing policies to encourage controls and changes 
in activities, since rising prices may encourage poorer communities to switch away from 
electricity use in their households to more polluting solid fuels. More work is necessary to 
study how this tradeoff will change with increasing prices and changing income levels. 
Further development of the GAINS integrated modeling framework will require 
implementation of parallel dispersion modeling, exposure, and health effects models, and 
valuation of the public health influences of various scenarios. These adjunct models will 
increase the value of this type of integrated systems analysis approach as an evidence-based 
policy support mechanism in reaching decisions in increasingly complex systems of 
energy, economics, environmental and public health. 
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CHAPTER 9. CONCLUSIONS AND FUTURE RESEARCH 
This thesis has presented detailed assessments of impacts of regulations on 
emissions and air quality with an emphasis on policy implications. The bulk of the work 
focuses on past air quality policies in the United States, and results of the accountability 
assessment, overall, are positive. Even when accounting for numerous extraneous factors 
that interjected uncertainty into relationships along the accountability chain, regulations on 
utilities and mobile sources in the United States successfully reduced emissions and 
improved air quality. Much of the research presented here is published or in preparation 
for submission, including in a report to the Health Effects Institute (Russell et al., 2017) 
and in multiple refereed journal articles (Henneman, Holmes, et al. 2015; Henneman, 
Rafaj, et al. 2015; Henneman et al. 2016; Henneman et al. 2017; Henneman et al., n.d.). 
This chapter summarizes the conclusions from the previous chapters and offers suggestions 
for future research. 
9.1 Conclusions 
The following conclusions are divided into three areas: accountability, air quality 
in the United States, and South Africa energy, air quality, and climate. Each of these reflect 
an important area of focus of the preceding research, and are bound by an interest in 
quantifying impacts of policies.  
9.1.1 Accountability 
Air quality controls are expensive, but have been shown to save numerous lives and 
improve public and environmental health. These outcomes can help justify the costs, and 
highlight the need for a structured approach to assess the efficacy of regulatory progress, 
i.e., accountability research. Intuitively, control programs should reduce emissions, 
improve air quality, and lead to fewer negative health and environmental effects; however, 
since regulations are implemented concurrent with innumerable changes across the 
Accountability Chain (Health Effects Institute 2003), quantifying with certainty causal 
relationships along the chain remains arduous. Mixed results of previous studies underline 
the importance of carefully defining the intervention of interest and considering as many 
confounding factors as possible while following the regulation’s signal along the Chain.  
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The accountability portion of the study benefited from multiple factors. Major 
emissions reductions associated with the controls had large impacts on emissions and air 
quality; more modest regulations would have made resolving the differences between 
actual and counterfactual more difficult. Multiple detailed analyses throughout the work 
benefited from largescale data availability (e.g., high quality air quality and emissions 
monitoring networks) and models tailored for air quality in the United States (e.g., 
meteorological modeling, mobile source emissions modeling, and chemical transport 
modeling). Regional stakeholders and other experienced professionals provided invaluable 
information on the history of air quality regulations and practical matters relating to their 
implementation. Their contributions supplemented vast amounts of publicly available 
information on the regulatory frameworks in the United States. 
Although these tools and data are not available for all accountability studies, the 
framework applied here of careful planning and accounting for confounding factors is 
unique, and will prove valuable for future policy assessments.  
9.1.2 Air quality in the United States 
Work showed that regulatory impacts on ambient concentrations are source-, 
species-, and seasonally-dependent. Mobile source controls have had relatively greater 
impact on O3 concentrations than large stationary sources. Large stationary sources have 
had greater impact on PM2.5 than mobile sources, primarily due to their contribution to 
sulfate from coal plants. Meteorological variability was shown to be an important 
contributor to daily concentration variability, especially for O3, but was less important for 
long-term trends of all pollutants. Median concentration changes between 2001 and 2011 
in the United States were attributable almost exclusively to emissions changes (although 
for ozone, median changes are much smaller than changes at the extremes). 
CMAQ, an air quality model used in regulatory and scientific applications, was 
shown to imperfectly reproduce O3 and PM2.5 concentrations and changes between 2001 
and 2011. Sensitivities to emissions and meteorology for these species agreed reasonably 
with empirical estimates in the southeastern United States. CMAQ concentration and 
sensitivity simulations of other gaseous and particulate species had higher bias and error 
than O3 and total PM2.5. CMAQ-estimated ozone production efficiency (OPE), a metric 
related to the potential impacts of emissions controls, is lower than empirical-modeled OPE 
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in urban areas, but not in rural areas. Ozone production efficiency has increased over recent 
decades with emissions reductions, but NOX emissions controls remain a viable option for 
lowering the highest O3 concentrations in the Southeast. 
9.1.3 South Africa energy, air pollution, and climate 
The South Africa work (Chapter 8) produced multiple outcomes. First, the 
application of GAINS, an integrated assessment model, allowed for the assessment of 
multiple policies simultaneously under the same modelling framework. With consistent 
model assumptions and inputs, South African emissions and controls costs could be 
compared directly. Results showed numerous viable policy options that benefit energy, air 
pollution, and climate. GAINS model results showed co-benefits and tradeoffs of various 
policies, such as reductions in emissions control costs that accompany a switch to 
renewables. The approach provides supporting evidence for policies that exploit co-
benefits and avoid contradictions by assessing multiple aspects of the energy sector within 
an integrated framework. 
9.2 Future research 
At its core, all research in the air quality field is driven by two major motivators: 
public and ecological health. Looking forward, there is no reason to believe this will 
change. This Future Research discussion focuses on needs in three areas—accountability, 
air quality modeling, and future policy projections—that are motivated by the two driving 
factors and will build off the research foundation laid by this thesis.  
9.2.1 Accountability 
Over the fifteen years since the Health Effects Institute’s report on the need for 
accountability studies (Health Effects Institute 2003), the field has expanded dramatically. 
The expansion has coincided with improvements in air quality in developed countries and 
methods with which to quantify these improvements. Even with these tools, accountability 
studies have met limited success at causally attributing improvements in air quality and 
health to regulatory actions.  
Future successful accountability studies, besides taking advantage of increased 
availability of observations and modelling capabilities, should leverage the expertise of 
researchers in multiple fields. Multidisciplinary collaborations provide an opportunity in 
accountability research to assess the complete impact of regulations (and more confidently 
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project impacts forward). For example, cost, a major motivator of accountability 
assessments, was not considered in this thesis. Economists have developed advanced 
methods for evaluating costs and benefits associated with various public health and 
environmental outcomes (e.g., U.S. EPA 2011) and would therefore make valuable 
collaborators for future accountability assessments.  
An immediate opportunity for an accountability assessment is to adapt the empirical 
methods presented in Chapters 3, 4, and 5 for implementation across the entire United 
States. While this work (Chapter 6) and others estimate emissions/meteorological impacts 
on air pollution concentrations, the creation of counterfactual concentration fields would 
aid regulators in comparing effectiveness of certain control strategies (as it did in the 
studies of Atlanta air quality (Russell et al., 2017)) and would support epidemiologists in 
assessing health impacts of specific controls.  
The expanded study would require additional data sources, model runs, and updated 
statistical and data handling methods. Ambient air quality and meteorological observations 
will come from the EPA’s Air Quality System (AQS—
http://www.epa.gov/ttn/airs/airsaqs/), which contains data for the over 10,000 monitors 
active over the period 1990-2017. EGU emissions data will again come from the EPA’s 
Air Markets Program Data (AMPD—http://ampd.epa.gov/ampd/) archive, which houses 
daily emissions at the facility level. MOVES, EPA’s MOtor Vehicle Emissions Simulator 
(https://www.epa.gov/moves), will again model daily county-level mobile source (i.e., 
automobile) emissions. These major emissions sources will be supplemented as necessary 
with other major sources in some locations with interpolated emissions from the National 
Emissions Inventory (https://www.epa.gov/air-emissions-inventories/national-emissions-
inventory-nei), which is released every three years.  
The major innovation from this work will be a national statistical framework 
linking emissions sources and observed ambient air pollution concentrations that accounts 
for regional differences in meteorology, transport, and chemistry. The proposed model 
would offer an alternative to previous statistical and chemical transport model approaches 
characterizing air quality on a large scale that is more applicable to accountability research, 
but would also benefit from lessons learned and comparisons with these previous modeling 
approaches.  
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The proposed study will produce two important outcomes: daily source-specific air 
quality impact estimates on monitors throughout the United States and counterfactual 
concentrations estimates. Estimates will benefit from being based on observations, instead 
of being exclusively modeled (for example, using a chemical transport model), and will 
include uncertainty estimates. Spatial and temporal differences in daily air quality 
responses to emissions changes and their uncertainties will inform future policy 
development, and a commitment to involving stakeholders in model development will 
enhance the quality and communication of the results. 
9.2.2 Air quality modelling 
All models—which codify our knowledge of relationships in systems—are wrong 
(Oreskes et al. 1994). We cannot develop complete models because we are unable to 
observe all aspects of a system. Far from diminishing models’ utility, this fact means 
simply that researchers must evaluate each model’s suitability to specific problems before 
they draw conclusions from their results.  
With the evolution and growing abundance of new observation platforms such as 
widespread monitoring networks, high-cost—but very powerful—research instruments, 
low-cost sensors, satellites, and emissions monitoring equipment, the atmospheric 
chemistry community is dramatically broadening its observation capacities. While each 
technology has drawbacks (some of which are not fully characterized), the suite of options 
greatly increases the amount and types of data available for inferring relationships in the 
physical world. These observations will help in both model development (e.g., further 
improvements in organic and sulphate chemistry in CMAQ (Chapter 6) and ozone 
responses to emissions changes in cities (Chapter 7)), and in application-specific model 
evaluations.  
It is straightforward to list a variety of policy-relevant air quality model applications 
(e.g., modelling absolute concentrations, concentrations changes over time, impacts of 
future controls, performance at low concentrations, and model sensitivities to emissions 
sources, variability at different time/distance scales (hourly, daily, annual, decadal; 10s of 
meters to 1000s of km), and specific meteorological conditions (e.g., low wind speed). 
Models for each of these applications have been developed, but come with their own 
limitations. Each model implementation implies its own evaluation; for example, CMAQ 
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performs better for MDA8h ozone (the regulated value) than hourly ozone, and reproduces 
the change in MDA8h ozone between 2001 and 2011. In this case, modeling for the 
regulatory application is more appropriate for the model than for hourly ozone. 
Large amounts of new data require the tailoring of data handling and statistical 
techniques to handle and analyse vast datasets (work related to this thesis, for example, 
filled more than 64 TB of disk space). Potential applications of these data include 
combining observation and modelled data using various techniques, including detailed 
model evaluations (including the work in Chapter 6), data fusion approaches (Friberg et al. 
2016; Hu et al. 2014), and land use regression (de Hoogh et al. 2014; Kloog et al. 2012). 
Besides serving as a target for deterministic models, observations drive empirical 
modeling, which in turn aids deterministic model formation.  
Future work in the field should leverage lessons learned and interdisciplinary 
collaborations to further improve the combinations of modeled and observed data. For 
example, dense sensor networks could be used to increase the resolution of chemical 
transport modeled air quality fields in areas with dense populations. In areas with dense 
monitoring networks, approaches such as this could be adapted into a dynamic air quality 
management system to help city planners warn the public of poor air quality days. Projects 
such as this are important for understanding natural and anthropogenic impacts on 
pollutants with high spatial variability, such as PM2.5.  
9.2.3 Policy projections 
Improvements in air quality accountability and modelling culminate in successful 
projections of proposed air quality regulations (National Academies of Sciences 
Engineering and Medicine 2016). The most important difference between accountability 
studies and projections is a logistical one—projections require the development of both the 
baseline (often termed ‘business as usual’) and with-regulation scenarios, whereas in 
accountability studies the with-regulation scenario is known (Cropper et al. 2017).  
Projections in developed and developing countries will occur in two different 
pollution regimes, and will therefore rely on separate experience bases. In general, policy 
projections for developed countries will be made at lower ambient concentrations. In these 
conditions, background and imported concentrations grow in importance along with non-
anthropogenic air pollution sources such as wildfires and dust (although these are 
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influenced by anthropogenic activities). Projections in developing countries will rely on 
previous experience of developed countries in high-pollution regime, though their 
individual policies will need to be designed based on local conditions—e.g., meteorology, 
energy production profile, and technological feasibility. Policy projections will all require 
accounting for added uncertainty of a changing climate and its various feedback loops and 
co-effects (e.g., Fiore et al. 2015). 
Integrated assessments, such as the GAINS work (Chapter 8), provide consistent 
frameworks in which to assess policy implications across a range of disciplines, and require 
interdisciplinary collaboration. Integrated assessment models combine individual models, 
for instance, relating electricity use to emissions, emissions to air quality, and air quality 
to health. Most applications to date use relatively simplified versions of domain-specific 
models, and there is room for improvements in both the inputs and the models used. An 
acknowledgement of the necessary balance needed between ease of use and detail in these 
models espouses further the model evaluation work described in the previous section. 
Integrated assessment models only require the least complex model that is suitable to the 
problem at hand, meaning model development and selection for future integrated 
assessments will rely on detailed evaluations like those in this work.  
A potential future study is a comparison of future NOX emissions controls and their 
impacts on ozone concentration distributions. This thesis showed that the low end of the 
range of ozone concentrations has increased just as high concentrations have decreased, 
but questions remain, for instance: how will future emissions changes impact seasonal 
ozone distributions? and how will background ozone change in the future, and how will 
background levels impact future changes in ozone distributions? These questions could be 
addressed using models discussed above and would leverage the United States’ vast 
monitoring network and emissions inventory to develop spatial detrending and empirical 
emissions-concentration models. A study in this vein could take multiple approaches to 
comparing long-term, spatially broad variability in ozone with emissions and meteorology. 
For example, spatial applications of the detrending and statistical modelling techniques 
used in this thesis would allow for in-depth investigations into emissions and 
meteorological impacts on concentrations. 
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In chemical transport models, various tools provide estimates of how much an 
emitted pollutant contributes to simulated ambient concentrations (e.g., brute force 
methods, direct sensitivities estimates, and the Integrated Source Apportionment 
Method—ISAM) (Kwok et al. 2015). One thing that is achievable (but lacking), however, 
is a direct estimate of ozone production efficiency. This could be achieved by adding a 
‘counter’ that sums the number of ozone molecules contributed by each NOX molecule. 
Tested at various emission levels, this would give an idea for the OPE at future NOX levels, 
and the optimal efficiency level achievable. Resolving ozone responses to emission 
changes at low concentrations is becoming important with the lowering national ambient 
air quality standard in the United States. 
In summary, policy projections rely on experiences from accountability research 
and improvements in air quality models. Future work should prioritize model development 
and evaluation for specific applications, and should build on interdisciplinary 
collaborations with stakeholders in government, regulated industries, public health, and 
earth sciences. 
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APPENDIX A. SUPPLEMENTAL INFORMATION FOR 
CHAPTER 6. AIR QUALITY MODELING FOR 
ACCOUNTABILITY RESEARCH: OPERATIONAL, DYNAMIC, 
AND DIAGNOSTIC EVALUATION 
 
Figure A-1. Monitoring sites in the domain from three networks: EPA’s Air Quality 
System (AQS) monitors, Chemical Speciation Network (CSN) and the SouthEastern 
Aerosol Research and Characterization (SEARCH) network. 8 SEARCH sites are located 





Table A-1. Detailed CMAQ model evaluation for all SEARCH monitoring sites for, cumulative, 2001, 2002, 2011 and 2012. Hourly 










N	 222487	 9664	 9176	 3875	 3449	
NMB	 5.0%*	 -7.2%*	 21%†	 -3.5%†	 7.0%*	
NME	 8.0%*	 16%*	 46%*	 74%*	 86%*	





Table A-2. CMAQ model valuation for four years (2001, 2002, 2011, and 2012) at JST. EGU and MOB columns compare empirical 
sensitivities to CMAQ-modeled sensitivities. The SO42- and EC empirical models do not estimate MOB and EGU sensitivities, 
respectively. 
 Concentration	 EGU	 MOB	
	 NMB	(%)	 NME	(%)	 r	 NMB	(%)	 NME	(%)	 r	 NMB	(%)	 NME	(%)	 r	
Gaseous          
O3	(MDA8h) 4.0†	 19.4*	 0.82†	 -26.3	 82.4	 0.59*	 -30.9	 73.4	 0.59*	
NO2 324.2‡	 324.2‡	 0.40‡	 -40.2‡	 110.2‡	 -0.05‡	 89.5‡	 107.5‡	 0.04‡	
CO 154.7‡	 155.2‡	 0.62‡	 -89.3‡	 98.1‡	 0.05‡	 62.6‡	 73.6‡	 0.54‡	
SO2 -60‡	 66.2‡	 0.56‡	 -81.4‡	 81.9‡	 0.24‡	 -69.1‡	 71.6‡	 0.37‡	
Particulate          
PM2.5 -4.7†	 35.2*	 0.52*	 -46.2	 57.5	 0.57*	 -5.3†	 53.1	 0.21	
SO42- -18.1*	 46.5*	 0.49*	 -16.2*	 58.4	 0.27	 —	 —	 —	
NH4+ -15.1*	 52.1	 0.40	 -38.7	 70.5	 0.48*	 -48.1	 68.0	 0.13	
NO3- 40.3*	 80.6*	 0.68‡	 -123.4	 133.6	 -0.19‡	 529.6	 822.1	 -0.05‡	
EC 51.1	 65.5*	 0.60‡	 —	 —	 —	 -35.4*	 39.0†	 0.63‡	






A.1 Operational Evaluation 
EC and OC 
Figure A-2 illustrates a consistent trend of overestimation for EC throughout 2001 
and 2011. Performance is improved in 2011 compared to 2001, probably as a result of 
better characterization of biomass burning and, possibly, mobile emissions. While R is 
close to or higher than 0.4 (no criteria value for R is proposed for PM species by Emery et 
al.) in 2011, NMB and NME exceeded their criteria bar (+/- 40%, 75%) in January (88%, 
103%), February (114%, 120%), March (103%, 115%), April (66%, 82%), November 
(63%, 86%), and December (68%, 96%) when biomass burning leads to large emissions of 
EC. It should be noted that EC and OC are operationally defined. Thermal optical 
reflectance (TOR) was used for 2011 in AQS and thermal optical transmittance (TOT) was 
used for 2001. Values of EC and OC for 2001 were converted to TOR method for a more 
consistent evaluation between the years (Malm et al. 2011). 
        
Figure A-2. Operational results for EC. Left: 2001, right: 2011. R is presented 
here as a percent; i.e., the result from Eq. 6.3 has been multiplied by 100. 
 
CMAQ performance on OC exhibits a similar monthly pattern to PM2.5 mass, 
overestimating in cold months and underestimating in warm months. Comparing 2011 to 
2001, improvement in R is observed, especially for the three months with lowest R in 2001, 
February, April, and November. Correlation coefficients (r) are increased from 0.14, 0.035, 
and 0.098 to 0.56, 0.16, and 0.58 for these three months between 2001 and 2011, 
respectively. NMB and NME, however, increase in January, February, and December, and 
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be attributed to biomass burning, as OC and EC usually share the same sources. Secondary 
organic aerosol (SOA), a substantial component of OC, has been well documented to be 
underestimated in summer (Carlton et al. 2010; Pye et al. 2013).  
        
Figure A-3. Operational evaluation results for OC. Left: 2001, right: 2011. R is 
presented here as a percent; i.e., the result from Eq. 6.3 has been multiplied by 100. 
Sulfate, nitrate, and ammonium 
CMAQ tends to underestimate sulfate from January to September, and overestimate 
from October and December, as shown in Figure A-4. Koo et al. (2015) reported an 
underestimating trend for sulfate throughout the year. NMB seems significantly reduced 
between 2011 and 2001, especially in highest biased months of May (-38% in 2001 and -
24% in 2011), June (-46% in 2001 and -23% in 2011), and August (-51% in 2001 and -
40% in 2011). NMB in July remains similar in both years (-40% in 2001 and -44% in 
2011). Sulfate generally meets the criteria for NMB and NME (+/- 30% and 50%, 
respectively) in 2011, except in July and August. Recent studies suggest that mobile source, 
NOx emission estimates may be biased high by a factor of about two (Anderson et al. 2014; 
Goldberg et al. 2016; Travis et al. 2016). This might, at least partially, explain the 
underestimation, as NOx competes with SO2 for oxidants, though uncertainty in 
precipitation and associated wet scavenging has also been cited as a potential reason (Xing 
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Figure A-4. Operational evaluation results for sulfate. Left: 2001, right: 2011. R is 
presented here as a percent; i.e., the result from Eq. 6.3 has been multiplied by 100. 
Figure A-5 shows that NMB and NME for nitrate in 2001 and 2011 are consistently 
smaller than +/- 65%, and 115%, their criteria values respectively. CMAQ overestimates 
nitrate in cold months like February to April, October, and November, and underestimates 
in warm months such as July and August. The high bias in NOx emissions, if that is the 
case, would lead to overestimation high bias in nitrate. Nitrate concentrations are low in 
summer time, and the underestimate in July and August is small on an absolute basis and 
has a minor influence on annual averaged modeled PM2.5 mass concentrations. NME 
decreases from 2001 to 2011, especially in June, October, and November. 
 
       
Figure A-5. Operational evaluation results for nitrate. Left: 2001, right: 2011. R is 
presented here as a percent; i.e., the result from Eq. 6.3 has been multiplied by 100. 
Modeled ammonium has a low bias through January to May, as indicated in Figure 
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31%, -43%, 74%, 61%) to 2011 (-5.4%, -18%, -32%, 46%, 50%).  Despite this, criteria of 
NMB and NME(+/- 30 and 50%, respectively) are still violated in August (-32% and 50%), 
October (46% and 60%), and November (50% and 64%). Ammonium concentration is 
comparatively low in cold months, as emission of its main sources, fertilizer and animal 
feedlots, depends on temperature. Underestimation in June, July, and August might be 
related to underestimation of sulfate, as these two species track each other closely (Weber 
et al. 2016). Correlation coefficient (r) is generally higher than 0.4, although no criteria is 
suggested for PM species. This means that CMAQ can track ammonium variability well.  
        
Figure A-6. Operational performance results for ammonium. Left: 2001, right: 2011. R is 
presented here as a percent; i.e., the result from Eq. 6.3 has been multiplied by 100. 
A.2 Dynamic evaluation - JST 
We focus our dynamic evaluation in the supplemental on the comparison between 
2001 and 2011 at JST. 
PM2.5 mass 
We calculated NMB, NME, and R to evaluate modeled change of PM2.5 between 
2001 and 2011 in comparison to observed change at JST. As mentioned before, due to data 
scarcity, dynamic evaluation was conducted on a seasonal basis. Modeled PM 
concentration changes yield a NMB∆ of -13% to 6.6%, indicating a good performance of 
CMAQ to capture seasonally averaged change of PM2.5 from 2001 to 2011. In contrast, 
NME falls in the range of 53% (in fall) to 86% (in summer). This means CMAQ simulates 
PM2.5 concentration changes with a high error, probably due to NME of PM2.5 
concentration consistently higher than 40% in 2001 and 2011. R is higher than 0.6 in 
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directed at improving CMAQ’s ability to better capture PM2.5 concentration changes in 
summer. 
PM2.5 species 
Normalized comparison values (NMB∆ and NME∆) for PM2.5 species tend to be 
larger than what is found for the operational evaluation. This phenomenon which is driven 
in part by using the differences between values in 2011 and 2001, which are smaller than 
the actual observations (Table A-3). For example, in the extreme case, if the values did not 
change between 2001 and 2011, the normalized metrics would be undefined (infinity). The 
change in sulfate concentration is overestimated throughout the seasons, especially in 
winter and spring. Change in nitrate is underestimated in winter, spring, summer, but is 
overestimated in fall. Changes of ammonium and OC are negatively biased in all four 
seasons. EC is overestimated in winter, spring, and summer, but is underestimated in fall. 
Overall, results suggest CMAQ simulates temporal variability of change of PM species 
relatively well. When interpreting the results, recall that nitrate concentrations in summer 
and fall tend to be low, and sulfate levels in winter and spring tend to be low.  
Table A-3. Dynamic performance of CMAQ to capture PM2.5 species changes between 
2001 and 2011 for using observations only at the Jefferson Street, Atlanta, Georgia, US 
SEARCH site. 
Metric Season Sulfate Nitrate Ammonium EC OC 
NMB∆ 
Winter 146% -143% -60.0% 62.7% -72.0% 
Spring 55.1% -29.8% -40.3% 27.6% -46.5% 
Summer 6.0% -56.1% -63.4% 6.8% -0.3% 
Fall 10.6% 79.6% -41.8% -34.1% -80.1% 
NME∆ 
Winter 156% 158% 86.6% 102% 79.8% 
Spring 110% 92.9% 63.9% 142% 78.0% 
Summer 82.3% 66.0% 71.4% 129% 89.6% 
Fall 74.6% 180% 56.0% 67.3% 103% 
r 
Winter 0.64 0.51 0.22 0.68 0.83 
Spring 0.43 0.42 0.39 0.28 0.67 
Summer 0.40 0.28 0.48 0.34 0.25 
Fall 0.61 0.64 0.56 0.57 0.59 
 
Sulfate (+), OC (-), and nitrate (-) dominate mean bias of PM2.5 concentration 
change between 2001 and 2011 in winter. The signs in the parentheses indicate directions 
of biases. In spring, change of sulfate remains biased high, and contributes more than the 
other species, while OC (-) and ammonium (-) are non-negligible. Ammonium (-) drives 
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modeling bias in summer. MB of change of OC is lower than 0.1 ug/m3 in summer, 
although it is significantly underestimated in both years (Figure A-7). In fall, MB of change 
of OC (-) is up to -2.7 µg m-3, probably partially explained by opposite bias in September 
(underestimation in 2001 and overestimation in 2011). 
  
Figure A-7. Results for the dynamic evaluation of PM2.5 between 2001 and 2011, using 
observations only at the Jefferson Street, Atlanta, Georgia, US SEARCH site (left). Mean 
Bias (MB) for difference of PM2.5 species between 2001 and 2011 at Jefferson Street, 
Atlanta, Georgia, US (right). R is presented here as a percent; i.e., the result from Eq. 6-
8 has been multiplied by 100. 
 
Figure A-8. Results for the dynamic evaluation of PM2.5 species between 2002 and 2012, 








































































Table A-4. Operational evaluation for all modeling years in two sub-domains: ‘North’ and ‘South’ of 37º latitude. Results are 
reported for all available AQS sites.  
		 		 2001	 2002	 2011	 2012	
		 		 North	 South	 North	 South	 North	 South	 North	 South	
O3	 N	 75048	 62526	 67019	 78164	 107417	 82581	 62854	 47358	
	 NMB	 2.7	 8.0	 9.6	 1.1	 5.8	 2.7	 -0.24	 4.3	
	 NME	 20	 21	 23	 19	 18	 18	 15	 18	
	 r	 0.70	 0.67	 0.7	 0.75	 0.67	 0.67	 0.72	 0.65	
PM2.5	 N	 23192	 9320	 23623	 12304	 22724	 13954	 22494	 13173	
	 NMB	 16	 -4.5	 8.1	 -18.5	 5.2	 -21.2	 11.9	 -15.2	
	 NME	 49	 46	 50	 46	 49	 50	 49	 48	





Table A-5. Domain-wide CMAQ Model Performance for ozone in 2011 for two cases: the base case and with mobile NOx emissions 





















   
Ozone       PM2.5 
Figure A-9. Monthly-averaged sensitivities for ozone (left) and PM2.5 to on-road emissions in two dynamic runs. 
 
 
Figure A-10. EGU sensitivities normalized by total EGU NOX emissions in the domain in each year. Note that there is no special 



























































Figure A-11. NO2 daily CMAQ-empirical comparisons (time series on the left, scatter plot on the right) for ambient concentrations, 
mobile, and EGU sensitivities.  
 
 
Figure A-12. CO daily CMAQ-empirical comparisons (time series on the left, scatter plot on the right) for ambient concentrations, 





Figure A-13. SO2 daily CMAQ-empirical comparisons (time series on the left, scatter plot on the right) for ambient concentrations, 
mobile, and EGU sensitivities.  
 
 
Figure A-14. SO42- daily CMAQ-empirical comparisons (time series on the left, scatter plot on the right) for ambient concentrations, 





Figure A-15. NH4+ daily CMAQ-empirical comparisons (time series on the left, scatter plot on the right) for ambient concentrations, 
mobile, and EGU sensitivities.  
 
 
Figure A-16. NO3- daily CMAQ-empirical comparisons (time series on the left, scatter plot on the right) for ambient concentrations, 





Figure A-17. OC daily CMAQ-empirical comparisons (time series on the left, scatter plot on the right) for ambient concentrations, 
mobile, and EGU sensitivities.  
 
 
Figure A-18. EC daily CMAQ-empirical comparisons (time series on the left, scatter plot on the right) for ambient concentrations, 
mobile, and EGU sensitivities.  
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2001	 	  
Spatial	 	 0.56	 0.44	
Temporal	 	 0.69	 0.47	
2002	 	  
Spatial	 0.46	 0.57	 0.42	
Temporal	 0.68	 0.74	 0.39	
2011	 	  
Spatial	 	 0.52	 0.39	
Temporal	 	 0.67	 0.42	
2012	   
Spatial	 0.39	 0.53	 0.41	
Temporal	 0.63	 0.69	 0.47	
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APPENDIX B. SUPPLEMENTAL INFORMATION FOR 
CHAPTER 7. OZONE RESPONSES TO RECENT AND FUTURE 
EMISSIONS CHANGES IN THE EASTERN UNITED STATES  
 
Figure B-1. Empirical OPE fits using natural spline with 3 knots. Urban sites are on the 
left, and rural/suburban sites are on the right; each urban/rural (or suburban) pair is 
matched right to left. Points are colored by the slope of the calculated curve at that NOZ 
level (i.e., their OPE). Models are fit for days with highest 20% PS*. 
Intercept = 38.2 ± 2 ppb
Intercept = 39.3 ± 2 ppb
Intercept = 30.2 ± 3 ppb
Intercept = 35.5 ± 3 ppb
Intercept = 46.1 ± 1 ppb
Intercept = 39.3 ± 1 ppb
Intercept = 47.2 ± 2 ppb































Figure B-2. OPE fit for 50% of days (instead of 20%). 
 
Figure B-3. Monthly-averaged NOZ concentrations at each SEARCH site. 
Intercept = 30.2 ± 1 ppb
Intercept = 29.5 ± 1 ppb
Intercept = 23.4 ± 1 ppb
Intercept = 24.2 ± 1 ppb
Intercept = 35.1 ± 1 ppb
Intercept = 28.1 ± 1 ppb
Intercept = 31.2 ± 1 ppb

























































 Figure B-4. OPEs estimated using linear (orange) and log (purple) models fit to 
the O3 vs. NOZ relationship (Figure B-1). 
 
Table B-1. July OPEs estimated via the deposition-corrected sensitivity method from 
CMAQ-DDM output. 
		 	 Mean	OPE	(std.	error)	
Site	 Category	 2001	 2011	 2011	50%	NOx	 2011	10%	NOx	
JST	 Urban	 3.9	 7.8	 9.5	 11.4	
YRK	 Rural	 10.6	 12.0	 13.0	 13.8	
BHM	 Urban	 3.2	 6.8	 9.3	 11.2	
CTR	 Rural	 14.4	 15.9	 16.0	 15.4	
GFP	 Urban	 8.7	 18.9	 17.8	 17.3	
OAK	 Rural	 13.6	 16.1	 16.6	 15.5	
PNS	 Urban	 3.2	 12.8	 13.8	 14.8	






























Figure B-5. Comparison of OPE brute force with sensitivity (not including deposition). 
Error values reported in the equation are the standard error. 
 
 
Figure B-6. July OPEs estimated via the deposition-corrected sensitivity method from 
CMAQ-DDM output.  
y = (1 ± 0.08) ⋅ x + (0.037 ± 1),  R2 = 0.41
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Figure B-7. Fractional changes in NOZ, NOY, O3, and OPE with reducing emissions. 
Overland CMAQ simulations (information in absolute terms in Table 7-1). 
 
 
Figure B-8. Left graph: All over-land locations for average July. Right: All over-land 
locations for days selected with 2nd highest O3 by location. 
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Figure B-9. Change in CMAQ-simulated O3 for 50% reduction in NOZ – some sites 
suggestive of multiple effectiveness regimes, similar to finding using empirical method. 
 
 
Figure B-10. CMAQ domain-wide comparisons between latitude and the fraction of 























Figure B-11. A&B: plots of fraction of NOZ that is organic (PAN+NTR+PANX)/NOZ. 







Table B-2. Regression summaries for average July OPE and latitude (Lat), NOX, NOZ, 
HCHO, and the fraction of NOZ in organic molecules (fN,org). 
Year	 R2	 Intercept	
(Lat	=	29)	
Lat	 NOX	 NOZ	 HCHO	 fN,org	
2001	 0.16	 14.0	(0.05)	 -0.34	(0.01)	 ---	 ---	 ---	 ---	
2001	 0.63	 14.9	(0.04)	 -0.30	(0.00)	 -0.80	(0.01)	 ---	 ---	 ---	
2001	 0.39	 18.1	(0.07)	 -0.28	(0.01)	 ---	 -1.75	(0.02)	 ---	 ---	
2001	 0.29	 20.1	(0.12)	 -0.56	(0.01)	 ---	 ---	 -2.19	(0.04)	 ---	
2001	 0.26	 3.9	(0.22)	 -0.09	(0.01)	 ---	 ---	 ---	 12.26	(0.26)	
2001	 0.64	 14.7	(0.23)	 -0.32	(0.01)	 -0.73	(0.01)	 -0.02	(0.03)	 -0.64	(0.03)	 2.32	(0.24)	
2011	 0.30	 18.0	(0.05)	 -0.48	(0.01)	 ---	 ---	 ---	 ---	
2011	 0.56	 19.1	(0.04)	 -0.44	(0.00)	 -1.27	(0.01)	 ---	 ---	 ---	
2011	 0.52	 21.6	(0.06)	 -0.34	(0.00)	 ---	 -2.54	(0.03)	 ---	 ---	
2011	 0.39	 22.5	(0.11)	 -0.59	(0.01)	 ---	 ---	 -1.58	(0.03)	 ---	
2011	 0.39	 5.5	(0.26)	 -0.23	(0.01)	 ---	 ---	 ---	 13.39	(0.27)	















Figure B-13. NOZ concentration and deposition (July 2-3 p.m. average). 
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