A trust-region algorithm is presented for solving optimization problem with equality constraints. The algorithm uses the Byrd-Omojokun scheme to compute the steps, and decompose the trial steps into two components: normal component and tangential component. But it di ers from the Byrd-Omojokun algorithm with a reduced dimension approach in computing each tangential component. Global convergence of the proposed algorithm is proved under some mild assumptions. Three numerical examples are given to illustrate the e ciency of the algorithm.
Introduction
In this paper, we consider the following constrained optimization problem:
(EQ) min f(x) s:t:
C(x) = 0;
where f(x) : R n → R is a continuously di erentiable function, C(x) = (c 1 (x); : : : ; c m (x)) . In this paper, we denote A(x) := (∇C(x)) := (∇c 1 (x); : : : ; ∇c m (x)), g(x)=∇f(x), C k := C(x k ), A k =A(x k ) and g k := ∇f(x k ). The above problem can be solved by successive approximation methods such as the quadratic approximation method via solving the following subproblem:
s:t:
where H k is the (n × n)-Hessian of f at point x k . It can be found that there exist many algorithms for solving problem (2) in such as [5, 7, 10, 11] . Some researches suggested restricting problem (2) by imposing a trust-region constraint as follows:
where · stands for the Euclidean norm, k ¿ 0 is a radius of trust region. The feasible region of the restricted problem (3) might be empty. To treat with such trouble case, one can use the methods proposed in such as [4, 5, 7, 8, 11] . In their pioneer works [4, 6, 12] , Byrd-Omojokun proposed to decompose d k into two componentsd k andd k such that
whered k is the normal component of the trial step, Z k u k is its tangential component; and here Z k is a matrix consisting of the basis of the null space of A k .
In this paper, thoughd k is calculated by Byrd-Omojokun's method, we ÿndd k by exploiting a newly proposed method with a reduced dimension approach.
For solving an unconstrained optimization min{f(x) | x ∈ R n } Bulteau and Vial [3] considered the following subproblem: 
where g ∈ R n , H is a symmetric matrix, S is a two-dimensional subspace of R n and ∈ R + := { ∈ R | ¿ 0}. The basic idea for solving problem (4) is here: Taking a matrix B ∈ R n×2 such that B B = I and that the subspace S consists of the column vectors of B. Then, for each z ∈ R 2 , min (w) = (Bz) = (B g) z + 1 2 z B HBz; s:t: z 6 ; z ∈ R 2 :
Using the above method, one can reduce the dimension of a problem. Then it is expected to propose more e cient algorithm by exploiting the method. Moreover, under some mild conditions, we prove the global convergence and give a convergence ratio of the proposed trust-region algorithm, which use the above reduced dimension method for computingd k . The global convergence of the algorithm proposed in this paper is not based on the assumption that A k has full column rank.
Solution method
In this section, we analyze the some existing algorithms ÿrst. Then we are going to propose an algorithm to calculate trial steps.
Computing d k
We ÿrst decompose d k into two parts,
As suggested such in [4, 8, 9] we consider the following problem to computed k :
k is a trust-region radius, ∈ (0; 1) is a constant and b is a positive constant.
To computed k , we consider the following problem:
S k is a subspace with a dimension less than 3. It is easy to see thatd k can be obtained by solving problem (8) .
Next, we consider how to choose S k . Consider the QR factorization of A k :
Then D k is the null space of A k , and A k D k = 0. In the sequel we denote a null space by N (·) and a dimension by dim(·).
k and d (2) k are linearly dependent and D k g k = 0 then take d
and denote by z (1) k the orthonormalized vector and denote Z k = (z
and denote the orthonormalized vectors by (z (1) k ; z (2) k ), respectively, and Z k = (z (1) k ; z (2) k ). It is easy to see that Z k Z k = I 2 and A k Z k = 0.
Letd := Z k u; u ∈ R 2 . Then problem (8) is equivalent to the following problem:
Now, we consider how to compute d k .
From the above discussion, we see that
Suppose that x k is in hand, we can compute Z k and the trial step d k as follows:
Step 1: if dim(N (A k )) = 0, let Z k := 0. Otherwise go to step 2;
Step 2: compute the QR factorization of A k :
Step
k , denote by z k the orthonormalized vector and
k , denote by z 
Next, we give an algorithm to compute d k .
Algorithm 2. Computation of d k
Step 1: compute A k C k , if A k C k = 0, then letd k := 0; otherwise, solve problem (6) and obtaind k .
if Z k (g k + H kdk ) = 0, then let u k := 0, otherwise, solve problem (10) and obtain u k , Step 3:
Testing the trial steps
In trust-region method, after computing a trial step d k , one will determine whether it is acceptable. In this paper, we employ the penalty function L 2 as a merit function [8, 11] :
If the value of the merit function (x; ) reduces enough, then we accept d k and let
To evaluate the reduction we denote the actual reduction of the merit function by
Note that the predicted reduction is the same as the reduction of the function
Let k := Q k =P k and r i ∈ (0; 1). If k ¿ r 1 , then accept the trial step, otherwise, reject the trial step. For sake of discussion, we denote
Updating the trust-region radius
Although there exist some methods to update repeatedly the trust-region radius k , e.g., [1, 4, 3] , the basic ideas of those methods are similar. We give the following algorithm to update radius k : Algorithm 3.
Step 0: set h 1 , h 2 , r 1 , r 2 , max and min such that
Step 1: if k ¡ r 1 , then reject the trial step and set k+1 := h 1 d k , otherwise go to step 2.
Step 2: if r 1 6 k ¡ r 2 , then accept the trial step and set x k+1 := x k + d k , k+1 := max{ k ; min }, otherwise go to step 3.
Step 3: if k ¿ r 2 , then set x k+1 := x k + d k and k+1 := min{ max ; max{ min ; h 2 k }}.
Updating k

Algorithm 4.
Step 0: set −1 = 1 and constant ¿ 0.
Step 1: set k := k−1 .
Step 2: compute P k by (13).
One can conÿrm that the above algorithm has the following properties:
• −1 can be chosen arbitrarily.
• the inequality
holds for each k.
• { k } is monotone, i.e., k+1 ¿ k for each k.
Computing the matrices H k and B k
There are several papers related computation of H k such as [14, 7, 5] . In these papers, the boundedness of {H k } is required for the proofs of convergence of their algorithms. Without the boundedness, the situation turns to be di cult. To overcome it, instead of H k , we take the Hessian of the Lagrangian of problem (1) at the point x k and use BFGS method to update H k+1 . Denote
where k = arg min{ A k + g k } which can be solved by (9), i.e.,
For solving problem (10), we hope to obtain a positive-deÿnite H k . On the other hand, the inequality s k y k ¿ 0 may not hold, therefore we exploit Powell's method [13] to modify y k :
where
We use BFGS method to update B k+1 :
Statement of the trust-region algorithm
From the above discussion, we give a trust-region algorithm as follows.
Algorithm 5 (Trust-region algorithm).
Step 0: compute the point x 0 , an initial matrix H 0 and upper bound max and lower bound min ¿ 0 for the trust-region, respectively.
, respectively, and k := 0.
Step 1:
use Algorithm 1 to obtain Z k .
Step 2:
if Z k g k + A k C k 6 , then stop; otherwise go to step 3.
compute d k by Algorithm 2.
Step 4: compute k by Algorithm 4.
Step 5:
compute
. evaluate d k and modify k by Algorithm 3.
Step 6: if d k is acceptable, then update H k , B k . set k := k + 1 and go to step 1; otherwise go to step 3.
Using (11) in steps 4 and 5 might yield Maratos e ect. We do not take account of it due to that Maratos e ect plays no role on global convergence of the algorithm. Some details can be found in [14] .
With a tolerance , the algorithm terminates if the stop criterion Z k g k + A k C k 6 holds. Note that there is a little di erence between this stop criterion and "common-used" stop criteria. Because that A k is not required to have full column rank, then A(x * ) might not have full column rank at a solution x * of the problem. It may violate the stability of C(x * ) = 0. If A k has full column rank, we have the following theorem. Theorem 1. Suppose that A k has full column rank. If an solution x k by Algorithm 5 satisÿes
Proof. From Z k g k = 0 and Algorithm 1, we see that
It yields that g k ∈ R(A k ) and there exists k such that
Moreover, from that A k has full column rank and A k C k = 0, it is easy to see the assertion.
Global convergence
To prove global convergence for the proposed algorithm, we need the following assumptions. For a convex subset of R n we assume that:
(A1): function f(x) and C(x) are twice di erentiable on ;
and D(x) are uniformly bounded on ; (A3): ∇ 2 f(x) and H k for any k are uniformly bounded.
First, let us give several lemmas.
Lemma 2. Given a positive number , for any vector g ∈ R n and any
then the following inequalities hold: 
holds for all k.
Proof. If A k C k = 0, from (6) and (7) we see thatd k = 0. It implies d k = Z k u k , and A k d k = 0. This is the assertion. If A k C k ¿ 0, note thatd k is a solution of problem (6), from KKT condition we see that there exists k ¿ 0 such that
It yields that
From Lemma 2 we have
Associated with (7), (22) and (23) we have the following inequalities:
From Assumptions (A1) and (A2), we see that there exists a constant number s 1 such that the inequality 2 A k A k b + 1 6 s 1 holds. Let b 1 := =s 1 and b 2 := b=s 1 , we have the inequality (19).
Lemma 4. Suppose Assumption (A1) -(A3) hold and u k is a solution of (10), T k is resulted from (15) . Then there exists a constant b 3 such that the inequality
holds for all k, where˜ k is as in (8).
Proof. From expression (10), there exists a nonnegative k satisfying
It yields the following expression:
Therefore,
We consider two cases for the value of ( (15) and (26), we have (15) and (26) again we have
By Lemma 2, we see the following inequalities:
From assumptions (A1) -(A3), we see that there exists a positive constant b 3 such that 1=(2 Z k H k Z k ) ¿ b 3 . This completes the proof. 
Proof. From the deÿnition of Q k and P k in (11)-(13) and x k+1 := x k + d k , we have
Using Taylor's theorem, we see that
where i ∈ (0; 1) for i = 1; 2; 3. Note Assumption (A1) -(A3) and x k + i d k ∈ k for i = 1; 2; 3. We see that there exist nonegative numbers l i (i = 1; 2; 3) such that
Hence,
Note from Algorithm 5 that k ¿ 1 holds for any k. Let b 4 := (1=2)l 1 + l 2 + l 3 . We have
This is the desired expression.
Lemma 6. Suppose Assumption (A1) and (A2) hold then there exists a positive constant b 5 independent of k such that the inequality
holds, where b 3 and˜ k are as in Lemma 4.
Proof. From the deÿnition P k in the second expression in (13) and d k =d k + Z k u k , we see that
Then from Assumption (A1) -(A3) and the deÿnitions b 3 and˜ k in Lemma 4 we have
From Assumption (A1) -(A3) again, we see there exists b 5 ¿ 0 such that
where b is the same as in (7). It yields the expression (22) from (7).
Lemma 7. Suppose Assumption (A1) -(A3) hold and the algorithm does not terminate at the kth iteration. If 
where and b are as in (7), b 3 as in Lemma 4 and b 5 as in Lemma 6. The number n 1 stands for an upper bound of b Z k H k and max is an upper bound of the trust-region radius.
Proof. Suppose that the algorithm does not terminate at the kth iteration. Then it does not satisfy the stop criterion, we have
From (7) we see that
Note that m 1 6 =(3 max ) and from (31), we have Z k g k ¿ (2=3) . From m 1 6 =(3n 1 max ) by (30), we see that
From Lemma 6 we have
From m 1 6 √ 3=(2 ), we seẽ
Therefore, from (32)
It follows from m 1 6 =(48b 5 )min{1; 
This is the assertion.
where m 1 is as in Lemma 6.
Proof. It is trivial from Lemma 7.
From the above discussion, we see that if A k C k =0 holds at some point x k , then it is not necessary to increase the penalty parameter k . If the algorithm terminates within ÿnitely many iterations, then the penalty parameter k is bounded. If it does not terminate within ÿnitely many iterations, we have the following lemma. Although Algorithm 4 implies that k grows as k grows at each iteration. But from Lemma 9 we see that { k } is bounded. Moreover, { k } is monotone nondecreasing then there exists a number * to that the sequence { k } converges.
The next theorem says that at each point x k if the trial step d k is not accepted once, then after ÿnitely many iterations, the trial step will be accepted.
Theorem 10. Suppose that Assumption (A1) -(A3) hold. After ÿnitely many iterations the trial step will be accepted.
Proof. It is trivial for the case that the algorithm terminates within ÿnitely many iterations. Next, we suppose that the algorithm does not terminate within ÿnitely many iterations, If k ¿ r 1 , by step 2 of Algorithm 3 we see that the assertion is true. Suppose that the inequality k ¿ r 1 does not hold within ÿnitely many iterations. By Algorithm 3, we see that lim k→∞ k = 0. Next we discuss two cases: A k C k ¿ m 1 k and A k C k 6 m 1 k .
Case 1: A k C k ¿ m 1 k , where m 1 is as in Lemma 7. By Lemma 3 and Algorithm 4, we have
From Lemma 5, we see that
From (36), we have |Q k =P k − 1| → 0 while k → 0. Therefore, after ÿnitely many iterations, the condition Q k =P k ¿ r 1 will be satisÿed. It is a contradiction. Case 2: A k C k 6 m 1 k . From Lemmas 5 and 8 we have
From Lemma 9, we see
While k → 0, we have
Therefore, after ÿnitely many iterations, the condition Q k =P k ¿ r 1 will be satisÿed as well. It is also a contradiction. Therefore, after ÿnitely many iterations the trial step will be accepted.
Next two theorems assert that the algorithm might terminate within ÿnitely many iterations. If the algorithm does not terminate within ÿnitely many iterations, then a sequence of points generated by the algorithm converges to a stable point.
Proof. Suppose that there exists an inÿnite series {k j } such that A k C k ¿ for all k ∈ {k j }. From Assumption (A1) -(A3), we see that
we have
From (16) and by Lemma 2 we see that
Suppose that x k satisÿes (38) for all k ¿ k, then we have
From Algorithm 4, we see that
holds for all k ¿ k. From Theorem 10, we see that there exist accepted trial steps for all k ¿ k. It yields a trial step series, such that
hold for all k ¿ k. We see that
From (16), (39), (41) and by Lemma 5, we see that
If k ¿ r 2 and k is increased, we see that k does not tend to 0, which contradicts (41). It yields that there exists one iteration which violates (38). Assume that l + 1 ¿ k is the ÿrst subscript which violates (38), we have 
Proof. Suppose that lim inf k→∞ Z k g k = 0. Then there exists 0 ¿ 0 such that for any integer K, Z k g k ¿ 0 holds for k ¿ K. From (7) and the deÿnition n 1 in Lemma 7, we have
From Theorem 11, we see that there exists K 1 such that A k C k ¡ (1=2n 1 ) 0 holds for k ¿ K 1 . Then
holds for k ¿ max{K; K 1 }. From Lemma 7, we have
From Theorem 10, there exists K 2 such that
From (43) and the boundedness of { k } we have
On the other hand, from Lemmas 5 and 8, we see that there exists
holds for some * ¿ 0. The last inequality is from the boundedness of k by Lemma 9. It implies that there exists K 5 , k ¿ r 2 for k ¿ K 5 : Then k is increasing and does not converge to 0. It contradicts (44).
From the above two theorems, we obtain the globally convergence as follows.
Theorem 13. Suppose that Assumption (A1) -(A3) hold. If Algorithm 5 does not terminate within ÿnitely many iterations, then lim inf
Proof. It is directly from Theorems 11 and 12.
The above results are not under the assumption that A k has full column rank. If A k has full column rank, then we have 
Proof. First, we see
From that A k C k → 0 and (A k A k ) −1 A k is bounded, we obtain the desired assertion.
Numerical examples
To illustrate the behavior of the algorithm proposed in this paper, we wrote MATLAB codes (Version 5.3) for the following three examples and ran them on a PC with Windows 2000 (1000 MHz, 128 MB main memory), and the tolerance was 10 −4 . The algorithm starts at the initial point x 0 = (2; 2; 2; 2; 2) as the same as in [15] . The optimal solution given in [15] Although the optimal value is the same as in [15] , the solution has a slight di erence. In order to show the advantages of our algorithm, we give a simple comparison of our result to the result of Byrd-Omojokun method in [4] . For all the three examples, both the number of iterations and the CPU time of our algorithm are less than those of Byrd-Omojokun method. Focus on Example 2 which has 100 variables, we see that the modiÿed algorithm decreases substantially the computational time, and reduces considerably the number of iterations. Through the limited examples, we roughly assert that the more the dimension of problem is, the more advantaged our method is. We believe that the advantages of our algorithm are mainly from the selection of Z k . We have two better descent directions for it. Table 1 shows the details of the comparisons between our method and Byrd-Omojokun method. Fig. 1 depicts the trend of CPU time in the increasing dimension of the test problems. The approximate CPU time with respect to dimension n are O(n 1.8584 ) for our method, and O(n 2.9981 ) for Byrd-Omojokun method, respectively. 
Conclusion
We have presented a trust-region-based algorithm for solving the optimization problem with equality constraints. The algorithm proposed in this paper has some desirable features. We use ByrdOmojokun to decompose the trial steps into two components: normal component and tangential component. In computing the tangential component of the trial steps, we solve inexpensive subproblems by a reduced dimension approach.
In our algorithm, we use the penalty function L 2 as a merit function to test the trial steps, use the exact Hessian H k of the Lagrangian and use BFGS to update H k+1 . Our algorithm works well even the matrix A k has not full column rank.
We also presented that the algorithm is globally convergent. Three numerical examples were given to illustrate the e ciency of the proposed algorithm.
