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The use of cellular mobile radio telephones has achieved a high level of user acceptance with 
the current analog FM technology. The trade journals, the popular magazines, the business 
publications, and the theoretical communications journals all clearly reflect an extremely 
high level of interest in cellular systems. 
In this report we survey the current and pending technologies for expanding the 
capacity of mobile cellular systems within the existing frequency band allocations and im-
proving the quality and versatility of the service. 
In Chapter 2, we treat the channel over which the cellular system must opeate. Based 
on the theoretical and experimental evidence reported in the current technical literature, a 
mathematical model is developed for the channel environment. 
Chapter 3 treats the voice coding problem. The voice coding alternatives are dis-
cussed from an intuituve point of view and the alternatives which look promising for the 
cellular environment are singled out. Conclusions and recommendations for a choice of the 
first and second generation voice coder properties are given. 
Chapter 4 considers the possibility of expanding the capacity of the cellular sys-
tem using analog technologies. There are several possibilities and the potential of these 
techniques is given. Some previous misconceptions are discussed. 
Chapter 5 treats the selection of a modulation format for digital transmission over 
the cellular channel. The various alternatives are motivated and compared from the point of 
view of spectral occupancy and noise immunity, and some practical implementation issues 
are discussed. 
Chapter 6 discusses the use of spread spectrum and time division multiplexing tech-
niques on the cellular channel with examples taken from the technical literature describing 
the systems which have been proposed for a European standard. 
Chapter 7 describes the spectral efficiency problem for cellular systems. This is a 
more difficult issue than for noncellular systems because of the frequency reuse factor. That 
is, bits/second/hertz is not the real measure of efficiency, but rather Erlangs/Mhz/ Km2 
or voicechannels/Mhz/ Km2 , which are discussed here. System comparisons of several 
recently recommended system formats are compared. 
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Chapter 8 gives some overall comparisons and additional considerations as well as 
overall system recommendations. 
The final design choices will involve many tradeoffs and issues which are as much 
market oriented as engineering oriented. For example the choice of the voice encoding 
technique will depend on a judgment as to what kind of data handling and privacy features 
are to be included in the final system congfiguration. 
The issue of switching systems for cellular connections is mentioned here only in 
conection with tandeming of voice coders. The issue as to whether to use common channel 
control or to use a separate control channel is not treated. 
Bibliographic information is included at the end of each chapter. 
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2 Channel Characterization 
2.1 Introduction 
In many radio channels signals reflect off the surface of water, buildings, trees etc., causing 
multiple signal terms at the receiver. These multipath-fading channels are usually modeled 
by a transversal filter with randomly time-varying tap coefficients together with noise and 
interference. Extensive empirical studies have been undertaken to verify the theoretical 
models and to supply model parameters that are useful for system designs . There are 
many excellent tutorial references on the characterization of the mobile radio environment. 
Those by Stein [1], Proakis [2], Jakes [3], and Lee [4], [5] are among the best. This section 
provides a brief description of the most important aspects of the mobile radio environment; 
they must be considered when designing high capacity cellular systems. 
Propagation at UHF /VHF frequencies used in land mobile radio is largely influenced 
by three nearly independent factors, path loss, shadowing, and multipath-fading. Each of 
these phenomena is the result of a different underlying physical principle, and each must be 
accounted for when designing a cellular system. In general, multipath-fading is short-term 
in nature and determines the required carrier-to-noise and carrier-to-interference ratios. 
This, in turn, is reflected in the cell size and cell reuse factor. Shadowing and path loss, on 
the other hand, are longer term variations that determine the availability of a channel. 
2.2 Multipath-Fading 
Multipath-fading is caused by multiple receptions of a transmitted waveform due to scatter-
ing in the medium. Multipath-fading channels are characterized by two kinds of spreading: 
Doppler spread Bd (spreading in frequency), and multipath spread Tm (spreading in time). 
From these define ~fc = 1/T m as the "coherence bandwidth" and ~tc = 1/ Bd as the "co-
herence time" of the channel. Roughly, two sinusoids having a frequency separation greater 
than ~fc will be affected independently by the channel. Similarly, samples of the channel 
output having a time separation greater than ~tc will be affected independently by the 
channel. 
In digital systems, the medium characteristics are based on the signal duration T 
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Table 3-1 
Typical Delay Spreads 
Environment Delay-Spread T m 
Open Area < 2 I" 8 
Suburban Area 0.5 I" 8 
Urban Area 3- 10 I" s 
relative to Ate, and signal bandwidth W relative to Afc· Consequently, multipath-fading 
channels can be further classified as nondispersive (T « Ate, W « A/c), time-dispersive 
(W « A/c, T > Ate), frequency-dispersive (T « Ate, W > Af,J, and doubly-dispersive 
(T > Ate, W > A/c)· In many practical systems, W and T are chosen such that the 
channel is nondispersive. Sometimes, such a channel is referred to as being underspread . 
The time dispersive channel characteristics are described by a "multipath intensity 
profile". For mobile radio, the following exponential multipath intensity profile is commonly 
used; 
¢( T) = -1 exp (- _!_) 
Tm Tm 
The multipath intensity profile ¢(T) is just the average power output of the channel as a 
function of the time delay T. Therefore, the channel will exhibit intersymbol interference 
(lSI) unless T » T m· Typical values ofT mare included in Table 3.1. These values are valid 
for any operating frequency above 30 M Hz. 
The characteristics of coherence bandwidth in VHF and UHF urban land mobile 
radio channels have been experimentally studied by many authors. For narrow-band single 
channel per carrier (SCPC) digital land mobile radio systems with bit rates and channel 
spacings of approximately 16Kb/ 8 and 25 KHz, respectively, the effects of frequency-
selective fading can be ignored. However, it must be taken into account with higher 
speed digital transmission systems such as direct-sequence (DS) spread-spectrum and time-
division multiple-access (TDMA) systems. For example, a channel with a coherence band-
width of 100KHz may be thought to limit the baud rate to 100 Kbaudjs, and the number 
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of channels per carrier to less than 6 if a 16 Kbfs speech coder is used along with binary 
modulation, because of the effect of IS I. However, this number can be increased significantly 
by using adaptive equalizers. 
Doppler spread due to vehicle motion causes time variations in the envelope of the 
received signal . For digital systems, the coherence time of the channel is inversely propor-
tional to the Doppler bandwidth, and hence vehicle speed, so that faster vehicle speeds 
result in faster fading . This is discussed in more detail in the sequel. 
A typical model of a multipath-fading channel is shown in Fig. 2.1, basically con-
sisting of a transversal filter. The tap gains are modeled as complex Gaussian random 
processes. If the processes are zero mean, the magnitudes of the tap gains have Rayleigh 
distributions. Otherwise, the magnitudes have Rice distributions. Quite often, a simplified 
model is used when designing a system that consists of only two paths. Since the mobile 
radio channel has nonlinearities, simulations are required for system analysis. The utility 
of the two-path model is to reduce the resultant time in running the simulations, while pr<r 
viding representative results while the systems are being developed. More precise models 
may be used in further stages of the system development. 
2.2.1 Envelope and Phase Characteristics 
For a fading channel, the received signal is the sum of many independently scattered com-
ponents which justifies the assumption that it is a Gaussian random process. Therefore, 
the envelope of the received signal at any time is Rayleigh distributed while the phase is 
uniformly distributed. If, however, there also exists a single dominant unfaded component 
in the received signal, the envelope statistics are Rician. A system designed under the as-
sumption of Rayleigh fading will always perform satisfactorily with Rician fading and, for 
this reason, most studies consider Rayleigh fading only. 
Fast Rayleigh envelope fading is accompanied by fast phase changes that introduce 
random FM noise on the received carrier. The power spectral density of random FM noise 
extends to about twice the maximum Doppler frequency, i.e., 2V J>.. Hz, where V is the 
vehicle velocity and >.. is the wavelength. For example, at 36 Km/h and 900 Mhz the 
random FM extends to about 75 Hz. The random FM noise usually presents no problem 
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Fig. 2-1 Tapped Delay Line Model of a Multipath-fading Channel, from [2] 
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in analog FM systems because it can be filtered out with negligible effect on the speech 
waveform. For digital systems, it is necessary to use signaling waveforms that do not have 
energy concentrated in the random FM range. That is, the equivalent baseband signals 
must have low spectral concentrations around zero frequency. 
2.2.2 Crossing Rate and Fade Duration 
Crossing rates, average fade durations, and fade duration distributions are all second-order 
statistics. These statistics are important for determining the effect of burst errors on digital 
communication systems. The level crossing rate and average fade duration for a Rayleigh 
fading channel is known, while the fade duration distribution is unavailable in closed form. 
The level crossing rate (LCR) is just the rate at which the received signal power crosses a 
threshold relative to the average received signal power. The LCR increases with the vehicle 
velocity. Its effect is to limit the improvement in bit error rate that would result from 
increasing the carrier-to-noise ratio. 
Fig. 2.2 shows the level crossing rates for E., Hz, and H 11 mobile radio signals 
assuming Rayleigh fading. Ez is the main parameter of interest. As an example, assume 
a signal at 850 M Hz received by a dipole at a mobile unit traveling 15 mph. We wish 
to find the expected level crossing rate at 10 dB below the average received power level. 
In this case V = 22 ft/s and >. = 1.157 /t, so that n 0 = 47. Then '1R = 0.284 and 
n(R) = 13.35 crossing/s. 
Fig 2.3 shows the average duration of Rayleigh fades as a function of the received 
signal level with respect to the average received signal level. Typically, the fades tend to 
be rather short in duration relative to the frequency of their occurrence. This is why two-
channel antenna diversity offers exceptional improvements in the performance. Also, deeper 
fades tend to have a shorter duration. 
The distribution of the duration of fades F,.( u, R) has been calculated by Rice for 
Rayleigh fading and is shown in Fig. 2.4, where u = r ft. This diagram indicates the 
probability that R(t) < R for an interval lasting longer than r. The average duration of 
the fades is I, which can be obtained from Fig 2.3, and R is the envelope with respect to 
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2.3 Shadowing 
Even when the multipath-fading is averaged out, nonselective shadowing still remains. Shad-
owing is caused by the effects of the terrain and the man-made environment. It imposes a 
slowly changing average on the Rayleigh (or Rician) fading statistics. Shadowing is usually 
modeled as having a log-normal distribution with a standard deviation of about 8 dB. That 
is, the average received signal power in dB's has a Gaussian distribution. This distribution 
closely fits expermental data in an urban environment. The 8 dB spread remains constant 
for almost all distances between base station and mobile. 
2.4 Path Loss 
Path loss is the average value of the log-normal shadowing. Path loss is actually necessary 
for cellular systems. This is because rapid attenuation with distance allows small frequency 
reuse distances. It depends upon the distance between the base station and mobile. There 
are a multitude of technical reports that are concerned with path loss prediction methods 
for UHF /VHF land mobile radio in flat urban, suburban and open, and hilly terrains. The 
empirical model by Okumura is probably the simplest to use, and can distinguish man-made 
structures. There are other path loss models and the reader is referred to the references by 
Lee [4], [5] for these. The empirical data for Okumura's model was collected in Tokyo. Be 
cautioned, however, that the path loss for Japanese suburban areas does not match North 
American suburban areas very well. The latter are more like the quasi-open areas in Japan, 
because the buildings are more spaced out. 
The model is in terms of the carrier frequency 150 ~ fc ~ 1500 (in MHz), base-
station antenna height 30 ~ h, ~ 300 (in m), and the mobile-station antenna height 
1 ~ hm ~ 10 (in m) . The empirical formula for the path loss is a function of the distance 
1 ~ r ~ 20 (in km) between the base and mobile station and is accurate to within 1 dB for 
distances up to 20 km. With this model, the path loss is 
! 
A+ B log1o(r) 
Lp = A+ Blog10(r)- C 
A+ Blog10(r)- D 
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for urban area 
for suburban area 
for open area 
where 
A - 69.55 + 26.16log10(/c)- 13.82log10(hb)- a(hm) 
B 44.9- 6.55log10(hb) 
C - 5.4 + 2 (log10 (/c/28))2 
D 40.94 + 4.78(log10 (/c))2 - 19.33log10(/c) 
and 
l 
(1.1log10 (/c) - 0.1)hm- (1.56logl0(/c) - 0.8) 
a(hm) = { 8.28(log10(1.54hm))
2 - 1.1 for fc ~ 200 M Hz 
3.2(log10(11.75hm))
2 - 4.97 for fc ~ 400 MHz 
2.5 Concluding Remarks 
for medium or small city 
for large city 
In this chapter, we have discussed the channel characteristics that are prevalent in a mobile 
radio environment, along with their physical causes and effects. Discussion of co-channel 
interference models is considered in section 7.3. Characterization of the channel in a cellular 
mobile radio environment is a well understood topic, but still claims much attention in the 
current literature. Almost every conference dealing with cellular mobile radio will devote one 
or more sessions to channel characterization. The reason is not to provide statistical models 
for describing the mobile radio channel, although sometimes a refined model is presented, 
but rather to gather empirical measurements and to determine parameters of existing models 
to fit such measurements. These studies commonly address both the multipath-fading and 
path loss characteristics. 
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3 Voice Coding Techniques 
3.1 Introduction 
The future of cellular mobile telephone systems depends on the ability of the technical 
community to increase the capacity of the system within the allocated bandwidths and to 
bring the system into some reasonable level of compatibility with the many new services 
which are available or are becoming available in the industry. Most of the new services, 
including the new generation of FAX equipment, will require digital formats. The expansion 
of the capacity of the existing cellular system and the upgrading of the system to include 
the new services and to interface with the coming ISDN service clearly dictate that the next 
generation of the cellular system will be a digital system rather than an analog system, even 
if an intermediate term expansion using analog technology is possible or desirable. 
The choice of a voice coding strategy involves choosing a digitization technique which 
is efficient enough in its representation of the speech signal to allow transmission in less 
bandwidth than the analog system and at the same time is robust enough to allow trans-
mission through the fading dispersive environment of the mobile radio channel. In addition 
the technique must allow graceful evolution both from the present analog system and into 
future generations of more efficient digitization techniques which are likely to be developed. 
In addition, the voice coding system must, at least for the present, interface with the ex-
isting switching systems industrywide; this means that tandem connections of the mobile 
voice coder with the PCM and possibly ADPCM voice coders followed by a mobile voice 
codec at the other end of the complete connection must give acceptable performance. A 
final difficulty is the handling of data modems and data signals through the mobile radio 
environment. It seems inevitable that special techniques will be required for the handling 
of data through a mobile connection. 
In this section we will highlight the voice coding alternatives and attempt to place 
the available techniques in perspective. Our goal is to identify issues and questions and 
to focus on the design choices rather than to specify in detail a final choice. The final 
choice will necessarily involve overall system design issues and constraints. We will however 
compile a list of issues we feel are key in the final choice and which could serve as a checklist 
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for a final design choice. 
3.2 Classification of Voice Coding Techniques 
The techniques available for the digitization of voice signals for transmission in a digital for-
mat folowed by reconstruction for the user are many and varied. The most basic techniques 
are called Waveform Coding Techniques and the most advanced are Analysis-by- Synthesis 
Techniques listed by a variety of acronyms which we will describe shortly. 
The Waveform Coding Techniques are PCM, Pulse Code Modulation, with some 
type of amplitude companding; ADPCM, Adaptive Differential Pulse Code Modulation; 
CVSD, Continuous Variable Slope Delta Modulation; and other variants of Delta Modula-
tion. These techniques are called Waveform Techniques because they take very little or no 
advantage of the fact that the signal that they are digitizing is a voice signal. The source 
or voice signal could be any other signal as well as a voice signal. The digitization is on the 
basis of the waveform itself rather than a model of how the signal may have been generated. 
The next level of techniques recognizes that the signal waveform is a speech signal 
and takes extensive advantage of this fact in its operation. These techniques are not based 
completely on a model of the physical mechanism of the production of human speech but 
do make use of the properties of the signal itself. The most successful of these techniques is 
the SBC, Sub-Band Coder. Although this technique basically follows the philosophy of the 
channel bank vocoder, it has been the subject of intense research in the past decade and 
has seen the application of very sophisticated digital filtering developments and a variety 
of quantization and coding schemes. 
The more advanced techniques were originally called vocoder techniques but over 
the past decade have become known as Analysis-Synthesis Techniques. The most recent 
developments are called Analysis-by-Synthesis Techniques. These techniques model the 
speech signal as some excitation signal and a vocal tract filter model which processes the 
excitation. The vocal tract filter is developed by application of some form of LPC, Linear 
Predictive Coding, and a set of parameters chosen for the efficient transmission of the 
filter description. The excitation is handled by one of a variety of methods, leading to the 
names APC, Adaptive Predictive Coder; RELP, Residual Excited Linear Predictive Coders; 
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MPLPC, Multiple Pulse Excited Linear Predictive Coders; RPLPC, Regular Pulse Excited 
Linear Predictive Coders; CELP, Code Excited Linear Predictive Coders; SEV, Self Excited 
Voice Coders; and variants of this terminology chosen by each author who contributes to 
the field. 
The bit rate requirements of the waveform techniques range from 64 kbits/s for the 
PCM, and 32 kbits/s for the ADPCM, to 16 kbits/s for the CVSD; quality, tandeming, 
and data modem handling capability decreases as the bit rate decreases. The SBC bit re-
quirements range from 12 kbits/s to 16 kbits/s; tandeming has not been studied extensively 
for these coders and it is doubtful but not impossible that they will handle data modems 
acceptably. The SBC combined with appropriate channel protection will perform quite 
well on the mobile channel and seems to degrade fairly gracefully as the channel quality 
degrades. The analysis- synthesis techniques require bit rates from 1 kbit/s to 8 kbits/s and 
quality is better at higher bit rates; these techniques require a lower channel error rate, will 
probably not tandem very well, and do not tend to degrade gracefully in general. Substan-
tial improvements in the performance and complexity of the analysis-synthesis techniques 
are being made currently. 
3.3 Waveform Coders 
The various waveform coders mentioned above are described in detail in the literature; 
the most convenient compilation of this material is a collection of papers edited by Jayant 
[1]. The PCM and ADPCM coders are not candidates because the bit rate required is too 
high to allow for any improvement in the cellular system capacity over the present analog 
system. The delta modulation systems and the CVSD systems are almost within the range 
of possibility as to bit rate but are still on the very edge of the high bit rate possibility and 
do not offer the voice quality of the more recently developed systems. 
3.4 Sub-Band Coders 
Sub-Band coders were introduced by Crochiere [2] and have been the subject of much recent 
research. Smith [3] and Barnwell [4] developed the quadrature mirror digital filters which 




Figure 3-1. Basic Sub-Band Coder Configuration. [6]. 
and the outputs of the corresponding filters are coded for transmission along with side 
information which identifies the transmitted bands and the gains of the individual filter 
outputs which are transmitted. Sub-Band coders tailored specifically for the cellular mobile 
radio environment have been described and demonstrated by Motorola [5], by A.T.&T. [6], 
and in Europe [7]. 
The basic configuration of the Sub-Band coder is shown in Figure 3-1 below. 
Texas Instruments demonstrated a Sub-Band coder on a single board operating in 
real time at ICC'88 in June 1988. The algorithm was developed by Barnwell at Georgia 
Tech. This Sub-Band coder will very likely be available in a single chip implementation in 
the near future. AT&T also has demonstrated and implemented a Sub- Band coder; a tape 
of the coder signal played over a Rayleigh fading simulated channel was played at ICC'88. 
Both of these coders have a transmitted data rate of 16 kbits/s when the channel error 
protection is included. 
The AT&T version uses 12 kbits/s for the speech and 4 kbits/s for the error pro-
tection; it uses a frame oriented K=S family of punctured convolutional codes to provide 
a variable level of protection for the side information and the filter output representations, 
with a block oriented Viterbi decoder. No further error detection and interpolation or mut-
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ing is done in this system. Interleaving bit by bit of two frames is done to protect against 
bursts of errors. It is said to degrade gracefully. 
Detailed information as to the error control techniques or options in the TI system 
was not available. 
A Sub-Band coder using K=6 self orthogonal convolutional coding and threshold 
decoding combined with error detection and single frame repetition or multiple frame muting 
was reported in [5]. Although the self orthogonal coding is simpler to decode, it does not 
offer the level of error protection that the Odenwalder codes used by the AT&T system offer; 
however, the added error detection and its application is not used in the AT&T system. 
All of the above Sub-Band coders have been implemented using one or more of the 
special digital signal processor (DSP) chips currently available. The AT&T system uses the 
AT&T DSP32 chip, the TI version uses a TI chip, and the Motorola system uses NEC DSP 
chips supervised by Motorola microprocessor chips. 
3.5 Analysis-Synthesis Coders 
A good discussion of this and the Analysis-by-Synthesis found in the initial sections of Rose 
[8]. The following is an abbreviated and adapted summary from Rose. Early versions of 
the class of analysis-synthesis voice coders make use of the model of the human speech 
production process shown in Figure 3-2. 
The resonator or filter is a linear filter model of the vocal tract. The excitation 
for the filter is either a periodic impulse train with the impules at the pitch period, for 
voiced speech segment, or a "white" noise excitation signal for unvoiced speech segments. 
In the analysis phase the filter must be characterized, the speech must be classified voiced or 
unvoiced, and, if voiced, the pitch period must be determined. In addition a gain parameter 
must be determined. The excitation parameters and a robust description of the filter must 
be digitized and transmitted. The receiver uses the parameters to synthesize the speech 
at the receiver. Under ideal conditions these coders will operate at bit rates in the range 
of 2000 to 10000 bits/s. However, the synthesized speech quality is very sensitive to the 
pitch period and voiced/unvoiced, V /UV, decisions. Good V /UV determination and pitch 
period determination is possible under ideal laboratory conditions, but is not possible under 
18 
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Figure 3-2. Pitch Excited Voice Coder Model. 
Synthetic 
Speech 
realistic operation with background noise and multiple speakers. The coders are quite 
vulnerable to transmission errors. 
The analysis and the synthesis is treated as a stationary problem; speech is clearly 
nonstationary. Thus it is necessary to divide the speech into segments or windows within 
which the speech may be considered as stationary. Window lengths are typically on the 
order of 20 ms. The choice of the window and the degree of overlap of windows is specific 
to the particular version of the coder. 
The particular representation of the filter parameters also varys with the specific 
system. Some representations are robust and others are extremely sensitive to quantization 
and transmission errors. 
The determination of the filter parameters is a problem shared with later analysis-
synthesis and analysis-by-synthesis voice coders. 
The APC analysis-synthesis voice coder is represented, in its more recent form, by 
the block diagram of Figure 3-3. 
This type coder was originally proposed by Atal [9]. The long term predictor portion 
of the system is a more recent feature. The short term predictor is an Fffi digital filter with 
P parameters; P is typically equal to 10. This predictor attempts to predict the current 
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Figure 3-3. Block Diagram of the Analysis Model of the APC. 
speech sample from the previous speech samples and subtracts its prediction from the speech 
to leave a residual error. The long term predictor then repeats the process by trying to 
predict the current value or the residual signal; the long term predictor is an FIR filter 
with typically 1, 2, or 3 parameters. In addition the long term predictor involves a delay of 
from 5 to 20 ms. The residual signal has a regular structure which shows correlations over 
delays much greater than a pitch period and the long term predictor attempts to remove 
this correlation to give a whitened residual output. The whitened residual signal and the 
parameters of the two predictors are quantized for digital transmission. The synthesis of 
the speech signal from this information is carried out as shown in Figure 3-4. 
In a more recent residual coding techniques, the residual signal is low pass filtered, 
down sampled, and differentially coded for transmission. At the receiver a nonlinearity of 
some sort, for example a full wave rectifier, is used to regenerate high frequency harmonics. 
This results in a coder known as a RELP or residually excited linear linear predictor. [16]. 
RELP coders operate in the range from 6400 to 9600 bitsfs. Of course the information lost 
by low pass filtering the residual signal is never recovered by the nonlinearity and quality 
is limited by this feature. 
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Figure 3-4. The Synthesis Section of the APC. 
in Figure 3-5. 
~[n] 
The premphasis is a first order high pass filtering operation serving to remove the 
spectral tilt usually present and flatten the spectrum to permit greater numerical stability in 
the analysis procedures. The windowing may be done in several ways, generally in about 20 
ms segments. A computationally efficient windowing technique is the recursive windowing 
procedure described by Barnwell [10] . This technique is illustrated in Figure 3-6. 
The Toeplitz autocorrelation matrix is then used in the Levinson-Durbin algorithm 
to determine the P coefficients of the short term predictor. Other methods including Burg's 
method [11] may also be used to find the filter coefficients in several forms of filter repre-
sentations, for example the lattice representation. 
Representations of the filter suitable for transmission include partial correlation co-
efficients, roots of the predictor polynomial, log area ratios, and line spectrum pair (LSP) 
representations. [12] [13] [14] [15]. The LSP technique offers quality, bit rate, and complex-
ity advantages. The parameters of the long term predictor are typically determined by the 
use of the covariance method. Figure 3-7 shows the basic idea of the autocorrelation and 
the covariance methods of determining the predictor coefficients. 
The long term predictor performs the same function as the V /UV and pitch detector 
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Figure 3-5. Determination of the Short Term Predictor. 
features of the pitch excited voice coder. The long term filter when excited by the whitened 
residual generates a pitch pulse type excitation when appropriate, a noise type excitation 
when appropriate, and a combination when neither of the V or UV options is a very good 
model. It is thus a more realistic model of the speech production process and gives better 
results. 
3.6 Analysis-by-Synthesis Voice Coders 
The bit rate required to transmit the residual signal in the Analysis-Synthesis coders is 
large, limiting the bit rate to which the operation of these systems can be lowered. The 
most recent developments are in the way that an excitation signal to the cascade of the two 
filters at the synthesis stage, Figure 3-4, is represented. This new class of coders is called 
Analysis-by-Synthesis to distinguish it from the the earlier coders. The operation of this 
class of coders is as shown in Figure 3-8. 
The residual signal is not used directly. Instead, the long term and short term filters 
found as above are used, and an excitation signal is chosen from a limited class of excitation 
signals to minimize the weighted error between the new or synthetic speech and the actual 
speech signal. The coder is classified according to the class of input signals over which the 
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Analysis Procedure of the Analysis-by-Synthesis Coder 
to the receiver much more easily that can the actual residual signal. 
The Multiple Pulse Excited Linear Predictive Coder, MPLPC, also known by other 
similar acronyms, forms its excitation signal by selecting F impulses for each frame with 
the positions and weights of each impulse determined by the minimization and sent to the 
receiver. [17] 
The Regular Pulse Excited Linear Predictive Coder, RPLPC, also frequently given 
other acronyms, uses regularly spaced impulses, spaced at M sample intervals, with only 
the weights of the pulses adjusted in the minimization and transmitted. [18] 
The Code Excited Linear Predictive Coder, CELPC, again frequently given other 
similar acronyms, uses as its excitation family a limited, indexed ensemble of sample func-
tions drawn from a Gaussian random ensemble. This is motivated by the fact that the 
whitened residual signal has been heavily filtered and spectrally flattened and thus is sus-
ceptible to a Gaussian model. H both the transmitter and the receiver have a code book 
containing the ensemble of possible excitation signals, then the index and gain is the only 
feature of the excitation which must be communicated. [19] 
The Self-Excited-Vocoder, SEV, draws its excitation ensemble from the past of its 
25 
own whitened residual signal rather than an independent Gaussian process.[20] 
3. 'T Quality Testing of Voice Coders 
The evaluation of the quality of the synthetic speech signal produced by a voice coder is 
a matter of considerable difficulty. Because the speech is intended for a human listener, 
simple objective testing such as signal-to-noise ratio measurement is not very effective in 
comparing coders unless the coders have a very wide difference in performance. Extensive 
work has been done to develop objective tests [21]. It is necessary to perform careful 
subjective testing with human subjects in order to differentiate between coders which are 
at all close in performance. The subjective tests which have been used most are the Mean 
Opinion Score, MOS, and the Paired Acceptability Rating Method, PARM. [22]. 
3.8 Analysis-by-Synthesis Voice Coders in Cellular Radio 
Evaluation of six medium bit rate voice coders intended for application in cellular radio 
systems was reported in February 1988. [7]. The six coders tested included four versions 
of SBC's and an MPE-LTP and an RPE-LTP from the analysis-by-synthesis class. All six 
operated at a final protected bit rate of 16 kbitsfs. The SBC coders differed in the type of 
error protection provided, and in the number and type of filters used and the quantization 
technique. None of the coders include further error detection and final defense such as 
interpolation and muting. Following extensive subjective testing using the MOS test, the 
recommendation was for a new RPE-LTP coder operating at 13 kbits/s error-free; this 
coder is also referenced as the choice of the Pan-European group GSM. [24]. 
Kroon and DePrettere [23] indicate good performance of MPLPC and RPLPC coders 
down to 10 kbits/s with the CELP coders performing well down to 8 kbits/s. 
3.9 Conclusions and Recommendations 
The voice coder for a cellular mobile radio telephone system must have the following f1ea-
tures: 
• The bit rate of the basic voice coder should be as low as possible. Bit rates of 12 
to 13 kbits/s are clearly possible now. Bit rates of 4800 to 8000 bits/a may become 
26 
possible in the future. 
• The fading dispersive channel environment of the cellular channel is rather hostile and 
bit error probabilities of 0.01 to 0.03 or even higher must be tolerated as a basic raw 
channel error performance. The channel will also be subject to error bursts as well as 
random errors. 
• The more advanced voice coders will not be useful if it is necessary to support voice-
band data modem signals through the voice coder. Even the subband coders if opti-
mized for speech quality will not handle data modem signals. 
• Foward error correction will be required to protect the coded speech. Since not all 
of the parameters require equal protection, it is best to integrate the error protection 
and the voice coder. 
• Since the coded speech will be subject to long error bursts under some conditions, it 
will be necessary to provide some error detection with interpolation and muting as a 
final defense against highly objectional failures of the coder. This will be particularly 
true in the case of the lower bit rate coders which do not degrade gracefully. 
• The issue of voice privacy requires some study. H the coder is chosen to give a good 
combination of channel and source coding in order to operate over a channel with an 
error rate of 0.01 to 0.03 as the digital transmission literature indicates, then the issue 
of encryption is not simple since that level of errors will likely destroy any encryption 
scheme which simply operates on the digital data stream. It is generally essential 
that the encryption system see no errors; hence it must see the corrected channel rate 
rather the raw channel error rate. One possibility is to embed the encryption into the 
unified voice- coder/channel-coder error correction scheme. The alternative is to use 
a very low bit rate voice coder with a uniform channel coding scheme and accept the 
reduced level of quality which that may entail. A separate voice system for secure 
channels cannot be ruled out at this point. 
• Special measures will need to be provided for data handling on the cellular radio 
telephone. The best technique is probably to sacrifice data rate to accuracy for the 
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data mode of operation. For example if the speech coder with its error protection 
is at 16 kbits/s with a raw channel error rate of 0.03, then the data mode might be 
at 8 or even perhaps 9.6 kbits/s with a rate 1/2 or slightly higher rate foward error 
correction code present to reduce the apparent error rate to acceptable levels. Even 
then the data mode user may need to provide outside ARQ error control. 
• In the evolution of the cellular system a succession of voice coders with lower bit rate 
requirements may be anticipated. This is the case now if quality is sacrificed as bit 
rate decreases. Hence not just one step but at least two steps of evolution should be 
planned for in the digitization process. 
• The time delay in the speech coder, including its error protection, must be small 
enough that the end-to-end delay is acceptable. 
• As long as the cellular system is required to function within the existing network, 
tandeming of the cellular voice coder and PCM and ADPCM coders must result in 
acceptable speech quality. This aspect seems not to be reported on in the current 
literature, and will not be an issue in the future digital network format . 
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4 High Capacity Mobile Phone Systems with Analog Mod-
ulation Formats 
The goal of this study is to highlight methods that show the greatest promise for increasing 
the spectral efficiency of the current mobile phone service. Spectral efficiency shall be 
defined as the maximum number of calls that can be handled over a given geographical area. 
There are a large number of candidates for consideration. They can be divided up according 
to the degree of modification of the current system that will be entailed. In this first section 
some basic analog schemes will be discussed. Several approaches for increasing capacity 
while retaining the current modulation format will be examined. Another promising analog 
format, amplitude companded single sideband, will also be considered. In later sections a 
variety of digital modulation based schemes will be examined. 
4.1 FM based Systems 
A new FM based system will have the advantage of a high degree of compatibility with the 
current system. IT existing hardware and software can be used, a major cost savings will 
be entailed. All of this is clear, but one must be careful that one is not merely postponing 
a capacity crisis. A significant increase in capacity must be achieved if a system change is 
to be cost effective in the long run. For the purposes of this report a "significant" increase 
will be one that increases capacity by a factor of five or more. There do not appear to be 
any such schemes that retain an FM modulation format with no cell splitting. Without cell 
splitting a factor of 1.6 is about the best one can accomplish. 
The most obvious approach is to reduce the modulator deviation ratio, reducing the 
spectral occupancy of the FM signal. The current deviation ratio is between 2.0 and 2.7. 
Unfortunately as the deviation ratio is decreased the susceptibility of the signal to noise is 
increased. Subjective voice quality tests have been conducted using 30 KHz and 15 KHz 
FM signals in an effort to determine the minimum allowable carrier-to-interference ratio 
[1]. The 30KHz channel needed a C/1 of 18 dB while the 15 KHz channel required a C/1 
of at least 24 dB. For fixed power levels, the 15 KHz channels cannot be reused as often 
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Figure 4-1 
Multiple Channel Bandwidth Systems [2] 
is offset by the increase in the required Cll. By reducing the deviation ratio, greater channel 
efficiency is acquired, but there is not a significant increase in spectral efficiency. 
C. Y. Lee has suggested a method for getting around this problem [2]. 30 KHz 
channels can be combined in a single cell with 15 KHz and even 7.5 KHz channels to form 
a multiple channel bandwidth system. The two bandwidth case demonstrates the concept 
quite well. A hexagonal cell is divided into two concentric hexagons. The inner hexagon 
is serviced by the 15 KHz channels while the outer is serviced by the 30 KHz channels. A 
typical seven cell reuse pattern is shown in Figure 4-1 [2]. The 15 KHz channels achieve 
higher CII's by having a larger cochannel reuse factor DIR = 6.3; the Cll and DIR are 
related as C I I = ( D I R)4 16 for a fourth law propagation loss model commonly used in 
cellular designs. The regions separating the 15 KHz cells are served by the less noise 
sensitive 30 KHz signals, requiring a D IR of only 4.6. 
The Cll requirements previously mentioned determine the size of the inner ring. 
Assuming a fourth power loss model, the ratio of inner and outer cell radii, denoted as R1 
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and 1l<J respectively, must satisfy 
D/R1 6.3 
D/Il<J = 4.6· 
R1 is thus seen to be equal to 0.701l<J. The area of the inner cell is thus approximately 
equal to the area of the outer cell. Assuming that the number of channels in both the inner 
and the outer cells are equal, the amount of additional capacity attained can be readily 
calculated. Given 10 MHZ of bandwidth divided into 30 KHz channels, there will be 333 
available channels and 333/7 or 47 channels per cell with an N=7 reuse pattern, where 
and D/ R = 4.6. In the two channel bandwidth system there are 
2 10 MHz 1 10 MHz 
3 x 30 KHz + 3 x 15 KHz = 222 + 222 = 444 channels. 
Given a seven cell reuse pattern, a quick calculation shows that the inner and outer cells 
will each have 31 channels. An increase in spectral efficiency of 62/47 or 1.33 has been 
obtained. 
A three channel bandwidth system with three concentric hexagons of equal area can 
be similarly shown to provide 777 channels. Spectral efficiency is thus increased by a factor 
of 2.33. 
As the cell radius of the inner cells is decreased and as the number of the subcells 
increases, the problems involved in handing off between cells increases. In addition the 
change in bandwidth necessitates modification of each mobile and each base station. 
S. W. Halpern [25) has suggested an underlay/ overlay scheme to create a higher 
capacity system. In an underlay /overlay scheme an inner cell is created within the existing 
cells. Channels allocated to the inner cells are operated at the same power level, but are 
only used when the mobile is substantially closer to the base station. The reduction in 
cell radius for these channels allows for an increase in the geographical channel reuse rate. 
Performance is determined by the ratio D /R, all other things being equal. H R is decreased, 
then D may also be decreased. This scheme alone will provide an increase in capacity by a 
factor of 1.57. Consider the following example. 
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Maintain the ratio D /R at the required level of 4.6 for good quality in the inner and 
the outer cell regions, that is, D1/ R1 = Do/ Ro = 4.6. Use an N=3 reuse pattern for the 
inner cell and N=7 for the outer cell. Then D1/ Ro = 3 and 
Hence R1 = 0.65Ro is the relation between the inner and outer cell radii and the 
relation between the inner and the outer areas is A1 = (0.65)2 Ao = 0.43Ao. With a total 
of 333 channels there will be 0.43(333) or 142 in the inner ring and the remainder or 191 in 
the outer ring. Then we have 
channels/cell= 191/7 + 142/3 = 27 + 47 = 74 
and an improvement factor of 74/47 = 1.57 is realized. 
Lee [2] has suggested a power adjustment underlay /overlay technique. It does not 
appear that such a technique will provide any improvement since the C/I remains the same 
if the interference and the signal power are all reduced by the same factor. 
Combining the underlay /overlay scheme of Halpern and the two channel bandwidth 
scheme as indicated in Figure 4-2 also does not provide improvement. In order to have 
adequate performance in the inner or low bandwidth ring we must have D1/ R1 = 6.3 corre-
sponding to a C/1 of 24 dB. Hence we have D1/ R1 = 6.3 and D1/ Ro = 3.0 or R1 = 0.48Ro 
and A1 = 0.23Ao . H we assume that the channels are distributed uniformly with area then 
we have 
N X lOMH~e 
1 16KH~e - 0 23 
Nt X ~~':J:: + (1 - N1) ~'::: - . 
and hence N1 = 0.13 . We then have the fraction 0.13 of the total bandwidth available for 
the narrowband inner ring. This implies that 
0 13 X lOMH~e 0 87 X lOMH~e 
channels/cell= · 16KH~e + · SOKH~e = 70. 
3 7 
The improvement is then 70/47 = 1.49 or less than that of the overlay/underlay 
technique used alone! 
Lee suggests that a third method be incorporated with the first two to further increase 
system capacity [2]. The limiting factor in frequency reuse is cochannel interference. H 
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Figure 4-2 
A Hybrid System Using Underlay /Overlay and Two Bandwidth Channels [2) 
channels are offset in frequency as they are reused, cochannel interference is reduced in two 
ways: 
1. cochannel interference energy contributions from nearby cells is reduced. 
2. crosstalk in the form of intelligible speech is practically eliminated. 
Figure 4-3 shows a one-third channel offset system using a seven cell reuse pattern. 
The closest cochannel interferers to the center cell 1 are three one-third offset cells 1' and 
three two-thirds offset cells 1". The C/1 formula, according to Lee, for this system is 
c c 
I s ( , ,.,,) ~ 18 dB [2), U=l Ii + Ji 
where I' and I" are the interference components introduced by the one-third overlapping 
and two-third overlapping cochannel interferers respectively. As the noise energy introduced 
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Figure 4-3 
A One-Third Channel Offset Scheme using a Four Cell Reuse Pattern [2] 
is proportional to the spectral overlap, the preceding expression may be re-expressed as 
c c 
~ 18dB I - 3(.333 + .667)Ji 
c 
=> 3Ji > 63 
=> (D)4 = 189 
R 
=>D = 3.71R 
Since D/ R = ,;3N, N has been reduced from 7 to 4.58. A four cell reuse pattern may 
be selected if a small amount of additional cochannel interference suppression is obtained 
(e.g. by implementing each cell as three sectors with directional base antennas). The 
capacity improvement obtained through the one- third channel offset method alone is almost 
a factor of two, for the same number of channels distributed over seven cells are now 
distributed over four cells. 
Unfortunately the formula above due to Lee does not take into account the fact that 
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Figure 4-4 
Spectral Efficiencies for Several Hybrid Cellular Layouts [2] 
the frequency offset also introduces interference from the other shifted groups of frequencies. 
For example, 2 and 1" are now interfering, where these cells are actually adjacent as seen 
in the Figure 4-3! The reduction in intelligble crosstalk may indeed be realized due to the 
FM capture effect. 
Lee claims that the greatest capacity increases can be obtained by creating hybrid 
systems that use combinations of the aforementioned approaches [2]. Figure 4-4 shows the 
spectral efficiencies for a variety of such schemes. The best of the schemes offers an increase 
in capacity by a factor of 5.0. However since the multiple bandwidth and overlay /underlay 
techniques will not play together well and the one-third frequency offset scheme does not 
reduce actual interference levels, the best real gain is due to the overlay /underlay scheme 
alone and is 1.6 instead of 5.0. 
Reiterating, there are, unfortunately, some inconsistencies in Lee's use of the three 
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aforementioned schemes for increasing capacity in an existing analog system. The multiple-
bandwidth system will work as described, if it is used by itself. In this form it can provide 
a capacity increase by a factor of 1.33 in the two bandwidth case. Problems arise when 
one combines the multiple bandwidth scheme with the underlay /overlay scheme. Recall 
that the 15 KHz channels require a higher C/1 than the 30 KHz channels. H the inner 
cells in an underlay/ overlay scheme are assigned 15 KHz channels, the C /1 levels will be 
too low. The radii of the inner cells must be further reduced by a factor of approximately 
1.35 to compensate for the increased C/1 requirement. Although more channels are made 
available by using 15 KHz channel spacings instead of 30KHz, not enough of the channels 
are assigned to the 3 cell reuse pattern. Therefore, the combined increase in capacity will 
be slightly less than that for the underlay /overlay scheme alone! It is not clear at all how 
the one-third channel offset scheme offers any increase in capacity whatsoever. Though 
the energy contribution from the original interferers is reduced by one- or tw~thirds, other 
cells which previously presented no problem become interferers. Given a continuous spectral 
allocation, the offset of the channel assignments merely moves part of the interfering energy 
from one cell to another. H the new interferer is closer, then the performance of the new 
system may even be worse than the non-offset system. The only possible benefit from the 
offset would be an elimination of crosstalk (the noise is now unintelligible, though of the 
same or greater intensity). 
Of Lee's three suggestions, it is probably best to consider the use of the tw~channel 
bandwidth scheme or the underlay /overlay scheme by themselves. These schemes offer mod-
est improvements in capacity on the order of 1.3 or 1.57. The underlay /overlay scheme has 
the advantage that it apparently requires no change in the mobile units and no unreasonable 
changes in the base stations although the handoff problem is more severe. 
The preceding methods for increasing capacity had the admirable trait of using 
existing base station locations. H one is willing to add new base stations, then it is much 
easier to obtain significant increases in capacity, though at greater cost. Ericsson and other 
European companies are currently considering the use of microcell cellular layouts [10]. With 
cell sizes down to 100 meters, capacity can be increased by an order of magnitude. The 
corresponding low transmitter power levels require the use of digital modulation formats, 
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which will be discussed in the next section. Significant capacity increases can still be 
achieved while retaining the current FM modulation format, though it is not clear what the 
minimum cell size would be (probably 500- 1000 meters or perhaps one mile). 
4.2 Amplitude Modulation Formats 
One method for increasing the capacity of the current system is to adopt a new modulation 
format that allows SCPC channels with narrower bandwidths. Single-sideband AM has 
attracted a lot of attention because its spectral occupancy is approximately equal to the 
highest frequency component in the signal. Spectral occupancy can be further decreased 
through the use of frequency or amplitude companding. 
Speech signals do not usually display high and low frequency components simulta-
neously. It is possible to fold the spectrum of a speech signal and reduce bandwidth by 
60 % [9]. H amplitude companding is used as well, channel spacings can be reduced to 
approximately 2.5 KHz, providing an order of magnitude increase in system capacity. 
There are, however, some disadvantages to SSB-AM approaches in a mobile phone 
environment. The fading problem is as severe as that for FM signals, with the additional 
loss of any capture effect that might suppress cochannel interference in a cellular system [9]. 
Frequency stability problems also become an issue in 900- 1000 MHz systems with channel 
bandwidths under 5KHz. Finally, there has been a great deal of discussion in the literature 
on the effect of frequency companding on the intelligibility of speech. Frequency companded 
signals do not provide toll-quality speech. H the new system provides lower quality service 
than the old system, a great deal of user antipathy can be anticipated despite the increase 
in system capacity. Even with these handicaps, companded SSB-AM should be considered 
if a moderate increase (factor of 5) in capacity is all that is desired. 
4.3 Technology Issues 
All of the aforementioned techniques can be implemented using current technology. In fact, 
performance data from European simulations and field tests is already available for some 
of these schemes. 
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4.4 Compatibility Issues 
Of the various methods for increasing capacity discussed in this report, the overlay /underlay 
of Halpern will have the least negative impact on the current users. 
Multiple channel bandwidth schemes retain capacity for some of the original 30 KHz 
signals. Users with old equipment would be able to use it while new buyers could purchase 
equipment that supported the narrow band formats. 
Channel offset schemes will require modifications of filtering and LO generation cir-
cuitry, but it is conceivable that existing equipment (both mobile and hub) could be modified 
without too much trouble. H this proved prohibitive, a compromise scheme could be de-
vised in which some channels were included in the new offset scheme and others left in 
their original format. Of course, any such compromise would reduce the capacity increase 
realized from the change in format. These schemes are apparently of limited effectiveness, 
as discussed above. 
Schemes that involve variations in transmitter power level (e.g. underlay /overlay 
as described by Lee) would require the least modification of existing equipment. It may 
be that the required power reduction is within the dynamic range of the current system's 
power control mechanism. Again note that this scheme is apparently not effective. 
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5 Digital Modulation Schemes 
There are many advantages inherent in digital modulation formats for cellular mobile phone 
systems [3,4,5,6,7,8,18,19,20]. In general a digital format allows for easier manipulation and 
control of the source data, creating opportunities for a variety of services hitherto impossible 
with the current analog format. Several possibilities for new services will be listed at the 
end of this section. The primary problem at hand, though, is capacity. Simply changing 
the modulation format from analog to digital will not increase available capacity by more 
than a factor of 1.5 to 2. Capacity increases of an order of magnitude or more can only 
be achieved through reductions in cell size and/ or advanced spread-spectrum techniques in 
conjunction with a digital modulation format. The careful selection of a digital modulation 
format enhances the capacity increase realized through the other techniques. 
In selecting a digital modulation format, the following requirements must be satisfied 
[19]. 
• Compact Output Power Spectrum: Adjacent channel interference should be kept below 
-60 dBc. Deep fades on the order of 40 dB are expected in the mobile environment. 
The -60 dBc ACI requirement leaves a 20 dB carrier-to-interference ratio (Cffi). 
• Excellent Probability of Error Performance: A high degree of noise immunity allows for 
operation at low SNR levels. This in turn allows for smaller cell sizes and high-density 
geographical channel reuse. 
In the following section a variety of the most promising digital modulation schemes 
will be examined. An effort will be made to indicate the hardware complexity involved with 
these techniques. 
5.1 Constant Envelope Modulation Formats 
There are several points in a communication system in which it is advantageous to make 
use of nonlinear devices. For example, square law devices are quite useful in the design of 
detectors and phase locked loops. Other devices that are nominally linear can be forced 
to operate in a nonlinear region to improve their sensitivity or power efficiency. In a mo-
bile phone system nonlinearities are most likely to be encountered in the design of power 
amplifiers for the transmitter in the mobile. The use of Class C amplifiers is indicated by 
the limited power available in mobile or portable devices. Unfortunately the placement of 
nonlinearities in the signal path of a communication system creates certain problems for 
the designer. The nonlinearities convert amplitude modulation on the carrier into phase 
modulation. This AM/PM interference introduces phase jitter into the carrier and symbol 
recovery circuits, reducing their efficiency. One method for combating this problem is to 
minimize amplitude modulation on the carrier through the use of constant envelope modu-
lation formats. In the following section the most promising of the constant envelope formats 
will be examined. 
5.1.1 Phase Shift Keying and Frequency Shift Keying 
There are essentially two different signaling techniques that provide a constant envelope: 
phase shift keying (PSK) and frequency shift keying (FSK). PSK formats translate a group 
of n bits in the message stream into one of 2" phase offsets in the carrier. FSK formats 
convert the n bit groups into carrier frequency offsets. Let us consider the binary cases 
(n=1) first. 
In BPSK and BFSK a binary symbol is transmitted every T seconds. Their respective 
waveforms are shown in Figure 5-l. The phase difference between the two signals in the 
BPSK constellation is maximized at 180 degrees. This is equivalent to amplitude modulating 
the carrier with + 1 or -1 every T seconds. The signals in this set are thus maximally 
separated, or antipodal. BPSK receivers recover a coherent carrier reference that is used to 
determine the instantaneous phase of the received signal. Receivers that perform carrier 
phase recovery are called coherent receivers. It can be shown that the coherent detection 
of antipodal signals in an AWGN environment offers the best possible bit error rate (BER) 
performance. 
The BFSK modulation format uses the information stream to switch the carrier be-
tween two distinct frequencies. The simplest possible receiver structure for this modulation 
format consists of a pair of bandpass filters followed by envelope detectors and samplers 
operating at the bit rate. The basic idea is to determine which of the two filter passbands 
contains the most signal energy during a bit period. If the two signals are sufficiently sep-
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Figure 5-l 
BPSK (a) and BFSK (b) Time Domain Waveforms 
arated in frequency, there will be no crosstalk. Under ideal conditions all of the carrier 
energy will fall in only one of the bandpass regions during a bit period. Signals that do 
not interfere with one another during detection are called orthogonal. Orthogonal signal 
sets are ideal for noncoherent receiver structures. An FSK signal set is noncoherently or-
thogonal if the constituent frequencies are pairwise separated by at least 1/T Hz, where T 
is the bit period. Noncoherent receivers such as the one just described tend to be much 
less complicated than coherent receivers. Unfortunately their is also a significant reduction 
in bit error rate performance with respect to coherent BPSK. BFSK signals may also be 
received coherently, though their BER performance will still lag that of BPSK by 3 dB. For 
this reason BFSK and other FSK techniques are usually relegated to use in low data rate, 
low efficiency applications. However, as will be shown later, certain variants of FSK may 
prove ideal for use in mobile communication systems because of their associated spectral 
properties. 
The BPSK signaling format provides the low power BER performance required by 
small-cell mobile communication systems. It does not, however, provide the necessary 
spectral containment. Figure 5-2 shows the power spectrum for a BPSK modulated carrier. 
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BPSK Power Spectrum 
The main lobe has a one sided bandwidth of 1/T. For this reason BPSK is said to provide 
a spectral efficiency of 1 bit/second/Hz. The sidelobes and a small portion of the main lobe 
can be removed by filtering without severely distorting the signal. This leaves a spectral 
occupancy on the order of 30KHz for 16Kbps encoded voice. This is far too extravagant 
a use of bandwidth for cellular mobile communications. One must look towards the PSK 
formats that have higher spectral efficiencies. 
5.1.2 QPSK and Offset-QPSK 
In BPSK a single sinusoid was modulated by varying its phase in accordance with an 
incoming bit stream. This was seen to be equivalent to amplitude modulating with a +1 
or -1. The resulting modulated carrier may be represented by 
1 
J2a(t)cos(21r let), 
where leis the carrier frequency and a(t) is the modulating bit stream. Note that sin(2,.-let) 
and cos(21r let) are coherently orthogonal, i.e. 
lot sin(21rlct)cos(21rlet)dt = 0 
47 
for integer values of n. A second BPSK signal may thus be placed in quadrature with 
the first without causing interference in the coherent detection of either signal. This is 
the basis for QPSK, or Quadrature Phase Shift Keying. The binary information sequence 
is separated into two modulating sequences, one (ar(t)) for the in-phase component and 
the other (aq(t)) for the quadrature component. The resulting modulated carrier may be 
expressed as -
s(t) 
= cos(27rfct + e(t)), 
where 6(t) E {0, f,,.-, 3;}. The possible values of 6 correspond to the four possible com-
binations of values taken on by ar and aq during a given symbol period. The signal 
constellation is shown in Figure 5-3. 
The in-phase and quadrature information streams in a QPSK modulator are timed 
so that their bit transitions occur simultaneously. Figure 5-3 shows that the carrier may 
thus experience phase transitions of 0, ±90, or 180 degrees every 2T seconds. The range 
of these transitions is reduced to 0 and ±90 in offset-QPSK (OQPSK). In this variant of 
QPSK, the information streams are staggered so that the bit transitions in the in-phase 
stream occur half-way through the bit periods in the quadrature stream. Phase transitions 
in the OQPSK carrier occur twice as often as in the QPSK carrier, but with only half 
the intensity. This has absolutely no effect on the signal constellation or the signal power 
spectrum. The motivation for using this variant lies in the performance of filtered OQPSK 
signals as they pass through nonlinearities. H the spectrum is being shared with other users, 
the sidelobes of the signal are generally filtered out to reduce adjacent-channel interference. 
This will certainly be the case in a cellular mobile phone system. When a filtered QPSK 
signal passes through a nonlinearity, the sidelobes are partially reconstructed. This is a 
direct effect of the phase discontinuities in the signal. The filtered OQPSK signal suffers 
some sidelobe regeneration, but not anywhere near as much as the QPSK signal (see Figure 
5-4). OQPSK also shows greater immunity to phase jitter in the receiver in the presence of 
additive white gaussian noise. OQPSK modulation is thus a stronger candidate for use in 
a mobile phone system. 
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QPSK and OQPSK Sidelobe Regeneration 
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The spectral efficiency of QPSK and OQPSK is 2 bits/second/Hz. They offer far 
better spectral containment than their binary relations and are thus used in many ban-
dlimited applications (e.g. TDMA/FDMA commercial satellite channels). Unfortunately 
their performance is still not quite good enough for a mobile phone system. The distributed 
geometry of the mobile phone system creates a near/far problem in which mobiles at the 
center of a cell can drown out users in adjacent channels that are traveling at the periphery 
of the cell. For this reason severe adjacent channel interference specifications are needed. 
In general sidelobe leakage into adjacent channels should be restricted to -60 to -80dBc. 
QPSK and OQPSK cannot meet such specifications without extremely complex filtering. 
There are two approaches to solving this problem. First we may again increase 
spectral efficiency by moving to 8-ary modulation formats. Unfortunately this will not work 
because of the BER requirements. BER performance deteriorates as the size of the signal set 
is increased. This makes sense intuitively for constant envelope modulation schemes because 
an increase in the number of signals implies a decrease in their separation at a fixed power 
level. The low SNR performance requirement (allowing for small cell size) restricts the 
selection of modulation formats to efficiencies on the order of 2 bitsfsecond/Hz. 
The second approach is to reduce sidelobe levels by minimizing the phase disconti-
nuities in the modulated signal. A series of continuous phase modulation formats have been 
developed for just this purpose. 
5.1.3 MSK 
In QPSK and OQPSK the information streams were presented to the modulator as rect-
angular pulses. Since these pulses maintained a constant amplitude over a bit period, they 
appear as constants (a1(t) or aq(t)) in the signal representation and analysis. Minimum 
Shift Keying, or MSK, is an adaptation of OQPSK in which the modulating pulses are 
sinusoidal instead of rectangular [11]. The result of this modification is quite interesting 
and well worth pursuing. 
The MSK signal can be expressed as 
51 
A few trigonometric substitutions yield 
where bk is defined as 1 when the in-phase and quadrature information bits differ and 
-1 when they are the same. The function bk(t) may thus be expressed as the product 
-ar(t)aQ(t). 
Two points are immediately apparent. First, the signal has a constant envelope. 
Secondly, the phase is continuous at bit transitions. The phase of the MSK signal relative 
to the carrier may be represented by 
The phase thus increases or decreases linearly during each bit period. What is not quite so 
obvious is that this signal can be viewed as a coherent FSK signal with frequency spacings 
of 1/2T Hz. This becomes clear when one combines the two time dependent terms in 
the argument of the cosine function. MSK derives its name from the fact that this is the 
minimum frequency spacing for coherently orthogonalsinusoids. MSK is sometimes referred 
to as Fut-FSK. 
A comparison of the MSK spectrum with that of OQPSK and QPSK provides in-
teresting results. The power spectra of these signals is a translated version of the Fourier 
transform of the modulating pulses. The normalized spectral density of the QPSK and 
OQPSK signals is thus 
while that for MSK is 
G(f) = 16 ( cos(21f fT) )2 
T 1r2 1 - 16f2T2 • 
These two expressions are plotted in Figure 5-5. There are two items to note that are 
of immediate interest. First, as expected, the sidelobes of the MSK signal are lower than 
that for the other two. Unfortunately this performance improvement is somewhat offset by 
an increase in the width of the main lobe. In some applications (e.g. narrowband FDMA 
satellite links), the wider main lobe eliminates MSK from consideration. The general rule 
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Figure 5-5 
QPSK, OQPSK, and MSK Power Spectra 
MSK will outperform QPSK and OQPSK in spectral containment tests. This is clearly the 
case for the spectral allocation in the current analog mobile phone service. 
5.1.4 Gaussian MSK 
Spectral containment may be further improved by introducing a controlled amount of in-
tersymbol interference into the modulated signal [12,13,16,17,19,24]. This further reduces 
discontinuities in the carrier (in this case higher order derivatives of the time domain wave-
form) and increases the roll- off of the main lobe while further reducing sidelobe amplitude. 
The price for this improvement is the reduction in BER performance caused by the lSI. 
One particular method has attracted a lot of attention in the mobile communications field: 
Gaussian MSK (GMSK). In GMSK the sinusoidal modulation pulses are passed through a 
Gaussian filter prior to their use by the modulator, as shown in Figure 5-6. The result is the 
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Figure 5-6 
GMSK Modulator Block Diagram 
set of spectra shown in Figure 5-7. AB the normalized 3dB bandwidth BbT of the premod-
ulation filter is decreased, the spectral occupancy of the GMSK signal is reduced. It has 
been determined that a normalized bandwidth value of 0.25 provides optimal performance 
in a GMSK cellular mobile phone system (19]. 
This is the first scheme discussed so far that provides enough out of band radiated 
power suppression to function efficiently in a cellular system, so a closer look is in order. 
The CCIR recommendations specify out of band power levels of -60dBc or less. Figure 
5-8 shows the levels of adjacent channel interference as a function of normalized channel 
separation for several values of normalized premodulation filter bandwidth. A normalized 
channel separation of 1.5 corresponds to a 16 Kbps GMSK modulated signal in a 25KHz 
frequency band. A normalized filter bandwidth of 0.25 is clearly adequate. Narrower 
bandwidths will allow more closely packed signals, increasing capacity by factors as high as 
2. Unfortunately the penalty for the increased spectral efficiency of GMSK is exacted in 
the form of an increase in BER. A premodulation filter with a 0.25 normalized bandwidth 
reduces the normalized signal distance from 2.0 to 1.68. This corresponds to a 0.74 dB 
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Figure 5-8 
Adjacent Channel Interference as a Function of Normalized Premodulation Filter 3 dB 
Bandwidth 
power level at the mobile and base of 0.74 dB. This is a reasonable tradeoff, though it will 
set a lower limit on cell size. Further decrease in bandwidth cause an exponential decrease in 
signal separation, so substantial increases in system capacity cannot be achieved by simply 
adopting a GMSK modulation format. However, substantial increases in capacity {an order 
of magnitude or more) can be achieved by combining a GMSK modulation format with a 
microcell layout. 
5.1.5 Tamed Frequency Modulation 
Spectral efficiency may be further improved through the use of correlated {partial response) 
CPFSK modulation schemes [20,14,15]. Such schemes use modulation pulses that are wider 
than a single symbol period. Signal phase shifts are correlated so that the phase shift over a 
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bit interval is a function of the present bit as well as several previous bits. Improved spectral 
performance is thus provided at the expense of greater implementational complexity for the 
transmitter and receiver. There is one particular method that will more than likely find 
application in mobile phone systems: Tamed FM (TFM). 
Recall that MSK improved on the spectral containment of QPSK and OQPSK by 
eliminating phase discontinuities in the time domain waveform. GMSK further reduced 
spectral containment by reducing discontinuities in the slope of the phase function; the 
injection of lSI "smoothed" the phase function at bit intervals. TFM takes this process a 
step further . The multiplexed data signal can be represented by 
00 
a(t) = L Ctnc5(t- nT), Ctn E {1, -1}. 
n=-oo 
The phase function for the MSK waveform must obey the difference equation 
~ 
4>(mT + T)- 4>(mT) = Ctm 2 
with initial conditions ~(0) = 0 if etoett = 1 and ~(0) = ~ if etoett = -1. The phase function 
for TFM is further smoothed by spreading out the phase correlation over several bits. It 
must satisfy 
4>(mT + T) _ ~(mT) = ~(Ctm-1 + Ctm + Ctm+l) 
2 4 2 4 
with the same initial conditions. The maximum phase change over any bit interval is 
thus reduced to ~- The phase function at bit transitions is smoothed through the use of a 
premodulation filter. Figure 5-9 shows the difference between the phase functions for MSK 
and TFM while Figure 5-10 shows the corresponding contrast in power spectral density 
functions. A moderate reduction in adjacent channel interference is acquired at the cost of 
a moderate increase in complexity. 
5.1.6 Generalized Tamed Frequency Modulation 
The spectral occupancy of TFM signals can be further reduced through the use of premod-
ulation filters [15,19,20]. The premodulation filter is designed to smooth phase transitions 
while ensuring that the phase of the output signal settles at one of the desired values at the 
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Phase Behavior of MSK (-), MSK with Sinusoidal Smoothing ( ... ), and TFM (--) 
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Power Spectra of MSK (-), MSK with Sinusoidal Smoothing ( ... ),and TFM (-) 
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end of a bit period [15). A sufficient condition for such performance is the satisfaction of 
the third Nyquist criterion 
f(2l+l}i h(t)dt = { 1 
1(21-l)f 0 
for 1 = 0 
otherwise 
where h(t) is the impulse response of the filter. The transform domain representation may 
be expressed as 
-,;fT 
H(f) = W(!)[sin(-,;fT)]' 
where W(f) is a low pass filter that satisfies the first Nyquist criterion. W(f) is usually 
assumed to have a raised cosine characteristic 
1, 0 < l/1 < (l-r) - - 2T 
0, otherwise 
Figure 5-11 shows a typical adaptation of the basic TFM modulator. The Nyquist-3 
filter performs the premodulation filtering and an additional degree of freedom has been 
added in the form of variable tap coefficients a and B on the transversal filter. The transver-
sal filter provides the correlative coding property for the TFM modulator. Its amplitude 
response can be represented as 
2a 
IS(!) I= B{1 + Bcos(21r/T)}. 
The resulting class of signals is referred to as Generalized-TFM (GTFM). Figure 5-
12 compares power spectra for several different GTFM signals. Note that a premodulation 
filter with roll-off factor r=O provides the basic TFM signal. GTFM offers a significant 
reduction in spectral occupancy at the expense of increased complexity and BER. 
5.2 Nonconstant Envelope Modulation Formats 
An mentioned earlier, one of the principle disadvantages of nonconstant envelope modula-
tion schemes is the level of AM/PM noise they introduce at nonlinearities in the commu-








The Power Spectra of Several GTFM signals. (a) MSK (reference) (b) B = 0.5, r = 0.0 
(TFM), (c) B = 0.54, r = 0.2, (d) B = 0.58, r = 0.3, (e) B = 0.63, r = 0.36, (f) B = 0.8, r 
= 0.52, (g) B = 1.0, r = 0.5. 
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well. There is however one family of nonconstant envelope modulation formats that have 
been specifically developed for use with saturated HPA's and TWTA's. Through careful 
pulse shaping it has been shown that a high degree of spectral containment is possible at the 
expense of BER performance in low SNR conditions. This family of modulation formats is 
worthy of note here, and must be considered should an in-depth study of digital modulation 
schemes for mobile phone services be undertaken [19}. 
This family of schemes uses a raised cosine pulse 
! 
i(t +cosT!) ltl 5 T. 
p(t) = 
0 ltl > T. 
to modulate the in-phase and quadrature components of the carrier . Note that the pulses 
occupy two signaling intervals, introducing a controlled amount of lSI. Both Quadrature-
Overlapped-Raised-Cosine (QORC) and Staggered- Quadrature-Overlapped-Raised-Cosine 
(SQORC) have been shown to have less sidelobe regeneration after hard limiting than 
OQPSK and MSK. Their performance in a rapidly fading environment is not yet completely 
understood, but if it proves acceptable, QORC and SQORC will be prime candidates for 
use in densely packed FDMA cellular mobile phone systems. 
5.3 Error Correcting Codes 
One of the most important benefits acquired through the use of a digital modulation format 
is the availability of a host of error detection and correction schemes [21,22,23). Such 
schemes are based on the introduction of redundancy into the information stream prior to 
or during the modulation process. The receiver uses this redundancy to detect or correct 
error patterns induced by the channel noise process. As the amount of redundancy IS 
increased, the number of detectable or correctable error patterns is increased. 
There are essentially two methods for inserting this redundancy. Additional bits can 
be added to the information stream, causing an increase in data rate and, for a fixed mod-
ulation format, an increase in bandwidth. Such methods include block and convolutional 
coding. Redundancy may also be inserted in the form of an increase in the size of the 
signaling alphabet. This method requires the use of a more spectrally efficient modulation 
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format. Trellis coded modulation (TCM) schemes are the most prominent examples from 
this set. 
TCM-type coding schemes are difficult to incorporate into a mobile phone system. 
The fading environment coupled with the low SNR operational constraint limits spectral 
utilization to approximately 2 bits/second/HZ. Very little gain can be acquired from a TCM 
scheme at such rates. 
Convolutional codes present a similar problem. They operate very well in low SNR 
conditions, but require an effective code rate of 1/2 to 3/4 to be useful. This translates 
into an increase in signal bandwidth by a factor of 1.5 to 2. Such code rates are clearly 
impractical in a mobile phone system. 
Certain block codes are able to provide significant coding gains at high rates. Reed 
Solomon codes in particular are able to provide 1 to 5 dB coding gains at rates of 15/16 
to 31/32. These coding gains allow for significantly lower transmitter power levels and 
smaller cell areas. A 31/32 Reed Solomon encoded GMSK signal would easily fit within 
the current SCPC bandwidth allocation. The technology for 16 Kbps Reed Solomon codecs 
currently exists and is readily available in chip form for integration into mobile transmitters 
and receivers. The cost impact would be small, while the benefit would be significant. 
Additional study should be made on this subject. 
A second approach is to protect only the most significant bits of the encoded speech. 
H only a few of the bits are further encoded, low rate FEC codes may be used without 
significantly reducing the overall code rate. In this case it is best to use rate 1/2 block 
codes that provide significant protection with minimal implementational complexity. Golay 
codes (three error correcting, length 23) would be an excellent choice. The blending of 
speech coding with forward-error-correction coding has not been examined in sufficient 
detail. It may be possible to make 5 to 10 Kbps speech algorithms more robust, leading to 
significant reductions in spectral occupancy for mobile phone signals. 
5.4 Modem Technology 
The best way to get a feel for the specific technologies involved in the implementation 
of a digital modulation scheme is to take a close look at modem designs for appropriate 
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modulation formats. Two of the best candidates for implementation in a mobile phone 
system are GMSK and TFM. In the following pages we will take a look at block diagrams 
of modems for each of these formats. An effort will be made to point out where development 
trouble is most likely to arise. 
5.4.1 MSK Modems 
Figure 5-13 shows a typical MSK modulator. This block diagram can be modified for the 
GMSK case by prefiltering the in-phase and quadrature information signals. The premod-
ulation Gaussian lowpass filters are simple devices and will not create any development 
problems. The bandpass filters in the in-phase and quadrature arms are equally simple. 
The two frequency components f+ and f- are created by isolating the two sidebands at the 
mixer output. LO suppression is not a problem. The mixer itself will provide 6 to 12 dB of 
rejection, making the conversion relatively power efficient. Any subsequent LO leakage can 
only aid in carrier recovery at the receiver. The filters design must focus on providing 20 
to 40dB of image rejection to minimize crosstalk on the received signal. In the 900- 1000 
MHz region this implies a filter with a Q factor on the order of 40,000. This is certainly well 
within the range of current technology. The summers can be realized with 3dB hybrids and 
the remaining multipliers with double-sideband mixers, all using simple existing technology. 
A GMSK receiver is shown in Figure 5-14. This is a simple correlation receiver with 
staggered integrate-and-dump filters. The carrier recovery mechanism (Figure 5-15) will be 
the toughest segment of the entire development. This is not because of the technology: every 
item required is well within the bounds of current technology. The problem will lie in the 
sensitivity of the loop to phase transients and deep fades in the mobile phone environment. 
Cycle slippage and even loss of lock will be serious problems during deep fades. Robustness 
must be carefully integrated into the loop if it is to handle the environmental extremes. A 
significant development effort should be expected for the loop design. One should recall 
however that phase-locked FM tuners have been in use in automobile radios for some time. 
The effort under consideration would be an extension of that technology. 
GMSK may also be demodulated noncoherently using discriminator or differential 
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would be any advantage over current analog formats. A good treatment of this approach 
can be found in Hirade [19] and Elnoubi [17]. Both coherent and discriminator approaches 
should be studied in greater detail before a decision is made. 
5.4.2 TFM modems 
A transmitter structure for TFM signaling is shown in Figure 5-16. Note the increase in 
complexity caused by the increased level of correlation in the modulating bit stream. A 
receiver structure is shown in Figure 5-17. Both of these devices may be readily adapted 
for use with GTFM. The primary source of concern in implementing this design will be the 
multiple delay sources in the receiver. These delays will vary with temperature, and will 
provide a significant level of loop stress (and hence phase jitter and increased possibility of 
cycle slip) in the carrier recovery system. Quite simply it will be easier to build a rugged 
GMSK receiver than to build a rugged TFM receiver. This factor should be weighed against 
the increase in spectral containment provided by the TFM format. 
GTFM may also be demodulated using a discriminator approach [15]. This approach 
is much simpler and appears to be more promising than discriminator detection of GMSK. 
The discriminator approach should be considered, and may prove superior to the coherent 
approach when all things are considered. Further analysis and simulations are certainly in 
order. 
5.5 Other Advantages of the Digital Approach 
A digital modulation format will make possible several new user services at minimal addi-
tional cost. The most prominent among these possible services are high speed data trans-
mission and secure voice transmission . 
An extremely reliable high speed data communication link can be established using 
a 16 Kbps digitally modulated channel. Salesmen and other professionals that work out of 
their automobiles can be allowed direct access to computer data bases and test equipment, 
greatly enhancing their productivity. Sales orders and other documents can be FAX'ed to a 
central processing point in seconds instead of hours. The market for such services is already 








of this year. H the market is capable of supporting the slow (300/1200 baud) transmission 
of digital data over an analog channel, it will certainly support 9600 baud transmission over 
a digital channel at comparable prices. 
Secure voice transmission over mobile phones has not been a great source of debate. 
However, as the amount of data transmission over mobile phone systems increases, data 
security will become more of an important issue. The fact of the matter is that the cellu-
lar system by its very nature offers a significant amount of protection against the casual 
eavesdropper. H such a person was somehow able to locate a particular transmission amidst 
the myriad other calls under way, he would lose the connection when the mobile crossed a 
cell boundary. It is also highly unlikely that he would catch both ends of the conversation. 
Such thoughts are comforting to those who understand the system and are given to careful 
reflection on the matter. Unfortunately the majority of the mobile phone market cannot be 
readily included in this group. Analog phone traffic can be scrambled, thwarting the most 
persistent eavesdropping threat. However this usually involves analog to digital conversion 
of one form or another. The price for protecting an analog link will therefore be signifi-
cantly higher than that for protecting a digital link. The digital link will already have the 
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information in an easily manipulated form. A simple form of protection could be provided 
using linear shift registers with tapped delay lines. More sophisticated protection could be 
provided using chip sets based on the Data Encryption Standard (DES). 
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6 Spread-Spectrum and Time Division Multiple Access 
6.1 Introduction 
Spread-spectrum refers to a large class of modulation techniques where the bandwidth 
used to transmit a signal exceeds the minimum required for data communication and the 
band-spread is achieved by using a code that is independent of the data being transmit-
ted. Because of the independence requirement, modulation techniques such as FM do not 
qualify as spread-spectrum. The receiver uses a synchronized version of the spreading se-
quence to despread the received signal allowing recovery of the original data sequence. 
Spread-spectrum systems have been traditionally used by the military to provide enemy 
jam-resistant communications. In the last decade, they have been proposed for land mobile 
radio systems. There are many excellent general references on spread-spectrum systems, 
the best to date being that by Simon, Omura, Scholtz and Levitt [1]. 
There are two basic forms of spread-spectrum modulation that have been proposed 
for use in land mobile radio, direct-sequence (DS) and frequency-hopped (FH). With DS 
spread-spectrum, spreading is accomplished by introducing rapid pseudo-random phase 
transitions in the carrier containing the data as shown in Fig 6.1. DS spread-spectrum 
reduces the effect of intentional and unintentional interference by averaging the effect of the 
interference over the spread-spectrum bandwidth. 
FH systems achieve the spectral spread by pseudo-randomly changing the carrier 
frequency, as shown in Fig 6.2. FH systems reject interference by avoidance, where frequency 
hopping ensures that the signal does not remain in a section of bandwidth having a large 
amount of interference for an extended period. There are two basic types of FH systems, 
slow frequency hopped (SFH) and fast frequency hopped (FFH). SFH systems refer to those 
where the number of modulated symbols per hop frequency is greater than, or equal to, 
one. FFH systems, on the other hand, are those where the number of hops per modulated 
symbol is greater than one. 
Regardless of the type of spreading used, the users in a spread-spectrum system share 
a common section of bandwidth. This type of multiple-accessing is sometimes referred to 











Fig ~1 Basic Direct-Sequence Spread-Spectrum System, from [1] 
spread-spectrum network, ea.ch user is assigned a. unique spreading code that is distinguish-
able from the spreading codes used by all the other users as well a.s cyclic shifts of itself. 
For the spreading codes to be distinguished from cyclic shifts of themselves, they must 
have a low off-peak autocorrelations. To be distinguishable from each other, the spreading 
codes must have low crosscorrelations. H the codes are chosen to meet these conditions, 
then the effect of all the other users on the receiver, matched to the desired signal, is ad-
ditive interference. The statistical characteristics of this interference depends on the type 
of spreading, DS or FH, being used a.s well a.s the exact sequences being used. For DS 
spread-spectrum, the interfering users grossly appear as additive white Gaussian noise in 
the intended receiver. For FH systems, the statistical characteristics of the interference are 
more complex. 
When SSMA is used in cellular land mobile radio systems, it is often used in conjunc-
tion with time-division multiple-access (TDMA). With TDMA, the channel is temporally 
divided into frames. Each frame consists of a fixed number of time slots as shown in Fig. 6.3. 
Ea.ch user is allowed to access the channel only during its designated time slot in each frame. 
Synchronization is required amongst the users so that they begin and end transmission at 
the beginning and end of their time slots. A guard-time is allowed between the slots within 
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Fig ~2 Basic Frequency-Hopped Spread-Spectrum System, from [1] 
a frame to relax the timing requirements in the system. Important parameters in a TDMA 
system are the slot duration, guard-time, number of slots per frame, and the transmission 
rate. TDMA is useful in cellular systems because it reduces the cost of the base station 
since the number of required base station receivers is reduced by the multiplexing factor. 
Often the literature refers to narrow-band TDMA and wide-band TDMA. Narrow-
band TDMA refers to a system with ~ 10 or less slots per frame, while wide-band TDMA 
has more than~ 10 slots per frame. 
6.2 History of Spread-Spectrum in Land Mobile Radio 
Historically, spread-spectrum was first proposed for mobile radio in 1977 by Cooper and Net-
tleton [2]. They used FH spread-spectrum with differentially detected biphase modulation 
(FH/DPSK). Originally, they claimed a higher spectral efficiency than analog FDM/FM 
systems. However, subsequent analysis showed that the relative spectral efficiency was 8.4% 
as compared to the efficiency of 100% for an FDM/FM system with 30 KHz channel spac-
ings. Nettleton and Cooper provided a much more complete analysis of their system in 1981 
(3]. Also, Matsumoto and Cooper have examined the effect of multiple narrow-band inter-
ferers on this system (4]. These interferers would be a result of overlaying the FH/DPSK 
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Fig &-3 Basic Concept of Time-Division Multiple-Access 
system on a frequency band that is occupied by conventional narrow-band systems. It was 
shown that the system can perform satisfactorily in the presence of this form of interference, 
with the expected result that an increase in the number of interferers gradually degrades the 
performance. Yue examined the performance of various receiver structures for FH/DPSK 
systems, and showed that a hard limiting receiver allowed for twice the capacity of the 
linear combining scheme used by Cooper and Nettleton [6). In 1982, Yue summarized the 
state of spread-spectrum mobile radio [9]. 
In 1980, Goodman, Henry, and Prabhu proposed a FH spread-spectrum system with 
M-ary FSK modulation (FH/MFSK) [5]. The optimum receiver for FH multiple access 
systems with either noncoherent or differentially coherent detection was presented by Yue 
in 1982 for mobile-to-base transmission [7]. It was shown that with optimal receivers, the 
FH/MFSK system supported significantly more users that the FH/DPSK system. Similarly, 
in 1983 Viswanathan and Gupta compared the performance of maximum likelihood, hard-
limiting and linear combining receivers for FH/MFSK base-to-mobile transmission [8]. For 
both base-to-mobile and mobile-to-base transmission, the conclusion was that the hard-
limited receiver performed only sightly worse that the maximum likelihood receiver, while 
the linear combining receiver did not perform very well at all. AB a result of these and other 
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studies, most of the subsequent literature considers FH/MFSK systems, examining various 
issues such as the interference characteristics. For example, in 1985, Agusti analyzed the 
effect of multiple tone interferers in a FH/MFSK system (13]. This analysis was similar 
to the one by Matsumoto and Cooper (4] for FH/DPSK systems and demonstrated the 
superior performance of the FH/MFSK system. 
In 1983, Muammar and Gupta have examined the performance of space diversity 
for FH/MFSK systems in the presence of Rayleigh fading [10]. They showed that by us-
ing space diversity to lower the signal-to-noise ratio requirements, the capacity could be 
increased by about 25%. An analysis was presented by Viswanathan and Gupta in 1983 for 
the capacity of base-to-mobile transmission for FH/MFSK cellular systems [8]. For base-
to-mobile transmission perfect synchronization can be assumed amongst the various users. 
They concluded that power control was necessary, because without it the number of simul-
taneous users the system can support drops significantly due to adjacent cell interference. 
They also concluded that when the users are uniformly distributed in the cells, the spectral 
efficiency of a cellular system is reduced by about 30 to 40 percent compared to an isolated 
cell. Unfortunately, a similar study is unavailable for mobile-to-base transmission. 
Niyonizeye, Lecours, and Huynh have evaluated the effect of multiple-access inter-
ference in a FH binary FSK system [12]. They concluded that asynchronous FH/BFSK 
did not perform as well as FH/DPSK. However, a chip synchronous version of the system 
performed nearly as well as a FH/MFSK system. 
The more recent spread-spectrum cellular mobile radio systems are second generation 
European systems that were very actively studied as part of an effort to propose to GSM of 
CEPT (Conference Europeene des Administrations des Postes et des Telecommunications) 
alternatives for the European standard to be specified in 1987 and fielded in 1991 [14]. 
These systems included MATS-D [15], studied at Philips, SFH900 [16] developed at LCT 
in France, and CD 900 also studied in France. Independent of these efforts, Ericsson of 
Sweden has developed the DMS 90 system [17], [18], similar to SFH 900, and has field 
tested it in 1986. All of these systems are highly sophisticated and in an advanced stage of 
development. The most recent spread-spectrum cellular system is the GSM-system which 
is very similar to the DMS 90 and SFH 900 systems developed by Ericsson and LCT 
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respectively, in 1986. The GSM-system uses time-division multiple-access (TDMA) with 
a 200 KHz carrier separation. A brief description of these systems, along with others, is 
given in the sequel. 
6.3 Characteristics and Advantages of Spread-Spectrum Mobile Radio 
Most of the proposed spread-spectrum systems for land mobile radio are FH as opposed to 
DS systems. Regardless of this fact, there are many relative advantages and disadvantages 
of DS versus FH spread-spectrum systems. The most important of these with regard to 
cellular mobile radio are listed below. 
• DS systems require a contiguous portion of bandwidth, while FH systems can operate 
over disjoint sections of bandwidth. 
• The chip rate in a spread spectrum system is the rate of the fastest clock in the 
system. The processing gain is the ratio of the chip rate to the symbol (bit) rate, i.e ., 
N = Tc/Tb. In DS spread spread-spectrum systems, the processing gain is limited by 
the largest allowable chip rate, while the processing gain in a FH system is independent 
of the chip rate. Hence much larger processing gains can be achieved in FH systems. 
• It is easier to obtain coarse synchronization (synchronization of the spreading se-
quence) in FH systems. 
• Coherent detection is usually used in DS systems while noncoherent detection is com-
monly used in FH systems. This tends to favor DS systems, because coherent detection 
is inherently 3 dB more efficient than noncoherent detection. 
• One disadvantage of FH spread-spectrum systems is that they are not suitable for 
overlays on existing single channel per carrier (SCPC) cellular systems. If FH systems 
were to be implemented, they would require a separate, but not necessarily contiguous, 
section of bandwidth from the SCPC systems. DS systems, on the other hand, would 
be suitable for an overlay on an existing SCPC system, although no one has attempted 
to do this. 
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• DS systems are more susceptible to the near-far problem than FH systems. The 
near-far effect occurs in all systems that use a modulation technique which results in 
bandwidth expansion. The near-far effect is especially prevalent on the uplink where 
mobiles close to the base station capture the base station receiver and swamp out the 
mobiles farther away. To mitigate the near-far effect, it is necessary to use power con-
trol to compensate for the effects of path loss and shadowing. Power control ensures 
that the signals arriving at the base station from the mobiles have the same average 
received signal power. The near-far problem would not present on the downlink of a 
DS spread-spectrum system for reasons to be outlined in the discussion of the MATS-
D system. Also, power control has been successfully implemented in SCPC cellular 
systems such as AMPS [19], so power control is not a technological problem. Further-
more, a positive side effect of using power control is that it makes the performance of 
the system less susceptible to changes in the propagation law (path loss). 
In summary, the relative advantages of DS and FH systems is a mixed bag. However, 
from the above considerations, as well as others, FH systems are considered by many to be 
more suitable than DS systems for the land mobile radio environment. The main advantages 
of frequency hopping with regard to cellular systems can be summarized as follows. 
• Frequency Diversity FH systems can operate quite easily within the coherence band-
width of the channel. One method of obtaining frequency diversity with FH systems 
is to use fast frequency hopping (FFH), where each modulated symbol is transmitted 
at several hop frequencies. This is the same as using a simple repetition code with 
one code symbol transmitted at each hop. A diversity advantage is obtained because 
the fade levels at different hop frequencies are independent. A more effective method 
of improving the performance is to use an error correcting code that is more powerful 
than the simple repetition code. There are many well studied diversity combining 
techniques for FFH systems, and the reader is referred to [1] if necessary. Because 
FFH is just a repetition code, most of these diversity combining techniques can be 
easily altered for other error correcting codes. 
The other method of obtaining a frequency diversity advantage is to use slow frequency 
hopping (SFH) with coding and symbol interleaving. Interleaving destroys the chan-
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nel memory which is beneficial since most channel coding schemes are designed for 
memoryless channels. 
• Reduced Susceptibility to Interference Collisions between two transmitters using the 
same frequency does not reoccur systematically at the next hop. The hop sequences 
are designed with low cross-correlations so that this does not occur. 
• Cell Reuse Factor Because of the mitigation of co-channel interference from the use of 
frequency diversity and the reduced susceptibility to narrow-band interference, smaller 
reuse factors may be used resulting in a possible gain in spectral efficiency. 
• Channel-Access There is no channel access delay since each user can access the channel 
at any time. There is no hard limit on the number of users the system can handle. 
There is a gradual degradation in performance as the number of users increases. 
• Privacy Since each user is assigned a unique spreading sequence some degree of privacy 
is inherently provided. 
• Compatibility Frequency-hopped systems may exist in the same frequency band as 
narrow-band systems without excessive mutual interference. In fact, frequency hopped 
systems do not even require a contiguous section of bandwidth so that conventional 
narrow-band channels could be dispersed amongst the hop frequencies. However, it 
would not be desirable to use frequency hopping as an overlay on a narrow-band 
system, especially for large user populations. 
Regardless of the popularity of FH system, DS spread-spectrum is still a viable 
option. For example, MATS-D uses DS spread-spectrum on the downlink with narrow-
band FDM/GTFM on the uplink [15]. A typical coherence bandwidth of an urban channel 
is in the neighborhood of 100 KHz. Direct-sequence systems would have a bandwidth 
considerably larger than this and could, in fact, have a bandwidth of 25 M Hz. With DS it 
is possible to resolve the channel paths, as shown in Fig. 2.1, because of the orthogonality of 
the spreading sequences being used. In theory, this leads to a diversity advantage, sometimes 
labeled "spread-spectrum diversity" or "multipath diversity", because each resolved channel 





Fig 6-4 Structure of a Typical RAKE Receiver, from [1] 
, an example of which is shown in Fig 6.4. The term RAKE is not an acronym, but comes 
from the similarity of the action of a RAKE receiver and an ordinary garden rake. 
A practical RAKE receiver could only process a few of these paths. The rest would 
be rejected resulting in a somewhat diminished performance. An advantage of OS code 
division multiplexing {COM) over time division multiplexing {TOM), is that the symbol 
duration is maintained by the former, while the later reduces the symbol duration by the 
multiplexing factor. Therefore, TOM systems require an equalizer for baud rates above 
100 KHz, the coherence bandwidth of a typical urban channel, while COM systems may 
not. 
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6.4 Particular Systems Using Spread-Spectrum 
In this section several specific systems are presented that use SSMA and TOMA. These 
examples provide good illustrations of the problems and solutions associated with spread-
spectrum and TOMA systems. 
6.4:.1 MATS-D System 
MATS-0 uses SCPC FOMA with generalized tamed frequency modulation (GTFM) and 
a channel spacing of 25 KHz on the uplink. On the downlink, a combination of code-
division and time-division multiple-access is used. The reason for using different multiplex-
ing/modulation techniques on the uplink and downlink is that the interference characteris-
tics are different in each direction. Consequently, compromises would have to be made in 
at least one direction if the same modulation and multiplexing technique were used in both 
directions. 
Synchronous OS spread-spectrum is used on the downlink because the information 
streams directed to the mobiles can be synchronously multiplexed and modulated onto a 
common carrier. The signal-to-multiple-access-interference ratio of all the downlink chan-
nels that are code division multiplexed on a common carrier is constant and independent of 
the mobile location. This is convenient because it mitigates the near-far problem commonly 
plaguing OS spread-spectrum systems. In contrast, signals from the mobiles are basically 
asynchronous and arrive at the base station with different received power levels. Therefore, 
it would be more difficult to use OS spread-spectrum on the uplink. 
The MATS-0 system uses a spread bandwidth of 750KHz with a 1.248 Mchips/s 
transmission rate. Within that bandwidth, 32 channels are simultaneously carried using 
quadrature modulation. Each channel consists of 16 Kb/s speech with 2 Kb/s coding 
redundancy on the most important bits in the source sequence. A:ny fraction of the 32 
channels can be allocated to data transmission providing a variable bit rate ranging from 
125 b/s to 576 Kbjs. 
In the receiver, space diversity is used (two antennas) with maximal ratio combining. 
Each of the two antenna outputs is processed by a separate RF receiver. With a spread-
spectrum bandwidth of 750 KHz, there are as many as 8 or 9 resolvable channel paths for 
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a 100 KHz coherence bandwidth. A clever scheme is used where the channel path with the 
largest instantaneous signal-to-noise ratio is selected resulting in a form of time selective 
diversity combining. This form of diversity combining is a few dB less efficient than equal 
gain combining, but the receiver is much simpler. 
In MATS-D, the expected delay profile characteristic of the channel is used to ad-
vantage in designing the spreading sequences. The codes have to be designed such that the 
autocorrelation and cross-correlation sidelobes are small in the time interval during which 
delayed signals with significant power levels are expected. Because all sequences transmit-
ted by the base station are synchronous, only those sidelobes corresponding to shifts of ±10 
chips are significant. For larger delays, the sequence correlation properties can be relaxed. 
This is a nice property since it reduces the length required for a given number of distinct 
spreading sequences. This in turn reduces the coarse acquisition time (time to acquire the 
phase of the spreading sequence) in the receiver. 
At the base station, two-branch space diversity is used with post-detection switched 
diversity combining. The base station receiver uses discrimination detection followed by 
maximum likelihood sequence estimation. 
Table 6.1 summarizes some of the parameters of the MATS-D system 
6.4.2 SFH900 System 
The SFH900 system uses a combination of SFH and TDMA, along with Viterbi quasi-
coherent demodulation of GMSK and a concatenated coding scheme. A description of the 
system is provided in Table 6.2 . The system uses a Viterbi equalizer with 16 states. 
An experimental network was constructed in 1986 and demonstrated good perfor-
mance. The spectral efficiency is about 1.42 channels/MHz/km2• 
6.4.3 CD 900 System 
CD 900 is a broad-band system developed under contract by the French PTT. Similar to 
MATS-D, CD 900 uses direct-sequence spread-spectrum with a very small processing gain 
of about 2.67, resulting in a chip rate of 4 Mchipsfs. The CD 900 receiver uses spread-
spectrum diversity as in MATS-D. Although CD 900 uses about 100 KHz bandwidth 
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Table 6-1 
Parameters of the MATS-D System 
uplink downlink 
Carrier separation 25KHz 1.25 MHz 
Channels per carrier 1 32 
Cells I cluster 7 3 
Frequency reuse distance Not available 
Channels per cell sector Not available 
Traffic density Not available 
Transmission data rate 19.5 Kbls 1.248 Mcls 
Modulation GTFM QAM 
Speech coder rate 16 Kbls 16 Kbls 
Speech codec RELP RELP 
Diversity methods space diversity spread-spectrum diversity 
space diversity 
channel coding (rate 118) channel coding (rate 118) 
Table 6-2 
Parameters of the SFH900 System 
Carrier separation 
Channels per carrier 
Cells I cluster 
Frequency reuse distance 
Channels per cell sector 
Traffic density 
Transmission data rate 
Modulation 
TDMA time bursts 














adaptive Viterbi equalization 
channel coding (Reed-Solomon) 
slow frequency hopping (250 hops Is) 
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Table &-3 
Parameters of the CD 900 System 
Carrier separation 
Channels per carrier 
Cells/cluster 
Frequency reuse distance 
Channels per cell sector 
Traffic density 
Transmission data rate 
Modulation 
TDMA time bursts 














channel coding (Reed-Solomon) 
spread-spectrum diversity 
per 16 Kb/s digital channel, it is claimed that there is no penalty in frequency economy 
compared to an analog FDM/FM system [20]. This is verified by a spectral efficiency study, 
the results of which are included in Table 7-1. Further details of the CD 900 system are 
included in Table 6.3. 
The CD 900 system requires an equalizer, because severe ISI is expected at the 
transmission rate being used. Also, because of the mobility of the network transceivers, 
the channel transfer function is constantly changing. It must be assumed that in the time 
interval between slots the channel characteristics change completely. Therefore, a separate 
measure of the channel transfer function must be made for each time slot. This implies a 
lot of computing. In the CD 900 system, the length of each time slot is 0.5 ms and the slots 
are repeated every 31.5 ms (63 slots per frame) . Fortunately, the required computing can 
be carried out in the time between slot reoccurrences. Techniques for channel monitoring 
are discussed in [20] . 
It can be assumed that the channel transfer function remains constant for a slot 
duration. The validity of this assumption depends on the vehicle velocity. Recall that the 
coherence time of the channel is inversely proportional to the vehicle velocity. For example, 
consider a vehicle with a speed of 25 m/ s (60 mph) and a radio frequency of 800 M Hz. In 
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Table 6-4 
Parameters of the OMS 90 System 
Carrier separation 
Channels per carrier 
Cells I cluster 
Frequency reuse distance 
Channels per cell sector 
Traffic density 
Transmission data rate 
Modulation 
TDMA time bursts 













SBC-AB or RELP 
adaptive equalization 
channel coding (Reed-Solomon) 
slow frequency hopping {125 hops Is) 
the slot period of 0.5 ms, the vehicle will move through 12.5 mm or 0.35 of a wavelength 
equivalent to a phase shift of 13°. This phase shift may or may not be significant, but there 
will be a significant phase shift at higher vehicle velocities. 
6.4.4 DMS 90 System 
OMS 90 is a TDMA system developed by Ericsson, and is similar to SFH 900. OMS 90 
has 300 KHz carrier separations. Ten users are multiplexed on each carrier and transmit 
in 0.8 ms bursts every 8th ms. In each direction, there are 810 channels in the 25 M Hz 
bandwidth. The data rate for each user is 16 Kbls and speech is encoded using a 16 Kbls 
sub band codec. Further details on the OMS 90 system are given in Table 6.4 below. 
GMSK modulation is used with BTb = 0.25. Frequency hopping is used, as in the 
SFH900 system, with a hop rate of 125 Hopsls. A Reed-Solomon (12,8) code is used over 
GF(24 ). 
OMS 90 allows for the use of adaptive equalization of which there are two types: 
• adaptive decision feedback equalizers (DFE). 
• adaptive Viterbi (maximum likelihood sequence estimation) equalizers. 
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Table 6-5 
Parameters of the GSM-System 
Carrier separation 
Channels per carrier 
Cells/cluster 
Frequency reuse distance 
Channels per cell sector 
Traffic density 
Transmission data rate 
Modulation 
TDMA time bursts 















channel coding (Convolutional) 
slow frequency hopping (217 hopsjs) 
In an experimental DMS 90 system, a DFE was used and the performance from 
field trials was shown to be as good as a conventional 16 Kb/ 8 FDMA system. Even better 
performance can be achieved with the Viterbi equalizer because it can handle twice as much 
dispersion as the DFE. 
6.4.5 GSM-System 
In August 1987, thirteen European countries signed an agreement for a common cellular 
mobile radio system to be in operation in 1991. The Pan-European system is called the 
GSM-system [18], named after the CEPT group responsible for the specification, and will 
allow roaming throughout the whole of Europe. 
In the GSM-system, eight users are multiplexed on each carrier. In addition, slow 
frequency hopping is used with interleaved channel coding and GMSK modulation. Fre-
quency hopping is an add on feature intended to enhance the capacity of the system for 
reasons outlined in the next section. The GSM-System is similar to SFH 900 and DMS 90, 
and has been adopted as the European standard. The basic characteristics of this system 
are listed in Table 6.5. 
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The channel coder is a constraint length 4 convolutional code. The code is interleaved 
over 8 time slots (or 8 hops). More sensitive source bits are protected more than the less 
sensitive ones. For the most sensitive source bits, the code rate is 2/3. The GSM-system 
can operate at very low E11/N0 values, typically about 10 dB. Furthermore, a C/1 ratio of 
10 dB is sufficient, which is about 8 dB lower than the analog AMPS system. This results 
in better capacity due to better channel reuse. In the GSM-system, a 3 cell per cluster 
structure is used as opposed to a 7-cell reuse pattern in AMPS. The number of channels 
per cell sector is increased from 45 to 104 over the AMPS system. 
Since the GSM-system is very new, little additional information is present in the 
literature currently available. However, contributions in very recent (e.g. 38th IEEE Vehic-
ular Technology Conference, 15-17 June 1988) technical conferences tend to indicate that 
there will be significant literature available on the GSM-system in the near future. 
6.5 Comparison of Spectral Efficiency 
Evaluation of the spectral efficiency of spread-spectrum systems is very complicated illus-
trated, for example, by the efficiency analysis of the SFH 900 system [16]. Furthermore, 
it is very difficult to find a fair evaluation of the spectral efficiency of spread-spectrum 
systems. There is no set standard in the literature for comparing these systems amongst 
themselves or other multiple-access schemes. Some authors, in particular Muilwijk [21], 
claim outright that spread-spectrum is less efficient because it is asynchronous. However, 
this is not always true. With MATS-0, the information transmitted from the base station 
to mobiles is available in trunked form and therefore can be synchronously transmitted on 
a common carrier. Also, a recent and detailed study of the SFH900 system tends to suggest 
that spread-spectrum can provide an improvement in spectral efficiency over conventional 
FDM/FM systems [16]. 
The measure of spectral efficiency commonly used in the literature for spread spec-
trum systems is defined as the number of users per cell per 30 KHz of bandwidth, i.e., 
U
30 KHz 
'11 = w 
where m is the number of cells in the system, U is the average number of users per cell, 
and W is the one-way transmission bandwidth. In a multicell system '11 is reduced by the 
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As a word of caution, note that the above definition of spectral efficiency does not account 
for the spatial density of the users. 
For a conventional FMD /FM system having a channel spacing of 25 KHz and with 
21 cells/cluster, as proposed by Ericsson, '1m. = 5.71 % [17}. Ericsson's FMDA system 
with 25 KHz wide radio channels, 9 cells/cluster and 16 Kb/ s digital voice coding has a.n 
efficiency of '1m. = 13.33 % [17]. Finally, the DMS 90 system developed by Ericsson has a 
spectral efficiency of '1m. = 32.4 %. It was shown by Yue [7], that the spectral efficiency of 
the system proposed by Cooper and Nettleton was 8.4 %. Unfortunately, it is difficult to 
draw conclusions from these numbers. A more useful method of determining and comparing 
spectral efficiencies of various modulation and multiplexing schemes is presented in the next 
chapter. 
6.6 Unresolved Issues 
There still remain several open problems that must be solved to obtain efficient spread-
spectrum cellular systems. The problem of designing spread-spectrum cellular systems 
can be divided into two parts; the first is the unique aspects associated with the cellular 
application, and the second is the design of the spread-spectrum multiple-access system 
within each of the cells. Both of these aspects require further research. 
Within a cell, spread-spectrum cellular systems are essentially spread-spectrum packet 
radio networks. Spread-spectrum packet radio networks are used in a variety of applica-
tions other than land mobile radio, ranging from indoor wireless networks to satellite relay 
networks. Although single-user spread-spectrum systems are fairly well understood, the 
design of spread-spectrum networks is a new area of research with relatively few published 
results. It is still unclear, for example, how to optimize the tradeoff between the processing 
gain and code rate, and the best choice of retransmission policy. These issues are currently 
under investigation [23]. 
The design and analysis of effective protocols for voice-data transmission in spread-
spectrum cellular systems is also important . Currently, cellular systems in North America 
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are only used for voice transmission. However, it may be desirable to provide (limited) 
ISDN capability in the future. 
6. 7 Technology Requirements 
The biggest drawback of spread-spectrum systems has always been the cost. Typically 
the hardware cost is very expensive because hopping frequency synthesizers are required. 
The cost of these synthesizers, however, depends upon the bop rate. The SFH900 system 
alleviates this problem by hopping at a rate of only 250 hopsls. Settling times for current, 
state of the art, frequency synthesizers are on the order of 4 - 5 p.s. The SFH900 system 
allows 100 p.s for settling time. A prototype of this system indicated that fixed and mobile 
equipment can be produced at a low cost with today's technology [16]. 
The MATS-D system uses DS spread-spectrum. Prototypes of this particular system 
have been constructed using, whenever possible, commercially available components. A 
technology study for the wide-band DS transmission scheme used in MATS-D has shown 
that the complexity of implementation will be comparable to that of the analog FDMIFM 
systems currently in use. 
The OMS 90 and, obviously, the GSM-system are economically feasible. Both of 
these systems use slow frequency hopping, with 125 hops Is for the former and 217 hops Is 
for the latter. It has also been proposed by Ericsson that the GSM-system use a 16-state 
Viterbi equalizer [18]. The complexity of this equalizer is within the capability of CMOS 
technology for low power hand-held portables. 
6.8 Concluding Remarks 
In this chapter, spread-spectrum has been considered as a possible multiple accessing tech-
nique. Some basic conclusions concerning spread-spectrum are as follows: 
• There are three basic multiple-access techniques, time division multiple-access (TDMA), 
frequency division multiple-access (FDMA) and spread-spectrum multiple-access (SSMA). 
SSMA by itself is less efficient than either TDMA or FDMA because SSMA is an asyn-
chronous nonorthogonal multiple-access technique. However, SSMA may make up for 
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the reduction in multiple-access efficiency by reducing the C /I requirements on the 
channel. 
• Most spread-spectrum systems that are proposed for mobile radio system use fre-
quency hopping as opposed to direct sequence spread-spectrum signaling. Several 
second generation European systems as well as the Pan-European GSM-System use 
frequency hopped spread-spectrum. 
• Spread-spectrum is very useful as an add-on feature for mature cellular systems to 
increase capacity. The amount of capacity improvement that can be obtained depends 
upon the particular system under consideration. The main reason for achieving the ca-
pacity increase is the inherent frequency diversity that is present in frequency hopped 
spread-spectrum systems. Achieving this diversity advantage requires a digital mod-
ulation scheme with interleaving and forward error correction coding. 
• FH spread-spectrum should not be used as an overlay on an existing analog FDM/FM 
cellular system. Unacceptable interference will result for the subscribers using analog 
FDM/FM. 
• It is possible to use direct sequence spread-spectrum as an overlay on an existing 
cellular system. The introduction of such an overlay will essentially increase the 
level of background noise present on the channel. Each additional spread-spectrum 
user adds an equal amount of background noise. The power spectral density of the 
background noise is simply the transmitted power divided by the spread-spectrum 
bandwidth. Since most cellular mobile radio systems are interference limited, this 
increase in the level of background noise may not have a significant effect on the 
performance of the subscribers using FDMA or TDMA. 
• Direct sequence spread-spectrum systems could use a RAKE receiver for effective 
performance. The RAKE essentially provides a diversity gain. 
• Direct sequence spread-spectrum systems would require power control on the uplinks 
because of the near-far problem. Power control is not required on the downlink. 
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7 Evaluating Spectral Efficiencies 
7.1 Introduction 
To date, many methods have been proposed for evaluating the spectral efficiency of proposed 
cellular systems. These methods range from pure speculation, sophisticated mathematical 
derivations, simulations, to field trials. This chapter presents a thorough approach for eval-
uating the spectral efficiency of cellular land mobile radio systems. The approach accounts 
for all the pertinent factors within a cellular network and is based upon the results presented 
by Lee [1] and Hammuda et al. [2]. 
7.2 Measures of Spectral Efficiency 
Two measures of spectral efficiency appear to be adequate and appropriate for cellular 
mobile radio systems. The first is 
ErlangsjMHz/Km2• (7.1) 
The second, and perhaps more conceptual measure, is in terms of 
Voice ChannelsjMHzjKm2 • (7.2) 
These two measures of spectral efficiency are directly related. The conversion from one to 
the other is easily obtained given the blocking probability and holding time on the channels 
in the system. Only the second measure is discussed in detail in this report. 
To compare the spectral efficiencies of different cellular systems, the quality of service 
must be included. The service quality basically consists of three categories. 
• Coverage The percentage of the total area for which service is available. 
• Grade of Service The blocking probability or waiting time for requested service. 
• Interference Levels How much interference the system can sustain for a particular 
degree of voice quality. 
Only the last two are pertinent, and therefore a reference must be established in 
terms of the grade of service and voice quality for comparing different systems. 
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In a cellular land mobile radio system two main parameters determine the spectral 
efficiency, the modulation technique and the multiple-access technique. The efficiencies of 
the modulation and multiple-accessing techniques can be decoupled and treated separately. 
7.3 Efficiency of Modulation Techniques 
Assume the following definitions: 
'1m .- Modulation efficiency in channels/M Hz/ Km2 
Bt .- Total bandwidth available to the system in M Hz 
Be Voice channel spacing in M Hz 
N .- Number of cells per cluster 
A .- Cell area in K m 2 
The spectral efficiency of a modulation scheme is given by 
'1m 
Total number of channels available to the system 






From equation (7.3), the efficiency '1m is the inverse product of two factors, the 
channel spacing Be and the cluster area (N ·A). By using cell splitting the cluster area can 
be made very small, hence increasing efficiency. Cells as small as 1 K m may be possible with 
today's technology. However, decreasing the cell size increases the cost of the infrastructure. 
The relative efficiency between two modulation systems x and y is 
(7.4) 
Since a cellular system is interference limited, the cell area is independent of the amount of 
power transmitted and the modulation scheme used [2] . Therefore, 
(7.5) 
96 
Obviously, the number of cells per cluster is an important parameter. The co-channel 
reuse factor is defined as Q = D I R, where D is the minimum co-channel cell separation 
and R is the cell radius. For a hexagonal geometry Q = vaN where N can only take on 
values 1, 3, 4, 7, 9, 12, 13 · · · etc. 
As mentioned, the spectral efficiency is dependent upon the subjective voice quality. 
The voice quality in turn specifies the required carrier-to-interference ratio (0 I I). The value 
of C I I is a function of Q. This functional dependency is dependent upon the interference 
model being used. 
In general, however, two main categories of interference models are discussed in the 
literature. The first group is based solely on geographical considerations, while the second 
is based on statistical models that include the effects of path loss and shadowing. It was 
concluded by Hammuda et. al. [2] that a geometric model that accounts for the first tier of 
interferers (6 interferers) is the best for the following reasons. 
• Geometric models are easier to use. The main drawback of the statistical models are 
their complexity and in the unrealistic assumption of a single interferer. Attempting 
to account for more than one interferer makes them even more difficult to use. 
• The geometric model with six interferers (closest neighbors) is a good compromise 
between a model with one interferer and a model with an infinite number of interferers. 
• The effect of path loss and shadowing can be included in the C I I value, by perform-
ing subjective measurements for various modulation schemes under realistic channel 
conditions. 
• The statistical models tend to give pessimistic results. 
Fig 7.1 compares the C I I requirements for the different co-channel interference models. 
Using the geometric model with six interferers gives [1,2] C I I = Qa 16 resulting in 
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and the relative efficiency is 
(Bc)v. (C I Iv)2fa 
fJ,.= (Bc)z·(Cilz) 2fa" 
(7.7) 
Suppose that two systems have the same efficiency so that fJ,. = 1. Then, by using (7.7), 
we can write 
(Bc)z = ((CII)z)a/
2 
(Bc)v (C I I)v (7.8) 
With a = 4, equation (7.8) states that on the basis of equal spectral efficiency, if the 
bandwidth is reduced by a factor of 2, the required C I I must increase by 4 times to 
maintain the same quality. 
'1.4 Efficiency of Multiple-Access Techniques 
There are three basic kinds of multiple-access techniques, (i) frequency division multiple 
access (FOMA), (ii) time division multiple-access (TOMA) and, (iii) code division multiple-
access (COMA). All of these have been discussed earlier in the report. All of these techniques 
have an efficiency of unity, provided that the signals transmitted by the different users in 
the system are orthogonal. However, this will be difficult, if not impossible, to achieve. 
For example, with COMA the spreading sequences for asynchronous transmission are not 
orthogonal. Also, FOMA and TOMA require guard bands and guard times, respectively. 
For FOMA, the efficiency is 
Bc•Ma 
'It= Bt ~ 1, 
where Ma is the total available number of voice channels. 
For wide-band TOMA, the efficiency is 
T•Mt 
'It = ---;y- ~ 1, 
(7.9) 
(7.10) 
where Tis the slot duration, Tis the frame duration, and Mt is the number of slots available 
for voice transmission in a frame. Mt may not be equal to the total number of slots in a 
frame, because some of them may have to be dedicated to synchronization sequences and 
other purposes. 
For narrow-band TOMA, 
T•Mt Bu·Mu 
'It = ---;y- . Bt ~ 1, (7.11) 
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Table 7-1 Spectral Efficiency of Some Cellular Schemes, from [2] 
s a.- ..... required Relative o-.a -.. efficiency Trunking ~ C/1 ~ effiCiency ~H;)" (dB) (Ot~Km· {to efficiency (E/WHz/Km1 25kHz/F"M m 
TACS/FM 25 18-19 1.82 1.0 >0.95 1.47 (W.oo..,..d) 
AMPS/FM 30 17-18 1.52 0.84 >0.95 1.19 (IHo.....,d) 
ACSB/5kHz 5 20 7.10 3.90 >0.95 6.57 <--> 
CD900 
72 11-12 1.47 0.81 -0.80 0.94 TOWA/Divital (IHo ....... ) 
SFH900 
75 7 1.42 0.78 -0.75 0.83 Sprea~io~~~ctrvm {tletMd) 
NB/FDt.IA/Oigito 10 15 7.96 4.37 >0.95 6.21 (AT *T l'n>poeol) (Some-.) 
OMS-90 
30 ~:.Jl 3.54 1.95 -0.80 2.58 .. ~(Propoool ,., • ) 
where Bu is the bandwidth available to a user during its slot time and Mu is the number 
of users sharing the same time slot, but having access to different frequency bands. 
For COMA, the efficiency is much more difficult to calculate because it depends upon 
the spreading sequences and spreading technique (direct-sequence or frequency-hopped) 
being used. However, the efficiency can be written as 
r · Mt · Bu · Mu 
'It~ T · Bt ' (7.12) 
The efficiency of COMA may be as low as 0. 70. 
The overall spectral efficiency is simply given by the product of the modulation and 
multiple-accessing efficiencies 
'1 = 'lm'lt· (7.13) 
Table 7.1 compares the spectral efficiency of several existing and proposed cellular systems 
for a cluster area A = 3 K m and propagation law a = 4. 
7.5 Spectral Efficiency of Digital Cellular Systems 
For a digital cellular system, two parameters must be specified, the bandwidth occupancy 




. Ch S _ Voice channel bit rate (Kbls) 
quw. · pac.- Modem speed (blsiHz) · (7.14) 
The required C I I is then subjectively determined. The values are then used in the equations 
in section 7.3. 
For a digital cellular system, we have 
(7.15) 
where Eh is the energy per bit, Rh is the bit rate, E. is the energy per modulated symbol, 
R. is the symbol rate, and C is the carrier power. Consider two systems having 'lr = 1. 
Then using (7.15) in (7.8) gives 
(¥ )z _ (B~12 )11 
( E~R,) II - (B~/2)z. (7.16) 
However the interference level is the same independent of the different modulation schemes. 
Also, there is a linear relationship between R. and Be. That is 
(7.17) 
where k is a constant. Hence, using (7.17) in (7.16) gives 
(E.)z (B~/2+1 ) 11 
(E.)II = (B:/2+1)z · 
(7.18) 
When a = 4 equation (7.34) states that if Be is reduced by half the required energy per 
symbol or bit increases by 8 times. This relationship is important when designing a cellular 
system. 
'1.6 Determining the Required C /I 
The precise definition of the required C I I is [3]: "The level at which 75% of the users state 
that the voice quality is either good or excellent in 90% of the service area." All required 
values of C I I must be determined by using this standard, or any other common standard, 
if meaningful comparisons are to be made. There are basically three ways to determine the 
C I I requirement. 
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• Mathematical Derivation: This is very complicated and many simplifying assump-
tions have to be made to make the analysis tractable. It can be very costly. 
• Subjective Measurements: This involves human perception of the voice quality. 
Measurements are performed under realistic operating conditions, but the fielding of 
an entire system is not required. Simulations may be useful for this technique. 
• Field Trials: This involves an entire fielded system and can be very expensive. It is 
useful for systems already in operation. Subjective human tests are used to determine 
the required C /I values. 
Of the above three methods subjective measurements are probably the most useful when 
choosing future systems. 
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8 Conclusions and Recommendations 
In the preceding chapters we have examined the design of an expanded and enhanced 
cellular mobile radio telephone system from the point of view of channel characterization, 
voice coding, analog and digital modulation, multiple access, and overall spectral efficiency. 
Consideration has been given as to how the system may evolve from the existing system 
into a future system that will meet the demands of an expanding market. 
Here we will attempt to draw on what has been developed above to bring into focus 
the aspects of the system design which will dominate the development of the system. 
First we examine the issue of overall spectral efficiency. It is clear from the results 
that have been published over the last several years that the dominant parameters in the 
determination of overall spectral efficiency for a cellular radio system are the signal-to-
interference ratio, C/1, required for good operational quality, and the number of cells per 
cluster. The lower the C/1 requirement and the smaller the number of cells per cluster, 
then the larger the overall spectral efficiency. 
Improvement in efficiency can be considered from both the short term point of view 
and the long term point of view. In the short term, it may be appropriate to modify the 
existing analog system to gain a small improvement; this is particularly true in cities where 
the present system is approaching saturation. A short term analog system improvement 
may be needed for saturated systems prior to the appearance of digital systems. In the 
longer term it is clear that the existing analog system will be phased out and be replaced 
by a digital system. This will be necessary to allow the cellular system to be compatible with 
the ISDN system with which it will have to interact to provide advanced user services. In 
addition it is becoming clear that the digital cellular mobile system will be more spectrally 
efficient than the present analog system. 
8.1 Short Term Improvements 
Improvement techniques mentioned above for analog systems are as follows: 
• Reduced Bandwidth Systems 
• Overlay /Underlay Systems 
103 
• Cell Splitting 
Of these techniques the most suitable is the overlay /underlay technique. This approach 
is very promising since it does not require the modification of the mobile units. A pilot 
program to experimentally determine its effectiveness should be undertaken if this has not 
already been done. This overlay /underlay technique will require modification of the switch-
ing and handoff techniques and the frequency assignments, but it should be transparent to 
the subscribers. The factor of 1.57 improvement may justify the effort, and a cost/benefit 
analysis of this technique should be carried out. 
A modification of the system to use spatial diversity is possible. It would be neces-
sary for the mobile units to use two antennas with some form of combining; this may be 
effective, but no clear study of the ultimate effectiveness of a space diversity technique in the 
interference limited environment of the cellular mobile system is known. Detailed analysis 
of diversity improvements have been developed for fading environments. Since the cellular 
environment is a fading environment the use of diversity is perhaps indicated. However it is 
not clear how well diversity will perform in the cellular system, because the limiting feature 
of the cellular system performance is not fading but rather interference. Hit were possible 
to obtain a 6 dB C/1 gain with spatial diversity, then a reduced bandwidth system with 
15 KHz channels would be possible. Note however that even if this is possible the entire 
system would essentially have to be reconstructed. For this reason it is not recommended 
that this be considered as a short term measure. It should be considered as a possibility 
in a digital implementation of the system along with other extensive improvements for the 
long term. 
The other viable technique for short term improvement may be to proceed with cell 
splitting strategies originally proposed with the analog system. It is recommended that 
experimental efforts to determine the sequence of cell sizes suitable for application in cell 
splitting beginning with the current cell sizes and working down to the minimum usable 
cell radius. The minimum cell size is to be determined as well. 
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8.2 Long Term Improvements 
For the long term a plan must be developed to move gracefully into a digital cellular mobile 
system. 
8.2.1 Modulation Formats for Digital Transmission 
There are a number of voice coder techniques which will provide good quality speech at bit 
rates of 16 kbitsfs. With binary constant envelope modulation and either FDM or TDM 
multiple access techniques, this results in the equivalent of one digital channel in the same 
bandwidth as an existing analog channel. 
If multilevel modulation is used, e.g. four level modulation, such as QDPSK or 
QPSK with good signal shaping, then two users may be fit into the equivalent of one analog 
voice channel. 
If a more bandwidth efficient modulation technique based on trellis coding or another 
form of modulation utilizing memory and multiple bits per symbol can be adapted to the 
cellular channel environment, then perhaps three or four users may be fit into one analog 
voice channel. No discussion of such techniques is available in the current literature. It 
is recommended that these advanced modulation techniques be seriously studied for this 
application. 
In addition, the existing analysis of modulation formats is mostly directed at perfor-
mance in the presence of additive white gaussian noise and on fading dispersive channels, 
while the cellular system is limited by interference from the next channel with the same 
frequency assigment by the very design of the system. Some additional research is called 
for to assess the performance of the candidate systems in the combination of fading and 
cochannel interference. This problem will probably have to be dealt with via simulations 
and actual measurements. It is recommended that the aggresive study of this problem via 
computer simulation be undertaken. 
It may be expected that more efficient speech coding algorithms will be adapted 
to the cellular environment as better digital signal processing power becomes available in 
smaller and more power efficient integrated circuits. If a rate of 8 kbits/s is achieved 
the capacity of a digital system will of course be doubled. It is recommended that the 
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development of such speech coders be anticipated in the overall system design and that this 
development be encouraged. 
A comparison of existing system recommendations is given in the table on page 100, 
taken from reference [2] of Chapter 7. This table involves a number of assumptions but it 
seems to give a fair comparison of the techniques listed. The GSM-system is quite similar to 
the DMS-90 system listed. The factor of approximately 2 difference in the DMS-90 and the 
NB/FDMA/ Digital system is apparently due to the fact that the latter is using a multilevel 
modulation technique QDPSK instead of binary GMSK." 
8.2.2 Voice Coding 
There are several issues that must be considered in the choice of voice coding techniques 
for the cellular mobile environment: 
• bit rate required for acceptable quality 
• performance in the normal automotive background noise 
• channel error protection required 
• performance in tandem with itself and other voice coders 
• provisions for privacy 
• complexity 
• compatibility with voiceband modems 
.A13 discussed in Chapter 3, the bit rate requirements currently range from about 12 
kbits/s for a subband coder to around 6 or 8 kbits/s for a CELP coder. The possibility of 
achieving rates as low as 4800 bits/sis very clear. 
The laboratory studies of voice coding may utilize an input signal which is clean 
compared to a signal obtained in a typical automobile interior. There will be a disruptive 
noise background due to the traffic and engine audio noise as well the typical automobile 
electrical noise background. There will likely be multiple conversations among the occupants 
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of the automobile which may contribute to this background condition. The voice coder will 
need to receive its input in a way that allow it to operate properly in spite of these conditions. 
The voice coded systems are rather robust in the presence of channel bit errors for 
the high bit rate coders and less robust as the natural redundancy of the speech input is 
more effectively removed by the coder. 
AB detailed in Chapter 3, the error protection should be imbedded in the voice coder, 
with more protection assigned to the more important parameters. This is especially true 
for the current generation of voice coders. AB the coders improve to allow more efficient 
representation of the speech, it will be necessary to provide more complete error protection 
and more of the final transmitted bit stream will be devoted to error protection than in 
the present coders; that is, if the coded speech is at a very low rate it will be necessary to 
protect the data stream almost as if it were an arbitrary data stream. 
In any system a final error check and interpolation and muting of the output speech 
of the character now done in compact audio disc systems will potentially improve quality 
under fringe conditions and deep fades. 
Since the coded speech is a digital data stream, it will be possible to utilize some 
form of privacy coding or encryption of the stream to assure confidentiality to the user. 
A very important point in this area is that the encryption is likely to be very sensitive to 
the bit error rate on the channel. H the voice coder utilizes imbedded error protection, 
it is not possible simply to tandem an encryption system, perhaps supplied by the user, 
for the encryption system would see the raw uncorrected channel error rate and degrade 
catastrophically. The ecryption system must be placed in the system so that it sees the 
corrected or protected data stream. IT the correction is imbedded in the voice coder the 
encryption must be imbedded also. It is recommended that a study be performed to find the 
most effective, flexible, and user friendly form of encryption for this particular environment. 
It is also important to note that most of the proposed voice coders, particularly 
the more efficient ones, do not tolerate tandem connections with themselves or with other 
speech digitization systems. This will limit the incorporation of most systems into the 
existing telephone network. IT it is necessary to convert the signal to analog or even 64 
kbits/s PCM, and then back to analog or PCM or to 32 kbits/s ADPCM, perhaps several 
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times, and then eventually back to cellular digital format for a final mobile destination, 
then quality may be degraded to an unacceptable level. Application in the future ISDN 
environment may be easier, but even here unless the bit stream is treated as a data stream 
and its integrity maintained all the way to a final mobile unit some intermediate conversions 
will have to be tolerated. For a fixed to mobile call the voice digitizer will have accept a 
PCM or ADPCM (or whatever system is used eventually for fixed stations) input. For a 
mobile to fixed call the conversion to the fixed station format must be acceptable. H the call 
is mobile to mobile it either must be identified as such and not converted until it reaches 
is final destination or it must survive at least two conversions en route with acceptable 
degradation. None of the proposed systems seems to have addressed this issue at all. 
Although complexity of the voice coder is an issue, it is presently possible to im-
plement the coder and the error protection reasonably using one of the currently available 
special purpose digital signal processing integrated circuits. New error protection coders on 
single chips are announced frequently. It should be expected that if a volume equal to that 
of the present population of mobile users is anticipated, it is reasonable to expect most of 
the systems can be tailored to be implementable in VLSI form with some general purpose 
DSP chips and perhaps a few special purpose chips. 
It is recommended that research address the above issues on a broad front, including 
the bit rate reduction issue, but not limited to bit rate efficiency, as the other issues listed 
above may restrict usable rates in themselves . The privacy issue deserves special attention 
as indicated above. Tandeming problems are also especially important. 
As to compatibility with the present generation of voiceband modems it must be 
recognized that the efficient voice coders make extensive of the nature of the voice signal. 
The features which make the voice coder efficient also make it incompatible with present 
voiceband modems. Therefore it is not recommended that any attempt be made to retain 
this form of compatibility. 
8.3 Multiple Access Techniques 
The multiple access arrangements to be considered include: 
• Time Division Multiple Access (TDMA) 
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• Frequency Division Multiple Access (FDMA) 
• Code Division Multiple Access (CDMA) or Spread Spectrum Multiple Access (SSMA) 
• Combined TDMA/FDMA or other combinations 
From a purely theoretical or fundamental point of view all of these systems provide 
the same channel capacity. However, from the point of view of a well engineered, flexible, 
cost effective implementation which can evolve from the present system, interoperate with 
the present system, and handle future requirements as needed, there is substantial room for 
companson. 
Several different multiple access techniques have been proposed, as discussed in Chap-
ter 7. These include a spread spectrum downlink(base to mobile) and FDMA uplink(mobile 
to base), narrowband FDMA, wideband TDMA, and narrowband TDMA. Past studies have 
treated wideband spread spectrum systems for the uplink and downlink. 
A detailed consideration of overall situation shows that a 30 Khz channel bandwidth 
is desirable both to make the system more compatible with the present system and to 
keep the transmitted channel bandwidth well within the coherence bandwidth of the fading 
cellular channel so that adaptive equalizers will not be required. The narrowband TDMA 
system is more flexibile in today's and tomorow's environment, and will be less expensive to 
implement at the base station level and not more expensive in the mobile units. For these 
and other detailed considerations it is recommended that the narrowband TDMA format be 
adopted for the next generation of digital cellular systems. The advantages offered include: 
• lower cost for the base stations and perhaps the mobiles. 
• lower power consumption. 
• more flexibility for future evolution with new technology. 
• a very graceful transition from the current AMPS system to a digital system. 
• flexibility for offering future ISDN-like services. 
The following very long term consideration is noted. The cellular mobile system is 
by design an interference limited system. The effectiveness of spread spectrum systems 
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is most noted in the ability of the spread system to cope effectively with the intentional 
jamming interference of an adversary. The systems currently in use have no particular 
features or capabilities for dealing with interference effectively. There are many obstacles 
in the way of the application of spread spectrum techniques on a fading multipath mobile 
network. Nevertheless it would seem that some format should exist for a very effective 
spread spectrum system. It is recommended that fundamental research to determine this 
format be undertaken. 
8.4 Implementation 
There are several issues involved in the implementation of the digital cellular mobile systgem 
and in the implementation of any near term expansion of the current AMPS system. The 
issues of cost, reliability, ease of use, and customer acceptance will apply to any system. In 
addition, since the cellular system is part of the overall telephone network, future flexibility 
must also be considered. 
The design of an expansion of the AMPS system should if possible be transparent 
to the mobile units to avoid the expense and customer annoyance of the conversion or 
replacement of these units. This is particularly true if the expansion is expected to be 
rapidly superseded by a further move to a digital system. Any expansion technique which 
would not enhance the next change into a digital format should be avoided. 
Since multiple system changes are being considered it is essential that any changes 
be implemented in such a flexible way that the subsequent changes are anticipated and 
planned for in the first step. The change into an AMPS expansion should be a first step 
on the direction of a digital implementation. In order to accomplish this, it is necessary 
to provide for a radio frequency (RF) unit which could be used in either the expanded 
analog or the next generation digital system. In addition it would desirable to convert to 
a digital implementation format at the first point in the system where convenient sampling 
rates and analog to digital conversion are possible. From this point generic special purpose 
digital signal processing hardware should be used to allow future changes in this portion 
of the system to be implemented by software changes to the largest extent possible. Any 
design not exhibiting such flexibility should have a strong cost advantage, since its life will 
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be short. 
A factor which has not been mentioned anywhere as yet is the possibility of utilizing 
the subcarrier data capability of the broadcast FM industry. For example, the paging 
function of the cellular network could equally well be accomplished via a paging channel on 
an FM broadcast station subcarrier. In addition, it is possible that a network timing signal 
could be distributed to both mobiles and base stations via a subcarrier transmission. 
8.5 Evolution to a New System 
In the evolution of the present analog system to a new digital system and the future evolution 
of the digital system to function efficiently within the ISDN network the following major 
issues will have to be treated: 
• interoperability between any new system and the existing system. 
• graceful phase-out and changeover from the existing system into the new system. 
• standardization issues within the industry both in the same area and across area 
boundaries. 
Interoperability ideally should mean that any existing mobile unit should continue to operate 
without prejudice as to quality or availablilty of service. 
Phase-in of new systems can be accomplished by assigning small groups of channels in 
each cell to the new technique. The available channels are thus partitioned into two groups, 
new system channels and old system channels. This partitioning technique is frequently 
suggested but it does not meet the criterion stated above. Precise partitioning details 
would necessarily depend on the digital system characteristics. 
In a nonpartitioned approach it is essential that each channel be operable in either 
mode. Both the base stations and the new mobile units would have to be capable of dual 
mode operation if this is to accomplished. 
An obvious possibility is that an industry standard be set for both the new system 
and the phase-in approach. 
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A unit capable of dual mode operation can be designed in two ways: following a 
common RF unit, (1) a pair of separate systems would be required to perform the neces-
sary functions of the analog FM set and the new digital format, or (2) one unit capable of 
performing either set of functions may be designed. The second alternative iB possible uti-
lizing the latest DSP chips and implementing the analog FM receiver with digital hardware. 
Essentially the same hardware could then be set up to perform either set of functions on 
command of the network. The same unit could also perform other functions related to data 
handling or other future requirements; it could even be arranged to accept new assignments 
via programs downloaded from the network. 
H a system is designed with the level of flexibility described above the standards 
issue is also reduced to a handleable problem. Only two standards need be accomodated: 
a minimum radio-frequency interface standard and a minimum digital interface standard. 
The radio-frequency interface would be defined by specifying potential channelization 
of the allocated frequency resource. The center frequency and bandwidth assignments 
chosen should be flexible enough to allow any system currently being proposed or reasonably 
anticipated to operate without prejudice. Some systems might use all of the bands and 
center frequencies, while other systems might use only a fraction of the set. It would 
be probably be desirable to specify allowable power levels and amplification classes as well. 
However the goal should be to provide a minimum RF interface standard such that minimum 
restrictions are placed on the industry, operators and manufacturers alike. 
The digital interface standard should be specified so that a variety of components 
and digital implementations can interoperate. Again a minimum interface that the entire 
industry could design against for the forseeable future should be the goal. In the digital 
speech context, for example, different systems could be allowed to interoperate if appropri-
ate arrangements are made to reconfigure the system for whatever area it happens to be 
operating into; the base station or the mobile could adapt as appropriate, under network 
control. 
It is recommended that the appropriate industry bodies, including both manufactur-
ers and operators and other interested parties, be organized to set such minimum interface 
standards at the RF and digital levels as soon as possible. 
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