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特集[I)
グリッド技術の動向
次世代インターネット利用の中核技術になるか-
情報通信ユニット亘理 誠夫
1.はじめに
最近 「グリッド」という言葉を 近では、計算パワーの共有化だけ よって、研究、標準化、ビジネス
見る機会が多くなってきた。グリ でなくデータや大規模実験装置な 化が勢力的に進められている。
ッド技術とは、ネットワークを介 どの共有化技術が研究されてお 本稿では、今注目されているグ
して計算資源をいつでも必要なだ り、高エネルギー物理や宇宙科学 リッド技;術やそのプロジ、ェクトを
け利用できるようにする技術であ など巨大科学研究を進めるための 紹介し、この技術の日本の強み弱
る。もともとグリッドは、電力の 基盤と して注目されている。また、 みを述べ今後の課題を述べる。
送電線網のことを指す言葉で、発 IT (情報通信技術)とバイオ、ナ 尚、「グリッド」という言葉は、
電機のことを気にせずコンセント ノとの融合領域でも、グリッドが スーパーコンピュータの利用技術
から電力を自由に使えることか 有効なツールとして注目され、欧 から発展してきたため、当初グリ
ら、この名前がついた。 米では、多くのグリッド応用プロ ッドコンビューテイングと言われ
グリッド技術を用いて優れた性 ジェク トが開始されている。この ていた。しかし、グリ ッドが発展
能を出した例が出現して注目され ようなグリッド技術が科学研究の し、 単にコンビューテイング(計
始めた。ネッ トワークに接続され スタイルを変えていくとも言われ 算)のみならず、大規模データや、
た複数の高性能コンピュータをー ている。 特殊実験装置の共有化する利用環
つの巨大なコンビュー タのように このグリッド技術は、インター 境までを含むようになったため、
使用したり、多数のパソコンの遊 ネット利用を一段階広げていく技 本稿では、広い意味で捉えて、グ
休時間をイ ンターネットを介して 術とも考えられ、世界中の多くの リッドと呼ぶことにする。
収集し、スーパーコンピュータ並 研究者、技術者、コンピュータメ
の計算をさせている。さらに、最 ーカー、ソフ トウェアベンダーに
2.グリッド技術の狙い
グリッドの概念は、電力供給の
ユーテイリティモデルのように、
計算資源や情報資源をネッ トワー
クを介してユーザーに必要なとき
必要なだけ使える環境を提供する
ことにある。もう少し厳密な定義
をすると「グリッドとは、ネット
ワーク上に分散した多様な計算資
源や情報資源(コンビュー夕、記
憶装置、可視化装置、大規模実験
観測装置)を仮想組織のメンバー
が一つの仮想コンピュータと して
利用する環境Jとなる。具体的に
は、図表1に示すように、ネット
ワーク上にある計算資源や情報資 ア①が動作し実現する。さらに、
源を仮想コンビュータとして捉 自分がプログラミングした所望の
え、それを利用するために、現実 計算を実行する(計算サービス)
の組織を超えてある目的のために だけでなく、他のサイトにある有
造られた仮想的な組織のメンバー 用なプログラムやデータを利用し
として登録して、利用する。これ て自分の目的にあったデータの処
らの機能は、それぞれのサイトに 理-加工をする(アプリケーショ
埋め込まれたグリッドミドルウェ ンサービス)ことが可能である。
周書冨言弟関
①ミドルウェア
osなどの基本ソフトウェアと応用ソフトウェアの中間に位置するソフトウ
エアで、 osには含まれないが、多くの応用ソフトウェアにて共通に利用され
る基本的機能を実現するソフ トウェア群を指す。
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目璽 ーザー認証リジョブ、管理川スケジュー リング
このようなグリッドを構築する ζ唇Eグリッドのイメージ
ことによる効能は、第一に、科学
者・技術者に分散環境での効率の
よい共同作業のツールを与えるこ
とである。例えば、 EUのData
Gridでは、世界各国の3000人の
高エネルギ一物理学者がグリッド
上でデータやプログラムを共同開
発し、共同利用して研究の効率を
上げつつ、研究競争が行われてい
る。巨大科学研究では、実験装置
やデータの巨大化、大規模計算へ
の要求が顕著であり、研究効率向
上のためにも研究資源の共有化が
??
求められている。
効能の第二は、分散資源の有効 発生してもネットワーク上の他の
活用、使い勝手の向上である。例 装置に負荷を分散できる。個々に
えば、ネットワーク上の遊休資源 はピーク時の最大負荷に耐えられ
を活用して、スーパーコンビュー る設備を持つ必要はなく、ネット
タ並の計算能力を得たり、資源を ワーク全体として耐えられる設備
ネットワーク上で共有化して、ー を準備すればよい。また、個々の
カ所では得られない大規模な資源 装置がダウンしてもシステム全体
として利用することを可能とす としては運用が持続しており、信
る。ただし、この場合、ネットワー 頼性が高くなる。ある部分が集中
クの速度を十分考慮しないと、デ 的にサイバーアタックに狙われた
ター転送に時間が取られ、高速な 場合も、その部分を切り離し、業
計算性能が得られないことがある。 務・サービスは他の部分にて対応
効能の第三は、負荷分散と信頼 可能なため、危機対応としても有
性向上である。資源が分散化され 用である。
ているので、個々に大きな負荷が ところで、グリッド技術は、コ
ンピュータの高性能化技術ではな
く、コンビュータの利用J支柿fであ
る。「グリ ッドがあれば大きなス
ーノfー コ ンビュータはいらない」
「大きなスーパーコンビュータが
あれば、グリッドはいらない」な
どは言呉角平である。ネットワークを
介すると計算効率が著しく低下す
る種類の計算も多くあり、スーパ
ーコ ンビュータの性能向上は必要
である。グリッ ドにとっても個々
の高性能コンピュータの性能向上
はグリッド全体の計算能力向上に
なる。
3.グリッド技術研究の歴史
グリッド技術は、 80年代のコン
ビュータ遠隔利用研究や分散コン
ビュータ利用研究から発展してき
ているOこれらの研究は、90年代に
入り、理論だけでなく高速なネッ
トワークを用いて実証することも
可能になり、研究が加速していった。
1992年に、米国国立スーパーコ
ンピュータ応用研究所 (NCSA:
National Center for Supercomput-
ing Applications)のCharlieCatlett 
とLarrySmarrが「メタコンピュ
ーティング」という概念を発表1)
し、ネットワーク上に仮想的なコ
ンピュータ環境を構築し大規模な
並列処理を行うシステムの研究を
進めた。 1995年に、イリノイ大
Tom De Fantiとアルゴンヌ国立
研究所の RickStevens等が、 1-
Way ( The Information Wide 
Area Year)プロジェクトにおい
て、最初の大規模なメタコンビュ
ーティングの実験を行った。この
プロジ、エクトでは、広域高速ネッ
トワークにて全米17カ所の計算
センターを結合し、仮想現実実験
など多くのアプリケーションを走
らせるデモを行った。このI-Way
プロジェクトをルーツとして、
1996年にアルゴンヌ国立研究所
Ian Fosterと南カリフォルニア大
Carl KesselmanのチームがGlobus
プロジ、ェクト 2)を開始し、高性能
分散コンビューティングのための
ミドルウェアが開発され、 1998年
には、「グリッド技術Jの概念を
示す青写真3)が出された。ここで
グリッドとは 「ユーザーがコンビ
ュータの所在などを意識すること
なく、いつでも必要なだけ計算資
源を利用できる環境」と定義され
た。
このGlobusプロジェクトにて
開発されたソフトウェアGlobus
Toolkit は、ユーザー認証、 グリ
ッド資源配分管理などグリッドミ
ドルウェアの基本機能を提供して
いる。このソフトウェアは、アル
Science & 
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ゴンヌ国立研究所からオープンソ
ースとして提供され、多くのグリ
ッド構築研究プロジ、エクトで利用
され、事実上の標準となっている。
ただし、このGlobusToolkitは基本
機能のみであり、グリッドを構築
するにはこの他に多くのソフトウ
ェア開発が必要なのが現状である。
周寵説明
②Tera 
10の12乗すなわち、 1兆を示し、 Gigaの千倍でもある。
一方、もう一つの研究の流れと
して、インターネットを介して遊
休CPUを活用する研究がある。
1985年に、 Wisconsin大学の
Miron Livnyが、分散したワーク
ステーションの遊休CPUを使用
して、計算実行を行うことを提案
した。1991年にはCondorプロジ
ェクトの中で、 400CPU相当を集
めることに成功している。1997年
には、 ScottKurowskiがEntropia
社を設立し、 2年後には、イン
ターネットを介して遊休パソコン
Flops並の計算を実現した。
メタ コンピューテイングと遊イ木
CPUの活用は、共に、ネットワー
ク上に分散されたコンピュータを
仮想的に一つのコンピュータとし
て捉える技術であり、グリッドの
要素技術となっている。
一方、日本でも遠隔地からコン
ビュータを利用するグローバルコ
ンビューテイングの研究が進めら
れており、 1994年からは、電子技
術総合研究所(現産業技術総合研
究所)関口智嗣、東京工業大学松
岡聡等を中心に、 Ninf(Network 
Infrastructure for Global Comput-
ing)プロジェクトが開始された。
クライアントサーバ型のグローパ
を集め、当時のスーパーコンピュ ルコンビューテイングとして、ク
ータの最高性能に近い Tera② ライアントがネットワークを介し
4.グリッド出現の背景
グリッドが今大きく発展してい
る背景には、技術シーズが成長し
てきた点と応用ニーズが高まって
きた点がある。技術面でみれば、
最近のインターネットのパックボ
ーンは、国内では10Gbpsクラス、
国際間で 1Gbpsクラスとなり、
いわゆるブロードバンド時代が到
来している。また、インターネッ
トの利用の拡大とともにネッ トワ
ークの高速化、 信頼性の向上が進
み、使い勝手の良いインターネッ
トを介した分散コンピューテイン
グ環境をグリッドが提供できるよ
周言冨書見明
③e-Science 
ITを用いて科学研究を推進加速させること。または、強力なITにより研究
を推進している研究分野を指す。ITとして、インターネット、高性能コンピ
ユー 夕、グリッドなどがあるが、 ITは研究の単なるツールだけではなく、研
究の方法スタイルなども変えていき、例えば、バイオインフォマティックスの
ような新しい研究分野も作り出す。英国の有名なプロジェクトの名前であるが、
そのプロジ、エクトの目指している概念をe-Scienceと言うことも多い。
5.グリッドの応用例
てサーバーに計算を実行させるプ
ロトコールRPC(Remote Proce-
dure Call)の設計と実証が進めら
れた。この研究成果は、現在グリ
ッドミドルウェアの一部として標
準化が検討されており、独立して
始められた同様の研究プロジェク
トであるテネシ一大のNetSolveプ
ロジ、エクトと協力して、精力的に
研究開発が進められている。また、
日本原子力研究所、理化学研究所、
大学の計算センターなどでは、ス
ーパーコンピュータのネットワー
ク遠隔利用、共同利用の研究も進
められてきた。これらは、グリッ
ド技術を発展させていく上での重
要な下地を作ってきている。
うになってきた。
一方、応用面では、 e-Science③
に代表されるようなITを駆使し
た科学研究、バイオやナノテクノ
ロジ研究においてグリッドが研究
ツールとして必須のものとして考
えられ始めている。また、高エネ
ルギ一物理、宇宙科学など巨大科
学は、高価で特殊な実験装置やデ
ータ解析を共有化することで研究
の効率アップを図ろうとしてお
り、グリッドが研究環境の基盤と
して考えられている。
性能コンピュータ (HPC)複数台グリッドは、様々な応用が考え
られており、これからどのような
応用展開が考えられるかグリッド
応用の代表例を説明する。
(A)メタコンヒ。ユーテイング を同時に使用して、 1台では得ら
れない大規模な計算を行う。仮想、
ネットワーク上に分散配置され 的な巨大コンビュータを実現させ
たスーパーコンビュータなどの高 ょうとする。グリッドにて実行さ
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せる計算のタイプとしては、単一
プログラムであるが内部計算を分
散し並列に複数のコンピュータに
て計算するタイプと、同じプログ
ラムを複数のコンピュータに格納
しそれぞれに異なったデータを入
力して並列に計算させその結果を
解析する(パラメータスイープ)タ
イプが考えられる。ネットワーク
のデータ転送はコンビュータ内の
デー タ転送と は桁違いに遅いた
め、グリッドでは計算中のデータ
アクセス範囲が狭いいわゆる粒度
の小さな計算でないと効果が出ない。
(B)研究グリッド(仮想研究所)
る。高速なネットワークを介した
マルチキャスト通信を利用してお
り、テレビ会議システムに比べ、
画質もよくファイル共有など共同
作業を効率よく進めるためのツー
ルが備えられている。
(酎データグリッド
一つの場所には格納しきれない
ような大規模なデータや各地に分
散配置されたデータをネットワー
クを介して遠隔地からアクセス可
能とするもので、 DataIntensive 
Computingとも言われる。このデ
ータグリッドは、現在研究中であ
り、大容量のデータの効率よい格
研究者や研究機関がコミュニテ 納、読み出し、インターネットの
ィを形成し、相互の計算資源、デ 大容量通信などが研究テーマであ
ータ資源、実験装置をネットワー る。ここで注意すべき点は、デー
クを介して共有化する。データを タの転送時間である。超高速ネッ
相互利用することに加えて、各研 トワー クを用いても大容量データ
を利用できる環境を提供する。計
算サービスグリッドは、いわば仮
想コンビューティングセンターで
ある。例としては、東工大キャン
ノTスグリッドカまある。キャンノfス
内に分散設置されたPCクラスタ
(合計約800プロセッサ)と 25
TeraByteのストレージをギガピ
ットクラスの高速キャンパスネッ
トワークを介して利用する。この
他、企業内において、計算センタ
ーを企業内イントラネットで結合
して計算サービスグリッドを構築
している例がある。
この発展形と して、計算サービ
スの事業化が検討されているが、
現状では、課金やセキュリテイの
問題が残っている。従って、現在
は、 大学内に閉じたキャンパスネ
ットや企業内のイントラネットを
使用して実現されている。
究機関がもっている応用プログラ の送信時間は非常に長くなるた (F)ク.リッドASP
ムを相互にカ ップリングして複合 め、データの発生した場所で一次 (Application Service 
シミュレーションすることも可能 解析計算などを行う必要もある。 Provider)
となる。 例えば、欧州原子核共同研究機 グリッドASPとは、高性能コ
従来の遠隔利用は、個別にソフ 関 (CERN)の巨大加速器の実験 ンビュータに整備された応用プロ
トウェアを構築していた。グリッ では、 500研究機関の研究者7.000 グラムを遠隔地からネットワーク
ドではインターフェースが共通化 名が年間に数億回の実験を行い6 を介してデータを与えて実行し、
され、より広範に接続できるよう ~ 8 PetaByteのデータが発生す 結果を得るサービスである。前記
になった。 る。このような高エネルギ一物理 の計算サービスグリッドでは、ユ
例としては、図表2-1に示す の実験データを解析し研究者間で ーザーがプログラムを作成してい
ように米国では高エネルギ一物理 共有するためのグリッドを、欧州、| るが、グリ ッドASPは、既に作
研究GridPhysics Network、核融 の EUData Gridや米国の Grid られた有用なプログラムを利用す
合研究FusionGrid、宇宙観測研 Physics Network (GriPhyN) プ る。さらには、ゲノムデータなど
究 NationalVirtual Observatory、 ロジェク トで開発中である。この 有用なデータセットを利用するサ
気象研究EarthSystem Grid、パ 他、複数の宇宙観測所にて得られ ーピス提供も考えられるO例えば、
イオインフオマティックス研究 たデータから全宇宙を記述しよう 医療データはプライパシ一保護の
Biomedical Informatics Research とする研究でもグリッドが使われ ため外部に出すことはでき ない
Network (BIRN)などがあり、 ており、データグリッドにより巨 が、グリ ッドにより、解析プログ
欧米でも同様のプロジ、エク トにて 大科学を効率よく推進することが ラムをデータベースサイトで実行
グリッドが構築されている。 できる。 させ、その結果のみ得ることなど
(c) Access Grid (劃計算サービスグリッド
Access Gridでは、遠隔地の共 ある組織内の複数の計算サーバ
同研究者と同じ画面、同じ計算結 ーをネットワークに接続し、計算
が可能となる。
(G)デスクトツフ。クリッド
コンビューテイング
果を共有して、共同研究を円滑に サーバーのタイプを意識せずに必 個人のパソコンには空き時間が
スピーデイに進める環境を提供す 要なときに必要なだけ計算パワー 結構あることに注目し、その空き
Sci山
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時間の計算パワーを集めて一つの ており、 40TeraFlops性能のスー 受発注業務を実行させている例も
目的の計算実行を実現する。空き パーコンビュータと同等の計算能 ある。ここでのパソコンは企業内
時間の提供はボランティア的に無 力を得ている。 のイントラネットに接続されてい
償の場合がほとんどであるためボ
ランティアコンビューテイングと
も言われている。
この例としては、宇宙観測デー
タ解析(SETI@home : Search 
Extraterrestrial Intelligence at 
Home)や癌、エイズ、白血病の
新薬開発 (Parabon'sCampute-
against-Cancer， Entropia's Fight-
AidsAtHome， United Devices' 
Cancer Research Project Intel's 
Philanthropic Peer-to-Peer Pro-
gram)などがある。 SETI@home
の例では、 400万人のボランティ
このデスクトップグリッドコン るため、セキュリテイや課金の問
ビューテイングでは、一つ一つの 題は回避できている。
コンビュータの能力は小さくかっ
速度の遅いネットワークにて接続 (H)センサーグリッド
されているため、このグリッドで
対応できる計算のタイプは限定さ ユピキタスコンピューティング
れる。同じ処理を多量の異なる入 環境におけるグリッドの究極の形
力パラメータに対して計算するパ であり、いたるところに置かれた
ラメータスイープ型が向いてい
る。また、ソフトウェアの更新、
セキュリティ、プライパシ一保護、
対故障性(故障しても再開可能)
等の対策が必要である。
最近では、企業内のパソコンの
センサ群がインターネットに接続
さオしそのデータを利用しようとす
る未来のグリッドである。例えば、
遠隔地に配置した多数のセンサの
データを収集解析して地球環境の
モニタリングなどが考えられる。
アがパソコンの空き時間を提供し 空いている計算パワー利用して、
6.グリッドプロジェクト
グリッドは、基礎科学、特に巨
大科学を進める上での重要な基盤
となるのみでなく、さらには、 IT
とバイオ、ナノとの融合領域にお
いても不可欠の基盤であるとの認
識から、欧米で積極的に国家プロ
ジ、エクトが実施されている。ここ
では、米国、欧州、アジア諸国の
取り組みを紹介する。その一覧表
を図表2-1から図表2-5に示す。
(A)米国のフ。ロジェクト
グリッドt支術はスーパーコンピ
ュータをネットワークを介して利
用する米国の研究から始まってお
り、米国には過去のグリッド技術
開発と実証システム開発の蓄積が
ある。その上に、さらなるグリッ
ド技術開発、大規模な実証システ
ム、グリッド応用開発が積極的に
進められている。
{列えl工、 NSFのTeraGridプロ
ジェクトでは、 TeraByteスケー
ルの大容量データ処理の研究が行
われており、大規模実証システム
として全米の 4つの計算センター
が参加 し、13.6TeraFlopsの高性
能コンピュータと 576TeraByte 
の巨大ストレージが40Gbpsの高
速ネットワークに接続される計画
である。もう一つの注目すべきプ
ロジェクトとして、NIHのBio-
medical Informatics Research Net-
work (BIRN)治宝ある。このプロ
ジェクトでは、カリフォルニア大
サンデイエゴ校を中心とする全米
10の医療研究機関によって、アル
ツハイマー病などの研究のため、
脳の様子を可視化し、データを共
有するグリッドを開発中である。
これには医療の現場を含め多くの
研究者が参加している。
一方、昨年9月の同時多発テロ
事件をきっかけに、米国政府では
ホームランドセキュリティの強イヒ
に向けた検討が進められており、
サイバーテロ対策も重要な項目の
一つである。グリッドプロジェク
トにおいてもこの観点からのセキ
ュリテイの再検討が進められてお
り、グリッドにおけるセキュリテ
イの問題は他の問題より優先度が
高くなっている。
(8)英国と欧州のフ。ロジェクト
英国では、 2000年度からe-Sci-
enceプロジェクトを開始してい
る。このプロジェクトの狙いは、
科学研究を ITにより推進加速さ
せることにある。具体的にはグリ
ッド技術をベースにして、高価な
コンビュータや高価な実験装置の
共同利用、世界的に分散した大規
模データの共同利用を実現するプ
ロジェ クトを精力的に進めてい
る。グリッド基盤としては、英国
9カ所に国立e-Scienceセンターを
設立し、高性能コンビュータを
高速ネットワークにより接続した
グリッドを構築している。このグ
リッド上に作られる応用は、高エ
ネルギ一物理、ゲノム、バイオ、
たんぱく質構造解析、医療 ・保健、
環境、気候、宇宙、化学・材料な
と。多岐に渡っている。e-Scienceの
リーダーである JohnTaylor 
(Director General， Research Coun-
cils UK OST) は「グリッドは、
英国にとって、国際的な科学研究
に参加するために必要な基盤であ
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るJと言っているo
E欠州には、スーパーコンビュー
タのメーカーはないが、スーパー
コンビュータ応用の蓄積は大き
く、グリッド応用への取り組みは
早い。 EUの代表的なプロジェク
トとしては、大規模データを取り
扱う EUData Gridがある 。
CERNが中心となり米国、日本と
も連携を取って進められている。
EUのプロジ、エクトはEU加盟の
複数回の共同開発が条件である
が、グリッドは共同研究の基盤を
構築するものでなので、 EUプロ
ジ、ェクトによく適合している。一
方、英国以外の欧州各国でも、 ド
イツの Unicore、イタリアの
INFN Grid (Italian National Insti-
tute for Research in Nuclear 
Physics)、オランダのGrid-based
Virtual Laboratory Amsterdam 
(VLAM)などのプロジェクトが
進められている。
(c)日本のプロジェクト
2001年から開始されたITBL
(IT-Based Laboratory) プロジェ
(図表2-1)米国主要グリツドプロジェク卜
プロジ、工ク卜 機関 予算 期間
PACI National Technology NCSA，SDSC NSF 1998-
Grid 
Information Power Grid NASA NASA (インフラ 1999-
を除いた応用へ
の資金は$7-8
M) 
Acc巴ssGrid ANL， LBNL， lANL， NCAR， DOE， NSF $ 2MI 1999-
NC弘，他 年
ASCI Grid (DISCOM) Sandia NL. LLNL. lANL DOE 1999-
Grid Physics Network ANL， U of F1orida， Feロ凶 NSF $ 12M/5年 2000-
(GriPhyN) Lab，他
Particle Physics Data Grid ANL， LBNL， Caltech， DOE $9M/3年 2000-
(PPDG) SDSC，他
TeraGrid NCSA， SDSC， ANL， NSF 2001-
Caltech $12M@2001， 
$53M@2002 
Intemational vi凶ual-Data U of F1orida， U of Chicago， NSF $ 13.7MI 2001-
Grid Lab (iVDGL) Indiana U， Caltech，]ohns 5年
Hopkins U，他
Network for E紅廿1quake U ofSou出emCalifornia， NSF $luM/3年 2001-
Eng. Sirnulation Grid U ofMichigan，ANL， NCSA， 
(NEES) 他
N ational V Jrtual ]ohns Hopkins U， Caltech， NSF $ 10M 
Observatory (NVO) 他
Grid (Grid Research U ofChiωgo， U ofSou仕1em NSF $ 12M 2001-
Integration Deployment Califorr首a，U ofIl泊ois，U of 
and Support) Center Wiscons泊，他
DOE Science Grid DOE 
Fusion Grid ANL. LBNL. Princeton DOE $6M/3年 2001-
Plasma Physics Lab， 
General Atomics， MIT， f也
Earth Systems Grid ANL， LLNL， NCAR，他 DOE $5M/3年
Biomediα1 Informatics NIH $ 20M 2002-
Research Network 2006 
クトでは、日本原子力研究所と理
化学研究所を中心に仮想研究所の
構築を目指し、スーパーコンピュ
ータを通信回線で接続し共同研究
の環境を作っている。グリッドを
前面に出したプロジェクトとして
は、 2001年度補正予算にて、 産総
研グリッド研究センター設立、東
工大キャンパスグリ ッド構築など
が動き出した。2002年度には、阪
大を中心としたバイオグリ ッドプ
ロジェクトが開始され、また、科
研費「ゲノム情報科学J研究の中
で、東大、北陸先端大、徳島大、
目標
Globusを普及させ、分散した研究所支援のた
め計算グリッドを構築
異機種分散コンビュー ティングシステムによ
りMulti-disciplinarySirnulationを実行、可視化
グリッド上に遠隔会議システムなどコラボレ
ーショ ン用システムを開発・運用する。この
成果の一部を利用して、 GGFの会議がAcces
Gridメンノfー には放映された。
ASCIのグリッ ド応用。 セキュリティ開発
高エネルギ一物理や天文学におけるデータの
共有化
素粒子物理のデータの共有化
One Peta byte Gatewayの構築 :13.6TF、 6.8TB
メモリ，7釘B内部ディス夕、576TBネットワー
ク結合ディスク
米国、殴州、日本等のデータグリ ッドを結合
し、データグリッ ドの技術開発、 普及を図る
地震シミュレーショ ン
仮想宇宙観測研究所
グリ ッド基盤ソフト ウェアの統合、運用、サ
ポート
DOEの科学グリッド全体の総称。グリ ッドの
普及と運用、研究者の支援ツールを開発。
核融合研究のグリッ ド
気象研究のグリッド
脳や神経系の可視化技術とデータベースの共
有化
ANL=Argonne National Lab， lANL=Los A1amos National Lab， LBNL=Lawrence Berkeley National Lab， LLNL= Lawrence Livermore National Lab， 
NCSA=National Center for Supercomputing Applications， SDSC=San Diego Supercomputer Center， NCAR=National Center for Atomospheric Research 
(各種ホ ムーページより科学技術動向研究センターにて作成)
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理化学研究所などによるバイオイ
ンフォマティックス用グリッド構
築が開始されている。 2003年度に
は世界最高水準のグリッド構築を
目指したナショナル・リサーチグ
リッド ・イニシアティブや、グリ
ッドによる柔軟なサービスの提供
するソフトウェアを開発するビジ
ネスグリッドプロジェクトなど本
格的なグリッド構築が計画されて
いる。
なお、 2000年から開始されたス
ノー¥-SINETプロジェクトによ
って、大学や国立研究所の計算セ
(図表 2ー 2)欧州主要グリッドプロジェク卜
プロシ.工クト 機関 予算 期間
Grid in 6th Framework EC 300 M Euro/ 2003-
針。gram 5年 2007 
EUDataGrid CERN， U ofHeidelberg， EC 9.8 M Euro/ 2001-
IBM UK， CNRS， INFN， 3年 2003 
PPARC， SARA，他
EuroGrid Forschungszenlrum， Pallas 2001-
GmbH， U of Bergen， 2003 
CNRS， Warsaw U， 
U of Manchester， 
ETHZurich，他
GRIP (Grid Interoperability U ofSou仕lampton， EC 2002-
Project) DeutcherWe仕:erdienst， 2003 
U of Manchester， 
Pallas GmbH. U ofWarsaw 
U，他
MAMMOGRID U ofWestEngland， EC 2002-
U of Pisa， U ofOxford， 2005 
U of Cambridge， Mirada 
Solutions，他
(図表2-3)英国主要グリッドプロジェク卜
プロジェクト 機関 予算 期間
eScience f: 120M/3年 2001-
2004 
GridPar世clePhysics Universities of Bir凶ngham， D11PPARC 
Bristol， Cambridge， f: 17M/3年
Edingburgh， Glasgow， 
Lancaster， Uverpool， 
Manchester， Oxford， 
She箇eld，Sussex， 
Imperial Colege， CE陀1)，他
As甘oGrid Universitiies of Edinburgh， D11PPARC 2001-
Leicester， Cambridge， f:5M 2004 
Queens Belfast， f也
D品<1E(Distributed Universitiies ofYork， D11EPSRC 2002-
Aircra立maintenance Oxford，She錨led，Leeds，他 f:3M 2004 
Environment) 
Reality Grid Universities of 1ρndon， D11EPSRC 
Manchester， Edinburgh， f:3M 
Iρughborough， Oxford，他
myGrid Universitiies of Manchester， D百 EPSRC 2001-
Sou仕lampton，Nottingham， f:3M 
Newcastle， She血led，他
Biology， Mediacal， 計画中 D11 f:23M 
Environmental Sciene 
ンターが高速ネットワークにて接
続され、これらは、グリッド構築
のための重要な基盤となっている。
(同アジアのプロジェクト
アジア地区では、韓国、中国を
目標
FP6全体はr、バイオ、ナノ、宇宙、食品、
環境、エネルギー、知的社会が対象。その
各分野で、合計300MEuroにてグリッド構築を
計画。
ペタバイ トのデータ処理をリアルタイムで
実行するネットワーク。
グリッド応用開発:分子生物モデル、気象予
測、 CAEシミュレーション、グリッドミドル
ウェア開発
UNICOREとGWBUSの互換性の確立
Develop ManlIDogram database for healthcare 
research 
目襟
科学研究推進のためのグリッド開発の全体プ
ログラム。その内f:75Mはグリ ッド応用開発
EU DataGrid (CERN)、USGriPhyNとPPGrid
と共同で素粒子物理研究
EUAVOとUSNVOと共同で宇宙観測研究
航空機のメンテナンスにおいて航空デー夕、
エンジンデータなどを共有化する
材料研究のツール
バイオなどのデータをr技術者だけのものに
するのでなく、医者など自分のものと して
使用できる環境を作る。
バイオ、医療、環境分野でのグリッド
D11=Dep. of Trade and Indus町， PPARC=Particle Physics and As仕onomyResearch Council， EPSRC=Engineering and Physical Sciences Research 
Council， NERC=Na加ralEnvironment Research Council 
(各種ホームページより科学技術動向研究センターにて作成)
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初め、台湾、シンガポールなどで アが世界3極のーっとして発言権 が過去少なかったと思われる。グ
グリッド研究が進められている。 を確保できている。アジア各国と リッド応用開発では、 IT技術者
米国、オーストラリアを含めたア も積極的にプロジ、ェクトを立ち上 が応用分野に飛び込んでその分野
ジア太平洋地区のグリッド活動を げてきており、キャッチアップは のソフトウェアをイ乍っていくこと
推進する母体として、アジア太平 早い。日本もさらに先に進まなけ が求められている。
洋グッリドAPGridとアジア太平 ればすぐ追いつかれてしまうと思 欧米には、大学生まれのソフト
洋GRID応用会議 (PRAGMA: われる。 ウェアが多くある。グリ ッドの場
Paci宣c-RimApplication & Grid- 合も、既にグリッドソフトウェア
Middleware Assembly) があり、 (E)日本のフ。ロジェクトに のベンチャーが大学から生まれて
日本がリード役となってこの地区 おける課題 いる。1993年に開始されたパージ
のグリッド活動を推進してきてい ニア大のLegionプロジェクトを
る。また、 Asia-Paci五cAdvanced 欧米でのグリッドプロジェクト ベースにプロジェクトリーダーの
Network (AP AN)の活動によっ は、グリッド技術開発と共に応用 Andrew Grimshow教授がその商
て、グリッドのベースとなる高速 開発に力を入れている。応用開発 用化のためAppliedMetaComput-
ネットワークが構築されてきてい では、バイオやナノなどの分野と ingを設立 (現在はAVAKI社)
る。このような活動の実績から、 1 T分野の協力関係が重要であ している。
世界の標準化団体グローパルグリ る。日本では研究者が積極的に他 一方、日本の大学のプロジ、エク
ッドフォーラム (GGF)中でアジ の分野に入り込んで研究すること トにおいて、ソフトウェアカま作ら
(図表2-4)日本主要グリッドプ口ジヱク卜
プロジ‘ェクト 機関 予算 期間 呂標
ロ'-BasedLaboratory 原研、理研、他 文科省50億円 2000- スー ノ{-SINETを介してスーパーコンヒ。ュー
(ロ13L) 52億円@2000 タを接続した仮想研究環境を構築。
27億円@2001
科研費特定領域研究 阪大、東工大、 文科省8億円/ 2001- 医療グリッド阪大下線班
「情報学JA05グリッド 国立天文台、他 5年 2005 P2Pデーターグリッド東工大松岡班
国立天文台、他
東工大キャンパス 東工大 2001年度補正 2001 学内キャンパスグリッ ドの構築
グリッド 予算2億円
阪大バイオグリッド 阪大 2001年度補正 2001 グリ ッドイ ンフラ構築
センター 予算2億円
eサイエンス 阪大、他 文科省5.5億円 2002- 大規模データグリ ッドとコンピューテイング
実現プロジェクト @2002 2006 グリッドの連携技術の開発
「スーノfー コンピュータ
ネットワークの構築J
ネットワークコンピュー 産総研、東工大、筑波大、 経産省13億円/ 2002- クラスタ技術、 グリッ ド技術、 10ペタノfイト
ティング技術の開発 東大 5年 2006 級の大容量デー タ処理の実現
「グリッドクラスタ・フェ
デレーショ ン」
ナショナル・リサーチグ 計画中 文科省 (計画中) 2003- 世界最高水準のグリ ッド環境を構築し、パイ
リッド・イニシアティブ 2007 オ、ナノ分野等と情報通信分野との連携の下
(NAREGI) で行う融合領域研究を推進
ク守リッド・コンビュータ 計画中 経産省 (計画中) 2003- ネットワーク上の多数のコンビュー夕、記憶、
「ビジネスグリ ッドコン 2005 装置をあたかも一つのコンヒ。ュータのように
ピューティ ング」 使い、 柔軟なサービスを提供するソフトウェ
ア開発
(各種ホームページより科学技術動向研究センターにて作成)
(図表2-5)韓国・中国主要グリッドプロジェクト
プロシ、エク卜 機関 予算 期間 目標
Korea Grid Irutiative 韓国科学技術情報研究所 43億円/韓国情報 2002- グリ ッドミドルウェア開発、DataAcces， 
(阻訂1)が中心 通信省 (間町を含 2006 応用開発 (予算の半分以上は応用開発)
まず)
China ComputationaI Grid 中国科学技術院 $40M/中国科学 10のHPCセンターをNWにて接続。応用の
技術省 一つはゲノム
(各種ホームページより科学技術動向研究センターにて作成)
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れているが、商品化へつながって 証実験まで、行っている。米国政府 産権の取り扱いも、各種制度が整
いない。その原因は、大学のプロ はブロジ、エクトにおいて基礎研究 備されつつあるが、まだ過渡期に
ジ、エクトでは多くの技術者を抱え のみならず、その産業可能性の検 ある。
ることが難しいため、プログラム 証までも求めているケースが多 今後、日本の大学の大規模なプ
のコア部分のみを作成し要素機能 い。このようなプロジ、エクトにて ロジェクトの成果をベースにソフ
の実証をすることまでしか行われ 採用された技術者たちは、プロジ トウェアが多く生まれてくること
ていないことにある。しかし、製 ェクトが終了するとベンチャーを を期待したい。欧米を見ても、革
品化するためには、周辺部のプロ 起業したり、別のプロジェクトな 新的なソフトウェアは、やはり大
グラムを作成し、より規模の大き どに移動するというような流動性 学を中心としたプロジェクトから
い実証を行う必要があり、多くの がある。最近でこそ日本でも大学 生まれており、これがソフトウェ
技術者による開発が必要である。 プロジ、ェクトにおいて人を採用す ア技術力のベースにある。日本の
米国の大学のプロジェクトで ることが可能となったが、技術者 ソフトウェア技術力向上のために
は、多くの技術者を採用すること の流動性はまだまだ乏しくまた人 も大学でのソフトウェア作成力の
が可能なため、比較的大規模な実 材難である。大学における知的財 向上、技術力の蓄積が求められる。
7. 標準化動向
グリッドは、世界各国と接続で とを契機に、開始された。その後、 吸収合併し、全世界的な標準化団
きて初めて機能するものであるた 欧州ではE・Grid(European Grid 体グローパルグリッドフォーラム
め、インターフェースの標準化が Forum)、アジア太平洋ではAP- (GGF)が結成された。このグロ
重要な課題となっている。 Grid ( Asia-Pacific Grid Forum) ーパルグリッドフォーラムには、
グリッド標準化活動は、 1998年 が、それぞれの地区のグリッド開 日本から運営委員会に 2名、外部
末に、米国でグリッド研究プロジ 発を推進していた。 2001年には、 諮問委員会に 1名が参加してお
ェクト関係者が集まりグリッドフ グリッドフォーラム (GF)が、 り、日本のプレゼンスを示している。
ォーラム (GF)が結成されたこ E-GridとAP-Gridの標準化活動を GGFの標準化の進め方は、イン
( [;i{]~ 3) Global Grid Forumにおける活動グループ一覧
Area Working Groups Research Groups 
Applications and • Advanced Collaborative Environments (ACE-RG) 
Programming • Advanced Programming Models (APM-RG) 
Environments . Applications and Test Beds (APPS-RG) 
• Grid Compu也19En吋ronments(GCE-RG) 
• Grid User Services (GUS-RG) 
Architecture • Open Grid Ser可IceInfrastructure (OGsI) • Grid ProtocolArchitecture (GPA) 
• Open Source So臥lVare(OSS) • Accounting Models (ACCI) 
• New Productivity Initiative (NPI) • Service Management FrameworksσINI) 
Data • GridFTP • Data Replication侭EPL)
• Data Access and Integration Services (DAIS) • PersistentArchives (PA) 
• Grid High-Performance Networking 
Information • Dis∞>veryandMo凶to巾gEvent DescriptionのAMED) • Relational Grid Information Services (RGIS) 
Systemsand • Network Measurement 例M) • Grid Benchmarking (GB) 
Performance . Proposed: Grid Information Retrieval (GIR) 
• Proposed: C臥1based Grid Schema 
Peer-tcトPeer • NAT /Firewall 
• Taxonomy/Nomenclature 
• P2P Security 
• File Services 
. Instant Messaging Interoperability 
Sched叫ing釦 d • Grid Resource Alocation Agreement Protocol (GRAAP) 
Resource • Management Application API Working Group (D RMAA) 
Management • Scheduling DictionarγのICI)
• Scheduler Attributes (SA) 
Sec山ity • Grid Security Infrastructure (GSI) • Kerberos 
• GridCe凶韮αtePolicy (GCP) 
• Open Grid Ser司IceArchi民C札IreSecurity (OGSA-SEC) 
出典:グローパルグリッドフォーラムホームページhtゆ・//www.gridforum.org/L_WG/wg.htm 
ターネットの標準化を進めている
IETF (Internet Engineering Task 
Force)と同じ方式をとっている。
すなわち、個別技術ごとに研究グ
ループまたはワーキンググループ
が作られ、目的、目標を明確にし
て議論を進め、その使命が終了す
れば解散する。現在、 GGFには図
表3に示すように、 7つの領域に
21のワーキンググループと 14の
研究グループがある。年3囲の全
体会議の他に個別会議、 E-Mailに
よる意見交換などにより議論を進
めており、標準化の議論の進展は
早い。この活動に海外からついて
行くにはかなりの労力を必要とす
る。このGGFの標準化は強制力
がある標準dejureとはならない
が、事実上の業界標準defactoに
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成っている。
現在まで、グリッド技術標準化
の中心は、図表4に示すよう な共
通横断的なグリッドミドルウェア
にあり、上位の応用・サービスや
下位のグリッド資源とのインター
フェースの制定における覇権競争
である。グリ ッド技術は広範囲に
わたっており、単独のソフトウェ
アパッケージや、また、新たなミド
ルウェアパッケージによる支配は
不可能であるO従って、日本の独自
性または一企業の独自性を出して
標準化の覇権を取ることは不可能
で、国際協力の中で相補的役割を
担い、優位性のある技術を創出し
ながら作り上げていく標準化である。
今年6月には、日本においてグ
リッド協議会が設立され、 グリッ
。量三〉グリ yドシステムの階層
グリッド、応用・サー ビス
グリッド、ミドルウェア
アカウント管理、資源管理、
セキュリティ、 ...
グリッド、資源
ド技術開発や標準化の動向調査、
標準化への取りまとめ、 グリッド
技術の普及、情報交換等が進めら
れることになった。インターネッ
トソフトウェアでは、 一般に標準
化から開発、製品化は非常に時間
が短い。標準化動向には十分注意
する必要がある。
8.グリッド技術の課題
現在は、 GlobusToolkitを始め
とするミドルウェアが提供される
ようになり、多くのプロジ、エクト
で、 グリッドの構築や構築された
グリッド上の応用開発が行われて
いる。しかし、簡単にシステムを
作れるほどまだソフトウェアは整
備されていないのが現状である。
また、現在のグリッド技術にはい
ろいろな制約があり、この解決に
向けて研究が進められている。
その研究テーマとしては、組織 信路を確保しなければならない大
を跨がるセキュリテイ、運用ポリ
シーの整合、課金処理、故障時の
対応、 QoS(Quality of Service) 
による優先的通信路確保、動的資
源配分・管理、大規模データ処理
などがある。より具体的には、組
織を外部進入者より守るFirewall
と他組織に進入しなければならな
いグリッドにおけるセキュリテイ
制御、 QoS制御により広帯域の通
規模データ転送、ネットワー ク上
の資源を常時モニタリングする動
的資源管理、組織ごとに異なるコ
ンビュータ運用ポリシーとグリッ
ドユーザーに対する運用ポリ シー
との整合、組織外メンバーに対す
る課金処理などが課題であり、こ
れらは、 今後 3 ~5 年のテーマ と
して考えられている。
9.国内外のメーカーの最近動向
グリッドの構築には、ハードウ
ェアとして高性能コンピュータと
高速ネットワークが必要である。
米国では、グリッド技術開発には、
高性能コンビュータを持っている
IBM、Sun、HP(旧コンパックを
含む)が積極的であり、グリッド
ミドルウェアにはマイクロソフト
も注目している。
IBMは、 2002年3月に、 グリッ
ドミドルウェアにWebサービス
の標準を取り入れることを提案
し、 GGFにて承認された。これが
実現されれば、 電子商取引などと
の親和性が高まるため、急速にグ
リッドのビジネス展開へ期待が高
まっている。このように IBMは
高性能コンビュータのハードウェ
アを販売するだけではなく積極的
にグリッドミドルウェアを開発し
その普及に力を入れている。
欧州にはコンピュータメーカー
はなく、 欧州におけるグリッド構
築のためのハードウェアは米国コ
ンビュータメーカー製であり、 グ
リッドの応用開発も共同で進めて
いる。
日本を除くアジアでもグリッド
構築が盛んに進められている。最
近のPCクラスタや高性能計算サ
ーバーの性能は飛躍的に向上して
いるため、 米国製のコンピュータ
を持ち込み比較的容易にグリッド
の構築ができている。
一方、日本のコンピュータメー
カーはグリッド開発では米国のコ
ンビュータメーカーに比較し出遅
れており、 現在キャ ッチアップに
懸命である。
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10.グリッド技術の位置づけ
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Webサー ビス
(コンピュー タが情報を交換)
Data Interchange)は、個別の規
約に従って行われていたが、 Web
サービスは、このデータ交換をオ
らに発展させたものとして捉える
ことができる。Webサービスでは
インターネット上にあるデータや
だけでなく、コンピュータ同士が ープンなインターネット上で行う 情報にアクセスしていたが、グリ
情報交換することによってより広 ことを可能とする。これによって ッドは、インターネット上にある
範に自動的に情報検索・交換を可 安全な電子商取引、企業間取引な コンピュータやデータや実験装置
能にするWebサービスが登場し どが広く普及していくと見られて など計算資源にアクセスし使用す
のデータ交換 (EDI Electric 
ている。従来、コンビュータ同士 いる。
グリッドは、 Webサービスをさ
ることを可能とするものである。
1.グリッドの将来と今後の課題
( 1 )グリッドの重要性
グリッド技術は、ネットワーク
上の計算資源を一つのコンビュー
タのように見せ、使い勝手を向上
させる技術であり、次世代インタ
ーネット利用の中核技術として期
待されている。また、グリッドは、
高価なコンビュー夕、 大規模デー
夕、有用な解析プログラム、高価
な実験装置を遠隔地から利用する
ことを可能にすることから、研究
分野での有用な研究基盤を提供す
る。具体的には、高エネルギー物
理、宇宙科学など巨大科学におい
ては、巨大コンビュー夕、高価な
30 
実験装置、遠隔地の設備などの共 専門分野に閉じた自己完結型の研
同利用によって研究効率向上が可 究が多く、複数の専門分野を集め
能になる。また、 ITとノくイオ、
ナノとの融合研究領域において
は、デー夕、解析プログラムの共
同開発、共同利用が可能となり、
共同研究が活発化する。グリッド
は基礎研究分野の研究基盤として
必要不可欠のものとなるであろ
う。さらには、石汗究スタイルをも
変えてしまうポテンシャルがある。
このようなグリッドは共同研究
を活性化していく力を持ってい
る。複数の異なる専門分野に跨る
境界領域にて共同研究を活性化す
れば、新しい研究分野が誕生する
可能性がある。従来、日本では、
開拓していく水平統合型の研究は
研究組織の壁などもあって活発で
はなかった。このような共同研究
を活発化するためにもグリッド構
築は重要である。
(2)グリッド技術の発展に
向けて
グリッドの概念は米国で生ま
れ、米国中心に発展してきている。
欧州はコンピュータメーカーを持
っていないことから米国の高性能
コンピュータを導入し、米国の研
究機関と協力してグリッ ド応用開
発を積極的に進めている。一方、
日本は、幸いにもグリッド技術の
研究蓄積があり、産業としてコン
ビュータメーカーをt寺っている。
グリッドプロジェクトにおいて、
大学、国立研究所、メーカーが協
力して特長のある技術を創ってい
くことが可能である。ただ、昨年
の米国の同時多発テロ以降、米国
では、ホームランドセキュリテイ
強化が検討されており、グリッド
においてもセキュリティには十分
配慮した技術開発が必要である。
グリッド技術はインターネット
利用のソフトウェアであり、標準
化が重要である。この標準化では、
一社または一国が独自性を出して
覇権を取るのではなく、国際協力
の中で優位性のある技術を創出し
ながら作り上げていく標準化であ
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る。もちろん、優れた日本発技術
を持たなければ標準化技術として
取り上げられない。優れた技術を
多く持ちグリッド技術の標準化に
貢献していくことが、次世代イン
ターネット利用技術の中で日本の
技術力を示すことになる。グリ ッ
ドプロジェクトによるグリッド技
術開発を、米国が主流のインター
ネットの世界に日本の技術を売り
込むチャンスとすべきであろう。
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