We look forwards and backwards in the multi-allelic neutral exchangeable Cannings model with fixed population size and nonoverlapping generations. The Markov chain X is studied which describes the allelic composition of the population forward in time. A duality relation (inversion formula) between the transition matrix of X and an appropriate backward matrix is discussed. The probabilities of the backward matrix are explicitly expressed in terms of the offspring distribution, complementing the work of Gladstien (1978) . The results are applied to fundamental multi-allelic Cannings models, among them the Moran model, the Wright-Fisher model, the Kimura model, and the Karlin and McGregor model. As a side effect, number theoretical sieve formulae occur in these examples.
Introduction
Cannings [1] , [2] introduced haploid discrete population models with constant population size N ∈ N := {1, 2, . . .} and nonoverlapping generations r ∈ N 0 := {0, 1, 2, . . .}. In each generation the individuals are randomly labeled from 1 to N . The ith individual of the rth generation produces a random number, ν (r) i , of offspring, where ν [14] , in which ν has a symmetric multinomial distribution, and the Moran model, in which ν is a random permutation of (0, 1, 1, . . . , 1, 1, 2). Many other discrete population models in the literature, in particular most of the examples collected by Gladstien [4] - [7] , are (or can at least be viewed as) Cannings models. For example, as explained in Section 5, the Kimura model (see [7, p. 636] or [10] ) can be viewed as a Cannings model with symmetric multi-hypergeometric joint offspring distribution (see (11) ). Another example studied in more detail in Section 5 is the Karlin and McGregor conditional branching process model (see [7, p. 636] or [9] ). These classical examples demonstrate the importance of the class of Cannings models. In this paper we are interested in the multi-allelic version of the Cannings model, which is less intensively 714 M. MÖHLE studied in the literature. Gladstien [7, pp. 638-640 ] considered multi-type models; however, he did not provide explicit formulae for the multi-allelic Cannings model. The basic reproduction model is the Cannings model described above. In addition, in the multi-allelic version it is assumed that each individual has one of K ∈ N possible types and that each offspring inherits the type of its parent (neutrality, no mutation, no selection). For a nonneutral discrete Moran model, we refer the reader to [8] . The paper is organized as follows. In Section 2 we briefly focus on the Markov chain which describes the allelic composition of the population forward in time. In Section 3 we look backward in time and derive explicit expressions for the so-called backward matrix of the multi-allelic Cannings model. In Section 4 the duality relation in the spirit of Gladstien [7] is discussed in more detail. For fundamental examples (Moran model, Wright-Fisher model, Kimura model, Karlin and McGregor model, uniform model) detailed explicit formulae for the multi-allelic forward and backward matrices are derived in Section 5.
Forward structure
Let X k (r) denote the number of descendants of type k ∈ {1, . . . , K} in generation r ∈ N 0 , and set X(r) := (X 1 (r), . . . , X K (r)). It is easily seen that X := (X(r)) r∈N 0 is a timehomogeneous Markov chain with state space
where
. . , K}, s 0 := 0, and s k := i 1 + · · · + i k for k ∈ {1, . . . , K}. Note that C depends on i and that C 1 + · · · + C K = ν 1 + · · · + ν N = N . In general, the transition probability π ij depends on the population size N and on the number of types K.
Backward structure
In the following the space S N,
Note that |E N,K+1 | = |S N,K |, a fact which we will come back to in Section 4. For most purposes, the order of the elements of S N,K is unimportant; however, it is convenient to think of the elements ordered lexicographically, for example, the 10 elements of S 3,2 in the order
, and (3, 0). In the brief Section 2 the Cannings model was studied forward in time. It is also reasonable to look from some generation r ∈ N backward in time. More precisely, fix some i = (i 1 , . . . , i K ) ∈ S N,K and take in some generation r ∈ N a sample of |i| := i 1 +· · ·+i K individuals and suppose that i k of these individuals are of type k, k ∈ {1, . . . , K}. that, for fixed i ∈ S N,K , the events A ij , j ∈ S N,K , are disjoint. The following proposition provides an explicit formula for the probability p ij := P(A ij ).
where 
and the sum extends over all
Proposition 1 extends this formula to the multi-allelic case. Note that Gladstien did not provide explicit expressions for the entries of G for the multi-allelic Cannings model (K > 1).
2. Since, for each fixed i ∈ S N,K , the events A ij , j ∈ S N,K , are disjoint, the inequality
holds for all i ∈ S N,K . Thus, the matrix P is substochastic. For K = 1, the matrix P is well known to be stochastic, whereas, for K > 1, the matrix P is in general not stochastic. This fact can be explained as follows. Let M i k ⊆ {1, . . . , N} denote the random set of all parents of the i k individuals of type k, k ∈ {1, . . . , K}. Since individuals of different type cannot have the same parent, it follows that j ∈S N,K A ij = 1≤k<l≤K {M i k ∩ M i l = ∅}, an event which, for K > 1, in general does not coincide with the full space . In fact, for particular models, the matrix P may even have rows with only zero entries (see, for example, the simple model presented at the beginning of Section 5).
Proof of Proposition 1. Fix i, j ∈ S N,K and r ∈ N. Obviously, given, i k of them of type k, k ∈ {1, . . . , K}. The balls are labeled from 1 to N such that the balls of type 1 have labels 1, . . . , i 1 , the balls of type 2 have labels i 1 + 1, . . . , i 1 + i 2 , and so on. Note that the last N − |i| = N − (i 1 + · · · + i K ) balls are not so important and, hence, not assigned any type. We call these N − |i| balls the neutral balls. Moreover, there are N empty boxes given, k l of color l, l ∈ {1, . . . , N}. The boxes are labeled from 1 to N such that the boxes 1, . . . , k 1 have color 1, the boxes k 1 + 1, . . . , k 1 + k 2 have color 2, and so on. Each box has space for exactly one ball. The N balls are thrown randomly on to the N boxes such that, after the experiment, each box contains exactly one ball. There are obviously N ! outcomes of this experiment. We are interested in the probability of the event that, after the experiment, boxes of the same color only contain balls of the same type (and possibly some further neutral balls) and that, for each k ∈ {1, . . . , K}, the number of colors of those boxes containing balls of type k is equal to j k . Let L k denote the number of colors of the boxes which contain a ball of type k. Let m kl denote the number of balls of type k which belong to boxes of color l. The event we are interested in corresponds to the constrains that |L k | = j k for all k ∈ {1, . . . , K} and that m kl ∈ N for all k ∈ {1, . . . , K} and l ∈ L k with l∈L k m kl = i k for all k ∈ {1, . . . , K}. There are 
Here the first sum extends over all disjoint sets
. . , K} and the second sum extends over all
Since the random variables ν 1 , . . . , ν N are exchangeable, the last expectation does not depend on the particular choice of the subsets
The index substitution m l := m kl completes the proof.
The sum on the right-hand side of (2) has |j | summation variables. There is the following alternative formula for p ij which involves only K summation variables. 
Proposition 2. For
Remark. If K = 1 then (3) reduces to (see [12, p. 766 , Equation (7)])
. By (2) we have to manipulate the sum
By the principle of inclusion and exclusion (Silvester's sieve formula), it follows that
where the sum
Thus, we are allowed to compute E(Z m ) for the particular choice of subsets
and so on, and multiply with the number
The index transformations l k := j k − n k and afterwards l := |j | − n yield
By exchangeability we can replace ν s k−1 +1 + · · · + ν s k−1 +l k by D k , which completes the proof.
Remark. 
where |j | := j 1 + · · · + j K for j ∈ S N,K , (x) 0 := 1, and (x) j := x(x − 1) · · · (x − j + 1) for x ∈ R and k ∈ N. Assuming that the states of S N,K are ordered lexicographically, H is a left lower triangular regular matrix with determinant Remark. For K = 1, the matrix P is stochastic and Proposition 3 is in fact a duality relation between two Markov chains (the forward chain X and a backward chain Y with transition matrix P ) in the sense of Liggett [11] . We also refer the reader to [12] in this context. For K > 1, the matrix P is in general only substochastic, such that a backward chain Y cannot be defined without adding a kind of 'coffin state'.
Proof of Proposition 3. Fix
, and define the random vector C = (C 1 , . . . , C K ) as in Section 2. Then, by (1) and (4),
On the other hand, by (3),
The last sum simplifies to 
Thus, H = H P and the proof is complete.
In some cases it might be useful to derive the backward matrix P directly from the forward matrix via P = H −1 H . This approach is of course only advisable if the inverse H −1 of the matrix H is known. Of course, H , as well as H −1 , is left lower triangular. The following proposition provides an explicit formula for the entries of the inverse of the matrix H with entries (4).
Proposition 4. Suppose that H has entries (4). Then, for
where |i| := i 1 + · · · + i K and |j | :
Proof. Let b ij denote the right-hand side of (6), and set B :
Thus, H B = E (identity matrix). Similarly, it follows that BH = E. Thus, B = H −1 .
Remark.
Since, by Proposition 4, the inverse H −1 is known explicitly, the duality relation H = H P can also be viewed via = H P H −1 and P = H −1 H as a number theoretical inversion formula between and P . We will see in the following section that, for typical examples, this inversion formula involves (generalized) Stirling numbers of the second kind.
Remark. It might be useful to replace the matrix H with entries (4) by a more general matrix H with entries
where the w(j ), j ∈ S N,K , are some given nonzero weights. Note that (4) corresponds to the particular weights w(j ) :
Adapting the proof of Proposition 4 to this more general matrix H shows that the inverse H −1 exists and has entries
Similar as in the proof of Proposition 3, it follows that
Again, there exists a matrix P = (p ij ) i,j ∈S N,K which satisfies the duality relation H = H P . The entries of P are
in agreement with Proposition 2 for the particular weights
Note that, the diagonal entries p ii , i ∈ S N,K , do not depend on the weights w(j ), j ∈ S N,K . Thus, the diagonal entries are always of the form p ii = E(ν 1 · · · ν |i| ) no matter how the weights are chosen. Suppose now that K > 1 and that P(ν 1 = 1) < 1. Then, for the particular absorbing state i = (1, 1, 0 , . . . , 0), we obtain
Therefore, for K > 1, the matrix P is not stochastic no matter how the weights are chosen, except for the trivial model in which each individual produces exactly one offspring.
Examples
In this section the multi-allelic versions of six fundamental examples of Cannings models (a simple model, Moran model, Wright-Fisher model, Kimura model, Karlin and McGregor model, and uniform model) are studied. Explicit formulae for the forward transition matrix , the backward matrix P , and their eigenvalues are derived. Note that all the results derived in the previous sections, in particular the duality result (Proposition 3), apply to all these examples.
A simple model
We start with a somewhat nonnatural but simple Cannings model in which it is assumed that the offspring vector ν = (ν 1 , . . . , ν N ) is a random permutation of (0, . . . , 0, N 
. , i K )
has at least two nonzero components. The matrix P is hence highly substochastic.
Moran model
We consider first the following Moran model (see [7, p. 636] ) with overlapping generations and constant population size N ∈ N \{1}. At each time r ∈ N 0 one randomly chosen individual contributes one offspring to the next generation r +1. Afterwards one individual-not the same individual who produced the offspring-is randomly selected and removed from the population. We are interested in the multi-allelic version of the model, so each individual has one of K possible types and each child inherits the type of its parent. Fortunately, this model can be interpreted as a model with nonoverlapping generations by identifying individuals who are still alive in the next generation as being children in this next generation. More precisely, the model can be seen as a Cannings model, where the offspring vector ν = (ν 1 , . . . , ν N ) is a random permutation of (0, 1, 1, . . . , 1, 1, 2) . Let e k denote the kth unit vector in R K , k ∈ {1, . . . , K}. It is readily seen from the definition of the model and can alternatively be derived from (1) that the multi-allelic forward Markov chain X moves from the state i ∈ E N,K to the state j ∈ E N,K with transition probability
We now turn to the backward matrix
Suppose now that i, j ∈ S N,K with j = i − e k for some k ∈ {1, . . . , K}. Note that |j | = |i| − 1 and that j k = i k − 1. Then, (2) yields
P (ν 1 = 1, . . . , ν s−1 = 1, ν s = 2, ν s+1 = 1, . . . , ν |j | = 1)
All other entries p ij are equal to 0, so in summary, for i, j ∈ S N,K ,
In particular, the Moran model has effective population size
Thus, for K > 1, the matrix P is not stochastic but substochastic. The eigenvalues of P are
By the duality result of Section 4, these are also the eigenvalues of the transition matrix of the forward chain X with K +1 types. The classical Moran model (see [13] and [7, p. 635] ) slightly differs from the Moran model described above, since, in the classical version, the individual who is removed from the population is randomly selected from the complete population and is hence possibly the same individual who produced the offspring. Fortunately, the classical Moran model can also be interpreted as a Cannings model as follows. In each generation, with probability 1 − 1/N , the population evolves according to the Moran model described above and, with the complementary probability 1/N , the population evolves according to the trivial 
Note that the classical Moran model has effective population sizeÑ e := 1/p 21 = N 2 /2. By the duality result of Section 4, the transition matrix of the forward chain X (with K + 1 types) has eigenvaluesp ii = 1 − |i|(|i| − 1)/N 2 , i ∈ S N,K .
Wright-Fisher model
In the Wright-Fisher model [14] the offspring vector ν = (ν 1 , . . . , ν N ) is assumed to have a symmetric multinomial distribution. Note that ν has probability generating function E(z 
Moreover,
and it follows from (2) that the backward matrix P has entries
Multi-allelic neutral Cannings population model 725 where (see also the remark after Lemma 1 in Appendix A) 
Kimura model
The Kimura model with parameter c ∈ N (see [7, p. 636] or [10] ) can be viewed as a Cannings model with symmetric multi-hypergeometric joint offspring distribution N , cN, and ci 1 , . . . , ci K . From (1), it follows that the forward chain X has transition probabilities (see also [9] )
Since the expectation under the sum m on the right-hand side in (2) is given by (note that
and, similarly, the random vector
it follows from (2) and (3) that
where, for m, n ∈ N 0 , 
Karlin and McGregor model
Suppose that a sequence X 1 , X 2 , . . . of independent and identically distributed nonnegative integer-valued random variables is given. Let f denote the probability generating function (PGF) of X 1 . For any PGF g and n ∈ N 0 , we use the standard notation g n for the nth power of g (g 0 = 1) and the notation g (n) for the nth derivative of g. Moreover, [x n ]g(x) denotes the coefficient in front of x n in the Taylor expansion of g around 0. The conditional branching process model of Karlin and McGregor [9] is a Cannings model with joint offspring distribution
for (1), it follows that the forward transition matrix has entries
For K = 2, we obtain
a formula which is slightly simpler than the equivalent expression at the top of page 637 of [7] , since only one variable x is involved. Applying the 'derivative operator' 
