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Abstract-A multistage projection pursuit (PP) approach is applied to the classification of tropical cyclones (TCs) during extratropical transition (ET) using 500-hPa Navy Operational Global Atmospheric Prediction System (NOGAPS) geopotential height analyses. PP algorithms reduce the dimensionality of the high-dimensional data while minimizing the loss of information that discriminates among classes of ET types. In this paper, a prediction system is developed for ET TC classification and is applied to 85 
Index Terms-Extratropical transition (ET), projection pursuit (PP), tropical cyclones (TCs).

I. INTRODUCTION
E
XTRATROPICAL transition (ET) is the physical transformation that a tropical cyclone (TC) goes through as it moves poleward out of the tropics and interacts with midlatitude weather patterns. The end result of this transition can be either reintensification into an extra-TC, potentially with a large extent of gale force winds and high seas that are threatening to maritime activities, or the TC can dissipate. This transition process has been defined as a two-stage process by Klein et al. [1] : stage 1 or transformation, and stage 2 or reintensification. During stage 1 of ET, the two classes, inten-sifiers and dissipaters, were found to develop similarly. This was because the physical changes that occur during stage 1 are a consequence of the interaction of the TC with the basic baroclinic zone that comprises colder air and sea-surface temperatures, an increasing temperature gradient, increasing upperlevel westerly flow, and the associated vertical wind shear [2] . Thus, it was not until into stage 2 that it was possible to discriminate between the two classes. Because of the chaotic nature of the interaction between the TC and the midlatitude weather systems that occurs in stage 2, it was found that the outcome of ET was very difficult to predict prior to the end of stage 1. Even numerical weather prediction models such as the Navy Operational Global Atmospheric Prediction System (NOGAPS) [3] do not always give accurate forecasts in spite of their full physics capability [4] . The prediction of the end result of ET has thus been of great interest.
Figs. 1 and 2 show two examples from 1997 of different outcomes, intensification (positive), and dissipation (negative), which is possible during stage 2 of ET. In both cases, panel a is prior to the end of stage 1, panel b is at the end of stage 1, and panel c) is 36 h into stage 2. In Fig. 1 , Typhoon Peter (location indicated by an arrow) moves north into the baroclinic zone (indicated by the strong geopotential height gradient throughout the figure), and by Fig. 1(b) , it has become embedded as an open wave in a midlatitude upper-level trough. By Fig. 1(c) , the combined weather system has reintensified into a powerful extratropical cyclone and is an example of a positive case. In Fig. 2 , Super Typhoon Ivan (location indicated by an arrow) also moves northward into the baroclinic zone. However, the baroclinic zone is more zonally oriented than in the first case, and the remnant of Ivan is caught up on a strong westerly flow and does not move far enough north to interact with the midlatitude trough. As a consequence, Ivan continues to dissipate [ Fig. 2(c) ] and is an example of a negative case.
Recent research on ET shows that the end result of the transition is sensitive to the relative locations of the TC and upper-level troughs and how they interact with each other [5] . The outcome of the transition has also been hypothesized to be dependent mostly on the midlatitude structure rather than the details of the TC circulation [6] . We retain a large enough spatial domain at high enough resolution to adequately represent both the midlatitude circulations as they move in from the west and the general structure of the TC as it moves poleward from the tropics.
Empirical orthogonal function (EOF) analysis is a spatial eigenanalysis technique that has been widely used in meteorological applications to reduce the dimensionality while retaining the variability of data classes [7] - [9] . Harr et al. previously applied the EOF analysis as a technique to capture the spatial variation in 500-hPa geopotential height analyses. They classified intensifying ET cases into two characteristic circulation patterns, northeast and northwest, according to the location of main upper-level trough with respect to the TC [6] . Of importance to this study is that they found that 500-hPa geopotential height analyses represented both the midlatitude trough and the TC structures adequately.
To predict the outcome of ET, the 500-hPa analysis fields corresponding to different storms can be represented in a vector space where the height value at each point represents a dimension. In this high-dimensional space, the classification problem turns out to be too complex, and classification is not accurate due to the limited number of training samples (typically, there are on the order of ten ET cases each year in the western North Pacific). Jimenez and Landgrebe show that the highdimensional space is mostly empty [10] and point out that the useful information is usually in a lower-dimensional subspace [11] . This is the motivation to employ projection pursuit (PP), which is defined as picking "interesting" low-dimensional projections of a high-dimensional point cloud by numerically maximizing an objective function called the "projection index" [12] .
In this study, we develop an algorithm composed of PP stages to predict the outcome of ET. The algorithm captures the variability information in the midlatitude upper-level troughs and their relative position with respect to the TCs using 500-hPa geopotential height analyses that describe both the upper-level trough and TC. The first step of our PP algorithm is an EOF analysis, which provides a projection into a lower-dimensional space using different modes of variability that explain most of the variance. Afterward, we further reduce the dimensionality of the data in a way that continues to maximize the separation index, which is a 1-D analog of the Bhattacharyya distance. Details on this process are given below.
First, we describe the data in Section II and then explain the technique in Section III. In Section IV, we present the results of the purely spatial forecasting tool at individual times, and spatiotemporal results are shown in Section V. We conclude with future plans in Section VI. The meteorological aspect of the results and investigation of the test storms will be discussed in a separate paper.
II. DATA
We used 500-hPa geopotential height analyses from NOGAPS. A total of 85 TCs that underwent ET in the western [1] . A time interval was then chosen that began 48 h prior to ET + 00 h and ended 48 h after ET + 00 h. This interval was chosen to ensure that the time interval covered the time when the storm was still a TC until well into stage 2 of ET in positive cases [1] . The data set obtained from NOGAPS for each storm was centered on the TC location for every available time in this window and interpolated to a 61
• longitude × 51
• latitude grid with 1
• resolution. Sensitivity to domain size and resolution was tested by reducing the resolution to 2
• and trimming the domain, and this caused no significant change in performance. At 3
• resolution, the performance of the forecasting tool described later began to degrade (data not shown). The TC location was determined using the Joint Typhoon Warning Center and Japan Meteorological Agency best track data when they were available. When this information was not available, sea-level pressure (SLP) data from the NOGAPS analysis was examined to determine TC locations. This procedure resulted in nine analysis times from ET − 48 h to ET + 48 h.
The storms were classified as either positive or negative cases by tracking the minimum central pressure during ET from the NOGAPS analyses. If the SLP of the storm decreased by more than 3 hPa after it reached its highest SLP, it was called positive. Storms whose SLP values did not meet this criterion were classed as negative storms. In the future, we are planning to consider more than two classes of ET according to how the sealevel pressure changes during ET. We are hopeful that this will allow more accurate forecasting.
III. ANALYSIS
The steps involved in the analysis are shown in Fig. 3 . As a preprocessing step, we first rearrange each of the (m × n) geopotential height analyses into a single (mn × 1) column vector that is denoted by x i . Then, N analyses of storms are arranged into an (mn × N ) data matrix
where µ is the mean vector defined as
, and X is the anomaly field. The (mn × mn)-dimensional covariance matrix of the random variable X is estimated as
and it contains the covariance between any pair of grid points from storm to storm. There are a total of mn random variables, and the diagonal elements of the covariance matrix are the corresponding variances (σ 2 i ). Note that although C xx is (mn × mn), the matrix has only rank N with the assumption that the N observations are linearly independent.
We find the linear combination of all the variables that explains maximum variance. This gives us the eigenvalue decomposition of the covariance matrix
where V is a unitary rotation matrix (V T V = I N ×N ) whose columns v k are eigenvectors of C xx , and Λ is a diagonal matrix with the corresponding eigenvalues [13] . The covariance matrix is Hermitian and positive semidefinite by definition, which means that it is guaranteed to have mn real nonnegative eigenvalues (N of which are nonzero) and mn orthogonal eigenvectors [13] . When we form the transformed data matrix P N ×N = V T X, the covariance matrix of the transformed variable is diagonal, i.e.,
Equation (4) indicates that the components of the transformed data matrix P [principal components (PCs)] are "spatially uncorrelated." The eigenvectors forming the matrix V are usually referred to as EOFs in meteorology since they are orthogonal to each other by construction [9] . The kth EOF is the kth eigenvector v k of C xx , which corresponds to the kth largest eigenvalue λ k . Each eigenvalue λ i gives the measure of the fraction of the total variance in C xx explained by that particular EOF, and this fraction is the ratio of the λ i to the sum of all eigenvalues (trace of Λ). We can multiply these EOFs with the coefficients in P and obtain back each of the storm analyses at the corresponding time. The contributions of the EOFs as basis fields to the NOGAPS analyses are the corresponding PCs. This relation can be summarized bŷ
wherex i is the ith storm, v j is the jth EOF rearranged into a column, and P ij is the jth PC of the ith storm. A smaller set of M (M < N) EOFs and PCs corresponding to the largest M eigenvalues can now provide a high-fidelity approximation to the original data.
A. Dimensionality Reduction
An EOF analysis (Fig. 3) is applied to the geopotential height training data every 12 h from ET − 48 h to ET + 48 h. Using (5), the storms are projected onto a lower-dimensional space where the storm coordinates are the corresponding PCs. This reduces the amount of information for each analysis from (m × n) individual pixels to N (= 51) PCs and the associated EOFs. The storms are represented as a scatterplot with the first three PCs as axes in Fig. 4 for visualization purposes.
Although each additional EOF brings extra information that represents more of the variance in the data, this also leads to extra processing time and computational load. In addition, using more EOFs than needed might emphasize information that is not important (such as noise in the data), and this could result in overfitting to the training data. Thus, a compromise is made so that only the first 20 EOFs, representing more than 98% of the variance in the data, are taken into consideration. We find that 20 EOFs provide enough information to perform separation while being robust to small changes in the training data [15] .
Next, an optimization step is used to find the unit vectorû 0 that maximizes the separation of the positive and negative storm distributions. Various directions in 20-D PC space are examined, and PCs of each storm are projected on each direction with a dot product operation. The projection distances of the two sets are defined as
where P (+) and P (−) are the PC matrices of positive and negative storms, respectively. The direction that maximizes the cost function
is chosen as the direction maximizing the separability of the distributions. Here, µ p and µ n are the projection distance means of positive and negative storms, respectively, and σ Bhattacharyya distance used by Jimenez and Langrebe as the projection index for hyperspectral imagery data [11] . Using the Bhattacharyya distance did not provide any significant difference in performance (data not shown). The next step in the PP process outlined in Fig. 3 is to reduce the dimensionality from 20 to ten based on the importance of the EOFs. We choose the ten PCs corresponding to the largest absolute valued components ofû 0 (whitened by P w = Λ −1/2 P ), and the data are projected onto that 10-D space. Although Jimenez and Langrebe assert that whitening transformation causes an enhanced contribution from noisy variables [11] , it is crucial in this case since we are using the unit length vector as reference. Next, the same optimization step is repeated in the new 10-D space, and another unit vectorû 1 direction maximizing the separation of two storm distributions in this lower-dimensional space is found. The storm coordinates are projected onto thisû 1 direction, and each of the storm analysis fields is now represented with a 1-D projection distance value. A sample histogram of the projections for the positive and negative storms at ET + 00 h is shown in Fig. 5 . The histograms are modeled by Gaussian curves with the corresponding mean and variance for better visualization, and these were used to determine the thresholds in future steps.
To use this method as a prediction tool, signal detection theory is used to decide whether a test storm (not in the training set) belongs to the positive or the negative distributions [14] . The test storm is projected onto theû 1 direction using a dot product operation, and a threshold value or minimum level of certainty is used to determine whether the storm is positive or negative. We can then compute the probability of detection (P D ) (i.e., the probability of deciding that a storm is positive when it really comes from the positive storm distribution) and the probability of false alarm (P FA ) (i.e., the probability of deciding that a storm is positive when it actually comes from the negative storm distribution). Estimates of each of these two probabilities can be computed and used to separate sensitivity from response bias. The receiver operating characteristic (ROC) curve for the training data in Fig. 6 shows the relationship between P D and P FA for all possible threshold values for the specific distribution in Fig. 5 .
B. Results
The algorithm described in Section III-A is applied to the data every 12 h from ET − 48 h to ET + 48 h. The improvement in the training data ROC curves with time is summarized in Fig. 7 . Not surprisingly, we find that the separation distance and detection rates improve with time as the two distributions separate. The separation index d increases rapidly with time beginning at time ET − 24 h until ET + 12 h. Although the performances before ET and after ET differ significantly, the rapid increase in d just before ET + 00 h is a promising sign that the classification can be successfully done prior to when the actual intensification begins. At ET − 12 h, a P D of 80% is obtained with a P FA of 25% using a training set of storms from 1997 to 2002.
IV. FORECASTING TOOL
The real purpose of this paper is to develop a forecast tool that predicts whether an independent test storm is a positive or a negative case at or prior to ET + 00 h. To do this, we project our forecast storm onto the training data and decide whether it is positive or negative based on where it falls. A forecast test was run using 28 western Table I for predicted false alarm rates of 10%, 20%, 30%, and 40%. Performance was poor for times earlier than ET − 24 h, and for times after ET + 12 h, intensification is occurring or is imminent. The positive storms are indicated with gray rows. The true-false predictions for each case are represented with 1 and 0, respectively. The resulting performances for all storms, with P D and P FA rates, are presented in the last three rows. At ET − 24 h and ET + 12 h, our prediction analysis gives overall success rates of 60%-70% depending on the false alarm threshold that is allowed.
Because our system currently only predicts dissipation or reintensification within 48 h of ET + 00 h, a similar analysis was done with NOGAPS 72-h forecasts starting at ET − 24 h for all of the test storms. For the purpose of comparison, a NOGAPS forecast is considered successful if it predicted reintensification (dissipation) at any time during the forecast period and the storm did reintensify (dissipate). Using this simple classification, NOGAPS correctly predicted 82% of the test storms (P FA = 25%, P d = 87%) at ET − 24 h. A more detailed investigation of the test storms together with possible reasons for successful and unsuccessful cases will be presented in a future paper that discusses the meteorological aspects of the process.
Each of the storm analyses has been projected onto a 1-D direction in an effort to reduce the dimensionality of the data in a way that maximizes the separability of the two populations. Because the forecast decision is based on that projection distance, it is worthwhile understanding what the projection distance corresponds to physically and how it helps our predictions. We have constructed the two storm analysis fields that correspond to the rightmost and leftmost end of the projection distance in the training data and present them at ET + 00 in Fig. 8 . These correspond to our most negative [ Fig. 8(a) ], our mean [ Fig. 8(b) ], and most positive [ Fig. 8(c) ] storm analyses projected ontoû 1 , as indicated by the asterisks on the line in Fig. 4 . Several features that separate the negative storm analysis field from the positive storm analysis field at this time are evident. These include a more significant ridging ahead of the positive transitioning storm in Fig. 8 (c) compared with Fig. 8(a) and a deeper embedding of the positive storm remnants in the baroclinic zone. There is a stronger zonal flow ahead of the negative storm in Fig. 8(a) compared even with the mean image [ Fig. 8(b) ], and the storm remnants exist as an open wave ahead of the trough compared with the mean image. These features correspond to some of those identified in studies of ET storms [5] , [6] and thus reflect that the algorithm is basing its prediction on real physical patterns.
V. SPATIOTEMPORAL ANALYSIS
It was indicated in Section III-B that the separation distance between the two sets of storms increases consistently between ET − 24 h and ET + 12 h. The difference between the two distributions was utilized at discrete times to produce the forecasts presented in Section IV. However, the information we obtained from the discrete times can be combined to produce a forecasting tool that incorporates the progression of the patterns with time. We designed two different methods to incorporate the sequence of events into the technique to transform the spatial problem into a spatiotemporal one. 
A. Combining the Analysis Fields (Extended EOF)
In the first of these methods, the data are composed of 500-hPa geopotential height analyses of each storm at two consecutive times t 1 and t 2 . The technique is known as extended EOF (EEOF) analysis and utilizes correlation in time in addition to the correlation in space. The analysis fields are trimmed from below, and the resolution is decreased to half for computational reasons. The new anomaly fieldX can be defined aś
The same steps in Fig. 3 are then applied to the new anomaly field. The forecasting results for the 28 storms from the years 2003-2004 are presented in the fifth and sixth columns of Table I . These columns refer to the spatiotemporal results of ET − 24 h/ET − 12 h and ET − 12 h/ET + 00 h, respectively. It can be concluded that the spatiotemporal results outperform the individual time results presenting higher detection and lower false alarm rates in almost all cases. This is indeed an improvement of the more recent time t 2 results incorporating the change with time.
B. Combining the Projection Distance Information
We would expect improvement using spatiotemporal methods because we are using more information than in the purely spatial case. A second technique was thus developed by combining the projection distances at individual times. In Fig. 9 , the training storms are represented with their projection distances at three separate times (ET − 24 h, ET−12 h, ET + 00 h) in 3-D space to combine information from individual times.
In this space, a direction maximizing the separation of positive and negative storms was found with an optimization step similar to that explained earlier. The test storm projection distances from corresponding times were then projected onto this line, and the forecasting analysis was done accordingly. The corresponding results are presented in the seventh column of Table I . The forecasting results obtained using this spatiotemporal technique are always better than those of individual times, and temporal information is successfully incorporated. As can be seen from Table I , the spatiotemporal methods have results that match that of NOGAPS (P FA = 25%, P D = 88%).
VI. CONCLUSION AND FUTURE WORK
A multistage PP technique was applied to 500-hPa NOGAPS geopotential height analyses at different times and used as a forecasting tool to be able to predict the outcome of various ET cases. Incorporating the change with time into the technique in two different ways using spatiotemporal analysis improved the results considerably, providing forecasting results comparable to NOGAPS. Initial results are promising and seem to be good starting points for future work.
In the future, we hope to develop methods of identifying ET automatically from the data. Current methods in use rely either on expert analysis or on synoptic definitions [1] . Moreover, classification will be based on multiple classes rather than just two in a higher dimensional space. Utilization of other variables such as upper-level divergence (using wind data) and remotely sensed optical and microwave data will be investigated to improve the results as these variables may present differentiations between positive and negative storms. The addition of more variables will increase the computational complexity, and new methods may be needed to execute the processing. We also plan to use forecast fields at earlier times to test the performance. The meteorological aspects of this paper will be analyzed in a separate paper, and the successes and failures of the process will be investigated depending on the test storms.
