The estimation of P(S n > u) by simulation where S n is a sum of i.i.d. r.v.'s Y 1 , . . . , Y n is of importance in many applications. We propose two simulation estimators based upon the identity
Introduction
This paper is concerned with the evaluation of z(u) = P(S n > u) by simulation, where S n = Y 1 + · · · + Y n with the Y i > 0 i.i.d. and heavy-tailed, in situations where u is large so that z(u) is small. We will also consider the case where n is replaced by an independent integer-valued r.v. N. An example where this is of relevance is the steady-state waiting time of the M/G/1 queue, which according to the Pollaczeck-Khinchine formula has the same distribution as S N for a certain choice of parameters (see [4] p. 237). In insurance risk P(S N > u) is also a representation of the ruin probability with initial reserve u ( [4] p. 399). A third example (from financial mathematics) is credit risk; here N could be the number of defaulted obligors in a period and Y i the loss from the ith default [14] . In the last two examples, the interesting values of z(u) may be of order 10 −2 . In the first (arising from problems in telecommunications and data transmission where z(u) could be a bit loss rate) the magnitude could go down to say 10 −10 . As is well known [9, 15] , the efficiency of crude Monte Carlo simulation greatly deterioates as z(u) decreases, making the simulation a non-trivial problem requiring variance reduction ideas.
Let F denote the common distribution of the Y i . Heavy tails means in wide terms that exponential moments fail to exist. However, most often a more narrow framework is used like F being subexponential [12, 20] or even just the special case of primary importance where F is regularly varying with a relatively small index α; this means that the tail F (x) is L(x)/x α for some slowly varying function L(·). We will not go into the general subexponential framework here but be satisfied with treating the regularly varying case as well as what is maybe the secondmost important example: the heavy-tailed Weibull case where F (x) = e −u β with 0 < β < 1. The application relevance of such modeling assumptions has been vividly argued; see e.g. [12, 2] .
We call a r.v. Z = Z(u) an estimator for z(u) if Z can be generated by simulation and E * Z = z(u) where P * = P * ,u is the probability measure used in the simulation (the given distribution of Y 1 , Y 2 , . . . or an importance sampling distribution). We use the standard terms bounded relative error for Var(Z(u))/z(u) 2 being bounded in u and polynomial time for Var(Z(u))/z(u) 2−ǫ being bounded in u for any ǫ > 0 (often also logarithmic efficient or just efficient is used [9, 15, 6, 16] ). Similar terminology is used for the case of a random N. With light tails, the most established approach for simulation of z(u) is the exponential change of measure, as determined by the saddlepoint method, see [4] pp. 373-376. As discussed there, this scheme can be seen as an implementation of the general principle in importance sampling to take the changed measure used for the simulation as close as possible to the conditional distribution given the rare event. In the present case this means sampling Y 1 , . . . , Y n using an asymptotic description of their conditional distribution P n,u given S n > u. The traditional description in the subexponential setting states that one Y i is larger than u and the rest are in some sense "typical", that is, unaffected by the conditioning (for precise statements in this direction, see Proposition 1.2 p. 252 in [3] , and Lemma 6.6 p. 405 in [4] ). However, as noted in [6] , the most straightforward ideas of using this asymptotics as basis for importance sampling fail. The first polynomial time algorithm reported in the literature, [5] , in fact uses a different idea, namely conditional Monte Carlo, invoking the order statistics Y (1) < · · · < Y (n) for the conditioning. The estimator is
where
. Later, polynomial time importance sampling ideas were given in [6] and [16] . We only consider the (more efficient) ideas of [16] , which are based upon the hazard rate Λ(x) = − log F (x). A key ingredient (not the only one!) in the algorithms of [16] is hazard rate twisting which changes Λ(x) to θΛ(x) for some small θ. That is, the tail F is changed to F θ = F θ . The more refined weighted delayed hazard rate twisting simulates the Y i from a distribution which is a mixture of F conditioned to (0, x * ] and F θ conditioned to (x * , ∞), with the weights, θ and x * chosen to depend appropriately on u.
Despite the good computational and theoretical properties of these algorithms reported in [16] , it appears intuitively unnatural that the importance sampling change of measure is i.i.d. Indeed, the above description of P n,u is highly asymmetric, showing the particular role taken by one of the Y i (the big one). The contribution of this paper is to present some changed algorithms which takes this into account, and which will turn out to yield efficiency improvements over existing algorithms which are very substantial. Our algorithms depart from the identity
where we use the notation
If f is the density of F and f * the density of an importance sampling distribution (we return to the choice of f * later), we twist only the distribution of Y n and arrive at the estimator
Using instead conditional Monte Carlo yields the estimator
The paper is organized as follows. In Section 2, we give a theoretical proof of the efficiency of our estimators for the Pareto case and present some numerical studies. Section 3 addresses the same issues for the Weibull case where it turns out that there is a certain critical value of β for (3) to be polynomial time. The empirical performance of (2) and in particular (3) is excellent. For example for an M/G/1 queue with Pareto service times of index α = 1.5, Table 1 below shows that (3) reduces the variance by a factor 5-14 compared to [5] and 33-529 compared to [16] . The performance improvement for Weibull tails compared to [16] is similar, whereas the algorithm of [5] is not even polynomial in this case. In addition to this, we would like to point out the simplicity of (3), making the code much shorter and more transparent than for some of the other estimators we compare with.
Section 4 discusses combinations with other variance reduction ideas (control variates and stratification) in the case that n = N is random as in the examples above.
The regularly varying case
In this section we assume f (x) = L(x)/(1 + x)
1+α , x > 0, with L slowly varying and α > 0 (we don't need conditions like α ≥ 1 to exclude infinite mean, etc.). Then F (x) ∼ L(x)/(1+x) α by Karamata's theorem ( [13] ). Here we use the notation a(
We first consider the estimator (2) . It remains to specify the importance sampling density f * (y). As in [16, 8] , we take f * to be regularly varying with index α * of the form b/ log u, for simplicity just Pareto so that f
Theorem 2.1 (a) With f * as stated, the estimator (2) is polynomial time for any fixed n; (b) more precisely, if there exist u 0 , z 0 such that L(uz)/L(u) is either monotonically increasing or monotonically increasing in u ≥ u 0 for all z ≥ z 0 , then an asymptotic upper bound for the squared relative error is
where c 1 is a constant independent of n. (c) In the random N case the estimator is polynomial time provided EN 3α+3 < ∞.
[Some discussion of the condition of (b) is given in Remark 2.1 below].
In the proof, we need the density g * proportional to
* where
Proof. We have
From this (a) follows by noting that we can bound α * by ǫ for u large enough and that
The convergence is in fact uniform on [1, z 0 ] so that using monotone convergence on (z 0 , ∞) ensures the existence of a limit of the integral. This completes the proof. 2
Proof of Theorem 2.1.
where P * * is the probability measure under which the Y i are independent with Y n having density g * and the rest f . Let β ∈ (2/3, 1) and let
Choose δ, ǫ > 0 such that 2α + δ < 2α + δ + ǫβ < 3αβ. Then using Lemma 2.1(a), the second term can be bounded by
Again by Lemma 2.1(a),
is an upper bound for the first term. Since the asymptotics of this expression is u −(2α−ǫ) , part (a) of the theorem follows.
Part (b) of the theorem follows now immediately by just invoking part (b) rather than part (a) of Lemma 2.1. For part (c), just condition upon N = n and use dominated convergence to control the second term.
2
The improvement over hazard rate twisting obtained when using (2) can be understood as follows. Assume for simplicity that F is Pareto with density α/(1 + x) α+1 , x > 0, and that n is fixed. The second moment in hazard rate twisting is . . .
. .
letting F u be the Pareto distribution with parameter α u = 2α − α * . Easy modifications of arguments in [13] pp. 278-279 show that F * n u (u) ∼ n e b u −2α , as is expected from u α * → e b . Thus the asymptotics of the second moment is e b α 2b
Thus, comparison with Theorem (2.1) shows that (2) improves the squared relative error by a factor of (log u) n−1 .
2 An immediate corollary of Theorem 2.1 is that the estimator (3) is also polynomial time. To this end, just note that (3) is the conditional expectation of (2) given Y 1 , . . . , Y n−1 (the choice of f * is immaterial for this) and the standard fact that conditioning reduces variance. In fact, a stronger result holds:
Theorem 2.2 The estimator (3) has bounded relative error, assuming in the case of a random N that
for some function
Remark 2.2 The condition (4) is in the examples we looked at equivalent to or only marginally stronger than EN 2α+4 < ∞. To see this, note first that L(u/2N)/L 1 (u) → 1, as follows from L(u) being slowly varying. Thus a sufficient condition for the l.h.s. of (4) being equal to EN 2α+4 is L(ut)/L 1 (u) being bounded or monotone in u for a fixed t (which is essentially the condition of Theorem 2.1). If e.g.
which is decreasing for β > 0 and increasing for β < 0 (note that log(t + a/u)/ log u is decreasing, it being the ratio between a decreasing and an increasing function). 2
Proof of Theorem 2.2. We split the second moment of (3) (with n + 1 instead of n for notational convenience, and omitting the factor (n + 1) 2 ) into the three parts
where ǫ = 1/(2n). Here
Finally,
Putting these estimates together completes the proof. For the case of a random N, just condition upon N = n + 1 and invoke (4) (remember the omitted (n + 1) 2 factor). 2 Theorem 2.2 appears to give the first example of an estimator with bounded relative error in a heavy-tailed setting. However, asymptotic efficiency does not guarantee efficiency for a given set of parameters (a good example of this is the importance sampling algorithm of [6] 
−α and the M/G/1 queue where N is geometric with P(N = n) = (1 − ρ)ρ n , n = 0, 1, 2, . . . and f (y) = P(U > y)/EU where U is a generic service time. Thus F plays the role of the integrated tail distribution so that the service time distribution itself is Pareto but with index α U = α + 1 instead of α. The most important range for α U is often argued to be the interval (1, 2) (finite mean but infinite variance) so we took α U = 3/2, corresponding to α = 1/2 and supplemented this with the larger value α = 3/2 corresponding to α U = 5/2. Three different traffic intensities ρ = 0.25, 0.5, 0.75 were considered whereas for u we considered the four values which the standard approximation
is 10 −k , with k = 2, 5, 8, 11. In the implementation we used
where P(N * = n) = (1 − ρ)ρ n−1 , n = 1, 2, . . ., and simulated using N * . The algorithms were replicated R = 10 7 times and Tables 1-2 give the corresponding relative error defined as the halfwidth of the 95% confidence interval divided by the point estimate.
In the list of algorithms, (1) and (3) are self-explanatory. CE means simple importance sampling (hazard rate twisting), simulating using α * = n/ log u as suggested by the cross-entropy argument in [8] . JS is the weighted delayed hazard rate twisting of Juneja & Shahabuddin [16] , implemented using the parameters suggested there. The asymmetric importance sampling (2) was implemented for two different f * , such that (2) CE means a Pareto f * with α * = 1/ log u as suggested by a cross-entropy argument similar to [8] (we omit the details of the derivation) and (2) JS corresponds to the same f * as was used in algorithm JS.
The point estimates (not given here) showed excellent agreement with the approximation (8) in the present Pareto case, but we note that regularly varying cases where (8) is quite inaccurate (and hence simulation is a realistic alternative) have been reported in, e.g., [1, 17] .
The findings of Tables 1-2 are that the conditional Monte Carlo algorithms (1) and (3) performs better than any of the importance sampling algorithms, with (3) representing a substantial improvement of (1). The weighted delayed hazard rate twisting in algorithm JS is substantially more Table 1 : Results for the Pareto case, α = 0.5. Table 2 : Results for the Pareto case, α = 1.5. efficient than the naive twisting of α in the CE algorithm, but when combined with asymmetric importance sampling, the CE algorithm is improved very substantially, the JS one not. An intuitive argument why this is the case may be that the role of the delay in the JS algorithm (represented by the change point x * ) is to ensure a sufficient number of Y i that are not large even if Y 1 + · · · + Y N is so.
The Weibull case
In this section, we assume that F is Weibull-like (with a terminology from [17] ), meaning that the density f (x) is asymptotically of the form cx γ e −x β where 0 < β < 1. The tail then satisfies F (x) ∼ cx 1+γ−β e −x β /β. We will only give a theoretical study of the efficiency properties of the estimator (3) and not of (2) . This is motivated from the findings (both theoretical and empirical) in the Pareto case and the numerical studies below.
Theorem 3.1 Assume β < β = log(3/2)/ log 2 = 0.585, i.e. 2 1+β < 3. Then the estimator (3) is polynomial time for any fixed n.
Remark 3.1
The occurence of a critical value of β is not uncommon for the Weibull distribution. See, e.g., [7] where some of the results take a different form for 1/2 < β < 1, 1/3 < β < 1/2 and so on. Critically of β < 1/2 for a certain result to hold true has been found in many later cases and is often referred to as square-root insensitivity, see e.g. [10] and references there. We have not seen the present critical value 0.585 show up before, but it is in fact maximal for our result, as can easily be seen by reverting the proof below.
Theorem 3.1 is obviously weaker than the corresponding Theorem 2.1 for the Pareto case which contains in addition bounded relative error and validity for the random N case. The numerical examples presented below strongly suggest that both of these extensions hold true for the Weibull case as well but we have no proof of this. 2
In Fig. 1 , the two areas shaded in different tones form together the support of the distribution of (M n , S n ). Note that u − y > x in the dark shaded area and that x > u − y in the light shaded area. For the proof, we divide for each u the support into the 2n − 1 regions 0, 1 ′ , . . . , (n − 1) ′ , 1 ′′ , . . . , (n − 1) ′′ , shown in Fig. 1 (e.g., k ′ is the triangle with border lines u = x + y, y = kx and y = (k + 1)x). We will denote by γ 1 , γ 2 , . . . certain powers of x or u whose particular values are unimportant (note that it suffices to bound the relative error by u γ k e −2u β ) and similarly c 1 , c 2 , . . . denote constants.
for some a > 0. Letting S be the compact simplex ⊂ R n−1 specified by the constraints
The support of the distribution of (M n , S m ) is divided into 2n − 1 regions. and letting µ be Lebesgue measure on S, we have
where in the last step we used (9) to bound the µ-integral over an region of the form
n−1 attains it minimum on S at an extremal point which is easily seen to mean that at a minimum point k − 1 of the x i must equal x, one y − kx and the rest 0. Thus the sup may be bounded by exp
Proof of Theorem 3.1. Let h(x, y) denote the joint density of M n and S n so that the second moment of the estimator is k(x, y) dx dy where k(x, y) = exp −2 x ∨ (u − y) β h(x, y).
Consider the partition in Fig. 1 of the support of h (the shaded area) into the regions 0, 1
′′ . We will carry out the proof by showing that the contributions I 0 , I 1 ′ , . . . to the integral from the separate regions grow no faster than c m u γm e −2u β . This is simple for region 0, whereas for the remaining ones we will use similar ideas as in the proof of Lemma 3.1 based upon concavity and extremal points (the corner points marked by bullets in Fig. 1 ; note that the volumes grow at rate at most u 2 ). 0: In region 0, x > u − y and x > u/2. So, recalling the standard fact that the density of
we get
Here u − y ≥ x and by Lemma 3.1,
Thus (note that x ≤ u when x ∈ k ′ ),
Since the area of k ′ grows like u 2 , it suffices to check that the value of minus the exponent is at least 2u β at each of the three boundary points. This is clear for (0, 0). The two other boundary points (at the line x + y = u) are u/(k + 1), ku/(k + 1) and u/(k + 2), (k + 1)u/(k + 2) where minus the exponent is (k + 2)u β /(k + 1) β , resp. (k + 3)u β /(k + 2) β which both are > 2u β (the function (x + 2)/(x + 1) β is 3/2 β > 2 at x = 1 and increasing, as is easily seen by checking that the log derivative is positive for β < β, x ≥ 1).
Here u − y ≤ x so that as in the k ′ argument
We must again check that the value of minus the exponent is at least 2u β at each of the four boundary points. The two boundary points at the line u = x+y and the values to be checked are the same as for k ′ so these behave as should be. The two on the line x = u/2 are u/2, (k +1)u/2 and u/2, ku/2 where minus the exponent is at least (k + 2)
Tables 3-5 contain a similar geometric sum numerical study as for the Pareto case, considering a (standard) Weibull F with tail e −x β and three different values 0.25, 0.50, 0.75 of β (we omitted (1) since the algorithm is not polynomial time in the Weibull case). The choice of F and β = 0.5 is as in [16] and as check, we also reconstructed Table 2 of [16] and obtained very similar point estimates and confidence bands (in fact, algorithm JS came out slightly better than in [16] which is probably due to the N * instead of N issue). We do not include the table here. Note, however, that e −x β is not the tail of an integrated tail distribution (the derivative is not monotone) and therefore there is no direct M/G/1 interpretation.
For β = 0.25 and β = 0.50 the conclusions of Tables 3-5 are very much as for the Pareto case, whereas for β = 0.75 all algorithms show considerable performance degradation. This is maybe not surprising since the algorithms are specifically designed for heavy tails and at β = 0.75 we start approaching the border β = 1 to light tails. 
Combination with stratification and control variates
The subexponential asymptotics
which is valid for a fixed n, indicates that a substantial part of the variability of the estimators in the random N tables may be due to the variability in a random N. Two ways to eliminate this are to use N as control variate (as suggested by the linearity of (11) in n) or to stratify N. Note that both methods guarantee variance reduction. We refer, e.g., to [14] for the basic facts on these variance reduction techniques. The following Tables 6-10 contain numerical studies pertaining to this issue, where we use the same parameter values as in Tables 1-5 . For the stratification (using proportional allocation, cf. [14] ), we took 8 strata N * = 1, . . . , 7, N * > 7 for ρ = 0.25 and 17 strata N * = 1, . . . , 16, N * > 16 for ρ = 0.50 and ρ = 0.75. Again, the tables give the half-width of the confidence intervals and JS CV , JS Str means the JS algorithm combined with control variates, resp. stratification, and similarly for the other algorithms. Of course, 0.000 just means < 5 · 10 −4 . Table 7 : Variance reduction results for the Pareto case, α = 1.5. Table 10 : Variance reduction results for the Weibull case, β = 0.75.
The conclusions to be drawn is that the control variate method and stratification perform rather much the same. The variance reduction is by far the largest for algorithm (3) which we take as indication that the algorithm estimates P(S n > u) very accurately for a fixed n and that the variability of the M/G/1 estimators is largely due to the variability in N. In contrast, for the other estimators the variability in the estimates of P(Y 1 + · · · + Y n > u) is non-negligible compared to the variation in N.
