Objects are three-dimensional entities, but visual observations are largely 2D. Inferring 3D properties from individual 2D views is thus a generically useful skill that is critical to object perception. We ask the question: can we learn useful image representations by explicitly training a system to infer 3D shape from 2D views? The few prior attempts at single view 3D reconstruction all target the reconstruction task as an end in itself, and largely build categoryspecific models to get better reconstructions. In contrast, we are interested in this task as a means to learn generic visual representations that embed knowledge of 3D shape properties from arbitrary object views. We train a single category-agnostic neural network from scratch to produce a complete image-based shape representation from one view of a generic object in a single forward pass. Through comparison against several baselines on widely used shape datasets, we show that our system learns to infer shape for generic objects including even those from categories that are not present in the training set. In order to perform this "mental rotation" task, our system is forced to learn intermediate image representations that embed object geometry, without requiring any manual supervision. We show that these learned representations outperform other unsupervised representations on various semantic tasks, such as object recognition and object retrieval.
Introduction
While visual perception relies largely on 2D observations, the visual world and objects in particular are inherently three dimensional entities. Inferring 3D geometry from 2D views is therefore a necessary component of object perception.
Cognitive psychologists have found strong evidence supporting this view. In a seminal series of discoveries [38] , Shepard and collaborators observed that humans attempting to determine if two views portrayed the same abstract 3D shape spent time that was linearly proportional to the 3D angular rotation between those views. Further, they Figure 1 . One-shot image-based shape reconstruction: A 3D shape is represented by its "viewgrid'-views from evenly spaced viewpoints. Given one 2D view of an arbitrary shape, we train a deep network to produce the remaining views in the viewgrid. Objects are inherently 3D entities and lifting standard 2D views of objects to 3D is a generically useful skill. So we ask: does training for viewgrid reconstruction as above induce transferable representations in the network? showed that the time taken was independent of whether the 3D shape underwent simple in-plane rotations in the picture plane, or more complex out-of-plane rotations. These findings are striking. In particular, they tell us that humans may explicitly form mental representations of 3D shape from individual 2D views, and suggest that the act of mentally rotating such representations is integral to registering object views, and by extension, to object perception and recognition.
Inspired by this, we ask the question: can we learn image representations encoding 3D geometry from 2D views, for use in computer vision systems? We propose to do this by training a system for the same target task as was set for the humans in Shepard et al.'s study: mental rotation.
More concretely, we set up the task of single view imagebased shape reconstruction. Given one 2D view of an object from an arbitrary viewpoint, the system must output views corresponding to arbitrary rotations from the current viewpoint.
With an infinite number of views from all around an object, classic geometric methods allow full 3D shape recovery [17] . These methods can operate with very limited object understanding, as they are completely agnostic to the semantics of the object, and work for arbitrary shapes that might not even represent real-world objects. With real 1 world objects however, 3D understanding is possible from much sparser observations by using cues such as semantics, shading, etc. This suggests the use of learning-based approaches for reconstruction.
Vision researchers have recently begun to investigate single view 3D reconstruction by employing deep learning methods [10, 49, 7, 13, 35, 46, 26, 42, 40] . However, these few prior attempts (1) all target reconstruction as an end task in itself, (2) largely build category-specific models for common categories (e.g. chairs, cars, faces), and (3) rely on deep neural networks pretrained heavily on manually supervised classification tasks to yield better reconstructions. In contrast, we wish to investigate this task as a means to learn generic visual representations that embed knowledge of 3D shape properties from arbitrary views of arbitrary unseen objects. As suggested above, we hypothesize that downstream vision tasks such as recognition would benefit from an image representation that "lifts" 2D views of objects to inferred 3D shapes.
To this end, we train a category-agnostic deep feedforward neural network from scratch, to produce a complete image-based shape representation given a single view of a generic object, in one forward pass. In order to perform this one-shot reconstruction task, the network must learn a representation that encodes knowledge of the full 3D object shape. Therefore, after training our deep neural network model on this unsupervised task, we extract representations from intermediate layers in the model to use as input features for recognition tasks.
Through experiments on widely used shape datasets and comparison against various baselines, we validate that (1) our system successfully learns the training task of categoryagnostic image-based shape reconstruction, generalizing even to categories that were not seen in the training set, and (2) the representations learned in the process are generically useful, in particular transferring well to the semantic tasks of object recognition and retrieval. Our results establish the promise of explicitly targeting 3D understanding as a means to learn generically useful visual representations.
Related Work
Geometric view synthesis For many years, new view synthesis methods focused purely on geometry. In imagebased rendering, rather than explicitly construct a 3D model, new views are generated directly from multiple 2D views [25] . This usually entails computing point correspondences between views then warping pixels appropriately to obtain intermediate views, as determined by projective or multi-view geometry [37, 2] . Image-based models for object shape have also been developed, where silhouette images are (implicitly) intersected to carve a visual hull [31, 28] , possibly with class-specific regularization [15] .
Learning 2D-3D relationships Recently, and particularly with the advances in high capacity deep neural networks, there is great interest in instead learning the connection between a view and its underlying 3D shape. The problem is being tackled on two main fronts: image-based and volumetric.
In image-based work, the goal is to infer an image as a function of a specified transformation or viewpoint. When provided with two 2D views, methods can learn to predict intermediate views-as, for example, in transforming autoencoders [18] , deep stereo [11] , deep morphing [23] , and the learned similarity functions of [8] . Alternatively, when the input consists of a single view, methods can learn to render the observed object from new camera poses. A tensor completion approach organizes views by people's body poses and camera viewpoints in order to infer "missing" novel views [6] . The inverse graphics network of [27] generates new images of an object with varying pose and lighting, having learned a disentangled representation with a deep convolutional neural network (CNN). Related to this, recurrent convolutional encoder-decoder networks are explored for rendering rotated objects from a single input image [47] . Training with synthetic models, a generative CNN can produce images with specified object types, viewpoints, colors, etc. [10] . A learning objective based on "appearance flow" allows a CNN to learn how to map pixels in the input to its proper destination in a new target view [49] . The main restriction of such methods are their category-specificity. Thus far, view synthesis models are trained for a particular object category at a time (e.g., cars, chairs, people). In contrast, we consider generalizing synthesis across objects. To our knowledge, ours are the first view synthesis results for unseen categories.
In volumetric approaches, the goal is instead to map a view(s) directly to a 3D representation of the object, such as a voxel occupancy grid. 3D recurrent networks with LSTM can predict the voxel grid from one or more views [7] , while a combination of a 3D generative model and 2D image embedding network supports voxel prediction and 3D model retrieval [13] . Some recent solutions show how to circumvent the need for 3D ground truth in training, such as the space carving-inspired solution of [46] and the generative approach of [35] . While most efforts study synthetic 3D object models (e.g., leveraging CAD datasets), recent work also ventures into real-world natural imagery to learn mappings from instance segmentation and viewpoints to 3D meshes and depth maps [26] . Aside from voxels, inferring depth maps with CNNs allows mesh reconstruction [40] and inferring keypoint skeletons offers a compact representation of 3D object structure [42] . Unlike these methods, we target 2D view synthesis, an implicit representation of the 3D shape. Furthermore, nearly all past volumetric work is also object-specific, while we strive to learn generic representa-tions. An out-of-category test in [46] shows both the potential and challenges for 3D outputs. Finally, we treat the one-view reconstruction task as a means towards learning unsupervised visual representations, rather than as an end in itself.
Recognition of 3D objects Though 2D object models dominate recognition in recent years (e.g., as evidenced in challenges like PASCAL, COCO, ImageNet), there is growing interest in grounding object models in their 3D structures and shapes. Recent contributions in large-scale data collections are fostering such progress [43, 4, 44] , and researchers are developing models to integrate volumetric and multiview approaches effectively [33, 39] , as well as new ideas for relating 3D properties (pose, occlusion boundaries) to 2D recognition schemes [45] .
Unsupervised representation learning While supervised "pre-training" of CNNs with large labeled datasets is useful [14] , it comes at a high supervision cost and there are limits to its transferability to tasks unlike the original labeled categories. As an increasingly competitive approach, researchers are investigating unsupervised feature learning [9, 32, 20, 1, 29, 48, 41, 12, 22] . An emerging theme is to identify "pretext" tasks in which during training the network targets an objective for which supervision is inherently free. For example, features tasked with being predictive of contextual layout [9, 32] , egomotion [20, 1] , colorization [29] , or feature slowness [41, 12, 22] often simultaneously embed basic visual concepts useful for recognition. In this spirit, our approach can be seen as a new way to force the visual learner to pick up on foundational cues. In particular, our method can be thought of as generalizing this family of learning methods to 3D information, where the full image-based shape reconstruction is withheld from the system, except for one view.
While prior work considers 3D egomotion [20, 1] for feature learning, it focuses on unattached view pairs [20, 1] and enforces view predictability in the feature space that is being learned [20] . This makes optimization difficult by setting up a moving target regression problem with degenerate solutions that could potentially lead to loss of important information. Such solutions must be carefully avoided using contrastive losses as detailed in [20] . Instead, we focus on the pixel space, where the optimization problem reduces to straightforward fixed-target regression to the ground truth reconstruction. Further, this allows easy interpretation of the trained network, since the learned features are naturally visualized via output reconstructions.
Active object recognition When an agent can move around, it has the chance to be active about its motions, such that fewer views suffice to perform successful recognition.
Active recognition work relates to our idea, in that they typically employ models for "hallucinating" an unseen view to reason about its information value [36, 34, 43, 24, 21] . However, active models are almost always object-specific, and rather than a sequence of views our method learns to infer all views jointly from a single input.
Approach
Our goal is to train a system to recover a full image-based shape reconstruction of an object after observing one view of it from an arbitrary viewpoint. This task of "mentally rotating" the object from its observed viewpoint to arbitrary relative poses requires developing 3D understanding from single 2D views, which is crucial for many vision tasks. Through training on this image-based shape reconstruction task, we want to eventually learn generically useful visual representations that embed this 3D understanding and apply those representations to recognition and retrieval tasks.
Task setup
During training, we first evenly sample views from the viewing sphere around each object. To do this, we begin by selecting a set S az of M camera azimuths S az = {360°/M, 720°/M, . . . 360°} centered around the object. Then we select a set S el of N camera elevations S el = {0°, ±180°/(N − 1), ±360°/(N − 1), · · · ± 90°}. We now sample all M × N views of every object corresponding to the cartesian product S = S az × S el of azimuth and elevation positions: {y(θ i ) : θ i ∈ S}. 1 Note that each θ i is an elevation-azimuth pair, and represents one position in the viewing grid S. Now, with these evenly sampled views, the one-shot image-based shape reconstruction task can be formulated as follows. Suppose the observed view is at an unknown camera position θ sampled from our viewing grid set S of camera positions. The system must learn to predict the views y(θ ) at position θ = θ + δ i for all δ i ∈ S. Because of the even sampling over the full viewing sphere, θ is itself also in our original viewpoint set S, so we have already acquired supervision for all views that our system must learn to predict.
Our training phase may be thought of as representing a setting where a robotic visual agent learns visual perception from scratch by inspecting a large number of objects. It can move its camera to arbitrary viewpoints around each object as it does so, to acquire its own supervision. At test time, as a first goal, it must be able to observe only one view and hallucinate the effects of all camera displacements from that view. Eventually, the goal is to transfer knowledge acquired from training on this unsupervised reconstruction task to recognition tasks. 
Shape reconstruction system architecture
To tackle this one-shot shape reconstruction task, we model the system as a deep feed-forward neural network. Our network architecture naturally splits into four modular sub-networks with different functions: an elevation sensor module, an image sensor module, a fusion module, and finally, a mental rotation module. Together, the elevation sensor, image sensor, and fusion modules process the observation and proprioceptive camera elevation information to produce a single feature vector that encodes the full object model. The mental rotation module then acts as a decoder -it processes this code through a series of learned deconvolutions to produce the desired image-based shape reconstruction at its output. Encoder: First, the image sensor module embeds the observed view through a series of convolutions and a fully connected layer into a vector. In parallel, information about the camera elevation angle is processed through the elevation sensor module. Note that the object pose is not fully known -while camera elevation can be determined from gravity cues, there is no way to determine the azimuth.
The outputs of the image and elevation sensor modules are concatenated and passed through a fusion module which jointly processes the information from the image and elevation sensors to produce a D = 256-dimensional output "code" vector, which embeds knowledge of object shape. To sum up, the function of the encoder is to "lift" a 2D view to a single vector representation of the full 3D object shape.
Decoder: The output of the fusion module is now processed through another fully connected layer to increase its dimensionality before reshaping into a sequence of small 4 × 4 feature maps. These maps are then iteratively upsampled through a series of learned deconvolutional layers. The final output of the mental rotation module is a sequence of M N output maps {ŷ i : i = 1, . . . M × N } of same height and width as the input image. Together these M N maps represent the system's output viewgrid.
The complete architecture, together with more detailed specifications, is visualized in Fig 2. Our convolutional encoder-decoder [30] neural network architecture is similar to [40, 46, 49] . The primary focus of our work is, however, very different. We view one-shot reconstruction as a path to good image representations that lift 2D views to 3D.
There is one final detail of the pipeline to be dealt with -what is the correspondence between the individual views in the target viewgrid and the system's output maps? Recall that at test time, the system will be presented with a single view of a novel object, from an unknown viewpoint (again elevation known, azimuth unknown). How then can it know the correct viewpoint coordinates for the viewgrid it must produce? It instead produces viewgrids aligned with the observed viewpoint at the azimuthal coordinate origin. Azimuthal rotations of a given viewgrid all form an equivalence class. In other words, circularly shifting the 7×12 viewgrid in Fig 1 by one column will produce a different, but entirely valid viewgrid representation of the same airplane object.
To optimize the entire pipeline, we regress to the target viewgrid y, which is available for each training object. Since our output viewgrids are aligned by the observed view, we must accordingly shift the target viewgrid before performing regression. This leads to the following minimization objective:
where we omit the summation over the training set to keep the notation simple. Each output mapŷ i is thus penalized for deviation from a specific relative shift from the observed viewpoint θ. 2 At test time, the full image-based shape representation is recovered in one shot, i.e., in a single forward pass through the neural network. This is different from iterative mental rotation by learning to directly hallucinate only some elemental rotations, and then composing them together, as in [7] . Directly producing the full viewgrid has several advantages. In particular, it is efficient, and it avoids "drift" degradation from iterated forward passes. Most critically to our end goal of unsupervised feature learning, this one-shot reconstruction task enforces that the encoder must capture the full 3D object shape from observing just one 2D view.
Training
Models are initialized with parameters drawn from a uniform distribution between -0.1 and +0.1. The mean squared error loss is then optimized through standard minibatch stochastic gradient descent (batch size 32, momentum 0.9) via backpropagation. For our method and all baselines, we optimize the learning rate hyperparameter on validation data. Training terminates when the loss on the validation set begins to rise.
Unsupervised features for recognition
While we have thus far described our formulation for training a deep neural network for image-based shape reconstruction from single views, our hypothesis is that representations trained in this manner will facilitate high-level visual recognition tasks. This is motivated by the fact that in order to solve the reconstruction task effectively, the network must implicitly learn to "lift" 2D views of objects to inferred 3D shapes. A full 3D shape representation has many attractive properties for generic visual tasks. For instance, pose invariance is desirable for recognition, but is a hard problem in 2D views. This becomes trivial in a 3D representation, since different poses correspond to simple transformations in the 3D space.
Suppose that the visual agent has learned a model as above for image-based shape reconstruction by inspecting 3D shapes. If it is now presented with new dataset of classlabeled training images for a categorization task, we may transfer the 3D knowledge acquired in the one-view reconstruction task to this new task.
Specifically, for each new class-labeled image, we directly represent it in the feature space represented by an intermediate layer in our deep neural network trained for reconstruction. These features are then input to a generic machine learning pipeline, such as a k-nearest neighbor classifier, that is to be trained for the categorization task.
Recall that the output of the fusion module in Fig 2 , which is the fc3 feature vector, is trained to encode 3D shape. In our experiments, we test the usefulness of features from fc3 and its two immediate preceding layers, fc2, and fc1, for solving object classification and retrieval tasks.
Experiments
We evaluate our approach for two tasks. First, we assess its performance on the image-based shape completion task that it is trained on. Next, we evaluate the strength of the features learned within the model for semantic recognition tasks. We test our method on two publicly available datasets: ModelNet [44] and ShapeNet [5] . Both of these datasets provide large numbers of manually generated 3D models, with class labels. For each object model, we render 32×32 grayscale views from a grid of viewpoints that is evenly sampled over the viewing sphere centered on the object.
Datasets
ModelNet [44] has 3D CAD models that are downloaded from the Web, and then manually aligned and categorized. ModelNet comes with two standard subsets: ModelNet-10 and ModelNet-40, with 10 and 40 object classes respectively. The 40 classes in ModelNet-40 include the 10 classes in ModelNet-10. We use the 10 ModelNet-10 classes as our unseen classes, and the other 30 ModelNet-40 classes as seen classes. We use the standard train-test split, and set aside 20% of seen class test set models as validation data. Table 1 shows more details.
ShapeNet [5] contains a large number of models organized into semantic categories under the WordNet taxonomy. All models are consistently aligned to fixed canonical viewpoints. We use the standard ShapeNetCore-v2 subset which contains models from 55 diverse categories. Of these, we select the 30 largest categories as seen categories, and the remaining 25 categories are unseen. We use the standard train-test split. Further, since different categories have highly varying numbers of object instances, we limit each category in our seen class training set to 500 models at most, to prevent the training from being dominated by models of a small number of very common categories. Table 1 shows more details.
Image-based shape reconstruction
First, we train and test our method on the one-shot image-based shape reconstruction task. For both datasets, the system is trained on the seen classes training set. To set the learning rate and determine termination criteria during Lower is better. Per-category results are shown in the appendix in Sec 6.1. "GT category" methods do not work on unseen classes since they rely on knowledge of the category, so those entries are left blank.
deep network training, we employ the seen classes validation set. The trained model is subsequently tested on both seen and unseen class test sets.
To quantitatively evaluate our method, we measure the per-pixel mean squared deviation of the viewgrid produced by our method from the ground truth viewgrid. We compare our method on both seen and unseen classes, against several baselines:
• Avg view: This baseline simply predicts, at each viewpoint in the viewgrid, the average of all views observed in the training set over all viewpoints.
• Avg viewgrid: Both ModelNet and ShapeNet have consistently aligned models, so there are significant biases that can be exploited by a method that has access to this canonical alignment information. This baseline aims to exploit this bias by predicting, at each viewpoint in the viewgrid, the average of all views observed in the training set at that viewpoint. Note that our system does not actually have access to this alignment information, so it cannot exploit this bias.
• GT category avg view: This baseline represents a model that has perfectly learned classification. Given an arbitrary object from some ground truth category, this baseline predicts, at each viewpoint, the average of all views observed in the training set for that category.
• GT category avg viewgrid: This baseline is the same as GT category avg view, but has knowledge of canonical alignments too, so it produces the average of views observed at each viewpoint over all models in that category in the training set.
• Ours w. canonical alignment: Our method does not see canonical viewgrid alignments during training, since it is trained to produce views at various relative displacements from the observed view, i.e., its target is a viewgrid that has the current view at its origin. This is realistic, since such knowledge is unlikely to be available to an agent observing objects in the real world. However, for the sake of evaluation, we also evaluate a baseline that has access to canonical viewpoints. Concretely, at training time, this baseline is trained to produce a canonically aligned viewgrid from observing one view. Rather than optimizing the objective in Eq (1), this baseline optimizes:
so that each output mapŷ i of the system is now assigned to a specific coordinate in the canonical viewgrid axes, rather than a specific relative shift from the observed viewpoint θ, as in Eq (1). Table 2 shows the mean squared error results. 3 "Avg viewgrid" and "GT category avg viewgrid" improve by large margins over "Avg view" and "GT category avg view" respectively. This shows that viewgrid alignment biases can be useful for reconstruction in ModelNet and ShapeNet. Recall however that while these baselines can exploit the bias, our approach cannot; it knows only the elevation as sensed from gravity, so it cannot, for instance, learn to memorize and align an average viewgrid.
Despite this, our approach not only outperforms these methods by large margins but even outperforms its variant "Ours w. canonical alignment" that does use alignment biases in the data. The margin is especially large on unseen class subsets of both ModelNet and ShapeNet, where using alignment biases of seen class categories strongly hurts the performance of "Ours w. canonical alignment". Why is "Ours w. canonical alignment" weaker? Recall that it is trained to produce canonically aligned viewgrids from observing one view, but like our method, it also does not have access to the absolute azimuth of the observed view. If "Ours w. canonical alignment" were learning to do something simple like produce the average viewgrid for an inferred category (similar to "GT category avg viewgrid"), then targeting canonically aligned viewgrids would be a clear advantage. 4 But to exploit instance-specific details from the observed view effectively, it must perform the additional step of inferring the position of the observed view in the canonical viewgrid, which can be difficult i.e. even if it infers shape correctly, it may struggle to produce correct canonically aligned viewgrids. It is therefore, easier and more natural to represent shape with respect to the observed viewpoint, as in "Ours". Fig 5 shows some example viewgrids generated by our method. In (row 1, panel 1) from ModelNet and (row 3, panel 4) from ShapeNet, our method exhibits the ability to infer shape from shading cues for simple objects. In (row 1, panel 3), the system manages to reconstruct an object shape from what appears to be an impossible viewpoint to fully infer the shape, indicating that it effectively exploits the semantic structure in ModelNet to make educated guesses. In (row 2, panel 2), the system observes a very ambiguous viewpoint that could be any one of four different views at the same azimuth. In response to this ambiguity, it attempts to play it safe to minimize MSE loss by averaging over possible outcomes, producing blurry views.
Overall, these results establish that our approach successfully learns one single unified category-agnostic oneshot shape reconstruction model that handles not only views of shapes from a large number of generic categories that are represented in its training set, but also shapes from unseen categories.
Influence of observed view position on viewgrid reconstruction error
We now break down the errors summarized in Tab 2 in the paper on the basis of the dependence of those errors on the observed view. Specifically, in both ModelNet and ShapeNet, models are manually aligned to some canonical starting positions (which are deliberately withheld from our approach). This means that we can meaningfully attempt to understand which positions in the viewgrid, when observed, led to higher or lower reconstruction errors for the full viewgrid for each category. In other words, which views are more or less informative to our one-shot image-based shape reconstruction approach? Fig 3 show results for a few ModelNet seen classes. For each class, a heatmap of mean-square errors is overlaid over the average viewgrid for that class. The first map corresponds to all 30 ModelNet seen classes, and the accompanying colorbar illustrates how lower MSEs correspond to darker, colder, blue colors, and higher MSEs to lighter, warmer, yellow colors.
Studying these heatmaps reveals some intuitive and interesting trends. Across all datasets, perfectly aligned viewing positions from where only a single or a small number of faces of an object are visible have yellowish, lighter highlights indicating high reconstruction errors conditioned on those views, i.e. lower informativeness. See for instance, the "bench" heatmap in Fig 3, which has characteristic yellowish horizontal and vertical stripes running across the viewgrid corresponding to elevations and azimuths that only reveal a small number of faces of the object. Top and bottom views, sampled at -90°and +90°in ModelNet, are consistently uninformative, since very different shapes can have very similar overhead projections. Shapes that have narrow linear projections along some directions tend to present very little information from the corresponding views. See the horizontal view of the airplane and the keyboard (middle row in the corresponding viewgrids, corresponding to zero azimuth) in Fig 3. Overall, these trends largely agree with our intuitive notions of which views are most informative for 3D understanding, and serve as evidence that our method learns to perform reconstruction by observing meaningful and appropriate cues.
Unsupervised feature evaluation
Our system is trained end-to-end from scratch for the task of predicting all unobserved viewpoints given only one view of an object. We now test whether it learns generically useful visual representations in the process.
Nearest neighbor classification
First, as described in Sec 3.4, we extract features from various layers in the network (fc1, fc2, fc3 in Fig 2) and use them as inputs in a k-nearest neighbor classifier trained for categorization of individual object views. We run this experiment on both seen and unseen class subsets on both ModelNet and ShapeNet. In each case, we use 1000 samples per class in the training set, and set k = 5. See Sec 6.2 for results varying training set size.
We compare our features against a variety of baselines:
• Pixels: For this baseline the 32 × 32 image is vectorized and used directly as a feature vector.
• Random weights: A network with identical architecture to ours and initialized with the same scheme is used to extract features with no training.
• DrLIM [16] : This is a commonly used unsupervised feature learning approach. During training, DrLIM attempts to learn an invariant feature space by mapping features of views of the same training object close to each other, and pushing features of views of different training objects far apart from one another.
• Autoencoder [19, 3, 30] : A network is trained to observe an input view from an arbitrary viewpoint and produce exactly that same view as its output (compared to our method which produces the full viewgrid, including views from other viewpoints too). A long line of work has attempted to learn unsupervised visual representations through autoencoders [19, 3, 30] . For this method, we use an architecture identical to ours except at the very last deconvolutional layer, where, rather than producing N × M output maps, it predicts just one map corresponding to the observed view itself.
• Egomotion [1] : Like our method, this baseline also exploits camera motion to learn unsupervised representations. While our method is trained on the task of predicting all rotated views given a starting view, [1] trains on the task of predicting the camera rotation between a given pair of images. In our implementation of this baseline, we trained a model to predict 8 classes of rotations, corresponding to the immediately adjacent viewpoints in the viewgrid for a given view (3×3 neighborhood).
• Ours w. canonical alignment: Also used in the previous experiment, this baseline is a variant of our method that is trained to produce canonically aligned viewgrids at training time, rather than views that are relatively displaced from the observed view.
All models are trained with identical architectures to ours until fc3, to allow fair comparison. Fig 4 shows detailed specifications of network architectures used in our method and baselines.
Recall that our models are trained to observe camera elevations together with views, as shown in Fig 2. While this is plausible in a real world setting where an agent may know its camera elevation angle from gravity cues, for fair comparison with our baselines, we do not use location inputs when evaluating our unsupervised features. Instead, we feed in camera elevation 0°to the location module for all views. Table 3 and Table 4 show the results for ModelNet and ShapeNet respectively. Trends across fc1, fc2, and fc3 are all very similar, and all three layers' representations appear to be approximately equally discriminative for this task for each method. Among the baselines, all unsupervised learning methods outperform "Pixels" and "Random weights", as expected. The two strongest baselines are "Egomotion" and "DrLIM". Recall that "Egomotion" is especially rele-vant to our approach as it also has access to relative camera motion information. However, our approach exploits this information much more effectively. "Ours" and "Ours w. canonical alignment" both strongly outperform all prior approaches, and of the two, "Ours" marginally outperforms "Ours w. canonical alignment".
As seen from our results, "Autoencoder" features perform very poorly. Interestingly, our method -which can be thought of as a generalized autoencoder in 3D that maps one view to a full image-based shape reconstruction -learns much stronger representations. This suggests that our system benefits strongly from the incentive to learn not just an identity mapping, as in the autoencoder, but to acquire 3D understanding.
Object category retrieval
Aside from these nearest neighbor classification experiments, we also perform object category retrieval experiments to test the usefulness of our features for a different high-level task. A retrieval system is presented with individual object views as queries, and the task is to fetch the closest views from the training set in the learned feature space. We compare against the same baselines as for the nearest neighbor experiments. For this task, we present a query image from the test set, and retrieve the closest images in the training set, as measured by Euclidean distance in the learned feature space. For representations that encode semantics, these closest images would belong to the same category as the query, so we evaluate various representations on their ability to retrieve images from the same class as the query. 5 We measure top-1, top-5, and top-20 accuracies. We separately test fc1, fc2, and fc3 features from our method and the baselines, as in the classification experiments in Sec 4.3 in the paper. Results are shown in Tab 5, for ModelNet and ShapeNet for both seen and unseen classes.
Trends are very similar to those observed for classification in the paper. Ours and Ours w. canonical alignment once again easily outperform all baselines. Performance for all methods remain roughly similar at all three feature layers, except DrLIM. DrLIM is strongest at fc1, and weakens at fc2 and still further at fc3, indicating that the invariance enforced by DrLIM at fc3 (See Fig 4) leads to loss of discriminativeness.
An interesting trend related to generalization to unseen classes is observed most clearly in the ShapeNet experiments, where the number of classes among seen and unseen classes is comparable (30 and 25 respectively), so that the numbers are roughly comparable among seen and unseen class experiments. Note how features from the Autoencoder baseline has much lower accuracies on unseen classes than on seen classes, demonstrating lack of generalization. Our one-shot reconstruction-based approaches have very similar accuracies on seen and unseen classes, thus establishing that they learn generalizable features. DrLIM and Egomotion accuracies are also comparable for seen and unseen classes, but significantly lower than our method.
Conclusions
We have proposed an approach to mentally rotate a view of any object to arbitrary viewpoints, recovering a full image-based shape reconstruction in one shot, from a single view. Through experiments on two recent, widely used and publicly available shape datasets, we have validated that our approach learns a single model that can produce good shape reconstructions for a variety of objects from across many categories including categories that are not seen during training time. This is in contrast to most prior art for single-view 3D reconstruction, which learns categoryspecific models.
Further, our approach is well-suited to learn generically useful unsupervised image features that can represent 3D shape information from observing just a single 2D view, since it is trained on the task of producing a full viewgrid in one shot. Through experimental comparison against various unsupervised learning techniques, we have validated that our approach learns generic visual representations that transfer well to semantic tasks like object recognition and image retrieval, outperforming representative state of the art approaches. Our results establish the promise of explicitly targeting 3D understanding as a means of learning generically useful visual representations.
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