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ABSTRACT
Methods and Metrics for Human Interaction with Bio-Inspired Robot Swarms
Sean C. Kerman
Department of Electrical and Computer Engineering
Master of Science
In this thesis we propose methods and metrics for human interaction with bio-inspired
robot teams. We refine the concept of a stakeholder and demonstrate how a human can
use stakeholders to lead a swarm as well as switch the swarm between different collective
behaviors. We extend the human interaction metrics of interaction time and interaction effort
presented in [1] to swarm systems and introduce the concept of interaction effort. These
metrics allow us to understand how well the system performs under human influence. We
employ systems theory to estimate these metrics, which is useful because this can be done
without performing user studies.

Keywords: human robot interaction, bio-inspired swarms, interaction effort, neglect time,
interaction time
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Chapter 1
Introduction
As robot platforms become more advanced and less expensive, there is an increasing
desire for systems that allow a single human to control a large team of robots. Unfortunately,
when robot teams become large, it becomes infeasible for a single human to control each robot
individually. Instead, a system must be designed that allows a human to provide high-level
objectives to the team, abstracting away the individual agents. In recent years, researchers
have used principles learned from biological swarms to approach this problem [2, 3, 4].
Biological swarms, such as flocks of birds and schools of fish, exhibit a group intelligence
that is greater than the sum of the individual parts [5]. This definition of swarming is more
general than definitions in some other literature where swarming is restricted to flocks, a
type of swarm where all agents move in the same direction (for example see [4, 2]). This
definition includes ant colonies, beehives, school of fish that swim in torus formation, as well
as flocking. Evidence has shown that swarms are able to respond to external inputs, such as
predators and food sources, without the entire group having knowledge of the location of
the predator or food source [5]. These characteristics are advantageous for large robot teams
because communication constraints often prohibit robots, or the human, from talking to all
of the robots in the system. However, leveraging the principles of swarms, a decentralized
system can be constructed in which the robots and the human need only communicate with
a small number of other agents. This allows for scalable robot teams that require limited
human involvement. While swarms encompass a wide variety of group behavior, this thesis
will primarily focus on flock and torus formations.
One particular swarm model of interest is the model proposed by Couzin [6], which
exhibits a variety of collective behaviors. Couzin’s model uses three regions of interaction:
orientation, attraction, and repulsion. Couzin showed that by varying the size of these three
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regions of interaction three distinct group types emerged: a torus, a flock, and a cohesive
group with no real structure that he called a swarm. The first two are of great interest for
robot teams. The torus is a group in which all agents rotate in the same direction around a
central point. Our hope is that this behavior could be used for perimeter monitoring tasks.
The flock is a group in which all agents move together in the same direction. This group is
ideal for transporting the swarm.
While Couzin’s model has many desirable characteristics, the dynamic equations
do not use integrator dynamics, the dynamics typically used to model mechanical systems.
In this thesis, we present a model, similar to Couzin’s model, that uses single integrator
rotational dynamics similar to those seen in [7]. We further extend Couzin’s model by adding
stochastic interactions to simulate unreliable communications. We show that this model has
both the flock and the torus groups seen in Couzin’s model. We also provide analytical and
empirical evidence that the flock and the torus group types are stable attractors of the swarm
system.
Another shortcoming of Couzin’s work is that it requires new parameters to be
broadcast to all agents in the swarm to change between group types. This is not realistic for
many robot systems (or biological systems) where communication constraints do not allow
parameters to be rebroadcast to all agents in the swarm. In this thesis, we extend Couzin’s
work by showing how parameters can be chosen such that both flock and torus groups are
stable attractors of the system. We further show that we can switch between attractors
without globally rebroadcasting parameters.
The final contribution of this thesis is measuring the effort, in terms of both time and
communication complexity, required for a human to interact with a swarm. This topic was
addressed in [1] where the authors introduced the concepts of interaction time and neglect
time to evaluate how often and for how long a human needed to interact with a robot for
its performance to remain above a specified level. They evaluated these two metrics by
performing user studies. One drawback of the work presented in [1] is that the interaction
time does not account for other costs of communicating with the robot, such as power
or bandwidth. In swarms, the number of agents the human communicates with puts an
additional constraint on the system. Communicating with more agents may require more
2

bandwidth, more power consumption, or more vigorous effort on the part of the human. To
capture this idea we introduce the concept of interaction effort which includes the number
of agents the human must communicate with as part of the effort required to control the
swarm. We further extend the work in [1] by demonstrating how systems theory can be
used to estimate the interaction time, neglect time, and interaction effort for a robot system
without performing user studies.
This thesis proceeds as follows. In Chapter 2 we present a review of related literature.
In Chapter 3 we present a model, similar to [6], that has two dynamic attractors: a flock and
a torus. In Chapter 4 we present metrics for human interaction with swarms and introduce
the concept of interaction effort. In Chapter 5 we demonstrate how stakeholders can be
used to switch between dynamic attractors. In Chapter 6 we evaluate the interaction effort
required for leading a swarm. In Chapter 7 we evaluate the neglect time for the swarm.
Concluding remarks are given in Chapter 8.
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Chapter 2
Literature Review
Swarm models have been explored by researchers from a wide variety of fields including
computer science, biology, control theory, and human-robot interaction. In this section we
discuss previous research on modeling and control of bio-inspired swarms and how this thesis
extends that research in a unique way.
Flocking is by far the most prevalent formation seen in swarm literature [8, 2, 9, 4,
3, 10, 11, 12]. Flocking is characterized by all agents in the swarm moving in the same
direction. Modeling of flocks began with Reynolds [8], a computer graphics researcher who
wanted to make realistic graphics simulations for bird flocks. In his work, he developed
three simple rules of interaction: attraction, orientation, and repulsion. Reynolds showed he
could create realistic looking flock simulations using these three principles. In [2], a simple
orientation-only flocking model was proposed with an associated proof of convergence to
a common heading in [9]. In [4], the authors present a flocking model and prove that the
flock will converge to a lattice structure with all agents moving in the same direction. The
authors also mathematically derive a set of collective dynamics for the agents. In [13] the
authors perform a bifurcation analysis on flocks where agents have different objectives. The
authors explore when the flock will fragment and when it will stay together. The primary
contribution this thesis makes to the flocking literature is to show that system identification
can be used to develop accurate collective dynamics for the swarm in the event that the
collective dynamics cannot easily be discovered via mathematical analysis.
Another area of swarm research is that of cyclic groups [7]. Cyclic groups are
characterized by all agents circling around a relatively stationary centroid. In [7], the authors
present the “Cyclic Pursuit” model and prove that the their model converges to a cyclic
group.
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All of the above models only exhibit either flocking or cyclic group behavior, but
none of them can do both. A third area of the swarming literature that has had only a
small amount of work done is in developing models that can form both flocks and cyclic
groups [6, 12]. In [6], Couzin et. al. present a model that can form both a torus (a form
of a cyclic group where all agents move in the same direction around the centroid) and a
flock. Couzin et al. show that they can switch between the two group types by globally
changing the individual agent parameters. In [12] Mier et. al. present a model that can
form both a flock and a cyclic group. They further show that, using a few approximations,
collective dynamics can be developed for each group type. While these models all have both
cyclic group and flock behavior, global information is required to switch between the two
group types, making it prohibitive for applications where global information cannot easily be
distributed.
Researchers in the field of human robot interaction have studied swarms in the presence
of human operators. In [1] the authors present the principles of interaction time and neglect
time for robot systems. Interaction time measures how long the human must interact with a
robot in order to maintain a specified level of performance. Neglect time measures how long a
human can neglect, or not interact with, a robot before it drops below a desired performance
level. This research is suitable when the resources consumed during interaction (such as robot
power, bandwidth, or the human’s energy) are not important. However, in swarm systems,
where bandwidth, power, and cognitive load on the human may be issues, this research is
insufficient.
Other related work includes the work by Egerstedt and Mesbahi on the control of
networked systems [14].
The research in this thesis extends the work done by Couzin et al. We use a model,
similar to theirs, that can form both a flock and a cyclic group and provide evidence that
these group types are attractors of the dynamic. One of the most novel contribution of this
thesis is that we show how model parameters can be chosen such that both flock and torus
group types can form with the same set of parameters. We then show that, using a subset of
informed agents, the swarm can be switched between the two group types without the need
to globally distribute new information. This is important for systems where information may
5

not be easily passed between agents, prohibiting the global distribution of information. We
further show how system identification can be used to identify the collective dynamics of
both the torus and the flock group types. To our knowledge, this is the first use of system
identification for modeling the collective behavior of swarms. System identification of swarms
is useful when the swarm model does not yield easily to mathematical analysis.
We also extend the work done by [1]. We do this by introducing the concept of
interaction effort, a metric that measures not only the time for the human to interact but
also the resources expended during the time of interaction. We also lay the basic theoretical
foundation for how systems theory could be used to determine human-robot interaction
metrics (interaction time, neglect time, and interaction effort) without the use of user studies.
Parts of this thesis were published in [15, 16].
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Chapter 3
Model
In this chapter we present a model1 , similar to [6], that has two dynamic attractors of
interest: a flock and a torus. We explore the model over a wide range of parameter values to
determine what model parameters allow each group type to emerge. We also present how
stakeholders can be included in the model.
3.1

Model Dynamics
Let i = 1, 2, ..., N be a set of homogeneous agents with nonholonomic dynamics given

by
ẋi = scos(θi ),
ẏi = ssin(θi ),

(3.1)

θ˙i = wi ,
where [xi , yi ]T ∈ R2 is the ith agent’s position, θi ∈ [−π, π] is the angular heading of the agent,
s is the constant agent speed, and wi is the angular velocity control input. For simplicity we
define:
vi = [cos(θi ), sin(θi )]T ,
ci = [x, y]T .

(3.2)

Let A(t) = aij (t) denote the sensory adjacency matrix where aij (t) = 1 means that
agent j is visible to agent i at time t. Each aij (t) is determined at time t according to a
Bernoulli random variable with parameter

 1/d (t) if d (t) ≥ 1
ij
ij
pij (t) =
 1
otherwise,
1

This model was created with input from Daniel Brown in the BYU CS department.
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where dij (t) is the Euclidean distance between agents i and j at time t. This method of
choosing neighbors is similar to the random neighbor model used in [11] that replicated field
observations of starlings [10]. This is relevant for robot systems because occlusions make
visibility less likely with growing distance for visual sensors and interference makes sensing
less likely with growing distance for radio or wifi-based sensors.
Agents react to neighbors within three different zones: repulsion, orientation, and
attraction. The neighbors in these zones are determined by
nri = {j : kci − cj k ≤ Rr , aij = 1},
noi = {j : kci − cj k ≤ Ro , aij = 1},

(3.3)

nai = {j : aij = 1},
where nri , noi , and nai are the sets of agent i’s neighbors in the regions of repulsion, orientation,
and attraction, respectively. The parameters Rr and Ro are the associated radii of repulsion
and orientation. Note that in this model, orientation, attraction, and repulsion forces can act
simultaneously. This eliminates some of the hard switches between the repulsion, orientation,
and attraction forces seen in [6] that may be sensitive to sensor transients in real robots.
The control input wi is determined by first computing the repulsion, orientation, and
attraction vectors
uri = −

X cj − ci
,
kcj − ci k2
nr

(3.4)

i

uoi =

vi +

P

vj

kvi +

P

vj k

(cj
na
i

− ci )

noi
noi

P
uai =

k

P

(cj
na
i

,

− ci )k

(3.5)

.

(3.6)

Next, the desired heading vector ui is computed as
ui = uri + uoi + uai .
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(3.7)

Note that, because of the normalization in (3.5) and (3.6), orientation and attraction forces
are always equally weighted in the model. This keeps one of the two fundamental forces
from overpowering the other. It also allows the exponentially growing repulsion vector to
overpower the orientation and attraction forces as agents move closer together, which aids in
collision avoidance.
Finally, angular velocity, wi , is computed as
wi = kα,

(3.8)

α = atan2(uyi , uxi ) − θi ,

(3.9)

where we limit α ∈ [−π, π]. Since max |atan2(uyi , uxi )| = π, the magnitude of wi is bounded
by kπ.
We have chosen to study this model because it has a number of desirable characteristics.
First, the model exhibits multiple collective behaviors, allowing a single swarm to be used for
multiple different tasks. Second, the model has integrator dynamics, which are often used
to approximate the dynamics of real robots. Third the model has collision avoidance in the
form of repulsion. Fourth the model has constant speed, which is representative of many real
world platforms, including fixed wing unmanned aerial vehicles (UAVs). Fifth, the model has
a dynamic interaction topology, which is common in real world systems. The main limitation
of this model is that the agents do not have a blind spot, making it unrepresentative of many
vision-based real world systems. The blind spot was eliminated to reduce the occurrence of
swarm fragmentation and to simplify mathematical analysis. Table 3.0 compares a number
of models and lists whether or not they have these desirable features.

Table 3.1: Comparison of swarm models.

Multiple behaviors
Integrator Dynamics
Collision Avoidance
Constant Speed
Dynamic Topology
Blind Spot

This Model [6]
Y
Y
Y
N
Y
Y
Y
Y
Y
Y
N
Y
9

[12] [4]
Y
N
Y
Y
N
Y
N
N
N
Y
N
N

[2] [7]
N N
N Y
N N
Y Y
Y N
N N

[17]
N
Y
Y
N
N
N

3.2

Group Metrics
To define the two different attractors of our model we use a few metrics of group

behavior described in [6], namely group angular momentum, group polarization, group
centroid, and group heading. The group centroid is the average position of the agents in the
group and is defined as
N
1 X
cg (t) =
ci (t).
N i=1

(3.10)

The group heading is the average heading of the agents in the group and is defined as
N
X

θg (t) = atan2

viy (t),

i=1

N
X

!
vix (t) ,

(3.11)

i=1

where vix (t) and viy (t) are the x and y components of the velocity vector for agent i at time t.
It should be noted that (3.11) is not the same as the average of the angular headings.
The group angular momentum is a measure of the degree of rotation of the group
about the group centroid and is defined as
N
1 X
mgroup (t) =
det[ric (t)|vi (t)] .
N i=1

(3.12)

The vector ric (t) is a unit vector pointing from the group centroid toward the ith agent and
is given by
ric (t) =

ci (t) − cg (t)
.
kci (t) − cg (t)k

(3.13)

The term det[ric (t)|vi (t)] is the determinant of the 2 × 2 matrix with columns ric (t) and vi (t)
and is a two-dimensional analogue of the cross product. The mgroup of a swarm reaches a
maximum value of 1 if all the agents are rotating around the group centroid in the same
direction. The minimum value of mgroup is 0 making mgroup in the range [0, 1].
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The group polarization measures the degree of alignment among individuals within
the group and is calculated as
N
1 X
pgroup (t) =
vi (t) .
N i=1

(3.14)

The pgroup of a swarm reaches a maximum value of 1 when all the agents have the same
heading. The minimum value of pgroup is 0 making pgroup in the range [0, 1].
3.3

Simulation Methods
Simulations in this thesis were performed using Matlab. To implement the model in

Matlab, we approximated the dynamics (3.1) as
θi (t + 1) = θi (t) + ∆T wi ,
xi (t + 1) = xi (t) + ∆T scos(θi (t)),

(3.15)

yi (t + 1) = yi (t) + ∆T ssin(θi (t)),
with ∆T = 0.1. This time step was used because it is in the range of update times
(approximately 1-100 Hz) for many common robotic sensors (see Appendix H of [18]), and
lead to a tractable simulation time. This approximation was used instead of more accurate
simulation methods (such as a differential equation solver) to reduce simulation time. Even
with this simple model, simulations often took multiple days to run.
3.4

Group Types
This model can produce a torus formation as shown in Figure 3.0a. A torus is

characterized by pgroup close to zero, mgroup close to one, and a relatively stationary group
centroid. The other attractor that the model exhibits is a flock; see Figure 3.0b. A flock is
characterized by pgroup close to one and mgroup close to zero.
3.5

Group Expressiveness
To examine the expressiveness of the swarm, meaning what parameter sets allow

different group types to form, we ran simulations for the parameter values in Table 3.1 where
11

(a) Torus

(b) Flock

Figure 3.1: 100 agents in (a) torus formation; (b) flock formation. The agents’ directions of
travel are represented by straight lines emanating from the center of each agent.

N is the number of agents in the swarm, k is the control gain, and s is the agent speed.
We fixed Rr = 1 making our spacial units in terms the radius of repulsion. Ten 500 second
simulations were run for each parameter combination. Figure 3.1 shows the final moments
and polarizations for simulations with parameters in Table 3.1. The data in the figure can
be divided into four groups. The cluster in the top left corner, with high moment and low
polarization, corresponds to the torus group; the group in the bottom right, with low moment
and high polarization, corresponds to the flock group; the group in the bottom left, with low
moment and low polarization, corresponds to a cyclic group (discussed below); the scattered
dots that do not fall into one of the other three groups correspond to either fragmentation or
a cyclic group that either happened to have more agents rotating in one direction around the
circle than the other or, because of small group number, happened to have agents distributed
around the circle in a way that caused the group momentum to be high (i.e. agents on
opposite sides of the circle happened to be moving in the same direction when the polarization
was measured, causing the polarization to be high).
Fragmentation was most common for N = 20 and N = 50 and for high speeds and
low turning rates. The cyclic group (Figure 3.2) is like a torus except the agents move in
both directions around the torus causing the group moment to be close to zero. Cyclic groups
usually formed for Ro close to 1. For Ro = 1 flocks and torus groups rarely formed.
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Figure 3.2: Final group moments and polarizations for swarms with parameters listed in
Table 3.1.

Parameter sets that tended to form either a flock or a torus are shown in Table 3.2.
Figure 3.3 shows the final moments and polarizations for simulations with these parameters.
We found that torus groups formed most frequently for smaller k and higher s. Flocks formed
more frequently for higher k and lower s (for k = 2 almost all of the groups formed flocks).
For torus groups, faster agent speed and smaller turning radius lead to a larger torus radius.
Figure 3.3 has a few outliers that correspond to fragmentation. These outliers were produced
by the parameter set N = 50, k = 0.5, s = 5.

Table 3.2: Table of explored parameters.

Parameter
N
Units
integer
Values
20 50 100 200

Rr
Ro
unit
unit
1
1 5 10 20

k
unit
0.25 0.5 1 2

s
unit/s
1 2 5 10

Table 3.3: Table of parameters that proved to be stable.

Parameter
N
Rr
Ro
k
s
Units
integer
unit
unit
unit
unit/s
Values
50 100 200
1
5 10 20 0.5 1 2 1 2 5
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Figure 3.3: Cyclic group.
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Figure 3.4: Final group moments and polarizations for swarms with parameters listed in
Table 3.2

.

3.6

Forming Flock and Torus Groups with Equal Probability
The two group types we are most interested in are the flock and the torus group. We

are interested in the flock because it allows the group to move quickly from one location to
the other. We are interested in the torus because (a) it has potential for perimeter monitoring
tasks and (b) when all agents move in the same direction around the torus, they are less
likely to collide than in a cyclic group where agents move in different directions around the
circle. In order for a human operator to switch between these two attractors without globally
rebroadcasting agent parameters, we must identify a single set of parameters for which both
group types are stable.
14

To determine parameter values that allow both torus and flock groups to emerge we
ran a series of simulations using N = 100, k = .5, s = 5, Rr = 1 and varied the radius of
orientation. These parameters were chosen because they were stable in the above simulations
and they produced torus groups with a diameter of approximately 13 units. If we assume
that 1 unit is 10 feet, the agents would be moving at 50 feet/second (about 34 miles/hour)
and would would have a diameter of approximately 130 feet, large enough to encompass a
small convoy. Simulations were run for 500 seconds. The radius of orientation was varied
from 0 to 30 in 1 unit increments. One hundred simulations were performed for each value
of Ro . For each iteration agents were given random initial positions uniformly distributed
over a 10x10 square centered at the origin. Agents were also given random initial headings
uniformly distributed over the interval [0, 2π].
We computed the percentage of trials that ended in the torus group type and the
flock group type for each value of Ro . Figure 3.4a shows the probability of converging to
each group type for a given value of orientation radius. We see that torus groups are most
prevalent for Ro < 8 and flock groups are most prevalent when Ro > 8. For Ro = 8 flock and
torus groups formed with approximately equal probability. In this thesis, we will primarily
use an orientation radius of 8 because it allows the swarm to express both group types.
In addition to a good choice for the radius of orientation, these simulations give
evidence that the torus and the flock are locally asymptotically stable attractors of the swarm
model. Figure 3.4b shows the sum of the curves in Figure 3.4a. For Ro > 1, all groups
converged to either a flock or a torus. Since this occurred from random initial conditions,
this suggests that the flock and the torus are asymptotically stable attractors of the system.
We discuss this further in Section 4.
3.7

Stakeholders
To introduce human input to the swarm, we extend the concept of a stakeholder

[16, 19]. The term stakeholder is borrowed from R. Edward Freeman who used the term
in business to describe anyone who influenced or was influenced by a corporation, be it
employees, customers, or even competitors [20]. This is similar to the work done by Couzin
in that stakeholders respond to outside forces as well as other agents [3]. Couzin showed
15
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Figure 3.5: (a) Probability of converging to a flock (blue) and to a torus (red) as a function
of the orientation radius. (b) probability of converging to either a flock or a torus as a function
of orientation radius.

that a small group of stakeholders could be used to lead a larger group of uninformed fish
without fragmenting the collective. Stakeholders differ from other leadership models where
agents under human control ignore other agents in the swarm [16]. We will explore leading
stakeholders both by orientation and by attraction. Stakeholders that are lead by attraction
have ui modified to be
o
r
ui = usa
i + ui + ui ,

(3.16)

where
usa
i =

ρq̂i + (1 − ρ)uai
,
kρq̂i + (1 − ρ)uai k

(3.17)

q − ci
,
kq − ci k

(3.18)

qˆi =

and q ∈ R2 is a reference input generated by the human, ρ is a real number between 0 and
1 and is called the priority of the reference input, and uai is given by Equation (3.6). We
assume that q is mapped from some sort of user interface, such as a joystick or a mouse
that the human is operating. Future work should explore how interfaces impact the humans
control input to the system.
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When leading by orientation, the human influence is added into the stakeholder
orientation dynamics as follows
uso
i =

ρq̂i + (1 − ρ)uoi
,
kρq̂i + (1 − ρ)uoi k

(3.19)

where uoi is as given in (3.5). This gives a final control vector of
r
ui = uai + uso
i + ui .

(3.20)

These two control strategies allow human input to the system without eliminating
agent to agent interactions allowing the group to maintain collective formation. Throughout
this thesis we will vary the number of stakeholders in the swarm and explore how the number
of stakeholders affects the human’s influence on the swarm.
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Chapter 4
Evaluating Human Swarm Interaction
We want the human to manage at the level of the collective but only interact with
individuals. If we can demonstrate that the flock and torus group types are attractors of the
dynamic system, we can then define metrics for human interaction relative to the attractors.
In this section we give evidence that the torus and flock are both attractors of the swarm
system. We then present metrics for human interaction with swarms.
4.1

Attraction Dynamics
To better understand the fundamental behavior of the attraction dynamics of the

swarm, we examine a model that uses only attraction (i.e. Equation (3.7) is modified to
be ui = ua ). We ran simulations for values of N, s, k listed in Table 3.2. Ten trials were
performed for each parameter set.
Most of the groups converged to cyclic groups, where agents were circling in both
clockwise and counter-clockwise directions around the origin. To measure this behavior we
define the absolute group moment as

mabs (t) =

N
1 X
|det[ric (t)|vi (t)]| .
N i=1

(4.1)

This is the same as (3.12) except the absolute value is on the inside of the summation. This
measure will be a number between 0 and 1 and will reach 1 when all agents are circling the
group centroid, even if they are circling in opposite directions. Figure 4.0a shows the final
polarization and absolute moment of the swarm for all trials. As can be seen, the swarm
formed a cyclic group for all parameters. This suggests that the cyclic group is a fundamental
attractor of the orientation dynamics.
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Figure 4.1: Final group moment and polarization for (a) attraction only dynamics and (b)
orientation only dynamics.

We can further demonstrate that the cyclic group is a fundamental attractor of the
attraction dynamics by analyzing the attraction dynamics mathematically.
Theorem 1 For a complete agent topology (with aij = 1 ∀ i 6= j) and a stationary group
centroid, all agents converge to a cycle around the centroid.
Proof: Using the assumption of a complete agent topology, the desired heading of agent i is
1 X
(cj − ci ),
N j6=i
1 X
=
(cj − ci ) + ci − ci ,
N j6=i
1 X
=
(cj − ci ),
N j=1
!
N
1 X
=
cj − ci ,
N j=1

ui =

= cg − ci ,

(4.2)
(4.3)
(4.4)

(4.5)
(4.6)
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y
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x

Figure 4.2: Coordinates for an agent (blue) attracted toward the centroid (red).

where cg is the group centroid. Therefore, ui points toward the centroid. Using the assumption
of a stationary centroid we can perform a change of variables similar to [7] setting
p

x2 + y 2 ,

(4.7)

α = ψi + π − θi ,

(4.8)

r=

where r is the distance from the group centroid, ψ = tan−1

y
x



, and θi is the agent heading.

Figure 4.1 shows how these variables relate to each agent. For a reminder of the dynamics
for x, y, θ, see Section 3.1.
Computing equations for ṙ and α̇ we find that
ṙ = −s cos α,
1
α̇ =
s sin α − ω,
r

(4.9)
(4.10)

where s is the agent speed and w = kα. Equations (4.9) and (4.10) describe an agent’s
dynamics in terms of its distance from the centroid r and the desired angle of orientation α.
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Solving for the equilibrium points of (4.9) and (4.10) we get
r=

2s
,
kπ

π
α=± ,
2

(4.11)

where we have restricted α to be in the interval [−π, π]. These two equilibria define a
clockwise and counterclockwise orbit about the fixed centroid with radius r = 2s/kπ. When
a group of agents collectively exhibits this behavior, the result is a cyclic group.
We now investigate the stability of the equilibria by linearizing equations (4.9) and
(4.10) about the equilibrium points. Evaluating the Jacobian at r = 2s/kπ and α = π/2 and
letting ω = kα we have


0


− rs2 sin α



s sin α
s
r

cos α − k




(2s/kπ,π/2)

0

v



,
= 2 2
k π
− 4s −k

(4.12)

which has eigenvalues with negative real parts. Therefore the equilibrium point is locally
asymptotically stable. Linearizing about the other equilibrium point
r=

2s
,
kπ

α=−

π
2

(4.13)

gives a similar result.
This proves that for a stationary group centroid all agents converge to either a clockwise
or counterclockwise orbit about the group centroid with a fixed radius r = 2s/kπ.
To give confidence that this theoretical result applies in simulation, we simulated the
attraction-only dynamics with k = 0.5, s = 5. The resulting formation is shown in Figure 4.2
and had a radius of approximately 20/π as expected. This simulation suggests that the
assumption of a stationary group centroid was well founded.
The analysis of this simplified attraction-only system demonstrates that the fundamental attractor of the attraction dynamics is a cyclic group. This suggests that the stationary
cyclic behavior of a torus is caused by the attraction dynamics with orientation as a minor
dynamic that causes the agents to circle in the same direction.
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Figure 4.3: A cyclic group formed by an attraction only swarm. The group centroid is marked
by an ‘x’.

4.2

Orientation Dynamics
To better understand the effect of orientation on the model, we examine a model that

uses only orientation (i.e. Equation (3.7) is modified to be ui = uoi ). We ran 10 trials for
values of N, s, k listed in Table 3.2 and Ro was set to an arbitrarily large value of 1000 to
ensure that agents were in one another’s region of orientation. Figure 4.0b shows the final
group moment and polarization for all trials. As can be seen, the swarm formed a flock for
all parameters. This suggests that the parallel behavior of the flock group is caused by the
orientation dynamics with attraction as a minor dynamic to keep the group cohesive.
We can more formally demonstrate that the orientation dynamics converge to a flock
by using consensus theory (for example see [21])). Let A denote the adjacency matrix for
the orientation graph of the swarm where there is an edge from agent i to agent j if agent j
is in the radius of orientation of agent i. From Equations (3.5) and (3.9), with ui = uoi , we
compute the angular velocity as

"
θ̇i = k atan2 viy +

!
X

vjy , vix +

j

X

vjx

#
− θi ,

(4.14)

j

where k is a constant gain and v∗y and v∗x are the x and y components of the agent heading
vector. Since the heading vectors are all unit vectors, we can approximate the right-hand
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Figure 4.4: Final group moments and polarizations for simulations with orientation and
attraction dynamics without repulsion.

side of (4.14) as an angular average giving
P

θi + j θj
θ̇i = k
− θi ,
ni + 1
P
(θi + j θj ) − (n + 1)θi
=k
,
ni + 1
k X
=
(θj − θi ),
ni + 1 j


(4.15)

where ni is the number of neighbors of agent i.
Theorem 2 For a connected agent topology, the dynamics (4.15) converge to all agents
moving in the same direction.
Proof: The proof for this is given in Chapter 2 of [21].
4.3

Orientation and Attraction
In this section we examine a model that uses both orientation and attraction (i.e.

Equation (3.7) is modified to be ui = ua + uo ). We ran 10 trials for values of N, Ro , s, k listed
in Table 3.2. Figure 4.3 shows the final group moment and polarization for all trials. As can
be seen, the swarm formed both flock and torus groups as expected.
We saw in Section 4.1 that the radius of a torus with only attraction is 2s/kπ. We
can gain some intuition on the radius of a torus that also uses orientation by looking at
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Figure 4.5: (a) Agents in an ideal torus formation: the blue arrow represents the orientation
vector of agent a; the green arrow represents the attraction vector of agent a; the red arrow
represents the normalized sum of the orientation and attraction vectors. (b) A cyclic group
formed with orientation and attraction without repulsion.

Figure 4.4a. If we sum up the orientation forces for agent a, we see that uo = [0, 1] meaning
the agent is attracted to the left (see the green arrow in the figure). If we assume a complete
agent topology, then, based on the proof of Theorem 1, the attraction vector points toward
the centroid, making ua = [−1, 0]. Summing the two we get u = [−1, 1], which makes ω = 45
degrees, half of what it would have been if we had used only attraction. This suggests that
the radius of a torus is 4s/kπ. The torus in Figure 4.4b was formed using s = 5, k = 0.5 and
has a radius of 12.6775 units which is close to the theoretical value of 12.7324.
4.4

Metrics for Human Swarm Interaction
Now that we have provided evidence that the flock and the torus are attractors of

the dynamic system, we can abstract human influence from an agent-level interaction to an
attractor-level interaction. At this level it is useful to introduce metrics for human interaction
with these attractors. We will evaluate human interaction using three different metrics:
interaction time, neglect time, and interaction effort. First we define the performance error,
e, as the robot’s deviation from its desired behavior. This could be the difference between
the desired and actual heading of a robot, or the difference between the desired and actual
position of the robot. Alternately, we could define a robot payoff function as in [1], where the
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function increases as robot performance increases. However, for the performance measures
in this thesis, it is more convenient to use error functions. Since error functions are context

error

specific we define these functions in subsequent chapters where they are used.

time

Figure 4.6: Robot error curve. The red dashed line represents the robot behavior when under
the influence of the human. The solid blue line represents the robot behavior without human
influence. The dash-dotted green line represents the error threshold.

We define the interaction time as the time it takes for the human to reduce the robot
performance error to some desired level. We define the neglect time as the time it takes for
the robot error to rise above some threshold emax when the robot is left unattended by the
human. Neglect time can be written mathematically as
N T (e0 , t0 ) = inf{t : e(t − t0 , e0 ) ≥ emax },

(4.16)

where e0 is the initial error at time t0 when the human begins to neglect. An example of
how interaction time and neglect time relate to one another is shown in Figure 4.5. As can
be seen, the error decreases when the human interacts with the system (the red curve) and
increases when the human is not interacting with the robot (the blue curve).
For swarm systems it is important to consider not only the interaction time but also
the number of agents the human interacts with over that time. Increasing the number of
agents with which the human interacts increases the bandwidth required to implement the
system and may also increase the cognitive load on the human. To measure the drawback of
communicating with more agents we introduce a third metric called the interaction effort
given by
IE = f (M (t)) · IT,
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(4.17)

where M (t) is the number of agents that the human interacts with at time t, the function
f (M (t)) describes how interacting with various numbers of agents consumes resources over
time where the dependence on t suggests that the number of agents may change throughout
the interaction interval, and IT is the interaction time. Interaction effort measures the
persistence and span of control required to influence the swarm. Span of control is a concept
usually used in business to describe how many subordinates a manager manages [22, 23]. In
our case, we use the term to denote the number of stakeholder agents a human influences.
For simplicity, in this thesis we let M (t) be constant over the interaction interval and define
f (M ) = M , giving interaction effort units of agent · seconds.
In the following chapters we will use these metrics to evaluate performance. In Chapter
5 we evaluate the effort required to switch between attractors in a swarm. In Chapter 6 we
evaluate the effort required to lead each attractor. In Chapter 7 we evaluate the neglect time.
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Chapter 5
Switching Between Attractors Under Human Influence
For a human to have access to both flock and torus task behavior, it must be possible
for the swarm to dynamically switch between group types. In this chapter we explore the
leadership strategies that enable a human to switch between flock and torus group behaviors.
We also examine the interaction effort required to do so.
5.1

Methods
First we define error functions. When switching to a torus, we desire to drive mgroup

close to 1. When switching to a flock, we desire to drive pgroup close to 1. We can therefore
define error functions for these tasks as
etorus = 1 − mgroup (t),

(5.1)

eflock = 1 − pgroup (t),

(5.2)

where e for both groups is between 0 and 1. We say the swarm is in flock formation if eflock is
less than 0.1 and in torus formation and in torus formation if etorus is less than 0.1, where 0.1
is chosen subjectively based on Figure 3.3.
To determine how best to switch the swarm from one group type to the other, we ran
simulations with values of M ranging from 10 to 100 in 10 step increments and values of ρ
ranging from 0.1 to 1 in 0.1 step increments, where M is the number of agents under human
control and ρ is the control priority (see Equation (3.17)). Both orientation and attraction
leadership strategies were tested. For convenience we restate the definitions for leadership by
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attraction and orientation respectively as
usa
i =

ρq̂i + (1 − ρ)uai
,
kρq̂i + (1 − ρ)uai k

(5.3)

uso
i =

ρq̂i + (1 − ρ)uoi
,
kρq̂i + (1 − ρ)uoi k

(5.4)

so
where usa
i denotes the stakeholder attraction dynamics, ui denotes the stakeholder orientation

dynamics, and
qˆi =

q − ci
.
kq − ci k

(5.5)

For further details on these equations see Section 3.7. Ten trials were performed for each M
and ρ pair and for each leadership strategy. To initialize the simulations, the agents were
distributed randomly in a 10x10 square centered at the origin. Initial orientations varied
depending on whether the group began in torus or flock formation and are explained below.
For switching from a flock to a torus, all agents were initialized with their headings
in the [1, 0] direction, making the group in flock formation. Initialization was done in the
absence of human input by allowing 25 seconds for the group to converge to a stable formation.
Following initialization, a stationary reference input was given at the point cg (0) + [0, 10] to
encourage the group to turn. Time 0 corresponds to the time at which the control input was
first applied. The flock was allowed 200 seconds to switch to a torus. Following those 200
seconds, the reference input was removed and the swarm was given 50 seconds to stabilize
to evaluate if and when the group remained torus formation. The human is assumed to be
providing the reference input via teleoperation.
For switching from a torus to a flock, agent headings were initialized in a counterclockwise direction about the origin, making them in torus formation. Initialization was,
again, done in the absence of human input by allowing 25 seconds for the group to converge
to a stable formation. Following initialization, a stationary reference input, q, was given at
an arbitrarily large distance of 10000 units away from the from the torus. The torus was
allowed 200 seconds to switch to a flock. Following those 200 seconds, the reference input was
removed and the swarm was given 50 seconds to stabilize to evaluate if and when the group
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remained in flock formation. The human is assumed to be providing the reference input via
teleoperation.
The interaction time for switching was measured to be the time to drop the error
below 0.1 while under the influence of the human. Since a flock has a group polarization
close to 1 and a group moment close to zero, and a torus has a group moment close to 1 and
a group polarization close to zero, the time to reduce the error to be less than 0.1 percent
approximates a 0 to 90 percent rise time. The interaction time was multiplied by M to obtain
the interaction effort where M is used in the equation to capture resources consumed when
interacting with more or fewer agents as discussed in Section 4.4.
5.2

Flock To Torus: Attraction
Leadership by attraction was effective for switching from a flock to a torus. Figure 5.0a

shows the percentage that switched when under the influence of the human. Figure 5.0b
shows the percentage that remained switched after the human input was removed. As can
be seen, for sufficiently high M and ρ, the group successfully switched. We note that, for
ρ = 1 and high M , the group tended not to switch. This is shown by the void region in the
upper right hand corners of Figures 5.0a and 5.0b. The reason for this is that, as mentioned
in Section 3.5, the circular formation of a torus is caused by the attraction dynamics of
the agents. Because the human was explicitly controlling the attraction dynamics of the
agents, they were not able to form a cyclic torus group. Instead the agents formed a flock
like structure that circled around (see Figure 5.1). We also observed that many of the groups
that did not switch and had low M (less than 50) and high ρ (greater than 0.4) tended to
fragment. This is consistent with Couzin’s results that showed that aggressive leadership by
informed fish tended to fragment the group [3].
Figure 5.2a shows a plot of the interaction time. Figure 5.2b shows a plot of the
interaction effort. As can be seen, there is little difference between interaction time and
interaction effort for this case. We note the upward spike in the figures for high ρ and M = 90.
This is caused be the same phenomena described in the previous paragraph that caused the
group to have difficulty switching for these values.
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(a)

(b)

Figure 5.1: Percentage of trials under leadership by attraction that caused (a) the group to
switch from a flock to a torus when under the influence of the human, (b) the group to remain
in torus formation after the human input was removed.

Figure 5.2: A flock that failed to switch to a torus because the human had too strong of a
hold on the inter-agent attraction dynamics (M = 100, ρ = 1). Agents are shown in blue. The
red dot indicates the reference input.

5.3

Flock To Torus: Orientation
Leadership by orientation was effective for switching from a flock to a torus but

exhibited strange behavior. Figure 5.3a shows the percentage of trials in which the flock
successfully switched to a torus when under the influence of the human. Figure 5.3b shows
the percentage of trials in which the torus switched after the human input was removed.
Interestingly, more of the groups were in torus formation after the human input was removed
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Figure 5.3: (a) The interaction time taken to switch from a flock to a torus using leadership
by attraction. (b) The interaction effort taken to switch from a flock to a torus using leadership
by attraction.

than before. We investigated this phenomena empirically and observed that the human
influence on the orientation prohibited the stakeholders from orienting in the same direction
around the torus. After the human influence was removed, the stakeholders were able to
orient properly causing a torus to form. This is an example of what Walker et al. refer to as
neglect benevolence [24]. Neglect benevolence says that, in some cases, the swarm must be
allowed to self-stabilize before receiving a new command from the human.
We also observed fragmentation. Fragmentation was most frequent for low values
of M (10, 20 and sometimes 30) and high values of ρ (greater than 0.5). Fragmentation
occurred because the stakeholders were more attracted to the reference than they were to the
group, but they were not influential enough to pull the rest of the group with them. Because
leadership by orientation interfered so greatly with the torus formation, we will not examine
the interaction time and interaction effort.
5.4

Torus To Flock: Attraction
Leadership by attraction was not effective for switching from a torus to a stable flock.

Figure 5.4a shows the percentage of agents that switched while under the influence of the
human. Figure 5.0b shows the percentage that remained after the human input was removed.
As can be seen, the majority of the groups that switched when under the influence of the
human were not stable after the input was removed. We empirically investigated the reason
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(a)

(b)

Figure 5.4: Percentage of trials under leadership by orientation that caused (a) the group to
switch from a flock to a torus when under the influence of the human, (b) the group to remain
in torus formation after the human input was removed.

(a)

(b)

Figure 5.5: Percentage of trials under leadership by attraction that caused (a) the group to
switch from a torus to a flock when under the influence of the human; (b) the group to remain
in flock formation after the human input was removed.

for this and observed that the flocks tended to be elongated. Because of this, the flock became
unstable when the human influence was removed and it switched back into torus formation.
Figure 5.5 shows a time lapse of this process for ρ = 0.8 and M = 80.
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(a)

(b)

(d)

(c)

(e)

Figure 5.6: Time lapse of a torus with ρ = 0.8 and M = 80 switching to an elongated flock
when the human input was applied (at t = 25) and then switching back to a torus after the
human input was removed (at t = 225). Stakeholders are shown in red, nominal agents in blue.

There were, however, two regions for which the group remained in flock formation. For
M = 30 and high ρ the nominal agents formed into a stable formation while the stakeholders
formed an elongated formation. When the control input was removed there was a stable
enough flock of nominal agents that the group stayed in formation while the elongated
stakeholder group restabilized. Figure 5.6 shows the phenomena. For ρ = 0.4 and high M
the low value of ρ allowed the agents to stay close together, so when the control input was
removed there was very little change in the flock formation.
For some parameter values fragmentation was observed. It was most prevalent for
moderate to high ρ (greater than 0.4) and low M (less than 30). The reason for fragmentation
was because the stakeholders were more attracted to the reference than the swarm but had
insufficient influence to direct the swarm.
Because of the poor performance of this leadership method, we will not evaluate the
interaction effort.
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(a)

(b)

(d)

(c)

(e)

Figure 5.7: Time lapse of a torus with ρ = 0.6 and M = 30 switching to an elongated
flock with the stake holders in front, and then remaining a flock at the end of the simulation.
Stakeholders are shown in red, nominal agents in blue.

5.5

Torus To Flock: Orientation
Leadership by orientation was effective in switching from a torus to a flock. Figure 5.7a

shows the percentage of groups that switched while under human influence. Figure 5.7b
shows the percentage of groups that remained in flock formation after the input was removed.
As can be seen, there is a broad range of parameters over which the group was able to switch.
We also notice that the group tended to remain in flock formation after the human input was
removed.
For some parameter values fragmentation was observed. It was most prevalent for
moderate to high ρ (0.5 or higher) and low M (20 or less). The reason for fragmentation
was because the stakeholders were more attracted to the reference than the swarm but had
insufficient influence to direct the swarm.
Figure 5.8a shows a plot of the interaction time. Figure 5.8b shows a plot of the
interaction effort. As can be seen, interaction time and interaction effort both tended to
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(a)

(b)

Figure 5.8: Percentage of trials under leadership by orientation that caused (a) the group to
switch from a torus to a flock when under the influence of the human, (b) the group to remain
in flock formation after the human input was removed.
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Figure 5.9: (a) The interaction time taken to switch from a torus to a flock using leadership
by orientation. (b) The interaction effort taken to switch from a torus to a flock using leadership
by orientation.

be low when ρ was high. Varying M seemed to have little impact on the interaction effort,
suggesting that using as many agents as possible is best.
5.6

Discussion
In this chapter we demonstrated that a human can use stakeholders to switch between

flock and torus group types using a subset of the agents in the group. This allows the
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human to have access to both torus and flock group behaviors without needing to rebroadcast
parameters to all agents in the swarm. We further observed that leadership by attraction
worked best for switching from a flock to a torus and leadership by orientation worked best
for switching from a torus to a flock. This is, perhaps, unsurprising since orientation induces
a flock attractor and attraction induces a torus attractor. We also observed that the swarm
tends to fragment when stakeholders are highly attracted to the human input, but have
insufficient influence to direct the rest of the swarm. We saw that both interaction time and
interaction effort could often be minimized simultaneously. This implies that designers need
not sacrifice interaction time to decrease interaction effort, or vice versa, for this application.
In the next chapter, we will look at using stakeholders to lead each of the attractors
and will measure the interaction effort required to do so.
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Chapter 6
Leadership of Steady State Groups
In the previous chapter, we explored how a human could induce switches between
attractor types. In this chapter we explore how a human can manage each of these attractors.
Human management of a bio-inspired collective requires that we understand the macro-level
behavior of the collective and ignore the micro-level behavior of individuals. Because the
dynamic model for the swarm does not yield easily to mathematical analysis, we instead
use system identification [25] to develop steady state model dynamics for the torus and
flock attractors. System identification is a common way of determining the dynamics of
an unknown system by comparing the system response to a set of input data. We use a
least-squares fitting method with a linear system model to fit the dynamics of the two group
types. Using the models we then analytically investigate the interaction effort required to
lead each group type. We also design a controller for each group type and demonstrate that
the torus and the flock can be made to track a time varying reference input.
6.1

Methods
In the previous section, we looked at switching between group types and therefore

defined our error functions in terms of group moment and group polarization. In this section
we look at changing the group heading of a flock or moving the group centroid for a torus
while maintaining the group structure (i.e., no switches). Since our goals in this section
are different, we define new error functions appropriate for these goals. We define the flock
heading error as
eflock = kθd − θg (t)k,

(6.1)

where θd is the desired group heading, θg is the actual group heading, and eflock is computed
to be the minimum absolute angular distance between the two angles and therefore has values
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between 0 and π. This metric measures the absolute angular distance from a desired heading
angle. For the torus we define the error as
etorus = kcd − cg (t)k,

(6.2)

where cd is the desired group centroid and cg is the actual group centroid. This metric
measures the norm of the distance between the actual group centroid location and the desired
group centroid location.
To measure the interaction effort of these systems, we need to know how fast the
human can reduce the error functions when they interact with the system. Because the torus
error function is defined as the absolute distance from a point, the rate at which the human
can influence the error of the torus is the speed, vg , of the torus. Likewise, the flock error is
defined as the absolute angular distance from a desired heading, so the rate at which the
human can influence the flock error function is the angular velocity, ωg , of the flock. We can
therefore compute the interaction effort for a torus as
IEtorus =

M ∆etorus
,
vg

(6.3)

M ∆eflock
,
wg

(6.4)

and the interaction effort for a flock as
IEflock =

where ∆e in both equations is the desired change in error.
System identification was performed using a linear least squares fit and a swept sine
input. A swept sine has the form
asin(2πf t2 /T ),

(6.5)

where a is the amplitude of the swept sine, f is the frequency, and T is the period over which
it is given. The t2 term is so that the frequency of the sine wave changes with time (i.e., the
swept sine has a frequency of 2πf t). We use a swept sine wave to excite the dynamics of the
system over a large range of frequencies to get a fit to the system that is accurate for a wide
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range of inputs. To evaluate the goodness of fit, we compute the R value of the modeled
response against the system response. The R value is given by
P
(x − y)2
1− P
,
(x − x̄2 )

(6.6)

where x is the system response with mean x̄, and y is the modeled response. An R value close
to 1 indicates a good fit. Further details on system identification are given in the appropriate
sections.
6.2

Flock System Identification
For the flock, we model the dynamics of the group heading. We use the model
θg (k) = θg (k − 1) + a∆T (θd (k) − θg (k − 1)),

(6.7)

where θd (k) is the desired heading and k is the discrete time index. This model was chosen
because it approximates the angular dynamics for the individual agents in Equations (3.1)
and (3.8)-(3.9), which we restate here for convenience
θ˙i = wi ,
wi = kα,
α = atan2(uyi , uxi ) − θi .
The model also proves to be a good fit to the data as we will see below. The input θd (k) is
mapped to the reference input q via the equation q = cg + γ[cos(θd (k)), sin(θd (k))] where γ is
an arbitrarily large constant. Making γ large turns q̂ in (3.18) into a unit vector pointing in
the direction θd , causing all stakeholders to rotate to align with the reference heading. For
flocks, we use the leadership by orientation control method with ρ = 1 because it proved to
be effective above for switching to the flock group type (see Figures 5.7 and 5.8).
To perform the system identification, we fit (6.7) against the system response. As
input we let θd (k) be a swept sine in angle space from 0 to M 0.001 Hz with a magnitude of
90 degrees over 1000 simulation seconds with ∆T = 0.1. The dependence on M is because
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the system tends to respond faster for higher M , as we will see below. We use degrees as an
amplitude because the state variable we are modeling, the agent heading, is in angle space.
We performed the system identification for values of M ranging from 10 to 100 in 10 unit
increments. Since the total number of agents in the swarm is 100, M can also be interpreted
as a percentage of the group size. Ten trials were run for each value of M .
Figure 6.0 shows the average R value for each value of M . We see that fits for M ≤ 30
are poor. The poor fit is because the flock tended to fragment for these values. The flock
fragmented because the stakeholders had insufficient influence on the group to keep up with
the reference heading, so they eventually broke away from the group to follow the reference.
Higher values of M had R values above 0.9, indicating a good fit. Because of this, we restrict
our analysis to M ≥ 40. As an example of a good fit, Figure 6.1a shows the predicted
response in green and the actual response in blue for M = 50.
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Figure 6.1: R values for fit to flock model.

Figure 6.1b shows the average values of a obtained over the 10 trials for each value of
M . As can be seen, higher values of M correspond to larger values of a, meaning that the
flock moves faster for higher M . Since we modeled the flock angle using the same dynamics
as the individual agents, we can compare the turning rate of the flock to the turning rate of
the individual agents by comparing the agent angular velocity gain k in (3.8) on page 9 with
the flock angular velocity gain a. By dividing the values in Figure 6.1b by k = 0.5, we see
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Figure 6.2: (a) Plot of predicted (red) vs actual (blue) response of the flock for M = 50 . (b)
Average a values for the flock as a function of M

that for M = 100 the flock turns at about 1/2 of the nominal agent speed while for M = 40
the flock turns at about 1/3 of the nominal agent speed.
6.3

Flock Reference Tracking
To further validate the model fit, we designed a controller to make the flock track a

reference input, r(k). This is useful not only as validation for the model, but also as a test to
see whether a human could theoretically use a subset of the agents to steer a flock to follow a
reference trajectory. For the controller we pick
θd (k) = θg (k − 1) +

r(k) − θg (k − 1)
a∆T

(6.8)

to make the right side of (6.7) equal to r(k), meaning that, if our model accurately represents
our system, it should track the reference input. We used M = 70 and a = 0.1955, as
illustrated in Figure 6.1b. For the reference input, we used a swept sign from 0 to 0.02 Hz
sine wave with a magnitude of 45 degrees. Ten 200 second trials were performed. 25 seconds
were given before the start of the trial to allow for the flock to converge to steady state. The
average absolute tracking error over all trials was 1.228 degrees. Figure 6.2 shows the time
evolution of the reference point and the group heading for one of the trials. As can be seen,
it tracks well, which further indicates that the model is accurate.
41

heading (degrees)

50

0

Refrence Heading
Group Heading

−50
0

500

1000
Time (s)

1500

2000

Figure 6.3: Plot of the reference heading (blue) and group heading (red) of a flock tracking a
reference heading. The red line almost entirely covers the blue line indicating that the flock
tracked the reference almost perfectly.

6.4

Flock Interaction Effort
The values of a in Figure 6.1a can be used to evaluate the interaction effort and

interaction time for moving the flock. This differs from what we did in Chapter 5 because we
are evaluating the interaction effort for changing the heading of the flock rather than the
interaction effort for switching between group types. For purposes of comparison, we will
compute the interaction time and interaction effort required to rotate the flock one degree
when θd − θg is fixed at one degree. Plugging these value into (6.7) we get
θg (k) = θg (k − 1) + a∆T.

(6.9)

From this we see that the flock rotates at a units/second, making the interaction time for
rotating one degree in space equal to 1/a and the interaction effort for rotating one unit
equal to M/a. Figures 6.3a and 6.3b show the interaction time and interaction effort of the
flock using this metric. As can be seen, the interaction effort is minimized when 40 out of
the 100 agents, or 40 percent of the agents, are stakeholders. We further note that increasing
M does not substantially decrease the interaction time, suggesting that the interaction effort
can be reduced using M = 40 with little trade off in terms of interaction time.
This result can also be used to bound the maximum speed at which a human could
turn the flock for a given value of M . Since the turning rate of the flock is a(θd − θg ) and,
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using mod 2π arithmetic, the maximum value of θd − θg is π, we can say that turning rate
for the flock is bounded by aπ radians/second. Using this we know that, for a given value of
M , there is a unique value, aπ, that limits how fast a human can turn the flock. Therefore,
if a path requires the flock to turn faster than aπ, then the human cannot make the flock
follow that path without increasing M and therefore increasing the interaction effort.
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Figure 6.4: The interaction time (a) and interaction effort (b) to rotate a flock 1 degree when
θd − θg is fixed at 1 degree.

6.5

Torus System Identification
We will first attempt to model the torus group as its centroid using the discrete

dynamic equation
cg (k) = cg (k − 1) + b∆T us (k − 1),

(6.10)

which is the discrete equivalent of a simple first order system. The control input, us (k), is
mapped to the reference input q in (3.18) using the relationship
q = cg (k) + us (k),
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(6.11)

making the control input equal to the vector pointing from the group centroid to the reference
input sent to the individual agents. For the torus, we used the leadership by attraction
control method with ρ = 0.8 because it proved to be effective in Chapter 5.

(a)

Figure 6.5: Torus trajectory in response to in input along the x axis. The green arrow
represents the control input, the blue path represents the actual torus trajectory, and the red
arrow shows a linear fit to the trajectory. The angular error θe is also shown.

We begin by looking at the step response of a torus initialized at the origin using
M = 50 and us = [5, 0]. Figure 6.4a shows the trajectory of the torus in response to this input.
As can be seen, a step input along the the x axis does not move solely in the x direction.
It has a component in the y direction as well, suggesting that there is an angular error, θe ,
between the control input and the torus heading. We discuss why this occurs in Appendix B.
Instead of using (6.11) to map us (k) to q, we use
q = cg (k) + Φ(−θe )us (k),

(6.12)

where Φ(−θe ) is a rotation matrix that corrects for the heading error.
To perform the system identification we break the system up into it’s x and y
components and perform separate fits along each axis with respect to a common control input
in the x direction. The decoupled dynamics are
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cxg (k) = cxg (k − 1) + bx ∆T kus (k − 1)k,

(6.13)

cyg (k) = cyg (k − 1) + by ∆T kus (k − 1)k.

(6.14)

In other words, we want to find bx and by in response to control inputs of different magnitudes
along the x axis. We can then compute
θe = tan−1 (by /bx ),
q
b = b2x + b2y ,

(6.15)
(6.16)

to construct (6.10) and (6.12). This model is used because it is simple and proves to be a
good fit to the data as we will see in the following.
To perform the system identification, we set us (k) = [δ(k), 0], making the input only
along the x axis. We let δ(k) be a swept sine from 0 to M 0.0001 Hz with an amplitude
of 10 units. An amplitude of 10 units was used because, for control inputs with amplitude
greater than 10, the torus tends to turn into a flock (see Appendix A). We ran ten 10000
second simulations with ∆T = 0.1. We used values of M ranging from 10 to 100 in 10 unit
increments. We fit the data to the model using a linear least squares fit.
To validate the model we compared the model response against the true torus response
using an M 0.00002 Hz sine wave with an amplitude of 10 degrees as input. The average R
value for the fit along the x direction in the rotated space was above 0.95 for all values of
M . Figure 6.5 shows θe as a function of M . Figures 6.6a and 6.6b show fits in the x and y
directions respectively. As can be seen, the data in the x direction fit well while the data
in the y direction is primarily noise (note the difference in scale on the two plots). This is
what we would expect because we rotated the space such that a control input along the x
axis produces a response in the x direction and no response in the y direction.
Figure 6.7 shows the average values of b obtained for each value of M . As can be seen,
higher values of M correspond to larger values of b, meaning that the torus moves faster for
higher M . Examining equation (6.10), we see that the speed of the torus is bkus k. If we
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Figure 6.6: Plot of θe vs M for torus system identification.
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Figure 6.7: (a) Predicted (red) and actual (blue) response in the x direction for the torus
system identification data for M = 50. (b) The response in the y direction for M = 50.

assume a maximum control input magnitude of kus k = 10, we can compare the maximum
speed of the torus to the nominal agent speed by dividing as follows: s/(10b). Using this
maximum we see that the maximum speed for this torus is around one fifth of the agent speed
for M = 100 and one fiftieth for M = 10. It is not surprising that the torus moves slower
than the individual agents since the agents must circle around the torus while following the
reference.
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Figure 6.8: Average b value for the torus in the rotated space as a function of M .

6.6

Torus Reference Tracking
In this section we will investigate how well the torus can track a moving reference

point. For these experiments we use M = 50 stakeholders to give a reasonable response time
while maintaining a modest coverage gap. We use the controller
us (k) = γ(r(k) − cg (k)) +

1
∆r(k),
b∆T

(6.17)

where r(k) is the reference input, ∆r(k) is the reference input velocity, and γ is a control gain.
This is a simple PD (proportional/derivative) controller. For accurate model parameters and
in the absence of noise, this controller produces zero steady state tracking error (see Appendix
C). Since the model we use has noisy states and because it is only an approximation of the
true dynamics, we expect to see some stochastic and systematic tracking error. For model
parameters we used θe = −16.3064 degrees and b = 0.043 as illustrated in Figures 6.5 and
6.7. We used a reference input with a velocity equal to b = 0.043 along the x axis. The y
positions of the reference input were given by a swept sine from 0 to 5x10−7 Hz over 4000
simulation seconds with a magnitude of 10 units.
To select γ we ran simulations for values of γ ranging from 1 to 20 in 1 unit increments.
Ten 4000 second trials were preformed for each value of γ. Figure 6.8a shows the average
mean squared error for each value of γ. The minimum average error of 0.6593 occurs for
γ = 1. Figure 6.8b shows the time evolution of the reference point (blue) and the group
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position (red) using γ = 1. As can be seen, the torus tracks well. We explore system noise
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Figure 6.9: (a) Average torus reference tracking error for different values of γ. (b) Plot of the
torus path (red) and the reference path (blue) for a torus tracking a reference point

The results in this section suggest that a human can control the macro level behavior
of the torus without managing the individual agents. In the next section, we will evaluate
the interaction effort require to lead the swarm.
6.7

Torus Interaction Effort
The values of b in Figure 6.7 can be used to evaluate the interaction effort and

interaction time for the torus. For purposes of comparison, we compute the interaction time
and interaction effort required to move the torus 1 unit in space when kus k = 1. Using this
we see that the torus moves at a rate of b units/second, making the interaction time for
moving 1 unit in space equal to 1/b and the interaction effort for moving 1 unit in space equal
to M/b. Figures 6.9a and 6.9b show the interaction time and interaction effort, respectively,
of the torus using this metric. As can be seen, the interaction effort is fairly constant, but
the interaction time decreases with larger M . This suggests that having a higher M is always
beneficial for a torus. Unfortunately, there are also disadvantages to leading a torus with a
higher number of leaders, as seen in the next subsection.
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Figure 6.10: (a) The interaction time for a torus. (b) The interaction effort for a torus.

Figure 6.11: Example of a coverage gap. The coverage gap is circled in red.

6.8

Torus Coverage Gap
The coverage gap is a measure of how well torus agents are dispersed around the

perimeter of the torus. We define the coverage gap to be the biggest angular gap along the
torus perimeter. It is computed using Algorithm 1. The coverage gap is in the range [0, 2π].
Figure 6.10 shows an example of a coverage gap.
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Algorithm 1 Coverage Gap
r = positions − cgroup
coveragegap = 0
for all i do
angle(i) = atan2(r(i, 2), r(i, 1))
end for
angle ← sort(angle)
for all i do
if |angle(i) − angle(i + 1)| > coveragegap then
coveragegap ← |angle(i) − angle(i + 1)|
end if
end for
if |angle(N ) − angle(1) − 2π| > coveragegap then
coveragegap ← |angle(1) − angle(N ) + 2π|
end if
return coveragegap

We measured the coverage gap using a control input of [5, 0] for values of M ranging
from 10 to 100 in 10 step increments, making between 10 and 100 percent of the 100 agents
in the group stakeholders. At the end of each 200 second trial, we measured the coverage gap.
100 trials were performed for each value of M . Figure 6.11 shows the average final coverage
gap over the 100 trials. As can be seen, the coverage gap increases with M . This makes sense
because as M increases the agents are less attracted to one another, preventing them from
distributing around the torus.
The coverage gap introduces an interesting design trade off between interaction time
and coverage. Controlling more agents makes the swarm respond more quickly, but increases
the coverage gap. If a high level of coverage is very important but the interaction time is
not very important, then it is best to choose a low value of M . Conversely if response time
is important but continuous coverage of every area on the perimeter is not very important,
then it may be best to choose M large and accept a larger coverage gap.
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Figure 6.12: The torus coverage gap as a function of M .

6.9

Discussion
In this chapter, we found that using more leaders for a flock lead to a shorter interaction

time but increased the interaction effort. This is in contrast with the Chapter 5 where varying
M had little impact on the interaction effort.
For the torus we found that using more leaders also lead to a faster interaction time,
but had little impact on interaction effort. This is in contrast with Chapter 5 where having
M close to N cause the interaction effort and interaction time to go up. However, higher M
introduced a new type of error, coverage gap, which can be detrimental in applications that
require consistent monitoring of a perimeter.
6.10

Summary
In this section we showed how system identification can be used to model the torus

and the flock groups using linear systems and showed that controllers could be written to
cause each group type to track a time varying reference input. We further showed how these
systems can be used to compute the interaction effort and neglect time for a swarm. We
also introduced the concept of a coverage gap and showed that using more leaders tends to
increase the size of the coverage gap.
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Chapter 7
Neglect Time
For a number of reasons, the human may want, or need, to leave the swarm unattended
for a period of time. This may be because something more pressing requires the operator’s
attention or because managing the swarm is only one of many tasks the human must perform.
For these situations, it is useful to be able to anticipate how the swarm will perform when
it is being neglected by the human. In this section we explore the effect of neglect on the
swarm by looking at the stochastic properties of the swarm in the absence of human input.
7.1

Methods
In Chapter 4 we defined the neglect time as
N T (e0 , t0 ) = inf{t : e(t − t0 , e0 ) ≥ emax },

(7.1)

the time at which the error rises above some threshold. In Chapter 6 we defined the error
function for the flock as
eflock = kθd − θg (t)k,
where θd is the desired group heading and θg is the actual group heading. Similarly, we
defined the error function for the torus as
etorus = kcd − cg (t)k,
where cd is the desired group centroid and cg is the actual group centroid. Without loss of
generality we assume that cd = 0 and θd = 0 reducing the above equations to
eflock = kθg (t)k,
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(7.2)

etorus = kcg (t)k.

(7.3)

For simplicity in this example, we also assume that e0 = 0 and t0 = 0 making the equation
for neglect time
N T = inf {t : e(t) ≥ emax }.
t

Due to system noise these error functions vary stochastically with time, making it
impossible to know exactly how large the error will be after t seconds. We therefore use
probabilistic measures, such as the expected value, to describe the neglect time. For our
analysis, we assume that the error is zero at time t = 0. We define a random variable
Xt ∼ S(e|t) as the error distribution after t seconds. Using this distribution, we present two
probabilistic measures of the error. The first is
ê(t) = E[kXt k],

(7.4)

the expected absolute error at time t. We refer to this metric as the average error.
Alternatively, we can use a more flexible estimate of the error function
ê(t) = inf {ê : p(kXt k < ê) = pmax }.
ê

(7.5)

This provides a confidence region for the error. For example, if we set pmax = 0.9 then we
can say that we are 90 percent confident that the true error is less than ê(t). This is useful
when an HRI designer wishes to have a stronger bound on the error than the average case.
We refer to this metric as the error confidence bound (ECB).
Figure 7.0 shows an example of these two error metrics. The blue curves in the
figure show the time evolution of the error for 100 trials of a flock over 500 seconds with
N = 100, s = 5, k = 0.5, Ro = 8, Rr = 1. The red curve shows the average error. The green
curve shows the 90 percent ECB.
To model the error distribution, S(e|t), we used two strategies. For the first we ran a
single 10000 second simulation for each group type with ∆T = 0.1. Each group was allowed
an additional 50 seconds before the beginning of the trial to form a steady state group. We
then measured the mean, variance, and covariance of the error deviations at each time step.
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Figure 7.1: Plots of the error as a function of time for 100 trials are shown in blue. The red
curve shows the average error. The green curve shows the 90 percent confidence error.

Based on these observations, we selected an error distribution model for each group type and
used the mean and variance to get a rough estimate of the distribution. We refer to this
model fit as the approximate model fit (AMF).
The first modeling method makes the underlying assumption that the model we
select is perfectly accurate. To compare our modeled errors to the observed errors we must
compute an observed average error and an observed error confidence bound. To obtain
these values we ran 100 simulations for 500 seconds with ∆T = 0.1 and model parameters
N = 100, s = 5, k = 0.5, Ro = 8, Rr = 1. To compute the observed average error we computed
the average error over the 100 trials. To compute the observed ECB we chose the error value
that had pmax proportion of the observed samples less than the value. For example, for the
90 percent ECB, we chose the 10th largest value out of the 100 trials for each time step. We
fit our AMF model to these curves to obtain the final model fit (FMF). The FMF corrects
for approximation errors in the AMF.
7.2

Flock Neglect Time
Figure 7.1a shows a histogram of the error deviation for the flock along with a Gaussian

fit. As can be seen, the data are well approximated as Gaussian. Fitting a normal probability
distribution to the flock data give µ = 1.23x10−3 and σ 2 = 0.0833. We found that the
standard deviation of the mean estimate was 8.9469x10−4 , which puts 0 in the 95% confidence
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Figure 7.2: (a) Histogram of error deviations for the flock heading. (b) Estimate of the autocorrelation function for the flock heading deviations. The error distribution and autocorrelation
along the y axis looked approximately the same.

interval of the observed mean. We therefore approximate the function as zero mean. We also
performed a test of autocorrelation. Autocorrelation measures the correlations between the
random outcomes at different time intervals. Distributions that are uncorrelated are often
the easiest to model. Figure 7.1b shows an estimate of the autocorrelation function for the
flock heading error deviations. It appears to be approximately uncorrelated. We therefore
approximate it as uncorrelated.
Using the approximations of Gaussian, zero-mean, uncorrelated random variables with
equal variance, we model the flock error as a one dimensional Wiener process of the form


e2
1
exp −
Sflock (e|t) =
,
2πtσS2 flock
2tσS2 flock

(7.6)

where σS2 flock = σ 2 /∆T = 0.833. We divide by ∆T because σ 2 was computed for time
increments of ∆T , thus to have σS2 appropriately scaled and in units of variance/unit time
we must divide by ∆T . Equation(7.6) with σS2 flock = 0.833 constitutes the AMF error.
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Using the average error, we solve for the neglect time as
N Tflock = inf (E [kXt k] ≥ emax ),
t
!
r
2 2
= inf
) ≥ emax ,
(tσ
t
π Sflock
π
= 2 e2max ,
2σSflock

(7.7)
(7.8)
(7.9)

where the second line uses the fact that kXt k is the absolute value of a normal distribution
which is a folded normal distribution with expected value π2 (tσ 2 ) when the normal distribution
it is derived from has mean 0 and variance σ 2 [26].
Figure 7.2a shows the average error as a function of time. The observed error is shown
in blue. The AMF value is shown in red. As can be seen, the two do not match. This
is not surprising because the Wiener process model is only an approximation of the true
distribution. We correct the model by finding the variance of the observed error curve. We
do this by solving (7.9) for σS2 flock giving
σS2 flock =

π 2
e .
2t max

(7.10)

Using this equation, we computed σS2 flock at each time step and took an average to get
σS2 flock = 1.707. Equation (7.6) with σS2 flock = 1.707 constitutes the FMF error. Figure 7.2a
shows the FMF fit to the data. As can be seen, this curve is a good fit to the data.
If we use the ECB to compute the neglect time we get the neglect time for the flock as
N Tflock = inf {t : p(kXt k < emax ) = pmax },
t


emax 
= inf {t : 1 − 2Q  q
= pmax },
t
σS2 flock t


emax
1 − pmax
−1
= inf {t : q
=Q
},
t
2
σS2 flock t
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Figure 7.3: (a) The average error for the flock as a function of time. (b) The probability that
the flock error is greater than emax as a function of time.

= inf {t :
t

=

emax
Q−1

1
σS2 flock


1−pmax =

σS2 flock t},

(7.14)

2

!2

emax
Q−1

q

1−pmax
2



,

(7.15)

where Q(∗) is the Q function, which gives the tail probability of a Gaussian (see, for example
[27]). Figure 7.2b shows the ECB as a function of t for pmax = 0.9. The blue shows the
observed probability computed over the 100 trials. The red shows the AMF fit. The green
line shows the FMF fit. As can be seen, the green curve is a good fit to the data.
7.3

Torus Neglect Time
Figure 7.3a shows a histogram of error deviations for the x position data for the torus

along with a Gaussian fit. As can be seen, the data are well approximated as Gaussian. The
y data and associated fit looked similar. Fitting a normal probability distribution to the
torus data give µx = 03.21x10−5 , µy = −2.23x10−5 , σx2 = 2.2962x10−5 , and σy2 = 2.3078x10−5 .
We found that the two variance estimates had a standard deviation of stdσ2 x = 1.027x10−7
and stdσ2 y = 1.032x10−7 , which puts them within a 95% confidence interval of one another,
suggesting that they are the same. We therefore treat them as equal with variance σ 2 =
2.302x10−5 , the average of the two variances. We found that the two mean estimates had
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standard deviations stdµx = 1.485x10−5 and stdµy = 1.489x10−5 , putting 0 in the 95%
confidence interval for both means. We therefore approximate the distributions as zero mean.
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Figure 7.4: (a) Histogram of the error deviation for the x component of the torus centroid. (b)
Estimate of the autocorrelation function for the x component of the torus centroid deviations.
The error distribution and autocorrelation along the y axis looked approximately the same.

The final test we performed was a test of autocorrelation. Figure 7.3b shows an
estimate of the autocorrelation function for the x component of the torus error deviations (the
autocorrelation for y looked very similar). It appears to be asymptotically uncorrelated. We
therefore approximate it as uncorrelated. Using the approximations of Gaussian, zero-mean,
uncorrelated random variables with equal variance, we can model the torus error as a two
dimensional Wiener process of the form


x2 + y 2
1
Storus (x, y|t) =
exp −
,
2πtσS2 torus
2tσS2 torus

(7.16)

where σS2 torus = σ 2 /∆T = 2.302x10−4 . We divide by ∆T because σx2 and σy2 were computed for
time increments of ∆T , thus to have σS2 torus appropriately scaled and in units of variance/unit
time we must divide by ∆T . Equation(7.16) with σS2 torus = 2.302x10−4 constitutes the AMF
error.
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Using (4.16) the neglect time for a torus is computed as
N Ttorus = inf (t : E[kXt k] ≥ emax ),
t
 r

π 2
= inf t :
tσ
≥ emax ,
t
2 Storus
2
e2 .
=
2
πσStorus max

(7.17)
(7.18)
(7.19)

The second line uses the fact that Xt is distributed as a two dimensional Gaussian with zero
q
mean and variance tσS2 torus , making kXt k Rayleigh distributed with mean tσS2 torus π/2. The
third line uses the fact that the error is monotonically increasing with t, making the infimum
q
the time at which tσS2 torus π/2 = emax .
The observed average error as a function of t is shown in blue in Figure 7.4. The
theoretical value is shown in red. As can be seen, the two do not match. This is not surprising
since the Wiener process is only an approximation of the actual distribution. To account for
the difference we use a second estimate of the variance obtained by solving (7.19) for σS2 torus
giving
σS2 torus = 2e2 /(πt).

(7.20)

Using this equation, we computed σS2 torus at each time step and took an average to get
σS2 torus = 3.394x10−3 . The fit using this value is shown in green in Figure 7.4a. As can be
seen, this curve is a good fit to the data.
If we use (7.5) to compute the neglect time we get the neglect time for the torus as
N Ttorus = inf (p(kXt k < emax ) = pmax ),
t


−e2max
= inf (1 − exp
= pmax ),
t
2σS2 torus t


−e2max
= inf
= ln(1 − pmax ) ,
t
2σS2 torus t
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Figure 7.5: (a) The average error for the torus as a function of time. (b) The probability that
the torus error is greater than emax as a function of time.


−e2max
2
= σStorus t ,
= inf
t
2ln(1 − pmax )
−e2max
= 2
,
2σStorus ln(1 − pmax )


(7.24)
(7.25)

where the second line uses the fact that kXt k is Rayleigh distributed. Figure 7.4b shows the
ECB as a function of t for pmax = 0.9. The blue shows the observed ECB over the 100 trials.
The red shows the AMF fit. The green line shows the FMF fit. As can be seen, the green
curve is a good fit to the data.
7.4

Conclusion
In conclusion, neglect time can be used to estimate the time the swarm can be left

unattended by the human. This gives designers an idea of how long the swarm can work on
its own, without human intervention, when the human must ignore the swarm. This allows
for the design of swarms that are more robust in circumstances where the human’s attention
is frequently required for other tasks.
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Chapter 8
Conclusion and Future Work
In this thesis we explored how system identification and stochastic processes can be
used to model the collective dynamics of robot swarms. We demonstrated that these models
could be controlled without the use of global information and that an operator can switch
between the two group types without globally broadcasting information. We also showed
how the swarm models we developed could be used to determine the interaction time and
neglect time for human interaction. We also introduced the concept of interaction effort.
We demonstrated that, using a single set of model parameters, the swarm system
presented could take on two dynamic attractors: a flock and a torus. We further showed that an
operator could switch between these two dynamic attractors without globally rebroadcasting
information. This demonstrates the possibility of having a single swarm system that can take
on multiple different tasks, such as perimeter monitoring and convoy transportation, that is
robust to communication failures. Future work should perform user studies to explore how
well a human operator can switch between the torus and flock attractors to perform various
tasks.
The dynamic models presented in this thesis have powerful implications for the
modeling of swarm systems. Typically, swarm models are developed via mathematical
analysis. This is often prohibitive when the swarm system has nonlinear and or discontinuous
dynamics. We demonstrated that system identification can be used to model the collective
behavior of swarms when the system dynamics do not yield easily to mathematical analysis.
This opens up the possibility for modeling and deploying robot swarms that have nonlinear
and discontinuous dynamics. We further showed that the modeled swarm could be controlled
by communicating with only a subset of the agents in the group. This is useful in real world
systems where communication constraints limit the operator to communicating with only a

61

subset of the agents in the group. Future work should explore how these results scale as the
group size increases.
We showed that the dynamic models, along with stochastic models, can be used to
evaluate the interaction time and neglect time for the swarm. This opens up the possibility
of using mathematical models instead of costly user studies to evaluate the interaction time
and neglect time for robot systems. Future work should explore how the models presented in
this paper compare to actual results from user studies.
In addition to modeling interaction time and neglect time for swarm, we also introduced
the concept of interaction effort. Generally speaking, interaction effort is a cost function
that includes both the time of interaction and the effort associated with communicating with
more or fewer agents. This generalizes the concept of interaction time and allows for a more
precise trade off between workload and optimal performance. Future work should explore
additional models for interaction effort.
This thesis assumed that the human was able to observe the state of all agents in
the swarm. In many real world systems this can be prohibitive because of the bandwidth
required to communicate continuously with all agents. Future work should explore how to
estimate the state of the swarm when only a subset of the agents in the swarm are observed.
Future work should also explore implementation of swarms with blind spots in the individual
agents’ field of view.
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Appendix A
Torus Stability Region
We observed in Chapter 5 that a reference point can be used to switch a torus to a
flock. However, in Chapter 6 we used the same leadership method to lead a steady state torus.
The difference between the two methods is that in Chapter 5 the reference was placed far
from the centroid. In Chapter 6 the reference was placed close to the torus centroid. Placing
the reference input closer to the flock causes the control vector in Equation 3.16 to point
more toward the centroid, giving the control input less of a dramatic effect. In this appendix,
we want to find the maximum control effort that can be used to lead a steady state torus
without causing it to switch to a flock.
Using a control priority of ρ = 0.8 (same as in Chapter 6) we ran simulations for
values of M ranging from 10 to 100 in unit increments. For each value of M we set the
control input us (k) = [δ, 0] where δ is set to a constant value. We simulated values of δ
ranging from 1 to 20 in 1 unit increments. Ten 1000 second trials were performed for each M
and δ pair. Before the beginning of each trial, the torus was allowed 25 seconds to converge
to a steady state. The minimum moment was recorded for each trial. When the minimum
moment dropped below 0.75, we said that the torus had switched to a flock. This threshold
was visually selected based on the natural break seen in Figure A.0a. Plots for other values
of M looked similar. Figure A.0b shows the highest δ value for each M for which the swarm
remained in torus formation for all trials. As can be seen, the maximum magnitude of δ for
which the torus remained stable over all trials is δ = 10. While values of δ > 10 worked for
lower values of M , stakeholders tended break away from the torus for higher δ values. For
this reason, we chose to use δmax = 10 for all values of M .
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Figure A.1: Figure (a) shows the threshold selection. Figure (b) shows the maximum control
input magnitude for which the torus was stable as a function of M .
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Appendix B
Torus Drift
We saw in Chapter 6 that the response of the torus group had an error angle with
respect to the control input. To understand why this occurs we analyze a simplified version
of the agent dynamics that considers only attraction. Consider N agents with a complete
communication topology and dynamics given by
ωi = atan2(uyi , uxi ) − θi ,
ui = uai + us ,
uai

=

N
X

cj − ci ,

(B.1)
(B.2)
(B.3)

j=1

where ωi is the angular velocity input of the ith agent, us is the control input, and ua points
toward the centroid (see Section 4.1 for proof). Without loss of generality, we assume ua has
magnitude 1 (meaning the torus radius is 1). Let us = [1, 0]T and assume that the torus is
in perfect circular formation with agents evenly distributed around the torus. Furthermore,
assume the agents are moving in a counter clockwise direction around the torus.
Using these assumptions, we can calculate wi for an agent at any position along the
torus using the equation
ωi = atan2(uai + us ) − θi ,
= atan2([−sin(θi ), cos(θi )]T + us ) − θi ,
= atan2([−sin(θi ) + 1, cos(θi )]T ) − θi ,

(B.4)

where the second line uses the fact that the agent heading vector and the vector pointing
from the agent to the centroid are 90 degrees apart for an ideal torus formation. Using this
we can calculate wi for various agent headings.
Figure B.0 shows a picture of an agent at 8 different locations around the torus.
Table B.0 gives the heading angle and turning rate for each of the positions. Agents b,c,d
have a velocity component in the -x direction while agents f,g,h have a velocity in the +x
direction. Consequently, b,c,d have faster turning rates than f,g,h. This means that the agents
spend less time heading in the -x direction than they do the +x direction, causing the torus
to have a net motion in the +x direction. Likewise, agents a,b,h have a velocity component
in the +y direction while agents d,e,f have a velocity component in the -y direction. Again,
notice that a,b,h have, on average, a faster turning rate than agents d,e,f, causing the torus
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to have a net motion in the -y direction. Thus, the torus will have a net response in the
+x,-y direction if the stake vector is given in the +x direction.

Figure B.1: Idealized torus formation. The agents are shown in blue. The red vector is the
stake vector. The green vectors point from the agents toward the group centroid.

Table B.1: Table of angular velocities in degrees for positions on the torus in Figure B.0.

Letter
a
b
c
d
e
f
g
h

heading angle (degrees)
90
135
180
225
270
315
0
45
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Angular Velocity (degrees/s)
90
157.5
135
112
90
22.5
45
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Appendix C
Proof of Torus Tracking
In Section 6.6 we claimed that the control input
us (k) = γ(r(k) − cg (k)) +

1
∆r(k)
b∆T

(C.1)

will cause the dynamics
cg (k) = cg (k − 1) + b∆T us (k − 1)

(C.2)

to track a moving reference input r(k), where cg (k) is the group centroid, γ is a control gain,
u(s) is the control input, b is a positive constant, ∆r(k) is the reference velocity, and ∆T is
the discrete time step.
Theorem 3 The control input C.1 will cause the centroid dynamics C.2 to asymptotically
track the time varying reference point r(k) with known discrete velocity ∆r(k) as long as
|1 − bγ∆T | < 1
Proof:
Let the error at time k be defined as
e(k) = r(k) − cg (k),

(C.3)

∆e(k) = ∆r(k) − ∆cg (k),

(C.4)

∆cg (k) = cg (k + 1) − cg (k),
= (cg (k) + ∆r(k) + bγ∆T (r(k) − cg (k))) − cg (k),
= ∆r(k) + bγ∆T (r(k) − cg (k)).

(C.5)

with velocity

where

Plugging C.5 into C.4 we get
∆e(k) = ∆r(k) − ∆r(k) − bγ∆T (r(k) − cg (k)),
= −bγ∆T (r(k) − cg (k)),
= −bγ∆T (e(k)).
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(C.6)
(C.7)
(C.8)

We can now write
e(k + 1) = e(k) + ∆e(k),
= e(k) − bγ∆T (e(k)),
= (1 − bγ∆T )e(k).

(C.9)
(C.10)
(C.11)

Extending to the k + n case we get
e(k + n) = (1 − bγ∆T )n e(k).

(C.12)

Taking the limit of C.12 as n → ∞ we see that the error approaches 0 if |1 − bγ∆T | < 1.
Since our application in Section 6.6 had |1 − bγ∆T | << 1, it is guaranteed to
asymptotically track the reference input.
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