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Abstract
This article contains reduction theorems for some weaker variants of Donovan’s conjecture, which
supposes that, for every finite group D of prime order p, there are only finitely many Morita
equivalence classes of p-blocks of finite groups having defect groups isomorphic to D. (i) When
restricting the conjecture to the case of abelian defect groups, it can be reduced to only considering
p-blocks of a class of groups that are close to being direct products of simple groups. (ii) When
restricting the conjecture to the case of principal blocks of finite groups having an abelian Sylow-
p-subgroup, it can be reduced to only considering p-blocks of simple groups. A weaker version of
Donovan’s conjecture would suppose that there are only finitely many Cartan matrices of p-blocks
of finite groups with defect group isomorphic to a given one. (iii) This conjecture can be reduced to
only considering p-blocks of quasisimple groups with centers having orders prime to p.
 2004 Elsevier Inc. All rights reserved.
Introduction
The choice of the word “defect group” suggests that the complexity of the defect group
of a p-block of a finite group should correspond to the complexity of that block. Donovan
went so far as to conjecture [Al1, Conjecture M]:
Conjecture (Donovan). Let p be a prime number and D a p-group. Then there are only
finitely many Morita equivalence classes of p-blocks of finite groups with defect groups
isomorphic to D.
✩ The results in this paper are taken from the author’s Ph.D. thesis written in Heidelberg under the direction
of G. Hiss. The Ph.D. thesis was supported by Deutsche Forschungsgemeinschaft (Bonn).
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function in the order of the defect group [Fe, Chapter IV, Theorems 4.18 and 4.19]. Starting
with the fundamental work of Brauer and Dade Donovan’s conjecture has been completely
proved for cyclic defect groups and an exact description of the structure of the blocks
involved has been given. For blocks with non cyclic defect groups, little is known so far.
The validity of Donovan’s conjecture would imply the existence of bounds for the
entries of the Cartan matrix of a block as a function in the order of the defect group.
Brauer already thought about the existence of such bounds [Br, Problem 22]. The bounds
he suggested, namely the orders of the defect groups, have been proved to be incorrect at
least in the case of p = 2. Nevertheless, this weakened version of Donovan’s conjecture
persists and is the object of investigation of this article:
Conjecture (C). Let p be a prime and D a p-group. Then there are only finitely many
Cartan matrices of blocks of finite groups with defect groups isomorphic to D.
With Brauer’s and Feit’s bounds for the number of irreducible modules this conjecture
is really about bounds for the entries of the Cartan matrices.
The main result of this article is a reduction theorem, which states, that in order to prove
Conjecture (C) it suffices to prove it for blocks of quasisimple groups with centers having
orders prime to p (Section 3). This gives rise to the expectation that the conjecture may
eventually be proved using the classification of finite simple groups.
For the symmetric groups Donovan’s conjecture has been proved by Scopes [Sc].
Kessar [Ke] generalized these results to the alternating groups and the central extensions
of the symmetric groups. Using Scopes’ methods Jost [Jo] obtained far reaching results
concerning the distribution of the blocks of the general linear groups GLn(q) into Morita
equivalence classes. Gruber and Hiss showed, that for odd p the p-decomposition numbers
of a classical group G(q) are bounded by the order of the Weyl group of G(q), if only p
does not divide q and the multiplicative order of q modulo p is odd [GH, Corollary 8.10].
An older work of Dipper and James gives analogous results for the finite linear groups
GLn(q) without condition on the multiplicative order of q modulo p. (The cases of q = pr
do not pose any difficulty as far as Donovan’s conjecture is concerned, because for a
given defect group there are only finitely many p-blocks of Chevalley groups G(q) with
p dividing q .) The number of Weyl groups of classical groups with a given Sylow p-
subgroup is finite. Therefore with the above results bounds for the entries of the Cartan
matrices of principal blocks of classical groups are obtained as a function in the order of
the defect group—with the given restrictions on p and q .
In Section 1 we investigate Donovan’s original conjecture for the case of abelian defect
groups and reduce it to a class of groups that are not far from being direct products
of simple groups (Section 1.3). In order to prove Donovan’s conjecture for the case
of principal blocks with abelian defect groups it suffices to prove it for simple groups
(Section 1.2).
We state and prove the reduction theorem for Conjecture (C) mentioned above in
Section 3. The necessary tools for this are introduced in Section 2, the notion of relative
group algebra—a convenient setting for Clifford theory—and a generalization of Fong
reduction [Fe, Theorem X.1.2].
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1.1. Required terminology
Let k be an algebraically closed field of characteristic p > 0. If two k-algebras B1 and
B2 are Morita equivalent, we will denote this by B1 ∼M B2.
Definition 1.1. A block triple is a triple (G,P,B) consisting of a group G, a p-subgroup
P and a kG-block B with defect group P . Two block triples (G,P,B) and (G˜, P˜ , B˜) are
said to be equivalent, if B ∼M B˜ and P  P˜ .
In order to prove the announced theorems, we shall need the following facts from the
theory of blocks:
(R1) Let (G,P,B) be a block triple, N a normal subgroup of G and b a kN -block covered
by B . Then there is a block triple (StabG(b), P˜ , B˜) equivalent to (G,P,B) (cf. [K1,
Theorem C]).
(R2) Let (G0,P0,B0) be a block triple. Suppose G0 is generated by the G0-conjugates
of P0. Then there exists a finite set {B1, . . . ,Br } of k-algebras with the following
property:
Suppose we are given a block triple (G,P,B) with P  P0. Define N to be the
subgroup of G generated by the conjugates of P , i.e., N := 〈gP | g ∈G〉. Let b be
some kN -block covered by B . If b ∼M B0, then B ∼M Bi for some i ∈ {1, . . . , r}
[K3, Theorem 4 and the corollary to Theorem 5].
(R3) Let (G,P,B) be a block triple, N a normal subgroup of G and let b be a kN -block
covered by B . Denote by Pb a defect group of b and suppose that b is nilpotent. Then
there is a block triple (L, P˜ , B˜) equivalent to (G,P,B), with L being an extension
of StabG(b)/N by a direct product of Pb and a p′-group Z : 1 → Pb × Z → L→
StabG(b)/N → 1. Furthermore, Z ⊆Z(L) [KP, Theorem 1.12].
Let us fix some notation:
Definition 1.2. The automorphism group of a group G will be denoted by Aut(G),
the group of inner automorphisms by Inn(G) and the group of outer automorphisms
by Out(G).
A central product of the groups H1, . . . ,Hr is some quotient group of ✧i Hi divided by
a central subgroup. A groupG is called quasisimple, if G=G′ and G/Z(G) is non-abelian
simple (cf. Definition 3.1). A central product of quasisimple groups is called a semisimple
group. The quasisimple normal subgroups of a semisimple group G are its components.
Denote by F(G) the Fitting group of a group G and by L(G) its layer, i.e., the maximal
semisimple normal subgroup of G. The generalized Fitting group is denoted by F ∗(G) (cf.
[G, Section 1.5]).
We will need a few facts about these objects.
4 O. Düvel / Journal of Algebra 272 (2004) 1–26Lemma 1.3. For any group G, if Op′(G)⊆Z(G) then F(G)=Op(G)×Op′(G).
Proof. The Fitting group F(G) is the direct product of the groups Ol(G), where l runs
through all prime divisors of G [As, (31.8)]. Because Op′(G)⊆ Z(G) the group Op′(G)
is the direct product of the Ol(G) for l = p. ✷
The next lemma states the simplest case of Fong reduction, namely the case of blocks
covering the principal block of a normal subgroup of p′-order. The character-theoretical
version is Lemma 4.3 in [Fe, Chapter V].
Lemma 1.4. Let N be a normal subgroup of p′-order of a group G. Set G˜ :=G/N and
define the surjective homomorphism of algebras π : kG kG˜ as the linear extension of
the natural epimorphism of groups from G onto G˜. Then:
(1) The kernel Ker(π) is the sum of the kG-blocks not covering the principal block of kN .
Therefore for a kG-block B covering the principal block of kN , the image π(B) is a
kG˜-block isomorphic to B , and every kG˜-block is of this form. If D is a defect group
of such a block B , then DN/N is a defect group of π(B).
(2) If B is the principal block of kG, then π(B) is the principal block of kG˜.
(3) Let H be a normal subgroup of G containing N and set H˜ :=H/N ⊆G/N . If B is
a kG-block covering the principal block of kN , then B covers the kH -block B̂ if and
only if π(B) covers the kH˜ -block π(B̂).
Proof. (1) Let b be the principal block of kN . Then 1b := |N |−1∑n∈N n is the block
idempotent of b. Regarding 1b as element of kG, it is still a central idempotent. Decompose
kG = kG1b ⊕ kG · (1G − 1b). Obviously π(1b) = 1k[G˜] and thus the central idempotent
1G − 1b lies in Ker(π) and with it the ideal generated by it, namely kG · (1G − 1b). The
homomorphismπ is surjective and dimk(kG1b)= [G :N]; therefore π |kG1b : kG1b → kG˜
is an isomorphism and Ker(π) = kG · (1G − 1b). A kG-block B covers b if and only if
1B1b = 0. Since the central primitive idempotent 1B either lies in the ideal kG1b or in the
ideal kG · (1G − 1b), we have 1B1b = 0 if and only if 1B ∈ kG1b. Therefore Ker(π) is
exactly the sum of the kG-blocks not covering b.
The last statement is part of Lemma 4.3 in [Fe, Chapter V].
(2) Let χ : kG˜→ k be the trivial representation of kG˜. The block idempotent of the
principal block of kG˜ is the only block idempotent of kG˜ not contained in Ker(χ). Because
χ ◦ π is the trivial representation of kG, the same reasoning shows (χ ◦ π)(1B) = 0. So
π(1B) is the block idempotent of the principal block of kG˜.
(3) Let again b be the principal block of kN . Regard kH as subalgebra of kG and kH˜
as subalgebra of kG˜. Since 1B ∈ kG1b we also have 1B1B̂ ∈ kG1b. Because π |kG1b is an
isomorphism, the result follows. ✷
We will also need a statement about the structure of blocks and their defect groups in
central products, which comes as a consequence of the above.
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✧i∈I Z(Hi). Set Gi := π(Hi) for all i ∈ I . Let B be a kG-block and let P be a defect
group of B . For i ∈ I denote by Bi the kGi -block covered by B . Then the following holds:
(1) For i ∈ I the group Pi := P ∩Gi is a defect group of Bi and P =∏i∈I Pi .
(2) If Z is a group of p′-order, then B ⊗i∈I Bi .
Proof. (1) By induction we may assume that I = {1,2}. Fix i ∈ I . We have G =
GiCG(Gi), so that every kGi -block is G-stable. The kGi -blocks covered by B form a
G-conjugacy class, that consists of one block only, as we just mentioned. Therefore the
block Bi is unique. A defect group of Bi has the form gP ∩Gi for some g ∈ G. Every
group conjugate in G to gP ∩Gi is a defect group of a block conjugate to Bi . Since Bi is
stable, Pi = P ∩Gi is already a defect group of Bi .
It is known that P = S1 ∩ S2 for two Sylow p-subgroups S1 and S2 of G [Al2, part (1),
Theorem 13.6]. Denote for j = 1,2 by S˜j the unique Sylow p-subgroup of π−1(Sj ). It is
unique, since π−1(Sj ) is a central extension of the p-group Sj by Z. The S˜j are obviously
Sylow p-subgroups of H1 ×H2. So for P˜ := S˜1 ∩ S˜2 we have
(i) P˜ = (P˜ ∩H1)× (P˜ ∩H2),
since the same holds for the Sylow p-subgroups S˜j instead of P˜ . Now because of
S˜1 ∩ Z = S˜2 ∩ Z = Op(Z) we have π(P˜ ) = P . Since π(P˜ ∩ Hi) = Pi for i = 1,2,
statement (i) implies P =∏2i=1 Pi .
(2) Set H := ✧i∈I Hi . Let ψ : kH → kG be the linear extension of π . By part (1) of
Lemma 1.4, there is a kH -block B˜ with B = ψ(B˜) B˜ and for i ∈ I there is a k[HiZ]-
block B˜i with Bi = ψ(B˜i )  B˜i . By part (3) of the same lemma, B˜ covers B˜i for i ∈ I ,
because B does.
Let C˜i be the kHi block covered by B˜ (and by B˜i ) for i ∈ I . Then it is known that
B˜ ⊗i∈I C˜i . There remains to be shown that C˜i  B˜i . That is seen to be a consequence
of HiZ Hi ×Zi when setting Zi := Z/(Z ∩Hi), as follows: we have B˜i  C˜i ⊗k bi , if
the kZi -block covered by B˜ is called bi . But bi is isomorphic to k, since Zi is a central
subgroup of HiZ of p′-order. ✷
1.2. Principal blocks with abelian defect
We consider the restriction of Donovan’s conjecture to principal blocks with abelian
defect:
(DA,H ) Let P be an abelianp-group. Then there are only finitely many Morita equivalence
classes of principal p-blocks of finite groups with defect group isomorphic to P .
Theorem 1.6. In order to prove conjecture (DA,H ), it suffices to prove it for simple groups.
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of the following structure theorem for finite groups, which relies on the classification of
the finite simple groups.
Theorem 1.7. Let G be a finite group having abelian Sylow p-subgroup. Then
Op
′(
G/Op′(G)
) P ×✧
i∈I
Si ,
with P being a p-group and the Si being non-abelian simple groups.
Theorem 1.7 is proved in [FH, 5A–D], using the classification of the finite simple
groups.
Proof of Theorem 1.6. When considering Morita equivalence classes of principal blocks,
one may restrict attention to principal blocks of groups G with Op′(G) = 1, since the
principal block of a group G is isomorphic to the principal block of G/Op′(G) (cf. part (2)
in Lemma 1.4).
By (R2) there is a finite-to-one correspondence between the Morita equivalence classes
of principal blocks with a given defect group and the Morita equivalence classes of
principal blocks with this defect group in groups G satisfying Op′(G)=G.
So in order to prove conjecture (DA,H ), it suffices, by Theorem 1.7, to prove it for
principal blocks with abelian defect in groups of the form P × ✧i∈I Si with P being a
p-group and the Si being non-abelian, simple groups. The principal blocks of these groups
are of the form kP ⊗k⊗i∈I Bi , if we denote by Bi the principal blocks of the groups Si .
It therefore suffices to consider principal blocks of simple groups having abelian Sylow
p-subgroups. ✷
Let p be a prime and P be a p-group. Let us consider principal blocks of simple groups
G with defect group P . These groups satisfy |G|p = |P |, since the defect groups of the
principal block are the Sylow p-subgroups. These groups G satisfying |G|p = |P | with
P being fixed are finite groups of Lie type, with only finitely many exceptions, as follows
from the classification of the finite simple groups. Finite groups of Lie type divide into
exceptional and classical groups of Lie type. The exceptional ones form finitely many
series of the form {G(q) | q is a prime power}. The classical groups of Lie type on the
other hand form infinitely many series of the form {Gn(q) | q is a prime power}, where
n ∈ N denotes the dimension of the natural representation of Gn(q). With n being fixed
these are also only finitely many series.
An analysis of the group orders of the classical groups (cf. [KL, Table 5.1.A, p. 170])
shows, that the Lie rank of such a group is bounded by the order of a Sylow p-subgroup.
Therefore the simple classical groups G of Lie type satisfying |G|p = |P | also occur in
finitely many series of the form {G(q) | q is a prime power}.
The p-blocks occurring in the same series having the same defect—in particular, the
principal blocks with defect group P—should not differ too much, as one might suppose
by the following result of Gruber and Hiss [GH, Corollary 8.10].
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p = 2 and suppose p divides q2s+1−1 for some s ∈N. Then the p-decomposition numbers
of G are bounded above by the order of the Weyl group of G; in particular there is a bound
which is independent of p and q .
1.3. Blocks with abelian defect groups
Now we consider the restriction of Donovan’s conjecture to arbitrary p-blocks with
abelian defect group.
(DA) Let P be an abelian p-group. Then there are only finitely many Morita equivalence
classes of p-blocks with defect group isomorphic to P .
In order to state a reduction theorem for this conjecture, we first want to pay attention
to special block triples.
Definition 1.9. Let P be an abelian p-group. We denote by T (P ) the class of block triples
(G,D,B) with D  P satisfying the following conditions:
(g1) F(G)=Z(G)=Op(G)×Op′(G).
(g2) Op′(G)⊆G′.
(g3) Every component Ŝ of L(G) is normal in G.
(d1) G is generated by the G-conjugates of D.
(d2) D ∩ Ŝ ⊃D ∩Z(Ŝ) for every component Ŝ of L(G) (proper inclusion).
The next lemma notes a few consequences of conditions (g1)–(d2).
Lemma 1.10. Let G be a group.
(i) Let D ⊆G be a subgroup satisfying (d1). Then G=DG′.
(ii) Suppose G satisfies (g1)–(g3). Denote by Ŝ1, . . . , Ŝr the components of L(G) and set
Si := Ŝi/Z(Ŝi ) for i ∈ {1, . . . , r}. Then conjugation in G yields an embedding
G/F ∗(G) ↪→
r
✧
i=1
Out(Si).
Proof. (i) Condition (d1) implies, that G/G′ is generated by the conjugates of DG′/G′.
Since G/G′ is abelian, we have G/G′ =DG′/G′ and thus G=DG′.
(ii) In general we have Z(L(G)) ⊆ F(G). Because of (g1) we also have Z(L(G)) ⊆
Z(G). Therefore F ∗(G)/Z(G) ✧i Si . Conjugation leads to a homomorphism of groups
ψ :G→ Aut(✧ri=1 Si) with values in ✧ri=1 Aut(Si), since the Ŝi are normal in G. Now
claim (ii) follows from
ψ−1
(
r
✧
i=1
Inn(Si)
)
= F ∗(G) (%)
when dividing G by F ∗(G) and ✧r Aut(Si) by ✧r Inn(Si).i=1 i=1
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(✧
r
i=1 Inn(Si)). Then there is some f ∈ F ∗(G), such that gf ∈ Kerψ . Consider the ac-
tion of gf on F ∗(G) = L(G)Z(G). The element gf acts trivially on Z(G) and on
F ∗(G)/Z(G). As a consequence—which we shall show below—the element gf also
acts trivially on F ∗(G) and thus lies in CG(F ∗(G)). Then gf lies in F ∗(G) since
CG(F
∗(H))⊆ F ∗(H) for all groups H [G, Proposition 1.27] and thus g ∈ F ∗(G) which
completes the proof.
It remains to show that gf acts trivially on F ∗(G). Define χ :F ∗(G)→ Z(G) through
χ(h) := gf hh−1 for h ∈ F ∗(G). Then χ is a homomorphism of groups, because for
h1, h2 ∈ F ∗(G) we have
χ(h1h2)= gf (h1h2)(h1h2)−1 = χ(h1)h1χ(h2)h−11 = χ(h1)χ(h2);
the latter is true since χ(h2) ∈ Z(G). Now Z(G) ⊆ Kerχ . And since F ∗(G)/Z(G) is
a direct product of non-abelian, simple groups and since Z(G) is abelian, χ has to be
trivial. ✷
The reduction theorem announced above now is the following:
Theorem 1.11. In order to prove conjecture (DA), it suffices to show that for an abelian
p-group P the blocks B occurring in the block triples (G,D,B) of the class T (P ), form
only finitely many Morita equivalence classes.
Theorem 1.11 is a consequence of Külshammer’s reduction theorem (R2) and
Proposition 1.12. Let P be an abelian p-group and let (G0,D0,B0) be a block triple
with D0  P . Then there is an equivalent block triple (G,D,B), such that if we set
N := 〈gD | g ∈ G〉 then D is a defect group of some kN -block b covered by B and the
block triple (N,D,b) belongs to the class T (P ).
In order to see what the theorem means for the smallest defect groups, for which
Donovan’s conjecture has not been proven yet, namely for Z/pZ × Z/pZ, we consider
the class T (Z/pZ× Z/pZ). (It follows from Erdmann’s Theorem 4 in [E], that there are
only finitely many Morita equivalence classes of 2-blocks with defect groups isomorphic to
Z/2Z×Z/2Z. Also, Koshitani and Miyachi have completely proven Donovan’s conjecture
restricted to the case of principal blocks with defect groups of typeZ/3Z×Z/3Z in [KM].)
Proposition 1.13. Let (G,D,B) be a block triple in T (Z/pZ×Z/pZ). Then at least one
of the following conditions is satisfied.
(1) G is quasisimple and |Z(G)|p = 1.
(2) B ∼M B1 ⊗k B2 for two p-blocks B1 and B2 with cyclic defect 1.
Proof of Theorem 1.11. Let P be an abelian p-group. We assume that the blocks B
occurring in T (P ) form only finitely many Morita equivalence classes. Denote by MP a
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with the property:
Let (G,D,B) be a block triple with D  P . Define N := 〈gD | g ∈G〉 and denote by
b some kN -block covered by B . If b ∼M b˜ for some b˜ ∈ MP , then B ∼M B˜ for some
B˜ ∈ M˜P .
This and Proposition 1.12 are the reason, that every block B0 occurring in a block triple
(G0,D0,B0) with D0  P is Morita equivalent to a block in the finite set M˜P . ✷
Proof of Proposition 1.12. Let (G0,D0,B0) be a block triple withD0  P . Let (G,D,B)
be among the block triples that are equivalent to (G0,D0,B0) one for which the index
[G : Op(G)Z(G)] is minimal. Set N := 〈gD | g ∈ G〉 and let b be a kN -block covered
by B . Then D is a defect group of b and the block triple (N,D,b) belongs to T (P ) for
the following reasons:
(a) The block B covers a unique block on every normal subgroup of G.
(b) For every g ∈G the conjugate gD is a defect group of b, so that {gD | g ∈G} = {nD |
n ∈N}.
(c) Op(G)=Op(N)⊆Z(N) and
(d) Op′(N)⊆Z(N) ∩N ′.
(e) F(N)=Op(N)×Op′(N).
(f) D ∩ Ŝ ⊃D ∩Z(Ŝ) for every component Ŝ of L(G).
(g) L(G)= L(N) and every component Ŝ of L(G) is normal in N .
(a) Let b˜ be a block of a normal subgroup of G covered by B . By (R1) there exists
a block triple (StabG(b˜), D˜, B˜) which is equivalent to (G,D,B). Now clearly Z(G) ⊆
StabG(b˜). Since there is a defect group of B contained in StabG(b˜) [Al2, part (3) of
Theorem 15.1] and since Op(G) is contained in every defect group of a kG-block, we get
Op(G)⊆ StabG(b˜). The minimality condition on (G,D,B) thus enforces StabG(b˜)=G.
(b) Since B covers b, at least one of the groups gD = gD ∩ N for g ∈ G is a defect
group of b. Therefore every conjugate of D is a defect group of a kN -block conjugate to b.
By (a) the block b is stable in G.
(c) The group Op(N) is a characteristic subgroup of N and thus is normal in G.
Therefore Op(N)⊆Op(G). The p-group D, being defect group of a kG-block, contains
Op(G). So Op(G) is already contained in N and thus Op(G)=Op(N).
For the same reason Op(G) is centralized by every defect group of B , since they are
abelian. Since N is generated by these defect groups, Op(G) is contained in Z(N).
(d) Since N is generated by p-groups, its derived factor group N/N ′ is also a p-group.
Therefore Op′(N)⊆N ′.
That Op′(N) ⊆ Z(N) is a consequence of Op′(G) ⊆ Z(G). To convince ourselves of
the latter, let us consider the normal subgroup N˜ :=Op(G)×Op′(G) and some kN˜ -block
b˜ covered by B . Since Op(G) is a normal Sylow p-subgroup of N˜ , it is a defect group of b˜.
But Op(G) is even central in N˜ , so that the block b˜ is nilpotent by [Th, Corollary 49.11].
By (R3) there exists a block triple of the form (L, D˜, B˜) which is equivalent to (G,D,B),
with L being an extension of StabG(b˜)/N˜ by Op(G)×Z. And Z is a central subgroup of
L of p′-order.
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[L : Op(L)Z(L)]  |G/N˜ |  [G : Op(G)Z(G)]. The minimality condition on the block
triple (G,D,B) thus enforces N˜ =Op(G)Z(G). But that means Op′(G)⊆Z(G).
(e) is an immediate consequence of part (d) and Lemma 1.3.
(f) Denote by {Ŝi | i ∈ I } the components ofL(G). Let ∅ = I˜ ⊆ I be a minimalG-stable
subset of I , so that
N˜ :=Op(G)Z(G)
∏
i∈I˜
Ŝi
is a normal subgroup of G which is minimal subject to containing Op(G)Z(G). Let B˜ be
the kN˜ -block covered by B . Then there is some g ∈G, so that gD ∩ N˜ is a defect group
of B˜ . Every conjugate h(gD ∩ N) is thus a defect group of the conjugate block hB˜ for
h ∈G. By part (a) the block B˜ is stable in G, so that D˜ :=D ∩ N˜ is already a defect group
of B˜ .
Assume D˜ ⊆ Op(G). Then Op(G) is abelian by (c). Since Op(G) ⊆ F(G), it
centralizes L(G) (by [As, (31.12)]) and thus is contained in the center of N˜ . The block
B˜ is then a nilpotent block by [Th, Corollary 49.11]. By reduction (R3) there exists a
block triple (L, D¯, B¯) equivalent to (G,D,B) with [L : Op(L)Z(L)]  [G : N˜]. Since
N˜ ⊃Op(G)Z(G) that is a contradiction to the minimality condition on [G :Op(G)Z(G)].
We thus have D˜ ⊃Op(G). Since D˜ ∩Z(Ŝi)⊆Op(Z(L(G)))⊆Op(G) for all i ∈ I , it
now suffices to show, that D˜i := D˜∩ Ŝi Op(G) for i ∈ I . Because our I˜ ⊆ I was chosen
arbitrarily, we now restrict to i ∈ I˜ .
From Proposition 1.5 it follows that D˜ =Op(G)∏i∈I˜ D˜i . So there is at least one i0 ∈ I˜
satisfying D˜i0 Op(G).
Choose i ∈ I˜ . By nature of I˜ there is a g ∈ G, so that Ŝi = gŜi0 . Then D˜i =
g(g
−1
D˜ ∩ Ŝi0 ). The group g−1D˜ is a defect group of the block g−1B˜ . By (a) the block B˜ is
stable in G and thus g−1D˜ is a defect group of B˜ . Therefore there is an n ∈ N˜ satisfying
g−1D˜ = nD˜. Since Ŝi0 is normal in N˜ , we obtain D˜i = gn(D˜ ∩ Ŝi0)= gnD˜i0 . But then we
get D˜i Op(G), because D˜i0 Op(G).
(g) Since D ⊆ N we have N ∩ Ŝ ⊃ N ∩ Z(Ŝ) for every component Ŝ of L(G) by (f).
Thus N ∩ Ŝ is a normal subgroup of Ŝ not contained in Z(Ŝ). The quasisimple group
Ŝ contains only one normal subgroup with these properties, namely itself. Therefore
N ⊇ L(G) and thus L(N) ⊇ L(G). Since L(N) is a characteristic subgroup of N , we
also have L(N)⊆ L(G), i.e., L(N)= L(G).
Now let Ŝ be a component of L(G). Since G permutes the components of L(G), we
have gŜ∩ Ŝ ⊆Z(Ŝ) when gŜ = Ŝ, for all g ∈G. By (f) there is a d ∈ (D∩ Ŝ)\Z(Ŝ). Since
D is abelian, d ∈ Ŝ ∩ gŜ for all g ∈D; thus Ŝ = gŜ. The same holds true for all conjugates
of D, so Ŝ is normal in the group generated by the conjugates of D, namely N . ✷
Proof of Proposition 1.13. Let (G,D,B) be a block triple belonging to T (Z/pZ ×
Z/pZ). By Lemma 1.10(i) we have G=DG′.
Suppose first that D G′, and let b be a block of G′ covered by B . Then b is invariant
in G since the stabilizer of b contains some defect group ofB (see [Al2, Theorem 15.1(3)]).
It follows from the main result of Koshitani and Külshammer in [KK], that B is as in (2).
Suppose now that D ⊆G′. Then G=G′.
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Op(G) = D, then B is Morita equivalent to the group algebra kD (see, e.g., [K2,
Theorem (12.3)]). Suppose then that |Op(G)| = p. Let γ be a point of D on kG such that
Dγ is a defect pointed subgroup of Gα . Here, α = {e} is the point of G on kG such that
B = ekG. (We refer the reader to [K2] for the notation in connection with Fan’s result.)
Let Qδ be a pointed group with Qδ  Dγ , and Q = Op(G). Then (kG)Q = (kG)D by
our assumption on D, and hence δ = γ . Thus if g ∈G with g(Qδ)Dγ , then g ∈ N :=
NG(Dγ ). This implies that the focal subgroup DG(Dγ ) defined in [Fa, Example 1.2] is
contained in [D,N]. Since N/CG(D) is a p′-group (see [K2, Lemma (13.1)]), we have
D = CD(N)× [D,N]. Hence [D,N] and thus DG(Dγ ) intersect Op(G) trivially. By [Fa,
Example 1.2], the hypotheses of [Fa, Theorem 1.2] are satisfied. This implies that B is as
in (2).
If Op(G) = {1}, Lemma 1.10(ii) (and Schreier’s conjecture) imply that G/F ∗(G) =
{1}, i.e., G = F ∗(G) = F(G)L(G) = Z(G)L(G). Since G = G′, this yields G = L(G),
i.e., G is quasisimple and hence as in (1). ✷
2. Clifford theory and Fong reduction
Let k be an algebraically closed field of characteristic p > 0. All groups to be
considered are supposed to be finite, all vector spaces, algebras, and modules will be finite
dimensional.
2.1. Relative group algebra
Throughout Section 2.1, let G be a group and N a normal subgroup of G.
We present the results of Clifford theory needed in the sequel in a language which differs
slightly from the one used by Dade (e.g., in [Da1,Da2]), but which is more suitable for our
purposes.
Definition 2.1. Let V be a kN -module. The quotient kG/AnnkG(GV ) is called the relative
group algebra of G with respect to the kN -module V and is denoted by kG(V ). For
a kG(V )-module U , the symbol kGU denotes the kG-module U , inflated from kG(V )
to kG. For a kG-module W the “induced module” kG(V ) ⊗kG W will be denoted by
kG(V )W .
The relative group algebra of a kN -module V is closely related to the endomorphism
algebra of the induced module GV , and thus provides a link to Dade’s Clifford theory (see,
e.g., [Da2]):
Lemma 2.2. Let V be an irreducible kN -module of dimension r . Denote by GV the
stabilizer of V in G and let s = [G :GV ]. Then
EndkG
(
GV
)⊗k Matrs(k) kG(V )opp,
where kG(V )opp denotes the opposite algebra of kG(V ).
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submodules of kN which are isomorphic to conjugates of V . Then V˜ is an ideal of kN
and thus M := GV˜ is an ideal of kG. Right multiplication with elements of kG defines a
homomorphism
φ : kGopp → EndkG(M).
Since M ⊕rs1 GV , it suffices to show that φ is surjective and has AnnkG(GV ) as its
kernel. Now M is isomorphic to a quotient as well as to a submodule of kG, and so every
endomorphism of M “lifts” to an endomorphism of kG. The latter can be realized by right
multiplication with an element of kG. Hence φ is surjective.
Since M is isomorphic to a direct sum of GV , the left annihilator of M equals
AnnkG(GV ). This is also equal to the right annihilator of M , since M is an ideal in kG
and kG is symmetric (see the remarks preceding Proposition (9.9) in [CRI]). It follows that
AnnkG(GV ) is the kernel of φ. ✷
One advantage of relative group algebras is that their modules are also kG-modules. The
relation of the two module categories kG mod and kG(V ) mod is described in the following,
obvious, proposition.
Proposition 2.3. Let V be a kN -module. Inflation induces an equivalence between
kG(V ) mod and the full subcategory of kG mod consisting of those kG-modules that are
annihilated by AnnkG(GV ). Induction is the inverse functor.
As a consequence we will not distinguish between the two categories, unless necessary.
Of interest with respect to Clifford Theory is the case of V = soc(kN), as we will see
below. The modules of the category kG(soc(kN))mod can also be described by so called
relative radicals as follows.
Definition 2.4. LetM be a kG-module. The radical rad(NM) of M regarded as kN -module
is a kG-module and is called the relative radical of M with respect to N and denoted by
radN(M). The ith relative radical of M with respect to N is the kG-module radi (NM) and
is denoted by radiN (M).
Another characterization of the relative radical can be given in terms of the relative
group algebra:
Proposition 2.5. Let M be a kG-module. Then
radN(M)=AnnkG
(
Gsoc(kN)
)
.M.
In particular, the module category kG(soc(kN))mod consists of exactly the kG-modules with
vanishing relative radical.
Proof. The second assertion follows with Proposition 2.3 immediately from the first. To
prove the first assertion let T ⊂G be a set of representatives of G/N . Then
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(
Gsoc(kN)
)=AnnkG(∑
g∈T
g. soc(kN)
)
=
∑
g∈T
g.AnnkN
(
soc(kN)
)
=
∑
g∈T
g. rad(kN).
Therefore,
AnnkG
(
Gsoc(kN)
)
.M =
∑
g∈T
g. rad(kN).M =
∑
g∈T
g. radN(M)= radN(M). ✷
Later we shall also need the following property of relative radicals.
Lemma 2.6. Let W be a kN -module. Then
radiN
(
GW
)∼= G(radi (W)) for all positive integers i.
Proof. Arguing by induction on i , it suffices to prove the statement for i = 1. Since
GW/G(rad(W)) is semisimple as kN -module by Mackey’s theorem, we have radN(GW)⊆
G(rad(W)). On the other hand, N(GW) is a direct sum of [G :N] conjugates of W . Hence
rad(N (GW)) is a direct sum of [G :N] conjugates of rad(W). It follows that the dimension
of radN(GW) equals the dimension of G(rad(W)). ✷
Clifford theory does the following: Given a kG-module M , the structure of that module
can be approached by taking the series of relative radicals:
M ⊃ radN(M)⊃ rad2N(M)= rad2(NM)⊃ · · · ⊃ radrN (M)= 0.
By Proposition 2.5, the quotients of this series are modules of the category kG(soc(kN))mod,
the structure of which is controlled by the structure of G/N (cf. Theorem 2.12). Other
aspects of the structure of M like the length of the above series are controlled by N .
This observation motivates the study of the structure of kG(soc(kN)). We start by
decomposing it:
Proposition 2.7. Let V1, . . . , Vr be a complete set of representatives of the G-conjugacy
classes of irreducible kN -modules. Then
kG
(
soc(kN)
) r⊕
i=1
kG(Vi).
Proof. It follows from the Chinese Remainder Theorem of general ring theory, that in
order to prove the above claim, one needs to show that
(a) ⋂ri=1 AnnkG(GVi)=AnnkG(Gsoc(kN)) and that
(b) AnnkG(GVi)+AnnkG(GVj )= kG for i = j .
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(b) The algebra kN/ rad(kN) is semisimple. Its blocks correspond to the irreducible
kN -modules. Decompose the image 1¯ of 1kN in kN/ rad(kN) as 1¯=∑ri=1 e¯i , where e¯i is
the sum of those central idempotents of the blocks of kN/ rad(kN) which corresponds to
the G-conjugates of Vi , 1 i  r .
For each i choose ei ∈ kN with image e¯i , and such that 1kN =∑ri=1 ei . Then, since
GVi , as kN -module, is a sum of G-conjugates of Vi for each i , we have for every j = i:
ei ∈ AnnkG
(
GVj
)
and 1kG− ei ∈ AnnkG
(
GVi
)
. ✷
Corollary 2.8. Let M be an indecomposable kG(soc(kN))-module. Then there is an
irreducible kN -module V , such that M is already a kG(V )-module (in the sense of
Proposition 2.3).
The following remark, which describes the module category of kG(V ) for irreducible
kN -modules V provides a further connection to Dade’s set-up of Clifford theory.
Proposition 2.9 (see [Da2, (2.8)]). Let V be an irreducible kN -module. Then the following
statements are equivalent for a kG-module M:
(a) M ∈ kG(V )mod.
(b) NM is isomorphic to a direct sum of G-conjugates of V .
(c) M is a quotient of a direct sum of modules isomorphic to GV .
Proof. If NM is isomorphic to a direct sum of G-conjugates of V , then M is a quotient
of a direct sum of modules isomorphic to GV . Thus (b) implies (c). Obviously (c) implies
(a) by Proposition 2.3. Suppose now that M is annihilated by AnnkG(GV ). Then it is also
annihilated by AnnkG(Gsoc(kN)) and thus NM is semisimple by Proposition 2.5.
Let V1 be an irreducible constituent of NM and let e ∈ kN be a primitive idempotent
such that kNe is the projective cover of V1. Then e does not annihilate GV , since it does
not annihilate M . On the other hand, e annihilates all irreducible kN -modules which are
not isomorphic to V1. It follows that V1 is isomorphic to a submodule of N(GV ), and thus
is G-conjugate to V . ✷
We also need a result relating kG(V ) and kH(V ) for intermediate subgroups N ⊆
H ⊆G.
Lemma 2.10. Let V be an irreducible kN -module which is stable under G, i.e., GV =G.
Let H be a subgroup of G containing N . Then the following hold.
(a) kG⊗kH kH(V )∼= kG(V ) as left kG-modules.
(b) If U is a kH -module, then kG(V )(GU)∼= G(kH(V )U), as kG-modules.
(c) Let M be an indecomposable kG(V )-module which is relatively H -projective as
kG-module. Then there is a kH(V )-module U and a kG(V )-module W such that
GU ∼=M ⊕W .
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kH → kG ⊗kH kH(V ). Let U be a kH(V )-module. Then NU is a direct sum of
modules isomorphic to V by Proposition 2.9. By Mackey’s theorem, the same is true
for N(GU). Again by Proposition 2.9 it follows that GU is annihilated by AnnkG(GV ).
Thus AnnkG(GV ) is contained in the kernel of α and we obtain a map α¯ : kG(V ) →
kG ⊗kH kH(V ). Let us write πG and πH for the canonical homomorphism from kG,
respectively kH to kG(V ), respectively kH(V ). Since V is invariant in G, AnnkH (HV )⊆
AnnkG(GV ), and so we have a well defined map kG⊗kH kH(V )→ kG(V ), x⊗πH (y) "→
πG(xy). This is the converse of the map α¯ defined above.
(b) This follows directly from (a).
(c) Let U ′ be a kH -module such that GU ′ ∼=M ⊕W ′ for some kG-module W ′. Set
U := kH(V )U ′ and W := kG(V )W ′. The result then follows from (b) and the fact that
M ∼= kG(V )M . ✷
We next consider the special case in which V lies in a kN -block of defect 0.
Lemma 2.11. Let b be a kN -block of defect 0 and let V be the irreducible module in b.
Then
kG=
(
t⊕
i=1
Bi
)
⊕AnnkG
(
GV
)
,
where the Bi are all the kG-blocks covering b.
Proof. Let B be a kG-block not covering b. Then the vector space B.GV , regarded
as kN -module, is—on the one hand—a submodule of N(GV ) and therefore a sum of
G-conjugates of V and—on the other hand—it is a quotient of the regular representation
BB . Regarded as kN -module, this is isomorphic to a sum of kN -modules not conjugate
to V . Therefore, B.GV = 0 and B ⊆ AnnkG(GV ). Regarded as kG-module ⊕ti=1 Bi ⊕r
1
GV , where r = dimk(V ). Any x ∈⊕ti=1Bi annihilating GV therefore annihilates all
of
⊕t
i=1Bi and thus is equal to 0. Therefore
⊕t
i=1 Bi ∩AnnkG(GV )= 0. ✷
2.2. Generalized Fong reduction
The proof, in this paper, of the following theorem is based on Dade’s results on Clifford
theory. In my thesis [Dü] I have given a completely self-contained proof.
Theorem 2.12 (Generalized Fong reduction). Let N be a normal subgroup of a group G
and let V be an irreducible kN -module of dimension r; set GV := StabG(V ), the stabilizer
in G of V , and s := [G :GV ]. Then there exists a central extension of GV /N
1 →Z→ Ĝ→GV /N → 1,
with p not dividing |Z| and a one dimensional kZ-module X, such that
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Let F denote the resulting Morita equivalence from kĜ(X)mod to kG(V )mod. It satisfies:
(2) F ĜX  GV .
(3) Let M̂ be an indecomposable kĜ(X)-module, Q̂ ⊆ Ĝ a vertex of M̂ and Q ⊆ G a
vertex of FM̂ . Then Q̂Q/(Q∩N).
(4) Denote by b the kN -block containing V and let B be a kG-block covering b;
let d(B) and d(b) be their respective defects. If M̂ is an indecomposable kĜ(X)-
module, such that FM̂ lies in the block B , then M̂ belongs to a kĜ-block with defect
d  d(B)− d(b).
Proof. (1)–(3) First we can assume without loss of generality that G = GV . We may do
so, because
(a) kG(V ) kGV (V )⊗k Mats (k), and
(b) induction from GV to G defines an equivalence from kGV (V )mod to kG(V )mod, and
(c) any indecomposable kGV -module MV has a vertex in common with the induced
module GMV .
Part (b) follows from (a). This in turn follows from Lemma 2.2 and the fact, known
from Clifford theory, that EndkG(GV )∼= EndkGV (GV V ).
Part (c) follows easily from the definition of a vertex and Mackey’s formula.
So let V be stable in G. In this case, (1) and (2) can be derived from [Da1, §§ 5, 8],
using Lemma 2.2 and Proposition 2.9.
(3) This follows from Dade’s work in [Da2], in particular Section 3 thereof. Namely,
we may choose the isomorphism
kG(V ) kĜ(X)⊗k Matrs(k)
of (1) so that the restriction to any subgroup H of G containing N is an isomorphism
kH(V ) kĤ (X)⊗k Matrs(k),
where Ĥ is the extension of H by Z in Ĝ.
By [Da2, Theorem 3.10] for any such H the diagram of functors
kĜ(X) mod
F−→−−− kG(V ) mod
kĤ (X) mod
Ind
↑
F−→−− kH(V ) mod
Ind
↑
commutes. This, together with Lemma 2.10(c), implies that the vertices Q̂ and Q are
related by Q̂/(Q̂∩Z)=Q/(Q∩N). Since Q̂∩Z = 1, (3) is proven.
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summand of kG(V ), i.e., a sum of kG(V )-blocks, say B(V )=⊕ti=1 B˜i . Via F there are
corresponding blocks in kĜ(X), say B̂1, . . . , B̂t . These in turn are already blocks of kĜ,
since kĜ(X) is a direct summand of kĜ; the reason being that X is a kZ-block of defect 0
(cf. Lemma 2.11).
So let M̂ be as in (4). Then M̂ belongs to one of the blocks B̂1, . . . , B̂t , say B̂j . Let D̂j
be a defect group of B̂j . Let M̂ ′ be an indecomposable module in B̂j with vertex Dj . Such
M̂ ′ exists by [Al2, Corollary 14.5]. Of course, FM̂ ′ also lies in B . Let Q be a vertex of
FM̂ ′ in G. Then by (3) we know that D̂j Q/Q∩N . On the other hand Q is a subgroup
of a defect group D(B) of B . Part (2) of Theorem 15.1 in [Al2] tells us that D(B) ∩N is
isomorphic to a defect group D(b) of b.
We obtain
logp
∣∣D̂j ∣∣ logp∣∣D(B)/(D(B) ∩N)∣∣= d(B)− logp∣∣D(B) ∩N∣∣= d(B)− d(b). ✷
At first sight it is not so evident how Theorem 2.12 generalizes the classical Fong
reduction. This becomes clear in
Corollary 2.13. Let G, N , V and GV be as in Theorem 2.12. Denote the kN -block to
which V belongs by b and let B be a kG-block covering b. Suppose in addition that b has
defect 0.
Then B  B̂ ⊗k Matrs(k), with B̂ being a block of a central p′-extension Ĝ of GV /N .
The blocks B and B̂ have isomorphic defect groups. If GV /N is perfect, Ĝ may also
assumed to be perfect.
Proof. Apply Theorem 2.12 to obtain Ĝ,Z, and X. By Lemma 2.11, kG(V ) is a direct
summand of kG, since V belongs to a kN -block of defect 0. Therefore the blocks of
kG(V ) are the images of the kG-blocks covering b.
Combined with the isomorphism of (1) of the last theorem, the first claim is proven. To
prove that B and B̂ have isomorphic defect groups, let D(B) be a defect group of B and
D(B̂) be one of B̂ .
Let M be a B-module with D(B) as vertex. There is a B̂-module M̂ , such that
FM̂ =M . A vertex Q̂ of M̂ is isomorphic to D(B)/D(B) ∩N by (3) of Theorem 2.12.
Now D(B) ∩N = {1} since b has defect 0. Hence Q̂D(B) and D(B) is isomorphic to
a subgroup of D(B̂). The other inclusion is proven in a similar way.
Finally let GV /N be perfect. Because GV /N  Ĝ/Z we get Ĝ = Ĝ′Z. Define Z˜ :=
Z∩ Ĝ′ and X˜ := Z˜X and denote by B˜ the kĜ′-block covered by B̂; it is unique since every
kĜ′-module is stable under Ĝ for Ĝ= Ĝ′Z and Z ⊆Z(Ĝ).
Now we may substitute the quadruple (Ĝ′, Z ∩ Ĝ′, X˜, B˜) instead of (Ĝ, Z, X, B̂) into
Corollary 2.13, that is, we may assume Ĝ to be perfect, since the following hold:
(a) Ĝ′ is perfect,
(b) D(B̂) is a subgroup of Ĝ′, it is a defect group of B˜ , and
(c) B̂ and B˜ are isomorphic.
18 O. Düvel / Journal of Algebra 272 (2004) 1–26(a) Choose x, y ∈ Ĝ. Because Ĝ= Ĝ′Z we get x = x ′s and y = y ′t for x ′, y ′ ∈ Ĝ′ and
s, t ∈ Z. Then xyx−1y−1 = x ′y ′(x ′)−1(y ′)−1 ∈ Ĝ′′. Therefore Ĝ′ ⊆ Ĝ′′.
(b) Since |Ĝ/Ĝ′|p = 1, the group D(B̂) is contained in Ĝ′. By [Al2, part (2) of
Theorem 15.1], we see that D(B̂) is conjugate under Ĝ to a defect group D(B˜) of B˜ .
Since Ĝ= Ĝ′Z and Z ⊆Z(Ĝ) the group D(B̂) is already conjugate to D(B˜) under Ĝ′, so
it is itself a defect group of B˜ .
(c) This follows from Proposition 1.5 applied to the central product Ĝ′ ×Z→ Ĝ given
by multiplication. ✷
3. A reduction theorem for Donovan’s conjecture
We consider a weaker version of Donovan’s conjecture:
(C) For every pair (p, d) with p being a prime and d being a natural number, there exist
only finitely many Cartan matrices of p-blocks of finite groups having defect d .
In order to prove this conjecture, it suffices to restrict attention to p-blocks of “p-quasi-
simple” groups. These are central extensions G of finite simple groups satisfying G′ =G
and Op(G)= {1}.
3.1. Statement of the theorem
In order to precisely state the theorem we need a little more notation. Denote throughout
this section by
p: a prime number,
k: an algebraically closed field with p = char(k).
For a p-block B of a finite group G, let us denote by:
D(B): a defect group of B
d(B): its defect (= logp(|D(B)|)),
c(B): the maximal Cartan invariant of B ,
e(B) := max{dimk Ext1B(M1,M2) |M1,M2 are irreducible B-modules},
LL(B): the Loewy length of B ,
l(B): the number of irreducible Brauer characters of B ,
m(B): the maximal length of an orbit of irreducible B-modules under the action of the
stabilizer of B in the automorphism group of G.
Brauer and Feit gave upper bounds for l(B) depending on p and d(B) (cf. [Fe,
Chapter IV, Propositions 4.18 and 4.19]). Therefore the dimensions of Cartan matrices of
p-blocks B are bounded by some function in p and d(B). So in order to prove conjecture
(C) one would only have to give upper bounds for c(B) depending on p and d(B).
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On the other hand, c(B) 
∑LL(B)
i=0 (e(B)l(B))i . Thus conjecture (C) is equivalent to the
following conjecture:
(C′) For every pair (p, d) with p being a prime and d ∈N there are upper bounds for the
quantities e(B) and LL(B) of p-blocks B of finite groups with defect  d .
Conjecture (C′) will be reduced to blocks of “p-quasisimple” groups in Theorem 3.2.
Prior to that we need
Definition 3.1. Denote by Ep′ the class of central extensions G of finite simple groups
satisfying G′ =G and Op(G)= {1}. The groups in Ep′ will be called p-quasisimple. For
d ∈N, define:
m(p,d) := sup{m(B) | B is p-block of a finite group, d(B) d},
e¯(p, d) := sup{e(B) | B is p-block of a group in Ep′, d(B) d},
LL(p, d) := sup{LL(B) | B is p-block of a group in Ep′, d(B) d},
e(p,0) := 0,
LL(p,0) := 1,
and recursively for d > 0, respectively d > 1, set
e(p, d) :=max({d} ∪ {e¯(p, d)} ∪ {e(p, i)+ e(p, d − i) | i = 1, . . . , d − 1}),
LL(p, d) :=max({LL(p, d)} ∪ {LL(p, i)LL(p, d − i) | i = 1, . . . , d − 1}).
The series (m(p,d))d∈N consists of finite values, since the above bounds by Brauer and
Feit for l(B) are also bounds for m(B). The series (e(p, d))d∈N and (LL(p, d))d∈N with
values in N ∪ {∞} are monotonous and they are super-additive and super-multiplicative
in d , respectively, i.e., e(p, d) e(p, i)+ e(p, d− i) and LL(p, d) LL(p, i)LL(p, d− i)
for i ∈ {0, . . . , d}. Furthermore e(p, d) is finite if and only if e¯(p, d) is. The same is true
for LL(p, d) and LL(p, d).
For those pairs (p, d), for which e¯(p, d) and LL(p, d) are finite, conjecture (C′) (and
with it (C)) can be proven:
Theorem 3.2. Let B be a p-block of a finite group. Then
(I) LL(B) LL(p, d(B)) and
(II) e(B) e(p, d(B))m(p,d(B)).
The rest of this section is devoted to the proof of Theorem 3.2. The main tools are the
filtration of a kG-module by relative radicals with respect to some normal subgroup N
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(Theorem 2.12).
Since we do not want to assign the same names over and over again we set up the
following
Convention 3.3. Whenever we will be given a group named G and a normal subgroup
named N , we presuppose the following:
• B is a kG-block;
• b is a kN -block covered by B;
• Gb := StabG(b);
• {V1, . . . , Vs} is a complete system of representatives of the Gb-conjugacy classes of
irreducible b-modules;
• Gi := StabG(Vi) (i = 1, . . . , s).
Theorem 2.12 is supposed to have been applied to each of the modules Vi for i ∈ {1, . . . , s}
instead of V , so that one obtains:
Ĝi : a central extension of Gi/N by
Zi, with |Zi |p = 1;
Xi : a one-dimensional kZi-module; and
Fi : the Morita equivalence kĜi(Xi)mod→ kG(Vi)mod.
Theorem 3.2 will be proven by use of the following theorem.
Theorem 3.4. Let N be a normal subgroup of a finite group G.
(I) Then there is an m ∈ {1, . . . , s} and a kĜm-block Bm covering the block of defect 0
containing the module Xm, so that
d(B) d(Bm)+ d(b) and LL(B) LL(Bm)LL(b).
(II) There also is an n ∈ {1, . . . , s} and a kĜn-block Bn covering the block of defect 0
containing the module Xn, so that
d(B) d(Bn)+ d(b) and e(B) e(Bn)+ e(b)max
{[Gb :Gi] | 1 i  s}.
3.2. The proofs
3.2.1. Proof of Theorem 3.2 assuming Theorem 3.4
(I) We need to show: LL(B)  LL(p, d(B)) for every p-block B of a finite group G.
This will be proven by induction on |G/Op′(G)|.
Start. Suppose |G/Op′(G)| = 1. Then d(B) = 0 and thus LL(B) = 1, so LL(B) =
LL(p, d(B)).
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that N0/Op′(G) is a minimal normal subgroup of G/Op′(G).
Case 1. N0 =G: Set N :=Op′(G). We have d(b)= 0 and LL(b)= 1. Let m and Bm be as
in part (I) of Theorem 3.4, so that LL(B) LL(Bm) and d(B) d(Bm).
If Gm ⊂G, then |Ĝm/Op′(Ĝm)|< |G/Op′(G)|, hence LL(Bm) LL(p, d(Bm)) by the
induction hypothesis.
Suppose otherwise, that Gm = G. Then Ĝm/Zm is simple since G/N is. Now either
Ĝm/Zm is perfect or else Ĝm/Zm  Z/pZ. In the first case we can also assume Ĝm to be
perfect by Corollary 2.13, so that Ĝm would be p-quasisimple. In the second case Ĝm 
(Z/pZ) × Zm, hence Bm  k[Z/pZ] and therefore LL(Bm) = p  LL(p, d(Bm)), since
d(Bm)= 1. In any case LL(Bm) LL(p, d(Bm)). All in all we have LL(B) LL(p, d(B)).
Case 2. N0 ⊂ G: Set N := N0. By induction hypothesis and because |N/Op′(N)| <
|G/Op′(G)|, we have LL(b)  LL(p, d(b)). Take m,Bm as in Theorem 3.4(I), so that
LL(B)  LL(Bm)LL(b) and d(B)  d(Bm)+ d(b). Since |Ĝm/Op′(Ĝm)|  |Ĝm/Zm| 
|G/N | < |G/Op′(G)|, the induction hypothesis implies that LL(Bm)  LL(p, d(Bm)).
From monotonicity of the series (LL(p, d))d∈N, we obtain LL(B)  LL(p, d(b))×
LL(p, d(B)− d(b)). The fact that (LL(p, d))d∈N is super-multiplicative now implies that
LL(B) LL(p, d(B)).
(II) Here we have to investigate how blocks of minimal normal subgroups aboveOp′(G)
can look like.
Lemma 3.5. Let 1 → Z → Ĥ π→ H1 × H2 → 1 be a central extension of some group
H1 × H2. If either H1 or H2 is perfect, then the inverse images of H1 and H2 under π
commute, i.e., [π−1(H1),π−1(H2)] = {1}.
Proof. Let H1 be perfect. Fix h2 ∈ π−1(H2) and define ψ :π−1(H1) → Z through
ψ(h1) := h1h2h−11 h−12 . Then ψ is a homomorphism of groups, because ψ(h1)ψ(h′1) =
h1h2h
−1
1 (h
−1
2 h
′
1h2h
′
1
−1)h−12 . The term in parentheses commutes with h
−1
1 , since it lies
in Z. Thus ψ(h1)ψ(h′1)=ψ(h1h′1).
Then ψ(π−1(H1))= {1} because of ψ(Z)= {1} and [H1,H1] =H1. ✷
Corollary 3.6. Let 1 →Z→G π→G/Z→ 1 be a central extension of a characteristically
simple group G/Z with |Z|p = 1. Then e(B) e(p, d(B)) for every p-block B of G.
Proof. A characteristically simple group is a direct product of copies of the same simple
group. So let G/Z ∏t1 H for some simple group H .
Case 1. H is abelian: Then H  Z/p˜Z for some prime p˜. For p˜ = p this gives |G|p = 1
and therefore d(B) = 0 and e(B) = 0 = e(p, d(B)). For p˜ = p the group G/Z is a
p-group, so that the sequence 1 → Z → G→ G/Z → 1 splits. Every p-block B of G
is then isomorphic to the group algebra k[(Z/pZ)d(B)]. Since the latter is the d(B)-fold
tensor product over k of the algebra k[(Z/pZ)], the regular representation of which is
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“uniserial module,” see the discussion preceding and following Proposition 5 in [Al2,
Chapter II]).
Thus e(B)= d(B) e(p, d(B)).
Case 2. H is not abelian: Induction on t :
Start. Suppose t = 1. Since H is perfect, we may assume that G is p-quasisimple by
Corollary 2.13. Therefore e(B) e(p, d(B)) for every block B of G.
Step. Suppose t > 1. Set N := π−1(∏t2H) and G(1) := π−1(∏11H). Now G(1) ⊆ CG(N)
by Lemma 3.5. Since G=G(1)N , every kN -module is stable in G; in particular Gi =Gb
for all i . By applying Theorem 3.4, we obtain n and Bn satisfying d(B) d(Bn)+ d(b)
and e(B) e(Bn)+ e(b); here Bn is a p-block of Ĝn, a central p′-extension of G/N H .
This leads to e(Bn) e(p, d(Bn)).
Because of d(Bn) d(B)− d(b), we get e(Bn) e(p, d(B)− d(b)). By the induction
hypothesis, we have e(b)  e(p, d(b)), which implies e(B)  e(p, d(B) − d(b)) +
e(p, d(b)) e(p, d(B)). ✷
The proof of part (II) is now done by induction on d(B)|G/Op′(G)|:
Start. Suppose that d(B)|G/Op′(G)| = 0. Then d(B) = 0 and thus e(B) = 0 =
e(p, d(B)).
Step. Suppose now that d(B)|G/Op′(G)|> 0.
(a) For the following reason we may assume that Op′(G) is central in G: Apply
Corollary 2.13 to the pair (G,N := Op′(G)) and obtain Ĝ, Z, X, and B̂ . If
Gb = G then Op′(Ĝ) = Z. Otherwise, we have Gb ⊂ G. Then |Ĝ/Op′(Ĝ)| <
|G/Op′(G)| and thus by the induction hypothesis e(B̂)  e(p, d(B̂))m(p,d(B̂)).
Because d(B)= d(B̂) and because B and B̂ are Morita equivalent, we have e(B)
e(p, d(B))m(p,d(B)).
(b) Let N be a normal subgroup of G minimal subject to containing Op′(G). By
Corollary 3.6 and since N/Op′(G) is characteristically simple,
e(b) e
(
p,d(b)
)
.
(c1) Suppose that d(b) = 0. Apply Corollary 2.13 and obtain Ĝ, Z, X, and B̂ . Then
|Ĝ/Op′(Ĝ)| |Ĝ/Z| = |Gb/N | |G/N |< |G/Op′(G)|, so that we deduce e(B)
e(p, d(B))m(p,d(b)) as in (a).
(c2) Suppose that d(b) = d(B). Take n and Bn as in part (II) of Theorem 3.4. Then
d(Bn) = 0, so that e(B)  e(b)m(b). Using (b) this gives e(b)  e(p, d(b)) =
e(p, d(B)) and thus e(B) e(p, d(B))m(p,d(B)).
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we then have
e(B) e(Bn)+ e(b)m(b).
As in (c1), we have |Ĝn/Op′(Ĝn)|< |G/Op′(G)|. Using d(Bn) d(B)− d(b) and
the induction hypothesis, we deduce:
e(B) e
(
p,d(B)− d(b))m(p,d(B)− d(b))+ e(b)m(p,d(b)).
Item (b) and m(p,d(b))m(p,d(B)) imply
e(B)
(
e
(
p,d(B)− d(b))+ e(p,d(b)))m(p,d(B)).
Now the super-additivity of the series (e(p, d))d∈N yields
e(B) e
(
p,d(B)
)
m
(
p,d(B)
)
.
3.2.2. Proof of Theorem 3.4
(I) LL(B) is the Loewy length of the regular B-module BB . Consider its series of
relative radicals with respect to N . Since radLL(b)N (BB)= {0}, it looks like
BB = rad0N(BB)⊃ rad1N(BB)⊃ · · · ⊃ radLL(b)N (BB)= 0.
This implies that
LL(B)max
{
LL(radiN (BB)/ rad
i+1
N (BB)
) ∣∣ 0 i < LL(b)}LL(b).
Let M be an indecomposable direct summand of some radiN (BB)/ rad
i+1
N (BB) having
maximal Loewy length, so that LL(B)  LL(M)LL(b). The relative radical of M with
respect to N vanishes; so M  kGkG(Vj )M for some j by Corollary 2.8. Let M̂ be a
kĜ(Xj )-module, such that Fj M̂ =M .
Denote by Bj the kĜ-block to which M̂ belongs. Then LL(M)= LL(M̂) LL(Bj ) and
therefore
LL(B) LL(Bj )LL(b).
(II) For a module M denote its head by h(M), i.e., h(M)=M/ rad(M).
Fix two irreducible kG-modules S1 and S2 belonging to B . For i = 1,2 set Vji to be the
constituent of NSi in {V1, . . . , Vs}. Define e := dimk ExtB 1(S1, S2).
We have to show: there exists an n and a Bn as in part (II), so that e  e(Bn) +
e(b)max{[Gb :Gi] | 1 i  s}.
Let P1 be a projective hull of S1. Then
e= dimk HomkG
(
rad(P1), S2
)= dimk HomkG(rad(P1)/ rad2(P1), S2).
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e1 := dimk HomkG
(
rad(P1)/
(
radN(P1)+ rad2(P1)
)
, S2
)
,
e2 = dimk HomkG
((
radN(P1)+ rad2(P1)
)
/ rad2(P1), S2
)
.
The proof is now done by showing that
(a) there are n and a Bn as in (II), so that e1  e(Bn);
(b) e2  e(b)max{[Gb :Gi ] | 1 i  s}.
Proof. (a) Set T := P1/(radN(P1)+ rad2(P1)). Then rad(P1)/(radN(P1)+ rad2(P1)) =
rad(T ), so that e1 = dimk HomkG(rad(T ), S2). Furthermore T , being a quotient of P1, is
indecomposable and we have radN(T )= 0. Corollary 2.8 thus implies that T is already a
kG(Vj )-module for some j ∈ {1, . . . , s}. And j = j1, since Vj1 is a constituent of NS1 and
thus also of NT .
In case e1 = 0, take n = 1. By part (4) of Theorem 2.12, there is a block B1 of Ĝ1
covering the block containing X1 such that d(B) d(B1)+ d(b).
Now assume that e1 = 0. But this means that S2 is also a constituent of T , so also j = j2
and thus j = j1 = j2. That means as well that T and S2 are already kG(Vj)-modules and
therefore
e1 = dimk HomkG(Vj )
(
rad(T ), S2
)
.
Let T̂ and Ŝ2 be Ĝj -modules such that Fj T̂  T and Fj Ŝ2  S2. Because Fj is a Morita
equivalence,
e1 = dimk HomkĜj
(
rad
(
T̂
)
, Ŝ2
)
.
Using part (4) in Theorem 2.12, we see that T̂ belongs to some kĜj -block Bj with defect
d  d(B)− d(b) and e1  e(Bj ) by the last formula.
(b) Consider the module X := P1/ rad2(P1). Denote by U˜ ⊂ X the sum of the
constituents of radN(X)= radN(P1)+ rad2(P1))/ rad2(P1) being isomorphic to S2. Since
rad(P1)/ rad2(P1) is semisimple, there is a complement X˜ for U˜ in rad(P1)/ rad2(P1).
Define U :=X/X˜.
Then h(U)  S1 and rad(U) = radN(U) ⊕e2i=1 S2. Because rad(U)= radN(U) this
implies h(NU) NS1 and rad(NU)⊕e21 NS2.
For i ∈ {1,2} set mi := dimk(Si), vi := dimk(Vji ), µi := [Gb : Gji ], and µ˜i :=
[G : Gji ]. Fix a transversal {g1, . . . , gµ˜1} of Gj1 in G and a transversal {h1, . . . , hµ˜2} of
Gj2 in G. Then
NS1 
m1/v1µ˜1⊕
1
µ˜1⊕
i=1
gi Vj1 and NS2 
m2/v2µ˜2⊕
1
µ˜2⊕
i=1
hiVj2 .
Therefore
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(
rad(NU)
)
 m1
v1µ˜1
µ˜1∑
i=1
µ˜2∑
j=1
dimk
(
Ext1kN
(
gi Vj1,
hj Vj2
))
dimk(Vj2).
If gi /∈ hjGb , then giVj1 and hj Vj2 belong to different kN -blocks, which implies that
dimk(Ext1kN (giVj1, hj Vj2)) = 0. Since e(b)= e(gb) for g ∈ G, the remaining summands
of the last formula are bounded above by e(b)v2.
Since dimk(rad(NU))= e2m2, we obtain e2m2  (m1/v1µ˜1)µ˜1µ2e(b)v2, i.e.,
(i) e2  m1v2
m2v1
µ2e(b).
Another bound for e2 is obtained as follows:
Because (radN(P1) + rad2(P1))/ rad2(P1)  radN(P1)/(radN(P1) ∩ rad2(P1)) and
radN 2(P1)⊆ radN(P1)∩ rad2(P1), we deduce
(ii) e2  dimk HomkG(radN(P1)/ radN 2(P1), S2).
To complete the proof, we get ourselves yet another bound by use of (ii). In the following,
given an irreducible kN -module V denote its projective hull by P(V ).
The regular representation of kG has a direct summand
⊕m1
1 P1. Being induced
from the regular representation kNkN of kN , on the other hand it has direct summands⊕v1
1
⊕µ˜1
i=1 GP(gi Vj1). Since P1 is a direct summand of the module GP(V ) if and
only if gV  Vj1 for some g ∈ G, we know that
⊕m1
1 P1 is a direct summand
of
⊕v1
1
⊕µ˜1
i=1 GP(gi Vj1). Applying the functor HomkG(radN(·)/ rad2N(·), S2) to both
modules and using estimate (ii) for e2 as well as the fact radiN (GP(V )) G(radi (P (V )))
proven in Lemma 2.6, we deduce:
m1e2  dimk HomkG
(
v1⊕
1
µ˜1⊕
1
G
(
rad
(
P(Vj1)
)
/ rad2
(
P(Vj1)
))
, S2
)
.
It is easily seen, using Frobenius reciprocity, that
dimk HomkG
(
GV,S2
)= {m2/v2µ˜2, if V  gVj2 for some g ∈G,0, otherwise
for irreducible kN -modules V .
Now rad(P (Vj1))/ rad2(P (Vj1)) is semisimple and contains at most e(b) composition
factors of each isomorphism type gVj2 ; and this can happen only if g ∈Gb. Therefore the
right-hand side of the last inequality can be bounded:
m1e2  v1µ˜1
m2
v2µ˜2
e(b)µ2.
Because of µ˜2/µ2 = µ˜1/µ1 = [G :Gb] we obtain
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m1v2
µ1e(b).
Multiplying inequalities (i) and (iii) gives e22  e(b)2µ1µ2. But µj max{[Gb :Gi] | 1
i  s} for j = 1,2. This proves (b).
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