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An important research question for optical see through AR is, “how accurately and precisely
can a virtual object’s perceived location be measured in three dimensional space?” Previously, a
method was developed for measuring the perceived 3D location of virtual objects using Microsoft
HoloLens1 display. This study found an unexplained rightward perceptual bias on horizontal
plane; most participants were right eye dominant, and consistent with the hypothesis that perceived
location is biased in eye dominance direction. In this thesis, a replication study is reported, which
includes binocular and monocular viewing conditions, recruits an equal number of left and right
eye dominant participants, uses Microsoft HoloLens2 display. This replication study examined
whether the perceived location of virtual objects is biased in the direction of dominant eye. Results
suggest that perceived location is not biased in the direction of dominant eye. Compared to previous
study’s findings, overall perceptual accuracy increased, and precision was similar.

Key words: augmented reality, spatial perception, perceived location, eye dominance, optical
see-through display.
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CHAPTER I
INTRODUCTION

Augmented Reality: In an Augmented Reality (AR) system, users can see virtual objects superimposed on the real world, so that it accurately appears to the user as if real and virtual objects
correctly co-exist within a registered virtual space. According to Azuma [6], three characteristics
provide the formal definition of augmented reality (AR): AR (a) combines real and virtual world
information, meaning that virtual objects are mixed with the real world; (b) AR is interactive in
real time, meaning that as the user moves virtual content updates in real time; and is (c) registered
in 3D with respect to position and orientation, implying that stationary virtual objects appear
stationary in the real world and moving virtual objects appear to move as if they moved within
the user’s actual surrounding environment. With the development of a variety of different new
display devices and technologies, AR technology has progressed rapidly. Therefore, it is essential
to identify and investigate current AR limitations and with respect to their adequacy of their ability
to appropriately superimpose virtual objects on surrounding physical content.

Optical See-Through AR: There are two major categories of AR devices, optical see-through
and video see-through. In an optical see-through (OST) AR system, the user views the world
through optical combiners (Figure 1.1). These combiners are partially reflective, and let the user
see virtual objects superimposed on their view of the real world. While this allows the user to have
1

a natural view of the real world, from the AR system’s perspective an important limitation is that
the combination of real and virtual occurs on the user’s retina. This means that the AR system does
not have access to the underlying pixel values [35], and therefore the AR system does not know
where in the real world the user will perceive virtual object locations.

Figure 1.1: A conceptual diagram of optical see-through display [6].

Video See-Through AR: In a video see-through (VST) AR system, a camera captures a view of
the real world, and the user views the real world on a screen. Virtual objects are composited into
the camera’s video stream. VST AR systems can operate through any camera, including cameras
on phones and tablets. In addition, VST AR can be implemented on a head mounted display
(Figure 1.2). In VST AR, users can not observe the real world naturally. However, from the AR
system’s perspective, an important advantage is that the system has access to the underlying pixel

2

values of the video stream, and therefore the AR system knows exactly where in the real world the
user will perceive virtual object locations.

Figure 1.2: A conceptual diagram of video see-through display [6].

Locational Realism:

A long-established goal in augmented reality is that users should be able to

see stationary virtual objects as having locations that are as static, precise and accurate as stationary
real-world objects. This phenomenon is termed locational realism [16], and it is a goal for both OST
and VST AR displays. An AR application with very high locational realism is sports broadcasting
during which real time AR overlays are superimposed on moving content (Figure 1.3) [24]. Sports
broadcasting uses VST AR, where image features extracted from the captured video frames allow
virtual objects to be placed with a high degree of precision. Therefore, because VST AR system
has access to the underlying video stream pixels, the system knows a virtual object’s exact pixel
location in the real world environment.

3

Figure 1.3: Sports broadcasting with augmented reality.

However, this measurement problem is still a difficult research issue for OST AR displays.
Considering locational realism, the most significant issue is the combination of virtual and real
objects. This amalgamation is a perceptual phenomenon, and there are no image pixels to analyze.
However, perceptual accuracy is essential. For example, consider a surgeon using an OST AR x-ray
vision display to insert a needle or judge the distance between tumors and other vessels. Knowing
where the surgeon perceives the virtual content to be located is very important. If the surgeon
misperceives the location, it could cause the surgery to fail. In addition, for manual interaction in
this kind of scenario, the most important display characteristics are dynamic realism, a constant
camera direction, and very low dynamic latency. Further, this scenario is common in many other
AR applications, such as manufacturing, maintenance, law enforcement operations, and others
where accurate presentation and perception of virtual objects is important [40, 41].

4

HoloLens 1st generation and HoloLens 2nd generation display: Recently, many different
OST AR displays have been developed and used. Two important recent displays are the Microsoft
HoloLens and the Magic Leap One. Both of these displays use a real-time hardware implementation
of the Simultaneous Localization and Mapping (SLAM) algorithm to measure the display’s location
in the real world with unprecedented accuracy and latency. The SLAM algorithm uses camera
sensors to track features in the real world. The frame-to-frame motion parallax of these features
allows tracking the display’s real-world location [37].

Figure 1.4: Microsoft HoloLens 1st generaion display

Microsoft launched the first-generation HoloLens (Figure 1.4) in 2016 intended ultimately for
a mass market. It was the first untethered head-world OST AR display, where all computation
occurs in the display itself (termed a holographic computer by Microsoft). The second-generation
HoloLens came out in 2019 with improved specifications. The HoloLens 2 has a new generation
of SLAM processing units, more storage space, improved field of view, and improved fit and
ergonomics. In addition, HoloLens 2 includes eye-tracking, which was not available in the
5

Figure 1.5: Microsoft HoloLens 2nd generation display

HoloLens 1. Though the technical specifications for HoloLens tracking are not publicly available,
the addition of eye-tracking sensors promises to enhance the calibration and user experience in
many ways. In particular, eye-tracking makes calibration different in the HoloLens 2, as compared
to the HoloLens 1. The diagonal field of view of HoloLens 2 is also increased; it was 32◦
for the HoloLens 1 versus 52◦ for the HoloLens 2. However, Microsoft did not share any exact
information about the partial or full binocular overlap of the field of view. In addition, the HoloLens
2 features new gestures, improved depth detection, and reduced weight. Therefore, HoloLens 2 is
a substantial improvement over the HoloLens 1. For these reasons, for my thesis I was motivated
to use a HoloLens 2 for the research reported here.

Previous Experiment: Previously, I was part of a team, from the SPAAR lab at Mississippi State
University, that developed a new method for measuring the perceived three-dimensional location
of virtual objects [24, 25]. In the method, which was based on previous work by Moser et al. [34],
participants verbally reported a virtual object’s location relative to both a vertical and horizontal
6

grid. The method was tested with a small (1.95 × 1.95 × 1.95 cm) virtual object at distances of
50 to 80 cm, viewed through HoloLens 1. Two experiments examined two different virtual object
designs, whether 360° turning between reported object locations would disrupt HoloLens tracking,
and whether accuracy errors, including a rightward bias and underestimated depth, might be due
to systematic errors that are restricted to a particular display. Turning in a circle did not disrupt
HoloLens tracking, and testing with a second display did not suggest that systematic errors were
restricted to a particular display [24].
Instead, the experiments are consistent with the hypothesis that the HoloLens 1 display exhibits
a systematic rightward perceptual bias when looking downwards at a horizontal plane. For many
decades, vision scientists have found eye dominance effects visual directional bias [42, 7, 30], and
therefore, this bias could be explained by the eye dominance of the participants. Further, most
people are right-eye dominant: in a meta-analysis of eye dominance studies with large samples,
Porac and Coren [42] report that 97% of observers favor an eye, with 65% sighting with the
right eye, and 32% sighting with the left eye. Although eye dominance was not measured in our
Experiment 1, it was measured in Experiment 2. Of the 15 unique participants in Experiment 2,
14 were right-eye dominant, and only one was left-eye dominant. However, the eye dominance
distribution in Experiment 2, which was unplanned, did not allow investigating the effect of eye
dominance on perceptual bias.

Current Experiment:

Therefore, in this thesis research, I replicated this method for measuring

perceived three-dimensional location [24]. My first research goal was to examine how eye
dominance effects the visual directional bias for virtual content. This was accomplished by
7

recruiting an equal number of right-eye and left-eye dominant participants. They completed the
experiment under two viewing conditions: binocular, where both eyes were used, and monocular,
where only the dominant eye was used. These factors allowed testing the effect of eye dominance
effect on visual directional bias of virtual content.
In addition, as discussed above, the display calibration methods of the HoloLens 1 and HoloLens
2 displays are different. In particular, HoloLens 1 eye calibration is based on a finger alignment
task, while HoloLens 2 eye calibration is based on eye tracking. Although the previous study, using
a HoloLens 1, provided an overall perceptual precision of less than 1 mm, and a largest accuracy
error of 7.4 mm, I hypothesized that the HoloLens 2 eye calibration would be better. Therefore,
my second research goal was to examine whether a more modern OST AR display, a HoloLens
2, increased overall perceptual accuracy and precision.

8

CHAPTER II
RELATED WORK

2.1

Calibration Method
To render virtual objects at intended locations, the camera position within the display’s tracking

system coordinate frame needs to be accurately measured. In video see-through (VST) AR, users
see the real world through the video camera within the AR system; the system receives a constant
stream of image frames from the real world and combines virtual content into this frame [16].
Camera calibration is done by processing the captured camera images [5].
However, for optical see-through (OST) AR, there are no captured image frames to process.
Users get to see the view of the real world directly; virtual contents are imposed into the user’s
view through the optical combiners. Because of this, in OST AR there is no perceptual shift in
viewpoint or field of view of the real world, as there is in VST AR systems [8].
In VST AR, it is possible to use a single camera for both the video stream, and the tracking
camera [21]. However, this is never possible in OST AR, because the video stream comes from
the user’s eyes. The final camera is the human eye in OST AR systems [35].
Many calibration techniques have been developed and evaluated [16]. Without eye tracking,
calibrating an OST AR system requires an interactive user procedure, where the user aligns virtual
points or shapes to real world objects [35, 36]. Some previous calibration methods incorporated
boresighting procedures, where the user’s head was restricted from movement. Users aligned illu9

minated points on display and visible points of interest in the world, and from these alignments, the
viewing frustum through the display was calculated. Later techniques replaced these procedures
with ones requiring fewer head movement restrictions. The Single Point Active Alignment Method
(SPAAM), introduced by Tuceryan and Navab [48], became the most common alignment-based
calibration method. They introduced SPAAM to improve the manual alignment data collection
scheme (see Figure 2.1) [16]. Previously, Moser et al. [35] examined alignment point distribution with SPAAM calibration procedure at user-centered reaching distances (0.15 to 0.3meters)
and environment-centered room-scale distances (0.5 to 2.0 meters). Their research found that
user-centric distributions are more accurate than environment-centric distributions. Further, they
investigated the effect of posture on calibration accuracy, but did not find any poster effects.
Itoh and Klinker [17] presented an interaction free calibration method that utilized 3D eye
position measurements from an eye tracker. Their method computed the projection matrices by
considering static calibration (e.g., SPAAM) parameters and measuring online 3D eye positions.
Further, they compared their calibration method with the SPAAM calibration method. Results
revealed that their calibration technique was more stable than SPAAM calibration in terms of 2D
reprojection error and estimated 3D eye position; the variance of the error for SPAAM (1.56) was
larger than their eye tracker-based method (1.09).
A calibration evaluation study was completed by Moser et al. [34], which examined three OST
AR calibration methods. In that study, the authors used a 3D measurement technique for evaluating
calibration accuracy, which formed the basis for the perceptual 3D measurements studied by Khan
et al. [24, 25], as well as the measurements utilized in this thesis.

10

Figure 2.1: Data collection in SPAAM, aligning 2D into 3D. Left: A single 2D point uk is manually
aligned with a 3D point xk . Middle: Egocentric view through an OST HMD aligning virtual 2D
cross hair with a 3D tracked marker. Right: Green virtual square overlaid on the physical marker
before and after the calibration [16].

Khan et al. [24] adapted the calibration method of Moser et al. [34] for measuring the perceived
3D location of a virtual object. In this research, a HoloLens 1 was used as an OST AR display. The
Microsoft HoloLens 1 has a built-in calibration procedure that requires the user to monocularly
align their finger with a series of virtual objects (Figure 2.2). According to the HoloLens 1
documentation, this procedure can only measure interpupillary distance [32], but this calibration
procedure could also provide additional eye location information [49].
Recent OST AR displays, such as the Magic Leap One and Microsoft HoloLens 2, are equipped
with integrated eye trackers [20]. Eye-tracking provides a wide range of valuable information,
which promises to improve the user experience for OST HMDs. According to the HoloLens
documentation [32], a calibrated HoloLens 2 ensures more accurate tracking, and also improves
user comfort and hologram alignment.

11

Figure 2.2: HoloLens calibration aligning fingers to measure IPD [32]

2.2

Depth Perception Method
Researchers have devoted a great deal of effort to studying depth perception in augmented

and virtual environments. Most of the prior research focused on adapting and validating depth
judgment tasks, which allow quantitative measurement. Depth judgement tasks have included
blind walking, pointer adjustment, verbal estimation and reporting, triangulation by walking, bean
bag tossing, and others [13, 18, 19, 45, 39]. Compared to virtual environments, less research has
been conducted in modern AR [15, 50]. Different combinations of depth cues can affect depth
perception, which are covered in surveys of AR depth judgment tasks [45, 47, 11].
Although most previous research has investigated depth perception at action space distances of
2 to 15 meters [9], a few studies have investigated reaching space distances up to 1.5 meters [14, 24].
Previously, Khan et al. [24] conducted a depth perception study at distances of 50 to 80 cm, which
falls into the category of reaching space. Most of these reaching-space distance studies have shown
that the depth position of virtual objects in AR systems are typically underestimated [29, 43, 45].
12

Many previous studies have used a HoloLens 1 to measure perceived depth in AR. Depth
underestimation was found in most of these studies [43, 14]. However, Fischer et al. [12] used a
HoloLens 1 to investigate the perceptual alignment of real and virtual information in a reaching
space medical context, and found overestimation. Based on my knowledge and exploration, no
previous research has studied perceived depth with a HoloLens 2 for reaching space distances. By
specifically considering the technical improvements of the HoloLens 2 compared to the HoloLens
1 display, it can be predicted that depth perception accuracy will improve.

2.3

Binocular and Monocular Viewing
The ability of the eye to observe an object in sharp focus is termed accommodation. Besides,

to focus an object at near distances, the eye needs to convergence, and at far distances, the eye
needs to diverge. These are classified as vergence-eye movements. The relationship between them
is known as the accommodation- vergence reflex. According to Kersten and Legge [22], changes
in accommodation bring changes in vergence (accommodative vergence), and changes in vergence
bring changes in accommodation (vergence accommodation). Furthermore, accommodation and
vergence are also linked with pupil size. Pupil size varies from 2 to 8mm in diameter, and is generally
driven by scene illumination. Semmlow and Hung [44] mention that vergence, accommodation,
and pupil size are inter-linked with each other physiologically and are known as the near triad. The
presence of depth cues varies based on whether the viewing condition is monocular or binocular. In
binocular viewing, both accommodation and vergence cues are active, but in monocular viewing,
only accommodation is active and vergence is driven by accommodative vergence. Therefore,
including a monocular condition in a visual experiment allows binocular vision effects to be
13

separated from other effects, and helps explain the results in the context of human visual system [2]
.
Vision science researchers found that binocular viewing resulted in more accurate accommodation than monocular viewing [26, 4]. While comparing monocular and binocular OST AR
display systems,Laramee and Ware [28] found slower task performance in a monocular display,
because binocular rivalry and visual interference negatively affected task performance. When a
user sees the real world, they see it with binocular vision, but when AR information is presented in
a monocular display, they see it with monocular vision. Stefanucci et al. [46] showed that distance
estimation to real and augmented reality objects is similar in binocular viewing conditions, but
distances to AR objects are underestimated in monocular conditions. Arefin et al. [3] conducted
a text based visual search task to examine the effects of context switching and focal distance
switching in binocular and monocular viewing. They found that, compared to binocular viewing,
monocular viewing resulted in reduced performance and increased eye fatigue [4]. Rosales et
al. [43] conducted a study for on and off-ground objects in an OST AR system, where on ground
objects mean virtual content was on the surface whereas off-ground objects meant virtual content
was above the surface. Their research found that when participants viewed off-ground targets, they
walked farther in the monocular condition compared to the binocular condition, indicating that
distance to off-ground targets was overestimated. They also found that eliminating binocular cues
could influence perceived distance.
In summary, we can say that previous work found differences between monocular and binocular
viewing in both vision science research and AR perceptual research. Therefore, the experiment in
this thesis examined both binocular and monocular viewing conditions.
14

CHAPTER III
PREVIOUS EXPERIMENT

The members of the SPAAR lab of Mississippi State University, including the author of
this thesis, have spent a significant amount of time investigating the perceived three-dimensional
location of virtual objects. While perceived depth examines only the single scalar quantity of
egocentric depth (𝑧-axis), perceived three-dimensional location also examines perceived placement
along the abscissa (𝑥-axis) and ordinate (𝑦-axis). A method for measuring perceived threedimensional location was explored by the SPAAR lab members which reflected in Khan et al. [25,
24]. This method promises better ways of measuring the effects and interactions of additional cues
on perceived location, such as shadows [43], ground cues [10] and familiar size and occlusion [31].
This work had been a part of thesis work of Veera Venkata Ram Murali Krishna Rao Muvva [37]
and Dennis Wu, further analysis and research led it to be published as an IEEE ISMAR 2021
conference paper [24] and an IEEE VR poster abstract [25].
Two measurement methods were adapted from Moser et al. [34] for measuring the perceived
three-dimensional location of a virtual object. The first method was (1) measuring the perceived
3D location of the virtual object, with some changes, using the first method of Moser et al. [34].
For this, participants wore a HoloLens 1 display, and stood in front of the experimental table,
where two grids were mounted together horizontally and vertically (Figure 3.1). While observing
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Figure 3.1: Participant in front of the experimental table

the vertical plane, participants stood 60 cm away from the end of the table, and while observing
the horizontal plane, they stood 80 cm away from the end of the table. The standing position for
the vertical and horizontal plane was marked and labeled on the floor; participants were instructed
to stand in that position while looking at the corresponding plane. Both horizontal and vertical
planes were mounted as a 22 × 22 cell grid, where the grid cell size was 1.95 × 1.95 cm. A
virtual cube was programmatically placed at different grid coordinates against both the vertical and
horizontal plane; the virtual cube was 1.95 × 1.95 cm, the same as the grid size. For both vertical
and horizontal planes, the participant verbally reported the grid location of the cube center. The
reference scale was marked with numbers from 1 to 22 over the physical grid. For example, if the
participant saw the cube between 14 and 15, they would report it as "14.5" on the corresponding
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Figure 3.2: Experimental overview; indicating two experiments (a). Two different types of
movement (b) were examined, when movement was yes, the participant turned in a complete circle
between each trial. Two different display conditions (c) were examined, both were HoloLens 1
displays. Two different cube styles (d) were explored. All the variables were examined with respect
to a vertical plane (e) measuring the 𝑥 (left-right) and 𝑦 (up-down) dimensions, and a horizontal
plane (f) measuring the 𝑥 (left-right) and 𝑧 (front-back) dimensions [24]

axis. If the cube was slightly biased toward 15, the participant might instead report it as "14.7"
or "14.8" along that axis. Also, inspired by the second method of Moser et al. [34], a subjective
rating of the virtual object was used as a secondary task. Although the virtual cube was positioned
to be directly on the grid surface, in the HoloLens 1 virtual objects often appear to float a few
centimeters above the surface. Therefore, in the second task the participant rated the cube as being
"in front of", "on", "penetrating", or "behind" the surface. An overall experimental overview is
given in Fig. 3.2.
17

3.1

Loop Closing and Rendering Style
The HoloLens supports real-time tracking through a hardware implementation of the Simul-

taneous Localization and Mapping (SLAM) algorithm [27]. In SLAM tracking, loop closing
happens when a previously viewed scene in the environment comes back into view; the tracking
system should recognize that the location has been viewed previously. According to the patent of
the Microsoft HoloLens SLAM technology [38], the system takes input from the HoloLens depth
camera and a 3D model of the environment. It then generates a dictionary of feature descriptors
(e.g., lines, edges, corners, blobs, SIFT features, SURF features). After that, the system uses the
dictionary to label features found in environment images. Next, the system checks whether the
images have common features by performing a quick feature mapping. Finally, the system determines, based on these common features, whether the same object or location is being observed.
Researchers conducted the first study to examine whether the built-in HoloLens tracking could
successfully retain tracking accuracy after loop closing. To test loop closing, between each trial
participants turned in a complete circle (Fig. 3.2b).
Another question evaluated was the rendering style of the virtual cube (Fig. 3.2d). Two different
cube rendering styles were used, the first one a solid, blank cube, and the second one a marked
cube, colored green with the red bisecting line. It was hypothesized that the bisecting line would
help participants visualize the location of the cube center. The green color matched the color of a
green 3D printed cube that was used to explain the task to participants. Out of 24 participants, 12
viewed the solid cube, and the rest viewed the marked cube.
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Figure 3.3: Intended vs perceived locations. Intended locations are hollow circles, sized according
to the number of times the location was shown. The perceived locations are color-coded according
to movement and shape coded according to cube style. Most perceived location error occurred
along the 𝑦 (up-down) axis on the vertical plane, and perceived locations have a noteworthy
rightward bias on the horizontal plane [24]
.
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Figure 3.4: Hollow circles show the errors, sized according to the number of errors at that location
and colored according to movement. The black dot indicates the mean error with one standard
error. On the vertical plane, there was an upward bias of + 3.5 mm. On the horizontal plane, there
was an overall rightward bias of + 4.7 mm and frontward bias of − 7.4 mm [24]
.
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3.1.1

Results

Figure 3.3 shows the intended locations as hollow circles and the perceived locations as colored
and shaped points. The hollow circles are sized according to the number of times each location
was shown. In the vertical plane, there are noticeably more errors along the 𝑦 (up-down) axis than
the 𝑥 (left-right) axis. In the horizontal plane, there are two interesting effects. First, there is a
noticeable rightward bias in the perceived locations. Second, the degree of this bias changes along
the 𝑥 axis. Along the left side there is only a small rightward bias, but the amount of bias grows
larger towards the right side.
Figure 3.4 shows the perceptual errors between the intended and perceived locations. Here, the
black points represent the mean error and the error bars indicate one standard error of the mean
(SEM). For the vertical plane, there are noticeable errors along the 𝑦-axis (up-down) compared to
the 𝑥-axis (left-right). Besides, there is a noticeable rightward bias for the horizontal plane, and
the degree of bias is more visible on the right side of the 𝑥 axis.
Figure 3.4 indicates the vertical plane does not have any left-right bias, but the 𝑦 axis (up-down)
has a precision of 1.5 mm SEM and upward bias of +3.5 mm, which marginally differs from 0
(𝐹1,22 = 4.0, 𝑝 = 0.059). A mixed model repeated measure ANOVA indicates that there is no
effect of movement (𝐹1,22 < 1), cube style (𝐹1,22 < 1), or their interaction (𝐹1,22 < 1) in either the
𝑥 or 𝑦 dimension.
The horizontal plane shows precision of 0.4 mm SEM and a rightward bias of +4.7 mm,
that significantly differs from 0 (𝐹1,22 = 107, 𝑝 < 0.001). For the 𝑧 axis (front-back), precision
drops to 1.6 mm SEM, and there is a −7.4 mm frontward bias, which significantly differs from
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0 (𝐹1,22 = 12.4, 𝑝 < 0.01). Also, in the 𝑥 and 𝑧 dimensions there was no effect of movement
(𝐹1,22 < 1), cube style (𝐹1,22 < 1), or their interaction (𝐹1,22 < 1).
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Figure 3.5: Quality rating count for solid and marked cubes, vertical and horizontal planes, and
both movement conditions [24]

Figure 3.5 indicates the quality rating count for both the vertical and horizontal planes, split
according to movement and cube style, and plane. It is clear that movement and cube style have
little effects on quality ratings. The on surface rating was the most frequently chosen, while the
above rating was also common. The penetrate and below ratings were seldom chosen. A solid
cube is seen on the surface more than a marked cube.
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3.1.2

Discussion

In both planes, the lack of movement effect indicated that the built-in HoloLens SLAM tracking
could successfully close loops, and the lack of a cube-style effect indicated that participants could
successfully determine the center of the cube.
Three biases were found in the overall experiment, a + 3.5 mm upward bias in the vertical
plane, a − 7.4 mm frontward bias, and a + 4.7 mm rightward bias in the horizontal plane. The
frontward bias can be explained by a virtual object depth underestimation error, related to the
way that HoloLens 1 virtual objects tend to float above the surface. If the luminance of virtual
AR objects is considered, the underestimation effect was likely driven by the brightness biasing
binocular vergence inwards [45]. If these explanations are correct, then a replication with monocular
viewing should result in less underestimation error. The upward bias in the vertical plane can also
be explained by an underestimation bias, because participants’ eyes were above the vertical grid,
underestimated virtual objects should appear higher than intended.
We [25, 24] expected a correlation between the upward bias in the vertical plane and the
frontward bias in the horizontal plane, as both can be explained by virtual objects appearing to
float above the surface. The error density plot in Figure 3.6 indicates the correlation in quality
judgement of above and on ratings. The significance of the correlation was tested with a logistic
regression which predicted the quality judgement (above, on) from the error (𝑦, 𝑧). For the vertical
plane, the correlation was significant ( 𝜒12 = 9.6, 𝑝 < 0.01); for every additional centimeter in error
along +𝑦, the log odds of choosing above over on increased by 𝛽 = 0.30. And for the horizontal
plane, the correlation was also significant ( 𝜒12 = 63, 𝑝 < 0.001); for every additional centimeter in
error along −𝑧, the log odds of choosing above over on increased by 𝛽 = 0.79.
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Both correlations were significant in the expected directions for both vertical and horizontal
planes; revealing the consistency with the hypothesis that the upward bias in the vertical plane
and frontward bias in the horizontal plane could be explained by the tendency of virtual objects
appearing to float above the surface. However, the rightward bias in the horizontal plane was not
explained properly. This led us to conduct the second experiment.
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Figure 3.6: Error density for vertical plane 𝑦 axis and horizontal plane 𝑧 axis, according to the
quality ratings above and on. The line shows the median value and the dot shows the mean
value. The correlation between the biases (upward bias in vertical plane and frontward bias on the
horizontal plane) and the probability of a quality judgement of above the surface, compared to on
the surface are significant. [24]

3.2

Display Comparison
We hypothesized that the rightward bias observed in the horizontal plane was due to issues

specific to the HoloLens display that was used [24]. For example, optical issues could lead to
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optical misalignment and cause the rightward bias. We decided to conduct another experiment
with an identical HoloLens 1 display to test this hypothesis. The identical HoloLens display is
named Display 2, and the previous one was named Display 1. If the rightward bias was not visible
in the second experiment, then the cause would be a device-specific display issue exhibited by
Display 1. 16 participants participated in the display comparison experiment. In the first half
of the experiment, participants wore one display; in the second half, participants wore the other
display (Figure 3.2, Experiment 2)

3.2.1

Results

Figure 3.7 shows intended versus perceived locations for Experiment 2. The results indicate
that there is an up-down error in the 𝑦 axis on the vertical plane, and very little left-right bias. On
the other hand, rightward bias on the horizontal plane still exists.
Figure 3.8 indicates the perceptual errors between the perceived and intended locations for
the vertical and horizontal plane. For the vertical plane, Display 1 had 0.3 mm SEM and no
left-right bias in the 𝑥 dimension, Display 2 had the precision of 0.5 mm SEM and a leftward bias
of −1.5 mm; but comparing the dimension of grid and cube, the leftward bias is minimal.
For the horizontal plane of Figure 3.8, the 𝑥 (left-right) dimension indicates a rightward bias
of +3.7 mm, which significantly differs from 0 (𝐹1,15 = 22.27, 𝑝 < 0.001). For 𝑧 (front-back)
judgements, Display 1 showed precision of 2.5 mm SEM and −5.6 mm frontward bias, that also
significantly differs from 0 (𝐹1,15 = 4.8, 𝑝 < 0.05). Compared to Display 1, Display 2 showed
precision of 2.9 mm that does not significantly differs from 0 (𝐹1,15 < 1).
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Figure 3.7: Experiment 2 intended verses perceived locations. Most perceived location error
occurred along 𝑦 (up-down) axis on the vertical plane. The rightward bias is still visible on the
horizontal plane [24]

Figure 3.9 indicates the quality rating count for each plane. Above and on ratings were most
common, while penetrating and below ratings were very low. In the vertical plane, the number of
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Figure 3.8: Error results according to plane and display. On the vertical plane, the judgements
were mostly accurate, while on the horizontal plane, there was overall rightward bias of +3.7 mm.
Display 1 showed frontward bias of −5.6 mm [24]

on ratings was double the number of above ratings, but in the horizontal plane the rating count was
similar.
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3.2.2

Discussion
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Figure 3.10: Error density for vertical plane 𝑦 axis and horizontal plane 𝑧 axis, according to the
quality ratings above and on. The correlation between +y and z and the probability of a quality
judgment of above compared to on the surface was examined and found significant. [24]
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The rightward bias was still visible in the horizontal plane, for the second experiment, it was
reduced to +3.7 mm from +4.7 mm, but the replication of the rightward bias across two different
displays increases the confidence that the HoloLens 1 display exhibits a systematic rightward
bias [24]. There was also frontward underestimation bias of −5.6 mm for Display 1. However,
Display 2 had no underestimation bias, and therefore was more accurate than Display 1.
Because both Display 1 and Display 2 showed underestimation errors, the correlation between
+𝑦 and −𝑧 and the probability of an above rating versus an on rating were also examined. The
significance of correlations was tested with logistic regressions that predicted the quality judgement
(above, on) from the error (𝑦, 𝑧). For the vertical plane, the correlation was significant ( 𝜒12 =
7.0, 𝑝 < 0.01); for every additional centimeter in error along +𝑦, the log odds of choosing above
over on increased by 𝛽 = 0.41. And for the horizontal plane, the correlation was also significant
( 𝜒12 = 31, 𝑝 < 0.001); for every additional centimeter in error along −𝑧, the log odds of choosing
above over on increased by 𝛽 = 0.69. This is consistent with the hypothesis that the upward bias
in the vertical plane and the frontward bias in the horizontal plane are correlated with tendency of
the virtual object appearing to float above the surface.
Both Experiment 1 and 2 exhibited a rightward bias in the horizontal plane. Although we could
not determine the reason with absolute confidence, eye dominance gives a plausible explanation.
Previously, in Experiment 1, eye dominance was not measured. In Experiment 2, among 16
participants, 15 participants were unique (one participant participated in the experiment twice
unintentionally), and; 14 of these participants were right eye dominant.
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CHAPTER IV
CURRENT EXPERIMENT

My research aims to systematically investigate the accuracy and precision of perceptual 3D
locations of virtual contents in real world locations using the OST AR technology. Our previous
findings found two significant results: Microsoft HoloLens 1 AR displays exhibited a systematic
rightward perceptual bias in the horizontal plane. And these experiments had a perceptual precision
of less than 1 mm, with the largest accuracy error of 7.4 mm. Therefore, I developed the following
hypotheses for my thesis research:

Hypothesis

H1: The unexplained perceptual rightward bias of the virtual object location in OST

AR system will be explained and resolved by considering the effect of eye dominance.
Vision scientists have explored the issue of eye dominance and visual directional bias for many
decades. They have found an effect of eye dominance on visual directional bias [42, 7, 30]. Among
many previous research results, the work of Porac and Coren [42] is the most relevant. These
authors examined the effect of eye dominance on egocentric localization with 75 participants.
They considered a rectangular spot of light as the experimental stimuli and asked the participants
to adjust it until they perceived it as being located straight ahead. Results revealed that participants
who sighted with their left eye tended to have a leftward bias in their judgement of straight ahead,
and participants who sighted with their right eye had a rightward bias. Further, because the study
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had more right eye dominant participants (47 participants) than left eye dominant participants (28
participants), overall binocular judgments were shifted in the direction of the sighting dominant
eye. These findings motivated me to formulate the first hypothesis of my thesis.
H2: HoloLens 2 will increase overall depth perception accuracy and precision. The reason
is that HoloLens 1 eye calibration is based on a finger alignment task, while the HoloLens 2 eye
calibration is based on eye tracking, and it seems likely that the HoloLens 2 eye calibration will be
better.
H3: The correlation that was observed between depth errors and virtual object states in the
previous experiment will be replicated in this experiment.
To investigate my research hypotheses, I set up my following research goals:
Research Goal 1: Partially replicate the experimental task of Khan et al. [25, 24], using
the latest OST AR display (Microsoft 2nd generation HoloLens), including both monocular and
binocular viewing conditions, and recruiting an equal number of left and right eye dominant people.
By completing this research goal, I could quantitatively examine whether the perceived location of
the virtual object is biased in the direction of the dominant eye.
Research Goal 2: Unlike the HoloLens 1 display, the HoloLens 2 display has eye-tracking
technology, and the calibration method is different from the HoloLens 1 display. This eye-tracking
calibration method likely provides more accurate and precise hologram alignment and stability.
Therefore, my second research goal is to examine whether the overall perceptual accuracy and
precision of the virtual content improve as HoloLens 2 uses a modern eye tracking calibration
method.
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4.1

Apparatus
Participants wore a HoloLens 2 display, as shown in Figure 4.4, and stood in front of the

table consisting of the vertical and horizontal plane (Figure 4.1). The planes were made of plastic
foamcore board. Each plane consisted of a 22 × 22 grid, where each of the grid cell was 2.0 × 2.0
cm. The grid cells of the vertical plane were numbered from 1 to 22 along the 𝑥 (left-right) and 𝑦
(up-down) dimensions (Figure 4.2), while the horizontal grid cells were numbered 1 to 22 along
the 𝑥 (left-right) and 𝑧 (front-back) dimensions (Figure 4.3).

Figure 4.1: Participant in front of the experimental table wearing Microsoft HoloLens 2 display.

In addition, the grids were laminated with non-glossy plastic, which made the grid surface more
rigid, as well as more stable with changes in temperature and humidity. In the previous experiments,
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Figure 4.2: Vertical plane with green marked cube, indicating the 𝑥 (left-right) and 𝑦 (up-down)
dimension. A Vuforia marker is placed on top of the vertical plane. The arrows indicate the cube
center location along the grid lines of 𝑥 and 𝑦 axis grid lines.

the initially smooth grid surface eventually became wavy and bumpy, which was likely caused by
temperature and humidity changes. These bumps likely added noise to the perceived locations.
For this experiment, laminating the grids reduced this risk.
The vertical and horizontal planes featured there were three different styles of the tracking
fiducials. Aligning the display’s coordinate system with real world location is one of the AR
requirements, which is known as anchoring. In order to solve the precise anchoring problem,
Vuforia fiducial tracking were used. One colorful square Vuforia fiducial of 16.5 cm was used
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Figure 4.3: Horizontal plane with green marked cube, indicating the 𝑥 (left-right) and 𝑧 (front-back)
dimensions. A Vuforia marker is in placed in front of the horizontal plane. The arrows marks
indicate the cube center location along the grid lines of 𝑥 and 𝑧 axis grid lines.

above the vertical grid and another Vuforia fiducial of 16.5 cm was used in front of the horizontal
grid. The grids themselves were printed over a photograph of stones, which was another Vuforia
fiducial.
Two tracking moods were involved in the experiments, Vuforia tracking mood and HoloLens
tracking mood. At the beginning of the experiment, Vuforia looked for the colorful Vuforia fiducial,
when it is found, a virtual cube is placed at the center of the Vuforia fiducial. The cube position was
used for setting up the HoloLens anchor point, and the experiment switched to HoloLens tracking
mood. AR toolkit fiducials were set up around the vertical and horizontal plane to get highest
quality of the trackable image features.
An eye patch was used to cover the non-dominant eye of the participant in the monocular
condition of the experiment. A slim flat leather eye patch was used for the participants (Figure 4.5).
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Figure 4.4: HoloLens 2 display

Figure 4.5: Eye patch used to cover the non-dominant eye of the participant.

The eye height for each of the participant was also measured using an eye height measuring scale.
Inter-pupillary distance, was measured using a digital pupilometer.
In addition to the HoloLens display, the experiment ran on a Lenovo IdeaPad S740-15IRH
Touch laptop, with an Intel Core i7-9750H CPU running at 2.60GHz, and 32 GB of memory. The
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experimental code was written in Unity version 2020.2.2f1, and counterbalancing code was written
in Perl.

4.2

Experimental Task
The task and experiment conducted by Khan et al. was partially replicated in this experiment.

There were two tasks. The goal of the primary task was quantitatively measuring the perceived
three-dimensional location of the virtual object. The participant donned a Microsoft HoloLens 2
display and saw a virtual cube of 2.0×2.0×2.0 cm, which was the same size as the grid cells.The
cube was displayed against the vertical plane and the horizontal plane. The participant estimated
the coordinates of the cube center and verbalized the coordinates to the experimenter. The first
reported coordinate was along the 𝑥 axis (left-right) and then along either the 𝑦 (up-down) or 𝑧
(front-back) axis. The reported coordinate was to the nearest tenth. For example, if the participant
perceived the virtual cube between the grid lines of 14 and 15 along the 𝑥 axis, slightly closer to
15, and between the grid lines of 4 and 5 along the 𝑦 axis, slightly closer to 4, they might have
verbalized the perceived coordinate as "14.7 along 𝑥" and "4.4 along 𝑦" to the experimenter.
The secondary task was performed to judge the apparent virtual cube position relative to the
grid surface. The experimental system was carefully calibrated for the intended cube location to
be on the grid surface, so that the virtual cube had the same appearance as a real cube either sitting
on top of the horizontal plane, or attached to the front of the vertical plane. After verbalizing
the grid coordinate, the participant gave a rating to the quality of the virtual cube’s placement by
verbalizing "1", "2", "3", or "4". The numbers of the rating task meant that the cube was perceived
to be (1) floating in front of (vertical) or above (horizontal) the surface, (2) resting on the surface,
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Figure 4.6: Quality rating of the virtual cube shown along vertical and horizontal plane. The piece
of paper was posted on the wall beside the experimental table.

(3) penetrating the surface, or (4) locating behind (vertical) or below (horizontal) the surface. If
the virtual cube was always perceived where intended, all of these ratings would be “2”. A sheet of
paper was posted on the wall just beside the experimental table, showed examples of the different
cube quality ratings placement position and the quality associated with that for both vertical and
horizontal plane (Figure 4.6).

4.3

Independent Variables
Two planes were presented on the experimental table, vertical (𝑥, 𝑦) and horizontal (𝑥, 𝑧).

Together, they measure perceived location three-dimensional space (𝑥, 𝑦, 𝑧). Two levels of viewing
were introduced, binocular and monocular. When the viewing was binocular, the participant performed the experimental task with both eyes open. When the viewing was monocular, participant’s
non-dominant eye was covered with an eye patch, and the participant performed the experimental
task with the dominant eye. Two levels of eye dominance were present in the experiment. 12
participants were chosen who were left eye dominant, and another 12 participants were chosen
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who were right eye dominant. Both left and right eye dominant participants participated in both
monocular and binocular viewing condition. Ten 𝑖𝑛𝑡𝑒𝑛𝑑𝑒𝑑 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠 (1-10) were manipulated in
the experiment. Each of the participant saw the virtual cube 10 times in both planes and in both
viewing conditions. Intended coordinates were provided on 𝑥, 𝑦 (vertical) and 𝑥, 𝑧 (horizontal)
dimensions.

4.4

Dependent Variables
The 𝑝𝑒𝑟𝑐𝑒𝑖𝑣𝑒𝑑 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 along the 𝑥, 𝑦 (vertical) or 𝑥, 𝑧 (horizontal) dimensions, and the

𝑞𝑢𝑎𝑙𝑖𝑡𝑦 𝑟𝑎𝑡𝑖𝑛𝑔 of 1 (above), 2 (on), 3 (penetrate) or 4 (below) were provided by the participants in
each trial.

4.5

Experimental Design
In each plane, a virtual cube was displayed in 10 intended locations. The locations were chosen

randomly. Along the 𝑥 axis, the location was chosen without replacement from between 6.5 and
15.5; along the 𝑦 or 𝑧 axis, the location was chosen without replacement from between 1.5 and 6.5.
These locations were presented in random order, subject to the restriction that the row and column
changed with every trial. The same set of 10 intended locations were shown for each plane and
each viewing condition for each of the participants. Each of participant therefore observed a total
of 2 (𝑝𝑙𝑎𝑛𝑒𝑠) × 2 (𝑣𝑖𝑒𝑤𝑖𝑛𝑔) ×10 (𝑖𝑛𝑡𝑒𝑛𝑑𝑒𝑑 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛) = 40 trials. The experimental variables
were counterbalanced between participants with a 4 × 4 balanced Latin square [19].
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4.6

Experimental Procedure
First, the participants filled out human subjects paperwork and survey forms. These forms

obtained participants’ demographic information. Next, the Miles test [33] was completed to
identify the participant’s dominant eye. Participants were instructed to stretch out their hands and
make a triangular hole with the fingers of two hands. When instructed, they focused on a far object
through this hole; then they gradually moved their hands towards their face while continuing to
focus on the object (Figure 4.7). When the hands reached their face, the experimenter determined
the participant’s dominant eye from viewing the placement of their hands. In the monocular viewing
condition, the participant observed the virtual cube with their dominant eye; their non-dominant
eye was covered with an eye patch (Figure 4.8 (a)) In the binocular viewing condition, both eyes
were open while viewing the virtual cube (Figure 4.8 (b)), no eye-patch was used. Next, the eye
height and interpupillary distance of the participant was measured.
Then, the experimenter explained the experimental task to the participant. A 3D printed physical
cube of 2.0 cm, which was exactly the same size of the virtual cube, was used to familiarize the
participant with the experimental task. The experimenter placed the physical cube in random
locations on the grid and asked the participant to verbalize the coordinate and quality rating. The
participant practiced enough times for the experimenter to become convinced that the participant
was familiar with both the primary and the secondary task. The experimenter also showed the eye
patch to the participant (Figure 4.5). The experimenter told the participant that if they wanted to,
they could try wearing the eye patch to see how it feels before starting the experiment.
The participant then put on the HoloLens 2 device and performed the calibration procedure [32]
following the instructions of the experimenter. At first, the HoloLens 2 was placed in Vuforia
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Figure 4.7: Miles test for determining the dominant eye [1]
.

tracking mode. The participant was instructed to look at the vertical plane first and asked to report
the quality of the virtual cube’s placement and orientation within the Vuforial fiducial. After that,
the participant looked at the horizontal plane and reported the same. If the virtual cube did not
appear to be located in the middle of the fiducial, or if it was rotated or distorted, Vuforia was
restarted and the procedure was repeated. This sometimes occurred, but was very uncommon.
When the participant reported that the virtual cube was properly placed, the HoloLens 2 then
shifted into HoloLens tracking mode. 10 trials were performed, and for each participant, the
procedure was repeated 4 times for each combination of plane and viewing.
The intended positions of the virtual object were reported to be placed between 50 and 80 cm
from the observer’s eyes. The standing position of the participant was marked and labelled on the
floor with black tape, "V" for the vertical plane standing position and "H" for the horizontal plane
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Figure 4.8: Viewing condition of the participant. (a) Participants’ non-dominant eye is covered
with an eye-patch in monocular viewing condition. (b) Participants’ both eyes are open in binocular
viewing condition.

standing position (Figure 4.9). Participants were not instructed to stand still, and sometimes they
shifted their weight or head, or leaned while looking at the virtual cube. Therefore, participants
generally also experienced the depth cue of motion parallax [24].
One of the problems of OST AR is that outside people do not know what the participant is
seeing through the AR device. The experiment can run for a long time, and it is not possible for
the experimenter to know what the observer is seeing. To overcome this problem, some explicit
instructions were added in the beginning of each trials and conditions. A combination of different
sets of instructions are shown in Figure 4.10. The participant at first verbalized the instructions out
loud, and then performed what the instruction asked. This made possible for the experimenter to
know where the participant was in the experiment. The participant’s verbalized coordinate position
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and quality rating were typed by the experimenter in the experimental control program on the test
machine.
When the participant had performed all the trials, the participant was debriefed, and asked
about their strategies, the techniques they followed while doing the experiment, and if they had
faced any problems in the experiment. Participants’ feedback was properly noted.
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Figure 4.9: The standing position while viewing the vertical and horizontal plane. "V" shows
the standing position for the vertical plane and "H" shows the standing position for the horizontal
plane.

43

Figure 4.10: The instructions that were presented to the participants. The participant verbalized
the instructions out loud, so the experimenter knew what instructions the participant had seen, and
where they were in the experiment.
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4.7

Participants
We recruited 25 participants (13 male and 12 female) from Mississippi State University. One

of the female participants was 63 years old and used trifocal lenses; when she put on the HoloLens
she mentioned that she could not see anything properly because of her glasses. She preferred to
do the experiment without glass. She also faced difficulties calibrating the HoloLens, however
her 3rd attempt was successful. She mentioned cognitive difficulties while doing the experiment,
and said that it was not comfortable. Considering these issues, we decided to discard her data,
and that resulted in an equal number of left and right eye dominant participants. Therefore, there
were 24 participants; 12 participants were left eye dominant and 12 participants were right eye
dominant. The mean age of the participants was 24.3 years, and their collective mean IPD was
63.59 mm. Participant ages ranged from 18 to 53. 7 participants wore glasses, 3 participants used
corrective lenses, and the rest of the participants used normal vision while doing the experiment.
There was no restriction of age or using glasses or corrective lenses while doing the experiment.
16 participants were recruited from the Psychology Research Pool for class credit, while the rest
of the participants were recruited, were paid 12 per hour, and were either students or employees
of the university. All the participants were recruited and tested under the IRB protocol and rules.
Each of the participant participated in both monocular and binocular viewing conditions.
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CHAPTER V
EXPERIMENTAL RESULT AND DISCUSSION

This chapter describes the experimental results and discussion considering all the experimental
conditions and hypotheses. Some of these results were was presented at IEEE VR 2022 [23].
My first hypothesis of this thesis is when completing the task on the horizontal plane, participants primarily sight with their dominant eye, and the perceived location of the virtual object is
biased in the direction of the dominant eye. Also, eye dominance might influence the left-right
perceived location in the binocular viewing condition. Based on my hypothesis, I designed the
following geometric model for left-right perceptual bias, and I used the existing data to validate
the model. The findings from Porac and Coren [42] for left and right eye dominant people were
considered while modeling this geometric model.

Geometric model of perceptual bias For the previous analysis, participants observed a rightward
bias on the horizontal plane. Geometrically, this rightward bias can be explained through a model.
Considering monocular viewing, two models illustrating the perceived location in response to the
intended location are pictured: one model for right eye dominant participants (Figure 5.1) and
another model for left eye dominant participants (Figure 5.2). Later, for the binocular viewing,
another model is pictured (Figure 5.3).
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Figure 5.1: The geometric model of right eye (monocular viewing) for perceived location in
response to the intended location.

Right eye geometric model

For picturing the right eye geometric model, we are considering

the perceived and intended location of the virtual object from the right eye dominant participant’s
perspective. In Figure 5.1, A indicates the right eye position. The participant stands in front of
the middle point of the grid; as the grid has the dimension of 22 × 22, the middle point of the
grid is 𝑥 coordinate 11. The eye center indicates the point between left and right eye. Eye center
and grid center are supposed to be aligned along the same in the same line. The distance between
the center of the pupils is IPD (inter pupillary distance), so the distance between the right eye
and eye center is denoted as IPD/2. C indicates the intended location of the virtual object. If the
right eye dominant participants exhibit the rightward bias according to the argument by Porac and
Coren [42], then participants will perceive intended location with a rightward bias. Therefore, D
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indicates the perceived location. B indicates the vertical line intersecting the right eye. Therefore,
two triangles are formed, △𝐴𝐵𝐶 and △𝐴𝐵𝐷. Here,
𝜃 1 = intended angle
𝜃 2 = perceived angle
The error difference between the intended and perceived angle, can be termed as,
error, 𝜃 = 𝜃 1 - 𝜃 2
Following the Figure 5.1, if there is a rightward bias, then, 𝜃 1 > 𝜃 2 , If there is leftward bias,
then, 𝜃 2 > 𝜃 1 ; the error can be formulated through this,
𝜃 > 0 → rightward bias
𝜃 < 0 → leftward bias
𝜃 = 0 → no error
Considering △𝐴𝐵𝐶,
𝜃 1 = tan −1 ( 𝐵𝐶
𝐴𝐵 )
Considering △𝐴𝐵𝐷,
𝜃 2 = tan −1 ( 𝐵𝐷
𝐴𝐵 )
For this model,
BC = abs (grid center (𝑥) - intended location (𝑥)) + IPD/2
BD = abs (grid center (𝑥) - perceived location (𝑥)) + IPD/2
𝐴𝐵 is the combination of total three distances (named as 𝑑1, 𝑑2, 𝑑3), which is common in both
△𝐴𝐵𝐶 and △𝐴𝐵𝐷.
𝐴𝐵 = 𝑑1 + 𝑑2 + 𝑑3
where,
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𝑑1 = Distance from the user to the marker center
𝑑2 = Distance from marker center to grid start
𝑑3 = Intended 𝑧 value
The virtual cube was placed between 50 to 80 cm from the participant’s position. We are
considering 50 cm distance for 𝑑1. The distance from the marker center to the grid start line is 11
cm, that is for 𝑑2.
For right eye dominant participants, if there is rightward bias, perceived location of the virtual
object will be on the right side of the intended location.
Now, for example, considering a right eye dominant participant from the existing data. We are
getting the required parameters, intended (𝑥) location = 7.5 cm, intended (𝑧) location = 6.5 cm,
perceived (𝑥) location = 7.70 cm, IPD = 64.2 mm = 6.42 cm, IPD/2 = 3.21 cm. Now,
BC = (11 - 7.5) cm + 3.21 cm = 6.71 cm
BD = (11 - 7.7) cm + 3.21 cm = 6.51 cm
AB = (50 + 11 + 6.5) = 67.5 cm
−1 6.71
◦
So, now, 𝜃 1 = tan −1 ( 𝐵𝐶
𝐴𝐵 )= 𝑡𝑎𝑛 ( 67.5 )= 5.67
−1 6.51
◦
𝜃 2 = tan −1 ( 𝐵𝐷
𝐴𝐵 )= 𝑡𝑎𝑛 ( 67.5 )= 5.50

Now, the error is, 𝜃 = 𝜃 1 - 𝜃 2 = (5.67 - 5.50) ◦ = 0.17 ◦
As we found the error is positive, according to the arguments and conditions mentioned above,
rightward bias exists for the specific right eye dominant participant.
Now, considering all 12 right eye dominant participants, we calculate the mean error value
following all the steps. We found that the mean error value is 0.0179◦ . As the mean error is also
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positive, following the conditions, it can be concluded that the geometric model proves that the
rightward bias exists for all right eye dominant participants.

Figure 5.2: The geometric model of left eye for the perceived location in response to the intended
location.

Left eye geometric model For picturing the left eye geometric model, we are considering the
perceived and intended location of the virtual object from the left eye dominant participant’s
perspective. In Figure 5.2, all the points indicate the same meaning as right eye model, only
difference is all these are considered from the left eye dominant participants’ perspective.
Following the Figure 5.2, If the left eye dominant participants exhibit the leftward bias according
to the argument by Porac and Coren [42], then participants will perceive the location with a leftward
bias.
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If there is a leftward bias, then, 𝜃 1 > 𝜃 2 . However, if there is instead a rightward bias, then, 𝜃 2
> 𝜃 1 . Therefore,
𝜃 > 0 → leftward bias
𝜃 < 0 → rightward bias
𝜃 = 0 → no error
Considering △𝐴𝐵𝐶 and △𝐴𝐵𝐷,
𝐵𝐶 = abs (intended location(𝑥) - grid center(𝑥)) + IPD/2
𝐵𝐷 = abs (perceived location(𝑥) - grid center(𝑥)) + IPD/2
AB is calculated following the same as right eye model. In our collected data, at first we
considered a left eye dominant participant and calculated the relevant parameters to find out the
error value. For participant 1, the error value is 0.25◦ . As the value is positive, following the
conditions, we can say that the leftward bias exists for that specific left eye dominant participant.
Later, we calculated the mean error value of all the 12 left eye dominant participants for the
pictured left eye geometric model. The error value is -0.0272◦ . As this value is negative, that
means overall leftward bias is not observed for the exiting data. Later we explored how many times
the sign is positive and how many times the sign is negative for the left eye dominant participants.
From the result, we found that 5 times the sign was negative, 5 times it was accurate; which meant
the error value was zero for the participants, and 2 times it was positive. As negative sign appeared
more than the positive sign, so the leftward bias was not observed in the current model for the
existing sets of data. Overall, the rightward bias exists for the left eye dominant participants.
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Figure 5.3: The geometric model of binocular viewing for the perceived location in response to
the intended location.

Binocular viewing geometric model In binocular viewing, both left eye and right eye are used.
All the points, angles are as same as mentioned in Figure 5.1. In binocular viewing, participants
can see a fused image. Therefore, we consider eye center in the middle of two eyes. For the
binocular viewing model, if the virtual object is located on the left side of the grid center and
rightward bias exists, then 𝜃 1 > 𝜃 2 . So, the error will be positive. In that case,
𝜃 > 0 → rightward bias
𝜃 < 0 → leftward bias
𝜃 = 0 → no error
If the virtual object is located on the right side of the grid center and rightward bias exists, then
𝜃 2 > 𝜃 1 . So, the error will be negative. In that case,
𝜃 < 0 → rightward bias
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𝜃 > 0 → leftward bias
𝜃 = 0 → no error
BC = abs (intended location (𝑥) - grid center (𝑥))
BD = abs (perceived location (𝑥) - grid center (𝑥))
Considering a right eye dominant participant’s data and virtual object on the right side of the
grid center line, we calculated the error value. The calculated value is - 0.26◦ . Based on the
conditions above, as the error value is negative and virtual objects appears on the right side of the
grid center line, rightward bias exists for this specific right eye dominant participant. Later, we
considered all right eye dominant participants in the binocular condition, and calculated 𝜃, the error
value. The calculated error value is -0.0049◦ . Since, this is negative value, it can be concluded
that rightward bias exists for all right eye dominant participants in binocular viewing. Therefore,
the geometric model for binocular viewing exhibit the rightward bias correctly.

5.1

Intended and perceived locations with viewing and eye dominance
In Figure 5.4, intended locations and perceived locations are shown for the vertical plane and

the horizontal plane. Intended locations are shown as hollow circles, where the size of the circle
indicates the number of cubes (𝑁) that were presented at that location. Each participant saw 10
locations in random order, and as shown some of the grid locations were shown more than others.
The participant stood centered on facing the black vertical line at 𝑥 = 11 cm. The perceived
locations are shown by the points attached by lines, colored according to viewing condition.
On vertical plane, the errors are mostly observed along 𝑦 (up-down) axis, for both binocular and
monocular viewing. The errors along the 𝑥 (left-right) axis are noticeably lower. On the horizontal
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plane, there is a noticeable bias along the 𝑧 (front-back) axis. Interestingly, the bias along the 𝑧
axis is primarily backward bias (overestimation); participants tend to perceive the virtual cube in
the +𝑧 direction. This happened for both viewing conditions. The errors along the x (left-right)
axis are much lower.
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Figure 5.4: Intended vs perceived locations are shown in the experimental grid. Intended locations
are shown as hollow circles, sized according to the number of times each location was displayed.
The perceived locations are shown by points, colored according to viewing condition. On vertical
plane, most errors are along the 𝑦 (up-down) axis. On the horizontal plane, most errors are in the
+𝑧 direction (overestimation). For both planes, errors in the 𝑥 axis are very small.
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5.2

Vertical plane error analysis with eye dominance and viewing
Figure 5.5 shows the errors between intended and perceived locations for the vertical plane.

The black points represent mean error; the error bars indicate one standard error of the mean
(SEM). Each participant completed the monocular condition with sight in their dominant eye, and
the binocular condition with both eyes. Therefore, for the vertical plane error analysis, we examine
the effect of eye dominance for both viewing conditions. At first, we consider left eye dominant
participants, and then we consider right eye dominant participants.

Left eye dominant

For the left eye dominant participants in the binocular viewing condition,

𝑥 (left-right) axis shows accuracy of +0.48 mm (slight rightward bias) and precision of 0.35 mm
SEM, and the 𝑦 (up-down) axis shows an upward bias of +0.33 mm (slight upward bias) and a
precision of 1.80 mm SEM. Under the monocular viewing condition, the 𝑥 axis has an accuracy of
+0.48 mm (slight rightward bias) and a precision of 0.59 mm SEM, and the 𝑦 axis has an accuracy
of -1.98 mm (downward bias) and a precision of 2.4 mm. Furthermore, with the left eye dominant
participants, a repeated measure ANOVA analysis shows that there is no significant difference
between monocular and binocular viewing in the vertical plane in the 𝑥 (left-right) axis (𝐹1,11 < 1)
and in the 𝑦 (up-down) axis (𝐹1,11 = 1.97, 𝑝 = 0.18).

Right eye dominant For the right eye dominant participants in the binocular viewing condition,
the 𝑥 axis has an accuracy of -0.03 mm (high accuracy – no bias) and a precision of 0.23 mm SEM
and 𝑦 axis has accuracy of +2.67 mm (upward bias) and precision of 2.25 mm SEM. Under the
monocular viewing condition, the 𝑥 axis has an accuracy of -0.04 mm (high) and a precision of
0.66 mm SEM and the 𝑦 axis has a high accuracy (close to zero mm) and a precision of 2.78 mm
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Figure 5.5: Error results for the vertical plane. Errors are shown in hollow circles, sized according
to the number of errors at that location. The black dot indicates mean error, with one standard
error in each dimension. The results are separated based on viewing condition and eye dominance.
There is a rightward bias, but the magnitude of the bias is very small (mostly accurate), regardless
of eye dominance and viewing. The upward bias in 𝑦 axis is visible under binocular viewing
regardless of eye dominance, while monocular viewing is more accurate in the 𝑦 axis.

SEM. In addition, with the right eye dominant participants, repeated measures ANOVA analysis
shows that, there is no significant difference between the monocular and binocular viewings at the
vertical plane in the 𝑥 (left-right) axis (𝐹1,11 < 1). However, there is a slight significant difference
in the 𝑦 (up-down) axis, which marginally differs from 0 (𝐹1,11 = 3.69, 𝑝 = 0.08).
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Interaction effect of eye dominance and viewing: Left and right eye dominant participants
people form different groups. Therefore, in our analysis, to examine the interaction effect, we
need to consider a mixed factor ANOVA where viewing condition (binocular, monocular) is a
repeated-measures variables, and eye dominance (left, right) is a between-measures variable. We
used mixed factor ANOVA, from the ezAnova package in R. From the mixed ANOVA analysis, the
only significant difference is the main effect of viewing (𝐹1,22 = 5.34, 𝑝 = 0.03) in the 𝑦 (up-down)
axis. There are no interaction effects in the vertical plane.
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Figure 5.6: For the vertical plane, quality rating counts for the left and right eye dominant
participants in binocular and monocular viewing conditions: above, on, penetrating or below the
surface.

Figure 5.6 displays the quality rating counts for the vertical plane across eye dominance and
viewing. On the vertical plane, the grid surface rating on was the predominant rating by both left
and right eye dominant participants. For left eye dominant participants, the above rating was also
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common, and so were the penetrating and below ratings. Interestingly, the below rating was present
in both binocular and monocular viewing for left eye dominant people, but the below rating for the
right eye dominant people was very rare.

Discussion It is visible from the results that the left eye dominant participants observed the
similar amount of rightward bias at the 𝑥 axis in both binocular and monocular viewing. However,
under binocular viewing participants observed a slight upward bias, and under monocular viewing
participants observed a very small downward bias in the 𝑦 axis.
In addition, right eye dominant participants observed no bias in the 𝑥 axis in both binocular
and monocular viewings. However, under binocular viewing participants observed an upward bias,
and under monocular viewing participants observed no bias in the 𝑦 axis.
The overall result is that the 𝑥 axis does have a rightward bias, but the magnitude of this bias
is very small (results are mostly accurate) regardless of eye dominance and viewing condition.
This rightward bias may not prove reliable compared to the dimension of the cube and grid, so
perceptual accuracy on 𝑥 axis can be considered mostly accurate with no left-right bias. Therefore,
the overall perceptual accuracy increased in our experiment. The 𝑦 axis has highest upward bias
of +0.48 mm under binocular viewing, which is much less than the previous experimental findings
(+3.5 mm) . Monocular viewing is more accurate in the 𝑦 axis. These findings support our
hypothesis 2. One of the possible explanations could be that the HoloLen 2’s calibration procedure
and SLAM technology have been updated and advanced compared to the HoloLen 1, which could
reduce perceptual bias in all directions.
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Figure 5.7: Error density for the vertical plane according to the quality rating above, on, penetrate,
below for viewing condition and eye dominance.

Further, if the upward bias on the vertical plane under binocular viewing can be explained by
the virtual object appearing to float above the surface, then there should be a correlation between
these biases and the probability of a quality judgment of above the surface, compared to on the
surface. This correlation was tested in the previous study conducted by Khan et al. and observed
a significant correlation. We have hypothesized the same in our hypothesis 3.
Figure 5.7 shows the correlation in the form of error plots separated into quality (above, on,
penetrate, below), eye dominance (left, right) and viewing (binocular, monocular) for the vertical
plane. It is visible that there is no effect of eye dominance, and therefore this visualization can
be collapsed according to eye dominance. Figure 5.8 indicates the error density of quality rating
across viewing. From this figure, we can visualize that there is clearly an interaction between
quality rating and viewing on 𝑦 error: the only errors happened when observers reported the cube
as floating above (in front of) the vertical plane, or located below behind the vertical plane. The
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Figure 5.8: Error density for the vertical plane according to the quality rating above, on, penetrate,
below for viewing.

previous study by Khan et al. [24] hypothesized and found a significant correlation between when
participants rate a virtual cube as above compared to on, and how for upwards (𝑦-axis) can see the
cube. To test whether this hypothesis replicated, we consider the binocular condition as participants
were more likely to see the cube floating above the vertical plane with an upward bias (𝑦-axis) in
the binocular condition. Therefore, we found that for the binocular viewing of vertical plane, there
was a significant effect of 𝑦 on the odds of choosing above over on ( 𝜒12 = 55.19, 𝑝 < 0.01). For
every unit increase in 𝑦 in the binocular viewing of vertical plane, the log odds of choosing above
over on increases by 𝛽 = 2.17. This supports and confirms the previous study’s hypothesis.
Participants were more likely to see the cube floating above the vertical plane in the binocular
condition. This is likely caused by the brightness of the cube biasing the binocular vergence angle
inward [45]. When this happened, they also were likely to see the cube as higher along the 𝑦 axis,
creating 𝑦 error. Contrary to this, participants were more likely to see the cube behind (below)
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the vertical plane in the monocular condition. This was most likely caused by the very salient
binocular disparity of the background grid keeping the eyes verged to the vertical plane grid, even
when the cube was seen behind the plane. In monocular viewing, this cue was not present.
The participant’s head height was always above the vertical plane. Participants would have to
be very short to see the vertical grid looking straight forward. This makes the geometry of these
effects and relationship of quality ratings very straightforward. Figure 5.9 pictured a participant
looking at the vertical plane. Compared to the height of the participant, the head height is always
above the target while looking at the vertical plane. This figure shows the perceived quality of the
virtual cube corresponding to the vertical plane.
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Figure 5.9: Participant’s head height position and perceived quality in response to the vertical
plane.
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5.3

Horizontal plane error analysis with viewing and eye dominance
Figure 5.10 shows the perceptual errors between intended and perceived locations for the

horizontal plane. Similar to the vertical plane error analysis, we consider eye dominance for both
viewing conditions.
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Figure 5.10: Error results for the horizontal plane. Errors are shown as hollow circles, sized
according to the number of errors at that location. The black dot indicates the mean error, with
one standard error in each dimension. The results are separated based on viewing condition and
eye dominance.

Left eye dominant For the left eye dominant participants in the binocular viewing, the 𝑥 axis
shows an accuracy of +0.44 mm (rightward bias) and a precision of 0.44 mm SEM and the 𝑧 axis
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shows an accuracy of +6.84 mm (backward bias) and a precision of 6.57 mm (less) SEM. Under
monocular viewing, the 𝑥 axis has an accuracy of +1.68 mm (rightward bias) and a precision of
0.63 mm SEM, while the 𝑧 axis has an accuracy of +6.67 mm (backward bias) and a precision of 6.3
mm. A repeated measures ANOVA analysis indicates that there is no significant difference between
the monocular and binocular viewing conditions for the horizontal plane along the 𝑥 (left-right)
axis and the 𝑧 (front-back) axis, (𝐹1,11 < 1).

Right eye dominant For the right eye dominant participants, with binocular viewing, the 𝑥 axis
has an accuracy of +0.27 mm (rightward bias) and a precision of 0.37 mm SEM, and the 𝑧 axis
has an accuracy of +7.87 mm (backward bias) and a precision of 3.74 mm (less) SEM. Under
monocular viewing, the 𝑥 axis has an accuracy of +0.1 mm (rightward bias) and a precision of
0.68 mm SEM, and the 𝑧 axis has a +5.72 mm (backward bias) and a precision of 2.02 mm SEM.
A repeated measures ANOVA analysis shows that there is no significant difference between the
monocular and binocular viewing conditions on the horizontal plane along the 𝑥 (left-right) axis
(𝐹1,11 < 1) and the 𝑧 (front-back) axis (𝐹1,11 < 1).

Interaction effect of eye dominance and viewing: Similar to the vertical plane analysis, to
examine the interaction effect, we consider a mixed factor ANOVA, where viewing condition
(binocular, monocular) is considered as a repeated measures variable, and eye dominance (left,
right) is a between measures variable. The mixed ANOVA analysis indicates that there are no main
effects and no interaction effects all of the variables in the horizontal (𝐹1,22 < 1).
As shown in Figure 5.11, on the horizontal plane, the on grid surface rating was mostly chosen
by the participants, while the below and above ratings were also chosen. Left eye dominant
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participants rated below rating more than above. Similar to the vertical plane, the below rating
is rare for right eye dominant participants, especially in monocular viewing, where no participant
rated below.

Horizontal Plane
Viewing
above

Left Eye

Right Eye
on

penetrate

below

100
Binocular

75
50

Count

25
0
100

Monocular

75
50
25
0

Figure 5.11: Quality rating counts for the left and right eye dominant participants in binocular and
monocular viewing condition in horizontal plane: above, on, penetrating or below the surface.

Discussion It is understandable from the result that the left eye dominant participants observed
the rightward bias along the 𝑥 axis in both binocular and monocular viewing conditions. Further,
participants observed the upward bias along the 𝑦 axis in both binocular and monocular viewings.
Furthermore, the right eye dominant participants observed the rightward bias at the 𝑥 axis in
both binocular and monocular viewings. Further, participants observed the upward bias along the
𝑦 axis in both binocular and monocular viewing conditions.
Comparing to the previous experiment conducted by Khan et al. [24], there was a horizontal
rightward bias of +4.7mm and +3.7mm. In our current experiment, left eye participants observed
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more rightward bias in monocular viewing than in binocular viewing (+1.68 mm). Right eye
participants observed more rightward bias in binocular viewing than monocular viewing (+0.27
mm). The precision and accuracy indicate that the current experiment has less rightward bias and
more accurate perception across all conditions. So although the rightward bias still exists, the
overall rightward bias declined, and precision increased, which means that the depth perception
accuracy improved. A possible explanation is that the HoloLens 2 tracking accuracy is more
accurate than the accuracy of the HoloLens 1. The calibration procedure of the HoloLens 2 is also
different than the HoloLens 1, which could also help account for the reduced error and less bias.
This supports our hypothesis 2 that the accuracy and precision of the HoloLens 2 has improved
compared to the HoloLens 1, but at the same time this does not support our hypothesis 1. Eye
dominance could not fully explain the rightward bias. This overall discussion implies that this
experiment cannot explain the unexplained perceptual rightward bias observed in the previous
experiment (Khan et al. [24]).
Interestingly, in the 𝑧 axis (front-back), across all conditions of there was backward bias (overestimation in +𝑧) under both binocular and monocular viewing conditions, with both left and right
eye dominant people. However, the previous experiment found frontward bias (underestimation
in −𝑧). Further, previous research explained this underestimation bias as a significant correlation
between the virtual object appearing to float above the surface and on the surface. Interestingly,
in our experiment, participants observed the virtual cube in below the surface as well as above the
surface.
In our previous analysis of the horizontal plane, we found a backward bias along the 𝑧 axis
(overestimation in +𝑧) in binocular and monocular viewing conditions, regardless of eye dominance.
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However, the previous study (Khan et al. [24]) found a frontward bias (underestimation in -𝑧).
Further, they explained this underestimation bias as a significant correlation between the virtual
object appearing to float above the surface and on the surface. Most of the participants rated the
virtual cube on the surface. Interestingly, in our experiment, participants observed the virtual cube
in below the surface as well as above the surface.
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Left Right

Left Right

Left Right

Left Right

Binocular Monocular

Error Z (cm), ± 1 SD

Horizontal Plane: Quality Rating
5
0
−5
5
0
−5

Eye Dominance
Figure 5.12: Error density for the horizontal plane according to the quality rating above, on,
penetrate, below over viewing condition and eye dominance.

Figure 5.12 shows the correlation for the horizontal plane, in the form of error plots separated
into quality (above, on, penetrate,below), viewing (binocular, monocular) and eye dominance
(left, right). The density associated with the below ratings lies farther in the +𝑧 direction than
the density associated with the on ratings, by both left and right eye dominant participants, in
binocular viewing. In monocular viewing, for left eye dominant participants, the density lies in the
+𝑧 direction, but the right eye participants did not rate the virtual cube below. We can see that there
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Horizontal Plane: Quality Rating
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Figure 5.13: Error density for the horizontal plane according to the quality rating above, on,
penetrate, below.

is certainly more noise for the left-eye dominant observers. But the difference here is not clear. So
again we can collapse over eye dominance as well. Further, we can visually see that there is no
visual effect of viewing. Therefore, we can collapse across viewings. In addition, no interactions
with eye dominance or viewing exists.
As there is no interaction of eye dominance and viewing with quality rating, we can consider
Figure 5.12 which indicates the error density for the quality ratings considering all conditions. It is
visually clear that frontward bias (underestimation −𝑧 error) mostly happened when virtual object
appearing to float above the surface. Khan et al. [24] hypothesized and observed a significant
correlation between frontward bias and the probability of a quality judgment of above the surface,
compared to on the surface. Supporting the previous experiment hypothesis, we also found that
they were significantly more likely to rate it as closer to themselves in the −𝑧 direction when the
cube is rated above the horizontal plane ( 𝜒12 = 18.54, 𝑝 < 0.01).
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Figure 5.14: Participant looking at the virtual cube states on the horizontal plane.

As with the horizontal plane, observers were always looking down onto the horizontal plane
(Figure 5.14). That again makes the geometry of these effects and relationship of quality ratings
very straightforward. Participant’s heads were always above while looking at the horizontal plane.
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CHAPTER VI
CONCLUSION

An important research question for OST AR systems is "how accurately and precisely a
virtual object’s real world location can be perceived?" Previously, Khan et al. [24] introduced
a new method for measuring the perceived three-dimensional location of virtual objects, using a
Microsoft HoloLens 1st generation AR display. However, they found an unexplained rightward
bias on the horizontal plane, and hypothesized that this rightward bias might be explained by
eye dominance, which had not been previously considered. Therefore, in this study, I partially
replicated the experimental task of Khan et al. [24] using Microsoft HoloLens 2nd generation AR
display, and including binocular and monocular viewing conditions. Further, an equal number of
left and right eye dominant participants were recruited for the experiment.
The first hypothesis of this research is that the previous unexplained perceptual rightward
bias could be explained by considering the eye dominance effect. However, unlike the previous
experiment, high rightward bias was not observed in this experiment. Though a rightward bias
exists, the magnitude is very low, and precision is high (0.44 mm and 0.37 mm in binocular
viewing; and 0.63 mm and 0.63 mm in monocular viewing). Therefore, the eye dominance could
not fully explain the rightward bias, and therefore hypothesis 1 was not supported. The conclusion
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is that the current experiment did not explain the perceptual rightward bias observed in the previous
experiment (Khan et al. [24]).
Hypothesis 2 was that the HoloLens 2 would increase overall depth perception accuracy
and precision. As overall perceptual accuracy and precision improved, the current experiment
supports this hypothesis. One possible explanation is that the HoloLens 2 uses an eye tracking
calibration method, which likely gives more accurate and precise hologram alignment compared
to the HoloLens 1’s finger alignment calibration procedure.
Hypothesis 3 was that the correlation that was observed between depth errors and virtual
object states in the previous experiment will be replicated in the current experiment. The previous
experiment [24] hypothesized that the upward bias (+𝑦 axis) on the vertical plane and the frontward
bias (−𝑧 axis) on the horizontal plane could be explained by the virtual object appearing to float
above the surface. Further, they stated and observed a correlation between these biases and the
probability of a quality judgment of above the surface, compared to on the surface. Supporting
the previous hypothesis, we also observed a significant correlation when we considered these
biases with error. However, in the horizontal plane we found a backward bias along the 𝑧 axis
has backward bias (overestimation in the +𝑧 plane), in both binocular and monocular viewing
conditions, regardless of eye dominance.
In addition, this research found that, in the vertical plane with both left and right eye dominant participants, there is no significant difference between the monocular and binocular viewing
conditions along the 𝑥 (left-right) axis. Further, in the horizontal plane with both left and right
eye dominant participants, there is no significant difference between the monocular and binocular
viewing conditions in the 𝑥 (left-right) axis, and the 𝑧 (front-back) axis.
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Limitations and Future Work This study had limitations, which provide ideas for future work:
• The current experiment examined the hypothesis that the rightward bias seen in the previous
experiments was caused by eye dominance. Although the current experiment recruited an
equal number of left and right eye dominant participants, and examined both binocular
and monocular viewing conditions, it used a HoloLens 2 display. However, the previous
experiments used a HoloLens 1. It is possible that the lack of replication was caused by
changing the type of display. A potential future study could replicate the experimental task,
while using a HoloLens 1.
• We did not utilize any eye trackers in our experiment. Therefore, how the eye behaves while
perceiving the 3D location of virtual objects in AR is still unknown. A future study could
employ eye trackers as well.
• We considered a bright virtual object but did not consider the virtual object in different
brightness levels. Another potential future work could be considering virtual objects with
different brightness levels and observing the effect in binocular and monocular viewing
conditions.
• In our experiment, participants completed the experiment from two fixed positions: one for
the horizontal plane and another for the vertical plane. We did not consider how different
observational locations impact perceptual error in AR. A future study could consider different
participants’ experimental positions and viewing directions while examining the perceived
3D location of virtual objects in AR.
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