We consider the inverse problem for the second order hyperbolic equation in a bounded domain in R n with lower order terms depending analytically on the time variable. We prove that the time-dependent Dirichlet-to-Neumann operator prescribed on a part of the boundary uniquely determines the coefficients of the hyperbolic equation up to a diffeomorphism and a gauge transformation.
Introduction.
Let Ω ⊂ R n be a bounded domain with a smooth boundary ∂Ω and let Γ 0 be an open subset of ∂Ω. Consider a hyperbolic equation in Ω × (0, T 0 ) of the form:
u(x, t) (1.1)
where g jk (x) −1 is the metric tensor in Ω, g(x) = det g jk −1 , A j (x, t), 0 ≤ j ≤ n,and V (x, t) are smooth in x ∈ Ω are real anlytic in t, t ∈ [0, T 0 ]. We assume that where ν = (ν 1 , ..., ν n ) is the unit exterior normal to ∂Ω with respect to the Euclidian metric. We shall study the inverse problem of the determination of the coefficients of (1.1) knowing the D-to-N operator on Γ 0 × (0, t 0 ) for all smooth f with supports in Γ 0 × (0, T 0 ]. Let (1.6) y = y(x) be a diffeomorphism of Ω onto some domain Ω 0 such that ∂Ω 0 ⊃ Γ 0 and (1.7) y(x) = x on Γ 0 .
The equation (1.1) will have the following form in y-coordinates:
0 (y, t) is the Jacobi matrix of (1.7), and (1.11) A
0 (y(x), t) = A 0 (x, t), V (0) (y(x), t) = V (x, t),
j (y(x), t) We shall call G 0 (Ω 0 × [0, T 0 ]) the gauge group. We say that the potentials A n (y, t), V (0) (y, t) and A
0 (y, t), ..., A
n (y, t), V (1) (y, t) are gauge equivalent if there exists c(y, t)
placed by the gauge equivalent {A
(1)
We shall call the transformation (1.16) the gauge transformation. Denote
where d(x, Γ 0 ) is the distance in Ω with respect to metric tensor g jk −1 from x ∈ Ω to Γ 0 .
We shall prove the following theorem: Theorem 1.1. Let L and L 0 be two operators of the form (1.1) and (1.8) in Ω and Ω 0 respectively, with coefficients analytic in t ∈ [0, T 0 ] and let L and L 0 be formally self-adjoint in R n+1 . Suppose that the D-to-N operators Λ and Λ (0) are equal on Γ 0 × (0, T 0 ) for all f satisfying (1.4). Suppose T 0 > 2T * . Then there exists a diffeomorphism y = y(x) of Ω onto Ω 0 , y(x) = x on Γ 0 , such that (1.9) holds. Moreover, there exists a gauge transformation
where
In other words we get
Remark 1.1 Let L * by formally adjoint operator to L. To prove Theorem 1.1 we need to know in the addition to D-to-N operator Λ the D-to-N operator Λ * corresponding to L * . In the case when L * = L we have, obviously, that Λ * = Λ. When A 0 = 0 and the coefficients of L are independent of t one can show ( see, for example, [KL1] , [E1] ) that we can recover Λ * from Λ. Then the proof of the Theorem 1.1 ( c.f. [E1] ) applies.
The first inverse problem with boundary data on a part of the boundary was considered in [I] . The most general results were obtained by the BCmethods in the case of self-adjoint hyperbolic operators with time-independent coefficients ( see [B1] , [B2] , [KKL] ). The nonself-adjoint case with timeindependent coefficient was considered in [B3] , [KL1] , [KL2] , [E1] . The inverse problems with time-dependent coefficients were considered first in [St] , [RS] (see also [I] ).
The present paper is a generalization of the paper [E1] . We shall widely use the notations, results and the proofs from [E1] .
In §2 we recover the coefficients of L (modulo a diffeomorphism and a gauge transformation) locally near Γ 0 (Theorem 2.1). Following [E1] in §3 we prove the global result. Note that we allow Ω to be multi-connected and Γ 0 to have more than one connected component.
The local result.
Let Γ be an open subset of Γ 0 and U 0 ⊂ R n be a neighborhood of Γ. Let (x ′ , x n ) be coordinates in U 0 such that the equation of Γ is x n = 0 and x ′ = (x 1 , ..., x n−1 ) are coordinates on ∂Ω∩U 0 . Introduce semi-geodesic coordinates
is the metric tensor in the semi-geodesic coordinates. The equation (1.1) has the following form in the semi-geodeic coordinateŝ
Then (2.3) can be rewritten in the form:
We shall call Λ ′ the D-to-N operator corresponding to L ′ . Since ϕ(x ′ , 0) = x ′ and sinceĝ(y ′ , y n ) and its derivatives are determined by the D-to-N operator Λ on Γ×(0, T 0 ) we get that Λ determines Λ ′ on Γ×(0, T 0 ) (see (2.9)-(2.12) in [E1] ). Analogously to (1.14), (1.15) A
Here c = e iψ . We shall chooseψ(y, t) such that
Let (2.14)
Substitutingû = e iψ u 1 in (2.7) we get the following equation for u 1 (y, t):
In (s, τ, y ′ ) coordinates we havê
We also assume that the semi-geodesic coordinates are defined in D(Γ(0)). Denote by Y 1t 0 the intersection of D(Γ(t 0 )) with the plane
be the intersection of Y 1t 0 with the plane y n = 0 and let
has the form (2.16) withÂ
We assume that Λ
(1) * can be determined if we know Λ (1) . This is obviously true whenL 1 is formally self-adjoint. Then Λ
(1) * = Λ
(1) . It is also true when A
We assume that supp f and supp g are contained in ∆(0, T ].
Integrating by parts we get
We used that u 1 and v 1 are zero on Y 20 . Analogously
Analogously, integrating by parts other terms in (2.20) and taking into account that
We used in (2.24) the change of variables (2.14) and (2.15). Note that the integrals over Y 10 containingÂ
(1) n are cancelled. The second integral in (2.24) has the form
It follows from (2.24), (2.25) that A 0 (u 1 , v 1 ) is determined by the D-to-N operator. Integrating by parts in (2.26) we get
is determined by the D-to-N operator on ∆(0, T ).
Denote by For the convenience we shall often denote by u f (correspondently v g ) the solutions of
Proof: It follows from (2.28) that u 
Proof: If X is not dense then by the duality there exists nontrivial
To continue the proof we need the following lemma that will be proven in §4 :
Applying the Green's formula (2.24) to u f and v we get
We have, integrating by parts :
Taking into account (2.30) and (2.32) we obtain
Since f is arbitrary we get that ∂v ∂yn = 0 on ∆(s 0 T ). The Tataru's uniqueness theorem [T] gives that v = 0 in Y s 0 since v = 
) is determined by the D-to-N operator on ∆(0, T ) when g and f are smooth and belong to
We shall construct a geometric optics solution of L 1 u = 0 of the form (c.f.
Substitute u N in (2.17) we get
We have
(1) n = 0 when y n < 0. We choose a 0 (s, 0, y
and we define u (N ) as a solution of (2.38)
= 0 when t = 0, u (N +1) = 0 when y n = 0. Since supp u N is contained in a small neighborhood of (s 0 , y
Substituting (2.34) in (2.33) we get that the principal term in k has the form ik
Note that τ = 0 on Y 10 . Integrating by parts in s, taking the limit when k → ∞ and then taking the limit when ε → 0 we get that e
Since we assumed that v g = 0 on ∂Y 10 we get, integrating by parts, that
Analogously to the proof of Lemmas 2.1 and 2.4 one can prove that the integral (2.39)
is uniquely define by the D-to-N operator. Substitute the geometric optics solution (2.34) in (2.39). Then integrating by parts in k, taking the limit when k → ∞ and then the limit when ε → 0 we get that e ib v g s is determined by the D-to-N operator for any (s, τ, y ′ ) ∈ Y 0 . Since we know e ib v g we know the derivative ∂ ∂s (e ib v g ). We have
Therefore we can find b s on the set {v g = 0}. Since {v
, is dense in Y 10 . Therefore since b s is smooth we can recover b s on Y 0 . Since b = 0 when y n = 0 we can find b and consequently v g . Finally,Â
We can rewrite (2.41) in the form ( see (2.17) )
Consider the restriction of (2.42) to Y 10 , i.e. when τ = 0. It follows from Lemma 2.2 that {v
g and f g the left hand side and the right hand side of (2.42). Since
n are known. Therefore we know f . For any point (s 0 , y ′ 0 ) we can find M = n(n−1) 2
is an arbitrary point of Y 10 we can findĝ jk (y),Â
Considering the intersection of Y 0 with arbitrary plane τ = τ 0 , where 0 ≤ τ 0 ≤ T we can determine the coefficients of L * 1 in Y 0 . Therefore we proved the following theorem :
is the change of variables to the semi-geodesic coordinates (2.1) andû = cu 1 is the gauge transformation where c = e iψ withψ satisfying (2.12),ψ = 0 when y n = 0.
3 Global steps.
Repeating the proof of Theorem 2.1 we get that the D-to-N on ∆
We have the following result: 
be a simply-connected domain such that ∂B ∩Γ is nonempty and connected. Let Ω 1 = Ω 0 \ B. We assume that ∂Ω 1 is smooth. 
It follows from Lemma 3.1 that there exist gauges c
To prove Lemma 3.4 we need to show thatΓ 2 =Γ
Since the Cauchy data of u 1 and u 2 in a neighborhood of Γ 1 ×(T 1 , T 0 −T 1 ) are equal we have by the Tataru's uniqueness theorem ( [T] 
Then there exists a point y 0 ∈Γ 2 , for the definiteness, such that y 0 is the interior point ofD 2 . Choose f such that f = 0 for t < t 0 , t 0 ∈ (T 1 + ε 2 , T 0 − T 1 − ε 2 ), and f has a singularity at the single point (x 0 , t 0 ) where x 0 = ψ −1 1 (y 0 ) ∈ Γ 2 . Thenũ 1 has a singularity at (y 0 , t 0 ) butũ 2 = 0 near (y 0 , t 0 ) since y 0 is an interior point ofD 2 andũ 2 = 0 for t < t 0 . This contradiction shows thatΓ 2 =Γ ′ 2 , i.e.D 1 =D 2 . We have that ψ = ψ −1 1 ψ 2 maps Γ ′ 2 onto Γ 2 . Since u 1 ∂Ω (0) ×(T 1 +ε 2 ,T 0 −T 1 −ε 2 ) = u 2 ∂Ω (0) ×(T 1 +ε 2 ,T 0 −T 1 −ε 2 ) = f and since c(x, t)u 2 (ψ(x), t) = u 1 (x, t) we get that c(x, t)f (ψ(x), t) = f (x, t) for all f . This implies that ψ(x) = I on Γ 2 = Γ ′ 2 and c = 1 on Γ 2 × (T 1 + ε 2 , T 0 − T 1 − ε 2 ). Combining Lemmas 3.1, 3.2, 3.3, 3.4 we prove Theorem 1.1. Since u 0 has zero initial conditions when t = T 2
and f = 0 outside of ∆ 1 we get by the domains of influence argument that u 0 = 0 outside ∆ 1 , t ≤ T . Since the restrictions of u 0 on the planes s = const and τ = const, t ≤ T , are continuous in s and τ respectively we get that Let {v 0 , v 1 } ∈ H 1 be arbitrary. Take a sequence {ϕ n , ψ n } ∈ H 1 of smooth functions such that {ϕ n , ψ n } → {ϕ 0 , ψ 0 } in H 1 . Let u n be a sequence such that (4.4), (4.5), (4.6) hold with ϕ 0 , ψ 0 replaced by ϕ n , ψ n . Then (4.2) implies that u n converges to u in max T 2 ≤T ′ ≤T u 1,T ′ norm and L 1 u = 0 in ∆ 1 , u| Γ 2 = v 0 , u| Γ 3 = v 1 , {w 0 , w 1 } ∈ H where w 0 = u| Γ 4 , w 1 = u t | Γ 4 .
Denote by ∆ 2 the domain bounded by t = T, y n = 0 and t − y n = 0. Note that ∆ 1 ⊂ ∆ 2 . There exists (see, for example, [H] ) a unique solution v ∈ H 1 (∆ 2 ) of L 1 v = 0 in ∆ 2 with initial conditions v| Γ 4 = w 0 , v t | Γ 4 = w 1 and the boundary condition v| yn=0 = 0. Here w 0 , w 1 are the same as in Lemma 4.1. By the uniqueness of the Cauchy problem we have u = v in ∆ 1 . Therefore we get v| Γ 2 = v 0 where v 0 is arbitrary function in H 1 (Γ 2 ), v = 0 when y n = 0. Since H 1 (Y 10 ) ⊂ H 1 (Γ 2 ), Y 0 ⊂ ∆ 2 we proved Lemma 2.3. Analogous result holds when Y 0 is replaced by Y s 0 and when L 1 is replaced by L * 1 .
