INTRODUCTION
============

For cellular function, proteins interact with other molecules, with the nature of these interactions depending on the physiological conditions. Several techniques have been adopted to obtain a global view of the physical interactions between proteins (e.g. yeast-two-hybrid and tandem affinity purifications) ([@B1],[@B2]). Systematic analyses ([@B3; @B4; @B5; @B6; @B7; @B8; @B9; @B10; @B11; @B12; @B13; @B14; @B15]) of a variety of protein--protein interaction interfaces have shown that there are no general rules that clearly describe such interfaces. Studies of these interfaces have produced variable results, partly because they have examined different types of proteins; hence, when comparing findings for different proteins, it is important to consider the types of proteins ([@B16],[@B17]).

The question of which residues are energetically more important in protein--protein interaction interfaces is a long-standing issue whose resolution would have significant implications for practical applications, such as rational drug design and protein engineering. Biophysical characterization of protein--protein interaction interfaces has been achieved through alanine-scanning mutagenesis ([@B18; @B19; @B20]). Despite the large sizes of these binding interfaces, individual single side chains can contribute a large fraction of the binding free energy ([@B21],[@B22]). A database of alanine mutations is now accessible through the Internet for systematic analysis ([@B23]). The 'O-ring model' has been suggested to explain the relationship between the change in free energy associated with binding, ΔΔG, and solvent accessibility in the complexes ([@B24]).

To complement the low-throughput of wet-experiments and to enhance the understanding of protein stability, computational prediction methods have been proposed ([@B25; @B26; @B27; @B28]). Most such studies have used thermodynamic simulation to estimate the free energy of association. Although these methods include energy terms, which are important for protein stability, there is still a large discrepancy between predicted values and experimentally measured free energy changes. Recently, a knowledge-based model was introduced to predict binding 'hot spots' ([@B29],[@B30]), but the prediction accuracy was relatively low. In addition, the biological meaning of each feature has not been investigated.

Efforts have been made to identify correlations between binding hot spots and protein structure and sequence information ([@B31; @B32; @B33; @B34]). These studies disclosed that structurally conserved residues are strongly correlated with experimentally identified hot spots and that hot spots are distributed within the interface rather than compactly clustered. Moreover, the identification of similar residue hot spots in various protein families may suggest that affinity and specificity are not necessarily coupled.

Although, since Bogan\'s; initial study ([@B24]), several studies have examined hot spots, systematic analysis of the structural features is limited to the solvent accessibility and surface area burial between the unbound and bound states (ΔASA). In addition, only qualitative analyses have been performed, and statistical analysis has not been applied. The qualitative nature of the analyses performed to date mainly derives from the difficulty of identifying features that distinguish hot spots from other residues in interaction interfaces.

Here, we apply a feature-based approach to modeling protein--protein interaction hot spots. We create several new features quantified by a new measure, and show that the proposed features are more effective than the conventional features. By combining our new features with the conventional features, we develop a predictive model for interaction hot spots. Initially, 54 multifaceted features, composed of different levels of information, including structure, sequence and molecular interaction data, are quantified. Then, feature selection is performed using a decision tree to identify the best subset of features to predict hot spots. For this process, 265 alanine-mutated interface residues in 17 complexes are collected and categorized either as hot spots or energetically unimportant residues, based on a definition of hot spots. We used two definitions for hot spots, ΔΔG ≥ 1.0 kcal/mol or ΔΔG ≥ 2.0 kcal/mol. Using ΔΔG ≥ 1.0 kcal/mol to define hot spots, the interface residues are divided into 119 hot spots and 146 energetically unimportant residues (i.e. the T1 training set, see Materials and methods section). When ΔΔG ≥ 2.0 kcal/mol is used for hot spots, the interface residues are grouped into 65 hot spots and 200 energetically unimportant residues (i.e. the T2 training set, see Materials and methods section). With these two training sets, predictive models for hot spots are created with support vector machine (SVM), and tested with 10-fold cross-validation. Apart from these data, an independent test set, composed of 127 alanine-mutated interface residues in 18 complexes, is also constructed from the Binding Interface Database (BID; <http://tsailab.org/BID/>) ([@B35]) to further validate our predictive models. Comparison of our models with other methods such as alanine scanning methods \[Robetta ([@B27]), FOLDEF ([@B28])\] and knowledge-based methods (K-FADE, K-CON) ([@B29],[@B30]) disclosed that our SVM models give better predictive performance than other methods.

Feature selection can preserve the original semantics of the input features, allowing us to directly interpret the biological and statistical meanings of the features selected to train the models. Of the selected features, the top 3 based on discriminating power are the weighted atomic packing density, relative surface area burial and weighted hydrophobicity, which are located in the upper levels of the decision tree. All of these features are newly proposed here. Especially, the weighted atomic packing density, which reflects the contribution of an individual interface residue to the whole interface area ([@B36]), proves to be the most effective feature to discriminate hot spots from the other residues in an interface. Other structural features, such as the relative surface burial, solvent accessibility and surface area burial (ΔASA), are also investigated. Evolutionary information (conservation), chemical properties (weighted hydrophobicity) and molecular interaction information are also exhaustively analyzed.

MATERIALS AND METHODS
=====================

Our research flow consists of six steps: 'Data collection', 'Feature generation', 'Data representation', 'Feature selection', 'Model evaluation' and 'Interpretation of the biological meaning'. The experimental procedure and data are quite similar to those in works by Darnell *et al.* (29,30), first adopting knowledge-based approach to predict interaction hot spots. We also evaluate model performance in terms of the widely used F1-score, which is well described in their paper ([@B29]). However, we add feature selection and feature interpretation process to the procedure to reduce input dimension while preserving the original semantics of the input features, allowing us to interpret biological and statistical meaning of each selected feature. In addition, the types of features differ markedly from those of her studies. While KFC use the atomic contacts, canonical hydrogen bonds, salt bridges and shape specificity as a feature set, we select atomic density, solvent accessibility, hydrophobicity, noncanonical hydrogen bonds, π-related interactions and sequence conservation as the constituent features. Moreover, we interpret the role of each feature through the statistical analysis. The details of each step are described below.

Data collection
---------------

### Two training sets (T1, T2) for cross-validation

A data set of 265 alanine-mutated interface residues derived from 17 protein--protein complexes ([Table 1](#T1){ref-type="table"}) was obtained from ASEdb ([@B23]) and the published data of Kortemme and Baker ([@B27]). Proteins are considered as nonhomologous when the sequence identity is \<35% and the SSAP (Secondary Structure Alignment Program) ([@B37]) score is ≤ 80. The sequence identity and SSAP score can be obtained using the CATH \[Class (C), Architecture (A), Topology (T) and Homologous superfamily (H)\] ([@B38]) query system. If homologous pairs are included, the sites of recognition differ between the two proteins. The ΔΔG values are listed in the [Supplementary Data](http://nar.oxfordjournals.org/cgi/content/full/gkp132/DC1) (Table S1). The atomic coordinates of the protein chains are obtained from the Protein Data Bank (PDB) ([@B39]). When residues with ΔΔG ≥ 1.0 kcal/mol are defined as hot spots, the interface residues are divided into 119 hot spots and 146 energetically unimportant residues. This training set is designated as T1 in the sense that a broader hot spot definition is used. When the residues with ΔΔG ≥ 2.0 kcal/mol are defined as hot spots, the interface residues are grouped into 65 hot spots and 200 energetically unimportant residues. This set, which was generated using the conventional hot spot definition, is designated as T2. Table 1.The 17 protein--protein complexes analyzedPDB idFirst moleculeSecond molecule1a4yRNase inhibitorAngiogenin1a22Human growth hormoneHuman growth hormone binding protein1ahwImmunoglobulin Fab5G9Tissue factor1brsBarnaseBarstar1bxiColicin E9 Immunity Im9Colicin E9 DNase1cbwBPTI Trypsin inhibitorChymotrypsin1danBlood coagulation factor VIIATissue factor1dvfIdiotopic antibody FV D1.3Anti-idiotopic antibody FV E5.21f47Cell division protein ZIPACell division protein FTSZ1fc2Fc fragmentFragment B of protein A1fccFc (IGG1)Protein G1gc1Envelope protein GP120CD41jrhAntibody A6Interferon-gamma receptor1nmbN9 NeuramidaseFab NC101vfbMouse monoclonal antibody D1.3Hen egg lysozyme2ptcBPTITrypsin3hfmHen Egg Lysozymelg FAB fragment HyHEL-10

### An independent test set

An independent test set is constructed from the BID ([@B35]) to further validate our SVM model. The member proteins in the independent test set are nonhomologous to those of the training set, as manually confirmed using the SCOP database ([@B40]). In the BID database, the alanine mutation data are listed as either 'strong', 'intermediate', 'weak' or 'insignificant'. In our study, only 'strong' mutations are considered as hot spots; the other mutations are regarded as energetically unimportant residues. This test set consists of 18 complexes containing 127 alanine-mutated data, of which 39 residues are hot spots ([Supplementary Tables S2 and S3](http://nar.oxfordjournals.org/cgi/content/full/gkp132/DC1)).

Feature generation
------------------

Based on previous studies on hot spots, we generate an initial feature set with several features, such as residue conservation, ΔASA and packing density, that are known to be positively correlated with hot spots. However, those features are insufficient to predict hot spots with high accuracy. Therefore, we augment this initial set with new features created using a new measure. In addition, we add interaction information, known to be crucial to the stability of protein--protein interactions, to the initial set. In total, 54 multifaceted features are generated, which are composed of different levels of information, including structure, sequence and molecular interaction information. The features associated with protein structure consist of density-related features and solvent accessibility-related features. As a sequence feature, we only select the conservation score. Molecular interaction information is composed of canonical hydrogen bonds, noncanonical hydrogen bonds, electrostatic interactions and π-related interactions. These features are divided into subcategories according to whether they describe a property of a specific residue or a property of a residue\'s; microenvironment. The following section describes the collection of these features, along with the details of how they were quantified.

### Definition of an interface residue

The solvent accessible surface area (ASA) of a residue is calculated using Areaimol in the CCP4 Suite ([@B41]) with a probe sphere of radius 1.4 Å. ΔASA represents the surface area burial upon complex formation ([@B16]). An interface residue is defined as a residue with ΔASA ≥ 1 Å^2^. When calculating ΔASA, water molecules in the PDB files are removed in advance.

### Definition of atom contact (C~a~)

Contact between two atoms of the *i*-th and *j*-th residues, respectively, is defined as in Equation ([1](#M1){ref-type="disp-formula"}). This equation stipulates that if two atoms are located within a certain cutoff distance, then they are in contact. The cutoff distance between atoms is defined as 5.0 Å (42,43). When deciding whether two atoms are in contact, covalently bonded neighbors are not considered (i.e. for residue *i*, residues *i* − 1 and *i* + 1 are excluded). Here, *d*~α,\ β~ is the distance between atoms α and β.

### Definition of residue contact (C~r~)

Contact between two residues (e.g. the *i*-th and *j*-th residues) is defined as in Equation ([2](#M2){ref-type="disp-formula"}), which implies that if there is at least one atom contact between two residues, then we consider that there is one residue contact.

### Normalized atom contacts (*NC~a~*)

The normalized atom contact at the *i*-th residue \[*NC~a~*(*i*)\] between the *i*-th and *j*-th residues is computed by summing all atom contacts between the two residues and dividing by the number of atoms in the *i*-th residue \[*N~a~*(*i*)\], as represented in Equation ([3](#M3){ref-type="disp-formula"}).

### Normalized residue contacts (*NC~r~*)

The normalized residue contact at the *i*-th residue \[*NC~r~*(*i*)\] between the *i*-th and *j*-th residues is calculated by summing all residue contacts, as described by Equation ([4](#M4){ref-type="disp-formula"})

### Definition of the weighting factor (*F~w~*)

Most studies of protein--protein interactions treat interface residues equally without considering their relative contributions to the total interface area. We believe that this approach may give distorted information about interface residues. In fact the concept of assigning different weights to residues based on their importance in determining system properties has already been used when calculating mean sequence entropy to discriminate oligomerization states of proteins ([@B36]). In the present study, this concept is extended to other properties as a weighting factor when quantifying several structural features. The weighting factor, which weights the contribution of each residue according to its relative contribution to the total interface area, is expressed as follows \[Equation ([5](#M5){ref-type="disp-formula"})\]:

### Simple density

Simple density consists of the simple atom density and simple residue density. The simple atom density is defined as the normalized number of atom contacts (*NC~a~*), and the simple residue density is defined as the normalized number of residue contacts (*NC~r~*).

### Weighted density

The weighed density is composed of the weighted atomic packing density (*W~ad~*) and weighted residue density (*W~rd~*). The weighted atomic packing density for the *i*-th residue \[*W~ad~*(*i*)\] is obtained by weighting the normalized number of atom contacts \[*NC~a~*(*i*)\] using the fraction of ASA buried upon complexation that is due to residue *i*, as follows \[Equation ([6](#M6){ref-type="disp-formula"})\]: Similarly, if we substitute *NC~a~*(*i*) for *NC~r~*(*i*), we obtain the weighted residue density for the *i*-th residue *W~rd~*(*i*) \[Equation ([7](#M7){ref-type="disp-formula"})\]: The differences in weighted density between the bound and monomer states are also computed, which are denoted by △ *W~ad~*(*i*) and △ *W~rd~*(*i*).

### Simple hydrophobicity

To calculate the hydrophobicity, we use the Fauchere and Pliska scale ([@B44]) ([Supplementary Table S4](http://nar.oxfordjournals.org/cgi/content/full/gkp132/DC1)). The simple hydrophobicity of the *i*-th residue is defined as follows \[Equation ([8](#M8){ref-type="disp-formula"})\]:

### Weighted hydrophobicity

The weighted hydrophobicity for the *i*-th residue \[*W~hp~*(*i*)\] is obtained by weighting the simple hydrophobicity \[*S~hp~*(*i*)\] as follows \[Equation ([9](#M9){ref-type="disp-formula"})\]:

### Relative surface area burial (*SB~r~*)

When dealing with structural properties related to hot spots, most previous studies have focused on conventional concepts such as solvent accessibility and surface area burial (ΔASA). Although these absolute values are useful to describe hot spots, they have only a limited capacity to distinguish hot spots from other interface residues. For example, consider the following two cases: (i) an interface residue having 100 Å^2^ solvent accessibility in the monomer, which is fully buried (0 Å^2^ solvent accessibility) after binding association; (ii) an interface residue having 200 Å^2^ solvent accessibility in the monomer, which has 100 Å^2^ solvent accessibility after binding association. In both cases, the surface area burial (ΔASA) is 100 Å^2^; However, the relative surface burial in comparison with the solvent accessibility in the monomer differs markedly between the two cases (50% versus 100%). To compensate for this effect, we introduce the concept of relative surface burial. The relative surface burial (*SB~r~*) between the monomer and bound states is calculated as follows:

### Residue conservation

To calculate the conservation score, multiple alignment is performed using ClustalW. The conservation score for an interface residue is obtained based on the von Neumann entropy (VNE), which is a modified Shannon entropy (SE) ([@B45]). The SE for a multiple alignment position is defined as follows: where *p*(*x*) is the relative frequency of each amino acid *x* in a specific alignment position. The base of 20 ensures that all values are bounded between zero and one. When computing the relative frequency, symbols such as 'X', 'Z', 'B', and '-', are ignored. The VNE is represented by the following extension of the SE: where **w** is a weighted probability matrix of amino acids in an alignment position, described as follows: The BLOSUM50 similarity matrix is applied; this matrix is reported to be the most favorable one for conservation analysis ([@B45]).

### Molecular interactions of an interface residue

Eighteen molecular interaction types, which we have defined previously ([@B17]), are analyzed on the basis of their occurrences in each interface residue. Canonical hydrogen bonds, noncanonical hydrogen bonds, ion--ion interactions and π--ring system-related interactions are included in this interaction set (46--49).

### Molecular interactions within a residue\'s; microenvironment

To obtain information on the interactions within the microenvironment surrounding a residue, the basic concept of which is from the work of Bagley and Altman on FEATURE ([@B50]), we analyzed 18 molecular interaction types within a spherical volume with a radius of 5 Å centered at the residue\'s; center of mass.

### Other features

Other conventional features such as ΔASA and solvent accessibility are also included in this study. In addition, we analyze the sum of the molecular interactions and the sum of the molecular interactions of a residue\'s; microenvironment.

Data representation
-------------------

The features are quantified as a feature vector based on the propensities of each feature. The propensities are normalized with the mean and standard deviation of the sample set. The vector representation of the features of an interface residue makes it possible to use classification techniques.

Feature selection
-----------------

In contrast to other dimensionality reduction techniques such as those based on projection (e.g. principal component analysis) or compression (e.g. information theory), feature selection techniques do not alter the original representation of the input variables. Feature selection techniques thus preserve the original semantics of the variables, thereby enhancing the ability to interpret the experimental results ([@B51]). With the aid of feature selection, we can avoid overfitting, improve model performance and provide faster and more cost-effective models. In the present study, feature selection is performed using a decision tree, that shows the best subset of features for discriminating hot spots from other residues.

A decision tree ([@B52]) is a tree whose internal nodes are tests on input patterns and whose leaf nodes are categories of patterns. A decision tree assigns a class number to an input pattern by filtering the pattern down through the tests in the tree. Each test has mutually exclusive and exhaustive outcomes.

Two decision trees based on the corresponding training sets (T1, T2) are created using the Treefit function in MATLAB. From these trees, two novel feature sets are developed to create the corresponding SVM models.

Evaluation with SVM
-------------------

SVM ([@B53]) is a classifier based on the similarities between an input pattern and a subset of the training samples. Because it uses a set of training samples called support vectors rather than the whole data set, it shows low complexity and robust output in systems with erroneous data. Due to these characteristics, SVM can be an appropriate candidate for dealing with hot spot data.

To evaluate the selected feature sets, two SVM models are created and tested with 10-fold cross-validation for the training sets (T2, T1). Then, to further validate our models, classification is performed using an independent test set. In this analysis, a Gaussian kernel is used as the kernel function.

Cross-validation
----------------

Because it is unclear whether the residues within the same binding interface are independent, a 17-fold 'leave one protein complex out' cross-validation is adopted to estimate the performance of our model; this method follows the approach reported by Darnell *et al.* ([@B29]). For each of the 17 protein complexes, we select one protein complex as a test sample, and train our model using the remaining 16 complexes. Then, we test our model using that selected protein complex. While this 17-fold 'leave one protein complex out' cross-validation can provide a solution to the inherent dependencies between residues in the same interface, it may cause another problem, known as data size imbalance. The data sizes of the different interfaces are severely unbalanced, which may lead to overfitting. Therefore, we also adopt a 10-fold cross-validation to estimate the performance of our model. The data are randomized before assigning folds, and subdivided into 10 equal partitions. Then, for each of the 10 partitioned groups, we select one as a test sample, train our model using the remaining nine groups, and test the model using the selected group. Both approaches have merits and demerits, and show statistically similar results. In this study, we present the results obtained using 10-fold cross-validation.

Statistical analysis
--------------------

### Mann--Whitney U-test

Statistical analysis along with biological knowledge is used to examine the role of each selected feature. The Mann--Whitney U test ([@B54]) is used for the statistical analysis because our sample data do not show a normal distribution, as determined using the Lilliefors test ([@B55]), an extension of the Kolmogorov--Smirnov test. The Mann--Whitney U-test is a nonparametric test for assessing whether two samples of observations come from the same distribution. It makes minimal assumptions about the underlying distribution.

We have samples of observations from each of two populations: hot spots (H) and other residues (O) These populations comprise *n~H~* and *n~O~* residues, respectively (*n~H~* = 119, *n~O~* = 146 in T1, and *n~H~* = 65, *n~O~* = 200 in T2). We wish to test the hypothesis that the distribution of measurements in population H is the same as that in population O. The Mann--Whitney U-test is based on ranking the *n~H~* + *n~O~* observations of the combined sample. Each observation has a rank. All sequences of ties are assigned an average rank. The Mann--Whitney U-test statistic is the sum of the ranks for observations from one of the samples. We compute the sum of the ranks for the hot spot population (H), denoted as *w~H~*, and use *W~H~* to represent the corresponding random variable. In our analysis, *w~H~* is in the upper tail; hence *P*-value = 2pr(*w~H~* ≥ *W~H~*), is obtained using MATLAB.

### Paired t-test

To compare the performances of models, the two-tailed, paired *t*-test is adopted. First, we compute the F1-score of our model for each of 10 partitioned groups in the 10-fold cross-validation process. Then, using the corresponding partitions, we also calculate F1-scores of the other models. Using all 10 paired F1-score sets, we test the statistical significance by examining *P*-values, obtained using MATLAB. A significance level of 0.05 is used to indicate statistical significance.

RESULTS AND DISCUSSION
======================

The performance of each model is expressed by four measures: sensitivity (i.e. recall), specificity, positively predicted value (i.e. precision) and negatively predicted value. We also compare the performance of each model in terms of the F1-score, which is the harmonic mean of the precision and recall. The F1-score is widely used to handle unbalanced data such as our hot spot data. For a model to be practically meaningful, the F1-score must exceed the fraction of the residues in the data set that are hot spots. The T2 training set consists of 65 hot spots and 200 other residues; hence the F1-score for any model should be \>0.25. In the same way, in the case of the T1 training set, composed of 119 hot spots and 146 other residues, the F1-score should be \>0.45. For the independent test set, which consists of 127 mutated data, of which 39 are hot spots, the F1-score should be 0.31. As will be shown below, all of the F1-scores of our models are much greater than the above mentioned values, implying that our models are very useful for predicting hot spots. Furthermore, our models show a superior capacity to predict hot spots, compared with previous models such as Robetta ([@B26]), FOLDEF ([@B28]) and KFC ([@B29]). In the following sections, we describe these results in greater detail.

Two novel feature sets
----------------------

At the initial stage, a total of 54 multifaceted features are designed and quantified. Decision tree analysis is applied to choose the best subset of features from the initial feature set. Decision tree analysis for the two training sets (i.e. T1 or T2), discloses that hot spots can be modeled with only 12 features according to their corresponding training sets, although their constituent features differ slightly depending on the training set. The results are shown in [Figure 1](#F1){ref-type="fig"}. These results are also confirmed by statistical analysis. In both feature sets, newly proposed features such as the weighted atomic packing density (*W~ad~*), relative surface area burial (*SB~r~*) and weighted hydrophobicity (*W~hp~*), are located in the upper level of nodes in the decision tree. This implies that these features are better than other features in discriminating hot spots from other residues. Especially, the weighted atomic packing density shows the best discrimination power. By themselves, interaction features make a minor contribution to distinguishing hot spots from other residues. When combined with other features, however, interaction features assist in classification. The constituent members of the two novel feature sets are listed in the [Supplementary Data](http://nar.oxfordjournals.org/cgi/content/full/gkp132/DC1) (Table S5 and S6, respectively). Figure 1.Decision tree analyses for the two training sets, T1 (**a**) and T2 (**b**). The trees show that hot spots can be modeled using only 12 features according to their corresponding training sets, although the constituent members of the T1- and T2-derived sets differ slightly. In both feature sets, newly proposed features such as the weighted atomic packing density, relative surface area burial and weighted hydrophobicity are located in the upper level of nodes in the decision tree.

Cross-validation with the training sets
---------------------------------------

Based on the two novel feature sets from T2 and T1, corresponding SVM models are developed and tested with 10-fold cross-validation. Our SVM model is named as MINERVA, an acronym of MINE Residue VAlue. In addition, using the same training sets, three previous methods are also examined, and compared with our SVM models. The classification confusion matrices are listed in [Table 2](#T2){ref-type="table"}. When T2 is used as a training set, our model shows the best predictive performance (recall = 0.58, precision = 0.73 and F1 = 0.65). These findings indicate that 73% of predicted hot spots are identified as true hot spots (precision), and 58% of the true hot spots are correctly predicted (recall). KFC, which shows the best performance among the previous methods, correctly predicts hot spots with recall = 0.55, precision = 0.58 and F1 = 0.56. The F1-score of our model is higher than that of KFC (ΔF1 = 0.09), a difference that is statistically significant (*P* = 0.01, paired *t*-test). This indicates that the predictive performance of our model generated from training set T2 is significantly better than those of the other methods. These results are listed in [Table 3](#T3){ref-type="table"}. Table 2.The classification confusion matrices based on the corresponding training sets (T1,T2)ConditionT1-training setT2-training setT^d^F^e^TotalTFTotalMINERVA^a^P^b^702494381452N^c^4912217127186213Total11914626565200265RobettaP7438112322052N4510815333180213Total11914626565200265FOLDEFP572077191534N6212618846185231Total11914626565200265KFCPna^f^nana362662Nnanana29174203Totalnanana65200265[^1][^2][^3][^4][^5][^6][^7] Table 3.Evaluation of the hot spot prediction with T2 using 10-fold cross-validationKFCRobettaFOLDEFMINERVA2[^e^](#TF11){ref-type="table-fn"}SN[^a^](#TF7){ref-type="table-fn"}0.550.490.320.58SP[^b^](#TF8){ref-type="table-fn"}0.850.900.930.89PPV[^c^](#TF9){ref-type="table-fn"}0.580.620.590.73NPV[^d^](#TF10){ref-type="table-fn"}0.880.840.810.87F1 Score0.560.550.410.65ΔF1\*\*----0.09*P*--value\*\*----0.01[^8][^9][^10][^11][^12][^13]

When T1 is used as the training set, our model predicts hot spots with recall = 0.59, precision = 0.74 and F1 = 0.66. For this training set, Robetta shows the best performance among the previous methods. KFC is only designed to predict hot spots with ΔΔG ≥ 2 kcal/mol; hence, it is not included in the analysis for the T1 training set. Robetta predicts hot spots performance with recall = 0.62, precision = 0.66 and F1 = 0.64. Although the F1-score of our model is higher than that of Robetta (ΔF1 = 0.02), the difference is not statistically significant (*P* = 0.70). This indicates that our model shows comparable performance with Robetta. These results establish that our feature-based approach is very useful for predicting hot spots with high confidence, irrespective of the definition of hot spots.

Evaluation with the independent test set
----------------------------------------

The superior performance of our models is more obvious in the analysis of the independent test set from BID. The F1-scores of our models are 0.52 and 0.57, respectively, for the hot spot definitions of ΔΔG ≥ 1 kcal/mol and ΔΔG ≥ 2 kcal/mol, respectively, while those of the previous methods are in the range of 0.34∼0.40. Because Robetta shows the best predictive performance among the previous methods, we compare our models with Robetta. The F1-scores of our models are much higher than those of Robetta (ΔF1-scores of 0.12 and 0.17; *P* = 0.004 and 0.0005, respectively, paired *t*-test). These findings indicate that our models give significantly better predictive performance compared with other methods. The details of our experimental results are listed in [Table 4](#T4){ref-type="table"}. Table 4.Evaluation of the hot spot prediction for each model with the independent test setRobettaKFCFOLDEFMINERVA2[^e^](#TF16){ref-type="table-fn"}MINERVA1[^f^](#TF17){ref-type="table-fn"}SN[^a^](#TF12){ref-type="table-fn"}0.330.310.260.440.62SP[^b^](#TF13){ref-type="table-fn"}0.870.850.880.900.76PPV[^c^](#TF14){ref-type="table-fn"}0.520.480.480.650.53NPV[^d^](#TF15){ref-type="table-fn"}0.730.740.730.780.82F1 Score0.400.370.340.520.57ΔF1\*\*----0.120.17*P*-value\*\*----4.31 × 10^−3^4.55 × 10^−4^[^14][^15][^16][^17][^18][^19][^20]

Weighted density and hot spots
------------------------------

In both of the selected feature sets, the top 3 features showing better discriminating power (i.e. located in the upper level nodes in the decision tree) are the weighted atomic packing density (*W~ad~*), relative surface area burial (*SB~r~*) and weighted hydrophobicity (*W~hp~*). In particular, the weighted atomic packing density (*W~ad~*) is located at the top node in the decision tree. This feature is created using a newly suggested measure that reflects the extent of the contribution of an individual interface residue to the whole interface area.

The weighted atomic packing density (*W~ad~*) in the bound state is compared with the coordination number, a conventional measure ([@B42]), in a histogram ([Figure 2](#F2){ref-type="fig"}). The average weighted atom densities of hot spots differ from those of unimportant residues, regardless of the ΔΔG cutoff values, whereas the average coordination numbers of the two groups are very similar (see Table S7 in the [Supplementary Data](http://nar.oxfordjournals.org/cgi/content/full/gkp132/DC1)). These findings are supported by the results of a nonparametric statistical analysis, the Mann--Whitney U-test. In agreement with the histogram data, the coordination number does not differ significantly between the two groups, whereas the weighted atomic packing density does show statistically significant difference ([Table 5](#T5){ref-type="table"}). The *P*-values for the difference in *W~ad~* are on the order of 10^−11^--10^−12^, irrespective of the ΔΔG cutoff value. This indicates that the newly suggested concept of the weighted atomic packing density is more efficient than the simple coordination number for distinguishing hot spots from unimportant residues. Our findings that the coordination number does not differ between hot spots and other residues is at odds with previous findings showing that the average coordination number of structurally conserved residues differs from that of the rest of the interface ([@B42]). Several factors could potentially explain this discrepancy. In our study, experimentally measured hot spots and other residues are directly compared. In the previous study, in contrast, structurally conserved residues are used in the analysis instead of experimentally measured data, based on the fact that there is a correlation between the propensities of structurally conserved residues and the experimental enrichment of hot spots. However, structurally conserved residues at a protein--protein interaction interface may contribute to structural stability rather than act as hot spots for binding association; hence we cannot say that there is a one-to-one mapping between a hot spot and a structurally conserved residue. Figure 2.(**a**) Weighted atomic packing density in the bound state. (**b**) Coordination number in the bound state. The weighted atomic packing density is compared with the coordination number using a histogram. The average value of the weighted atomic packing density for hot spots is quite different from that for other residues, irrespective of the ΔΔG cutoff value. In contrast, the coordination number does not differ between hot spots and other residues. This result is supported by statistical analysis ([Table 5](#T5){ref-type="table"}). Table 5.Weighted atomic packing density versus Coordination numberDensity typeΔΔG cutoff value (kcal/mol)Mann--Whitney U-test, *P*-valuesHot spots[^c^](#TF20){ref-type="table-fn"}/ Others[^d^](#TF21){ref-type="table-fn"}W~*ad*~[^a^](#TF18){ref-type="table-fn"}1.03.32 × 10^−11^119/146W~*ad*~2.02.22 × 10^−12^65/200CN[^b^](#TF19){ref-type="table-fn"}1.00.10119/146CN2.00.0265/200[^21][^22][^23][^24]

The distribution of the weighted atomic packing density in the unbound form of the protein is also analyzed. Here, the 'unbound form' indicates a protein that is crystallized as a single monomer in the PDB. In addition, the distribution of the difference of the weighted atomic packing density between before and after binding association (Δ *W~ad~*) is also investigated. To achieve this, we select 12 proteins containing 132 mutation data, which are crystallized in both the unbound and bound forms in the PDB ([@B39]). Structural comparisons between the unbound and bound forms, are performed using CE ([@B56]) to examine the conformational changes that occur as a result of binding. On the basis of such comparisons, we conclude that the proteins in our data set do not undergo conformational changes when they associate ([Table 6](#T6){ref-type="table"}). For these 12 proteins, we calculate the weighted atom densities in the unbound and bound forms, and use statistical analysis to compare the findings for hot spots and other residues. The average packing densities of the unbound and bound forms are compared, based on the energetically different types of residues ([Figure 3](#F3){ref-type="fig"}). Figure 3.(**a**) The weighted atomic packing density of the hot spots in the unbound state is much higher than the weighted atomic packing density in the rest of the interface. (**b**) The hot spots are much denser than other residues in the bound state, irrespective of the ΔΔG cutoff value. (**c**) The difference in weighted atomic packing density between before and after binding association (ΔWAD) is large. Table 6.Structural comparison between the unbound and bound states for various proteins using combinatorial extensionBound state[^a^](#TF22){ref-type="table-fn"}Unbound state[^b^](#TF23){ref-type="table-fn"}RMSD(Å)[^c^](#TF24){ref-type="table-fn"}Seq.PDB idChain idPDB idChain ididentity (%)Angiogenin1a4yB1un3A0.7699.1hGH1a22A1hgu--[^d^](#TF25){ref-type="table-fn"}2.6868.4Tissue factor[^e^](#TF26){ref-type="table-fn"}1ahwC1tfhA1.39100.0Barnase1brsA1bnfA1.1298.1Barstar1brsD1a19A0.4498.9BPTI1cbwD1bpt--[^d^](#TF25){ref-type="table-fn"}0.3998.2Tissue factor[^e^](#TF26){ref-type="table-fn"}1danT1tfhA0.63100.0RNase inhibitor1dfjI2bnh--[^d^](#TF25){ref-type="table-fn"}1.50100.0CD41gc1C1cdjA1.09100.0Hen egg lysozyme[^e^](#TF26){ref-type="table-fn"}1vfbC1lyz--[^d^](#TF25){ref-type="table-fn"}1.11100.0Trypsin2ptcI1bpt--[^d^](#TF25){ref-type="table-fn"}0.3698.2Lysozyme[^e^](#TF26){ref-type="table-fn"}3hfmY1lyz--[^d^](#TF25){ref-type="table-fn"}0.67100.0[^25][^26][^27][^28][^29]

In the bound form of each of 12 proteins, the region around each hot spot is denser than regions that do not contain a hot spot. A similar phenomenon is also observed even in the unbound form. Furthermore, when we analyze the difference in weighted atom packing density between before and after binding association, we find that the difference of the distribution between hot spots and other residues is statistically significant ([Table 7](#T7){ref-type="table"}). This implies that unbound proteins already have a densely structured organization, and these hot spots are good targets for the interacting partner proteins. These results are in good agreement with those of previous works (33,57,58). Nussinov\'s; group found that hot spots strongly tend to be complementary pockets that have structures suited to binding with structures in the unbound state (33,57). In a study of anchor residues, Rajamani *et al.* ([@B58]) argued that such residues enable binding pathways that avoid kinetically costly structural rearrangements at the core of the binding interface, thereby creating a relatively smooth recognition process. Table 7.*P*-values for comparisons of distributions of weighted atom densities for energetically different residue typesDensity typeΔΔG cutoff value (kcal/mol)Mann--Whitney U-test, P valuesHot spots[^d^](#TF30){ref-type="table-fn"}/ Others[^e^](#TF31){ref-type="table-fn"}*W*^*b*^~*ad*~[^a^](#TF27){ref-type="table-fn"}2.04.24 × 10^−11^25/1071.03.93 × 10^−11^49/83*W*^*u*^~*ad*~[^b^](#TF28){ref-type="table-fn"}2.05.79 × 10^−13^25/1071.02.21 × 10^−8^49/83Δ*W*~*ad*~[^c^](#TF29){ref-type="table-fn"}2.01.88 × 10^−8^25/1071.03.34 × 10^−4^49/83[^30][^31][^32][^33][^34]

The interactions between densely packed hot spots are investigated using 3hfm, which is a complex of the proteins HyHEL-10 and lysozyme. The mean and standard deviation of the weighted atomic packing density (*W~ad~*) of the interacting hot spots are 17.34 and 8.27, respectively. In contrast, the corresponding values for the energetically unimportant residues in the interface are 8.55 and 4.80, respectively. These findings clearly show a substantial difference between the two groups of interface residues. These results are presented in the [Supplementary Data](http://nar.oxfordjournals.org/cgi/content/full/gkp132/DC1) ([Supplementary Table S8](http://nar.oxfordjournals.org/cgi/content/full/gkp132/DC1)). D32, Y33 and Y53 in chain H (HyHEL-10), interact with L75, K97, D101 in chain Y (lysozyme). Y50 and Y58 in chain H interact with Y96 in chain L (HyHEL-10) and R21 in chain Y. Y20 and K96 in chain Y (lysozyme) interact with N31, N32, Y50 and Q53 in chain L (HyHEL-10). These interactions are plotted using a solid 3D representation in [Figure 4](#F4){ref-type="fig"}. In this illustration, the blue spheres represent the hot spots in chain L (HyHEL-10) and the yellow spheres indicate the hot spots in chain H (HyHEL-10). The green spheres are the hot spots in chain Y (Hen egg lysozyme), and the white sticks represent the energetically unimportant residues. The visualizations clearly show that the hot spots with high packing density, interact with each other, and that the energetically unimportant residues are mainly located at the outside of the interface, in good agreement with previous studies (24,60). Similar interaction patterns are also observed in the interfaces between protein pairs (data not shown). These results provide an explanation for why the weighted atomic packing density is located at the topmost node in the decision tree. Figure 4.The interactions between densely packed hot spots in 3hfm. D32, Y33 and Y53 in chain H (HyHEL-10), interact with L75, K97, D101 in chain Y (lysozyme). Y53 and Y58 in chain H interact with Y96 in chain L (HyHEL-10) and R21 in chain Y. Y20 and K96 in chain Y interact with N31, N32, Y50 and Q53 in chain L. The blue spheres represent the densely packed hot spots in chain L (HyHEL-10), and the yellow spheres indicate the highly packed hot spots in chain H (HyHEL-10). The green spheres are the highly packed hot spots in chain Y (Hen egg lysozyme), and the white sticks represent the energetically unimportant residues. The images are created by program PyMol ([@B59]).

Relative surface area burial (*SB~r~*) and hot spots
----------------------------------------------------

The relative surface area burial (*SB~r~*) is also found to be a good feature in the feature selection process, and when combined with other features such as ΔASA and the solvent accessibility, *SB~r~* improves the predictive performance. The Mann--Whitney U-test is used to compare the relative surface area burial (*SB~r~*) of hot spots and other residues. The *P*-values for this comparison are 3.71 × 10^−9^ for data set T1 and 4.11 × 10^−12^ for data set T2, implying that the distribution of relative surface area burial (*SB~r~*) differs significantly between hot spots and other residues. Therefore, *SB~r~* is selected as one of the top three features showing good discriminating power.

Although solvent accessibility and ΔASA are not among the top three features, these parameters are still major features for distinguishing hot spots from other residues. When ΔΔG ≥ 1.0 kcal/mol is used to define hot spots, there is a statistically significant difference in solvent accessibility between hot spots and the energetically unimportant residues (*P* = 4.74 × 10^−6^, Mann--Whitney U-test). When we use ΔΔG ≥ 2.0 kcal/mol as the hot spot definition, the statistical pattern remains unchanged (*P* = 1.31 × 10^−7^, Mann--Whitney U-test). Comparison of ΔASA values using the Mann--Whitney U-test again shows that the distributions of hot spots and energetically unimportant residues differ significantly. These results are summarized in the [Supplementary Data](http://nar.oxfordjournals.org/cgi/content/full/gkp132/DC1) (Table S9).

We now consider the locations of hot spots in an interface. Tryptophan, leucine, isoleucine and valine are mainly located at the center of the interface, with solvent accessibilities ≤10 Å^2^. In particular, tryptophan shows the highest propensity to be hot spots, owing to its large size and aromatic nature ([@B61]). Lysines are mainly located in regions with solvent accessibility ≤20 Å^2^, although several such residues are found in regions with solvent accessibility ≤70 Å^2^. This is an unexpected result because lysine is hydrophilic, and hence is likely to be located in the outside of the interface. Arginine, aspartic acid and glutamic acid are mainly located between the center and the edge of the interface, with solvent accessibility ≤80 Å^2^. Tyrosine is broadly distributed, appearing even in regions with solvent accessibilities in excess of 100 Å^2^. Arginine is mainly observed between 35 Å^2^ and 75 Å^2^. These observations show that, to some extent, residues that are more accessible to the solvent can be hot spots. Asparagine, glutamine, serine and threonine exhibit ambiguous behavior. In the case of serine and threonine, the absolute size of the hot spot data is very small. The energetically unimportant residues are broadly distributed regardless of their solvent accessibility. Systematic analysis of hot spots thus discloses that the distinctive amino acids of hot spots are tryptophan, arginine and tyrosine.

Weighted hydrophobicity and hot spots
-------------------------------------

The weighted hydrophobicity, calculated according to Equation ([9](#M9){ref-type="disp-formula"}), is another of the newly suggested feature to appear among the top three features in the decision tree. Comparison of the distributions of the weighted hydrophobicity between hot spots and energetically unimportant residues reveals statistically significant differences between hot spots and other residues (*P* = 8.53 × 10^−8^ and 3.96 × 10^−9^ according to the ΔΔG cutoff values, as shown in Table S10 of the [Supplementary Data](http://nar.oxfordjournals.org/cgi/content/full/gkp132/DC1)). As expected, hot spot residues are more hydrophobic than energetically unimportant residues, although the hydrophobicity fluctuates severely throughout the interface ([Table 1](#T1){ref-type="table"}).

In [Figure 5](#F5){ref-type="fig"}, the relative ratio between hot spots and other residues is plotted according to the weighted hydrophobicity. There is a clear correlation between hydrophobicity and the fraction of residues that are hot spots. Figure 5.(**a**) ΔΔG 1.0 kcal/mol cutoff value. (**b**) ΔΔG 2.0 kcal/mol cutoff value. Relative ratio between hot spot residues and energetically unimportant residues as a function of the weighted hydrophobicity. As the hydrophobicity increases, the fraction of residues that are hot spots increases.

Conservation and hot spots
--------------------------

In general, hot spots would be expected to be more conserved than other residues. Surprisingly, however, our analysis of conservation scores calculated using VNE indicates that hot spot residues are not more conserved than other residues. Specifically, the *P*-values of the differences in conservation score between hot spots and other residues are in the range of 0.05--0.79, as shown in [Table 8](#T8){ref-type="table"}. It may be that antibody--antigen complexes are inappropriate candidates for such evolutionary analysis, because antibodies must mutate and diversify to recognize a variety of antigens. When antibody--antigen complexes are excluded from the analysis, we indeed find that hot spots are more conserved than other residues (*P*-values in the range of 10^−3^--10^−4^). These results are in good agreement with previous studies showing that the interface core is more conserved than the rim ([@B60]), and that residue conservation is rarely sufficient for complete and accurate prediction of protein interfaces ([@B45]). Table 8.*P*-values from comparisons of distributions of conservation score for energetically different types of residuesΔΔG cutoff value (kcal/mol)Including antibody--antigensExcluding antibody--antigensMann--Whitney U-testHot spots[^b^](#TF32){ref-type="table-fn"}/Others^c^Mann--Whitney U-testHot spots/OthersVNE1.00.79119/1465.10 × 10^−3^56/1052.00.0565/2005.36 × 10^−4^32/129[^35][^36]

Molecular interaction information and hot spots
-----------------------------------------------

In this study, two general types of interaction information are analyzed: molecular interaction information of an interface residue; and molecular interaction information within a residue\'s; microenvironment. Eighteen molecular interactions are considered, composed of canonical hydrogen bonds, noncanonical hydrogen bonds, electrostatic interactions and π--ring system-related interactions, all of which are known to be energetically important interactions ([@B17]). π--Ring system-related interactions of an interface residue make up the majority of the constituents selected for the feature sets, in good agreement with previous studies indicating that hot spots are often composed of aromatic residues such as tryptophan (W), tyrosine (Y), histidine (H) and phenylalanine (F) ([@B32]). Especially, π ··· π interaction is selected as one of the major features in both training sets, T1 and T2. A number of studies have demonstrated that π ··· π interactions play an important role in molecular recognition (46,62). In T2, there are a total of 70 aromatic residues, and 24 of which are hot spots and 46 of which are energetically unimportant residues. Of the 24 aromatic residue, 21 hot spots have at least one π ··· π interaction, reaching 87.5% of hot spots, and the remaining three hot spots have π ···Cation interactions. Of the 46 energetically unimportant residues, only 16 have π ··· π interactions. These results show that π ··· π interactions are a characteristic feature of hot spot residues. These findings are supported by the statistical analysis, in which the *P*-value for the difference between hot spots and other residues is 5.95 × 10^−9^.

The molecular interaction information is located in a lower level of nodes in the decision tree; hence, the structural features dominate the bonding/electrostatic interactions.

CONCLUSIONS
===========

In the study of protein--protein interactions, experimental identification of binding hot spots is time-consuming and labor-intensive effort; thus, the development of predictive models can be very helpful. A good predictive model requires features that effectively represent the energetic contributions of individual interface residues to the binding association. A number of studies have sought to identify such features; however, the features previously identified as being positively correlated with hot spots are still insufficient to accurately predict hot spots. Therefore, feature-based approaches have been proceeded with very limited scope.

In the present study, we propose several new features quantified by a new measure, and show that these features are more effective than conventional features. By combining the proposed and the conventional features, we develop two predictive SVM models for predicting interaction hot spots. The performance of our models is first evaluated through 10-fold cross-validation with two training sets from 265 alanine-mutated interfaces residues, and then further validation is performed with an independent test set from the BID. Our models clearly show better overall predictive performance than previous methods, a finding supported by statistical analysis. In the independent test set, the F1-scores of our models are 0.52 and 0.57 for training sets T2 and T1, respectively. When these results are compared with those of Robetta (F1 = 0.40), which shows the best performance among the previous methods, our models exhibit a statistically significant increase in overall predictive accuracy for hot spots (*P* = 4.31 × 10^−3^ and 4.55 × 10^−4^, respectively).

The present results imply that the energetic properties of the interface residues are well reflected in our selected features. Statistical analysis shows that in the bound state, the density distribution of hot spots differs significantly from that of other residues. Even in the unbound state, this phenomenon is maintained. This implies that unbound proteins already contain densely structured regions suitable for interaction with partner proteins, and that these structured hot spots can be good targets for interacting partners. This phenomenon is difficult to discern using the coordination number (the simple frequency of C^α^ atoms around hot spots) as a density measure, even though this parameter is known to be positively correlated with hot spots. The coordination number distribution of hot spots does not differ significantly from that of other residues. The regions around these densely packed hot spots are more hydrophobic than the other regions, and the hot spots have larger relative surface area burial compared with other residues. Unexpectedly, hot spot residues are not more conserved than other residues. However, when antibody--antigen complexes are excluded from the analysis, the hot spots are more conserved than other residues. This is reasonable if we consider that antibodies must mutate their sequences for recognizing a variety of antigens, and hence may not be appropriate candidates for evolutionary analysis.

Unlike previous models, we incorporate molecular interaction information into our models, allowing us to analyze the relationship between molecular interactions and hot spots. Interestingly, our models show that hot spots are closely related to the π-related interactions, especially π ··· π interactions.

The question of which residues are energetically more important in protein--protein interaction interfaces is a long-standing issue. Although a number of studies have addressed this question, the identification of hot spot residues remains a difficult task. Studies solely based on structural features are confined to examining the solvent accessibility or surface area burial between the unbound and bound states, and studies based on thermodynamics still show large discrepancies between predicted and experimentally measured free energy changes, although they are very useful in understanding the stability and folding processes of proteins. Accordingly, new features that well describe the different energetic contributions to binding interactions are still greatly needed. The new features proposed in this work should assist in understanding the binding process, and in predicting hot spots with high accuracy. In the near future, we will make available a web-based interface through which our models can be run to predict hot spots.
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[^1]: ^a^**MINERVA**, an acronym of **MINE R**esidue **VA**lue, is the name of our model.

[^2]: ^b^Positive.

[^3]: ^c^Negative.

[^4]: ^d^True.

[^5]: ^e^Negative.

[^6]: ^f^KFC is only designed to predict hot spots with ΔΔG ≥ 2 kcal/mol, so it is not included in the analysis for the T1 set.

[^7]: Each column represents the gold standard, and each row represents the class predicted by the model.

[^8]: ^a^Sensitivity (Recall).

[^9]: ^b^Specificity.

[^10]: ^c^Positively predicted value (Precision).

[^11]: ^d^Negatively predicted value.

[^12]: ^e^The performance of our model using the 2 kcal/mol training set, T2.

[^13]: ^f^**MINERVA**, an acronym of **MINE R**esidue **VA**lue, is the name of our model.

[^14]: ^a^Sensitivity (or recall).

[^15]: ^b^Specificity.

[^16]: ^c^Positively predicted value (or precision).

[^17]: ^d^Negatively predicted value.

[^18]: ^e^The performance of our model trained with the 2 kcal/mol training set, T2.

[^19]: ^f^The performance of our model trained with the 1 kcal/mol training set, T1.

[^20]: **MINERVA**. an acronym of **MINE R**esidue **VA**lue, is the name of our model.

[^21]: ^a^Weighted atomic packing density in the bound state.

[^22]: ^b^Coordination number in the bound state, defined as the number of C^α^ within 6.5 Å around each residue (42).

[^23]: ^c^Number of hot spots.

[^24]: ^d^Number of energetically unimportant residues.

[^25]: ^a^A protein is in the bound state.

[^26]: ^b^These 12 proteins are used for statistical analysis to prove that hot spots already have densely structured organization in the unbound state

[^27]: ^c^Root mean squared error.

[^28]: ^d^'--' represents that chain id is not presented in the PDB.

[^29]: ^e^1ahw C and 1dan T are the same proteins but have different binding sites, and in the same way, 1vfb C, and 3hfm Y have different binding sites.

[^30]: ^a^*W*^*b*^~*ad*~ : weighted atomic packing density in the bound form.

[^31]: ^b^*W*^*u*^~*ad*~ : weighted atomic packing density in the unbound form.

[^32]: ^c^Δ*W*~*ad*~ : the difference in weighted atom packing density between before and after binding association.

[^33]: ^d^Number of hot spots in the data set.

[^34]: ^e^Number of energetically unimportant residues in the data set.

[^35]: ^a^Number of hot spots.

[^36]: ^b^Number of energetically unimportant residues.
