Abstract. By using the theory of extrapolation space X-\ associated with an operator A which is non densely defined in Banach spaced, the existence and uniqueness of solutions of linear second order differential initial value problem (1) is proved.
Introduction
Our main objective is to investigate the abstract semilinear second order initial value problem where X is a Banach space, u is a mapping from R to X, f is a nonlinear mapping from R x X x X into X. The problem (1) was considered by many authors and their results axe presented in the great number of papers. Usually on the operator A in (1) is assumed that it is the infinitesimal generator of a strongly continuous cosine family of linear operators in X. It is known that this assumption follows among other that the operator A : X -> X is densely defined in X.
In this paper we try to give a treatment of the problem of existence, uniqueness and smoothness of solutions of the linear problem corresponding to (1) when the operator A is non-densely defined. The nonlinear problem (1) will be the subject of the forthcoming paper.
Our main tools are the theory of strongly continuous cosine family of linear operators in Banach space, the certain weak continuous cosine family and some extrapolation spaces associated to a linear operator A.
Preliminaries
Let the operator A defined in Section 1 be the generator of strongly continuous cosine family {C(t); t G R} of bounded operators from X into itself. Recall that a one parameter family {C(t)\t G R} bounded linear operators mapping the Banach space X into itself is called a strongly continuous cosine family if and only if We define the associated sine family {S(t)\ t G R} by
The infinitesimal generator of a strongly continuous cosine family (C(i); t G R} is the operator A : X -> X defined by
where (7) D(A) := {x G X : R 3 t -> C(t)x is twice continuously differentiable}.

Let
E := {x € X : R 3 t -> C(t)x
is once continuously differentiable}. for \>u,neN hold.
C(t) = C(-t) for all t G R, (1.2) C(s),S(s),C(t) and S(t) comute for all s,t G R, (1.3) the mapping R 3 t -> S(t)x is continuous for each fixed x
G X, (1.4) S{t) = -S(-t) for all t G R, (1.5) S{t + s) = S(s)C(t) + S(t)C(s) for all s,t G R,
The adjoint cosine family
Let {C(t)]t £ R} be a cosine family on a Banach space X. The adjoint cosine family {C*(t);t € R} on the dual space X* is the family of operators obtained from {C{t)\t € R} by taking pointwicely in t the adjoint operator C*(t) := [C(t)]*. It is elementary to see that the family {C*(t)\t £ R} satisfies the equations (2) and (3), i.e. {C*(t);t £ R} is a cosine family on X*, which is weak*-continuous, but it need not to be strongly continuous on X*.
Analogously as in the theory of adjoint semigroups we define the weak*-generator of a weak*-continuous cosine family on X*.
Let {U(t);t € R} be a weak*-continuous cosine family on X*. The weak*-generator of U(t) is the linear operator B on X* defined by D(B) {x* € X* : R B t -> U(t)x* is twice weak*-continuously differentiable};
We have the following THEOREM 2. A* is the weak*-generator of the cosine family {C*(t)-,t£R}, D(A*) is a C*(t) -invariant subspace of X* and for all x* £ D(A*) we have A*C*(t)x* = C*(t)A*x*.
The proof of this theorem is similar to the proof of an analogous theorem in the theory of semigroups and is omitted.
Let {C(t); t S R} be a strongly continuous cosine family on X. We define X® := {x* £ X* : lim \\C*(t)x* -x*\\ = 0}.
THEOREM 3 ([7]). We have: (i) X® is a closed, weak*-dense, C*(t) -invariant linear subspace of X*; (ii) X® = D(A*) where the closure is in norm of X*, (iii) C®(i) := C*(t)\ x o for t £ R is a strongly continuous cosine family on X
(iv) the part of A* in X 0 , which is denoted by A®, is the generator of family {C®(t);t € R}.
(v) for each t 6 R C*(t) is a closure ofC e (t) in weak*-topology on X*. REMARK 1. Similarly to (5) we define the adjoint sine family {<S*(I);I € R} on the dual space X*, taking S*(t) := [<S(i)]* for each t € R. From this by (5) we have
where the integral in (9) is the weak*-integral.
Starting from strongly continuous cosine family {C®(i);t 6 R} on X®, the duality construction can be repeated. We define C®*(i) to be adjoint of C®(i) and write X 00 for (X 0 ) 0 ;C 00 (i) and A 00 are defined analogously. It is known that the mapping
is an imbending isomorphism and jX is a closed subspace of X 00 . If jX = X Q& then X is said to be ©-reflexive with respect to C(t). Moreover, C®®(t) is an extension of jC(t) and J4 00 is an extension of jA and jD(A) = D(A &Q ) n jX. Similary to the Co-semigroup we may to charakterize of the space X 0 in terms of the resolvent for the generator A of the cosine family {C(t)\ t € R}. 
Ekstrapolation spaces
Here we introduce the concept of the extrapolation spaces X -1 and The extrapolation space X -1 was introduce by Da Prato and Grisvard [2] and by R. Nagel [5] . This section is based on [6;Ch.3]. Let A be a closed linear operator on the Banach space X with non-empty resolvent set p(A). We do not assume that A is densely defined. We define (see [6] ). 
Abstract second order Cauchy problem
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The function (13) maps the space X onto the linear subspace iX of X 1 . This allows us to identify X with iX. We also define a linear operator A~1 on X' 1 by (14) 
]). The space X is dense in X -1 if and only if A is densely defined, i.e. D(A) = X.
If the operator A is closed with nonempty resolvent set, we define the space as the closure of X in the norm of X -1 . From this and Theorem 4 follows that if A is densely defined, then X_i = X -1 .
Let us denote by A^i the part of A" 1 
]). If A is a closed and A € p(A), then (i) D(A-i) = X 0 and A -A_i : X 0 X_ lt (ii) A is the part of in X; if X € p{A), then A € p(A_i) and R(\,A) = R(\,A_ 1 )\ X .
Now we may prove the following theorem which is analogous to the Theorem 3.1.10 in [6] . THEOREM [6;Th.3.1.11]) . Under the assumptions of Theorem 6, the cosine family {Co(t)',t G R} generated by Ao on Xo extends to the cosine family {C-i(t);t G R} on X_i whose generator is the operator A-\.
Let A be linear closed operator on X which resolvent R(\ 2 ,A) exists for A > u and which satisfies the inequality (8). Then: (i) AQ generates a cosine family {Co(t);t € R} on Xo and R(X 2 ,AO) = R(* 2 ,A)\ Xo , (ii) Xo is X-i dense in X and (-Xo)-i is isomorphic to
But Xo is dense in and so it follows that R(A, (ylo)-i) = R(X,A-i).
Therefore (A))-i = -A-i-THEOREM 7 (
The Favard class defined by cosine family
In this section we define and study some properties of the so-called Favard class. The definition and the properties of this class in entirely similar to Favard class defined by semigroups (see for exemple [6; sec.
3.2]).
Let {C(t)-,t G R} be a cosine family on X.
Define its Favard class by 2 (18)
Fav(C(t)) := {x G X : limsup -z\\C(t)x -x\\ < oo}.
t-> o t
From (18) it follows that D(A) C Fav(C(t)).
We have the following 
then Fav(C(t)) = D(A G *) and if X is reflexive, then (20) Fav{C(t)) = D(A).
Let A be a closed linear operator on a Banach space X with non-empty resolvent set p(A), satisfying (8) where Cq (i) denotes the adjoint of Co(t).
The {CQ (t); t € R} is the cosine family on X® generated by A® on X®. Moreover C$(t) = Q(i)|x©.
In the sequel it will be important to have a representation of the Favard class of the cosine family {C_i(t);£ G R} on X_i.
In this purpose we define 
]). If A is the generator of the cosine family {C(t)]t G R} on the space X, then
(24) X = {x© x G X°x : lim ||C°x(i)x°x -z 0x || = 0}. i-»0
The linear problem corresponding to (1)
In this section we study the following linear Cauchy problem corresponding to (1)
We prove the following Because C_i(i) |x©x= C® x (i), in order to show that v(t) G Xo, by Proposition 3 it is enough to check that (27) lmio||Co 0x (rMi)-v(t)||Xo0x =0.
We have (cf. 
+ \c?*T)[f(t-T-r)-f(t-T)]dT
