taken in order to derive the joint distributions of the limit process. Since there is no existence proof for the limit process at this stage (except that of [14] ) and since in any case it is not obvious what the implications of the random walk limit distributions for the limit process are, the limit distributions have at first only a formal significance for Brownian motion. In the second part of the paper it is shown that these limit distributions belong to a sojourn density process of Brownian motion. Only at this stage of the argument is the strong approximation of [10] required. This sojourn process is then used, along with a family of related processes, to investigate the sojourn time density under the conditions present in [14] . There follows a new proof of the theorem of [14] and a derivation of some estimates concerning it. The main problem considered is that of estimating the distribution of the maximum in x of the sojourn density up to a fixed time t. Whereas in [14] no estimate for this distribution could be derived because of the neglect of the higher dimensional joint distributions which was required by the method itself, the present method is not limited in this way. It raises other problems, however, and the estimate which we give is only approximate. Using this estimate it is proved that the sojourn density process is a limit process of the random walk sojourn processes in the same sense (uniformly in finite time intervals a.s.) that Brownian motion is a strong limit of the random walks. This facilitates the construction, which was indicated in Remark 3 of [10] , of general 1-dimensional diffusion processes (the processes of Feller) by means of the random walk approximation, and consequently, we present anew this construction. In the final paragraphs are mentioned the sojourn density processes defined on these general diffusion processes.
1. Let R(n), n ^ 0, R(0) = 0, be the classical random walk on the integers, with transition function p(k,k + 1) = p(k, k -1) = | (a more complete definition is given, for example, in [10] ). In order to escape the necessity of referring repeatedly to certain exceptional sets of probability 0, we shall assume also that for each pair klyk2 there are infinitely many disjoint intervals (m,n) for which R(m) = k1 and R(n) = k2. Since the set where this holds is of probability 1, as is easily seen, its complement may be excluded from the basic probability space without altering the joint distributions of R(n). The random variables of the sojourn process require a special notation which is now introduced. Definition 1.1. For each k > 0 and m 2; 0, let S(m,k) be the number of integers n > 0 such that R(n -1) = k and R(n) = k + 1, and such that there are at most m values of i, 0 < ¡ ^ n, for which R(i -1) = 0 and R(i) = 1. Stated in words, S(m,k) is the number of steps of R(n) from k to fc+1 up to the (m + l)th step from 0 to 1. Lastly, let S(m,0) = m.
In the remainder of this paper we shall usually give definitions and proofs in the second style only, using such terms as "steps" and "passages" from a to b, to avoid excessive formality when no ambiguity can arise. There follows Proof. For k ^ 0 fixed, let jXi, 1 ^ i <S ix, be the least integers such that R(n) makes exactly i steps from k to k + 1 for 0 ¿ n áJi.i-Thus in particular i?0"i,í ~ 1) = fc and R(jlyi) = k + 1. Let also j'2;i, 1 5¡ ¿ ^ i1; be the least integers greater than jXi, respectively, such that R(j2,¡) = k-It *s easily seen that both jXJ and j2J are stopping times for R(n). Next, let F(0, 1 á * as ¡i> be the field generated by both R(n), 0£n£jitt (i.e., all measurable sets S such that S n {j'i.i á t} is in the field generated by R(n), 0 ^ n ^ r, for all r 3; 0, the "past of R(ri) up to time jui") and jointly, K(j2,¡ + "), 0 ^ n < co. It is clear that S(m,fc,), for 0 ^ k, ^ fc, is measurable over F(i) for each i. Finally, let Uk2¡i, k < k2, be the number of steps of R(n) from k2 to k2 + 1 for j'ljf ^ n <j2,i, and let G(¿), 1 ^ j g; t',, be the field generated by R(JUi + n), 0 ^ n új2,i~ji,i
(the "past of i\0'i>; + n), « 3: 0, up to time j2ii -Jt.t")-Clearly Uk2Í is measurable over G(i), while G(i) and F(i) are independent. For j^i, 1 ^j^ ¡i, UklJ is also measurable over F(i), from which it follows that UklA, 1 g i :£ ¿,, are jointly independent of each other and of the field F defined by F = P)''=,F(i). Also, S(m, fc,) is measurable over F, while under the condition that S(m, k) = i, (which we are going to take as given) we have S(m,k2) = Z'L, Uk2¡i. Since {S(m,k) = iî s in F, it follows that, given S(m,k) = i,, S(m,kj and S(m,k2) are conditionally independent. Therefore, S(m, k), fc ^ 0, is a Markov chain.
To find the transition probabilities it is sufficient to determine the distribution of the number of steps from k + 1 to fc + 2 for j'ltl ^ n < j2A, since the above reasoning shows that the conditional distribution of S(m, k + 1) given {S(m, k) = i,} is that of the sum of i2 independent and identically distributed random variables equalling the numbers of steps from fc + 1 to k + 2 in the corresponding intervals j1A ^ n <j2¡¡, 1 á ' â'f Since R(ilfl) = k+ 1, the required distribution is that of the number of steps of R(n) from fc + 1 to fc + 2, starting at k + 1, before reaching fc, and this is a geometric distribution with p = i. The corresponding generating function is (2 -s)~\ and p(i,,'2) is therefore the coefficient of s12 in (2 -s)-'1 . Expansion using the binomial theorem yields the coefficients easily, completing the proof.
The proof of this theorem extends to certain other processes related to S(m, fc) which are to be used in what follows. Accordingly, we extend Definition 1. 
Proof. For -b ^ k the proof of Theorem 1.1 applies directly to the present situation. The only difference is that S(b,m,-b) replaces the initial value m of Theorem 1.1. For 0 ^ k < -b2 one has to introduce an additional stopping time j2i0 <jiti, equal to the index of the first passage to b + k, and to include in S(b, m, k2) the number of steps of R(n) from b + k2 to b + k2 + 1 for 0 ;£ n ^j2t0 as well as those following;'14. If k2 = k + 1, this addition is another geometric random variable independent of R(/i,i + n), n ^ 0, which implies that the transition function p(k;i1,i2) is in this case the convolution of it + 1 geometric random variables. The corollary is proved.
The next task is to compute the n-step transition function of S(m, k) and then, after introducing the appropriate scale change, let n become large to derive the transition function and joint distributions of a continuous parameter limit process. where Jt is the Bessel function of the first kind, and lim,,^oe/n(x; a, 0) =e~*lx. Denoting the former limit by f(x;<x,ß), and the latter by F(x;a,0), and for ß^O setting F(x;oc,ß) = F(x;a,0)+ ^f(x;a,y)dy, the corresponding joint distributions converge to those of F(x; a, ß). More precisely, for all 0<x1<
••-<xk and intervals [ß1,1,ß2il),---,[ß1,k,ß2<k), ßi,tuß2,i> l^iúk,
Proof. It will be shown first that p(n)(l,/2) has the generating function G"(s) = (n -(n -l)s)/(n + 1 -ns). Thus Gt(s) = (2 -s) ~ \ which we have already seen is correct for n = 1. Assuming that Gn(s) is correct for n we compute the generating function for n + 1 by observing that each of the i2 steps resulting from p(n)(l,i2) gives rise independently to a geometrically distributed number of steps contributing to p(n+1)(l,-). This implies that the generating function is the composite function Gn+1(s) = G"((2 -s)_1), and the induction step follows immediately by substitution. It is easily seen that pw(i'i,i2) is the i^-fold convolution of p(n)(l,i2), and hence is the coefficient of s'2 in (G"(s))u. Rewriting Gn(s) in the form 1 / 1 x n-1 + -' n (n + 1) f n n + 1 and expanding the ^th power by the binomial theorem it is seen that It is not difficult to verify that the last expression converges term by term to that given in the theorem, and since the latter has as its integral 1 -e~x/x the convergence of the entire sum will follow from the convergence to e~a/x of the constant terms f"(x;a,0). Going back to G"(s) it is seen that lim /,(x;«,0) = lim / 1>*] \["°° = e-"x n-oo n-oo MnX] + 1/ and the convergence is uniform for a and x bounded away from 0. For application of these facts to show the convergence of the joint distributions, it is only necessary to observe that the term by term convergence is uniform for a, ß, and x in finite intervals bounded away from 0 and for k bounded from above. From this follows the convergence of the joint distributions for /?, jf > 0 and ß2i < co, and since the asserted limit is a probability measure it must be valid without these restrictions. The proof is therefore complete. Theorem 1.2 shows that the processes S(0,m,k), k ïï 0, when suitably normalized by setting m = [na0]> k = [nx] , and multiplying by n_1, converge in the weak sense to a Markov process with homogeneous transition measure F(x ; a,dß), where x 2: 0 denotes the parameter of the process, and ct0 the initial value. We are going to extend this to the processes S(b,m,k), but shall do so by means of the infinitesimal generators rather than the transition functions. It is therefore convenient to derive the infinitesimal generator of the process of Theorem 1.2 first, although it is known from [5] that this process is the diffusion process with generator y d2/dy2 and 0 as absorbing barrier. The proof then extends to the general case. Corollary 1.2. The transition measures F(x;a,dß) correspond to the homogeneous Markov process (diffusion process) with infinitesimal generator y d2/dy2 operating in the space of continuous functions converging at co and vanishing at 0, which is an absorbing barrier.
Proof. In the derivation of Theorem for which« times the coefficient of s '2 is approximately/(x;a,pv). If this is replaced by a Laplace transform, by setting s = e~xl", its limit as n becomes large is therefore $Qe~*ßF(x;u,dß).
This limit is easily found to be exp -(la/1 + /be), a fact which may also be verified directly. Let Tx be the semigroup of the process acting on bounded measurable functions on [0,co), i.e., Txf(y)= $™f(ß)F(x;y,dß).
Since, for X > 0, Tx(e~ "") = exp -(Xy/1 + Xx), Tx is strongly continuous on the set of functions e~Xy, X S: 0, in the uniform topology. It follows from the StoneWeierstrass theorem that the uniform linear closure of this set consists of all bounded continuous functions on [0, oo) converging at co (i.e., continuous functions on [0, oo]). Hence Tx is strongly continuous on this space, and we can consider it as operating here. For fixed X, dx H\ 1 + Xx J \x=0 y y dy2
and the first term exists uniformly in y ja 0, which means that e~Xy is in the domain of the strong infinitesimal generator A and that A = yd2/dy2 for e~l*. Since, obviously, ¿1(1) = 0, the generator has the same form for the functions 1 -e~Xy. These functions generate the space of continuous functions vanishing at 0 and converging at oo, for we have
and the Stone-Weierstrass theorem may be applied.lt follows by considering the identity limA_ oe XRx(f) =f, where Rx is the resolvent of the semigroup, that the range of X -A acting on the functions 1 -e~Xiy likewise generates this space.
Since the diffusion process of the corollary is completely determined by its resolvent acting on this range, the present process must be identical with that of the corollary. Using the same method, we next will characterize the limit processes of S(b, m, k) in terms of their infinitesimal generators and boundary conditions. The transition probabilities of these processes are deferred until following the proof of Theorem 2.2.
), x0 ^ 0, a0 ^ 0, x > 0, converge to those of the inhomogeneous diffusion process with parameter x ^ 0, initial value a0, and two disjoint intervals of homogeniety as follows. For 0 ^ x < -x0 the generator is yd2/ dy2 + d/ dy and 0 is an entrance boundary; for -x0 5¡ x the generator is yd2/dy2 and 0 is an exit boundary with the absorbing barrier boundary condition.
Note. By "diffusion" is understood, in particular, a process with path functions continuous in x, including at x = -x0.
Proof. Let us suppose for the moment that it has been shown that the distributions at x = -x0 converge. Then it follows directly as in the proof of Corollary 1.2 that for x ^ -x0 the process satisfies Corollary 1.3 with this limit distribution at x = -x0 as "initial" distribution. The corollary will therefore be proved if it is shown that the limit distributions have the indicated form for 0 < x < -x0, and that they define a process which is Markovian at x = -x0. In this interval, the generator still contains the term yd2/dy2 corresponding to the contribution of the approximating random walks following their first arrivals at the (approximate) "starting point" [n(x0 + x)]/n of the parameter at which the derivative of the semigroup is computed (in particular, near x = 0). To this term must be added the contribution preceding the first arrival. Since this does not contribute to the initial value at [n(x0)]/n we see as before that the initial value at x = 0 is a0. Let it now be assumed that x = k/ n < -x0, and consider the generating function of the number of steps of R(n) from \_n(x0 + fc/n)] to [n(x0 + (k+ l)/n)] before the first arrival at [nx0]. These steps may be partitioned into k disjoint sets, where the ¿th set consists of those steps which occur before the first arrival at [n(x0 + (k -i)/n)~\, but after the first arrival at [n(x0 + (k -i + l)/n)], and these sets obviously have an independent numbers of elements. The generating function of the number of elements in the ithset is evidently G¡(s) since the situation is the same as in the proof of Theorem 1.2. The generating function of the total number of steps is therefore Y\k = i G¡(s). We again introduce Laplace transforms by setting k = nx and s = e~A/". The result may be written L(x,n,A)=n(l-K1_e-,n) + 1).
The limit as n becomes large is easily found, for one has, even without the assumption that x = k/ n, lim L(x,n,X) n-> oo indicating that generator has the form yd2/ dy2 + d/ dy. For this generator, 0 is an entrance boundary and no boundary conditions may be imposed. It is then easy to see, as above, that the process must indeed be the diffusion with this generator. It remains to establish, however, that the higher dimensional limiting joint distributions exist and are those of a Markov process. Let X(x) denote a version of the limit process (if any) for 0 <; x ^ -x0, and let Txf(y) denote E(f(X(xx + x)) | A(x,) = y), 0 < xt < x, + x < -x0. Then it has been shown that Tx(e~Xy) = (-X + X2y)e~~Xy, and it follows by uniform limits that the distributions converge weakly (weak *) at each x. We consider now approximating Riemann sums, with subdivisions of length A, for the joint distributions in a product of intervals [/?,,;, ß2,,), ßi,i>0, 1 ^ i < fc, at parameter values 0 < x, < ••• < xk < -x0. When n is large, it follows as in the proof of Theorem 2.1 that the conditional probabilities
converge uniformly in (a, x) for a and x in intervals of length A bounded away from 0. In fact, the additional component of the process leading to the term + d/dy in the generator does not involve the initial value a, and since the limit distributions are known to be continuous in (0, oo) the asserted uniformity follows from that of the convergence in Theorem 2.1 and of L(x, n, X). It is therefore clear that the approximating sums are uniformly near to the actual joint distributions for all large n (and small A), and that their limits are the corresponding Riemann sums for the joint distributions of the required diffusion process. It is then seen by choosing A small that the joint distributions of the random walk sojourn processes
converge to those of the required diffusion process for 0 < x < -x0. Since the same argument shows the Markovian nature of the limit joint! distributions about x = -x0 the proof is complete.
2. The effect of the last section was to establish a weak convergence of the joint distributions of certain discrete Markov chains to the joint distributions of corresponding diffusion processes. It is well known that with a suitable change of parameter the joint distributions of the random walks from which these Markov chains are defined converge to those of Brownian motion, and it is therefore to be expected that the limit diffusion processes have a direct interpretation in terms of Brownian motion. To establish this interpretation, we strengthen the weak convergence of distributions to an a.s. convergence based on the construction of [10] . This necessitates two adjustments-first, the construction in [10] was possible only for random walks of step size 2~k, fc> 0, and second, it is necessary to change the scale of the step duration (i.e., the time parameter) as well as the size, and the durations leading to Brownian motion from steps of size 2~k are well known to be 2~2k. We review quickly some notation and basic material from [10] . Let Rk(nak), for each fc ^ 1, be the symmetric random walk with step size ßk = 2~k and duration otk = 2~2k. Let Mk, k ^ 2, be the mapping of the sample paths of Rk onto those of Rt_, determined by removing from each .Rfc-path all steps with values not of the form mßk_x, then removing all the remaining steps which are equal in value to their immediate predecessors, and finally reparametrizing the remaining sequence of steps by assignment of duration afc_, to each (3). The conclusion of [10] is that the Rk and Mk make up a projective limit probability space (Qoe, F^^^) on which the /(¿-paths (taken either as step functions or as polygonal lines) converge a.s. uniformly in all finite time intervals to the paths of a Brownian motion Roe(t), t 3ï 0, defined on (iîj.jF^^J. It is sometimes conceptually easier to view this construction in reverse, by starting with a Brownian motion process. The random walk Rk is then defined by reparametrizing the sequence of arrivals of the process on the lattice mßk, excluding "successive" repetitions. More explicitly, let the given Brownian motion process be denoted by Rx(t), and define inductively a sequence of stopping times T(n,k) by r(l,fc) = mf|lUO|è/?*,andr(n + l,fc) = inf :
Then, except on a set of probability 0, where some T(n,k) fails to be finite, we define Rk(nak) = Rm(T(n,k)) for all k and n. Regarded in these terms the next lemma is almost obvious. Definition 2. Proof. Let us first rephrase the lemma. For m > 0 and x > 0, clearly ßk~l V(k2,x) is the total number of arrivals of Rk2 at x before the (m+ l)th step of Rkl from bßkl to(b + l)ßki, while for (/b + l)/^ gxá 0 this number of arrivals is equal to ß^1 V(k2,x) + 1. Hence the lemma states that the total numbers of arrivals by Rk2 at x before the (m + l)th step of Rkl from bßkl to (b + l)ßkl, when multiplied by ßk2, form a martingale as soon as x is accessible for Rkl. A similar interpretation is evident for m = 0.
To prove the assertion, let there be given for some k2 5; max(K,k,) the quantities Rk2(ncck2) for all n between 0 and the integer ar which Rki completes its (m + l)th step from bßkl to (b + l)ßki (m > 0), (resp. first arrives at (3) We assume that for each Rk the set of probability 0 mentioned at the start of § 1 has been removed from the space. It should be noted that uk has no connection with the notation cto which is used to denote an initial value of a process. The number of arrivals of Rk2+1 at x is then a sum of ßk~lV(k2,x), (x > 0), or ßi/2 V(k2,x)+\, (x^O), conditionally independent and identically distributed random variables equalling the numbers of arrivals of Rk2 + i at x starting with each arrival of Rkj at x and before the next step of Rk2. These variables have the distribution of 1 + V, where V is geometrically distributed with generating function (2-s)-1.
Their expectation is accordingly 2, and since ßk2 p\2 + 1=2_1 the lemma follows upon taking the expectation over all (given) sets of values of Rk£na.kl) compatible with the given value of V(k2,x).
We are now able to prove an a.s. convergence sufficient for the present purposes. Proof. Since the random variables V(k2, x) for b, m, and kl fixed, are nonnegative and have bounded expectations, as is easily seen, it follows from Lemma 2.1 and a martingale convergence theorem that the limits \imk2^oe V(k2,x) exist a.s. If for a certain fc2 both V(k2,x) and Rk2(nak2), for the range of n considered in the proof of Lemma 2.1, are given, then S(kl,k2 + \,b,m,xßk2 + i) is the sum of ßl2V(k2,x),(x>0),orßk2 V(k2,x)+1, (x^O), conditionally independent and identically distributed random variables equalling the numbers of steps of Rk +i from x to x + ßk2+1 between the successive arrivals of Rk2 at x. These have the distribution of a sum of 1 + F independent Bernouilli random variables equal to 0 or 1 with p = £, where Fis independent of these and has the generating function (2 -s)_1. The generating function of this composite random variable is thus (1 + s)/(3 -s), and its mean and variance are 1 and {-. The conditional mean and variance of ßk2 + 1S(kuk2 + l,b,m,xßk21+l) are therefore \V(k2,x) and\ßk2V(k2,x), if x > 0, or ±V{k2,x) + ßk2+i and \ßk2V(k2,x) + ißi1+i, if x¿L0. Since Hßkl-1, it follows from the Borel-Cantelli lemma (slightly generalized) that a.s.
The convergence is extended to all b, m, ku and x by noting that only countably many possibilities are involved. The effect of Lemma 2.2 is to define for each kit b, and m, a limit process on the diadic rationals x 2; (b + 1)ßk (resp. x ^ bßkl). By using the arguments of §1 it will be shown that this process is the restriction to a diadic rational parameter of a diffusion process of the type considered there, although with a nondegenerate initial distribution in the case of m > 0. for any fc such that bßklßk2 ^ fc, whence the initial value may be taken at x0 = bßkl, and is accordingly 0. Definition 2.2. Let s(k1,b,m;x), x Sï 0, be defined as the extension by continuity of the process of Lemma 2.3 to all x ^ 0 whenever the former is uniformly continuous in all finite intervals of diadic rational x, and set s(kx,b, m;x) = 0 otherwise.
The conclusion of Lemma 2.3 is that s(k1; b,m;x),m> 0, is a diffusion process with generator yd2/dy2 + d/dy for 0 5S x < -(b + l)ßkl, and yd2/dy2 for -(b + 1) ßk ^ x, where 0 is an absorbing barrier. This process has a nondegenerate initial distribution, and to derive the process with initial value a0 > 0 fixed it is necessary to take a further limit in k±. Before doing this, however, we show that the present process is already a sojourn density process of the Brownian motion Roe(t) Definition 2. is a sojourn density process of Roe(t).
Proof. For the course of this proof we set (b + \)ßk{ = y. Let there be introduced the "approximate \ sojourn density processes" based on the random walks Rkz and defined as follows : The next theorem is the existence theorem for the sojourn density processes of Rx(t) corresponding to the limit distributions of Theorem 1.2 and corollaries. At first, the complete meaning of the random time intervals involved in defining these processes must be left partially open since it turns out that they are of the form°' in,f: T Tx M(-«.*o>(K.(T))dT>«0) and the existence of this derivative for all t has not been established here. However, if one refers to [12] or [14] for the existence of the derivative, it seems fairly clear from the start that the above is the correct interpretation. Proof. The proof is unfortunately rather complicated. We shall suppose at first that x0 and a0 are diadic rationals, which for large k allows us to avoid the "square brackets" notation, and that a0 is strictly positive. The main obstacle in the proof is to show that the limit T(x0,a0) exists a.s. If this be granted, then evidently R^Tfxo, <x0)) = x0 holds a.s. and the contribution to the sojourn times for t between T(x0, oc0) and T(k, x0ßk 1 -1, a0ßk x) vanishes outside a neighborhood of x0 tending to {x0} as k increases. However, the simplest way to prove the existence of T(x0,a0) seems to be by showing first, in essence, that the sojourn densities at x0 up to time T(k,x0ßkx -1, a.0ßll), which we shall abbreviate to T(k), converge to 2a0 a.s. Recalling that T(k) is the time of the a0ßk xth disjoint passage of Rx from x0 -ßk to x0, it is easy to see from the strong law of large numbers that there are a.s. asymptotically 2a0pYí passages of ^"(0 from x0 to {x0 ± ßk} up to time T(k). We wish to show that s(k,x0ßkl -LaopY1 ;0) converges to a0 a.s., and it is convenient to consider the total duration of the passages from x0 to {x0 ± ßk} (rather than only from x0 to x0 + ßk, or from x0 to x0 + ßk and from x0 = ßk to x0, etc.). Let D(kx,k2) denote the total duration of passages of R^t) from x0 to {x0 + ßk2) up to time T(kx). It will be shown that limk2_oeßk~ 1D(k1,k2) = 2s(fc,,x0pY11,a0pY11 ;0) a.s.; this last expression we shall abbreviate by 2s(kx), and that lim^.^ lim^^^ ßk~1D(k1,k2) = 2«0 a.s. Combining these results, one reaches the desired conclusion immediately (5) .
By Lemma 2.3, ßkl times the number of passages from x0 to x0 + ßkl up to time T(k¡) converges to s(kx)a.s. This clearly implies that ßK2 times the corresponding number of passages fromx0 tox0 -ßk2 up to time T(kx) converges a.s. to the same limit. When the number of passages from x0 to {x0 + ßkl) up to time T(kx) is given, their durations are independent and identically distributed, and are, in fact, independent of the given information altogether. It follows from [10, p. 222 and Theorem 3] that each of these durations has mean akl and variance less than fajf2. Therefore, the conditional mean of ßkl1D(k1,k2) converges to s(fc,) a.s., and the conditional variance of the same quantity is asymptotically not greater than §/?ft32 s(kx). It follows easily from these facts that iimfc2-oeft~1/J(fc1,k2) = 2s(fc1) a.s.
The other statement is less immediate. Let N(kx,k2) denote the number of (disjoint) passages from x0 to {x0± ßkl} by timeTifc,), and set M(kx,k2) = ßk2N(kx,k2). We suppose that M(k1,ki) is given, and compute the conditional mean and variance of M(kx, k2), kx<k2. If M(kx, k2) is also given, then A(k,, k2 +1) is the sum of N(kx,k2) independent and identically distributed random variables equalling the numbers of passages from x0 to {x0 ± ßk2 + i} during the N(k1,k2) respective passages from x0 to {x0 ± ßk2}. These numbers have the generating function (2 -s)-1 considered before, and in particular have mean and variance both equal to 2. Therefore, £(M(k,,fc2 + 1) | M(fc,,k2)) = M(kuk2) and E(M2(kuk2 + 1) | M(kx,k2)) -E2(M(kuk2 + l)\M(ki,k2)) = ^ßk2M(kx,k2).
Taking expectations over M(kx, k2) on both sides, we have E(M2(kx,k2+l))-E(M2(k1,k2)) = ißk2M(kx,kx), when the latter is given, and therefore, still given M(k,,fc,), ißtClM(k1,k1). From this it is seen that given M(k1,k1), N(k1,k2) has mean ßk2 M(k1,k1) and variance less than ßkl2ßklM(k1,kl).
The duration of each of the passages contributing to N(k1,k2) has mean ak2 and variance less than f a22, independently of M(k1,kl). In order to estimate D(k1,k2)v/e use the fact that such a sum Hvi=iU¡, where the V and U¡ are jointly independent, and where E(U) = m1, E(V) = m2, o2(U) = o2, a2(V) = c\, has mean mim2 and variance m\a\ + m2a\, as is easily shown by differentiating the composite function of the generating function of V and the Laplace transform of Ut. Setting H7j = ak2, m2 = ßf^Mikukx), <r2=2sa¡2, and a\ = ßk22ßk,M(kl,kl), we find that E(D(k1,k2)\M(k1,kl)) = ßklM(kuk1), and that the conditional variance is less than (a.k2ßki + ißl2)M(kl,k1).
Therefore, ßk2 D(kuk2) has conditional mean M(k1,kl) and variance less than (ßkl+ ißk2)M(k1,k1), and hence limj.^^ ßk2D(kx,k2) has the same conditional mean and varianceno greater than ßk, M(k1,k1). Since limki^xM(k1,k1) = 2a0 a.s., the Borel-Cantelli lemma implies as in Lemma 2.2 that lim^^lim^.^ßk~l D(kl,k2) = 2a0 a.s., as was to be shown.
It can now be proved that \imk_oeT(k)= T(x0,a0) exists a.s. and satisfies the assertion of the theorem. One notes first that \imsupkT(k) is finite a.s., for in the contrary case the total sojourn time up to time T(k) would be unbounded in k, which would lead to a contradiction with limt^oe s(k) = a0 a.s., in view of Lemma 2.3 and Theorem 2.1. Since s(k) is a monotone function of T(k) as k varies, it follows that whenever lim inf T(k) < T(kt) < T(k2) < lim sup T(k) then s(Acj) = s(k2). We now choose an s > 0 and distinguish two cases. If for a given path w there is a sequence k, with T(k¡) j lim inf T(k), while lim inf T(k) + e< lim sup T(k), then for fcf large there is an increase of 0 in the sojourn density at x0 during the interval (T(k¡), limsupT(k)), which has length at least s. If, however, lim inf T(k) + e < limsupT(fc) but there is no such sequence k¡, then the interval (liminfT(k), limsupT(k)) evidently has the same property. Both T(k), for any k, and liminfT(/c) are stopping times for Roe (t) and Aoe(liminf(r(fe))) = Roe(T(k)) = x0 a.s. for all large k. It will be shown by using the strong Markov property of Roe(t) that both of the above cases have probability 0. It is enough to show that the probability of an increase of 0 in the sojourn density of a Brownian motion Roe(t) at 0 during an interval (0,e), e > 0, is 0. This is shown in [12] , but it is also a consequence of the fact that the number of returns to 0 of Rk(nock), 0 ^ n ^ ea^1, when multiplied by (2eyll2ßk, has a distribution which converges to a truncated normal limit as k becomes large [7, p. 83]. From this, it is clear that the duration of the passages of Rm(t) from 0 to {+ ßk) up to time e + limr-,00Ltir(e) when multiplied by (2e)~i/2ßk has this same limit distribution, where Lk¡r is the "time lag" of [10, p. 221], and since limk^oelim,._a)L/tjr(e) = 0 a.s., [10] , one sees that the increase of the density at 0 cannot be 0 with positive probability. Letting e decrease to 0 one has liminf T(k) = lim sup T(k) a.s. and the existence of T(x0, a0) is proved.
As noted at the start of the proof, the sojourn densities before time T(x0,oc0) are thus identical with those before time T(k) for x outside a neighborhood of x0 which tends to {x0} as k increases a.s., and since the latter exist by Theorem 2.1 the former do likewise, and we have, therefore, proved the existence of s(x0,<x0;x), x > 0, as stated, except for the uniformity of the convergence near x = x0 and the representation of T(x0, <x0) as i(-«,,xo)(A«>00)dT > a0> but under the restriction that x0 and a0 are diadic rationals with a0 > 0. From the existence of the sojourn density 2s(x0,a0;x) for x > 0 follow its existence at x = 0 as a right derivative and also the fact that this derivative equals 2a0 a.s. But by applying the same result to the process for x < 0, by using the symmetry about x0 following the first arrival there, one sees that the left derivative has the same value a.s., and hence 2s(x0,a0;x) exists as a sojourn density up to time T(x0,a0) for all x a.s., and is a combination of two diffusion processes with oppositely directed parameters x 2: 0 and x ;£ 0, and initial value 2a0. The fact that the "initial increase" of the sojourn density of Brownian motion at the starting point is a.s. strictly positive leads easily to the representation of T(x0, a0) as the inf. of t for which the sojourn density exceeds 2a0 at x0. In the contrary case, one could let T denote the inf. of t for which the derivative for the sojourn density at x0, taken only with respect to the sequence of differential quotients with increments ßk, existed and was at least 2a0, and Twould clearly be a stopping time for Roe(t) for which, by hypothesis, P{T< T(x0,a0)} > 0 would hold. There would then be with positive probability a positive increase in the density during (T,T(x0,a0)) in such a way that the density up to time T(x0, <x0) could not be 2a0.
To remove the restriction of x0 to diadic rationals one may choose x¡ such that \xt\ < e, x¡ < 0, and x0 -xt is a diadic rational. It is evident from Theorem 2.1 that the maximum of the sojourn density up to the first arrival at x¿ becomes small with e (even if x¡ is not diadic rational), and the theorem in this case follows by its application to the process following the first arrival at x¡. The uniformity of convergence near x = x0 will follow if it is shown that the maximum of the sojourn density added during the interval between T(k) and T(x0,oe0) becomes small a.s. as k increases. This density is of course a diffusion process of the type considered with initial value 2|s(fc) -a0|, and the maximum tends to 0 along with the initial value, being a monotone function of it for s(k) ^ a0, and for s(k) < a0, considered separately. Lastly, to remove the restriction of a0 to diadic rationals, one has only to choose xlti\oi0, cc2,,4ao> where au and a2 ¡ are diadic rationals, and use the now apparent convergence of T(x0, a, ¡) to T(x0,a2>¡). In this way the proof of Theorem 2.2 is concluded for <x0 > 0. In the special case inf --f ' 2 dx J0 of <x0 = 0, it is evident that T(x0, a0) becomes the first passage time to x0. Theorem 2.2 is then an immediate consequence of Theorem 2.1 with m = 0, coupled with the preceding remarks to remove the limitation of x0 to the diadic rationals.
A disadvantage of Theorem 2.2 from the standpoint of disclosing the general behavior of the sojourn densities is that, except in the trivial case x0 = a0 = 0, the expectation of T(x0,cc0) is infinite. The theorem, therefore, does not give very direct information about the densities in short time periods. A better idea is provided by considering the process up until the first arrival in {+ x0}. This case is easily reduced to the former. Let Tdenote the first passage time of Rx(t) to {±1}, and consider the conditional distributions of f(x,T,w)
given that P-oe(T) = -1. For -1 :£ x ¿ 1, since this condition is imposed at an endpoint, it does not destroy the Markovian property, but the conditional process is no longer homogeneous in -l^x^O or in Ogx^l. Let P-,(y<,x,; y2,x2), -1 g xt < x2 Ú 1, denote the conditional transition density of f(x, T, w) given that RX(T) = -1, where the existence will be shown immediately. Letting p and P denote probability densities and probabilities, respectively, we have P-t(yi>xi; y2,x2) = ABC-1 where To compute the probabilities P(/(l, T(-1,0), w) = 0\f(x" T(-1,0), w) = y¡), i'=l or 2, for -1 :£ Xj < x2 ^ 0, it is only necessary to use this transition function as in the previous case to determine the conditional distribution in y of f(0, T( -1,0), w), multiply by e~y, and integrate over y. The resulting formulas will not be written down-it is clear that what has been said is sufficient to determine P-i(}'i,x1;y2,x2) completely. The transition density p1(y1,x1;y2,x2) of f(x, T,w) given that RJ(T) = 1 is derived from p-1(yi,x1;y2,x2) by using the symmetry of the process Rx(t) about 0. This leads immediately to the relation Pi(ji.^i;y2,x2)^p-i(j1, -x2;yu -xl)p_l(0,-l;y2, -x2)P~i(0»-l;j'i> -xt).
Since we have P{R00(T) = -1} = PiR^T) = 1} = J, the joint distributions of f(x, T,w), -1 gj x ^ 1, are determined as \ times the sum of the corresponding conditional joint distributions, and are thus completely known.
3. The purpose of this section is to derive from Theorem 2.2 the existence and certain properties of the sojourn time densities/(x, t, w) for fixed t. exists as a derivative for all x and t, and is continuous in (x, t).
The proof of this theorem will be completed following a derivation of an estimate for maxxf(x, t,w). For the present we prove only that, for fixed t, the derivative defining/(x, t, w) exists and is continuous in x, -oo < x < oo, a.s. We shall use the known fact that the derivative defining/(0, l,w) exist a.s. [12; 14] , although this also can be derived by the present methods (see §4). Let us set S(t,a) = {w:i< 7(0,a)} (from Theorem 2.2). Then S(t,a) is nondecreasing in a, and since it is easily seen from the proof of Theorem 2.2 that lima^oeT(0,a)= oo a.s., it is clear that lim^^ P(S(t,a)) = Í. Suppose that Roe(t) and /(0,i,w) are given, and let s*(x0,a0;x) be the replica of s(x0,a0;x) generated by the conditional Brownian motion process Äm(i + x) -Roe(t), x^0. Theorem 2.2 implies that s*( -R^t),« -|/(0, t, w);x -Rx(i)) on S(t,a) exists, is \ of a sojourn density, and is continuous in x a.s. with respect to the conditional probability. Therefore the same process exists and is continuous in x unconditionally a.s. on S(t,a), when Rx(t) and/(0,t,w) are determined by R^x), 0£t^/. Hence there also exists on S(t,a) the process jf(x,t,w) = s(0,a;x) -s*(-R^i),« -^/(0,r,w);jc-2Uo) and it is continuous in x a.s. Letting a become large, the assertion follows.
The next aim is to estimate the distibution of maxxf(x, t, w). Since we are concerned only to show that the probabilities of large values are sufficiently small, it will be enough to make the estimate under the condition Rx(f) -0, it being evident that this conditioning increases P{maxxf(x, t, w) > y} for each y>0 (see note 6 below). It will also be assumed at first that a = 1/(0, t,w) is given. Defining the conditional probabilities by a method used in [12] , the quantity to be estimated equals limA_0P(maxx/(x, f, w) > y ¡ for some t' e(t, t + A),Rx(t') = 0 and 1 /(0,r',M') = a). We first show that P(T(0,a) = r|if(0,t,w) = a and RJf) = 0) = 1. It has been seen in the proof of Theorem 2.2 that P{i/(0, t,w) = a for some t > T(0,a)} = 0, and therefore, P (for some t" < t, 1/(0,t",w) = oc| for some í'e(í,í + A), Roe(t') = 0 and 1/(0, í', w) = a) = 0. Letting A approach 0, the assertion is evident. It is now clear that if s(0,a;x) is considered as a function of x, -oo < x < co, as suggested in the proof of Theorem 2.2, then one has the relations Phnax f(x, t,w)>y\RJt) = 0and 2 /(0, r, w) = a) = P ( max 2s(0, a ; x) > y | 2 s(0, a ; x)dx = 11 = limP|max2i'(0,a;x)>y| 2s(0,a;x)dxe(t,i + A))
Let M(a) denote maxJ[go2s(0,a;x), and 1(a) denote j™x 2s(0,a;x)dx, so that the last term above is bounded by 2P(M(a) > y | /(a) = i) = lim 2P(i(a) e (t, t + A) | M(a) > y)P{M(a) > y}P~1 {1(a) e(t,t + A)}.
In the first place, since the process s(0,a;x) has no drift, comparison with a Brownian motion process immediately shows that P{M(a) > y} = ay-1. We do not propose to determine the ratio of the remaining two probabilities exactly, but merely observe that if (i, t + A) were replaced by (i, 2i) for A < í the ratio would be increased. Using the known distribution off(0,t,w)
[Levy, 12, (39), p. 316] one has P{I(a) e (i, 2i)} = P{/(0, t, w) < 2a} -P{/(0,2r, w) < 2a}
As concerns P(I(u) e (t, It) | M(a) > y), one can derive a bound by comparing s(0,a;x), x ^ 0, with a Brownian motion and using the reflection principle argument of Désiré André. Under the supposition that M(ct) > y and 1(a) < 2t hold, there must be a passage from y/2 to y/4 by the process s(0, a;x) within a parameter interval of length 4/y"1 "following" the first arrival at y/2. Since the infinitesimal generator of s(0,a;x) is zd2/dz2 = (d/dm)d/dz, where m(z) = ln(z), [6] , it can be seen from the interpretation of m(z) as a "speed measure", the speed of the process increasing at larger values, that the probability of such a passage is less than it would be for a passage from y/2 to 3y/4 in the same interval, which in turn is less than that of the same passage for the process with generator (3y/4)d2/dz2. This process can be written as X(3yt/2) where X(t) is Brownian motion, and its probability of reaching 3y/4 from y/2 before time 4ry_1 is 1/ y/(3nt) f^4exp(-x2/ 12t)dx. Combining all of these estimates, we find that P max f(x, t, w) > y < 2P |max f(x, t, w) > y \ RJt) = 01 (3.1) a jV/4V(6f)e *2,2dx < 2E l y J^a/vane dx where the expectation is over a and must be taken with respect to the conditional distribution of 2 ~ 1f(0, t, w) given that Rx(t) = 0. This distribution has been found by P. Levy, who showed that
, where /(0, t, w) has the same distribution as "N/(7t/2)S(0", as is also shown there). If we estimate the ratio of the terms involving a in (3.1) by separating the integral into parts corresponding to the intervals (0,^/r) and (^/i, oo), replacing the denominator by the smaller quantity af 1/2(2-%/2)exp (-2a2i_1) in (0, y/t), and using the standard inequalities for the normal distribution [7, p. 166] to bounditfrom below by^(204 _1exp( -a2t_1) in (^r, oo), it follows that this expectation is less than Cyjt for a constant c < 10. Applying the other half of the normal inequalities to the resulting function of y in (3.1) we find that for a constant K < 200, (3. 2)(6) p{max/(x,f,w) > y)< Kty'2 exp (-(y2(192i)_1 ) ).
This is the required estimate. The proof of Theorem 3.1 is now completed without difficulty. Choosing a large number B, we subdivide (0, B) into subintervals of length B/n, and note that
As n becomes large this approaches 0, and it is evident that if S is a countable dense set in (0,B) then since the existence and continuity in x of f(x,t,w) for teS a.s. may be assumed, f(x,t,w) is a.s. both jointly continuous in x and te S and continuous in t e S uniformly in x. Let it be assumed, for purposes of showing that the corresponding event has probability 0, that (x0, t0, w) is a point at which either the derivative/(x, i, w) is not defined, or at which f(x,t,w) is defined but not continuous in (x,t). In the first instance there exist sequences of sojourndensity-approximating differential quotients approaching either oo or two different values at (x0,i0). By choosing í, <í0<r2; íj,í2eS; í2 -r, small, and considering the corresponding quotients at (x0,t¡,w),i = 1 or 2, using the monotonicity of each quotient in t and the continuity of their limits (for fixed t in S) a.s., it seen that the first instance represents a set of probability 0. In the second instance, having established the existence of f(x, t, w), one selects r, and i2 as before and observes that outside of a set of probability 0 one has f(x,tx,w) ^f(x,t,w) ^f(x,t2,w) while/(x,t2,w) -f(x,t1,w) < e and both terms are continuous in x. It follows from this that/(x, t, w) is continuous in (x,r), and the proof of Theorem 3.1 is complete.
4. In this section attention is returned to the random walks Rk(notk), and the convergence of their discrete "sojourn density processes" to f(x, t, w) on V^GO> ** GO'"* OO'* (6) A further remark concerning the use of the hypothesis that Roe(t) = 0 is in order, since no proof has been indicated for the assertion that an upper bound for P{maxx f(x, t, w) >y\ derived under this hypothesis is also an unconditional upper bound (although this is clear intuitively). It is possible, in fact, to carry out estimates analogous to those given here but under the condition that Rx(t) = b, and then take an expectation in b. What is to be shown is thatfk(x, t, w) converges to/(x, t, w). It is first necessary to transfer the estimate of maxxf(x,t, w) to an estimate of maxxfk(x, t, w).
Lemma 4.1. For k > K(t) sufficiently large, pjmaxA(x,f,w)>yj <KVy~2exp(-(y2 (K2ty1)) where Kx and K2 are fixed constants.
Proof. It is obviously sufficient to prove the lemma for t of of the form nak. Let the quantities Rk(mctk), 0 ^ m Sj n, be given, and for r ^ k let sk^,(x, t, w) denote ßr(S~(k,r,t,i) + S+(k,r,t,i)) for iß, ^ x < (i + l)ßr, where S±(k,r,t,i) are, respectively, the numbers of steps of R, from iß, to (i ± l)ß, up to the time when Rk completes its first n steps. Under these conditions it is clear that, for x of the form ißk, sk¡r(x, t, w) is a martingale in r 2: k, and the martingale convergence theorem applies to yield that lim,^00sk>,(x,t,w) exists a.s. In fact, str is directly analogous to Mkuk2 in the proof of Theorem 2.2. Let x = ißk be a point at which fk(x,t,w) attains its maximum, and let 7 be the time at which Roe(f) completes the nth consecutive disjoint passage of a distance ßk. It will be shown that with (conditional) probability at least \, for k > K(t) sufficiently large, the inequalities which is determined by the given data, and that this limit is independent of lim,_co2ß,S+(k,r,t,xß,~1). Letting m* become large, the assertion follows. By the proof of Theorem 2.2, sk,(x,t,w) has (conditional) variance less than [October ßkskyk(x,t,w) and the same, therefore, holds for/(x, T, w).TheTchebycheff inequality implies that Dfl/v t \ t * \\^ i Jlsl,k (x,t,w)
P{ \f(x, T,w) -sktk(x,t,w)\>s} <-•--, and, therefore, setting b = §sM(x, t, w) when k is large, the inequalities fk(x,t,w) < 2sktk(x,t,w) < 3/(x, T,w) hold with probability near to 1. Finally, letting n and fc increase with t fixed, the central limit theorem shows that T (depending on (n,k)) regarded as a sum of n (conditionally) independent random variables (1st passage times), is asymptotically normally distributed with mean t, and hence that P{T < t} > J holds for large fc. The inequalities (4.1) are therefore proved, and the lemma follows. Using this lemma, we are in a position to prove the intended theorem Theorem 4.1. IFiin probability 1, limk^xfk(x, t,w) =f(x,t, w) uniformly in (x,t)for t in any finite interval.
Proof. The method of proof is as follows. We assume that for a large constant C it is given that maxxfk(x, t, w) < C, where t has the form nak, and consider for x of the form mßk the total sojourn time period of Rx during steps of Rk from x to {x + ßk} in the first n steps, which we denote by Sk(x, t, w). The main point is then to estimate P max | skk(x, t, w) -ßkl Sk(x, t, w) \ > e .
It is shown that this is sufficiently small to conclude, after using Lemma 4.1 to remove the conditioning by C, that as fc increases maxx | sk¡k(x, t, w) -ßkl Sk(x, t, w) | converges to 0 a.s. It is not very hard to realize that sk:k(x,t,w) -fk(x,t,w) converges to 0 and that /?t_1St(x,i, w) converges to f(x, t, w), from which the theorem follows.
Turning to the details, let it be given that maxxfk(x, t,w)<C (for a t of the form nak) so that, for x of the form mßk, skk(x,t,w) < C + ßk holds. The essential observation is that the distribution of skk(x, t, w) -)SÄ_1St(x, t, w) is identical with that of ßkl lim^n Lkr(ßkskk(x,t,w)) where Lk,r(-) is the "time lag" between Rk and Rr, as defined in [10] ,and where Lkr(') and sk:k(x,t,w) ave independent.
This fact is clear from the definition of Lkr(-). To show that is small enough, however, it is not sufficient to use the methods of [10] , based only on the variance of Lk<r. Instead we shall need the central limit theorem for large deviations [Cramer, 2] . To justify this application we note first that limr_oe Lk<r(ßksk,k(x, t, w) is (conditionally) a sum of ßk1skk(x,t,w) independent and identically distributed random variables with mean 0 and variance less than foe2 -a fact used above in another context. It must be shown that for some a > 0 these variables satisfy Cramer's condition £e"'*' < co. But since they are merely the 1st passage times of R^ from x to {x ± ßk}, centered at their expectation, their exact distribution is well known [11] , and the condition is obviously met. The theorem on large deviations now yields that for e > 0, £(ßksktk(x, t, w))~1/2 < ßk"skk(x, t, w)x, and 0 < a < 1/6, Pi | Sk¡k(x, t, W) -ßk l Sk(X, t, W) | > £ j < 1 -(f> (E(ßkSk>k(x, t, W) )~112) where (¡> is the normal distribution. Under our hypotheses this probability would only be increased by setting skJi(x,t,w) = C + ßk, which yields the conclusion that for Ck ^ ßky,y > (1 -2a)(l + 2a)"1, p{ | hjfc, t, w) -ßk~ ^(x, t, w) | > ej (4.2) .
ßk(C + ßk)112 ej(2ii)^( -(e'Vß^ + ß,))-1)).
The only values of x for which sktk(x, t, w) does not vanish are those for which | x | ^ max0gT<t| Rk(r)\ holds, and for this maximum the usual reflection principle argument shows that for N large eV(271)
The sum is clearly finite, proving that for t fixed sk¡k(x, t, w) converges uniformly to ßklSk(x, t, w). The restriction on t can be removed by noting that if each summand in (4.4) is multiplied by [tat_1], corresponding to the number of discrete values of i' < t which need to be considered, the result remains finite. A more natural method, however, is to use the fact that, for t' = muk, sk¡k(x, t, w) -ßklSk(x, t, w) is a martingale in m, as is clear from [10] (or directly). For large k the variance is small for m ^ tctk 1, and the extension of conver-gence to all t' = makfi t is completed by a conditional "reductio ad absurdum" in the standard way. It has thus been established that for each t lim max \sk¡k(x,t',w) -ßk~iSk(x,t',w)\ =0
fc-»oo x,t' = matl<t a.s. It remains to prove the analogous statements for | sk k(x, t, w) -fk(x, t, w) | and for \ßk1Sk(x,t,w)-f(x,t,w)\. Using the central limit theorem for Bernoulli trials (DeMoivre-LapIace) one finds that for large k and D > 0,
<p being the normal distribution. Combining this with the bound of Lemma 4.1 and the fact that skk(x,t,w) -fk(x,t,w) is a martingale in m for t = mak, the first statement is immediately evident as in the previous case. The second statement requires more delicate treatment, because the time spent in (x -ßk,x + ßk) during passages of Roe(t) from x + ßk "back to x" is not included in Sk(x, t,w) and these periods have a somewhat different distribution than those during passages from x to {x ± ßk}, which are entirely spent in (x -ßk, x + ßk). One is led to consider the passages from x to x + ßk and from x + ßk back to x only, treating those from x to x -ßk separately by the same method. Let Zk(x,t,w) denote the sojourn period of Roe in (x,x + ßk) before time t during the successive disjoint passages from x to x + ßk, where from x immediately upon reaching x + ßk the process begins a "passage from x + ßk back to x" (thereupon, after reaching x, beginning a new passage from x to x + ßk, etc.) and let Zk(x,t,w) be the analogous period during passages from x + ßk back to x. Also, let T(n,x) be the time of the nth return to x from x + ßk in this alternation. Then Zk(x, T(n,x), w) -Zk(x, T(n,x),w) is a sum of n independent and identically distributed symmetric random variables each with variance less than 4 a,2/3. Since the number of passages from x to x + ßk by time T(n,x) is equal to n, Lemma 4.1 and [10] show that for t of the form nak,ak1^ n, piminTKV) < lim Lk¡r(t)\ = p[maxfk(x,t,w)> 2ßk1\
Combining this with Tchebycheff's inequality and [10, Theorem 2] we find that for large k and <5 > 0, From the uniform convergence of the time lag Lk,(i) to 0 a.s. when k and r become large and O^t'^t, which is proved in [10] , one readily sees that the time of the (a¿"V)th step of Rk, which figures in the definition of Sk(x, t',w), converges uniformly to t', 0 ^ t' ^ t, and from the continuity of/(x,i,w) it is clear that the quantity ßkl(Zk (x,t',w)+ Zk (x -ßk,t',w)) converges uniformly to ßkl Sk(x,t',w) a.s., -oo < x < co, 0 ^ t' ^ t. By the same continuity, thequantity(2p\)"1(Z¿Yx,í',w)+ Zk+(x -ßk,t',w) + Zk(x,t',w) +Zk~(x-ßk,t',w)) converges uniformly a.s. to f(x,t',w). By (4.7) it is evident that the second quantity is uniformly near the first when k is large, and the proof is complete for t of the form n*ak (for all k). But this obviously implies that the theorem holds as stated.
By application of Theorem 4.1 we shall construct all diffusion processes on the real line in an interval of their regularity, and with absorbing barriers as endpoints (in the case of accessible endpoints). If the interval is (a,/?), -co;Sa<0<p1g + co, as may be assumed, then after a change of scale the process is determined by an infinitesimal generator in the form of a generalized differential operator (d/dm)(d/dx),
[6], operating in an appropriate space of continuous functions on the image (a, b) of (a,ß), -co g a < 0 < b 5Ï co. Here m(x) is a strictly increasing right continuous function on the interval (a, b), and conversely, any such function gives rise to a unique diffusion process on (a, b) with no "drift" and with absorbing barriers at the accessible endpoints.
The construction could be based directly on the functions fk(x, t, w), but it is more natural to replace them by functions hk(x,t,w) defined as follows: Definition 4.2. Let hk(x, t, w) = ßk(S(t, i) + Q(t, i)), ißk g x < (i + l)ßk, where Q(t,i) is the number of steps of Rk from (i + l)ßk to ißk in the first [o^1*] steps, and S(t, i) is introduced in Definition 4.1.
Since \hk(x,t,w) -fk(x,t,w)\S ßk holds without exception, it is clear that Theorem 4.1 applies essentially to hk(x, t, w). For a given function m(x) of the type considered, let there be introduced the "time parameters" Tk(t) = 2~1\ hk(x,t,w)dm(x), and Toe(t) = 2~1j f(x,t,w)dm(x).
Further, let 7 denote inf, :RO0(t)f(a,b), where 7= co is permitted. It is evident from Theorem 4.1 and the continuity of Rm(f) that the limit limk_ xTk(t) = 7oe(i) holds a.s., for all t in [0, 7) and uniformly in [0, c] for all c < 7, and that 7^(0 is a monotone continuous mapping of [0,7) onto [0,7oe(7)). It follows from the uniform convergence of Rk to R^ that limk^oe Rk(Tk(t)) = Roe(Tx(t)) for all t in [0, T) a.s., uniformly in [0,cj for all c < T. According to a theorem of Ito and McKean [8] , the process #*(r*) defined by R*(i*) = RJt) for t* = Tx(t), 0<t*<Toe(T) if such t exist; 0 otherwise, is the required diffusion process with initial value 0, generator (d/dm)(d/dx), and an absorbing barrier at each accessible endpoint. In order to derive R*(t*) as a uniform limit of processes R%(t*) depending only on the random walks Rk, define Rt(t*) = Rk(nak) where n is determined by the inequalities Tk(nak) ^ t* < Tk((n + l)at). Then from the assumption t* = Toe(t) follow the inequalities Tk(n(t)<xk) ^ Tx(t) < Tk((n(t) + IK), and since Tw(t) is strictly increasing it is easily seen that limk^aa(n(t)ak -t) = 0 a.s. for all t<T, and consequently, that lim^R*^*) = jR*(í*) a.s., for all t* < TX(T) and uniformly in [0, c] for c < Toe(T).
A final consideration is warranted for the sojourn density processes corresponding to Rto(t*)-In order to avoid irrelevant complication, we shall assume that a ■= -co, and b = + oo, which implies that both endpoints are inaccessible. Then it is clear from the definition of Toe (2) s(x0,a0;x) = ¿^rl *(-•»,») Rt>(^))dî s identical with that of Theorem 2.2 a.s. For a fixed /, however, the sojourn density of R%(Toe(t)) with respect to 2_1<¿m(x) is the same as that of Rx(t) with respect to dx, and in going from one to the other the change of time scale from t tc Tx(t) cannot be avoided.
As an application of these facts, we consider the radial component Y(t) of a Brownian motion in N > 1 dimensions. This is known to be a diffusion process for which rVf p,™^ = -vèm\y~le~''"dp holds. Using this and the spacial homogeneity of Brownian motion, it can be shown that the generator of this process is \(d2/dr2) + ((N-\)/2r)\(d/dr). With this generator as starting point, we cannot apply the preceding analysis directly because of the presence of a "drift" in the positive direction, implying that the generator does not have the form (d/dm) (d/dx). However, if a change of scale is introduced by the transformation z =f(r), where f is a solution of (}(ô2/ôr2) + ((N-i)/2r)(ô/ôr))f=0, it is known that the generator assumes the required form. We shall consider only the case N > 2; the case N = 2 may be treated similarly but requires special formulas. The new feature of this representation is that it presents the total sojourn time as a stochastic process with parameter i\. For r1 fixed, the distribution of this random quantity is completely given in [1] . Let us remark, finally, that in [1] it is shown that for JV > 2 the distribution of the total sojourn time in a sphere of radius rl is identical with that of the first passage time to the sphere of radius í-j in dimension N-2.lt is to be noted here that this first passage time may be represented for JV > 4 by letting r2 = r, and r0 = 0 in (4.8), which gives the expression (4.10) T 2((/V -4)(x + r^N~4\N -4)-1))-2-2/(N_4) X(x)dx.
Using the easily verified facts that £(A(x)) = x and E(X(x1)X(x2)) = x,(x2 + x,) it can be shown directly that the first two moments of the distributions of (4.9) and (4.10) are the same. To verify directly the identity of the two distributions, however, remains an open problem.
