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Abstract
The inverse problem under investigation consists of the boundary data completion in a
deoxygenation-reaeration model in stream-waters. The unidimensional transport model we deal
with is based on the one introduced by Streeter and Phelps, augmented by Taylor dispersion
terms. The missing boundary condition is the load or/and the flux of the biochemical oxygen
demand indicator at the outfall point. The counterpart is the availability of two boundary
conditions on the dissolved oxygen tracer at the same point. The major consequences of these
non-standard boundary conditions is that dispersive transport equations on both oxygen tracers
are strongly coupled and the resulting system becomes ill-posed. The main purpose is a finite
element space-discretization of the variational problem put under a non-symmetric mixed form.
Combining analytical calculations, numerical computations and theoretical justifications, we try
to elucidate the characteristics related to the ill-posedness of this data completion dynamical
problem and understand its mathematical structure.
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1 Introduction and setting of the inverse problem
The analysis of the oxygen household conditions is central in the water quality modeling. Aquatic
life and ecosystem are strongly dependent on the oxygen content of stream-waters. The oxygen
balance is governed by the deoxygenation-reaeration problem which is composed of two dispersive
transport scalar equations. One involves the biochemical oxygen demand (BOD) concentration and
the other is the dissolved oxygen (DO) density. After the mixing length is over practitioners may
have good reasons for considering one dimensional models. Our investigation is actually based on
oneD problem. Throughout, we denote I = (0, L) the curvilinear representation of the stream-
water and T > 0 is a final instant. We use the symbol x for the curvilinear abscissa and t stands
for the time variable. The linear dispersive transport system describing the oxygen balance reads
therfore as
∂tb− (db′ + vb)′ + rb = f in I × (0, T )
∂tc− (dc′ + vc)′ + r∗c+ rb = g in I × (0, T )
db′(L, t) = dc′(L, t) = 0 in (0, T )
b(x, 0) = b0(x), c(x, 0) = c0(x) in I.
(1)
The longitudinal dispersion coefficient d, the average flow velocity v and the parameters of reaction
rates (r, r∗) are all in L
∞(I). Moreover d, r and r∗ are positive and are assumed to be piecewise
continuous on I. The dispersion parameter is also bounded away from zero. There exists a constant
d > 0 such that d(x) > d. We assume also that r(x) > r > 0. The space-time dependent
function b denotes the biochemical oxygen demand concentration and c is the dissolved oxygen.
One dimensional models are currently used when one is interested in the downstream dispersion
and propagation of an accidental pollution (see [15, 5, 10]). The term rb appearing in the transport
equation on c is the depletion of oxygen. This oxygen fraction is necessary to the micro-organisms
to oxidize the excessive biodegradable matter in the water. Let us point out that if the dispersion
terms are canceled in both transport equations, we obtain the famous Streeter-Phelps model (see
[19]).
Zero Neumann boundary conditions at point x = L say that there is no polluting flux downstream.
When every thing is known, suitable boundary conditions are given at the outfall point (x = 0) on
both concentrations b and c. They may have the following form
b(0, t) = η(t), −dc′(0, t) = 0 in (0, T ). (2)
No oxygen supply occurs at the outfall point x = 0 and the polluting load at that same point is
known and fixed to η(·). Most often they are of Neumann type,
−db′(0, t) = γ(t), −dc′(0, t) = 0 in (0, T ). (3)
This tells that a polluting flux γ is taking place at (x = 0). That flux may have various causes.
It may for instance be originated from an accidental spill upstream of the river portion under
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investigation or may be the result of drainage of fertilizers from farm fields. Notice that we are
interested in the health state of the river portion downstream. From the modeling point of view,
it sounds reasonable, although not necessary from the mathematical view, to consider that the
advection velocity is such that v < 0 at least at the vicinity of x = 0. The river flow then inside I
at x = 0.
The direct system (1) and (2) (or (3)) is weakly coupled. It is in fact triangular and can be studied
using well known tools from the theory of parabolic differential equations (see [16, 14]). The specific
fact here is that, in real-life situations, measurements on the polluting load η or flux γ are too hard
to obtain. In the contrary, recording the values of c at the border is easy and may be realized
instantaneously. Conditions (2) (or (3)) are therefore replaced by both Dirichlet and Neumann
conditions on c,
c(0, t) = α(t) − dc′(0, t) = 0 in (0, T ). (4)
The effect of the modification of the boundary conditions on the problem is dramatic. The nature
of the problem is entirely altered. With (3), it was well posed, with (4) it becomes ill-posed. It
was weakly coupled, it becomes strongly coupled through the boundary conditions. It was a direct
problem it becomes an inverse problem. One has for instance to reconstruct the polluting flux γ
from a supplementary Dirichlet condition on c at x = 0.
The study realized for this inverse problem in [1] provides a brief illustration of the instability of
the (hypothetic) solution with respect to the data. We propose here to conduct a deeper investiga-
tion, in Section 2 to accurately quantify the ill-posedness degree as defined in [22]. Understanding
the mathematical structure of this dynamical system becomes troublesome. An identifiability result
has been proved in [1]. Calling for the open map theorem in a suitable framework, one concludes
that a by-product of the instability and the uniqueness is that the existence of the solution can
not succeed for arbitrary data. The purpose here is to realize a space approximation of the inverse
problem (1) and (4) by a finite element method. The semi-discrete problem turns out to be a
differential algebraic equation. We check out how it is affected by the ill-posedness. In particular,
the existence issue is tackled frontally owing to the Weierstrass-Kronecker canonical decomposition.
This is the subject of Sections 3 and 4. In Section 5, we suggest a full discretization by advancing
in time using the Euler scheme. We discuss some issues about the properties of the full discrete
problem. To end, we present in Section 6 some numerical experiences to assess the computing
devices we use in the simulation of the inverse problem we deal with.
2 Ill-posedness degree and Uniqueness
A wide literature exists dealing with the direct problem (1) and (3) in both theoretical and com-
putational registers. To our opinion, putting aside the non-linearities not provided here, the most
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important feature that has been studied has to do with the influence of the Pe´clet number on the
numerical simulations (see, eg, [18]). The specific issue we are confronted to in this work is related
to the redundancy of the boundary condition on the concentration c at x = 0 to compensate the
lack of conditions on the density b. With this respect, the dispersion plays a preponderant role in
the complications arisen in the mathematical handling of the inverse problem. We will therefore
exclusively focus in this effect. As shown in [1] and this will be confirmed along this work, the study
is far from being easy to achieve and we thus prefer to switch off any further causes of technical
difficulties so as to stress on the central issue.
The ill-posedness of the problem has been briefly illustrated in [1]. We here intend to accurately
evaluate the ill-posedness degree, as defined in [22], at the cost of a more complete investigation.
We accomplish this study when the physical parameters are all constants. According to the remark
made above, the main point is the incidence of the dispersion. To simplify, one may get rid of the
advection. Indeed, as well known in the theory of Sturm-Liouville operators, there is a suitable
transformation that allows to hide the advective term. In addition, the most important feature is
concerned with the sensitivity of the reconstructed flux γ(·) in (3) with respect to the measures
α(·) in (4). To alleviate the exposition, we fix (f, g) and (b0, c0) to zero. This is not a restriction to
generality. Henceforth, we assume that v = 0 in both transport scalar equations on b and c. Since
we intend to use Fourier series we put L = pi to alleviate the calculations. We therefore consider
the pure dispersion-reaction problem
∂tbγ − db′′γ + rbγ = 0 in I × (0, T )
∂tcγ − dc′′γ + r∗cγ + rbγ = 0 in I × (0, T )
db′γ(pi, t) = dc
′
γ(pi, t) = 0 in (0, T )
−db′γ(0, t) = γ(t), −dc′γ(0, t) = 0 in (0, T )
bγ(x, 0) = 0, cγ(x, 0) = 0 in I.
(5)
The polluting agent is the flux γ(·). The right one to recover is the one that yields the observations
α(·). It is thus solution of the following reduced equation
(Sγ)(t) := cγ(0, t) = α(t) in (0, T ). (6)
If γ(·) is given then the direct system (5) is triangular and has a unique solution (bγ , cγ). The linear
operator S is well defined and maps continuously L2(0, T ) into L2(0, T ). Using Fourier series in (5),
S can be expressed as a convolution operator. Indeed, assembling the dispersion-reaction equation,
the boundary and the initial conditions on bγ , then solving the well-posed resulting problem, one
obtain that
bγ(x, t) =
1
pi
∫ t
0
γ(s)e−r(t−s) ds+
2
pi
∑
k≥1
(∫ t
0
γ(s)e−λk(t−s) ds
)
cos(kx).
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The sequence (λk)k is given by λk = dk
2 + r. In the other hand side, gathering the equation on c
and due to the Neumann boundary and initial conditions it may be stated that
cγ(x, t) =
r
pi
∫ t
0
γ(s)e−r∗(t−s)
[
1− e−(r−r∗)(t−s)
r − r∗
]
ds
+
2r
pi
∑
k∈N
(∫ t
0
γ(s)e−µk(t−s)
[
1− e−(r−r∗)(t−s)
r − r∗
]
ds
)
cos(kx).
Here, we have µk = dk
2+ r∗. Now, considering cγ(0, t), this formula yields the convolution form of
S, that is
(Sγ)(t) =
∫ t
0
K(t− s)γ(s) ds ∀t ∈ (0, T ).
The convolution kernel K(·) is given by
K(s) =
r
pi(r − r∗)(1− e
−(r−r∗)s)
(
e−r∗s + 2
∑
k≥1
e−µks
)
∀s ∈ (0, T ).
It is easily seen that K is indefinitely smooth away from the origin. The qualitative properties of
S are thus tightly dependent on the behavior of this kernel at the vicinity of zero. By the way, a
useful information one can have right away is the ill posedness of problem (6) because of K(0) = 0.
In particular, the operator S is compact. We aim to know more about the ill-posedness degree of
(6). This may be ensued from the asymptotics of the singular values of the operator S (see [9]). We
are hence required to find out the positive real number a > 0 so that K(s) = O(sa). This pertains
to the limit toward zero of the infinite sum defining K(·). Comparison with integrals allows to
state that
K(s) ∼ − r
2
√
pid
√
s,
at the vicinity of zero. Applying Theorem 3.1 proved in [7], concludes to the fact that the sequence
of the singular values of the operator S decays towards zero like Ck−3/2. This tells that the ill-
posedness degree is 3/2 and ascertains of the mild ill-posedness of the reduced problem (6). As
a result, the resolvent of the inverse problem (1) and (4) cannot be continuous and that problem
suffers thus from instability.
Remark 2.1 One may wonder why the data completion problem we consider is mildly ill-posedness.
A fundamental part of the answer is the fact that the reconstruction of the missing pollution flux
γ(·) is pursued at the same location where the observations on the oxygen concentration c are made.
It may occur of course that collecting measures on c is not possible at that same point x = 0 while
they are available at a different location. We refer to Figure 1 for an illustration
Let us then have a look at case where the abundant measures on c are obtained at the other
extreme point x = pi. The same Fourier computations can be achieved that yields the convolution
kernel
H(t) =
r
pi(r − r∗)(1− e
−(r−r∗)s)
(
e−r∗s + 2
∑
k≥1
(−1)ke−µks
)
∀s ∈ (0, T ).
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db’(0) = ?
dc’(0) = 0,  c(0) = α
db’(L) = 0
dc’(L) = 0 dc’(L) = 0,  c(L) = α
db’(L) = 0db’(0) = ?
dc’(0) = 0
Figure 1: Data can be collected either at of the outfall point or downstream.
The sign (−1)k in the infinite sum brings a dramatic change on the behavior of the kernel at the
vicinity of zero. Both kernels K(·) and H(·) are plotted in Figure 2 when d = 1 and r = r∗ = 1.
The panel to the ledt shows that although K(·) vanishes at t = 0 it is not fat. In the contrary H(·),
represented in the right panel seem flat at x = 0. It is really flat, all the derivative of H(·) are
flat at the origin. This is an indication of severe ill-posedness of the corresponding data completion
problem.
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Figure 2: K(·) (left) and H(·) (right) so as their first derivatives on the time interval (0, 1).
The other important issue for the inverse problem has to do with the uniqueness or in other
words it is related to the injectivity of S. The result has been established in [1, Theorem 2.7] in the
general context of space-varying parameters. The tools used there come from functional analysis
of the saddle point problems and are long to summarize. Nevertheless, it may be briefly discussed
in some particular cases. We intend to provide an illustration of that uniqueness result using a
simple argument. We then consider the same problem as above. The parameters are all constant
and we make the additional assumption that T =∞. We are consequently enabled to use Laplace’s
transform as a bounded operator in L2(0,∞). The reduced problem, where α(·) is put to zero, can
then be written as
Ŝγ(p) = Kˆ(p)γˆ(p) = 0 ∀p ∈ (0,∞).
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The symbol γˆ(·) is for the Laplace transform of the function γ(·). Easy computation yields that
Kˆ(p) =
2r
pi
∑
k∈N
1
(p+ µk)(p+ λk)
∀p ∈ (0,∞).
It can be checked out that Kˆ(p) 6= 0, ∀p ∈ (0,∞), we derive that γˆ(·) vanishes identically. On
account of the injectivity of the Laplace transform we conclude to γ(·) = 0. The uniqueness is
assessed by linearity.
Before closing this section let us say some words about the surjectivity of S which has a narrow
link to the existence for problem (6). Let us first indicate that the adjoint operator S∗ is an integral
operator. Following the same arguments as for S, it can be proved that S∗ is injective. The range
of S is thus dense in L2(0,∞) and cannot be closed. Otherwise, applying the open map theorem
yields that the inverse of S would be bounded, but we known that it is not. Hence, surjectivity
fails for S and the existence of a solution for (6) may not be ensured. The same conclusion may
be extended to problem (1) and (4).
3 Finite element approximation
A space finite element approximation of the problem (1) and (4) is the purpose here. As we will
see later on this sheds more clarity about the existence issue which was addressed through an
indirect argument for the continuous problem. We still keep the assumption, v = 0. Moreover,
handling non-homogeneous Dirichlet conditions does not arise any particular obstacle. We assume
thus that α(·) is also zero. Adding the advection in the inverse model or/and taking into account
non-vanishing boundary condition do not introduce more complexity from the theoretical point of
view, even though they are undeniably important in the physical and computational grounds.
Let Ii = (xi, xi+1)1≤i≤n−1 be a subdivision of the interval I with x1 = 0 and xn = pi. The grid-size
h is equal to max1≤i≤n−1 |Ii|. We refer to [4, 6] for the basics of the finite element method. Next,
we define the discrete spaces Vh and Hh
Vh =
{
ϕh ∈ C (I); ∀i, (ϕh)|Ii ∈ P1
}
,
Hh =
{
ψh ∈ C (I); ∀i, (ψh)|Ii ∈ P1, ψh(0) = 0
}
,
where P1 stands for the space of affine functions. The space approximation relies on a mixed vari-
ational form of the problem. The framework selected here reproduces the one used in [1], adapted
to the discrete level. That framework is the only one liable to provide the identifiability result for
the exact model (1) and (4). It sounds natural to select it for our finite element approximation.
The semi-discrete problem is hence constructed following Ritz–Galerkin’s procedure. It reads as:
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find (bh, ch) in Vh ×Hh fulfilling
∀ψh ∈ Hh, (∂tbh(t), ψh)L2(I) + k (ψh, bh(t)) = (f(t), ψh)L2(I),
∀ϕh ∈ Vh, (∂tch(t), ϕh)L2(I) + k∗(ch(t), ϕh) + ar(bh(t), ϕh) = (g(t), ϕh)L2(I),
bh(·, 0) = b0,h, ch(·, 0) = c0,h.
(7)
Using (·, ·)L2(I) marks the inner product in the space L2(I). Different bilinear forms k(·, ·) and
k∗(·, ·) and ar(·, ·) are expressed by,
∀(ψh, ϕh) ∈ Hh × Vh, k(ψh, ϕh) =
∫
I
(db′hψ
′
h + rbhψh) dx,
∀(ψh, ϕh) ∈ Hh × Vh, k∗(ψh, ϕh) =
∫
I
(dc′hψ
′
h + r∗chψh) dx,
∀(ψh, ϕh) ∈ Vh × Vh, ar(χh, ϕh) =
∫
I
rχhϕh dx.
To put the mixed problem under a matrix form, we denote by b and c the vectors of unknowns for
the concentration bh and the density ch, respectively. The degrees of freedom in b are the values
of bh at all grid vertices and those of c made of the values of ch at all the vertices except at x1 = 0
where ch vanishes. Problem (7) can be expressed under a matrix form,(
M˜ 0
0 M˜T
)
∂t
(
b(t)
c(t)
)
+
(
K 0
Ar K
T
∗
)(
b(t)
c(t)
)
=
(
f(t)
g(t)
)
, in (0, T ).
The symbol T is for the transposition. The matrix Ar, of type (n, n), is linked to ar(·, ·) and
coincides with the mass matrix with respect to the weight r. It is symmetric positive definite. The
notation M˜ is for the rectangular mass matrix of type (n, n− 1). It is extracted from the full mass
matrix representing the L2-inner product in Vh. K and K∗ stand for the stiffness matrices related
to the mixed bilinear forms k(·, ·) and k∗(·, ·), respectively. They are rectangular, of type (n, n−1).
Moreover, the obvious coerciveness of both k(·, ·) and k∗(·, ·) on the space Hh × Hh yields that
the matrices K and K∗ are full rank matrices. Consequently their transposes K
T and (K∗)
T are
injective. To put the discrete problem under a compact form we list all the degrees of freedom in
a single vector called Y . This vector contains therefore (2n− 1) degrees of freedom and is solution
of the initial value problem
M ∂tY (t) +KY (t) = G(t), in (0, T )
Y (0) = Y 0.
(8)
The data G contains the contribution of the input (f , g) and Y 0 contains the initial states (b0, c0).
Both matrices M and K are square. Problem (8) is an implicit differential equation; it is not an
ordinary differential equation because M is not invertible. The incidence of this singularity is that
existence for (8) may fail for arbitrary data.
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4 A differential algebraic system
Understanding the particular structure of equation (8) is tightly connected to the matrix M . Let
us therefore check out the important statement
The kernel N (M) is a subspace of dimension one. The matrix M is therefore singular.
Proof : Let Y be given in N (M). We consider (bh, ch) ∈ Vh×Hh as the finite element functions
whose degrees of freedom form the coefficients of Y . According to the construction of N (M), the
following double orthogonality holds∫
I
bhψh dx = 0, ∀ψh ∈ Hh;
∫
I
chϕh dx = 0, ∀ϕh ∈ Vh. (9)
We deduce directly that ch = 0. The function bh considered alone has n degrees of freedom. It
is subjected to (n − 1) constraints that are linearly independent. As a consequence, the set of
these functions determines a vector space of dimension one. The value bh(x1) can be considered as
the only degree of freedom. The dimension of the kernel N (M) is thus one. This results in the
non-invertibility of M .
Remark 4.1 The dimension of N (M) depends in fact upon the boundary points where Cauchy’s
conditions are enforced on the density c. If they are also prescribed at point x = pi, the dimension
of N (M) becomes two.
As a consequence of the non-invertibility of M , problem (8), apparently a differential equation,
is actually hiding an algebraic and a differential (sub)equations or components. It is a differential
algebraic equation. An exposition of these of equations may be found in some manuscripts (see
[12, 13, 17, 3]) where specific tools are elaborated to cope with them. Before proceeding with this
methodology, it is useful to know more about the stiffness matrix K. It turns out to be invertible
under a mild assumption on the grid-size. This condition on the mesh is liable to ensure the discrete
positivity principle. Observe first that the kernel of the matrix K can be identified to the subspace
N (K) = {ϕh ∈ Vh; k(ψh, ϕh) = 0, ∀ψh ∈ Qh}.
The subspace N (K∗) in linked to k∗(·, ·) in the same way. Under the condition on the grid-size
h2max (sup
x∈I
r(x), sup
x∈I
r∗(x)) ≤ 6 inf
x∈I
d(x), (10)
the following statement holds true (see [21])
ϕh ∈ N (K) ∩ N (K∗), ϕh(0) ≥ 0 implies that ϕh(x) ≥ 0, ∀x ∈ I.
We have thence the invertibility result,
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Assume condition (10) on the grid-size is fulfilled. Then, the stiffness matrix K is invertible.
Proof : Let Y be in N (K) and is the representation of (bh, ch). It is direct that bh ∈ N (K).
Moreover, it can be easily checked out that
ar(bh, ϕh) + k∗(ϕh, ch) = ar(bh, ϕh) = 0, ∀ϕh ∈ N (K∗).
Choosing ϕh such that ϕh(x1) = bh(x1), then, by the positivity principle both bh and ϕh are
simultaneously positive or negative. The fact that ar(bh, ϕh) = 0 results in bh = ϕh = 0. Deducing
that ch = 0 becomes straightforward from the injectivity of (K∗)
T . We conclude thus to Y = 0,
hence the proof.
Remark 4.2 Arguing analogously, one can also obtain that (λM +K) is invertible for any λ ≥ 0.
To reveal useful properties of problem (8), we call for the algebraic transformation introduced
by Kronecker and Weierstrass (see [11, 23]). The chief idea is to put the problem under a canonical
‘Weierstrass-Kronecker’ form that enables to uncouple the differential equation and the algebraic
equation and to find out their respective dimension. Then, each of the two subproblems can be
studied in its own context.
Realizing this requires the regularity in the sense of ‘Weierstrass-Kronecker’. The matrix pencil
formed by the pair of matrices (M ,K) is regular because the characteristic polynomial p(λ) =
det(λM +K) does not vanish identically. Indeed, p(0) 6= 0, as K is invertible. Due to the singu-
larity of M , the degree of the polynomial p is obviously lower than n. The following result holds
(see [13, Proposition 1.3] and [12, Theorem 2.7])
There exist two linear bijective transformations Z = LY = (u,v)T and R = HG = (q, r)T
which yield the ‘Weierstrass-Kronecker’ canonical form given by(
In−m 0
0 N
)
∂t
(
u(t)
v(t)
)
+
(
W 0
0 Im
)(
u(t)
v(t)
)
=
(
q(t)
r(t)
)
, in (0, T ). (11)
The vectors u, q and v, r are of dimension (n−m) and m ≥ 1 respectively. The vector function u is
the differential variable while v is the algebraic variable. The sub-matrix W is square of dimension
(n − m) and the bloc N is square of dimension m with N nilpotent. Recall that the nilpotency
index µ of N is the smallest integer such that Nµ = 0. The symbol Im is for the unity matrix of
dimension m. Equation (11) can also be displayed under a condensed form
N∂tZ(t) +WZ(t) = R(t), in (0, T ),
with the following relations on the matrices, HN = ML and HW = KL.
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To handle the algebraic differential equation (11) we start by considering the new initial state
Z0 = LY 0 = (u0,v0)
T . Then, we derive in one hand side the ordinary differential problem
∂tu(t) +Wu(t) = q(t) in (0, T ),
u(0) = u0,
(12)
and we obtain in the other hand side the algebraic equation
N∂tv(t) + v(t) = r(t) in (0, T ),
v(0) = v0.
(13)
The ordinary differential problem (12) is well posed and has unique solution provided by
u(t) = e−Wtu0 +
∫ t
0
e−W (t−s)q(s) ds, in (0, T ).
Letting aside the initial condition for a while, the solution of the algebraic equation (13) may be
computed by induction. There comes out the following expression
v(t) =
∑
1≤j≤µ−1
(−1)jN jr(j)(t), in (0, T ).
This formula indicates that the full algebraic equation may not have a solution unless the initial
state v0 and the source data r are consistent. Existence is guaranteed by the fulfillment of the
constraint
v0 =
∑
1≤j≤µ−1
(−1)jN jr(j)(0).
In the pratice, computing the Weirstrauss-Kronecker decomposition of equation (8) may be ex-
pensive and may not be pursued. Actually, solving (8) is highly sensitive to the nilpotency index
µ of the matrix N . It is called the Kronecker index of the matrix pencil (M ,K). This Kronecker
index µ and the dimension m of N are both related to the spectral decomposition of the matrix
K−1M . We already know that 0 is eigenvalue. If ` is its algebraic multiplicity then dimN = m
coincides with the dimension of the characteristic subspace N ((K−1M)`). The Kronecker index
µ is lower or equal to m. Knowing the value of the index µ for the linear differential algebraic
equations is so important. It is a strong indication of the complexity of integrating them. Indexes
higher or equal to two are causes of instability and generate tough theoretical and practical diffi-
culties. If that index is one, the principal effect is that the initial value cannot be fixed freely in
the algebraic (sub)equation. Notice that the result (11) does not provide the Kronecker index nor
the dimension of N . This is rather supplied in
The Kronecker index of the pencil (M ,K) is one, µ = 1. As a consequence, we have N = 0.
Moreover, the dimension of N is equal to one, m = 1.
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Proof : Following [8, Appendix A, Theorem 13], the index µ is one if we show that
N (M) ∩K−1(R(M)) = {0}.
The symbol R(M) is for the range of M . Let Y be in the intersection. On one hand side we have
that MY = 0 and on the other hand side there exists Z such that KY = MZ. Now, denote
(bh, ch) and (βh, χh) the finite element functions in Vh ×Hh associated to Y and Z, respectively.
As established above, that Y lies in N (M) yields the orthogonality (9). As seen there, this gives
in particular that ch = 0. Next, the formula KY = MZ may be converted into a functional form
∀ϕh ∈ Vh, k∗(ch, ϕh) + ar(bh, ϕh) = (χh, ϕh).
Owing to the fact that ch vanishes identically and choosing ϕh = bh ends to
ar(bh, bh) = (χh, bh).
Now, since χh ∈ Hh, calling for (9), we derive that ar(bh, bh) = 0. This provides that bh = 0 and
concludes to Y = 0. An immediate consequencer is that N = 0. Finally, the dimension m of
the nilpotent matrix N in (8) coincides with the dimension of N (M) which is one. The proof is
complete.
The analysis concludes to the fact that the differential algebraic problem (8) obtained by the
space discretization of the inverse problem (1) and (4) may not be solved for arbitrary data Y 0
and G. The solvability requires a particular compatibility between these data. The initial state
Y 0 and the source data G(0) should be consistent. However, when it comes to the identifiability,
the following uniqueness result holds
The semi-discrete problem (7) has at most one solution. Existence is secured only for consistent
data (b0,h, c0,h) and (f, g).
5 Euler Time Scheme.
Numerical solvers for differential algebraic equation, commonly called descriptor space-state sys-
tems, is a sensitive issue especially for high (Kroenecker) indexed equations. Time schemes care-
lessly used for these equations may converge poorly or not at all. A specialized literature can be
found in (see [13, 12, 3]). The situation is not that complicated in our case. The Kroenecker index
of problem (7) is low as it equals one and the algebraic part of problem (8) is of dimension one. So
to say, we profoundly doubt that it conceals any worthy information. Its main influence seems to
maintain the ill-posedness for the semi-discrete problem. Thus, all the care should be paid for the
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approximation of the ordinary differential (part of the equation. The concern for practitioners is
possibly the consistency of the initial value and the source data which is not an easy matter because
of the implicit form of differential algebraic equation. Because of the one-index of our problem it
can be handled numerically using modified standard integration methods.
When the full approximation of variational problem (7) is pursued, a time marching scheme has
to be combined with the finite element method. Let then τ be time step, T = p∗τ and p is the current
time level. We consider ((bh)
p, (ch)
p), the space/time approximation of (b(pτ, ·), c(pτ, ·)). BDF
methods , for Backward Differential Formula, are well suited to differential algebraic equations. We
opt for the one step scheme which coincides with the better backward Euler first order time scheme.
The variational problem to solve is thus expressed as follows: find the sequence ((bh)
p, (ch)
p)0≤p≤p∗
that satisfy the induction
∀ψh ∈ Hh,
((bh)p+1 − (bh)p
τ
, ψh
)
+ k(ψh, (bh)
p+1) = (fp+1, ψh),
∀ϕh ∈ Vh,
((ch)p+1 − (ch)p
τ
, ϕh
)
+ k∗((ch)
p+1, ϕh) + ar((bh)
p+1, ϕh) = (g
p+1, ϕh),
(bh)
0 = b0,h, (ch)
0 = c0,h.
(14)
The well definiteness of the sequence ((bh)
p, (ch)
p)0≤p≤p∗ remains questionable. We need to know
if the induction defines without unambiguity ((bh)
p, (ch)
p)0≤p≤p∗ . To clarify this point, we need to
look how the time scheme is echoed on the differential algebraic equation (8),
(λM +K)Y p+1 = Gp+1 + λMY p,
Y 0 = Y 0.
(15)
The parameter λ is the inverse of the time step, that is λ = τ−1 > 0. Following Remark 4.2,
the matrix (λM +K) is invertible and the sequence ((bh)
p, (ch)
p)0≤p≤p∗ is therefore uniquely con-
structed. The resulting algebraic system has to be solved repeatedly and we choose to use a direct
algorithm. Moreover, if one is concerned with the accuracy of the scheme, we recall that given that
the Kroenecker index one, then the Euler time scheme is consistent with order one provided that
the data are consistent.
6 Numerical Investigation
We investigate some features of the semi-discrete and full-discrete versions of the oxygen balance
inverse problem (1) and (4). We first address the issue of determining the Kronecker index. Then,
we assess through some judicious examples the reliability of the Euler scheme/mixed finite element
method discussed here. Computations are realized in Matlab. Scripts for one dimensional finite
elements are specifically implemented for our purpose.
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6.1 Eigenvalues of the pencil (M ,K)
As proved above the Kronecker index and the dimension of the matrix N in formula (11) are equal
to one. We assess these results numerically. Recall that the spectral decomposition of the matrix
(K−1M) provides necessary knowledge to learn about these indices.
We run several examples, where Cauchy’s boundary conditions are prescribed on the density c at
the extreme-point x = 0. The density b is free of any boundary condition. In the first examples, we
fix different physical parameters to unity. In the others they are space varying. They are depicted
in left plot in Fig. 3. We construct the finite element matrices M and K using grids with number
of elements, n = 10, 20, 30, 40 or 50. We use both uniform grids or refined ones at the extremities
as shown in the right diagram of Fig. 3.
0 1 2 30
2
4
6
8
0 1 2 3
10
20
30
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50
Figure 3: Space-varying parameters d (black), r (green) and r∗ (red). Non-uniform grids.
The generalized eigenvalue of M with respect to K are therefore evaluated by means of the
Matlab procedure eig. These eigenvalues coincides with those of (K−1M). The first thing we
learn from the computations is that (K−1M) is diagonalizable in C. Some eigenvalues are real,
others are complex. The set of eigenvalues is symmetric with respect to the real axis which is
expected given that (K−1M) is a real matrix. These eigenvalues are accumulated around zero.
This can be explained by the fact that K is the finite element representation of a second order
operator while M is mass matrix that describes a zero-degree operator. The matrix (K−1M) may
be viewed as the discretization of a compact operator.
Now, we come to the key point of the Kronecker index. Results by Matlab confirms that 0 is an
eigenvalues and it is simple. To be convinced we display in Table 1, the modulus of the eigenvalue
that is the most close to zero. The algebraic multiplicity is thus one and so is the geometric
multiplicity. As a result the dimension of nilpotent matrixN in the canonical Weierstrass-Kronecker
form is one; actually it is identically zero. The Kronecker index is hence one, µ = 1.
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n = 10 20 30 40 50 Grids
(d, r, r∗) = (1, 1, 1) 8.3 2.0 0.9 0.5 0.3 Uniform
(d, r, r∗) = (1, 1, 1) 1.1 0.72 0.14 0.045 0.018 Non-uniform
Varying (d, r, r∗) 0.75 0.048 0.0095 0.0030 0.0012 Non-uniform
Table 1: The modulus of the smallest non-vanishing eigenvalue (×103).
6.2 The inverse problem
We use the dissolved oxygen balance model for the study of the state of a portion of a stream-
water with a length L = 2500 meters. This portion is contaminated by some organic polluting
load η(t) = b(0, t) at the outfall point x = 0. Ultimately we need to quantify this time-varying
density η(·). The way to achieve this consists in collecting measurements on the dissolved oxygen
at x = 0 during two days, that is T = 48 × 3600 seconds. Then we tackle computationally the
inverse problem exposed above to reconstruct the BOD load η(t) using the observations of the DO
profile α(t) = c(0, t) at the same extreme-point x = 0. Let us remark that in this prospecting work
the ‘observed’ function α(·) is in reality synthesized. The BOD load η(·) being known, the function
α(t) is obtained after numerically solving the well posed direct BOD-DO problem (1) and (2). A
contrario, we will use this ‘observed function’ for the re-constitution of η(t) by dealing with the
inverse problem. In Figure 4, both functions are depicted, one, η(·), in the left diagram and the
other, α(·), in the right plot. Throughout the simulations, our choice for the physical parameters
is as follows
r = 0.3× 10−4 s−1, r∗ = 0.6× 10−4 s−1,
v = −0.1ms−1, d(x) = 1
40
(
50 + 7.5× 10−4x
1.0 + 1.5× 10−4x
)2
m2s−1.
Symbols m and s are for meter and second. The space dependent dispersion d = d(x) is varying
increasingly in the interval [34.2975, 35.5837]. We refer for instance to [20] for very close values to
these.
We start the computational runs with a noise-free DO profile α(·), the one represented in Fig-
ure 4. The approximated organic waste load ηD(·) (1) at x = 0, obtained by solving the discrete
inverse problem (15), is then plotted in red symbols ◦ in the left panel of Figure 4. It can be
noticed that the density ηD(·) simulated numerically seems in a perfect agreement with the exact
one. This is an evidence, if need be, of the fitting of the mixed formulation to the inverse problem
(1) and (4). indeed, the resulting variational problem (14) provides satisfactory results.
More numerical experimentations are realized when the observation α(·) is perturbed with an
1The index D is for discrete.
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Figure 4: BOD load η(·) (left) and DO profile α(·) (right).
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Figure 5: Noisy DO profiles —variance σ = 0.05 (left) and σ = 0.25 (right)—
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additional white Gaussian noise with variances σ = 0.05 and σ = 0.25. Noisy profiles are superim-
posed with the exact one in Figure 5. Crude computations are thus carried out. No regularization
is introduced and no preparation is made to correct the data inconsistency the noise may create.
Noise is expected to ruin the numerical solution. That is what exactly happen; facts can be checked
out in the plots of Figure 6. If the magnitude of the white noise grows higher then the computed
solution seems to behave in completely erratic way and is far away from the exact ‘real’ polluting
load as a time dependent function.
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Figure 6: Computed BOD loads for noisy data.
A possible remedy to restore a reasonable load is to apply a-posteriori Gaussian filter to dampen
the harmful effect of noise on the load function (see [2]). The a-priori unrecognizable and appar-
ently inaccurate computed function ηD(·) conceals an effective signal. Indeed, that hidden signal
can then be reconstructed after operating the filter on the approximated profile. Figure 7 depicts
the filtered signals. They reproduce the main features of the exact profile in particular the number
of peaks and dips. These are interesting information to hydrological engineers, especially in facing
accidental spills in the stream waters.
The last issue assessed here is the impact on computations of noise presence on the initial con-
dition c0(·). An example is run in the case where c0(·) is contaminated by white Gaussian noise of
variance σ = 0.5. Both noisy initial data and the computed BOD load are portrayed in Figure 8.
Letting aside a visible effect at the initial instant, the profile of η(·) seems to be nicely approx-
imated. The observation may be put in relation with the inconsistency of the noisy initial data
wit the boundary condtions at the outfall point. Using a Gaussian filter is liable to bring some
correction to the signal and repair that deviation a the vicinity of t = 0.
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Figure 7: Computed BOD loads at the outfall point after applying a Gaussian filter.
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Figure 8: Noisy c0(·) (left). Computed polluting load ηD(·) (right).
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7 Conclusion
The relevance of the mixed finite element method for the boundary data completion in the dispersive
BOD-DO model is the main purpose we pursue in both mathematical and computational grounds.
The semi-discrete problem we obtain turns out to be a differential algebraic equation (DAE). Tools
specifically developed for implicit DAE enable a careful analysis of the semi-discrete equations.
As result, we highlight the reason why existence fails for some (inconsistent) data. Prospective
numerical experiments presented show the liability of such a finite element approximation when
combined with a well adapted time marching scheme in solving the inverse problem we cope with.
Further research in many directions is under consideration. Extension to higher dimension, using
less naive filters, testing and sorting different regularization strategies are all in expected in the
forthcoming work. The analysis of the inverse problem where measurements on the DO density are
not accessible at the outfall point is also under consideration.
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