Abstract-The emergence of Big Data applications provides new challenges in data management such as processing and movement of masses of data. Volunteer computing has proven itself as a distributed paradigm that can fully support Big Data generation. This paradigm uses a large number of heterogeneous and unreliable Internet-connected hosts to provide Peta-scale computing power for scientific projects. With the increase in data size and number of devices that can potentially join a volunteer computing project, the host bandwidth can become a main hindrance to the analysis of the data generated by these projects, especially if the analysis is a concurrent approach based on either in-situ or in-transit processing. In this paper, we propose a bandwidth model for volunteer computing projects based on the real trace data taken from the Docking@Home project with more than 280,000 hosts over a 5-year period. We validate the proposed statistical model using model-based and simulation-based techniques. Our modeling provides us with valuable insights on the concurrent integration of data generation with in-situ and in-transit analysis in the volunteer computing paradigm.
I. INTRODUCTION
Volunteer computing (VC) is a large-scale distributed paradigm that harnesses the computing power and storage capacity of thousands or millions of hosts owned by the public for scientific applications. Volunteer computing has proven itself as a paradigm that can fully support Big Data generation [10] , [19] . For example, to date, the Docking@Home project has generated 1.8 TBytes of data.
While important aspects of this paradigm, such as computing power and storage capability, have been critically analyzed in the past [2] , [12] , [13] , other aspects, such as the host bandwidth has not been addressed yet. The modeling and analysis of the bandwidth is becoming particularly relevant for volunteer computing projects as several middleware packages for in-situ and in-transit analysis are emerging [6] , [11] , and the number of computing devices that can potentially join the projects is increasing. Ideally, as the volunteers' hosts generate larger and larger amounts of scientific data, these middleware packages can concurrently process the data and extract their scientific meaning either locally by using a reduced part of the volunteered resources on the hosts (in-situ analysis) or in the transient stage between the hosts and the server (in-transit analysis). Both in-situ and in-transit analysis can potentially improve the science that volunteers' hosts perform. In both cases, the data ultimately received by the project server is a reduced, processed amount that summaries the scientific directions of the simulations. When receiving this new knowledge rather than the raw data, the server is provided with run-time insights in the simulation's convergence toward meaningful results, allowing the scientists to stop or steer those simulations whose patterns explore solutions that violate scientific laws. At the same time, the increasing amount of computing devices available on the market (e.g., smart phones and tablets) can potentially join volunteer computing projects; this large number of hosts can eventually result in a large number of data communication between the hosts and their server to the point that the server becomes the bottleneck.
In this paper, we claim the urgent need for studying data communication between the hosts and a server in volunteer computing projects. We address this need by proposing the modeling and analysis of the network bandwidth between the hosts and the server for an established volunteer computing project, the Docking@Home project. Specifically, to answer the question whether the network is able to support the requirements for in-situ and in-transit analysis as new devices join the project, we define a statistical model to predict the metric of interest (i.e., the host bandwidth). Once validated, our model can provide us with insightful information to study different simulation scenarios for the volunteer computing project. While the dataset used for the modeling, validation, and analysis are specific for the Docking@Home project, the overall methodology can be easily applied to other distributed computing systems. The key contributions of this paper are:
• We propose a general methodology to model the network bandwidth of a volunteer computing project.
• We apply the methodology to model and predict the bandwidth between the hosts and the server of a volunteer computing project with more than 280,000 hosts over a 5-year period.
• We validate the accuracy of the proposed model and its predictions by using different methods under realistic working conditions.
The rest of this paper is organized as follows: Section II presents background work such as the BOINC middleware and the Docking@Home project; Section III defines the data col-lection and modeling methodology; Section IV describes the bandwidth modeling for Docking@Home; Section V discusses the model validation; and Section VI concludes the paper by summarizing the results and introducing future work.
II. BACKGROUND
A. BOINC Middleware BOINC (Berkeley Open Infrastructure for Network Computing) [1] is an open-source system that harnesses the computing power and storage capacity of thousands or millions of hosts owned by the public for large-scale scientific projects. BOINC has been successfully used in more than 60 projects [3] . Among the several projects, SETI@Home, one of the most well known VC projects, explores large regions of the sky looking for extraterrestrial signals. Similarly, Einstein@Home looks for emissions belonging to rare cosmological objects such as pulsars. Several projects target biomedical simulations including Folding@Home and the World Community Grid, an IBM initiative. Climateprediction.net is computing a massive environmental model intended to forecast climate conditions in the 21st century. There are a large number of scientific papers published in prestigious venues from the results of these projects [7] .
BOINC projects are from organizations (typically academic research groups) that need computing power. Projects are independent; each operates its own BOINC server. A BOINC project comprises hundreds or thousands of independent jobs. For fault-tolerance and trust reasons, a job is replicated in several job instances that are distributed to different hosts. Each time a host requests for computation, BOINC uses a scheduling policy to build a package of job instances for that machine. More and less sophisticated scheduling policies have been implemented in several BOINC projects. These policies affect project throughput and job lifespan [5] [17] . Errors, or invalid results, cause the generation and distribution of new instances for the faulty job, which may result in a loss in throughput and latency.
B. Docking@Home Project

Docking@Home
1 uses the BOINC software to harness the computing power and storage capacity of hosts owned by the general public. The Docking@Home project simulates the behavior of ligands when docking into the active site of a protein. A docking simulation consists of hundreds of thousands docking attempts. A single job consists of several attempts and is performed on the BOINC clients (or hosts). The size of a job ranges from 1.20 MB for a small protein like trypsin to 1.90 MB for a larger protein like p38alpha. Computationally, in each attempt the ligand is first docked into the protein site; then a molecular dynamics (MD) simulation consisting of a gradual heating phase followed by a cooling phase is performed.
At the end of the computation, each host returns the ligand conformations (i.e., the three dimensional position of the 1 http://docking.cis.udel.edu/ ligand atoms and their binding) that well-dock into the proteins active site to the server. The size of a result file can range from 68 KB to 148 KB. The project server collects the results and stores them in a repository. Currently the results are analyzed in a post-processing phase in which we select from millions of candidates a reduced set of tentative near-native ligand conformations based on the likelihood of the docking algorithm convergence.
III. MODELING METHODOLOGY
Our proposed statistical model predicts the network bandwidth for a specific time and takes into account both download and upload bandwidth. In the following, we discuss the real dataset of the traces and the methodology used for the modeling.
A. Trace Characterization
To extract the trace used for our modeling, we sample the real bandwidth from the Docking@Home project. The Docking@Home trace covers the data of more than 280,000 hosts connected to this project between September 11, 2006 and May 5, 2014 [9] . This trace is publicly available in the Failure Trace Archive 2 [14] . New entry in the trace is added every time a host contacts the server (i.e., the BOINC server); data includes host resource measurements such as processor speed, memory size, disk size, as well as download and upload bandwidth. In order to clean the data from possible recording noise and transmission error, we exclude hosts with download/upload bandwidth less than zero or more than 10 Gbps. Therefore, we removed about 16% of total hosts from the dataset. To make sure that the trace is sufficiently long for the modeling, we exported the host lifetime. We define the lifetime of a host as the time between the first and last connection to the server. The distribution of the host lifetime in Docking@Home is plotted in Fig. 1 . The average lifetime is about 103 days that is slightly less than other volunteer computing projects but still sufficient for our purpose of modeling the host bandwidth [12] . Note that for this figure we exclude the hosts which connected to the server after April 1, 2014 to avoid the impact of short lifetime.
Since we are modeling the host bandwidth, we must make sure that the project server is not a bottleneck. As a matter of fact, it has been shown that server bandwidth could be a system bottleneck when server cannot handle the traffic generated/requested by volunteer computing hosts [4] . Thus we analyze the bandwidth usage of the server at the University of Delaware for the duration of the project. Since the beginning of 2009, the server has been connected to an 1Gbps network connection; Fig. 2 shows that only 10% of this bandwidth is used. Under these conditions, we can be confident that the project server is not saturated and the host bandwidth can reflect the real bandwidth of volunteer computing hosts. 
B. Host Analysis
The host bandwidth is a relevant metric of an active host. An active host at time T is a host that had connected to the server before time T and whose last connection to the same server takes place after time T [12] . It is worth noting that the host activity, meant as the time a host is active, is different from the host availability; the latter was investigated in detail in previous research and refers to the time a host is exclusively dedicated to the execution of the scientific simulations [15] , [16] . Fig. 3 shows the number of active hosts in Docking@Home for the duration of four years (i.e., from January 1, 2009 to December 31, 2012). As it can be seen in the figure, there are on average more than 10,000 active hosts in this period; thus this period is sufficiently populated by active hosts to be used for the modeling. The project did not have lots of active hosts before 2009 as it was in an early stage of recruitment. Note that we use data collected during the Year 2013 for the model validation, which therefore is not included in the interval of time used for building the model.
In order to identify the trend of host bandwidth over time, we plot the average download and upload rates of active hosts Fig. 4 . The mean download bandwidth is about 30 times more than the mean upload bandwidth for each year. This observation indicates the demand for a higher download rate by the Internet users. As plotted in Fig. 4 , the average download bandwidth increases about 20% per year while the upload bandwidth increases about 15% per year. This increase in the mean values is less than we expected based on Nielsen's Law; Nielsen stated that the network connection speed for high-end home users increases 50% per year. One possible answer for this behavior is the shorter lifetime or the lack of contribution from hosts with a better bandwidth in the volunteer projects.
To complete the bandwidth analysis over time, we also plot the boxplot of the average bandwidth for active hosts in Fig. 5 in which the three 25%, 50% and 75% quartiles are illustrated. The figure outlines how the interquartile range (IQR) for the upload bandwidth is smaller than the download bandwidth. This reveals that the spread of the distribution for download is larger than the upload and should be considered to candidate the statistical models. Moreover, we can observe an increasing of the variance for the hosts bandwidth over time for both download and upload rate. Note that the upload bandwidth has more outliers in the data and this may result in an hindrance to find a good model.
IV. BANDWIDTH MODELING A. Host Bandwidth Correlations
The first step towards discovering the best model for the host bandwidth is finding possible correlations (e.g., between upload and download bandwidth, and between host bandwidth and the host time zone). We examined the correlation between upload and download bandwidth using the Pearson correlation coefficient and we found out that there is no clear correlation. This can be justified by the fact that most Internet users tend to subscribe to Internet service providers based on the download rate as they do not care much about the upload rate.
We also checked the possible correlation between the host bandwidth and the host time zone. The results of this analysis is plotted in Fig. 6 where the download and upload bandwidth for the six largest timezones in the project are illustrated. The x-axis in these figures shows the offset from the GMT. As one can see, there is no strong correlation between the timezone and the host bandwidth. However, we can observe that hosts in Eastern North America (-4,-5) have slightly higher download and upload bandwidth, which might be because of the proximity to the project server. The absence of obvious correlations in the host bandwidth drives our modeling approach towards the design of an independent statistical model that predicts the download and upload rate for a given host and at a specific time.
B. Statistical Modeling
To design the statistical model, we first examine the distributions of host bandwidth for different time periods. Fig. 7 shows the mass-count disparity of the host bandwidth in 2010 and 2012. From these figures we can clearly observe that about 10% of total bandwidth is created by 90% of low bandwidth hosts. Thus, the 10% of high bandwidth hosts contributed for the rest of 90% of total bandwidth. This information reveals the long-tail behavior of the host bandwidth and suggests to us the need to focus on modeling of higher bandwidths by using a statistical model that exhibits this behavior. In our search for the suitable model, we considered various statistical models (i.e., Weibull, Log-normal, Gamma and Exponential) which can be a good fit for this type of behavior. For all these distributions, we conducted parameter fitting using maximum likelihood estimation. We measured the goodness of fit (GoF) of the resulting distributions using probabilityprobability plots and two quantitative methods, i.e., KS-test and AD-test [16] . Due to space limitation, we do not show the full results of these tests and only present the GoF results in form of p-value for the 2012 dataset in Table I . A model with a higher p-value is the better fit for the dataset. The results show that we can model the hosts bandwidth (both download and upload) using the Log-normal distribution for each year with a high level of accuracy. Since we are looking for a model to predict the host bandwidth over time, we need to integrate the time parameter as well. To this end, we need to determine the required parameters by Log-normal distribution as the best fit model. Lognormal has two parameters: the mean μ and standard deviation σ of the variable whose logarithm is normally distributed. Thus, we need to find the mean and standard deviation of the logarithm of the host bandwidth over time. We extract the mean and variance (σ 2 ) of the logarithm download and upload rates of active hosts for each month from 2009 to 2012. We fit the data with different exponential and polynomial functions and find the following exponential function as a closet fit for these values:
where a and b are the parameters to be fitted for each metric and t is the time variable. We define the time as t = date − Rdate, where date is the given date per year and month and Rdate is the reference date, which is the start date of the modeling trace (i.e., January 2009). We fit this function separately for the mean and variance of host download and upload bandwidth. The results of fittings are depicted in Fig. 8 and Fig. 9 for the download and upload bandwidth, respectively. As one can see in these figures, the proposed exponential function is a good model to predict the mean and variance of the host bandwidth, except for the variance of the upload bandwidth. The parameters for the fitted exponential model are given in Table II where R 2 is the coefficient of determination to show the goodness of fit. As we expected, this exponential model is not a best fit for the variance of upload bandwidth, as it can be seen in Fig. 9(b) . However, it is the closest fit among the extensive parameter and the model fitting studies that we performed; thus, we keep this simple model as the most effective and study its accuracy in next section. 
V. MODEL VALIDATION
In the following, we present the validation of the proposed statistical models. We use two methods to validate the models: a model-based and a simulation-based validation. 
A. Model-based Validation
For the validation, we utilize the exponential model given in Eq. 1 and the values in Table II to find the mean and variance of the host bandwidth. Then we generate a number of hosts with the download and upload bandwidth using the Log-normal distribution, given the calculated mean and variance. We predict the host bandwidth for May 2013 and plot the cumulative distribution function (CDF) of download and upload rates against the real data in Fig. 10 . As previously mentioned, the data for Year 2013 is not included in the modeling, so these figures reveal that the proposed model can predict the host bandwidth with a good degree of accuracy.
As one can see in Fig. 10(a) , the model for download bandwidth has higher accuracy than the model for upload bandwidth. The average relative error for the download and upload bandwidth are about 3% and 15%, respectively. The main reason for this discrepancy in the model accuracy is the complex behavior of the upload variance and the low accuracy of the exponential model as listed in Table II . This observation is consistent for other data and dates. The accuracy of the proposed model for the upload bandwidth could be improved at the cost of using a more complex model (e.g., two exponential components model). This approach is part of our future work.
B. Simulation-based Validation
Since most of the Big Data applications focus on utilizing bandwidth to transfer data for processing using Internet-based computing systems, we design a simulation to evaluate a similar scenario. As we mentioned earlier, we have a clientserver system where the server dispatches the jobs to hosts and then waits for the results. Hosts must download the input files and upload the results after job completion. In this case, the host service time is defined as the summation of the time for download, data processing, and upload the results. So if we consider jobs as the incoming requests, then each host provides [16] . In order to simulate the two queuing systems, we implemented a discrete-event simulator using the Objective Modular Network Testbed in C++ (OMNeT++) [18] . The simulation parameters are given in Table III , which have been extracted from a real application [8] . We used the generated download and upload bandwidths for a set of hosts in May 2013 from Section V-A to calculate the service time of M/M odel/1 queue. The same date is also used to generate the service time of M/T race/1 from the real dataset. We consider the exponential distribution for the inter-arrival time of input jobs to focus only on the target performance metric, which is the response time of the queue.
The simulation results for the response time of the queues while using the proposed model or the real traces as the service time are depicted in Fig. 11 . As one can see, the proposed model shows a close fit to the real data. We also observe the similar results when we used different dates. The simulation-based validation confirms the high accuracy of the proposed model and shows that this model is a good candidate in analyzing the bandwidth requirements for the Big Data applications.
VI. CONCLUSIONS
In this paper, we present a general method to analyze and model the host bandwidths of volunteer computing projects; we use real traces of the Docking@Home project from 280,000 hosts over the Internet in a 5-year period. In our analysis we do not observe any obvious correlation in the host bandwidth. We successfully mimic the hosts bandwidth (download and upload) using the Log-normal distribution in combination of an exponential model to predict the mean and variance. Validation results in which we first compare the predicted download and upload bandwidths and then predict the host service times versus real traces confirm the high accuracy of our model. Thus the model is a good candidate to analyze the bandwidth requirements for the Big Data applications. Work in progress includes the study of scenarios in which our model is used for the prediction of in-situ and in-transit analysis of data generated in Docking@Home and other volunteer computing projects. 
