This work studies an optimization approach for designing tone reproduction curve (TRC) 
Introduction
State of the art cameras have enough spatial resolution. Reading through the technical brochures of most digital cameras these days you will see words such as "x mega pixels", where x could be anything between 4 to 16 or maybe even higher. What is lacking, however, which is also likely to be the next "big thing" in digital photography, is bit-depth, or dynamic range. It is well known that modern cameras use 8bit/pixel format to record the R, G, and B values. This data format allows the camera to record a useful dynamic range (the ratio between the darkest and the brightest pixel values) of about two orders of magnitude. However, the real world scenes we experience every day have far high dynamic range, which can easy exceed 4 -5 orders of magnitude. Furthermore, human visual system has remarkable ability and can perceive real world scenes with brightness dynamic ranges of over 5 orders of magnitude and can distinguish even higher contrast through adaptation.
High dynamic range (HDR) imaging technologies are designed to produce images that faithfully depict the full visual dynamics of real world scenes. Recent technologies have made it relatively easy to create radiance maps that capture the full dynamic range of real world high contrast scenes [1] . Using the method of [1] , a high dynamic range (HDR) radiance map of a scene can be generated by using a sequence of low dynamic range (LDR) images of the same scene taken under different exposure intervals. Apart from the method of [1] , other techniques for capturing HDR images have also been developed by various researchers e.g., [2] and [3] . More recently, technology has also been developed to capture high dynamic range videos [7, 8] .
The HDR radiance map records the full dynamic range of the scene in numerical format. However, most reproduction devices, such as computer monitors and printers, have a dynamic range of about two orders of magnitude, which is significantly lower than the dynamic range of the radiance map data. In order to reproduce HDR maps in LDR devices, mapping or tone reproduction techniques are used to map HDR values to LDR values. Tone reproduction (mapping) is a crucial step in high dynamic range digital imaging workflow, because it doesn't matter how accurate the HDR maps may be, they have to be accurately and faithfully reproduced in the LDR devices. If the reproduction techniques fail, the whole workflow fails.
In the literature, a number of techniques have been developed for tone reproduction for visualizing high dynamic range images. There are two broad categories of technology, i.e., tone reproduction curve (TRC) based and tone reproduction operator (TRO) based [10] .
TRC refers to techniques that manipulate the pixel distributions. A tone reproduction method that attempted to match display brightness with real world sensations was introduced in [11] . Reference [12] presented a tone mapping method that modeled some aspects of human visual system. More recently, [9] presented an adaptive logarithmic curve method for compressing high dynamic range images. Perhaps the most comprehensive technique in this category is still that of [14] , which introduced a quite sophisticated tone reproduction curve technique that incorporated models of human contrast sensitivity, glare, spatial acuity and color sensitivity.
TRO techniques involve the spatial manipulation of local neighboring pixel values, often at multiple scales. The scientific principle of this type of technique is based on the image formation model: I(x, y) = L(x, y) R(x, y), which states that image intensity function I(x, y) is the product of the illuminant function L(x, y) and the scene reflectance function R(x, y). Because real world reflectance R(x, y) has low dynamic range (normally not exceeding 100:1), reducing the dynamic range of I(x, y) can be achieved by reducing the dynamic range of L(x, y) if one could separate L(x, y) from R(x, y). Methods based on this principle include [15] , [16] and [17] . They mainly differ in the way in which they attempted to separate the illuminant component from the reflectance component. All TRO based methods can be regarded as related to the Retinex theory [21] . A direct use of the Retinex theory for high dynamic range compression has been presented in [24] .
Recent development has also attempted to incorporate traditional photographic technology in the digital domain for the reproduction of high dynamic range images [18] . An impressive technology for high dynamic range compression is that of [19] . Based on the observation that human visual system is only sensitive to relative local contrast, the authors developed a multiresolution gradient domain technique. This is also a TRO type technique and the authors reported very good results that were free from halo effects.
TRO based methods involve multiresolution spatial processing and are therefore computationally very expensive. Because TRO methods could reverse local contrast, they sometimes can cause "halo" effects in the reproductions. Another difficulty of these techniques is that there are too many parameters the users have to set, which makes them quite difficult to use. TRC based methods do not involve spatial processing, they are therefore computationally very simple. This is useful in real time applications such as high dynamic range video [7, 8] . TRC techniques also preserve the intensity orders of the original scenes and avoid artifacts such as halo that is often associated with TRO based methods. One of the weaknesses of TRC approaches as compared with TRO methods is that it may cause noticeable lost of details in some images. Because of their respective merits and drawbacks of both technologies in terms of computational complexity, simple implementation and easy to use, both types of technologies are likely to co-exist for tone mapping in HDR imaging for the foreseeable future.
In this paper, we present a new solution to the optimization based TRC operators [25 -27] . The solutions to the optimization problem in these previous works are all based on iterative heuristic either by training a neural network or based on some sort of intuitions. We will reformulate the tone mapping objective function and introduce a closed form solution which will make this type method mathematically more elegant, computationally faster and practically easier to implement.
Adaptively Setting Scene Brightness
In mapping high dynamic range images to low dynamic range ones for reproduction purpose, there are two basic requirements. The first is that the overall brightness should be correct and the other is that there should be enough detail in the reproduced images. Both requirements are subjective and scene dependant. As a first step, we use following function to map the luminance of the high dynamic range image I to display luminance D: (1) ensures that the maximum and minimum luminance values of the scene are respectively mapped to the maximum and minimum luminance of the visualization device. Adjusting α will appropriately tune the overall brightness of the reproduced image. Figure 1 shows plots of the mapping curve of (1) for several different α's. It is seen that the curves distribute the world luminance to display luminance according the values of α. For example, setting α = 0 %, the lower 20% of the world luminance will be placed at over 80% of the lower end of the display luminance. The end effect is of course, that the display will be bright. By increasing the value of α, we can allocate the display luminance to world luminance differently, thus adjusting the overall brightness of the reproduction. When α → ∞, D(I) = I. 
Optimization Approach to TRC Tone Mapping Operator Design
After an HDR image is mapped by equation (1), ignoring numerical errors, the output image still contains the same amount of information as the original input because the mapping function is monotonic and using D(I) can completely recover the original I. The reason that rendering D(I) for display will result in the lack of detail is caused by linear scaling (quantization) as illustrated in Figure 2 (a). In this case, the range of D(I) is divided into equal intervals, and pixels falling into the same interval are compressed to have the same display value. Quantization is done purely on the basis of the pixel dynamic range without taking into account the image's pixel distribution characteristics. As a consequence, in densely populated luminance intervals, compression is too aggressive (too many pixels are squeezed into one display value) resulting in a lost of detail, whilst in sparsely populated intervals, too few pixels occupy a valuable display level thus resulting the under utilization of display luminance levels. A traditional technique that takes into account pixel distribution is histogram equalization as shown in Figure 2 (b). In this case, the method divides the range of D(I) into N intervals based on the pixel distribution only. Within each interval, there are equal numbers of pixels falling onto it. The division of these intervals is purely based on the pixel population distributions and the actual pixel luminance values spanned in the intervals are not taken into account. Again pixels falling into the same interval are mapped (quantized) into the same display luminance. Although, the display luminance levels are fully utilized in this case, densely populated intervals can result in the exaggeration of contrast (the mapping curve is too steep), while in sparsely populated luminance intervals, compression is too aggressive (the mapping curve is too flat). In order to achieve the desirable results, a TRC tone-mapping algorithm should strike a balance between both techniques and combine them together (Figure 2 (c) ). To implement the tone mapping strategy of Figure 2(c) , i.e., to map D(I) to the display image d using a curve that is between linear scaling and histogram equalization, one way to achieve this is to map the image by optimizing following objective function [26] 
D(I) D(I)
where λ >0 is the weighting factor. Setting λ = ∞, optimizing E becomes histogram equalization mapping, and λ = 0, optimizing E becomes linear scaling mapping. By choosing an appropriate λ, we can strike a balance between the two extreme forms of mapping to suit individual images. An optimal solution to (2) can be found by solving following linear equations.
However, equation (3) is seriously under constrained, and a straightforward numerical solution to optimize E in (2) may be difficult to obtain. In [25] , an iterative learning procedure was developed, and in [26, 27] a heuristic solution was used to solve the mapping problem.
A Closed Form Solution
In order to develop closed form solution, we would like to re-formulate equation (2) . The idea is like this: instead of trying to find the cutting points le k directly, which will be impossible to find a closed form solution, we first try to find the pixel populations S le (k) that falling between the cutting points le k-1 and le k . Once S le (k) are found, then we can easily find the cutting points le k by counting the pixels starting from the first bin, then the second, etc… Let S l (k) be the pixel population falling between the cutting points l k-1 and l k . i.e, pixel populations falling onto each linearly mapped (equal interval) bin (see Figure 2 (a) ). Obviously, for a given image S l (k) is known (and fixed). Assuming the pixel population to be unity, then the number of pixels falling into the bins of histogram equalization mapping will be S e (k)=1/N, where N is the total number of bins, or equivalently, the number of distinctive display levels of the output device. With these assumptions, we can now write equation (2) in the following equivalent form in terms S l (k) (known), N (given), and S le (k) (unknown) ( )
Then, setting the partial derivatives of E with respect to S le (k) to zero ( )
With (5), we can compute the numbers of pixels falling into each bin directly instead of having to resort to heuristic or iterative processes by previous researchers [25 -27] . From (5), it is not difficult to see that ( ) (4) and (5) is equivalent to (2) in the sense that by adjusting the value of λ we can achieve from linear to histogram equalization mapping. Once S le (k) is found, then we can find the cutting points le k for mapping the pixels very easily. All is needed is to count enough pixels for each bin.
Experimental Results
We have tested our solution using experimental procedures followed those in previous work [25, 25, 27] and have obtained similar results. Some examples are shown in Figures 3, 4 and 5.
Our results indicate that the optimization approach offers flexibility and simple solution to tone mapping for high dynamic range image display in low dynamic range devices. In general results are satisfactory or acceptable. However, as have been commented by previous authors, TRC based operators have the common weakness of destroying spatial details. Amongst TRC based methods, the optimization based approach which offer the flexibility of adjusting the mapping between linear and histogram equalization seems to be one of the most flexible TRC operators with clear parameter-appearance relations (by setting the value of λ). Because of the subjective nature of tone mapping, this flexibility is very important and very useful. Another advantage of TRC based optimization approach is that it can be implemented very efficiently and can be computed very fast. Our work in this paper has provided a more elegant solution to this approach which will enable even faster and simpler implementation. 
Concluding Remarks
In this paper, we have presented a closed form solution to an optimization approach to tone mapping for high dynamic range image display in low dynamic range devices. Our results indicate that the optimization-based approach can achieve good results which also has the advantage of being flexible, simple to implement and fast to compute. Our closed form solution has added mathematical elegant-ness and computational simplicity to this approach.
