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1. INTRODUCTION
Let EFG be tree Banach spaces with E ⊂ LFG continuously, and
let m  → E be a ﬁnitely additive measure with ﬁnite semivariation,
deﬁned on a δ-ring  of subsets of a given set S. A theory of integration of
vector-valued functions f  S → E, applicable to the stochastic integration
in Banach spaces, is developed in [6, Sect. 5].
Many times a measure m is deﬁned on a ring  (rather than on a δ-
ring). In order to apply the above integration theory, we have to extend
the measure m to a ﬁnitely additive measure on the δ-ring  generated
by . Extensions of ﬁnitely additive measures have not been considered
so far in the literature. In Section 3 we prove such extension theorems
(Theorems 3.6 and 3.7). In Theorem 3.8 and Corollary 3.9 we give condi-
tions under which the extended measure is σ-additive. A particular case of
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Theorem 3.8 and Corollary 3.9 for F =  is proved in [6, Theorems 7.7
and 7.8].
In Section 4 we study the Lebesgue–Stieltjes integral
∫
fdg with respect
to a function g I → E ⊂ LFG with ﬁnite semivariation (rather than
ﬁnite variation), deﬁned on an interval I. For this purpose we associate to
g a ﬁnitely additive measure mg deﬁned on certain ring  of subsets of I.
The Lebesgue–Stieltjes integral is deﬁned by the equality
∫
fdg = ∫ fdmg,
provided that mg can be extended to an additive measure on the δ-ring 
generated by . We give conditions on g which ensure that the extension
of mg is possible and that the Lebesgue–Stieltjes integral can be deﬁned
(Theorem 4.21).
In [6, Sect. 20], in the deﬁnition of the Stieltjes integral the restrictive
condition c0 ⊂ E was imposed. This condition ensured that the extended
measure is σ-additive. Since σ-additivity is not needed for the integral pre-
sented in Section 2 we can remove the condition c0 ⊂ E. It follows that
the Stieltjes integral deﬁned in this paper is an improvement over the one
presented in [6, Sect. 20].
In Section 5 we prove a Riesz-type representation theorem for con-
tinuous linear operations U  F a b	 → G, on the space F a b	
of continuous functions f  a b	 → F with the sup-norm. The inte-
gral representation is given in terms of the Lebesgue–Stieltjes integral:
Uf  = ∫ fdg where g a b	 → LFG∗∗ is a function with bounded
semivariation (Theorem 5.23). Moreover, a characterization of weak (resp.
strong) compactness of U is given in terms of weak (resp. weak star)
compactness of sets in the space rcabva b	 F∗ (see section on the
isomorphism g → mg).
2. PRELIMINARIES
The interest in ﬁnitely additive measures is justiﬁed by the fact that a
consistent integration theory can be developed with respect to additive mea-
sures with ﬁnite semivariation on a δ-ring. In this paragraph we give a short
presentation of this integral. For a detailed presentation see [6, Sect. 5].
The framework for the whole paper consists of a nonempty set S, a ring
 of subsets of S, three Banach spaces EFG such that E ⊂ LFG
continuously (that is, xy ≤ xy for x ∈ E and y ∈ F), and an additive
measure m → E ⊂ LFG. We denote by ,  , and  respectively the
δ-ring, σ-ring, and σ-algebra generated by .
If M is any Banach space, we denote by x the norm of an element
x ∈M , by M1 its unit ball of M , and by M∗ the dual of M .
A space Z ⊂ G∗ is called a norming space for G, if for every x ∈ G we
have x = supx z  z ∈ Z1. For each z ∈ G∗ we deﬁne the additive
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measure mz → F∗ by
xmzA = mAx z for A ∈  and x ∈ F
The Variation
The variation m of m is deﬁned for every set A ⊂ S by
mA = sup∑ mAi
where the supremum is taken for all ﬁnite families Aii∈I of disjoint sets
from  contained in A. We say m has ﬁnite (resp. bounded) variation, if
mA < ∞ for every A ∈  (resp. mS < ∞). For a more detailed
account of the variation see [6, Sect. 2].
The Semivariation
The semivariation m˜FG of m relative to the embedding E ⊂ LFG, or
relative to the pair FG, is deﬁned for every set A ⊂ S by
m˜FGA = sup
∣∣∑mAixi∣∣
where the supremum is taken for all ﬁnite families Aii∈I of sets from 
contained in A and all families xii∈I of elements of F1.
We say m has ﬁnite (resp. bounded) semivariation m˜FG if m˜FGA <∞
for every A ∈  (resp. m˜FGS <∞).
If Z ⊂ G∗ is a norming space for G, then for every set A ⊂ S we have
(see [6, Proposition 4.3])
m˜FGA = sup
z∈Z1
mzA ≤ +∞
Integration with Respect to a Measure with Finite Semivariation
We denote by F the set of -step functions f  S → F of the form
f =
n∑
i=1
φAixi with Ai ∈  and xi ∈ F
For such a function we deﬁne the integral
∫
fdm ∈ G by
∫
fdm =
n∑
i=1
mAixi
If we want to extend the integral for a larger class of functions, we have
to extend m to the δ-ring  or to the σ-algebra  and then apply the con-
struction described below. This justiﬁes the need for the extension theorems
of additive measures, presented in Section 3.
We shall assume ﬁrst that m can be extended to an additive measure
on the δ-ring  generated by . We denote the extension by the same
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letter m. We shall assume further that m satisﬁes the following conditions:
(a) m has ﬁnite semivariation m˜FG on ;
(b) there is a space Z ⊂ G∗ norming for G, such that for each z ∈ Z,
the measure mz → F∗ is σ-additive.
From a we deduce that each measure mz has ﬁnite variation mz.
A set A ⊂ S is said to be m-negligible if it is contained in a set B ∈ 
with mB = 0 or, equivalently, with m˜FGB = 0.
A function f  S → F is said to be m-measurable, if it is the limit m-a.e.
of a sequence fn of F-valued, -step functions.
The Space FGm
For every function f  S → F we denote
m˜FGf  = sup
∣∣∣
∫
s dm
∣∣∣
the supremum being taken for all -step functions s S → F with s ≤ f .
FGm is (by deﬁnition) the set of m-measurable functions f  S → F
such that m˜FGf  < ∞. It is a vector space and m˜FG is a seminorm on
FGm, for which it is complete.
For any m-measurable function f  S → F we have
m˜FGf  = sup
z∈Z1
∫
f dmz
where mz is the variation of mz.
We have then
FGm ⊂
⋂
z∈Z
L1Fmz
where L1Fmz is the space of functions f  S → F which are Bochner
mz-integrable.
The Integral
The integral
∫
f dm can now be deﬁned for all functions f ∈ FGm.
Let f ∈ FGm. Then, for every z ∈ Z we have f ∈ L1Fmz; hence the
integral
∫
f dmz is deﬁned and it is a scalar. The mapping z →
∫
f dmz is
a continuous linear functional on Z:∣∣∣
∫
f dmz
∣∣∣ ≤ m˜FGf z
We denote it by
∫
f dm. Therefore,
∫
f dm ∈ Z∗,〈 ∫
f dm z
〉
=
∫
f dmz for z ∈ Z
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and ∣∣∣
∫
f dm
∣∣∣ ≤ m˜FGf 
From this last inequality, it follows that the mapping f → ∫ f dm of
FGm into Z∗ is continuous.
If Z = G∗, then ∫ f dm ∈ G∗∗, for f ∈ FGm.
3. EXTENSION OF MEASURES
In order to apply the integration theory of Section 2, we have to extend
m to a ﬁnitely additive measure on the δ-ring  (or on the σ-algebra )
generated by .
Such extensions are not unique, especially from the ring  to the σ-
algebra  generated by , even if the measure is σ-additive, positive, and
ﬁnite. The uniqueness of the extension has not been given much attention
in the past. Among all possible extensions we choose one extension which
we call the canonical extension.
We shall prove below some theorems that ensure the existence and
uniqueness of extensions of additive measures from  to  or to 
(Theorems 3.6 and 3.7). We also give conditions under which the extended
measure is σ-additive (Theorem 3.8 and Corollary 3.9).
Extension of σ-Additive, Positive Measures
Let µ  → 0+∞	 be a σ-additive measure. By the Caratheodory
procedure, µ has a σ-additive extension µ′  → 0+∞	 on the σ-ring
 generated by . Namely µ′ is the restriction to  of the outer measure
µ∗. If supA∈ µA = c, then supB∈ µ′B = c.
If  is not a σ-algebra, we perform a second σ-additive extension
µ′′ → 0+∞	 by
µ′′A = supµBB ∈   B ⊂ A for A ∈ 
It follows that if supA∈ µA = c, then supA∈ µ′′A = c.
If S = ⋃1≤n<∞ Sn with Sn ∈ , then  =  and the second extension is
no longer necessary.
If µ is σ-ﬁnite on , then µ′ is the only σ-additive extension of µ from
 to  and µ′′ is the smallest extension of µ′ from  to . However, µ′′
is not necessarily the only σ-additive extension of µ or of µ′ to , even if
µ′ is ﬁnite.
Example. Let 0 1 and 0 1	 be the classes of Borel subsets of
0 1 and 0 1	, respectively. Then 0 1 is a σ-ring on 0 1	 and the
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σ-algebra generated by it is 0 1	. Let µ be a positive, ﬁnite, σ-additive
measure on 0 1	. For any a ≥ 0 we obtain a σ-additive extension
λ 0 1	 →  of µ by setting λ1 = a.
To distinguish µ′′ from other extensions of µ to , we shall call µ′′ the
canonical extension of µ to . To unify the language, we shall call µ′ also
the canonical extension of µ to  . If µ is σ−ﬁnite, the canonical extension
of µ to  is the smallest extension of µ to .
We shall extend below the notion of canonical extension for vector-valued
measures.
We shall continue to denote µ′ and µ′′ by µ. If µ is ﬁnite on , then
µ is ﬁnite on the δ-ring  generated by ; if µ is bounded on , then µ
is bounded on  and on , and there is a set S0 ∈  such that µB = 0
for every B ∈  with B ∩ S0 = . It follows then that µA = 0 for every
A ∈  with A ∩ S0 =  (see [6, Theorem 3.1]).
We mention the following important property:
For every set A ∈  with µA < ∞ and for every ε > 0, there is a
set B ∈  with µA$B < ε.
This property is no longer true for an extension different from the canon-
ical one. This property means that if µ is bounded, then  is dense in
 for the semidistance ρAB = µA$B, for AB ∈ , which allows
extensions of σ-additive measures with bounded variation, from  to  [6,
Theorem 7.3].
Extension of σ-Additive Measures with Finite Variation
If m → E is a vector-valued, σ-additive measure, it does not neces-
sarily have a σ-additive or even a ﬁnitely additive extension to the δ-ring
 generated by . But if m has a σ-additive extension m′ → E, then it
is unique.
We state ﬁrst the extension theorem of σ-additive measures with ﬁnite
variation. For the proof, see [6, Theorem 7.4].
Theorem 3.1. Let m → E be a σ-additive measure with ﬁnite (resp.
bounded) variation m.
Then m can be extended uniquely to a σ-additive measure m′  → E
(resp. m′ → E) with ﬁnite (resp. bounded) variation m′, such that m′ is
the canonical extension of m.
This theorem will be used in the proof of other extension theorems.
Canonical Extensions
In order to shorten the language in the sequel, we give the following
deﬁnition.
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Let Z ⊂ G∗ be a norming space for G and let m  → LFG be an
additive measure such that, for every x ∈ F and z ∈ Z, the real-valued
measure m·x z is σ-additive and has ﬁnite (resp. bounded) variation
mx z·.
Deﬁnition 3.2. An additive extension m′  → LFZ∗ (resp.
m′ → LFZ∗) of m is called the canonical extension of m, if for every
x ∈ F and z ∈ Z, the real-valued measure m′·x z is σ-additive and
has ﬁnite (resp. bounded) variation m′x z·, which is the canonical
extension of the variation mx z·.
Proposition 3.3. The canonical extension is unique.
Proof. Assume m′ and m′′ are two canonical extensions of m deﬁned on
 (resp. ). Then for every x ∈ F and z ∈ Z, the measures m′·x z and
m′′·x z are σ-additive and have ﬁnite (resp. bounded) variation, and
m′Bx z = mBx z = m′′Bx z for B ∈ 
Since both variations m′x z· and m′′x z· are canonical extensions
of the variation mx z·, they are equal:
m′A x z = m′′A x z for A ∈  respA ∈ 
By the uniqueness of the extension in Theorem 3.1, it follows that
m′·x z = m′′·x z on  resp
Since x ∈ F and z ∈ Z were arbitrary, we deduce that m′ = m′′.
Proposition 3.4. If m is σ-additive on  and has an additive canonical
extension m′  → LFZ∗, and if m′ is σ-additive on the σ-ring  =
σr, then there is a set S0 ∈  = σr such that, for every set A ∈  with
A ∩ S0 = , we have m′A = 0 and m′ is σ-additive on .
Proof. Since m′ is σ-additive on the semiring  , by [6, Theorem 3.1],
there is a set S0 ∈  such that m′A = 0 for every set A ∈  withA∩ S0 =
. Let us prove now that m′A = 0 for every A ∈  with A ∩ S0 = .
Let B ∈  with B ∩ S0 = , x ∈ F , and z ∈ Z. If C ∈  with C ⊂ B, then
C ∩ S0 = ; hence m′Cx z = 0. It follows that m′x zB = 0.
Since m′x z· is the canonical extension of mx z·, for every
A ∈  with A ∩ S0 =  we have
m′x zA = supm′x zBB ∈   B ⊂ A = 0
It follows that m′Ax z = 0 for every A ∈  with A ∩ S0 = . Then
m′A = 0 for every A ∈  with A ∩ S0 = . It follows that for every
set D ∈  we have m′D = m′D ∩ S0; consequently m′ is σ-additive
on .
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Proposition 3.5. If m is σ-additive and has ﬁnite (resp. bounded) varia-
tion m, and if m has a canonical extension m′ → E (resp. m′ → E),
then m′ has ﬁnite (resp. bounded) variation m′ which is the canonical exten-
sion of m.
Proof. For every x ∈ F and z ∈ Z, the measure m′·x z is σ-additive
and has ﬁnite (resp. bounded) variation m′x z· which is the canonical
extension of the variation mx z·. We have
m′Ax z = mAx z for A ∈ 
By Theorem 3.1, m has a unique σ-additive extension m′′  → E (resp.
m′′ → E) with ﬁnite (resp. bounded) variation m′′, which is the canon-
ical extension of m.
For x ∈ F , z ∈ Z, and A ∈  we have
m′Ax z = mAx z = m′′Ax z
By the uniqueness of the canonical extension m′ and of m′′, we deduce that
m′ = m′′. Since m′′ has ﬁnite (resp. bounded) variation, the same is true
for m′. Since m′ = m′′ and since m′′ is the canonical extension of m,
the same is true for m′.
Extension of Additive Measures
We consider ﬁrst the particular case of measures with values in LFD∗,
where D is a Banach space. This particular case will be used in the general
case of measures with values in LFG.
Theorem 3.6. Let m  → LFD∗ be an additive measure and let
Z ⊂ D be a norming space for D∗ ( for example, Z = D).
(I) Assume that m is locally bounded (resp. bounded) and that for
every x ∈ F and z ∈ Z, the real-valued measure m·x z is σ-additive. Then
there is a unique locally bounded (resp. bounded) additive measure m′ →
LFZ∗ (resp. m′ → LFZ∗) which is the canonical extension of m. If
Z = D, then m′ takes values in LFD∗.
If F = , then m′ has ﬁnite (resp. bounded) semivariation m˜′Z∗ and we
have
m˜′Z∗A = m˜′D∗A for A ∈ 
If F =  and Z = D, then
m˜′D∗A = m˜D∗A for A ∈ 
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(II) Assume that m has ﬁnite (resp. bounded) semivariation m˜FD∗ and
that for each z ∈ Z, the measure mz  → F∗ is σ-additive. Then m has a
canonical extension m′ → LFZ∗ (resp. m′  → LFZ∗) with ﬁnite
(resp. bounded) semivariation m˜′FZ∗ such that, for each z ∈ Z, the measure
m′z → F∗ (resp. m′z → F∗) is σ-additive and has ﬁnite (resp. bounded)
variation m′z and we have
m˜′FZ∗A = m˜FD∗A for A ∈ 
If Z = D, then m′ takes on values in LFD∗ and we have
m˜′FD∗A = m˜FD∗A for A ∈ 
Proof. (a) We shall prove ﬁrst assertion (I) under the assumption that
m is bounded and m·x z is σ-additive for every x ∈ F and z ∈ Z.
Denote c = supmAA ∈  <∞. Let x ∈ F and z ∈ Z. The measure
m·x z is σ-additive and bounded: mAx z ≤ cxz, for A ∈ .
It follows that the measure m·x z has bounded variation mx z·
satisfying (see [6, Proposition 2.16]): mx zA ≤ 2cxz, for A ∈ .
By Theorem 3.1, the measure m·x z can be extended uniquely to a σ-
additive measure m′xz  →  with bounded variation m′xz, which is the
canonical extension of the variation mx z·, and we have m′xzA =
mx zA for A ∈  and supA∈ m′xzA = supA∈ mx zA ≤
2cxz.
Let A ∈ . The mapping m′A F × Z →  deﬁned by
m′Ax y = m′xzA for x z ∈ F × Z
is linear and continuous; hence m′A ∈ BFZ, the space of continu-
ous bilinear functionals on F × Z, and we have m′A ≤ 2c Using the
isometric isomorphism BFZ = LFZ∗, we can consider that m′A ∈
LFZ∗ and m′Ax z = m′Ax z = m′xzA, for x ∈ F and z ∈ Z.
The mapping m′ → LFZ∗ is evidently additive. From the inequal-
ity m′A ≤ 2c for A ∈  we deduce that m′ is bounded. For x ∈ F ,
z ∈ Z, and A ∈  we have m′Ax z = m′xzA = mAx z. Hence
m′A = mA for A ∈ ; that is, m′ is an extension of m from  to .
Finally, for A ∈  we have m′x zA = m′xzA = mx zA,
where m′x z· is the canonical extension of mx z· from  to .
It follows that m′ is the canonical extension of m from  to .
(b) We prove now assertion (I) under the assumption that m is locally
bounded and m·x z is σ-additive for every x ∈ F and z ∈ Z.
Let A ∈  and consider the restriction mA of m to the ring  ∩A of
subsets of A. Then mA is bounded on  ∩A and mA·x z is σ-additive
for every x ∈ F and z ∈ Z. By step (a) of the proof, mA has a bounded,
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additive, canonical extension m′A  ∩A → LFZ∗, where  ∩A is the
σ-algebra of subsets of A, generated by the ring  ∩A:
σa ∩A = σa ∩A =  ∩A
If AB ∈  and A ⊂ B, then by the uniqueness of the canonical extension
we have m′AC = m′BC, for C ∈  ∩A. For every set C ∈ , there is a
set A ∈  with C ⊂ A; hence C ∈  ∩A. We set
m′C = m′AC
and the deﬁnition of m′C is independent of A. We obtained an additive
measure m′ → LFZ∗, which is locally bounded. For A ∈  we have
m′A = m′AA = mA; hence m′ is an extension of m. We have  =⋃
A∈∩A; therefore, since m′A·x z is σ-additive on ∩A for x ∈ F
and z ∈ Z, we deduce that m′·x z is σ-additive on  for x ∈ F and
z ∈ Z. Since m′A·x z has bounded variation m′Ax z· on  ∩ A,
which is the canonical extension of mAx z·, we deduce that for each
x ∈ F and z ∈ Z, the measure m′·x z has ﬁnite variation m′x z·
which is the extension of the variation mx z·. It follows that m′ is the
canonical extension of m.
If F = , the fact that m′ is locally bounded on  (resp. bounded on )
implies that m′ has ﬁnite variation on  (resp. bounded variation on ).
(See [6, Proposition 4.14].) From the equality
m′zA = mzA for A ∈  and z ∈ Z
taking the supremum for z ∈ Z1 we deduce (see [6, Proposition 4.13])
m˜′Z∗A = m˜′D∗A for A ∈ 
(c) We prove now assertion (II) under the assumption that m has
bounded semivariation m˜FD∗ and for each z ∈ Z, the measure mz → F∗
is σ-additive. Then m is bounded on  and for each x ∈ F and z ∈ Z we
have mAx z = xmzA, for A ∈ ; hence m·x z is σ-additive.
The assumption of assertion (I) in step (a) is satisﬁed; therefore, by step (a),
m has an additive canonical extension m′ → LFZ∗. From the inequal-
ity mz ≤ m˜FD∗Sz, for z ∈ Z, we deduce that mz has bounded variation
mz. By Theorem 3.1,mz can be extended uniquely to a σ-additive measure
m∗z  → F∗ with bounded variation m∗z which is the canonical extension
of the variation mz, and m∗z ≤ m˜FD∗Sz. For each x ∈ F and z ∈ Z,
the measures xm∗z· and xm′z· = m′·x z are σ-additive and for
A ∈  we have
xm∗zA = xmzA = mAx z = m′Ax z = xm′zA
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By the uniqueness of the extensions, we deduce that
xm∗zA = xm′zA for A ∈ 
Therefore m∗z = m′z; hence m′z = m∗z ≤ m˜FD∗Sz. Taking the supre-
mum for z ∈ Z1, we obtain
m˜′FZ∗ = sup
z∈Z1
m′z ≤ m˜FD∗ <∞
hence m′ has bounded semivariation m˜′FZ∗ .
We have also
m′zA = mzA for A ∈ 
Since Z is a norming space both for Z∗ and D∗, taking the supremum for
z ∈ Z1 we obtain
m˜FZ∗A = m˜FD∗A for A ∈ 
(d) Assume now that m has ﬁnite semivariation m˜FD∗ and mz →
F∗ is σ-additive for each z ∈ Z. Then m is locally bounded on  and
m·x z is σ-additive. The assumption of assertion (I) step (b) is satisﬁed;
therefore, by step (b), m has an additive canonical extension m′  →
LFZ∗.
Let A ∈ . Then the restriction m′A of m′ to the σ-algebra  ∩A of
subsets of A is the canonical extension of the restriction mA of m to the
ring  ∩ A. By step (c), m′A has bounded semivariation m˜′AFZ∗ . Since
mz → F∗ is σ-additive for z ∈ Z, we deduce that mAz  ∩A → F∗
is σ-additive for z ∈ Z. By step (c), m′Az  ∩A→ F∗ is σ-additive and
m′Az = m′zA. It follows that m′z is σ-additive on  and
m′zA = m′zAA = m′AzA
Taking the supremum for z ∈ Z1 we deduce that
m˜′FZ∗A = sup
z∈Z1
m′zA = sup
z∈Z1
m′AzA
= m˜′AFZ∗A <∞
hence m has ﬁnite semivariation m˜′FZ∗ . Finally, for A ∈  we have
m′zA = m′AzA = mAzA = mzA
Taking the supremum for z ∈ Z1 we obtain
m˜′FZ∗A = m˜FD∗A for A ∈ 
We can consider now the general case of measures with values in LFG.
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Theorem 3.7. Let m → LFG be an additive measure and let Z ⊂
G∗ be a norming space for G∗∗ ( for example, Z = G∗).
(I) Assume that m is locally bounded (resp. bounded) and that for
every x ∈ F and z ∈ Z, the real-valued measure m·x z is σ-additive. Then
there is a unique locally bounded (resp. bounded) additive measure m′ →
LFZ∗ (resp. m′ → LFZ∗) which is the canonical extension of m. If
F = , then m′ has ﬁnite (resp. bounded) semivariation m˜′Z∗ and we have
m˜′Z∗A = m˜′GA for A ∈ 
If F =  and Z = G∗, then
m˜′G∗∗A = m˜GA for A ∈ 
(II) Assume that m has ﬁnite (resp. bounded) semivariation m˜FG and
that for each z ∈ Z, the measure mz  → F∗ is σ-additive. Then m has a
canonical extension m′ → LFZ∗ (resp. m′  → LFZ∗) with ﬁnite
(resp. bounded) semivariation m˜′FZ∗ such that, for each z ∈ Z, the measure
m′z → F∗ (resp. m′z → F∗) is σ-additive and has ﬁnite (resp. bounded)
variation m′z and we have
m˜′FZ∗A = m˜FGA for A ∈ 
If Z = G∗, then m′ takes on values in LFG∗∗ and we have
m˜′FG∗∗A = m˜FGA for A ∈ 
Proof. We can consider the measure m with values in LFG∗∗. Taking
D = G∗, we have LFG∗∗ = LFD∗ and Z ⊂ D is norming for D∗ =
G∗∗. Moreover, m˜FD∗ = m˜FG∗∗ = m˜FG. We can apply Theorem 3.6 and
deduce the conclusion of Theorem 3.7.
Extension to σ-Additive Measures
We next state a theorem which, under the hypothesis of strong additivity
of the given measure m, ensures that the canonical extension m′ is σ-
additive and takes on values in LFG, rather then LFG∗∗.
An additive measure m → E is said to be strongly additive if, for every
sequence An of disjoint sets from , the series
∑
mAn is convergent
or, equivalently, for any decreasing (resp. increasing) sequence An from
, the limit limmAn exists in E.
We say that m is locally strongly additive, if for every set A ∈ , the
restriction of m to the ring  ∩A is strongly additive.
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Theorem 3.8. Let m  → LFG be an additive measure and
let Z ⊂ G∗ be a norming space for G ( for example, Z = G∗).
Assume that m is locally strongly additive (resp. strongly additive and
bounded) and that for every x ∈ F and z ∈ Z, the real-valued measure
m·x z is σ-additive. Then m has a σ-additive canonical extension
m′ → LFG (resp. m′ → LFG).
Proof. (a) Since local strong additivity implies local boundedness (see
[6, Theorem 6.9]), the assumption of the present theorem implies the
hypothesis of assertion (I) of Theorem 3.7. According to Theorem 3.7,
there is a locally bounded (resp. bounded), additive canonical extension
m′ → LFZ∗ (resp. m′ → LFZ∗).
It remains to prove that m′ is σ-additive and takes on values in LFG.
(b) Assume now m is strongly additive and bounded. Then the
canonical extension m′ is deﬁned on the σ-algebra . Let  be the σ-ring
generated by . From the inequality m′Ax z = mAx z ≤
mAxz for A ∈ , x ∈ F , and z ∈ Z, we deduce that the set of
real measures m′·x zx ∈ F1 z ∈ Z1 is uniformly strongly additive
on . Since each measure m′·x z with x ∈ F and z ∈ Z is σ-additive
on , it is σ-additive on  . By [6, Theorem 6.13], the set of measures
m′·x zx ∈ F1 z ∈ Z1 is uniformly σ-additive on  . It follows that
m′ is σ-additive on  .
(c) Since m′ is σ-additive on the σ-ring  , by Proposition 3.4 there
is a set S0 ∈  such that m′A = 0 for every set A ∈  with A ∩ S0 = 
and m′ is σ-additive on .
(d) Since Z is norming for G, we can embed G isometrically in Z∗;
hence LFG ⊂ LFZ∗. Let  be the class of sets A ∈  with m′A ∈
LFG. Then  is a monotone class containing . Hence  =  ; i.e.,
m′A ∈ LFG for every A ∈  .
(e) For every set A ∈  we have A ∩ S0 ∈  and A \ S0 ∈ ; hence
m′A ∩ S0 ∈ LFG and m′A \ S0 = 0. Consequently
m′A = m′A ∩ S0 +m′A \ S0 = m′A ∩ S0 ∈ LFG
Corollary 3.9. Let m → E ⊂ LFG be an additive measure and
let Z ⊂ G∗, be a norming space for G. Assume c0 ⊂ E, m is locally bounded
(resp. bounded), and for every x ∈ F and z ∈ Z, the real-valued measure
m·x z is σ-additive.
Then m is σ-additive and has a σ-additive canonical extension m′  →
LFG (resp. m′ → LFG).
In fact, if c0 ⊂ E and m is locally bounded (resp. bounded), then m is
locally strongly additive (resp. strongly additive) (see [6, Theorem 6.8]).
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Remark 3.10. The particular case of Theorem 3.8 and Corollary 3.9, for
F = , is proved in [6, Theorem 7.7 and Corollary 7.8].
Remark 3.11. Let m  → LFG be an additive measure with ﬁnite
semivariation m˜FG and assume there is a space Z ⊂ G∗ norming for G∗∗
(for example, Z = G∗) such that for each z ∈ Z, the measure mz  →
F∗ is σ-additive. By Theorem 3.7, m has an additive canonical extension
m′  → LFZ∗ such that m′z  → F∗ is σ-additive for every z ∈ Z.
We can apply the integration theory of Section 2. We can deﬁne the space
FZ∗m′ of m′-measurable functions f  S → F with
m˜′FZ∗f  = sup
z∈Z1
∫
f dm′z <∞
and for f ∈ FZ∗m′ we can deﬁne the integral
∫
f dm′ ∈ Z∗. If Z = G∗,
then m′ → LFG∗∗ and for f ∈ FG∗∗m′ we have
∫
f dm′ ∈ G∗∗.
We shall continue to denote m′ by m, FZ∗m′ by FZ∗m, and
∫
f dm′
by
∫
f dm.
4. THE LEBESGUE–STIELTJES INTEGRAL
The framework for this section consists of an interval I ⊂ , three
Banach spaces EFG such that E ⊂ LFG, and a function g I → E.
Let a0 = inf I ≥ −∞. We shall consider two separate situations, accord-
ing to whether a0 /∈ I or a0 ∈ I.
If a0 /∈ I, we denote by I the semiring of the intervals s t	 with
s t ∈ I and by I the ring generated by I. The intervals of the form
a0 t	 do not belong to I, even if a0 is ﬁnite.
If a0 ∈ I, we denote by I the semiring of the intervals of the form
s t	 ⊂ I with a0 < s and of the form a0 t	 ⊂ I with a0 < t. The set a0
does not belong to I.
In both cases, the σ-ring generated by I is equal to the Borel σ-
algebra I and the δ-ring I generated by I consists of the Borel
subsets of I contained in a set of I. If, for example, a0 = −∞ or if
a0 ∈ I, then I consists of the bounded Borel subsets of I.
We associate to the function g an additive measure mg I → E
deﬁned by
mgs t	 = gt − gs if a0 < s < t
mga0 t	 = gt − ga0 if a0 ∈ I and a0 < t
We want to deﬁne the Lebesgue–Stieltjes integral
∫
f dg for certain func-
tions f  I → F by the equality ∫ f dg = ∫ f dmg.
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For this, the integral
∫
f dmg has to make sense. This is the case if mg
can be extended to an additive measure with ﬁnite semivariation m˜FG∗∗ on
I or on I, and if the measure mgz is σ-additive for each z in a
space Z ⊂ G∗ norming for G. We can then apply the integration theory
presented in Section 2 and deﬁne
∫
f dmg. On the other hand, we want to
express the extension theorems of the measure mg in terms of the function
g. This is the object of the present section. We shall consider ﬁrst the case
of a function g with ﬁnite variation and then the case when g has ﬁnite
semivariation.
Functions with Finite Variation
The variation of g on an interval J ⊂ I is deﬁned by
varg I = sup∑ gti+1 − gti
where the supremum is taken for all divisions t0 < t1 < · · · < tn of points
from J. We say that g has ﬁnite (resp. bounded) variation, if varg J  <∞
for every bounded interval J ⊂ I (resp., varg I <∞).
Let α ∈ I. We deﬁne the variation function gα I → 0+∞	 by setting,
for every t ∈ I,
gαt =
{
varg α t	 if t ≥ α,
−varg t α	 if t < α.
It follows that gαα = 0. The function gα is ﬁnite (resp. bounded) if
and only if g has ﬁnite (resp. bounded) variation.
If a0 /∈ I, we deﬁne the variation function g I → 0+∞	 by
gt = varg a0 t	 for t ∈ I
If a0 ∈ I we set
gt = ga0t = varg a0 t	 for t ∈ I
In this case we have ga0 = 0.
The function g is bounded if and only if g has bounded variation.
We mention the following properties of the functions gα and g.
(1) If g has ﬁnite variation and if αβ ∈ I, then gβ− gα is constant.
If g has ﬁnite variation g and if α ∈ I, then g − gα is constant.
(2) gαt = gαs+ varg s t	, and gt = gs+ varg s t	,
for s < t in I.
(3) If gα is ﬁnite, then gαt − gαs = varg s t	 for s <
t in I. If g is ﬁnite, then gt − gs = varg s t	 for s < t in I.
If, in addition, g is right continuous on I \ a0, then gαt − gαs =
varg s t	 for a0 < s < t and gt − gs = varg s t	 for a0 <
s < t.
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(4) If g has ﬁnite variation, then gt − gs ≤ gαt − gαs for
s < t in I. If g is ﬁnite, then gt − gs ≤ gt − gs, for s < t in I.
(5) If g is increasing, then gαt − gαs = gt − gs for s <
t in I. If, in addition, g is ﬁnite, then gt − gs = gt − gs for s <
t in I.
Theorem 4.12. Let α ∈ I. Assume g has ﬁnite variation function gα
(resp. g). Then g is right continuous at a point t ∈ I if and only if gα (resp.
g) is right continuous at x.
For the proof, see [6, Theorem 18.11].
The Measure Associated to a Function with Finite Variation
Let g I → E be a function. We deﬁne the additive measure mg I →
E associated to g in the following way:
If a0 /∈ I, for every interval s t	 ∈ I we set
mgs t	 = gt − gs
If a0 ∈ I, we deﬁne mg on the semiring I by
mgs t	 = gt − gs if a0 < s < t
and
mga0 t	 = gt − ga0 if a0 < t
Then we extend mg by additivity to the whole ring I.
For two functions g g′ I → E we have mg = mg′ if and only if g −
g′ is constant. The following theorem gives the relationship between the
variations of g and mg.
Theorem 4.13. (a) mg has ﬁnite (resp. bounded) variation if and only
if g has ﬁnite (resp. bounded) variation.
Let J ⊂ I be an interval.
(b) If a0 /∈ I, then
varg J ≤ varmg J ≤ varg J
where J is the closure of J in I.
(c) We have the equality
varmg J = varg J
if either inf J = a0, or inf J ∈ J.
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Proof. Assertion (a) follows from (b). Assume ﬁrst that a0 /∈ I. To prove
the ﬁrst inequality in assertion (b), let t0 < t1 < · · · < tn be a ﬁnite family
of points in J. Then t0 > a0; hence the intervals ti ti+1	 belong to I
and we have
∑
i
gti+1 − gti =
∑
i
mgti ti+1	 ≤ varmg J
Therefore varg J ≤ varmg J.
To prove the second inequality in assertion (b), let αkβk	k∈K be a ﬁnite
family of disjoint intervals of I contained in J. Arrange the points αk
and βk in increasing order, t0 < t1 < · · · < tn. Then t0 > a0 and each
interval αkβk is of the form ti ti+1	 for some ik. All points ti with
i > 0 belong to J and t0 ≥ inf J. If either inf J = a0 or inf J ∈ J, then
t0 ∈ J. Therefore
∑
k
mgαkβk	 ≤
∑
i
mgti ti+1	
=∑
i
gti+1 − gti ≤ varg J 
hence varmg J  ≤ varg J , and the equality in assertion (c) is proved.
If inf J > a0 and inf J /∈ J, then we might have t0 = inf J. In any case,
t0 ∈ I; hence t0 belongs to the closure J of J in I. Therefore,
∑
k
mgαkβk	 ≤
∑
i
gti+1 − gtti ≤ varg J 
hence varmg J  ≤ varg J .
Assume now a0 ∈ I and prove the equality in assertion (c). Let
a0 α0	 α1 β1	     αkβk	 be disjoint intervals from I contained in
J. Arrange the end points in increasing order: a0 < α0 < t1 < t2 < · · · <
tn+1. Each interval αi βi	 with i ≥ 1 is one of the intervals tj tj+1	 with
j ≥ 1; therefore,
mga0 α0	 +
∑
0≤i≤k
mgαi βi	 ≤ mga0 α0	 +
∑
1≤i≤n
mgti ti+1	
= gα0 − ga0 +
∑
1≤i≤n
gti+1 − gti
≤ varg J 
Taking the supremum for all families of intervals αi βi	 we obtain
varmg J  ≤ varg J 
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To prove the converse inequality, let a0 < t1 < · · · < tn+1 = t be a division
of points from J. Then
gt1 − ga0 +
∑
1≤i≤n
gti+1 − gti ≤ mga0 t1	 +
∑
1≤i≤n
mgti ti+1	
≤ varmg J 
Taking the supremum for all divisions we obtain
varg J  ≤ varmg J 
and the equality in assertion (c) follows.
The following theorem gives a continuity condition which ensures the
equality (c) in Theorem 4.13.
Theorem 4.14. If g is right continuous on I \ a0, then for every interval
J ⊂ I we have
varg J  = varmg J 
Proof. If inf J = a0 or inf J ∈ J, the equality is proved in Theorem 4.13,
even without using the right continuity of g.
Assume now g is right continuous on I \ a0, that inf J > a0, and that
inf J /∈ J. Using assertion (b) in Theorem 4.13, we have only to prove the
inequality varmg J  ≤ varg J .
Let αkβk	k∈K be a ﬁnite family of intervals in I contained in J;
hence αk > a0 for each k. Arrange the points αk and βk in increasing order,
t0 < t1 < · · · < tn+1. We have t0 > a0, but we might have t0 = inf J /∈ J. By
hypothesis, g is right continuous at t0. Let ε > 0. There is a point t
′
0 ∈ J
such that t0 < t
′
0 < t1 and gt0 − gt ′0 < ε. Then
gt1 − gt0 ≤ gt1 − gt ′0 + gt ′0 − gt0
≤ gt1 − gt ′0 + ε
Hence ∑
k
mgαkβk	 ≤
∑
0≤i≤n
mgti ti+1	
≤ ∑
0≤i≤n
gti+1 − gti
= gt1 − gt0 +
∑
1≤i≤n
gti+1 − gti
< gt1 − gt ′0 +
∑
1≤i≤n
gti+1 − gti + ε
≤ varg J  + ε
therefore varmg J  ≤ varg J .
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The following theorem gives the relationship between the measures asso-
ciated to g and to g.
Theorem 4.15. Assume g has ﬁnite variation function gα with α ∈ I
(resp. ﬁnite variation function g ) and that g is right continuous on I \ a0.
Then
mg = mgα resp mg = mg 
Proof. It is enough to prove the equality on the semiring I.
(a) Assume ﬁrst a0 /∈ I and let α ∈ I. Then, for any interval s t	 ∈
I, the equality
mgs t	 = mgαs t	 resp mgs t	 = mgs t	
is proved in [6, Proposition 18.17].
(b) Assume now a0 ∈ I and let α ∈ I. Then gα − g = gα − ga0 is
constant; hence mgα = mg. Therefore we have to prove that mg = mg
on I. If s t	 is an interval of I with a0 < s, then the equality
mgs t	 = mgs t	
is proved as in [6, Proposition 18.17].
(c) Consider now an interval a0 t	 ∈ I and prove the equality
mga0 t	 = mga0 t	
Let ε > 0. There is a ﬁnite family of disjoint intervals a0 t0	, αi βi	 with
1 ≤ i ≤ n, from I, contained in a0 t	, such that
mga0 t	 − ε
< mga0 t0	 +
∑
1≤i≤n
mgαi βi	
= gt0 − ga0 +
∑
1≤i≤n
gβi − gαi
≤ gt0 − ga0 +
∑
1≤i≤n
gβi − gαi	
= mga0 t0	 +
∑
1≤i≤n
mgαi βi	
≤ mga0 t	
Since ε is arbitrary, we deduce mga0 t	 ≤ mga0 t	.
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To prove the converse inequality, let ε > 0 and let a0 < t1 < · · · < tn+1
be a division of a0 t	 with
varg a0 t	 < gt1 − ga0 +
∑
1≤i≤n
gti+1 − gti + ε
Then
mga0 t	 = gt − ga0 = gt = varg a0 t	
< ε+ mga0 t1	 +
∑
1≤i≤n
mgti ti+1	
≤ ε+ mga0 t	
Since ε > 0 is arbitrary, we deduce mga0 t	 ≤ mga0 t	 and the equality
follows.
Theorem 4.16. Assume g I →  is increasing. Then the measure
mg I → + is σ-additive if and only if g is right continuous on I \ a0.
Proof. The σ-additivity of mg implies the right continuity of g on
I \ a0.
Conversely, assume g is right continuous on I \ a0 and prove that mg is
σ-additive on the semiring I. It will follows then that mg is σ-additive
on the ring I.
Let Jn be a sequence of disjoint intervals from I with union an
interval J ∈ I.
If J = s t	 with s > a0, then all the intervals Jn are of the form Jn =
sn tn	 with sn > a0, and the equality mgJ  =
∑
n≥1mgJn is proved in
[6, Theorem 18.18].
Assume J = a0 t	. Then one of the intervals, for example J1, is of the
form J1 = a0 t1	 and the rest of the intervals are of the form Jn = sn tn	,
with n ≥ 2. It follows that
⋃
n≥2
Jn = a0 t	 \ a0 t1	 = t1 t	 ∈ I
and by the ﬁrst part of the proof we have mgt1 t	 =
∑
n≥2mgJn.
Since mg is additive on I, we have
mgJ  = mga0 t	 = mga0 t1	 +mgt1 t	
= mgJ1 +
∑
n≥2
mgJn
We can now prove the extension theorem for mg, in case g I → E has
ﬁnite variation.
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Theorem 4.17. Assume g I → E is right continuous on I \ a0 and
has ﬁnite (resp. bounded) variation. Then the measure mg can be extended
uniquely to a σ-additive measure m I → E (resp. m → E) with ﬁnite
(resp. bounded) variation m, which is the extension of the variation mg.
Proof. Since g is right continuous on I \ a0, by Theorem 4.16, the
measure mg = mgα (resp. mg = mg) is σ-additive on I. We can
apply Theorem 3.1 to deduce the conclusion.
We shall continue to denote m by mg and call it the Stieltjes measure
corresponding to the function g with ﬁnite variation.
The Isomorphism g → mg
Let α ∈ I. Denote by rcαbvI E the space of functions g I → E which
are right continuous on I \ a0, vanish at the point α ∈ I, and have
bounded variation. We consider on this space the norm g = varg I.
Then rcαbvI E is a Banach space.
We denote also by cabvI E the space of σ-additive measures
m I → E with bounded variation. We consider on this space the norm
m = varm I.
Theorem 4.18. Let α ∈ I. The correspondence g → mg realizes a linear
isometric isomorphism between the spaces rcαbvI E and cabvI E.
We write
rcαbvI E ≡ cabvI E
Proof. The correspondence g → mg is evidently linear. We already
proved in Theorem 4.14 that this correspondence is an isometry. It remains
to prove that this correspondence is surjective.
Let m ∈ cabvI E. For every point t ∈ I set
gt =


mα t	 if t ≥ α,
−mt α	 if a0 < t < α,
−ma0 α	 if t = a0, in case a0 ∈ I.
Then gα = 0 and g is right continuous on I \ a0 Consider the measure
mg corresponding to the function g. For a0 < s < t we have
ms t	 = gt − gs = mgs t	
Therefore m = mg on I in case a0 /∈ I.
Assume now a0 ∈ I and let t ∈ I with t > a0. If t ≥ α we have
mga0 t	 = gt − ga0 = −mt α	 +ma0 α	 = ma0 t	
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It follows that m = mg on I and therefore on I. We deduce then
that
varg I = varmg I = varm I
hence g has bounded variation. By Theorem 4.17, mg can be extended to
a σ-additive measure with bounded variation on the σ-algebra I. Then
m = mg on I and this proves the theorem.
The Lebesgue–Stieltjes Integral for Functions with Finite Variation
If g I → LFG has ﬁnite variation and is right continuous on I \
a0, the measure mg I → E is σ-additive and has ﬁnite variation
mg. We can consider the space L1Fmg = L1Fmg of Bochner mg-
integrable functions f  I → F and we can deﬁne the integral ∫ f dmg for
f ∈ L1Fmg. We denote L1Fmg by L1Fg and for f ∈ L1Fg we deﬁne the
Lebesgue–Stieltjes integral
∫
f dm by the equality
∫
f dg = ∫ f dmg. Then
 ∫ f dg ≤ ∫ f dmg.
Functions with Finite Semivariation
Let g I → E ⊂ LFG be a function. For any interval J ⊂ I, the
semivariation svarFGg J	 of g on J, relative to the pair FG, is deﬁned
by
svarFGg J	 = sup
∣∣∣∣
n∑
i=1
gti+1 − gti	xi
∣∣∣∣
the supremum being taken for all ﬁnite divisions t1 < t2 < · · · < tn+1 of
points from I and elements x1 x2     xn from F1.
We say g has ﬁnite (resp. bounded) semivariation m˜FG if m˜FGJ  < ∞
for every bounded interval J ⊂ I (resp. m˜FGI <∞).
For every z ∈ G∗ we deﬁne the function gz I → F∗ by
x gzt = gtx z for x ∈ F and t ∈ I
We deﬁne the semivariation function g˜FG I → R+ in the following way:
If a0 /∈ I, we set
g˜FGt = svarFGg a0 t	 for t ∈ I
If a0 ∈ I, we set
g˜FGt = svarFGg a0 t	 for t ∈ I
It follows that g˜FGa0 = 0.
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The semivariation function g˜FG has the following properties:
(1) g˜FGt ≤ gt for t ∈ I.
(2) If g I → LF, then g˜Ft = gt for t ∈ I.
(3) If g˜FGt is ﬁnite and s < t in I, then
g˜FGt − g˜FGs ≤ svarFGg s t	
(4) If Z ⊂ G∗ is a norming space for G, then
g˜FGt = sup
z∈Z1
gzt for z ∈ Z
The Measure Associated to a Function with Finite Semivariation
Let g  → LFG be a function. Consider the additive measure
mg I → E ⊂ LFG associated to g.
For every x ∈ F and z ∈ G∗ we have mgxz = mgx z and mgz = mgz .
The following theorem is similar to Theorem 4.13.
Theorem 4.19. (a) mg has ﬁnite (resp. bounded) semivariation m˜gFG
if and only if g has ﬁnite (resp. bounded) semivariation g˜FG.
Let J ⊂ I be an interval.
(b) If a0 /∈ I, then
svarFGg J  ≤ svarFGmg J  ≤ svarFGg J 
where J is the closure of J in I.
(c) We have the equality
svarFGmg J  = svarFGg J 
if either inf J = a0 or inf J ∈ J.
Proof. For each z ∈ G∗ we apply Theorem 4.13 to the function gz I →
F∗ and the corresponding measuremgz = mgz and deduce the inequalities
vargz J  ≤ varmgz J  ≤ vargz J  and the equalities varmgz J  =
vargz J  Then we take the supremum for z ∈ G∗1 and obtain the corre-
sponding inequalities or equalities for the semivariations of g and mg.
The equality in Theorem 4.19 (c) is also ensured by continuity conditions
on g.
Theorem 4.20. Let g  → LFG be a function with ﬁnite (resp.
bounded) semivariation function g˜FG. Assume there is a space Z ⊂ G∗
norming for G∗∗ ( for example Z = G∗) such that for every z ∈ G the func-
tion gz I → F∗ is right continuous on I \ a0. Then for every interval J ⊂ I
we have
svarFG∗∗mg J  = svarFGg J 
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Proof. By Theorem 4.14, for each z ∈ Z we have
varmgz J  = vargz J 
for any interval J ⊂ I. Since Z is norming both for G and G∗∗, taking the
supremum for z ∈ Z1 we obtain the desired equality.
We can state now the extension theorem of mg, for functions g with ﬁnite
semivariation.
Theorem 4.21. Let g I → LFG be a function with ﬁnite (resp.
bounded) semivariation g˜FG and let Z ⊂ G∗ be a norming space for G∗∗
( for example Z = G∗). Then the measure mg → LFZ∗ has ﬁnite (resp.
bounded) semivariation m˜FG.
(I) Assume that for every x ∈ F and z ∈ Z, the real-valued function
g·x z is right continuous on I \ a0. Then:
(a) For every x ∈ F and z ∈ Z, the real valued measure mg·x z
is σ-additive and has ﬁnite (resp. bounded) variation.
(b) The measure mg has a canonical ﬁnitely additive extension m I
→ LFZ∗ (resp. m I → LFZ∗) with ﬁnite (resp. bounded) semi-
variation m˜FZ∗ .
(II) Assume that for every z ∈ Z, the function gz I → F∗ is right
continuous on I \ a0. Then, for every z ∈ Z, the measure mz I →
LFZ∗ (resp. mz I → LFZ∗) is σ-additive and has ﬁnite (resp.
bounded) variation.
In both cases, if Z = G∗, then m takes on values in LFG∗∗.
If Z = G = D∗, where D is a Banach space, then m takes on values in
LFD∗.
Proof. We remark ﬁrst that if gz is right continuous on I \ a0 for
z ∈ Z, then gxx z is right continuous on I \ a0 for every x ∈ F and
z ∈ Z; therefore, the hypothesis of assertion (II) implies the hypothesis of
assertion (I) and therefore also the conclusion of assertion (I).
The fact that mg has ﬁnite (resp. bounded) semivariation m˜FG follows
from Theorem 4.19. Assume now the hypothesis of assertion (I). Since
for each x ∈ F and z ∈ Z the function g·x z is right continuous on
I \ a0 and has ﬁnite (resp. bounded) variation, by Theorem 4.17, the
measure mgxz is σ-additive and has ﬁnite (resp. bounded) variation. From
the equality mgx z = mgxz it follows that the measure mgx z is σ-
additive and has ﬁnite (resp. bounded) variation.
If, in addition, gz is right continuous on I \ a0 for every z ∈ Z, and
since gz has ﬁnite (resp. bounded) variation gz, then, for each z ∈ Z, the
measure mgz = mgz is σ-additive and has ﬁnite (resp. bounded) variation
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mg. We can apply now Theorem 3.7 and Corollary 3.9 to deduce the
conclusion of the present theorem.
We shall continue to denote m by mg.
The Lebesgue–Stieltjes Integral for Functions with Finite Semivariation
Let g I → E ⊂ LFG be a function with ﬁnite semivariation g˜FG and
let Z ⊂ G∗ be a norming space for G∗∗ (for example Z = G∗). Assume
that for each z ∈ Z, the function gz I → F∗ is right continuous on I \
a0 and consider the additive extension mg I → LFZ∗ with ﬁnite
semivariation m˜gFZ∗ such that for each z ∈ Z, the measure mgz is σ-
additive, as stated in Theorem 4.21.
We can apply the integration theory of Section 2 and deﬁne the space
FZ∗mg and the integral
∫
f dmg ∈ Z∗ for f ∈ FZ∗mg.
As in the case of functions with ﬁnite variation, we shall denote the
space FZ∗mg by FZ∗g and for functions f ∈ FZ∗g we deﬁne the
Lebesgue–Stieltjes integral
∫
f dg by the equality
∫
f dg = ∫ f dmg.
Remark 4.22. In 6 Sect 20	 the Lebesgue–Stieltjes integral was
deﬁned for functions g  → E ⊂ LFG deﬁned on the whole real
line, under the restrictive condition c0 ⊂ E.
The Lebesgue–Stieltjes integral presented above is an improvement over
the one presented in 6	, since it does not require the restrictive condition
c0 ⊂ E and since  is replaced by any interval I, in particular by intervals
of the form I = a b	.
5. THE RIESZ REPRESENTATION THEOREM
We can now state the Riesz representation theorem on a compact interval
I = a b	, using the Lebesgue–Stieltjes integral presented above.
We denote by F a b	 the space of continuous functions f  a b	 → F ,
endowed with the sup-norm.
Theorem 5.23. If U  F a b	 → G is a continuous linear operator, there
is a unique function g a b	 → LFG∗∗ with ﬁnite semivariation g˜FG∗∗
such that:
(1) for each z ∈ G∗, the function gz a b	 → F∗ has ﬁnite variation
and is right continuous on a b	 and gza = 0;
(2) the mapping z → gz of G∗ into rcabva b	 F∗ is continuous for
the weak star topologies σG∗G and σrcabva b	G∗F a b	;
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(3) Uf  = ∫ f dg for f ∈ F a b	;
(4) U = svarFG∗∗g a b	.
If G = D∗, then g takes on values in LFD∗ rather than in LFD∗∗∗.
Conversely, if g a b	 → LFG∗∗ satisﬁes conditions (1) and (2), then
the equality (3) deﬁnes a linear continuous operation U  F a b	 → G, sat-
isfying condition (4).
U is compact (resp. weakly compact) if and only if the set
gz  z ∈ G∗ z ≤ 1
is compact (resp. weakly compact) in rcabva b	 F∗.
Proof. By the general Riesz theorem (see [9, Theorem 1]), there is an
additive measure m a b	 → LFG∗∗ with ﬁnite semivariation m˜FG∗∗
such that:
(1′) for each z ∈ G∗, the measure mz a b	 → F∗ is σ-additive
(and automatically regular) and has ﬁnite variation;
(2′) the mapping z → gz from G∗ into cabva b	 F∗ is con-
tinuous for the weak star topologies σG∗G and σcabva b	 F∗
F a b	;
(3′) Uf  = ∫ f dm for f ∈ F a b	;
(4′) U = m˜FGa b	.
If F = D∗, m takes values in LFD∗ rather than LFD∗∗∗.
We associate to the measure m a function g a b	 → LFG∗∗, by
ga = 0 and gt = ma t	 for t ∈ a b	.
For each z ∈ G∗ we have gza = 0 and gzt = mza t	 for t ∈ a b	.
Since mz is σ-additive, with ﬁnite variation, it follows that gz is right con-
tinuous on a b	, with ﬁnite variation and we have gzt = mza t	.
Then
g˜FGt = sup
z≤1
gzt = sup
z≤1
mza t	 = m˜FGa t	
In particular, g has ﬁnite semivariation g˜FG. Since m = mg, the Stieltjes
integral for f ∈ F a b	 is
∫
f dg = ∫ f dmg = ∫ f dm.
Hence Uf  = ∫ f dg and
U = m˜FGa b	 = g˜FGb = svarFGg a b	
The assertion concerning compactness or weak compactness of U follows
from [9, Theorems 2 and 4] and the isomorphism between rcabva b	 F∗
and cabva b	 F∗ proved in Theorem 4.18.
Remark 5.24. A direct proof of this theorem was given in [2, 3, 8], using
the Riemann–Stieltjes integral.
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