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Abstract
Multi-step quasi-Newton methods for optimisation (using data from more than one previous step to revise
the current approximate Hessian) were introduced by Ford and Moghrabi in (J. Comput. Appl. Math. 50 (1994)
305), where they showed how to construct such methods by means of interpolating curves. These methods
also utilise standard quasi-Newton formulae, but with the vectors normally employed in the formulae replaced
by others determined from a multi-step version of the secant equation. Some methods (the ‘accumulative’
and ‘5xed-point’ approaches) for de5ning the parameter values, which correspond to the iterates on the
interpolating curve, were presented by Ford and Moghrabi in (Optim. Methods Software 2 (1993) 357). Both
the accumulative and the 5xed-point methods measure the distances required to parameterise the interpolating
polynomials via a norm de5ned by a positive-de5nite matrix M . The 5xed-point algorithm which takes M to
be the current approximate Hessian was found, experimentally, to be the best of the six multi-step methods
studied in Ford and Moghrabi (1993) (all of which exhibited improved numerical performance by comparison
with the standard single-step BFGS method).
To produce a better parameterisation of the interpolation, Ford (Comput. Math. Appl. 42 (2001) 1083)
developed the idea of ‘implicit update’ methods. The fundamental concept here is to determine an ‘improved’
version of the Hessian approximation to be used in computing the metric, while avoiding the computational
expense of actually calculating the improved version. Two implicit methods (denoted by I2 and I3) were
developed from F2 in Ford (2001). The method I2 employed parameter values generated from an implicit
single-step BFGS update, while I3 used values from an implicit two-step update. In this paper, we describe
the derivation of new implicit updates which are similar to I3. The experimental results we present show that
one of the new implicit methods produces markedly better performance than the existing implicit methods,
particularly as the dimension of the test problem grows.
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1. Introduction
We consider quasi-Newton methods for the solution of unconstrained optimisation problems
min F(x); x ∈ Rn:
We denote the gradient and Hessian of f by
∇f(x) ≡ g(x) (1)
and
∇2f(x) ≡ G(x): (2)
Since quasi-Newton methods are iterative methods, we denote the sequence of estimates by {xi} and
use the standard notation for step-vectors:
si = xi+1 − xi (3)
and
yi = g(xi+1)− g(xi): (4)
Two-step quasi-Newton methods are very similar to the standard (one-step) methods in every respect,
except that the Hessian approximation Bi+1 in standard methods is constrained to satisfy the relation
Bi+1si = yi; (5)
whereas, in two-step methods, it must instead satisfy a relation of the form
Bi+1(si − isi−1) = yi − iyi−1 (6)
or (say)
Bi+1ri = wi: (7)
The relation (6)/(7) is derived by constructing interpolating quadratic curves {x()} and {h()},
where  R. {x()} interpolates the three latest iterates xi−1, xi and xi+1, while {h()} interpolates
the corresponding gradient values g(xi−1), g(xi) and g(xi+1):
x(j) = xi+j−1; j = 0; 1; 2; (8)
h(j) = g(xi+j−1); j = 0; 1; 2: (9)
On applying the chain rule to g(x()), it is clear that the Hessian matrix G(xi+1) will satisfy the
relation
G(xi+1)x′(2) = g′(x(2)); (10)
where primes denote derivatives with respect to . If the derivatives
ri
def=x′(2) (11)
and
wi
def= h′(2)
≈ g′(x(2)) (12)
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are substituted into Eq. (10), we obtain a relation of the form (6)/(7) (after removing a common
scaling factor in ri and wi). A suitable matrix Bi+1 satisfying (6)/(7) may then be obtained (for
example) by use of the BFGS formula [1,2,9,11]
Bi+1 = Bi − Birir
T
i Bi
rTi Biri
+
wiwTi
wTi ri
(13)
= BFGS(Bi; ri; wi); say: (14)
To carry out such an update, it is necessary to know the scalar i (compare Eqs. (6) and (7)).
This scalar depends on the values assigned to the abscissae {j}2j=0 and extensive numerical
experimentation has con5rmed that these values need to be selected with some care. One successful
method for choosing them has been described in [5]: a norm of the general form
‖z‖M def={zTMz}1=2 (15)
(where M is a positive-de5nite matrix) is used to compute distances between pairs of iterates in Rn.
This leads to the following method of determining the abscissae {j}2j=0 (where, without essential
loss of generality, we choose 2 = 0):
− 1 = 2 − 1
def= ‖x(2)− x(1)‖M
= ‖xi+1 − xi‖M
= ‖si‖M (16)
− 0 = 2 − 0
def= ‖x(2)− x(0)‖M
= ‖xi+1 − xi−1‖M
= ‖si + si−1‖M : (17)
Among several possible choices for the weighting matrix M considered in [5], the best numerical
performance was obtained with
M = Bi (18)
and this choice yielded an algorithm which produced a substantial numerical improvement over the
standard BFGS method, especially as the dimension of the problem increases.
In order to be able to determine, with this choice of M , the abscissae {j}2j=0 (and, hence, ri
and wi) without excessive computation, it is assumed, 5rst, that xi+1 is obtained by some form of
search along the ‘quasi-Newton’ direction
pi =−B−1i g(xi) (19)
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from xi, so that
Bisi =−tig(xi) (20)
for some known scalar ti, and second, that we either approximate the expression Bisi−1 with yi−1
or we alternate (on successive iterations) the two-step method with a standard one-step method, so
that (on a two-step iteration) Bi will satisfy the relation
Bisi−1 = yi−1
exactly (see [8]).
The remainder of this paper is organised as follows: in Section 2 we review the concept of
implicit methods and brieKy discuss the two methods introduced in [4]. One of these methods is
based on an implicit single-step update, while the other is constructed from an implicit two-step
update. This is followed in Section 3 by the development of two new implicit methods, both of
which are derived from implicit two-step updates. Section 4 describes the numerical experiments
which have been performed to evaluate the two new methods and compares their performance with
the existing implicit methods and with the standard BFGS (single-step) method, while Section 5
reviews the results of these experiments and draws some conclusions.
2. Implicit methods
Since the choice M = Bi for the weighting matrix produces an algorithm with good numerical
performance, it is natural to pose the question whether related matrices might yield further gains.
An obvious avenue of enquiry to pursue in answer to this question is the use of updated versions
of Bi, where the update employs data from the most recent iteration(s). Because this updated matrix
(call it Bˆi) will be used to compute {j}2j=0 and hence i, ri and wi, it cannot be the matrix Bi+1
which will be produced via Eq. (13). Thus, it appears that use of such a matrix will necessitate a
second update (requiring O(n2) operations) during each iteration. However, we observe that explicit
knowledge of the updated matrix is not our real goal; rather (compare Eqs. (16) and (17)) we only
need this matrix to enable us to calculate {j}2j=0 and hence i, ri and wi. Therefore, if we can show
(as we will do) that the expressions required in (16) and (17) may be computed cheaply without
explicit calculation of Bˆi, then we will have achieved our objective of using an updated matrix as
the weighting matrix, while avoiding most of the computational expense that would appear, at 5rst
sight, to be involved in such a process. Because explicit computation of Bˆi is avoided, methods
which use this technique were termed implicit methods in [4].
The 5rst two implicit methods were developed in [4]. They were denoted by I2 and I3, and the
updated matrix in each method was de5ned as follows:
I2: Bˆi = BFGS(Bi; si; yi); (21)
I3: Bˆi = BFGS(Bi; rˆi; wˆi); (22)
where rˆi and wˆi are derived in this manner: an initial set of estimates {ˆj}2j=0 is constructed via use
of the matrix Bi and Eqs. (16) and (17). Then initial interpolating curves {xˆ()} and {hˆ()} are
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determined from these estimates, from which we may compute the derivatives
rˆi
def= xˆ′(ˆ1); (23)
wˆi
def= hˆ
′
(ˆ1) (24)
for use in (22) (we recall that ˆ1 corresponds to the iterate xi).
We stress again that, in the case of both I2 and I3, Bˆi is not explicitly computed; instead relatively
inexpensive expressions for the terms Bˆisi and Bˆisi−1 are derived, which enable 1 and 0 to be
calculated via (16) and (17):
1 =−{sTi (Bˆisi)}1=2; (25)
0 =−{(si + 2si−1)T(Bˆisi) + sTi−1(Bˆisi−1)}1=2: (26)
3. New implicit methods
In this section we develop new implicit update methods in which the matrix M is the result of
alternative two-step updates of Bi. We note (from Eqs. (22)–(24)) that the method I3 was constructed
by use of derivatives of the interpolating curves at the point xi. We therefore propose the following
new implicit algorithms (which employ the derivatives at the remaining iterates xi−1 and xi+1), using
the stated matrices to compute {j}2j=0 and, hence, the values of i, ri and wi that are required to
produce Bi+1:
I4: Bˆi−1 = BFGS(Bi; rˆi−1; wˆi−1); (27)
I5: Bˆi+1 = BFGS(Bi; rˆi+1; wˆi+1): (28)
In these updating de5nitions, we employ the following notation (relating to the interpolating curves
{xˆ()} and {hˆ()} de5ned in the previous section):
rˆj
def= xˆ′(ˆj−i+1); (29)
wˆj
def= hˆ
′
(ˆj−i+1) (30)
and observe that this notation is consistent with earlier de5nitions (23) and (24). We now show in
detail for each of the new algorithms how the terms Msi and Msi−1 are computed, where M is either
Bˆi−1 or Bˆi+1, depending on the algorithm. Knowledge of these two terms enables us to calculate 1
and 0 (via (16) and (17)), without explicit calculation of the updated matrix M (compare the
relations (25) and (26)):
1 =−{sTi (Msi)}1=2; (31)
0 =−{(si + 2si−1)T(Msi) + sTi−1(Msi−1)}1=2: (32)
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3.1. Method I4
As noted above, this algorithm involves a two-step implicit update, performed at xi−1 (which
corresponds to the value 0). Therefore, it is straightforward to show that (after removal of a common
scaling factor)
rˆi−1 = si − ˆ(ˆ+ 2)si−1; (33)
wˆi−1 = yi − ˆ(ˆ+ 2)yi−1; (34)
where the scalar ˆ is de5ned by
ˆ= (ˆ2 − ˆ1)=(ˆ1 − ˆ0): (35)
Since
Bˆi−1 = BFGS(Bi; rˆi−1; wˆi−1);
it follows that
Bˆi−1rˆi−1 = wˆi−1: (36)
Therefore, by (33) and (34)
Bˆi−1si−1 = yi−1 − {ˆ(ˆ+ 2)}−1[yi − Bˆi−1si]: (37)
Hence, once we know Bˆi−1si, we can also calculate Bˆi−1si−1. We therefore focus on the computation
of Bˆi−1si:
Bˆi−1si =BFGS(Bi; rˆi−1; wˆi−1)si
=Bisi −
(
rˆTi−1Bisi
rˆTi−1Birˆi−1
)
Birˆi−1 +
(
sTi wˆi−1
rˆTi−1wˆi−1
)
wˆi−1
or
Bˆi−1si = qi + iwˆi−1; (38)
where
qi = Bisi −
(
rˆTi−1Bisi
rˆTi−1Birˆi−1
)
Birˆi−1: (39)
We de5ne
zi = Birˆi−1;
so that (using Eq. (20))
qi =−tig(xi) +
(
tirˆTi−1g(xi)
rˆTi−1zi
)
zi: (40)
Then (using (33))
zi =Bi[si − ˆ(ˆ+ 2)si−1]
=−tig(xi)− ˆ(ˆ+ 2)yi−1; (41)
J.A. Ford, S. Tharmlikit / Journal of Computational and Applied Mathematics 152 (2003) 133–146 139
where we have used Eq. (20) again and we have assumed that two-step iterations are alternated
with standard one-step iterations, so that Bisi−1 = yi−1 on every two-step iteration.
It is now evident that we can, in sequence, compute zi, qi, Bˆi−1si and Bˆi−1si−1 to determine the
required values {j}2j=0.
3.2. Method I5
As noted above, this algorithm involves a two-step implicit update, performed at xi+1 (which
corresponds to the value 2). Most of the derivation for this algorithm parallels that presented
for the method I4 above. The main diNerence lies in the vectors employed in the implicit update
(because, in the present case, they correspond to the iterate xi+1 instead of xi−1):
rˆi+1 = si −
(
ˆ2
2ˆ+ 1
)
si−1; (42)
wˆi+1 = yi −
(
ˆ2
2ˆ+ 1
)
yi−1: (43)
These de5nitions lead to the following relations for use in computing the terms Bˆi+1si and Bˆi+1si−1:
zi =−tig(xi)−
(
ˆ2
2ˆ+ 1
)
yi−1; (44)
qi =−tig(xi) +
(
tirˆTi+1g(xi)
rˆTi+1zi
)
zi; (45)
Bˆi+1si = qi +
(
sTi wˆi+1
rˆTi+1wˆi+1
)
wˆi+1; (46)
Bˆi+1si−1 = yi−1 −
(
2ˆ+ 1
ˆ2
)
[yi − Bˆi+1si]: (47)
(Again, as with the method I4, it has been assumed that two-step iterations are alternated with
standard one-step iterations, so that Bisi−1 = yi−1 on every two-step iteration.)
4. Numerical results
The algorithms I4 and I5 developed in Section 3 were compared with the earlier implicit methods
I2 and I3 and with the standard one-step BFGS method. All the multi-step algorithms (and, of
course, the BFGS method) tested in these experiments employed the BFGS formula to update the
inverse Hessian approximations
Hi
def=B−1i ;
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but (in the case of the multi-step methods) with the usual vectors si and yi replaced by ri and wi
Hi+1 = Hi +
(
1 +
wTi Hiwi
rTi wi
)
rirTi
rTi wi
−
(
HiwirTi + riw
T
i Hi
rTi wi
)
(48)
see (6) and (7) where
i = 2=(2+ 1)
and
= (2 − 1)=(1 − 0)): (49)
In outline, the structure of the multi-step algorithm I4 we have used in these tests (with appropriate
modi5cations for the other multi-step method I2, I3, I5 and the one-step BFGS method) is as
follows:
Step 1: Set H0 = I and i = 0;
evaluate f(x0) and g(x0).
Repeat
Step 2: pi =−Hig(xi);
If i¡n and ‖pi‖2¿ 1,
then pi := pi=‖pi‖2.
Step 3: Compute xi+1 which satis5es conditions (51) and (52) [see below],
by means of a line-search from xi along pi, using
safeguarded cubic interpolation.
Step 4: If a one-step iteration is being executed,
then set ri = si and wi = yi;
else calculate {ˆj}2j=0 and ˆ, from equations (16), (17) and (18);
compute rˆi−1 and wˆi−1 from equations (33) and (34);
If rˆTi−1wˆi−16 10−4‖rˆi−1‖2‖wˆi−1‖2
then {the implicit update is not acceptable}
Try(ˆ)
else compute zi and qi; compute the revised set {j}2j=0 and ,
from equations (31), (32) and (49);
Try().
Step 5: If i = 0 and n¿ 10,
then scale H0 by the method of Shanno and Phua [12].
Step 6: Update Hi (by use of equation (48)) to produce Hi+1 satisfying Hi+1wi = ri;
increment i.
Until ‖g(xi)‖¡ (where  is a problem-dependent tolerance).
In the algorithmic description above, “Try()” is a procedure which, with the given value of ,
computes the vectors ri and wi:
ri = si −
{
2
2+ 1
}
si−1;
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wi = yi −
{
2
2+ 1
}
yi−1
and then tests whether
rTi wi ¿ 10
−4‖ri‖2‖wi‖2 : (50)
(This, as is well known, will ensure that a positive-de5nite matrix updated with the BFGS formula
(48) will yield a positive-de5nite result, since ‖ri‖2‖wi‖2¿ 0. However, it will also assist in avoiding
numerical instability in the updated matrix by preventing the inner product rTi wi from approaching
zero too closely.) If inequality (50) is satis5ed, the update in Step 6 is performed using ri and wi.
Otherwise, a ‘single-step’ update in Step 6 is carried out (that is, with ri := si and wi := yi). An
analysis of the proportion of single-step and two-step iterations executed by each of the multi-step
algorithms considered here is given in Table 2.
The line-searches employed in the algorithm as described above were required to produce a point
xi+1 satisfying the following standard stability conditions (see [3], for example):
f(xi+1)6f(xi) + 10−4sTi g(xi); (51)
sTi g(xi+1)¿ 0:9s
T
i g(xi): (52)
The set of test functions employed in the tests was based upon the one described by Ford and
Moghrabi [6], but incorporated some modi5cations to starting-points and convergence criteria and,
more importantly, extended the range of dimensions considered. The extended set contains a total
of 79 functions and was chosen from standard problems described in the literature, such as the
article in [10]. For each function, four diNerent starting points were used, giving a total of 316 test
problems. For convenience, the original test functions described in [6] were classi5ed there (on a
somewhat arbitrary basis) into the following subsets (where we recall that n is the dimension of the
vector x):
1. Low: (26 n6 15);
2. Medium: (166 n6 45);
3. High: (466 n6 80).
Because of the extension in the range of dimensions considered, the present set of test functions
was classi5ed as follows (with the intention of retaining some continuity with the previous classi5-
cation):
1. Lowest: (26 n6 15);
2. Low: (166 n6 45);
3. Medium: (466 n6 80);
4. High: (816 n6 200).
(When comparing the original and the new test sets, it should be borne in mind that the names
assigned to the various subsets have been altered.)
In total, there were 7, 23, 25 and 24 functions in the ‘lowest’, ‘low’, ‘medium’ and ‘high’ subsets,
respectively. These gave 28, 92, 100 and 96 test problems in the four subsets, respectively. Further
142 J.A. Ford, S. Tharmlikit / Journal of Computational and Applied Mathematics 152 (2003) 133–146
Table 1
Comparison of implicit methods and BFGS
BFGS I2 I3 I4 I5 Problem set
Evaluations 3263 3480 3211 3287 2990
Ratios (%) 100.0 106.7 98.4 100.7 91.6 Lowest
Iterations 2555 2437 2446 2436 2338
Ratios (%) 100.0 95.4 95.7 95.3 91.5
Evaluations 17 682 15 727 15 152 14 262 16 302
Ratios (%) 100.0 88.9 85.7 80.7 92.2 Low
Iterations 15 262 12 844 12 373 11 368 13 764
Ratios 100.0 84.2 81.1 74.5 90.2
Evaluations 20 761 17 295 16 383 14 766 18 513
Ratios (%) 100.0 83.3 78.9 71.1 89.2 Medium
Iterations 18 727 15 026 14 026 12 222 16 323
Ratios (%) 100.0 80.2 74.9 65.3 87.2
Evaluations 26 250 21 482 20 383 17 798 23 160
Ratios (%) 100.0 81.8 77.6 67.8 88.2 High
Iterations 23 609 18 710 17 352 14 575 20 417
Ratios (%) 100.0 79.2 73.5 61.7 86.5
Evaluations 67 956 57 984 55 129 50 113 60 965
Ratios (%) 100.0 85.3 81.1 73.7 89.7 Combined
Iterations 60 153 49 017 46 197 40 601 52 842
Ratios (%) 100.0 81.5 76.8 67.5 87.8
information on the functions and the starting points used, together with details on the implementation
of such algorithms, may be found in [13].
Summaries of the results from this set of experiments are presented in Table 1. For each method,
the total number of function/gradient evaluations required to solve all the problems in the given
test set is stated, and (two lines below) the total number of iterations. The entries in each row
labelled ‘Ratios’ represent the proportions of evaluations and iterations, respectively, expressed as a
percentage of the corresponding 5gure for the BFGS method. The best results for each test set are
highlighted with bold text.
The results shown in Table 1 are also represented graphically in Fig. 1 (which illustrates the
relative behaviour with respect to the number of function and gradient evaluations required of the
5ve methods) and Fig. 2 (which ful5ls the same objective with respect to iterations). In both of
these 5gures, the following symbols are employed to denote the various methods:

: BFGS; ◦: I2; : I3; ♦: I4; : I5:
A question of some interest in the performance of the multi-step methods is: how often is the
two-step iteration ‘successful’, in the sense that it is not required to default the single-step ite-
ration because of failure of the stability test (50)? In Table 2 we present, for each of the multi-step
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Fig. 1. Relative performance—evaluations.
Table 2
Proportion of single- and two-step iterations
I2 I3 I4 I5 Problem set
(%) (%) (%) (%)
Single-step 4.6 51.5 52.3 51.7 Lowest
Two-step 95.4 48.5 47.7 48.3
Single-step 0.9 50.5 50.7 50.2 Low
Two-step 99.1 49.5 49.3 49.8
Single-step 1.7 50.5 50.7 50.5 Medium
Two-step 98.3 49.5 49.3 49.5
Single-step 1.0 50.4 50.5 50.3 High
Two-step 99.0 49.6 49.5 49.7
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Fig. 2. Relative performance—iterations.
algorithms, the proportions of iterations which are single-step and two-step, respectively. In inter-
preting these results, it is necessary to bear in mind that the methods I3, I4 and I5 are implemented
in alternating fashion, which implies that a minimum of 50% of all iterations will be single-step.
With this comment in mind, it may be seen that all four of the multi-step algorithms are successful
in the vast preponderance of two-step iterations attempted, with only occasional ‘failure’ leading to
a ‘default’ single-step iteration.
5. Summary and conclusions
The derivation of multi-step quasi-Newton methods has been reviewed as a technique for
(implicitly) producing updated Hessian approximations to use in determining the parameterisation
of the interpolating curves which are the basis of the multi-step approach. Two new implicit multi-
step methods have been developed, and it has been demonstrated that, in both of the new methods,
the computational cost of calculating the updated Hessian approximation can be avoided, since the
expressions which are required to determine the interpolating curves (and, hence, the vectors
which are required by the multi-step algorithm) may be computed without an application of the
updating formula.
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The numerical evidence provided by the tests reported in Table 1 and illustrated in Figs. 1 and 2
demonstrates clearly that both of the new methods I4 and I5 show signi5cant improvements (as
have their predecessors I2 and I3), when compared with the standard, single-step, BFGS method
and, furthermore, that there are substantial diNerences in the performance of the various implicit
methods. In particular, the performance of the new implicit method I5 is relatively disappointing;
it is worse than both of the existing implicit methods for all the subsets, except that comprising
the lowest dimension problems. This outcome is also disappointing, because the implicit update is
carried out at the most recent iterate xi+1 and it might therefore have been anticipated that this would
yield a very suitable matrix for computing the required distances.
More importantly, the numerical results also show that
1. the method I4 performs signi5cantly better than the other three implicit methods (as well as the
BFGS method) for all but problems of the lowest dimension;
2. by comparison with the BFGS method, I4 shows improvement (on the problems of highest di-
mension) of over 30% in respect of function and gradient evaluations, and of nearly 40% with
regard to iterations;
3. the improvement exhibited by I4 over the other methods tends to increase, within the range of
dimensions considered, as the dimension of (and therefore, in general, the cost of solving) the
problems rises;
4. the improvements referred to above are evident in both evaluations and iterations. We note that
the extra computation (over and above that required by the standard BFGS method) of all the
multi-step methods is only O(n). This leads to the conclusion, strongly supported in previous
numerical investigation of multi-step methods (see, for example, [7]), that there will also be
corresponding reductions in the computational time utilised by I4, when compared with that
required by the BFGS method.
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