[1] We present measurements of the complete scattering matrix as a function of the scattering angle of a sample of Sahara sand particles collected from a dune in Libya. The measurements were performed at a wavelength of 632.8 nm in the scattering angle range from 4°to 174°. To facilitate the use of the experimental data for multiple-scattering calculations with polarization included, we present a synthetic scattering matrix based on the measurements and defined in the full angle range from 0°to 180°. The Libyan sample consists of large particles distributed over a narrow size distribution which makes it an interesting test case for the Ray Optics Approximation (ROA) that provides accurate results for particles with curvature radii much larger than the wavelength. Numerical simulations using the ROA are compared with the experimental data. Moreover, the traditional ROA was modified with ad hoc simple schemes of Lambertian surface elements and internal screens to study the effects of small-scale surface roughness and internal structures, respectively. Model particle shapes used in the simulations are based on a shape analysis of our sample. The traditional ray optics approximation does not reproduce the experimental data although a significant improvement is obtained if unrealistically spiky particle shapes are used. When the Lambertian schemes are applied the agreement with the experimental data improves. Still, to get a good agreement with the experimental data we need unrealistic spiky particles together with the inclusion of external Lambertian reflections. This seems to indicate that a more refined treatment is needed to reproduce the scattering effects of the small-scale surface roughness of the Libyan sand particles.
Introduction
[2] In many regions of the Earth the atmospheric aerosol component is dominated by mineral dust. Saharan dust is the main source of mineral dust over the globe [see, e.g., Li et al., 1996; Prospero and Lamb, 2003] . Large quantities of dust are transported from sources in North Africa across the tropical Atlantic covering very large areas [Chiapello et al., 2005] . Therefore Saharan dust clouds have a significant radiative impact on climate.
[3] Saharan dust particles have irregularly round shapes with small-scale surface roughness. Moreover, they are distributed over broad ranges of sizes from the submicron region up to tens of microns. All this makes it very difficult to perform a theoretical study of such type of particles. Remarkable progress in developing advanced numerical algorithms for computing electromagnetic scattering by nonspherical particles has been achieved during the last two decades [e.g., Draine and Flatau, 1994; Mishchenko et al., , 2000 Mackowski and Mishchenko, 1996; Muinonen et al., 1996; Yang and Liou, 1996; Nousiainen et al., 2003; Dubovik et al., 2006] . Still, most analytical methods are restricted to quite simple particle geometries and their applicability is limited to certain size ranges. Consequently, experimental studies remain an important source to evaluate models used to calculate scattering properties by nonspherical particles. Moreover, the experimental data can be used as inputs of radiative transfer models.
[4] The results of many investigations seem to indicate that the majority of particles in desert dust have submicron sizes. For instance, measurements of Levin et al. [1980] for dust storms over the Israeli desert show a dust surface area distribution with a maximum around 2 mm. Koren et al. [2001] studied a set of desert dust aerosols collected on a single-stage cascade impactor on the ground during a heavy dust storm in Israel. According to these authors, more than two thirds of the studied particles have diameters smaller than 1 mm. Falkovich et al. [2001] studied Saharan dust samples collected over Israel, finding that 80% of the total studied particles have a projected area diameter smaller than 3.2 mm. The measurements of Li-Jones and Prospero [1998] and Haywood et al. [2001] on suspended Saharan desert dust give size distributions with median radii maxima ranging from 1.0 to 5.0 mm and even larger. In contrast, d 'Almeida and Schütz [1983] derived desert particle sizes with maxima in a wide size range up to 100 mm and larger. Despite the fact that a high percentage of desert dust particles have a projected area diameter between 0.2 and 5 mm, a certain percentage of larger particles might be present in desert dust clouds. Since these particles contribute significantly to the overall scattering even in small quantities, it is crucial to know how to model scattering by such large particles accurately, so that the whole size distribution can be properly accounted for.
[5] As different modeling approaches with different simplifications and approximations are needed for small and large particles, it is convenient to have measurements from samples consisting only of such particles that combinations of different methods are not needed to model scattering by these samples. In this work we experimentally study the complete scattering matrix as a function of the scattering angle of a Sahara sand sample which was collected from the upper part of a dune in Libya (hereafter Libyan sand sample). Thus this sample mainly consists of large particles since small particles were blown up by the wind. The measurements were performed at 632.8 nm. The lack of experimental data at very small and very large scattering angles (0°-4°and 174°-180°) limits the direct applicability of the measured scattering matrix as a function of the scattering angle in remote sensing. Therefore we have extrapolated the experimental scattering matrix to cover the entire angle range from 0°to 180°so that it can be used for practical applications. The extrapolation of the phase function was carried out following the procedure by Liu et al. [2003] .
[6] As mention, the Libyan sand sample consists of very large particles which makes it an ideal test case for the performance of the Ray Optics Approximation (ROA) method for natural irregularly shaped dust particles much larger than the wavelength. In this work we investigate whether a ray-optics method employing Gaussian random shapes [Muinonen et al., 1996] can reproduce the experimental scattering matrix for the Libyan sand sample. Moreover, we use a modified ROA model that takes the small-scale surface roughness and internal inhomogeneities of the particles into account using heuristic ad hoc schemes [Nousiainen et al., 2003] . The present study is expected to improve the accuracy of remote sensing results regarding desert surfaces. Moreover, it is relevant for the understanding of the scattering properties of asteroid surfaces presumably composed of particles large compared to the wavelength [Muinonen et al., 2002] .
[7] In section 2 we present a brief review of the basic scattering concepts and a description of the setup used to measure the scattering matrix of the sample. Section 3 gives a description and a discussion of the physical properties of the sample. Results of our experiments together with a ''synthetic'' scattering matrix, based on the measurements, are presented in sections 4 and 5. Section 6 deals with the results of the traditional and modified Ray Optics calculations together with the experimental results. The conclusions are summarized in section 7.
Measurement Setup
[8] The flux and state of polarization of a beam of quasimonochromatic light can be described by means of a socalled flux vector. For a sample of randomly oriented particles separated by distances larger than their linear dimensions and in the absence of multiple scattering, the flux vectors of the incident beam, pF 0 (l) and scattered beam, pF(l, q), are related by the 4 Â 4 scattering matrix, F, which is a function of scattering angle q, as follows [Van de Hulst, 1957; Volten et al., 2006] :
where the first elements of the column vectors are fluxes divided by p and the other elements describe the state of polarization of the beams by means of Stokes parameters. Furthermore, l is the wavelength, and D is the distance from the sample to the detector. The scattering plane, i.e., the plane containing the directions of the incident and scattered beams, is the plane of reference for the flux vectors. The matrix F with elements F i,j is called the scattering matrix. The elements of the scattering matrix are dimensionless and depend on particle properties (size, shape, and refractive index), the number of the scattering particles that contribute to the detected radiation, the wavelength of the radiation, and the direction of the scattered light, which, for randomly oriented particles, is sufficiently described by means of the scattering angle q.
[9] In our experimental apparatus, we use a HeNe laser (632.8 nm, 5 mW) as a light source. The scattering matrix can be determined by measuring the flux vectors of the scattered light for various flux vectors of the incident light. The laser light in our experiments passes through a polarizer and a electro-optic modulator. The modulated light is subsequently scattered by an ensemble of randomly oriented particles taken from the sample located in a jet stream produced by an aerosol generator. The scattered light may pass through a quarterwave plate and an analyzer (both optional) and is then detected by a photomultiplier tube which moves in steps along a ring around the ensemble of particles. In this way a range of scattering angles from 4°(nearly forward scattering) to 174°(nearly backward scattering) is covered in the measurements. Owing to the lack of measurements between 0 and 4°and from 174 to 180°, we cannot measure the absolute angular dependence of the phase function. Instead, we normalize the measured phase function to 1 at 30°, i.e., the phase function is measured on a relative scale. For a detailed description of the normalization procedure see Volten et al. [2006] . All matrix elements (except F 11 itself) are normalized to F 11 , that is, we consider F ij /F 11 , with i, j = 1 to 4 with the exception of i = j = 1. Another photomultiplier is placed at a fixed position and used to correct for fluctuations in the particle stream. Moreover, we checked that the assumption of single scattering is appropriate for our experiment [see Hovenier et al., 2003] . A detailed description of the experimental apparatus used to measure the scattering matrices is given by Hovenier [2000] .
[10] In experimental light scattering studies it is highly important to obtain well-characterized samples to be used in controlled light scattering experiments. Therefore a correct manipulation of the powder during the experiment is crucial in order to assure that the method for producing the particle jet stream does not affect the final composition, shape, and/or size distribution of the sample.
[11] To estimate whether the physical properties of the sample could be altered during measurements, let us first consider how the particles are brought into the jet stream. A compacted mass of powder is loaded into a cylindrical feed stock reservoir. A piston pushes the powder upward onto a rotating brush at a certain speed. An air stream carries the powder of the brush through a tube to a nozzle above the scattering volume. Thus the mineral particles are carried in a turbulent flow through a tube no longer than 2 meters. Therefore there is no reason to believe that a possible size/shape selection can be produced during their journey to the scattering volume. In Figure 1 we present a schematic picture of the aerosol generator.
[12] To test that the sample is not altered during the scattering measurements, firstly, we take optical and/or electron images of a representative portion of the sample that has not been through the aerosol generator. Secondly, we hold a glass plate briefly (of the order of a second) in the jet at the place where it intersects with the laser beam. When we look at the sample on the glass plate with a microscope we do not see evidence for a significant modification of the original physical properties of the sample .
Physical Properties of the Libyan Sand Sample

Size Distributions
[13] Size is a key property in determining the light scattering properties of small particles. To describe the measured size distribution we replace each particle by a sphere with radius, r, having the same projected surface area as the particle has when averaged over all orientations. We measured the projected surface area distribution, S(logr), of our Libyan sand sample using a Fritsch laser particle sizer [Konert and Vandenberghe, 1997] that employs a diffraction method without making any assumptions about the refractive indices of the particles. In Figure 2 we present S (logr) as a function of logr with r in mm. S(logr)dlogr is the relative contribution by projected surface equivalent spheres with radii in the size range logr to logr + dlogr to the total projected surface per unit volume of space.
[14] The measured S(logr) can be transformed into a normalized number distributions as function of r, n(r), as follows:
where C is a constant which follows from the normalization condition, i.e., the integral of n(r) over all particle radii must be equal to one. For more detailed information on the size distributions and on how to transform one into the other we refer to Volten et al. [2005] and the website http://www. astro.uva.nl/scatter.
[15] From the retrieved number distribution we obtained the values of the effective radius, r eff , and effective variance, v eff , defined as follows [Hansen and Travis, 1974] :
[16] The Libyan sand sample has r eff = 124.75 mm and v eff = 0.15. Therefore the Libyan sand sample is an interesting test case for the Ray Optics Approximation (ROA) that provides accurate results for particles with curvature radii much larger than the wavelength (see section 6.1). For modeling purposes we fitted a trimodal lognormal number distribution to the retrieved normalized number distribution, n(r), of our sample as follows:
we write
where f i is a dimensionless parameter, s i the geometric standard deviation, and R i the geometric mean radius. This type of number distribution has also been used by d 'Almeida [1987] for desert aerosols.
[17] The fit resulted in the following parameters: f 1 = 200.63, f 2 = 0.24, f 3 = 0.45; s 1 = 4.5, s 2 = 1.5, and s 3 = 1.4; R 1 = 9.0 10 À2 , R 2 = 28.8, and R 3 = 96.5 (mm). In Figure 3 we present the retrieved normalized number distribution together with the best fit trimodal lognormal number distribution.
Shape Analysis
[18] Desert dust aerosols have a wide variety of irregular shapes. Examples of images of particles of the sample, taken with a Field Emission Scanning Electron Microscope (FESEM) and an optical microscope are shown in Figure 4 . The particles in the sample have round and elongated shapes with occasional sharp edges. In Figure 4b , we show a close up of the small-scale surface structure.
[19] Several studies indicate a relation between size and shape of desert dust particles, with larger particles having sharp-edged and angular shapes [see, e.g., Koren et al., 2001; Kalashnikova and Sokolik, 2004] . As mentioned in section 3.1, the Libyan sand sample has a very narrow projected surface area distribution. Therefore there was no need to separate it in subsamples based on their sizes to characterize the shape of its particles.
[20] A statistical shape model called the Gaussian random sphere geometry [see, e.g., Muinonen et al., 1996; Muinonen, 2000b] was adapted to characterize the shape of the particles in the sample. The shape of a Gaussian random sphere is given by a radius vector
where
[21] Here J and 8 are spherical coordinates, a the mean radius, s the relative standard deviation of the radius, s the so-called logradius, and e r a unit vector pointing outward in a radial direction. The logradius is given as a real-valued series expansion of spherical harmonics Y lm with degree l and order m. The complex weights s lm are subject to conditions
where * denotes a complex conjugate value, to keep the series expansion real-valued.
[22] Three-dimensional random shapes, i.e., individual realizations of the Gaussian random sphere geometry, are generated by randomizing the real and imaginary parts of s lm which are Gaussian random variables having zero means and variances depending on the shape statistics specified by the so-called covariance function of logradius (for details, see, e.g., Nousiainen and MacFarquhar [2004] ). To apply the Gaussian random sphere geometry for our sample particles, we needed to find the covariance function that describes the shape statistics of these particles. For this, a statistical shape analysis was performed.
[23] The shape analysis was performed exactly as in the work by Nousiainen and MacFarquhar [2004] for quasispherical ice crystals. Here, only a short overview of the analysis is given. First about a hundred sample particles were photographed with an optical microscope Olympus BX51, equipped with a digital camera with effective resolution of 2776 Â 2774 pixels (Figures 4c and 4d ). Then, particle silhouettes (contours separating the particles from the background) were extracted from the images. For each silhouette, the center-of-mass point was calculated to be used as an origin. Then, radius vectors specifying the silhouette with 1°angular resolution from the origin were derived. Thus sets of radius vectors were obtained, which specified each silhouette as a function of polar angle. From these radius vectors (i.e., including all silhouettes), the variance of their lengths and their (auto)correlation as a function of polar angle separating them was calculated. The latter quantity is called a correlation function of radius, and when it is multiplied by the variance of radius, the covariance function of radius is obtained. The covariance function of radius was then converted to the covariance function of Figure 3 . Fitted trimodal lognormal size distribution (solid line) and the normalized number distribution, n(r) (circles), as deduced from the normalized projected surface area distribution. Number distributions for radii below about 10 micron were found to be equal to zero. logradius, which specifies the statistical shape of the Gaussian random sphere and this was used as input for generating threedimensional model particles obeying the observed shape statistics of our sample particles.
[24] The shape analysis described above assumes that the particle silhouettes are representative of random intersections of particles through the origin (unless the shape statistics are anisotropic, the radius vectors in random intersections through the origin obey the same statistics as the radius vectors in three-dimensional particles). This is not a trivial assumption, because silhouettes and random intersections through the origin are guaranteed to be identical only for perfect spheres. For random irregular shapes, they are generally different, and systematically so, because of hiding of ''valleys'' behind ''mountains.'' Unfortunately, it is extremely difficult to obtain true intersections from micrometer sized particles. Nousiainen and MacFarquhar [2004] studied the differences of intersections and silhouettes and concluded that silhouettes underestimate the variance somewhat, but the correlation function is much less affected (except for the high-degree terms which cannot be retrieved from the silhouettes). Thus shape statistics obtained from silhouettes can be used to describe the overall shape of the particles, but information regarding possible small-scale variation is lost. One should also increase the obtained variance somewhat (10% is a good choice for typical shapes of dust particles) to compensate for the underestimation.
[25] The results of the shape analysis showed that the covariance function for our sample particles closely resemble a so-called power law covariance function. This means that if the covariance function is described by a series expansion of Legendre polynomials [see, e.g., Muinonen, 2000b] , the weights of the Legendre polynomials (c l ) follow a power law dependence c l / l Àn . A very similar power law dependence was found also for another sample of Saharan dust [Nousiainen et al., 2003] , and the same appears to be true, e.g., for the shapes of small irregular ice crystals [Nousiainen and MacFarquhar, 2004] and overall shapes of asteroids [Muinonen and Lagerros, 1998 ]. The shape parameters obtained for our sample were n = 3.3 and s = 0.17. Because of the underestimation of s when silhouettes are used, we decided to use a somewhat larger s = 0.2 for our model particles.
[26] Finally, it is noted that in principle the series expansion, e.g., in equation (8) is infinite (the same applies to the Legendre expansion of the covariance function), but in practice the expansion can be safely truncated at some l max . The sufficient l max depends on the covariance function; for example if the correlation drops very rapidly with increasing angular distance, then high-degree terms are needed. The power law covariance function is special in a sense that if n is smaller than 4.0, then the model particles are in principle fractal, which in theory means that the covariance function cannot be truncated. We tested the influence of different values of l max . For n = 3.3, we varied the value of l max from 25 to 75 and did not see significant differences in the calculated scattering matrices. Therefore we can assume that l max = 25 guarantees a sufficient accuracy for the Legendre expansion of the correlation function.
Composition and Refractive Index
[27] Desert dust particles are composed of a variety of different minerals. Although the refractive indices at visible wavelengths of these constituent minerals may be known, the refractive index for the mixture may not be easy to derive from these values. d 'Almeida [1987] attributes the different modes of the lognormal size distribution (see equations (5) and (6)) to different mineral compositions. Patterson et al. [1977] measured both the real, n, and imaginary, k, parts of the refractive index for different Saharan sand particles collected on three Atlantic Islands namely, Barbados, Cape Verde, and Tenerife. The measurements were performed between 300 and 700 nm. All samples studied by Patterson et al. [1977] present a brownish color quite similar to our Libyan sand sample. They found the values of n and k to be very similar for all studied samples assuming an average value for n equal to n = 1.552 ± 0.004 at 633 nm, while the value of k varied from about 0.025 at 300 nm to approximately 0.0038 between 600 and 700 nm. Dubovik et al. [2002] retrieved from their aerosol radiation model a value of n in the visible part of the spectrum varying between 1.48 and 1.56 for desert dust aerosols. Other models suggest a real part of the refractive index equal to 1.53 in the same spectral region [Shettle and Fenn, 1979; Koepke et al., 1997] . Shettle and Fenn [1979] obtained a value of k of 0.008 in the visible part of the spectrum whereas Dubovik et al. [2002] obtain values from 0.0006 to 0.003 in the same spectral region. Taking into account all these results we assume an average value m = 1.5 + 4 Á 10 À3 i at 632.8 nm for our Libyan sand sample.
Experimental Scattering Matrix
[28] In Figure 5 we present the measured scattering matrix elements as a function of the scattering angle for the Libyan sand sample. The measurements were performed at a wavelength of 632.8 nm in the scattering angle range from 4 to 174°. As mentioned in section 2, all matrix elements (except F 11 itself) were normalized to F 11 , that is, we consider F ij /F 11 , with i, j = 1 to 4 except for i = j = 1. The scattering functions or phase functions, F 11 (q), are shown on a logarithmic scale and are normalized to 1 at 30°. It follows from equation (1) that there are 10 matrix elements to be determined. This number is further reduced in case the scattering sample consists of randomly oriented particles with equal amounts of particles and their mirror particles. In that case, the four elements F 13 (q), F 14 (q), F 23 (q), and F 24 (q) are zero over their entire angle range [Van de Hulst, 1957, section 5.22]. As shown in Figure 5 , the measured elements F 13 (q)/F 11 (q), F 14 (q)/F 11 (q), and F 24 (q)/ F 11 (q) are zero within the experimental errors in the complete measured scattering angle range. Because of the limited amount of sample we could not measure F 23 (q)/ F 11 (q). In any case we can assume that this ratio is also zero over the entire angle range [see Hovenier, 2000] . Therefore we can assume that our scattering sample consists of randomly oriented particles with equal amounts of particles and their mirror particles. Thus ÀF 12 (q)/F 11 (q) is the degree of linear polarization for incident unpolarized light. We investigated the reliability of the measured scattering matrix by checking that it satisfies the Cloude test [Hovenier and van der Mee, 2000] within the experimental errors at each scattering angle.
[29] The measured scattering matrix elements for the Libyan sand sample follow the general trends presented by irregular mineral particles [see, e.g., Mishchenko et al., 2000; Volten et al., 2001] . The measured phase functions are flat functions of the scattering angle with a strong forward peak and almost no structure at side and backscattering angles. In contrast, F 11 (q) for spherical particles with similar refractive indices tends to increase from $130 to $180°[ see, e.g., Dubovik et al., 2001; Mishchenko et al., 2002; Herman et al., 2005] . We define the steepness of the F 11 (q) curve as the ratio of F 11 (5°) divided by the smallest value measured over the scattering angle range 5°-174°. In this way the steepness of the Libyan sand sample can be compared with the steepnesses of other studied dust samples whose F 11 (q) could not be measured at 4° [Muñoz et al., 2000 [Muñoz et al., , 2002 [Muñoz et al., , 2004 Volten et al., 2001 Volten et al., , 2006 . The steepness of F 11 (q) is strongly dependent on the size of the particles since forward peaks are generally steeper for large particles than for smaller particles. However, the Libyan sand presents the highest r eff of all mineral samples studied so far, but shows the smallest steepness with a value equal to 120. For instance, Volten et al. [2001] present experimental scattering matrices for seven distinct irregularly shaped mineral aerosol samples, namely, Feldspar, Red clay, Quartz, Loess, Pinatubo and Lokon volcanic ash, and Sahara sand. Although the latter (r eff = 8.2 mm, v eff = 4) differed from our Libyan sand sample, the two samples have very similar values of the steepness. Generally, the steepest phase curves occur for the smallest mineral particles. This is likely to follow from the fact that we are not taking into account measurements at scattering angles smaller than 5°. For further comparisons with different mineral samples see the Amsterdam Light Scattering Database, http://www.astro.uva.nl/scatter/.
[30] The measured degree of linear polarization for incident unpolarized light, ÀF 12 (q)/F 11 (q), shows the typical bell shape presented by irregular mineral particles with a maximum of 16% at 90°. The measured F 34 (q)/F 11 (q) presents values close to zero at all measured scattering angles ranging from 0.05 at 80°to À0.0003 at 4°.
[31] For homogeneous, optically inactive spheres, the F 22 (q)/F 11 (q) and F 33 (q)/F 44 (q) ratios are equal to unity at all scattering angles. As shown in Figure 5 (middle), the F 22 (q)/F 11 (q) decreases smoothly from close to unity in the forward direction to a minimum at side scattering angles increasing again toward back scattering. Moreover, as shown in Figure 6 , the measured F 33 (q)/F 11 (q) is larger than F 44 (q)/ F 11 (q) in the scattering angle ranges from 4 to 75°and from 105 to 174°. Therefore the measured values for the ratios F 22 (q)/F 11 (q) and F 33 (q)/F 44 (q), indicate the nonsphericity of our Libyan sand particles.
Synthetic Scattering Matrix for the Libyan Sand
[32] As mentioned, the measurements do not cover either the exact forward or the exact backward scattering direction. Therefore what we obtain is the relative phase function, F 11 (q)/F 11 (30°), where [see Volten et al., 2006] ,
in which F 11 au (q) is the phase function, normalized so that its average over all directions equals unity, i.e., 1 2
The lack of measurements in forward and backward directions limits the use of the measured scattering matrix data for radiative transfer calculations. To facilitate the use of the measurements for multiple scattering calculations, we constructed a synthetic scattering matrix from our measurements. The synthetic scattering matrix is defined in the full range from 0 to 180°. For the extension of the phase function, we followed the procedure described by Liu et al.
[2003], which is based on the assumption that the forward scattering peak for randomly oriented particles with moderate aspect ratios mainly depends on the size of the particles [Mishchenko et al., , 1997 . Thus we scaled the measured phase function until its value at 4°matched the Lorenz-Mie calculations for projected surface area equivalent spheres. For the Lorenz-Mie calculations we used the measured size distribution for our sand sample assuming a refractive index equal to m = 1.5 + 4 Á 10
À3
i (see section 3.3). The scaled phase function was then extrapolated to 180°assuming a smooth polynomial extrapolation. Once the scattering function is defined in the full range from 0 to 180°, we checked whether the normalization condition (equation (10)) was satisfied. Since this condition was not satisfied, the measured point at the overlap angle (in this case 4°) was iteratively adjusted until the normalization condition was satisfied.
[33] For the relative scattering matrix elements F ij /F 11 with (i, j = 1 to 4 with the exception of i = j = 1), a polynomial extrapolation was used for both the forward and the backscattering direction. Values at exact forward and backward scattering were determined so that they satisfy the conditions given by Hovenier et al. [2004, section 2.7] . 
[34] The resulting synthetic scattering matrix for Libyan sand satisfies the Cloude (coherency matrix) test at all scattering angles as described by Hovenier and van der Mee [2000] . The resulting fits are presented in Figure 7 . In Table 1 , we present the values of the synthetic scattering matrix for the Libyan sand sample, together with the values of the renormalized measured phase function, F 11 (q), i.e., the measured phase function renormalized so that its value at 30°is the same as that of F 11 au (q). It should be noted that F i,j (q)/F 11 (q) = F i,j au (q)/F 11 au (q) for all values i, j = 1, 2, 3, 4.
Computations
[35] In section 6.1, we give a description of the lightscattering model used to analyze the measured scattering matrix elements for the Libyan sand sample. A sensitivity study for the traditional Ray Optics Approximation, ROA, method is presented in section 6.2.1. In section 6.2.2 we describe the sensitivity tests for the ROA method including the Lambertian schemes.
Ray Optics Method
[36] In the Ray Optics Approximation (ROA), the total amount of light scattered by a particle is the sum of diffracted, reflected and transmitted components [see, e.g., Bohren and Huffman, 1983, section 4.7] . Strictly speaking, the ROA is valid when the curvature of the particle surface is much larger than the wavelength of the incident radiation everywhere on the particle and the surface can thus be considered locally plane, and when the phase differences between internal and external fields across the surface irregularities are sufficiently large to suppress the interference effects associated with the irregularities [Muinonen et al., 1997] . The conditions can be summarized, respectively, by the following inequalities: x c ) 1 and 2x c jm À 1j ) 1, where x c = 2pr c /l is the curvature size parameter, r c is the curvature radius, and m the complex refractive index. However, the ROA may provide sufficiently accurate results even when these conditions are not well met, and it is often preferable to use the ROA somewhat beyond its validity region rather than using the alternative methods, which usually cannot account for irregular particle shapes. It is noted that the lower particle size limit the ROA can be applied to is not well defined and difficult to establish as it Figure 7 . Measured scattering matrix elements as functions of the scattering angle at 632.8 nm for the Libyan sand sample (squares). Solid lines correspond to the synthetic scattering matrix elements. Note that F 11 (q) (squares) is normalized to 1 at 30°whereas F 11 au (q) (solid line, top left corner) is normalized so that its average over all directions equals unity.
depends, for example, on particle shape and composition. However, our Libyan sand sample consists of large particles with overall curvature radii much larger than the wavelength but the particles are partly covered with wavelength-scale surface roughness. It is interesting to study the performance of ROA on these particles and to disentangle the potential effects from surface roughness.
[37] The ROA model used consists of two parts, one accounting for diffraction and the other for the transmitted and reflected radiation by means of geometric optics. The solution for diffraction is based on the Kirchhoff approximation for equivalent projected surface area spheres, i.e., the solution is insensitive to particle shape and composition. The model used is the same as that used by Nousiainen et al. [2003] for a different sample of Sahara sand particles included in the Amsterdam Light Scattering Database (see also section 4). In that case, the sample had a relatively high percentage of small particles having a r eff and v eff equal to 8.2 mm and 4.0, respectively.
[38] The geometric optics part is solved using the Monte Carlo ray-tracing technique. The model is a discretized version of the model explained thoroughly by Muinonen et al. [1996] . The discretization means that the particle is defined as a wire frame of triangles instead of a continuous function [see Muinonen, 2000a] . When sufficiently small triangles are used, the solution converges to the solution for a continuous surface, and the discretization allows for solving the contact points of light rays and the particle surface analytically.
[39] In traditional geometric optics, planar surfaces are thought to reflect and transmit light on the basis of the law of specular reflection and the so-called Snel's law. We call such a model Fresnelian geometric optics. If the particle surface is smooth (e.g., optical lenses, liquid droplets), such an approach works well. If, on the other hand, there is roughness at the wavelength-scale on the surface, such roughness cannot be accounted for by using small enough triangles, the surface elements would be too small for the assumptions of the ROA and the surface could not assumed to be locally plane. Such a surface scatters light rather diffusively. Strictly speaking, such a surface cannot be modeled using geometric optics. However, there is no method available today that could handle particles much larger than the wavelength with surface features at the scale of the wavelength in a physically rigorous way. It is therefore reasonable to test how the ROA method would perform if its geometric optics part was modified to approximately account for such a surface in its reflection and transmission laws.
[40] To account for the effect of small-scale roughness on scattering approximately, our ROA model has been modified by introducing an alternative scattering law for reflection and transmission. Further, a scheme for internal inhomogeneity is added. These modifications are described by Nousiainen et al. [2003] . The general assumption is that the small-scale surface roughness makes scattering more diffuse, and this is accomplished by allowing some scattering events to be Lambertian rather than Fresnelian. The interaction with Lambertian elements differs from the interaction with normal (Fresnelian elements) in that, instead of multiplying the rays with Fresnelian reflection and transmission matrices [Muinonen et al., 1996] , and obtaining the reflection angle from the law of specular reflection and transmission angle from Snel's law, the rays are multiplied by Lambertian reflection/transmission matrices and the new direction for the rays are obtained from the Lambertian scattering law; q 0 = arccos( ffiffiffiffi ffi x 1 p ), f 0 = 2px 2 , where the angles q 0 and f 0 specify the zenith and azimuth angles with respect to the scattering element and x is a random number uniformly distributed between 0 and 1. The Lambertian reflection/transmission matrix has a diagonal form diag(1, 0, 0, 0), i.e., rays are fully depolarized [see, e.g., Hovenier et al., 2004, section 5.6 ]. In the work by Nousiainen et al. [2003] , two different forms (linearly depolarizing and fully depolarizing) were considered, but the former leads to quite unrealistic values for the F 44 matrix element and is not considered here. It is noted that the Lambertian reflection/transmission matrix is not based on measurements but is a simple ad hoc generalization for diffuse reflection/transmission.
[41] The probability between Fresnelian and Lambertian interaction depends on the surface area fraction f ex of Lambertian surface elements, which is a free parameter. Similarly to the surface roughness, we have a Lambertian scheme for the internal structure, in which an internal ray has a possibility to hit randomly oriented Lambertian screens inside the particle, the probability depending on the mean free path length d in inside the particle (probability = 1 À exp(Àpath length/d in )). As d in characterizes a material, not a particle, it is independent of particle size. Both the Lambertian surface elements and internal screens also have a given plane albedo, a ex and a in , respectively, which are also free parameters.
[42] As mentioned in section 3.2, the model particles are generated according to a statistical method based on the Gaussian random sphere [see, e.g., Muinonen et al., 1996; Muinonen, 2000b] . In our case, the shape of the model particles depends on the shape parameters n and s, which were derived from the shape analysis of the micrographs of the sample particles. Further, we need to define the extent of the spherical harmonics expansion in equation (8) for the Figure 9 . Scattering matrix elements computed with the traditional ray-optics method. The real part of the refractive index, n is varied from 1.4 to 1.6. Further, we used l min = 2, s = 0.2, and the imaginary part of the refractive index, k, equal to 4E-3. The calculations are presented together with the experimental scattering matrix for Libyan sand at 632.8 nm (squares). Errors are indicated by error bars or are within the symbols. model particles. For the power law covariance function applied, the minimum degree of the expansion, l min , equals two or larger (the value of two corresponds to shapes obtained from the shape analysis, whereas a larger value can be given to increase the spikiness of the shapes). For the maximum degree of the expansion, l max , we used a value of 25, which seems to be sufficiently large for our model shapes (see section 3.2). The particle size, specified by the mean radius R is randomly obtained from the particle size distribution for each model particle. Example images of particle shapes generated using the power law covariance function with varying l min are shown in Figure 8 . The number of triangles used to depict shapes in Figure 8 is identical to that used in scattering computations.
Model Computations 6.2.1. Traditional ROA Computations
[43] The model simulations were performed at a wavelength of 632.8 nm corresponding to the wavelength used in the light scattering experiments. The angular resolution of scattering was set to 3°, a compromise between precision and statistical noise. The same resolution was used both for the geometric optics and diffraction parts, although the forward diffraction peak was additionally calculated with much higher resolution in case it would be needed. The size distribution in the simulations was based on the fitted trimodal size distribution given in section 3.1. Furthermore, the shape parameters n, s, l min , and l max were fixed to 3.3, 0.2, 2, and 25, respectively (see sections 3.2 and 6.1). We used 1000 rays per shape and 1000 shapes per simulation, totaling a million rays per simulation that assured sufficient accuracy. However, some statistical noise remains in the resulting matrix elements. In particular at backward scattering angles the noise is apparently appreciable, as deduced from the violation of the general equalities (see equation (11)). This noise is due to the fact that few rays are scattered in backward directions. We investigated the reliability of the calculations by applying the Cloude (coherency matrix) test [Hovenier and van der Mee, 2000] . For all studied calculations the test was fulfilled at all scattering angles.
[44] In a first step we investigated the sensitivity of the scattering matrices of ensembles of Gaussian random particles by systematically varying the real and imaginary parts of the refractive index, n, and k, and the value of l min . For the calculations we chose the following parameter values: n = 1.3-1.6 (in steps of 0.1), k = 4 Á 10 À5 -4 Á 10
À3
(in steps of a factor of 10), and l min = 2 -10 (in steps of 1).
[45] In Figures 9 -11 we present the calculated scattering matrices as functions of the scattering angle for various combinations of n, k, and l min . All computed scattering matrices are presented together with the experimental data for the Libyan sand sample. For comparison with the experimental data all calculated phase functions are normalized to 1 at 30°. For simplicity, we only present some selected results that show the general effect of the model parameters on the scattering matrix elements.
[46] The results of varying the value of n on the calculated scattering matrix elements are presented in Figure 9 . The imaginary part of the refractive index, k, was fixed to the estimated value for the Libyan sand sample, k = 4 Á 10 À3 . We found very little effect when n is varied from 1.3 to 1.7. Specially the F 22 (q)/F 11 (q) and F 34 (q)/F 11 (q) are not affected at all by the changes in the real part of the refractive index.
[47] The effects of varying the imaginary part of the refractive index are shown in Figure 10 . The steepness and shape of the F 11 (q) were significantly affected by the value of k. The maximum of the ÀF 12 (q)/F 11 (q) strongly decreases when decreasing the value of k from 4 Á 10 À3 to 4 Á 10 À5 . In contrast, the maximum of F 34 (q)/F 11 (q) is affected in the opposite direction, i.e., it increases when decreasing the value of k. In general the calculated values of ÀF 12 (q)/F 11 (q), F 22 (q)/F 11 (q), F 33 (q)/F 11 (q), and F 44 (q)/F 11 (q) get closer to the measured values for small values of the imaginary part of the refractive index.
[48] According to these simulations we cannot obtain reasonably good fits by assuming the values for the refractive index presented in section 3.3, i.e., m ' 1.5 + 4 Á 10 À3 i. As mentioned, a lower value of the imaginary part of the refractive index, k, would produce a better fit for almost all elements of the scattering matrix. Therefore we assume m = 1.5 + 4 Á 10 À5 i as the first guess for the ROA calculations.
Even then, though, we could not obtain a good agreement between measured and calculated values by using realistic particle shapes. The combination of parameters that produces the best fit for realistic particle shapes without applying the Lambertian scheme is presented in Table 2 , simulation set 1.
[49] It is known from previous studies Nousiainen et al., 2003 ] that unrealistically spiky particle shapes (l min $ 10) can provide good fits. Therefore we also studied the effect of enhancing the roughness of the particles by using higher values of l min . In Figure 11 , we present the effect of different values of l min on the calculated scattering matrix elements. As shown, a higher value of l min produces a better fit for almost all elements of the scattering matrix, suggesting that the model particles based on the shape analysis are too smooth and do not scatter light diffusively enough. The increase of l min decreases ÀF 12 / F 11 (q) and F 22 (q)/F 11 (q) at almost all scattering angles. It also decreases the value of F 33 (q)/F 11 (q), and F 44 (q)/F 11 (q) Figure 11 . Scattering matrix elements computed with the traditional ray-optics method for l min = 2 (solid), l min = 6 (dashed), and l min = 10 (dotted). The refractive index was fixed to m = 1.5 + 4e À 5i, and s = 0.2. The calculations are presented together with the experimental scattering matrix for Libyan sand at 632.8 nm (squares). Errors are indicated by error bars or are within the symbols. at forward scattering angles. The best fit parameters correspond to simulation set 2 in Table 2 . [50] To improve the agreement with the measurements, we applied the Lambertian schemes. Firstly, we studied the dependence of the scattering matrix on the different Lambertian parameters, i.e., f ex , a ex , d in , and a in . The sensitivity tests were performed for the retrieved shape and size parameters of our Libyan sand sample (see sections 3.1 and 3.2). Again all studied cases fulfilled the Cloude (coherency matrix) test at all scattering angles. The refractive index has been fixed to m = 1.5 + 4 Á 10 À5 . For the calculations we chose the following combinations of Lambertian parameters: (1) For a ex = 0.5, the value of f ex was varied from 0.1 to 1.0 in steps of 0.1. (2) For f ex = 0.2, the value of a ex was varied from 0.25 to 1.0 in steps of 0.25. (3) For a in = 0.5, d in took the following values: 500 mm, 250 mm, 100 mm, 50 mm, and 25 mm. (4) For d in = 500 mm, the value of a in was varied from 0.25 to 1.0 in steps of 0.25.
Lambertian Simulations
[51] In Figure 12 , we present a selected set of computations that shows the effect of the value of f ex on the scattering matrix elements. F 11 (q) increases at side and back scattering directions for increasing values of f ex . In contrast an increase of f ex decreases the calculated ÀF 12 (q)/F 11 (q) at almost all scattering angles. In the same way, the maximum of F 34 (q) is strongly decreased when increasing the probability of Lambertian surface reflections and refractions. Moreover, an increase of f ex affects the shape of F 22 (q)/F 11 (q), decreasing its values at almost all scattering angles. The calculated values for the F 33 (q)/F 11 (q), and F 44 (q)/F 11 (q) also decrease in the forward scattering hemisphere when increasing the value of f ex .
[52] The effect of varying a ex is not shown here. Overall, the studied values of a ex hardly affect ÀF 12 (q)/F 11 (q) and F 34 (q)/F 11 (q). However, high values of a ex tend to keep F 22 (q)/F 11 (q), F 33 (q)/F 11 (q), and F 44 (q)/F 11 (q) close to one at forward angles.
[53] Figure 13 shows the overall results of varying the mean free path length, d in , for the scattering matrix elements. The inclusion of internal screens seems to affect the scattering matrix in a way similar to that of the Lambertian surface elements. If the mean free path length is decreased the probability of an internal ray hitting a randomly oriented Lambertian screen is increased and F 11 (q) increases at almost all scattering angles. The effect of varying d in is substantial for the F 22 (q)/F 11 (q), F 33 (q)/F 11 (q), and F 44 (q)/F 11 (q). The F 22 (q)/F 11 (q) strongly decreases when d in is decreased at all scattering angles affecting also the shapes of the F 33 (q)/ F 11 (q), and F 44 (q)/F 11 (q). The maximum of the F 34 (q)/ F 11 (q) is dramatically decreased for small values of d in . The parameter a in has a very weak effect in the studied cases. Overall, the agreement between calculated and measured results is improved for smaller values of f ex and a ex and higher values of d in . [54] Once we knew the overall effects of the Lambertian parameters on the scattering matrix elements we performed further calculations in a narrower range of values for the Lambertian parameters. The value of f ex was then varied from 0.06 to 0.2 in steps of 0.02. Additionally, the results of fixing d in at 500 mm and 250 mm was studied for different values of a in . After the best fit Lambertian parameters were found we studied a possible best agreement between measured and calculated results by changing the values of the real and imaginary parts of the refractive index. The best fits were obtained for m = 1.5 + 4 Á 10 À4 i. The best combination of input parameters is presented in Table 2 , simulation set 3. Still, even by combining internal and external Lambertian reflections we cannot obtain reasonably good fits to all the experimental matrix ratios by assuming realistic shapes for the Libyan sand particles.
[55] Table 2 also presents the retrieved single-scattering albedos (a) for each simulation set. We might note that the calculated single scattering albedos are affected by the uncertainties of the albedo of the surface Lambertian elements, which is a free parameter, and of the unknown imaginary part of the refractive index.
[56] By checking all test simulations it turned out that very spiky shapes of the particles (l min = 10) combined with a bit of Lambertian surface elements would produce reasonably good fits to the measurements (simulation set 4).
The best fit cases for simulation sets 1, 2, 3, and 4 are presented in Figure 14 .
Summary and Conclusions
[57] In this work we present measurements of the complete scattering matrix at 632.8 nm as a function of the scattering angle in the range 4 to 174°of a Sahara sand sample collected in Libya. The measured results follow the general trends presented by irregular mineral particles. To facilitate the use of the measured scattering matrix for multiple scattering calculations we also present a synthetic scattering matrix based on the measured scattering matrix covering the full angle range from 0 to 180°. The synthetic scattering matrix as a function of the scattering angle is presented in a table to facilitate the use of the data. The measured scattering matrices as well as the synthetic scattering matrix presented in this work are available at the Amsterdam Light Scattering Database (http://www.astro. uva.nl/scatter).
[58] The measured results for the Libyan sand sample were used to investigate whether the Ray Optics Approximation, ROA, can reproduce its scattering matrix as function of the scattering angle. The Libyan sand sample consists of quite large particles (r eff = 124.75 mm) distributed over a narrow size distribution (v eff = 0.15). Therefore it is an interesting test case for the Ray Optics Approxima- tion. Moreover, the ROAwas also modified with ad hoc simple schemes of Lambertian surface elements and internal screens in order to reproduce the experimental data. The Lambertian external and internal schemes would simulate the small-scale surface roughness and internal structures, respectively. This method was successfully used in a previous work for another Sahara sand sample [Nousiainen et al., 2003] .
[59] Firstly, we analyzed our experimental results with the traditional ROA method by varying the real and imaginary parts of the refractive index. Model particle shapes were based on a shape analysis for the Libyan sand particles. We could not obtain simultaneous good fits for all scattering matrix elements by systematically changing the value of the real and imaginary parts of the refractive index for realistic shapes. Encouraged by the success obtained in previous simulations Nousiainen et al., 2003] , we tried to improve our fits by enhancing the surface roughness of the particles, i.e., increasing the value of l min . The assumption of unrealistically spiky particles improved the fits especially for F 11 (q) and F 22 (q)/F 11 (q). Apparently, spikiness can actually mimic diffuse surface scattering.
[60] Secondly, we studied the effects of including the Lambertian surface elements to simulate diffuse surface scattering and the internal Lambertian screens to incorporate the effect of internal inhomogeneity. The ROA simulation with the best fit Lambertian parameters improves the agreement with the measurements for F 11 (q), F 22 (q)/ F 11 (q), and F 34 (q)/F 11 (q). The improvement required, however, the decrease of the value of k to 4 Á 10 À5 from the first-guess value 4 Á 10
À3
. In any case even by including the Lambertian schemes, we could not get reasonably good fits for all elements of the scattering matrix as functions of the scattering angle. Further, we tried to improve the fits to the experimental data for the Libyan sand by assuming unrealistic spiky particles with the inclusion of Lambertian schemes. The increase of l min up to 10 produces better fits for almost all elements of the scattering matrix. Nousiainen et al. [2003] obtained good agreement with the measurements on another Sahara sand sample included in the Amsterdam Light Scattering Database by assuming realistic shapes when the Lambertian schemes were applied. In that case, the r eff and v eff were equal to 8.2 mm and 4.0, respectively. Because of computational limitations, the size distribution had to be truncated so that particles smaller than 2 mm were not taken into account. Still, there was a relatively high contribution to the scattering by small particles. Apparently, the contribution of those small particles could mimic the scattering effects of the small-scale surface roughness. Another possibility could be that the surface roughness characteristics of the former Sahara sand sample are different from those of the Libyan sand sample. All our results clearly show that the single-scattering properties of the Libyan sand particles cannot be accurately modeled without accounting for the effects of surface roughness. Further, the study shows that to do that properly we need something different from the Lambertian elements. The recent studies of light scattering by wavelength-scale Gaussian random particles by Muinonen et al. [2007] , Figure 14 . Comparison of the best fit cases for simulation set 1, (dashed grey line), simulation set 2 (solid grey line), simulation set 3 (dashed black line), and simulation set 4 (solid black line). The parameters for the corresponding simulations are shown in Table 2 . Nousiainen and Muinonen [2007] , and Zubko et al. [2007] , allow us to identify the key scattering mechanisms: various dipole-dipole interactions due to the wavelength-scale surface roughness. For a detailed study of the mechanisms for wavelength-scale spherical particles, we refer the reader to Tyynelä et al. [2007] . A study of a realistic implementation of the small-scale surface roughness in the ray optics approximation is under way.
