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We study the problem of learning sparse structure changes be-
tween two Markov networks P and Q. Rather than fitting two Markov
networks separately to two sets of data and figuring out their differ-
ences, a recent work proposed to learn changes directly via estimating
the ratio between two Markov network models. In this paper, we give
sufficient conditions for successful change detection with respect to
the sample size np, nq, the dimension of data m, and the number of
changed edges d. When using an unbounded density ratio model we
prove that the true sparse changes can be consistently identified for
np = Ω(d
2 log m
2+m
2
) and nq = Ω(n
2
p), with an exponentially decay-
ing upper-bound on learning error. Such sample complexity can be
improved to min(np, nq) = Ω(d
2 log m
2+m
2
) when the boundedness of
the density ratio model is assumed. Our theoretical guarantee can be
applied to a wide range of discrete/continuous Markov networks.
1. Introduction. Learning changes in interactions between random vari-
ables plays an important role in many real-world applications. For example,
genes may regulate each other in different ways when external conditions are
changed. The number of daily flu-like symptom reports in nearby hospitals
may become correlated when a major epidemic disease breaks out. EEG sig-
nals from different regions of the brain may be synchronized/desynchronized
when the patient is performing different activities. Identifying such changes
in interactions helps us expand our knowledge on these real-world phenom-
ena.
In this paper, we consider the problem of learning changes between two
undirected graphical models. Such a model, also known as a Markov network
(MN) [10], expresses interactions via the conditional independence between
random variables. Hammersley-Clifford theorem [7] states that the joint dis-
tribution of an MN can be factorized over subsets of interacted random
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variables and general MNs may have factors over arbitrary numbers of ran-
dom variables. For simplicity, we focus on a special case, namely pairwise
MNs, whose joint distribution can be factorized over only single or pairwise
random variables.
The problem of learning structure of MN itself has been thoroughly inves-
tigated in the last decade. The graphical lasso method [1, 6] learns a sparse
precision (inverse covariance) matrix from data by using the `1-norm, while
the neighborhood regression methods [11, 13, 18] solve a node-wise lasso
program to identify the neighborhood of each single node.
One naive approach to learning changes in MNs is to apply these methods
to two MNs separately and compare the learned models. However, such a
two-step approach does not work well when the MNs themselves are dense
(this can happen even when the change in MNs is sparse). A recent study [32]
adopts a neighbourhood selection procedure to learn sparse changes between
Gaussian MNs via a fused-lasso type regularizer [24]. However, no theoretical
guarantee was given on identifying changes. Furthermore, extension of the
above mentioned methods to general non-Gaussian MNs is hard due to the
computational intractability of the normalization term.
To cope with these problems, an novel algorithm has been proposed re-
cently [12]. Its basic idea is to model the changes between two MNs P and
Q as the ratio between two MN density functions p(x) and q(x), and the
ratio p(x)/q(x) is directly estimated in one-shot without estimating p(x)
and q(x) themselves [22]. Since parameters in the density ratio model rep-
resent the parametric difference between P and Q, sparsity constrains can
be directly imposed for sparse change learning. Thus, the density-ratio ap-
proach can work well even when each MN is dense as long as the change is
sparse. Furthermore, the normalization term in the density-ratio approach
can be approximately computed by the straightforward sample average and
thus there is no computational bottleneck in using non-Gaussian MNs. Ex-
perimentally, the density-ratio approach was demonstrated to perform well.
However, its theoretical properties have not been explored yet.
The ability of recovering a sparsity pattern via a sparse learning algo-
rithm has been studied under the name of support consistency or sparsis-
tency [27], that is, the support of the estimated parameter converges to the
true support. Previous works for successful structure recovery are available
for `1-regularized maximum (pseudo-)likelihood estimators [18, 30]. How-
ever, density ratio estimator in [12] brought us a new question: what is the
sparsistency of identifying correct sparse changes without learning individual
MNs? Such a concern is very practical since in applications such as learning
changes in gene expression between stimuli conditions, we only care changes
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rather than individual structures before or after changes. We illustrate such
an example in the problem of gene regulatory networks in Section 7.
In this paper, we theoretically investigate the success of the density-
ratio approach and provide sufficient conditions for successful change de-
tection with respect to the number of samples np, nq, data dimension m,
and the number of changed edges d. More specifically, we prove that if
np = Ω(d
2 log m
2+m
2 ) and nq = Ω(n
2
p), changes between two MNs can be con-
sistently learned under mild assumptions, regardless the sparsity of individ-
ual MNs. Such sample complexity can be further improved to min(np, nq) =
Ω(d2 log m
2+m
2 ) when the boundedness of the density ratio model is assumed.
Technically, our contribution can be regarded as an extention of support con-
sistency of lasso-type programs [27] to the ratio of MNs. The convergence
rate does not rely on the individual sparsity of each MN, thus structures like
hub-nodes can exist. Such hub structure is common in many applications,
such as gene expression data where one gene regulates many other genes.
Our theorem holds for the most general log-linear MN models, and does not
assume any special type of individual MNs (such as Gaussian or Ising).
Note that the theoretical results presented in this paper are fundamen-
tally different from previous works on learning a “jumping MN” [9], where
the focuses are learning the partition boundaries between jumps, and the
successful recovery of graphical structure within each partition, rather than
learning sparse changes between partitions.
In previous works [18, 30], the (upper/lower) boundedness of the Fisher
information matrix, or log-partition function derivatives of a density model
are often assumed. In this work, similar assumptions are imposed on the
true density ratio model. Moreover, we show that such assumptions have
profound links with the smoothness of our model, which implies the magni-
tude of change should not be too drastic for keeping the density ratio model
well-behaved. These assumptions are also automatically satisfied under some
special cases.
The target of [12] coincides with another recently proposed method where
a differential network is learned directly using a different technique [33].
Without learning a precision matrix for each MN, this approach estimates a
differential network utilizing a special equality obtained for Gaussian MNs.
However, such an objective function does not generalize to ordinary pairwise
MNs. The theorems obtained in this paper and the ones in [33] both rely
on one similar assumption: The changes are sparse. However, theorems in
this paper manage to achieve the same sample complexity of recovering
the correct structure changes without explicitly assuming Gaussianity over
datasets.
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This paper is organized as follows: First we introduce the problem for-
mulation of learning changes between two MNs in Section 2. Second, we
review the density ratio estimation method proposed in [12]. Then, as the
main focus of this paper, we analyze the sufficient conditions for successful
change detection, i.e., the support consistency of such algorithm in Section
3 and 4. Moreover, in Section 5, we study the key assumptions in this pa-
per, and discuss their consequences. Through experiments in Section 6, we
demonstrate the validity of our theorems and compare the performance of
the density ratio approach with a state of the art method. Finally, in Section
7, we show the density ratio method successfully identifies key changes in a
gene network between two stimuli conditions.
2. Direct Change Learning between Markov Networks. In this
section, we review a direct structural change detection method [12].
2.1. Problem Formulation. Consider two sets of independent samples
drawn separately from two probability distributions P and Q on Rm:
{x(i)p }npi=1 i.i.d.∼ P and {x(i)q }nqi=1 i.i.d.∼ Q.
We assume that P and Q belong to the family of Markov networks (MNs)
consisting of univariate and bivariate factors, i.e., their respective probability
densities p and q are expressed as
p(x;θ(p)) =
1
Z(θ(p))
exp
 m∑
u,v=1,u≥v
θ(p)u,v
>ψu,v(xu, xv)
 ,(1)
where x = (x1, . . . , xm)
> is the m-dimensional random variable, > denotes
the transpose, θ
(p)
u,v is the b-dimensional parameter vector for the elements
xu and xv, and
θ(p) = (θ
(p)>
1,1 , . . . ,θ
(p)>
m,1 ,θ
(p)>
2,2 , . . . ,θ
(p)>
m,2 , . . . ,θ
(p)>
m,m)
>
is the entire parameter vector. ψu,v(xu, xv) is a bivariate vector-valued basis
function, and Z(θ(p)) is the normalization factor defined as
Z(θ(p)) =
∫
exp
 m∑
u,v=1,u≥v
θ(p)u,v
>ψu,v(xu, xv)
dx.
q(x;θ(q)) is defined in the same way. Using these notations, we can define
two well-known MNs as examples:
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Ising-model (see e.g.[10]). One of the earliest and widely known graphical
models is the Ising model, where ψu,v(xu, xv) = xuxv, and xu, xv ∈ {−1, 1}.
For all pairs (u, v) ∈ E, where E is the edge set of the graphical model, θu,v
is a scalar and has non-zero value.
Gaussian MN. Gaussian MN is a representative of continuous MN. ψu,v(xu, xv) =
xuxv and xu, xv ∈ R. For all pairs (u, v) ∈ E or u = v, θu,v is a scalar and
has non-zero value.
The research problem now becomes clear: Given two parametric models
p(x;θ(p)) and q(x;θ(q)), we hope to discover changes in parameters from P
to Q, i.e., θ(p) − θ(q).
2.2. Density Ratio Formulation for Structural Change Detection. The
key idea in [12] is to consider the ratio of p and q:
p(x;θ(p))
q(x;θ(q))
∝ exp
 m∑
u,v=1,u≥v
(θ(p)u,v − θ(q)u,v)>ψu,v(xu, xv)
 ,
where θ
(p)
u,v−θ(q)u,v encodes the difference between P andQ for factorψu,v(xu, xv),
i.e., θ
(p)
u,v − θ(q)u,v is zero if there is no change in the factor ψu,v(xu, xv).
Once the ratio of p and q is considered, each parameter θ
(p)
u,v and θ
(q)
u,v
does not have to be estimated, but only their difference θu,v = θ
(p)
u,v − θ(q)u,v
is sufficient to be estimated for change detection. Thus, in this density-ratio
formulation, p and q are no longer modeled separately, but it models the
changes from p to q directly as
r(x;θ) =
1
N(θ)
exp
 m∑
u,v=1,u≥v
θ>u,vψu,v(xu, xv)
 ,(2)
where N(θ) is the normalization term. This direct formulation also halves
the number of parameters from both θ(p) and θ(q) to only θ.
The normalization term N(θ) is chosen to fulfill
∫
q(x)r(x;θ)dx = 1:
N(θ) =
∫
q(x) exp
 m∑
u,v=1,u≥v
θ>u,vψu,v(xu, xv)
 dx,
which is the expectation over q(x). This expectation form of the normal-
ization term is another notable advantage of the density-ratio formula-
tion because it can be easily approximated by the sample average over
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{x(i)q }nqi=1 i.i.d.∼ q(x):
Nˆ(θ;x(1)q , . . . ,x
(nq)
q ) :=
1
nq
nq∑
i=1
exp
 m∑
u,v=1,u≥v
θ>u,vψu,v(x
(i)
q,u, x
(i)
q,v)
 .
Thus, one can always use this empirical normalization term for any (non-
Gaussian) models p(x;θ(p)) and q(x;θ(q)).
An important observations can be made from this formulation: Although
two MNs may have sophisticated models individually, their changes might
be “simple” since many terms may be canceled while taking the ratio, i.e.
θ
(p)
u,v − θ(q)u,v might be zero. Thus, if we use ψu,v(xuxv) = xuxv in our ratio
model, it does not mean we assume two individual MNs are Gaussian or
Ising, it simply means we assume the changes of interactions are linear while
other non-linear interactions remain unchanged. This formulation allows us
to consider highly complicated MNs as long as their changes are “simple”.
We will give a concrete example later.
Throughout the rest of the paper, we simplify the notation from ψu,v to
ψ by assuming the feature functions are the same for all pairs of random
variables. However, our analysis still holds if this assumption is violated.
Next, we study the density ratio formulation in the case of Gaussian MNs.
Gaussian MN. : Given twom-dimensional zero-mean Gaussian MNs p(x; Θ(p))
and q(x; Θ(q)) parameterized by the precision matrix Θ(p) and Θ(q) respec-
tively, it is reasonable to parametrize a density ratio model
r(x; ∆) =
1
N(∆)
exp
(
−1
2
x>∆x
)
,(3)
where ∆ is a symmetric real-valued matrix and
N(∆) =
∫
q(x; Θ(q)) exp
(
−1
2
x>∆x
)
dx =
det
(
Θ(q)
)1/2
det
(
∆ + Θ(q)
)1/2 .
However, this formulation brings a problem: it still contains an unknown
parameter Θ(q), meaning that we will have to learn Θ(q) first before we can
model the difference between two MNs. To solve this problem, one may use
the empirical version of the normalization term instead
Nˆ(∆) =
1
nq
nq∑
i=1
exp
(
−1
2
x(i)q
>
∆x(i)q
)
.(4)
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Interestingly, by using this model, the Gaussianity assumption has been
loosened: the normalization term is obtained by an empirical average and
did not use the analytical form offered by the Gaussianity of q(x; Θ(q)).
Thus, it can actually model the density ratio for any p and q as long as their
changes are limited to the quadratic components.
2.3. Direct Density-Ratio Estimation. Density ratio estimation has been
recently introduced to the machine learning community and is proven to be
useful in a wide range of applications [22]. In [12], a density ratio estimator
called the Kullback-Leibler importance estimation procedure (KLIEP) for
log-linear models [21, 26] was employed in learning structural changes.
For a density ratio model r(x;θ), the KLIEP method minimizes the
Kullback-Leibler divergence from p(x) to pˆ(x;θ) = q(x)r(x;θ):
KL[p‖pˆθ] =
∫
p(x) log
p(x)
q(x)r(x;θ)
dx = Const.−
∫
p(x) log r(x;θ)dx.
(5)
Note that the density-ratio model (2) automatically satisfies the non-negativity
and normalization constraints:
r(x;θ) ≥ 0 and
∫
q(x)r(x;θ)dx = 1.
Here we define
rˆ(x;θ) =
exp
(∑m
u,v=1,u≥v θ
>
u,vψ(xq,u, xq,v)
)
Nˆ(θ;x
(1)
q , . . . ,x
(nq)
q )
as the empirical density ratio model. In practice, one minimizes the negative
empirical approximation of the rightmost term in Eq.(5):
`KLIEP(θ) = − 1
np
np∑
i=1
logrˆ(x(i)p ;θ) = −
1
np
np∑
i=1
m∑
u,v=1,u≥v
θ>u,vψ(x
(i)
p,u, x
(i)
p,v)
+ log
 1
nq
nq∑
i=1
exp
 m∑
u,v=1,u≥v
θ>u,vψ(x
(i)
q,u, x
(i)
q,v)
 ,
Because `KLIEP(θ) is convex with respect to θ, its global minimizer can
be numerically found by standard optimization techniques such as gradient
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descent or quasi-Newton methods. The gradient of `KLIEP with respect to
θu,v is given by
∇θu,v`KLIEP(θ) = −
1
np
np∑
i=1
ψ(x(i)p,u, x
(i)
p,v) +
1
nq
nq∑
i=1
rˆ(x(i);θ)ψ(x
(i)
q,u′ , x
(i)
q,v′),
(6)
that can be computed in a straightforward manner for any feature vector
ψ(xu, xv).
Importance Sampling. From the gradient of KLIEP (6), we can observe a
clear link between KLIEP and Importance Sampling (see e.g., [19]). The
second term on the right-hand side is an “importance sampled” approxi-
mation of Ep [ψ(xu, xv)] using our density ratio model while the first term
is a straightforward sample average. The population version of (6) equals
zero if and only if p(x) = rˆ(x;θ)q(x). Therefore, one should aware that the
assignment of p and q may affect the performance of such an approximation
as importance sampling can be easily affected by the choice of the instru-
mental distribution (in this case, q). To reduce the estimation variance, q is
usually picked as the one with a thicker tail [28]. This observation reveals a
fundamental asymmetry of KLIEP which will be discussed in Section 8.
Gaussian MN. By using the density ratio model of (3) and the normaliza-
tion term (4), we can write the objective function and its gradient as
`KLIEP(∆) =
1
2np
np∑
i=1
x(i)p
>
∆x(i)p + log
1
nq
nq∑
i=1
exp
(
−1
2
x(i)q
>
∆x(i)q
)
,(7)
and
∇∆u,v`KLIEP(∆) =
1
2np
nq∑
i=1
x(i)p,u∆u,vx
(i)
p,v −
1
nq
∑nq
i=1 exp
(
−12x
(i)
q
>
∆x
(i)
q
)
x
(i)
q,u∆u,vx
(i)
q,v
2
nq
∑nq
j=1 exp
(
−12x
(j)
q
>
∆x
(j)
q
) .
2.4. Sparsity-Inducing Norm. To find a sparse change between P and
Q, one may regularize the KLIEP solution with a sparsity-inducing norm∑
u≥v ‖θu,v‖, i.e., the group-lasso penalty [31] where we use ‖ · ‖ to denote
the `2 norm. Note that the separate density estimation approaches sparsify
both θp and θq so that the difference θp − θq is also sparsified. On the
other hand, the density-ratio approach [12] directly sparsifies the difference
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θp − θq, and thus intuitively this method can still work well even if θp and
θq are dense as long as θp − θq is sparse.
Now we have reached our final objective:
θˆ = argmin
θ
`KLIEP(θ) + λnp
m∑
u,v=1,u≥v
‖θu,v‖.(8)
3. Support Consistency of Direct Sparse-Change Detection. The
above density-ratio approach to change detection was demonstrated to be
promising in empirical studies [12]. However, its theoretical properties have
not yet been investigated. In this section, we give theoretical guarantees of
the convex program (8) on sparse structural change learning. More specifi-
cally, we give sufficient conditions for detecting correct changes in terms of
the sample size np and nq, data dimensions m, and the number of changed
edges d, followed by the discussion of the insights we can gain from such
theoretical analysis.
3.1. Notations. In the previous section, a sub-vector of θ indexed by
(u, v) corresponds to a specific edge of an MN. From now on, we use new
indices with respect to the “oracle” sparsity pattern of the true parame-
ter for notational simplicity. We introduce the “true parameter” notation
θ∗, p(x) = q(x)r(x;θ∗), and the pairwise index set E = {(u, v)|u ≥ v}. Two
sets of sub-vector indices regarding to θ∗ and E are defined as S = {t′ ∈
E | ‖θ∗t′‖ 6= 0}, Sc = {t′′ ∈ E | ‖θ∗t′′‖ = 0}. We rewrite the objective (8) as
θˆ = argmin
θ
`KLIEP(θ) + λnp
∑
t′∈S
‖θt′‖+ λnp
∑
t′′∈Sc
‖θt′′‖.(9)
Similarly we can define Sˆ = {t′ ∈ E | ‖θˆt′‖ 6= 0} and Sˆc accordingly. Sample
Fisher information matrix I ∈ R b(m
2+m)
2
× b(m2+m)
2 denotes the Hessian of
the log-likelihood: I = ∇2`KLIEP(θ∗) = ∇2 log Nˆ(θ∗) where we simplify
Nˆ(θ;x
(1)
q , . . . ,x
(nq)
q ) as Nˆ(θ). IAB is a sub-matrix of I indexed by two sets
of indices A,B ⊆ E on rows and columns.
We also concatenate ψ ∈ R2 7→ Rb to get a “linearized” version of the
feature function f : Rm 7→ R b(m
2+m)
2 as
f(x) = (ψ>(x1, x1), . . . ,ψ>(xm, x1),ψ>(x2, x2), . . . ,ψ>(xm, x2), . . . ,ψ>(xm, xm))>
and fA(x) is the partial output of f(x) indexed by a set of indices A,A ⊆ E.
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Gaussian MN. Here we derive the Fisher information matrix for the Gaus-
sian MN ratio model. Define an auxiliary matrix H(∆) ∈ Rnq×nq :
H(∆) :=
1
N̂2(∆)
(
N̂(∆)Inq − e>(∆)e(∆)
)
,
where e(∆) :=
[
exp
(
−12x
(1)
q
>
∆x
(1)
q
)
, . . . , exp
(
−12x
(nq)
q
>
∆x
(nq)
q
)]
. The
Fisher information matrix I = ∇2∆`KLIEP(∆∗) of the likelihood function
using the Gaussian density ratio model described in (7) has the form
I(u,v),(u′,v′) :=
nq∑
i=1
nq∑
j=1
x(i)q,ux
(i)
q,vx
(j)
q,u′x
(j)
q,v′Hi,j(∆
∗), I ∈ Rm2×m2 .
3.2. Assumptions. There is an important guideline for imposing assump-
tions in this paper: we try not to put any explicit constrains on the types of
individual MN P or Q nor their structures, but only on the changes between
them. This is crucial since KLIEP is a direct and flexible change learning
method and have no restrictions on the types of individual MNs on which
it works. Therefore, we hope to obtain the most generic theorem for this
method.
Similarly to previous researches on sparsity recovery analysis [27, 18], the
first two assumptions are made on the Fisher information matrix.
Assumption 1 (Dependency Assumption). The sample Fisher informa-
tion submatrix ISS has bounded eigenvalues:
Λmin(ISS) ≥ λmin > 0,
with probability 1, where Λmin is the minimum-eigenvalue operator of a sym-
metric matrix
This assumption on the submatrix of I is to ensure that the model is iden-
tifiable (see B.1 in Appendix for details). Note “λ” denotes either eigenvalue
or regularization parameter depending on its subscript.
Assumption 2 (Incoherence Assumption).
max
t′′∈Sc
‖It′′SI−1SS‖1 ≤ 1− α, 0 < α ≤ 1.
with probability 1, where ‖Y ‖1 =
∑
i,j ‖Yi,j‖1.
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This assumption says the unchanged edges cannot exert overly strong ef-
fects on changed edges and is a common assumption can be found in previous
literatures on support consistency analysis such as [27, 18].
Assumption 3 (Smoothness Assumption on Likelihood Ratio). The log-
likelihood ratio `KLIEP(θ) is smooth around its optimal value, i.e., it has
bounded derivatives
max
δ,‖δ‖≤‖θ∗‖
∥∥∇2`KLIEP(θ∗ + δ)∥∥ = max
δ,‖δ‖≤‖θ∗‖
∥∥∥∇2 log Nˆ(θ∗ + δ)∥∥∥ ≤ λmax <∞,(10)
max
t∈S∪Sc
max
δ,‖δ‖≤‖θ∗‖
∣∣∣∣∣∣∇θt∇2`KLIEP(θ∗ + δ)∣∣∣∣∣∣(11)
= max
t∈S∪Sc
max
δ,‖δ‖≤‖θ∗‖
∣∣∣∣∣∣∣∣∣∇θt∇2 log Nˆ(θ∗ + δ)∣∣∣∣∣∣∣∣∣ ≤ λ3,max <∞,
with probability 1.
‖·‖, |||·||| are the spectral norms of a matrix and a tensor respectively (See
e.g., [25] for the definition of spectral norm of a tensor). Note that (10) also
implies the bounded largest eigenvalue of I. Assumption 3 can be regarded
as an analogy of assumptions on the log-normalization function in [30]. As
we set no explicit restrictions on the type of distribution P and Q, this
assumption guarantees the log-likelihood function is well-behaved.
Now, we make the following assumptions on the density ratio:
Assumption 4 (The Correct Model Assumption). The density ratio
model is correct, i.e. there exists θ∗ such that
p(x) = r(x;θ∗)q(x).
Assumptions 1, 2, and 3 are in fact related to distribution Q. However,
the density ratio estimation objective is an M-estimator summed up over
samples from P . Assumption 4 provides a transform between P and Q and
allows us to perform analysis on such an M-estimator in an “importance
sampling” fashion.
Next, we impose assumptions on the “smoothness” of the density ratio
model. Generally speaking, if we expect good performance from the den-
sity ratio estimator, the density ratio model should be “well-behaved”. The
following assumption quantifies such an intuition.
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Assumption 5 (Smooth Density Ratio Model Assumption). For any
vector δ ∈ Rdim(θ∗) such that ‖δ‖ ≤ ‖θ∗‖ and every a ∈ R, the following
inequality holds:
Eq [exp (a (r(x,θ∗ + δ)− 1))] ≤ exp
(
10a2
)
.
We list a few consequences of the Assumption 5.
Proposition 1. For all  > 0 and for any vector δ ∈ Rdim(θ∗) such that
‖δ‖ ≤ ‖θ∗‖, P (r(x,θ∗ + δ)− 1 ≥ ) ≤ 2 exp
(
− 240
)
.
Using Assumption 5, we get Proposition 1 that provides a tail probability
bound of the density ratio model on Q, which is further used to obtain an
exponentially decaying upper-bound of empirical approximation error of the
log-normalization term (see Proposition 12 in Appendix for details).
Proposition 2. For any vector δ ∈ Rdim(θ∗) such that ‖δ‖ ≤ ‖θ∗‖,
Varq [r(x;θ
∗ + δ)− 1] ≤ 20.
Proof. Noting Eq [r(x;θ∗ + δ)− 1] = 0, the above inequalities is the
consequence of sub-Gaussianity.
Since the density ratio can be thought as the magnitude of change between
two MNs, Proposition 2 tells the fact that the change should not be too
drastic in order to keep our ratio-model well-behaved.
We are now ready to state the main theorem.
3.3. Sufficient Conditions for Successful Change Detection. The follow-
ing theorem establishes sufficient conditions of change detection in terms of
parameter sparsity. Its proof is provided in Section 4.1. First, let us define
g(m) = log(m
2+m)
(log m
2+m
2
)2
(see Figure 10 in Appendix for its plot) which is smaller
than 1 when m > 4.
Theorem 1. Suppose that Assumptions 1, 2, 3, 4, and 5 as well as
mint∈S ‖θ∗t ‖ ≥ 10λmin
√
dλnp are satisfied, where d is the number of changed
edges defined as d = |S|, i.e., the cardinality of the set of non-zero parameter
groups. Suppose also that the regularization parameter is chosen so that
8(2− α)
α
√
M1 log
m2+m
2
np
≤ λnp ≤
4(2− α)M1
α
min
(‖θ∗‖√
b
, 1
)
,(12)
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where M1 = λmaxb+2, nq ≥M2n2pg(m) and M2 is a positive constant. Then
there exist some constants L1, K1, and K2 such that if np ≥ L1d2 log m2+m2 ,
with the probability at least
1− exp
(
−K1λ2npnp
)
− 4 exp
(
−K2dnqλ4np
)
,(13)
the following properties hold:
• Unique Solution: The solution of (9) is unique.
• Successful Change Detection: Sˆ = S and Sˆc = Sc, where Sˆ and Sˆc are
estimated sparse/non-sparse indices.
First, it is interesting to analyze the sample complexity of nq, which is
a novel element in this research. Intuitively, one should obtain a sufficient
number of samples from Q to accurately approximate the normalization
term. Theorem 1 states nq should grow at least quadratically with respect
to np, which is undesirable if np is large. In the next corollary, we discuss a
relaxed coupling between np and nq with some extra but mild cost.
Second, Assumption 5 together with Proposition 2 shows the variation
allowed for the density ratio model is irrelevant to the number of changed
edges d. This implies that, if d is large, we are only able to detect weak
changes that do not cause huge fluctuations in the density ratio model, which
is rather restrictive and unrealistic in some occasions, since the magnitude
of change usually increases when the number of changed edges d increases.
Below, we consider another more relaxed scenario, where the assumption on
the smoothness of the density ratio model is allowed to grow with d.
Assumption 6. For any vector δ ∈ Rdim(θ∗) such that ‖δ‖ ≤ ‖θ∗‖ and
every a ∈ R, the following inequality holds:
Eq [exp (a (r(x,θ∗ + δ)− 1))] ≤ exp
(
10da2
)
,
where d is the number of changed edges.
Proposition 3. For some small constants  and any vector δ ∈ Rdim(θ∗)
such that ‖δ‖ ≤ ‖θ∗‖, then P (r(x,θ∗ + δ)− 1 ≥ ) ≤ 2 exp
(
− 240d
)
.
Proposition 4. For any vector δ ∈ Rdim(θ∗) such that ‖δ‖ ≤ ‖θ∗‖,
Varq [r(x;θ
∗ + δ)− 1] ≤ 20d.
From Proposition 4 we can see the magnitude of changes between MNs
are allowed to grow at most linearly with d. Now we see how much this will
bring changes to our sufficient conditions:
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Corollary 1. Suppose that Assumptions 1, 2, 3, 4, and 6 are satis-
fied, mint∈S ‖θ∗t ‖ satisfies the condition in Theorem 1, and the regularization
parameter is chosen so that
2− α
α
√√√√M1log m2+m2
n
3
4
p
≤ λnp ≤
4(2− α)M1
α
min
(
‖θ∗‖√
b
,
1
n
1/8
p
)
,
where M1 = λmaxb+2, nq ≥M2dnpg(m), and M2 is some positive constant.
Then there exist some constant L1 such that if np ≥ L1d 83
(
log m
2+m
2
) 4
3
,
KLIEP has the same properties as those stated in Theorem 1.
See Appendix B.6 for the proof. Corollary 1 states that it is possible
to drop the growth rate of nq on np from 2 to 1 with the cost that np
has to grow with d
8
3 (rather than just d2 in the previous case). This is an
encouraging result, since with slight changes on growth rate with respect to
d and log(m
2+m
2 ), we are able to consider a milder coupling between np and
nq.
Moreover, under the weaker Assumption 6, nq now grows linearly with d.
It shows the prices we need to pay when consider the magnitude of changes
increasing with d.
So far, we have only considered the scaling quadruple (np, nq, d,m). How-
ever, it is also interesting to consider that the scalability of our theorem
relative to b, the dimension of the pairwise feature vector. This is a realistic
scenario: It may be difficult to know the true underlying model of MN in
practice, and thus we may adopt a model that contains many features to
be “flexible enough” to describe the interactions among data. In the fol-
lowing corollary, we restate Theorem 1 with b and a new scalar s, which is
the maximum number of non-zero elements in a pairwise feature vector ψ.
We assume that the positions of non-zero elements are independent of each
sample x.
Corollary 2. Suppose that Assumptions 1, 2, 3, 4, and 5 are satis-
fied, mint∈S ‖θ∗t ‖ satisfies the condition in Theorem 1, and the regularization
parameter is chosen so that
8(2− α)
α
√
M1s log
m2+m
2
np
≤ λnp ≤
4(2− α)M1
α
min
(‖θ∗‖√
b
, 1
)
,
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where M1 = λmaxb+ 2, nq ≥M2sn2pg′(m) and M2 is some positive constant,
and g′(m) = log((m
2+m)(bs))
(log m
2+m
2
)2
. Then there exist some constant L1 such that
if np ≥ L1sd2 log m2+m2 , KLIEP has the same properties as those stated in
Theorem 1.
See Appendix B.6 for the proof. From Corollary 2, we can see that required
np and nq for change detection grows only linearly with respect to s, and nq
grows mildly with respect to
(
b
s
)
. Therefore, it is possible for one to consider
a highly flexible model in practice.
3.4. Discussions. From the above theorem, one may gather some inter-
esting insights into change detection based on density ratio estimation.
First, the required number of samples depends solely on d and m and is
irrelevant to the number of edges of each MN. In contrast, separate graph-
ical structural learning methods require more samples when each MN gets
denser in terms of the number of edges or neighborhood [13, 18, 17]. This
establishes the superiority of the density-ratio approach in sparse change
detection between dense MNs. In other words, in order to detect sparse
changes, the density-ratio approach does not require the individual MN to
be sparse.
Second, the growth of nq is also lower-bounded and grows quadratically
with respect to np. This result illustrates the consequence of introducing
a sample approximated normalization term Nˆ(θ). An insufficient number
of samples from Q would lead to poor approximation of the normalization
term, and makes change detection more difficult. Fortunately, such growth
rate can be further relaxed, and with slightly increased sample complexity
of np.
Finally, our theorem also points out the limits of the density-ratio ap-
proach. Our analysis shows that the density ratio model may not deviate
too much from its mean 1 over distribution Q. A previous study on another
density ratio estimator also has a similar observation [29]. Since the density
ratio indicates how much P differs from Q, this analysis generally implies
that to make KLIEP work, the discrepancy between P and Q should be
mild. This is a reasonable assumption since we have already assumed that
the changes in the MN structure are sparse. In high dimensional setting, it
implies P and Q are similar. Similar assumption can be found in [33] where
the `-1 norm of the differences between two precision matrices is bounded.
4. Proof of Support Consistency.
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4.1. The Proof Outline of the Main Theorem. The procedure of the main
proof partially follows the steps of previous support consistency proofs us-
ing the primal-dual witness method [27], however, the problem settings are
quite different: First, `KLIEP is a likelihood ratio between two densities which
means that two sets of samples are involved in this proof and we have to
consider the sparsity recovery conditions not only on one dataset, but with
respect to two different MNs. Second, we did not explicitly limit the types
of distribution for P and Q, and the parameter of each factor θt, t ∈ S ∪ Sc
is a vector rather than a scalar, which gives enough freedom for modelling
highly complicated distributions. To the best of our knowledge, this is the
first sparsity recovery analysis on learning changes between two type-free
MNs. From now on, `KLIEP is shortened as `.
First, define a dual variable zˆ associated with θˆ using the following equal-
ity:
∇`(θˆ) + λnp zˆ = 0.(14)
and if zˆt is the subgradient of ‖θˆt‖, i.e., zˆt ∈ ∇θt‖θˆt‖, t ∈ S∪Sc, (14) is the
optimality condition of (9) and θˆ is an optimal solution to (9). Moreover,
the next Lemma tells the relationship between dual variable zˆ and sparsity
patterns of any other optimal solution of (9).
Lemma 1. If there exists an optimal θˆ of (9) with associated zˆ in (14)
such that ‖zˆt′′‖ < 1, for all t′′ ∈ Sc. Then any optimal θ˜ of (9) should have
θ˜t′′ = 0 for all t
′′ ∈ Sc.
See Appendix B.1 for the proof.
Now we illustrate the proof procedure of Theorem 1:
• Solve the constrained optimization problem
θˆS = argmin
θS
`
([
θS
0
])
+ λnp
∑
t′∈S
‖θt′‖;(15)
• For all t′ ∈ S, set zˆt′ = ∇‖θˆt′‖, and let θˆ = [θˆS ,0];
• Obtain zˆt′′ for all t′′ ∈ Sc using equality (14);
• Show maxt′′∈Sc ‖zt′′‖ < 1 with high probability under certain condi-
tions. According to Lemma 1, we conclude that for any optimal θ˜ from
(9), the correct sparsity pattern is recovered.
Bounding maxt′′∈Sc ‖zt′′‖ requires obtaining zt′′ from (14). More specifi-
cally, from (14) we have:
∇`(θˆ) + λnp zˆ = 0⇒ ∇`(θˆ) + λnp zˆ −∇`(θ∗) = −∇`(θ∗).
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Applying Mean-value Theorem,
∇2`(θ∗)︸ ︷︷ ︸
I
[θˆ − θ∗]> + λnp zˆ = −∇`(θ∗)︸ ︷︷ ︸
w
+ [∇2`(θ∗)−∇2`(θ¯)][θˆ − θ∗]>︸ ︷︷ ︸
g
,(16)
where θ¯ is between θ∗ and θˆ in a coordinate fashion. We can then rewrite
(16) in block-wise fashion:
IS,S [θˆS − θ∗S ] + λnp zˆS = wS + gS
It′′,S [θˆS − θ∗S ] + λnp zˆt′′ = wt′′ + gt′′ , t′′ ∈ Sc.(17)
Substitute θˆS − θ∗S = I−1SS [wS + gS − λnp zˆS ] into (17), we have
It′′SI−1SS [wS + gS − λnp zˆS ] + λnp zˆt′′ = wt′′ + gt′′ .
Rearrange terms, we have
λnp zˆt′′ = wt′′ + gt′′ − It′′SI−1SS [wS + gS − λnp zˆS ].
According to triangle inequality,
λnp max
t′′∈Sc
‖zˆt′′‖ ≤ max
t′′∈Sc
‖wt′′‖+ max
t′′∈Sc
‖gt′′‖+
max
t′′∈Sc
‖It′′SI−1SS‖1
(
max
t′∈S
‖wt′‖+ max
t′∈S
‖gt′‖+ λnp
)
.
By assumption, maxt′′∈Sc ‖It′′SI−1SS‖1 ≤ (1− α), and we obtain
max
t′′∈Sc
‖zˆt′′‖ ≤ (2− α)
λnp
(
max
t∈S∪Sc
‖wt‖+ max
t∈S∪Sc
‖gt‖
)
+ (1− α).
Now we need to show the boundedness of w and g.
The boundedness of w, which is the gradient of log-likelihood function on
θ∗, is guaranteed by the following lemma:
Lemma 2. There exist constants c = λmaxb + 2, c
′ and c′′ and if the
regularization parameter λnp satisfies
8(2− α)
α
√
c log m
2+m
2
np
≤ λnp ≤
4(2− α)c
α
min
(‖θ∗‖√
b
, 1
)
,
then
P
(
max
t∈Sc∪S
‖wt‖ ≥ α
4(2− α)λnp
)
≤
exp
(−c′np)+ 4 exp
−c′′nq ( log m2+m2
np
)2
+ b log(m2 +m)
 .(18)
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Quite different from similar lemmas in previous works (such as Lemma 2
in [18]), Lemma 2 is not a simple concentration of sample mean converging to
its population mean, since the gradient of the likelihood contains two sets of
data from different distributions P and Q. Moreover, the sub-Gaussianity or
the boundedness of the ψ of P or Q were not assumed, so the concentration
inequality cannot be applied here. Instead, via the smoothness behavior of
the likelihood ratio function (Assumption 3), we are able to derive such a
boundedness of w without using any explicit properties of two distributions.
The consequence of such differences is important: this analysis allows
us to consider a very wide range of distributions which may not be well-
behaved (e.g. heavy-tailed), as long as the change between two distributions
are minor. After all, all assumptions are imposed on the density ratio model
r only, rather than P or Q. This analysis preserves the flexibility of the
density ratio estimation methodology. The proof of Lemma 2 can be found
in Appendix B.2.
The next lemma bounds the difference between the estimated parameter
and the true parameter over the non-sparse indices, which is further used to
bound g and derive the sample complexity.
Lemma 3. If dλnp ≤ λ
2
min
20λ3,max
and maxt∈Sc∪S ‖wt‖ ≤ λnp4 then ‖θ∗S −
θˆS‖ ≤ 10λmin
√
dλnp,
The boundedness of g is finally given by
Lemma 4. If λnpd ≤ λ
2
min
100λ3,max
α
4(2−α) , and maxt∈S∪Sc ‖wt‖ ≤
λnp
4 , then
maxt∈S∪Sc ‖gt‖ ≤ αλnp4(2−α) .
See Appendix B.3 and B.4 for proofs. Using Lemma 2, 3 and 4, we have
maxt′′∈Sc ‖zˆt′′‖ ≤ 1− α2 < 1.
To show the correct non-zero pattern recovery, it suffices to show
max
t∈Sc∪S
‖θˆt − θ∗t ‖ <
1
2
min
t∈S
‖θ∗t ‖.
Since Lemma 3 shows maxt∈S∪Sc ‖θˆt − θ∗t ‖ ≤ ‖θˆ − θ∗‖ < 10λmin
√
dλnp , we
just need mint∈S ‖θ∗t ‖ > 20λmin
√
dλnp to ensure such recovery.
4.2. Sample Complexity. The sample complexity for np and nq are de-
rived from the conditions of the Lemmas. To make Lemma 2 holds, we may
set λnp = C
√
log m
2+m
2
np
, where C is chosen so that the lower bound of λnp
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in the Lemma 2 is satisfied. Since the upper-bound is a constant while such
setting of λnp is always decaying as np grows, it is automatically satisfied at
some point.
Moreover, λnp should also satisfy the upper-bound condition in Lemma
4: λnpd ≤ λ
2
min
100λ3,max
α
4(2−α) , and this inequality can be satisfied when np =
Ω(d2 log m
2+m
2 ).
The upper-bound of λnp is in Lemma 4 is tighter than it is in Lemma 3,
so the condition of Lemma 3 is automatically satisfied. However, one still
needs to make sure that the tail probability term that involves nq in Lemma
2 decays, i.e.,
4 exp
−c′′nq ( log m2+m2
np
)2
+ b log(m2 +m)
→ 0, np →∞.
This can be guaranteed by setting nq = Ω(n
2
pg(m)).
5. Analysis of Assumptions. In this section, we investigate the con-
ditions under which the maximum (minimum) eigenvalues of likelihood ratio
derivatives are bounded. We show that under mild regularity conditions of
sample statistics of distribution Q and tightened smoothness conditions of
the density ratio model, Assumption 1 and 3 holds automatically.
5.1. Bounded Density Ratio Model. Since the derivatives of the log-likelihood
ratio expresses the curvature of our objective function, we expect the smooth-
ness of the density ratio model r(x;θ) may play an important role in such
analysis. To begin with, consider a simple bounded-ratio model by replacing
the smoothness Assumption 5 (or 6) with a tightened Assumption 7:
Assumption 7 (Smooth Density Ratio Model Assumption). For any
vector δ ∈ Rdim(θ∗) such that ‖δ‖ ≤ ‖θ∗‖, the following inequality holds:
0 < Cmin ≤ r(x,θ∗ + δ) ≤ Cmax <∞.
As consequences, 1Cratio ≤ rˆ(x;θ
∗+δ) ≤ Cratio and ‖f t(x)‖ ≤ Cf t,max, where
Cf t,max and Cratio are all constants.
Since Assumption 7 is stronger than Assumption 5 or 6 (for appropri-
ately chosen Cmax and Cmin), the proof of Theorem 1 still holds if one uses
above assumptions to substitute Assumption 5 or 6. However, as we will
demonstrate later, an improved sample complexity for min(np, nq) can be
derived.
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As Assumption 1 and 3 are constructed using samples from distribution
Q, it is also natural to assume some basic regularity conditions on sample
statistics:
Assumption 8 (Bounded Moments). The feature transform f(x) ∈
Rb(m2+m)/2, where x is drawn from Q, has upper-bounded moments with
probability one: i.e.
max
t∈S∪Sc
Eˆq [‖f t(x)‖] ≤ Dmax,1 <∞,∥∥∥Eˆq [f(x)f(x)>]∥∥∥ and ∥∥∥Ĉovq [f(x)]∥∥∥ ≤ Dmax,2 <∞
and
Λmin
{
Ĉovq [fS(x)]
}
≥ Dmin,2 > 0,(19)
is bounded with probability 1− δnq .
Ĉov is the sample covariance estimator and Eˆq [g(x)] = 1nq
∑nq
i=1 g(x
(i))
is the empirical expectation over samples drawn from Q. From now on, we
remove subscript p or q from a random sample x when summing up, as
long as the indices give enough context for telling in which distribution the
sample is drawn. For example,
∑nq
i=1 x
(i) is a summation over samples drawn
from distribution Q.
Of course, one may impose similar bounded moments constrains on the
corresponding population quantities, then the above assumption automat-
ically holds with high probability under certain regularity conditions. To
avoid lengthy proofs, we stick to assumptions using sample quantities in
this paper.
The following propositions show Assumptions 7 and 8 guarantee the
boundedness of the derivatives of the likelihood ratio function.
Proposition 5 (Bounded Hessian). For any vector δ ∈ Rdim(θ∗) such
that ‖δ‖ ≤ ‖θ∗‖, if Assumptions 7 and 8 hold then ‖∇2θ`(θ∗ + δ)‖ ≤
2CratioDmax,2 with probability 1− δnq .
Proposition 6 (Bounded 3rd-order Derivative). For any vector δ ∈
Rdim(θ∗) such that ‖δ‖ ≤ ‖θ∗‖, if Assumption 7 and 8 holds, then
max
t∈S∪Sc
∣∣∣∣∣∣∇θt∇2`(θ∗ + δ)∣∣∣∣∣∣ ≤ 6C2ratioDmax,1Dmax,2
with probability 1− δnq .
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Proposition 7 (Eigenvalue Lower Bound of Invertible Hessian Subma-
trix). For any vector δ ∈ Rdim(θ∗) such that ‖δ‖ ≤ ‖θ∗‖, if Assumption 7
and 8 holds, then
Λmin
[∇2θS`(θ∗ + δ)] ≥ Dmin,2C2ratio
with probability 1− δnq .
Proofs of the above propositions are listed in B.7, B.8 and B.9 of Ap-
pendix.
5.2. Sufficient Conditions under Bounded Density Ratio. Now, we give
a variation of Theorem 1 based on the totally bounded density ratio model.
Consider the objective
θˆ = argmin
θ
`(θ) + λnp,nq
∑
t′∈S
‖θt′‖+ λnp,nq
∑
t′′∈Sc
‖θt′′‖,
which is identical to (9) but the regularization parameter is now determined
with respect to both nq and nq.
Corollary 3. Suppose that Assumptions 2, 4, 7 and 8 as well as
mint∈S ‖θ∗t ‖ ≥ 10λmin
√
dλnp,nq are satisfied. Suppose also that the regular-
ization parameter is chosen so that
24(2− α)
α
√
M log m
2+m
2
min(np, nq)
≤ λnp,nq ,
where M is a positive constant. Then there exist some constants L and
K such that if min(np, nq) ≥ Ld2 log m2+m2 , with the probability at least
1− 4 exp
(
−Kλ2np,nq min(np, nq)
)
− δnq , KLIEP has the same properties as
those stated in Theorem 1.
The proof of this corollary is done by replacing Lemma 2 with Lemma 5:
Lemma 5. If λnp,nq ≥ 24(2−α)α ·
√
c log
(m2+m)
2
min(np,nq)
, then
P
(
max
t∈S∪Sc
‖wt‖ ≥
αλnp,nq
4(2− α)
)
≤ 4 exp (−c′′min(np, nq)) ,
where c and c′′ are some constants.
See Appendix B.5 for the proof. Note that we have ditched Assumption
1 and 3 since we have already shown that they are automatically satisfied
with probability 1-δnq given Assumption 7 and 8.
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5.3. Smoothness Assumption Relaxed. In the previous derivation, the as-
sumption of boundedness of density ratio model guarantees its empirical
counterpart rˆ(x;θ) is always upper-bounded by Cratio and is lower bounded
by 1Cratio , but this was somewhat restrictive. In this section, we discuss a
relaxation of Assumption 7 as follows:
Assumption 9 (Smooth Density Ratio Model Assumption). For any
vector δ ∈ Rdim(θ∗) such that ‖δ‖ ≤ ‖θ∗‖, the following inequality holds:
0 < r(x,θ∗ + δ) ≤ Cmax,
Eq
[
inf
δ∈Rdim(θ∗):‖δ‖≤‖θ∗‖
r(x,θ∗ + δ)
]
≥ 1− c, 0 < c < 1,(20)
where c is a constant.
Now the strictly positive lower-bound of the density ratio model is re-
moved, and we add a new uniform lower-bound on the expectation of density
ratio model around the true model. Such condition allows us to control the
tail of the empirical density ratio model so that the ratio model of a specific
sample x from Q, i.e., infδ∈Rdim(θ∗):‖δ‖≤‖θ∗‖ rˆ(x;θ + δ), would not deviate
“too much” from 1.
Note that since smoothness Assumption 9 is still stronger than 5 or 6,
the proof of Theorem 1 can be used without modification to show the sup-
port consistency when this assumption is substituted. However, the proof of
Corollary 3 cannot be used when Assumption 9 is imposed, since the proof
requires the boundedness of ‖f t‖ which is not implied by this assumption.
From now on, we show that such relaxed regime together with moment-
bounding Assumption 8 also allow us to bound eigenvalues of derivatives of
the likelihood function.
First, we give an example showing that if the expectation of the density
ratio derivative is bounded over Q, the above assumption holds.
Proposition 8. If ‖θ∗‖Eq
[
supδ∈Rdim(θ∗):‖δ‖≤‖θ∗‖ ‖∇r(x,θ∗ + δ)‖
]
≤ c, 0 <
c < 1 then (20) holds.
The proof is listed in B.10 of Appendix. This proposition intuitively shows
that as long as the density ratio model is smooth in the first-order, and the
changes in parameter is not too drastic, our new assumption holds.
Bounding ‖∇2θ`(θ)‖ and
∣∣∣∣∣∣∇θt∇2`(θ)∣∣∣∣∣∣. It can be seen from Propositions 5
and 6 that upper-bounding the second or the third order derivative relies on
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the upper-bound of the empirical density ratio model rˆ ≤ Cratio. However,
under this new assumption, the empirical density ratio model is no longer
explicitly bounded. Now we derive the upper-boundedness of rˆ using the
new assumption.
Proposition 9 (Uniformly Upper-bounded rˆ). If Assumption 9 holds
sup
δ∈Rdim(θ∗):‖δ‖≤‖θ∗‖
rˆ(x;θ∗ + δ) ≤ C ′ratio <∞,
holds with probability at least 1− exp
(
−2nq2
C2max
)
.
The proof is in B.11 in Appendix. Therefore, replace Cratio in (43), (44)
and (46) with C ′ratio, and we have the Assumption 3 holds with high proba-
bility.
Bounding Minimum Eigenvalue of ∇2θS`(θ∗). Under Assumption 9, the
lower-bound of empirical density ratio model minj rˆ(x
(j);θ∗) is no longer
valid since the density ratio can approach to 0. Here we illustrate another
proof showing the boundedness of the minimum eigenvalue using concentra-
tion inequalities.
Proposition 10. If Assumption 9 holds, then
1−  ≤ 1
nq
nq∑
i=1
r(x(i);θ∗) =
Nˆ(θ∗)
N(θ∗)
≤ 1 + (21)
holds with probability at least 1− 2 exp
(
−2nq2
C2max
)
.
Proposition 11. If Assumption 9 holds and the importance-sampled
covariance using true density ratio model r(x;θ∗) satisfies
Λmin
(
Ĉovqrθ∗ [fS(x)]
)
≥ D′min,2,
with probability δnq , then Λmin
(
∇2θS`(θ∗)
)
≥ D′min,2/(1 + )2, ∀ <∞ holds
with probability at least 1− 2 exp
(
−2nq2
C2max
)
− δnq .
Proofs are listed in B.12 and B.13, Appendix. In fact, following the deriva-
tions used in above proofs, we can re-write derivatives of `(θ) as higher-order
sample statistics importance-sampled by samples from Q with the empirical
density ratio model rˆ(x;θ∗). See Proposition 13 in Appendix for a precise
statement.
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5.4. Bounded Density Ratio Assumption: How Strong Is It?. In this sec-
tion, we have considered a few stronger alternative assumptions to Assump-
tions 5 and 6 in order to derive the boundedness of derivatives of the likeli-
hood function, which are crucial to the proof of Theorem 1. However, it is
natural to ask, how strong these assumptions are?
The main advantage of the density ratio based change detection described
in [12] is that such a method does not limit itself to certain distributions.
Therefore, limiting the differences between two distributions help us avoid
making assumptions on individual MNs.
In fact, the totally bounded density ratio assumption (Assumption 7) is
very well justified through our “interest”: learning the changes between pat-
terns (MNs). The power of density ratio is the magnitude of the changes
between two density functions. If the change itself is “insanely” big, such
a change detection task would not make any sense in the first place. Un-
fortunately, such a restriction will rule out some common distributions for
change detection, such as Gaussian-distribution whose density ratio value
is not necessarily upper-bounded. Nonetheless, it does not forbid us to con-
sider truncated Gaussian distributions where we focus on a “confined area”
as our interested region of learning changes.
To loosen this restriction, we utilize another fact that density ratio, like
density functions, are naturally lower-bounded by 0. Therefore, Section 5.3 is
dedicated to the case where the density ratio can decay unbounded toward 0
and thus it allows us to consider the sufficient statistics f t with unbounded `2
norm. Illustrative figures of the applicability of our smoothness assumptions
are given in Section G.1, Appendix.
6. Synthetic Experiments. In this section, we validate our theorem
and compare KLIEP with a state of the art method on synthetic datasets.
For a practical usage of KLIEP, see Section 7 for details. The MATLAB
code skeleton that is used for our experiments can be found at http://www.
ism.ac.jp/~liu/software.html.
If all the sufficient conditions in Theorem 1 are satisfied, the solution
of our optimization problem in (9) should successfully recover the sparsity
pattern in θ∗ with high probability. Therefore, we can validate our theorem
by examining the probability of successful detection of changed edges, i.e.,
the proportion of the simulation where the method exactly recovers the sup-
port of the changed edges. We set the regularization parameter as a scaling
variable: λnp = C
√
logm
np
, where C is a chosen constant, so the right side
inequality of (12) may be satisfied at some point as np grows. As log
m2+m
2
is upper-bounded by 2 logm if m > 1, the left side of (12) is also satisfied
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if C is appropriately chosen. Note that this is not how the hyper-parameter
is chosen in practice.
Now using the same reasoning illustrated in Section 4.2, we can deduce
that when fixing d, the number of samples np required for detecting the
correct sparse changes grows linearly with logm, so the success rate versus
np/ logm plot should align well for MNs with different number of nodes
(dimensions) m.
Moreover, our theorem does not have “a preference” on any specific graph
structure (such as trees or stars), nor the connectivity of each individual
MN. Therefore, as long as the number of changed edges d is the same,
the success rate plot should have similar behaviours for MNs with different
structures. This is a unique feature of direct change detection comparing
to methods involving learning two separate MNs. See D in Appendix for
detailed experimental settings.
6.1. np versus logm. We now illustrate above effects via experiments.
Since the density ratio estimator involves two sets of data with size np and nq,
to avoid complication, we first set nq to a sufficiently large value (nq = 1000),
and examine the relationship between m and np with d = 4 fixed. The results
in Figure 1 show, all success rate curves align well over MNs of different sizes
for both “lattice” or randomly shaped structures.
6.2. Changing nq. Our theorem also states that nq should also satisfy a
certain relationship with np. In this experiment, we vary nq to observe the
change of success rate pattern using the “random” and “lattice” dataset in
the previous experiment. As we can see from Figure 2(b), when nq = 500,
we cannot reach 100% success rate even for an ever growing np and the
probability of success even decays in the final stage. This can be explained
by (13) in Theorem 1. If nq is large enough, the second term in (13) can be
safely ignored. However, as λnp decays when np grows, a small nq may not
be able to suppress the second term and the overall probability of success
starts to decay eventually. By setting nq = 0.01n
2
p we obtain a perfectly
aligned result (Figure 2(c)), as our theorem indicated. It also shows that
though nq is required to grow quadratically with np, it can be rescaled by
a small constant (in this case, 0.01). Moreover, Corollary 3 points out if
the density ratio model is bounded, we may relax the coupling condition
between np and nq. To verify this, we truncate a Gaussian distribution by
rejecting samples fall out of a ball centered at origin with radius 15, then
let nq = np. From Figure 2(d) we can see a similar patter of success rates
alignment.
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Fig 1: The relationship between np and logm, while nq = 1000 is kept fixed.
Success rates are computed over 300 runs, same below.
6.3. Changing d. As Theorem 1 indicates, np should grow at least quadrat-
ically with d, the number of changed edges. However, in our experiments, it
shows such condition is overly conservative. Figure 3(a) shows the success
rate depends on d only very mildly (see np/ logm needed for success rates
passing 80%), which is a good news. This indicates that the bound can be
tightened under certain regimes.
6.4. Non-Gaussian distribution. We next perform experiments on the
truncated “8”-shaped distribution (see Figure 9 in Appendix for details).
The MNs are constructed as lattices, and the samples are generated via
slice sampling [16]. Figure 3(c) shows, for the lattice grids with dimensions
m = 60 ∼ 256, the curves of success rates are well-aligned with the setting
nq = 5np.
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Fig 2: The relationship between np and logm, when varying nq. (d) Gaussian
is truncated within a ball centred at the origin with the radius of 15.
6.5. Comparison with Differential Network Leanring. In this section, we
conduct experimental comparison between KLIEP and the differential net-
work learning proposed in [33]. where the following constrained objective is
minimized:
∆ˆ = argmin
∆
‖∆‖1 subject to ‖Σˆ(p)∆Σˆ(q) + Σˆ(p) − Σˆ(q)‖∞ < ,
where Σˆ
(p)
and Σˆ
(q)
are the sample covariance matrices,  is a small constant
and ∆ˆ is the estimated differential network. To obtain a sparse solution,
Zhao et al. thresholds the solution at a certain level τ , i.e. for all u, v that
Θu,v < τ is thresholded to 0.
We compare the performance between KLIEP and differential network
learning by Receiver Operating Characteristic (ROC) plot of True Positive
and True Negative rate described in [33]. See Appendix E for more detailed
settings. Experimental data are constructed using the synthetic Gaussian
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Fig 3: The relationship between np and logm, when varying d (a) or under
a non-Gaussian distribution (b and c). (d) is the ROC comparison between
(K)LIEP and (D)ifferential learning.
4-neighbor lattice MN grid described in Section 6.1. However, instead of
fixing some key variables, we adopt a more practical setting: np = nq = 50
and d =
√
m (i.e. the number of changed edges increases with m). The ROC
curves of KLIEP (solid) and the differential method (dashed) are reported
in Figure 3(d).
As it can be seen from Figure 3(d), KLIEP performs consistently better
than the differential network learning method. Particularly, when m and d
increases, the performance almost remains the same for KLIEP while for
the differential method, it decays significantly.
Figure 3(d) is plotted up to m = 100, due to the fact that the differential
method fails to return an output within a reasonable amount of time (10
hours) when m is scaled up to 121, using either authors’ or our implementa-
tion. This is consistent with the authors’ claim in [33], where the differential
method requires more than 14 hours to obtain the result for a MN sized
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Fig 4: Gene expression change graph highlighting a hub node
120. As for KLIEP, we can compute a full ROC curve within 3 hours even
for m = 625 when np = nq = 50.
7. Gene Expression Analysis. We applied KLIEP to gene expression
profiles for estimating changes in gene networks activated by two different
stimuli: epidermal growth factor (EGF) and heregulin (HRG). EGF is known
to induce proliferation in MCF7 human breast cancer cells, while HRG in-
duces differentiation. We used the gene expression data from [15]. The ex-
pression profiles were from cells stimulated with two controls, resulting in 29
EGF and 28 HRG sample conditions (np = 29, nq = 28). We extracted 1,835
genes (m = 1835) from the gene set in [15] by selecting genes with high ex-
pression variance (at least three times the mean of all variances). The values
were log2-transformed and normalized using the 2% trimmed mean before
finally getting the respective ratios with the controls. The change graph is
obtained by reducing the regularization parameter until |Sˆ| > 10.
Figure 4 shows a learned change network. Each node represents a gene,
and each edge indicates that the regulation between them is different from
EGF stimuli to HRG stimuli. The leftmost large component includes 10
genes and 10 interactions, and a hub node of the component is the FOSB
gene, which is a member of the Fos family of transcription factors, regulating
expressions of other genes. This indicates that KLIEP successfully found
that FOSB regulates other genes without any prior knowledge, and suggests
that the regulation has been changed between stimuli. Moreover, FOSB is
known as a regulator of cell proliferation and differentiation [15], showing
that the detected change network agrees with biological knowledge. The
result confirms that KLIEP can detect known biologically significant changes
from the expression data. We also swapped P and Q, and confirmed that
detected changes are similar.
To evaluate the reliability of this experiment, we also conducted bootstrap
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experiments which are detailed in Section F in the Appendix.
8. Discussion. Let’s further discuss some properties of KLIEP.
8.1. Asymmetry of KLIEP. It can be noticed that KLIEP is asymmetric,
i.e. the structural change learning performance may differ when swapping P
and Q. This is caused by directly parametrizing the density ratio which is
naturally asymmetric. Such asymmetry is also reflected in Theorem 1, where
the sample complexity is not the same as np = Ω(d logm(m + 1)/2) and
nq = Ω(n
2
p), though they are “symmetrized” in Corollary 3 as min(np, nq) =
Ω(d log(m(m + 1)/2)) under the stronger bounded ratio assumption (As-
sumption 7). These analysis shed some light on choosing P and Q in practice
when two datasets are given: Q should be “wide” and more “spread-out”
compared to P , so that the boundedness of the density ratio can be guar-
anteed, since a “sharp” Q would lead to very sharp and unbounded density
ratio. This insight implies that KLIEP is in fact a directional method, and
achieves better performance when the change itself shows a tendency of
evolving from one “general” state to another more “specialized” state.
Symmetric measures of differences between densities are also available
without using the density ratio, such as `-2 distance [23]. In general, such
difference cannot be parameterized using the difference between parameters
of individual MNs, thus cannot serve as a difference measure for direct struc-
ture change learning. An alternative is the differential network learning [33]
where the objective function is symmetric for both P and Q. However such
an objective is only sensible when both P and Q are Gaussian and it cannot
be easily generalized to non-Gaussian cases.
Moreover, inspired by Corollary 3, we may consider a “symmetrized”
version of KLIEP by learning p/q and q/p independently, after which we
mark changing edges by taking the union of two sparsity patterns in both
models. For the support recovery probability, we simply need a union bound
applied on the current results. Such a union-support algorithm is similar to
the node-wise regression that is discussed in [18].
8.2. Comparison with Differential Network Learning [33]. Other than
the asymmetry issues mentioned above, the theoretical analysis in this work
and the one in [33] share some key similarities and both have good guar-
antees in high dimensional setting. First, they both set assumptions on the
true difference/changes between two MNs. In [33], such a constrain is ex-
plicitly expressed: The true differential network ‖∆∗‖1 is bounded by a
constant that does not grow with m (Condition 1, [33]). In our analysis,
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the assumption is implicitly made via limiting the “smoothness” of the den-
sity ratio (Assumptions 5, 6, 7, 9). Second, differential network learning
prohibits strong “connections” among covariates. It assumes the magnitude
of off-diagonal values in the covariance matrices decays as the number of
changed edges increases (Condition 2, [33]), while in our work, we assume
feature vectors on unchanged edges should not have strong correlations with
those on changed edges (Assumption 2). Both assumptions are imposed to
satisfy the incoherence condition [5] needed for Lasso-type model selection.
The convergence results are also similar: The required sample size scales
with logm for differential network learning (Theorem 2, [33]) and KLIEP
(log(m2 +m) ≈ 2 logm); The difference between the true parameter and the
estimated one vanishes at the speed of
√
logm
min(np,nq)
in the `-2 norm. How-
ever, we manage to achieve this rate without any assumptions of Gaussian-
ity, while differential network learning described in [33] cannot be directly
applied on non-Gaussian MNs.
8.3. Joint Structural Change Learning. Another emerging trend in graph-
ical model structural learning is to learn multiple similar MNs simultane-
ously [3]. For example, one may use the following fused-lasso penalized ob-
jective function to learn K-Gaussian MNs at the same time:
min
Θ(1),...,Θ(K)
K∑
a=1
`MLE(Θ
(a)) + λ1
∑
a<b
a,b∈{1,...,K}
‖Θ(a) −Θ(b)‖1 + λ2
∑
a∈{1,...,K}
‖Θ(a)‖1,
(22)
where `MLE(Θ) is the negative Gaussian MN log-likelihood parametrized
by precision matrix Θ and the assumption is that all Θ(a) share a similar
structure. Though the final outputs are estimated sparse precision matrices,
one may still obtain a differential graph by taking the differences. We refer
the readers to [12] for more empirical comparisons between KLIEP and
Fused-lasso differential network learning.
Following the same spirit, the KLIEP based change detection can also
be utilized to learn changes from K-MNs at the same time by assuming all
MNs sharing a similar structure, and one of the options is
min
θa,b,a,b∈{1...K},a6=b
K∑
a,b∈{1...K}
a6=b
`a,bKLIEP(θ
a,b)+λ
∑
a,b,c∈{1...K}
m∑
u,v=1,u≤v
‖θa,bu,v + θb,cu,v‖2
(23)
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where `a,bKLIEP(θ
a,b) is the KLIEP log-likelihood of density ratio pa/pb, a, b, c
are the triples from 1 . . .K and by definition we have
θa,bu,v + θ
b,c
u,v ≡ θau,v − θbu,v + θbu,v − θcu,v ≡ θau,v − θcu,v,
and let θa,au,v ≡ 60.
The objective described in (22) still requires a tractable likelihood and
cannot be easily generalized to non-Gaussian models. It also assumes each
individual MN is sparse. However, the variation of KLIEP given in (23) does
not impose any assumptions on each individual MNs and can be computed
even in non-Gaussian cases. We will explore this algorithm and other possible
alternatives in future works.
8.4. Uncertainty of Estimation. In this work, we have only focused on
the successful change detection (Theorem 1) which states P
(
S = Sˆ & Sc = Sˆc
)
converges to one eventually. However, under very a low sample regime, the
learned change structure may have high uncertainty, i.e., the results may be
sensitive to some minor modifications or the randomness of the dataset. This
would degrade the reliability of the obtained results. To evaluate such an un-
certainty, we performed bootstrap experiments on the gene dataset used in
Section 7, and the results are presented in Section F in the Appendix. Such a
method is useful for practitioners to measure the reliability of an estimated
network. However, the rigours quantification of such an uncertainty is still
an open question and would be an important future direction to pursue.
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(a) 4:30PM, 7th Mar, 2016 (b) 5:30PM, 7th Mar, 2016
(c) Construct samples using sliding
windows (red boxes).
(d) Detected changes, we set
ψ(xu,xv) = exp
(
− ‖xu−xv‖2
0.5
)
Fig 5: Detecting changes of parking patterns from two photos.
APPENDIX A: IMAGE CHANGE DETECTION
Two photos were taken in a rainy afternoon using a camera pointing at the parking
lot of ISM. In this task, we are interested in learning the changes of the parking patterns
marked by green boxes in Figure 5(b). As we can see from Figure 5(a) and 5(b), the
light conditions and positions of raindrops vary in two pictures.
To construct samples, we use windows of pixels (Figure 5(c)). Each window is a
dimension of a dataset, and the samples are the pixel RGB values within this window.
By sliding the window across the entire picture, we may obtain samples of different
dimensions. Two sets of data can be obtained by using this sample generating mechanism
over two images.
Assuming an image can be represented by an MN of windows, changes of pixels values
within a window may cause changes of “interactions” between neighboring windows. In
other words, we can discover a change by looking at the change of the dependency of
pixel values between a certain window and its neighbours. This is more advantageous
than simply looking at the pixel values since changing the brightness of a picture may
increase the pixel values in many windows simultaneously, even if the “contrast” between
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two windows does not change by much.
By applying KLIEP on such two sets of data and highlighting adjacent window pairs
that are involved in the changes of pairwise interactions, we may spot changes between
two images. In our experiment, we use sliding windows of size 16 × 16 on a 200 × 150
image, generating two sets of samples with m = 999 and np = nq = 256. We reduce λ
until |Sˆ| > 40. The spotted changes were plotted in Figure 5(d). It is can be seen that
KLIEP has correctly labeled almost all changed parkings between two images except
one missing on the left.
APPENDIX B: PROOFS
B.1. Proof of Lemma 1. In the appendix, we denote ` (θ) as the negative likeli-
hood objective function `KLIEP(θ).
Proof. Consider two optimals θˆ, θ˜ of (9), θˆ has the correct sparsity over zero ele-
ments. We have the following equality
`(θˆ) + λnp
∑
t∈S∪Sc
‖θˆt‖ = `(θ˜) + λnp
∑
t∈S∪Sc
‖θ˜t‖.(24)
noting zˆt ∈ ∇‖θt‖, t ∈ S ∪ Sc,
λnp‖θ˜t‖ ≥ λnp〈θ˜t − θˆt, zˆt〉+ λnp‖θˆt‖,(25)
substituting (25) into (24) we have the following inequality:
`(θˆ) + λnp
∑
t∈S∪Sc
‖θˆt‖ ≥ `(θ˜) + λnp
∑
t∈S∪Sc
〈θ˜t − θˆt, zˆt〉+ λnp
∑
t∈S∪Sc
‖θˆt‖.
Due to convexity of `(θ) and ∇`(θˆ) = −λnp zˆ as stated in (14), the leftmost term is
further lower bounded as:
`(θˆ) + λnp
∑
t∈S∪Sc
‖θˆt‖ ≥`(θˆ) + λnp
∑
t∈S∪Sc
〈θ˜t − θˆt,−zˆt〉+ λnp
∑
t∈S∪Sc
〈θ˜t − θˆt, zˆt〉+ λnp
∑
t∈S∪Sc
‖θˆt‖
≥`(θˆ) + λnp
∑
t∈S∪Sc
‖θˆt‖
The above suggests all the inequality we have used to lower-bound `(θˆ)+λnp
∑
t∈S∪Sc ‖θˆt‖
should take the exact equality. Therefore (25) should take the exact equality:
λnp‖θ˜t‖ = λnp〈θ˜t − θˆt, zˆt〉+ λnp‖θˆt‖
= λnp〈θ˜t, zˆt〉,
which holds only if θ˜t = 0, given ‖zˆt‖ < 1.
Moreover, if ISS is invertible, it can be shown that θˆ is the unique solution.
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B.2. Proof of Lemma 2. Before proving the lemma, we show the boundedness of
the deviation between true normalization term N and sample approximated term Nˆ .
For conveniences, we denote A(θ) as logN(θ) and Aˆ(θ) as log Nˆ(θ).
Proposition 12. For any vector δ ∈ Rdim(θ∗) such that ‖δ‖ ≤ ‖θ∗‖ and some
constant c,
P
{
A(θ∗ + δ)−A(θ∗)−
[
Aˆ(θ∗ + δ)− Aˆ(θ∗)
]
≥ c
}
≤ 2 exp
(
−c
2nq
200
)
.(26)
Proof. Since Nˆ(θ∗ + δ) = 1nq
∑nq
i=1 r
(
x(i);θ∗ + δ
) · N(θ∗ + δ), from Proposition 1
we have
P (Nˆ(θ∗ + δ)−N(θ∗ + δ) ≤ −N(θ∗ + δ)) ≤ 2 exp (−nq2/40)
A few lines of algebra can show that
P
(
A(θ∗ + δ)− Aˆ(θ∗ + δ) ≥ − log(1− )
)
≤ 2 exp (−nq2/40) .
Similarly,
P
(
Aˆ(θ∗)−A(θ∗) ≥ log(1 + )
)
≤ 2 exp (−nq2/40) .
Applying union bound, we can get
P
(
A(θ∗ + δ)−A(θ∗)−
[
Aˆ(θ∗ + δ)− Aˆ(θ∗)
]
≥ log 1 + 
1− 
)
≤ 4 exp (−nq2/40) .
Set c = log 1+1− , then
P
{
A(θ∗ + δ)−A(θ∗)−
[
Aˆ(θ∗ + δ)− Aˆ(θ∗)
]
≥ c
}
≤ 4 exp
(
−nq
40
(
exp(c)− 1
exp(c) + 1
)2)
,
particularly when c ≤ 1, which is often the case in practice,
P
{
A(θ∗ + δ)−A(θ∗)−
[
Aˆ(θ∗ + δ)− Aˆ(θ∗)
]
≥ c
}
≤ 4 exp
(
−c
2nq
200
)
,(27)
by using the fact that
(
exp(c)−1
exp(c)+1
)2
> c
2
5 when c ≤ 1 (see Figure. 6).
We then introduce the proof of Lemma 2:
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Fig 6: The plot of
(
exp(c)−1
exp(c)+1
)2
/c2
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Proof. To bound ‖wt‖, where wt = −∇θt`(θ∗), we may show 〈sign(wt),wt〉 = |w|
is bounded.
The direct boundedness of |w| could be difficult to prove, however we can investigate
the bound of the inner product 〈ut,w〉 where ut ∈ {−1, 1}dim(w) is a zero padding sign
vector with only non-zero elements on sub-vector indexed by t. Since w = 1np
∑np
i=1w
(i),
〈ut,w〉 = 1
np
np∑
i=1
〈ut,w(i)〉 = 1
np
np∑
i=1
〈ut,f(x(i))−∇Aˆ(θ∗)〉,
bound each summand indexed by (i) is sufficient.
In order to use Chernoff bounding technique, we look into the moment generating
function of 〈ut,w(i)〉. Since p∗(x) = q∗(x)r(x,θ∗), after a few lines of algebra we have
Ep∗
[
exp
(
〈vut,f(x(i))−∇Aˆ(θ∗)〉
)]
= Eq∗
[
exp〈θ∗ + vut,f(x(i))〉
]
h(vut)
where v ≤ ‖θ∗‖‖ut‖ and h(vut) = exp
[
−A(θ∗)− 〈vut,∇Aˆ(θ∗)〉
]
. Take logarithm on both
sides,
logEq∗
[
exp
(
〈vut,f(x(i))−∇Aˆ(θ∗)〉
)]
= A(θ∗ + vut) + log h(vut)
= A(θ∗ + vut)−A(θ∗)− 〈vut,∇Aˆ(θ∗)〉.
Now, define the event,
ξut :=
{[
A(θ∗ + vut)−A(θ∗)−
(
Aˆ(θ∗ + vut)− Aˆ(θ∗)
)]
≤ v2
}
.(28)
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Note that P (ξcut) ≤ 2 exp
(
−v4nq200
)
given v2 ≤ 1 Then the following holds conditioned
on event ξut :
logEq∗
[
exp
(
〈vut,f(x(i))−∇Aˆ(θ∗)〉
)]
≤ Aˆ(θ∗ + vut)− Aˆ(θ∗)− 〈vut,∇Aˆ(θ∗)〉+ v2,
(29)
Then applying Taylor expansion to (29),
Aˆ(θ∗ + vut)− Aˆ(θ∗)− 〈vut,∇Aˆ(θ∗)〉+ v2 = 1
2
vu>t ∇2Aˆ(θ∗ + u¯t)vut + v2,
≤ 1
2
‖vut‖2λmax(∇2Aˆ(θ∗ + u¯t)) + v2
≤ λmaxbv
2
2
+ v2(30)
where the u¯t is a vector between θ
∗ and θ∗ + vut in coordinate fashion.
Finally, applying the Chernoff bounding technique:
logP
(
〈ut,f(x(i))−∇Aˆ(θ∗)〉 ≥ β | ξut
)
≤ logEp
[
exp
(
〈vut,f(x(i)p )−∇Aˆ(θ∗)〉
)
/ exp(βv)
]
≤ λmaxbv
2
2
+ v2 − βv
and
logP
〈ut, 1np
np∑
i=1
f(x(i))−∇Aˆ(θ∗)〉︸ ︷︷ ︸
−∇`(θ∗)
≥ β | ξut

≤ logEp
[ np∏
i
exp
(
〈vut,f(x(i)p )−∇Aˆ(θ∗)〉
)
/ exp(βv)
]
≤ np(λmaxbv
2
2
+ v2 − βv)
Finally, exponentiate both sides and set v = βλmaxb+2 ≤ 1, we have
P (〈ut,w〉 ≥ β | ξut) ≤ exp
(
− npβ
2
2(λmaxb+ 2)
)
.
Since there exists a sign vector u˜ so that 〈u˜,w〉 = |wt| ≥ ‖wt‖, therefore, we can
conclude:
P
(
〈sign(wt),wt〉 ≥ ‖wt‖ ≥ β | ξu1,t , ξu2,t , . . . , ξu2b,t
)
≤ exp
(
− npβ
2
2(λmaxb+ 2)
)
,
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Consider a vector w with m
2+m
2 sub-vectors, we can bound maxt∈S∪Sc ‖wt‖ by union
bound:
P
(
max
t∈S∪Sc
‖wt‖ ≥ β | ∀t, ξu1,t , ξu2,t , . . . , ξu2b,t
)
≤ exp
(
− npβ
2
2(λmaxb+ 2)
+ log
m2 +m
2
)
.
When β ≥
√
4(λmaxb+2) log
m2+m
2
np
and βλmaxb+2 ≤ min(
‖θ∗‖√
b
, 1),
P
(
max
t∈S∪Sc
‖wt‖ ≥ β | ∀t, ξu1,t , ξu2,t , . . . , ξu2b,t
)
≤ exp (−c′np) .
Let β = α2−α
λnp
4 , then for
8(2− α)
α
√
(λmaxb+ 2) log
m2+m
2
np
≤ λnp ≤
4(2− α)
α
(λmaxb+ 2) min
(‖θ∗‖√
b
, 1
)
,
we can have maxt∈Sc∪S ‖wt‖ ≤ α2−α
λnp
4 in high probability.
Moreover, by using the fact that
P (A) ≤ P (A|∀t, ξu1,t , ξu2,t , . . . , ξu2b,t) +
m2 +m
2
2bP (ξcut)
≤ P (A|∀t, ξu1,t , ξu2,t , . . . , ξu2b,t) + (m2 +m)bP (ξcut)
we can obtain
P
(
max
t∈Sc∪S
‖wt‖ ≥ β
)
≤ exp (−c′np)+ 4 exp (−c′′v4nq + b log (m2 +m)) .
for constants c′ and c′′. By substituting v = βλmaxb+2 and replace β with its lower bound,
we complete the proof.
B.3. Proof of Lemma 3. The proof Lemma 3 and Lemma 4 is in a straightforward
fashion following Lemma 2.
Proof. Since we are trying to prove that ‖θˆS − θ∗S‖ ≤ B, where B > 0, according
to [18, 30], we may construct the following function:
G(δS) = `(θ
∗
S + δS)− `(θ∗S) + λnp
∑
t′∈S
(‖θ∗t′ + δt′‖ − ‖θ∗t′‖),(31)
where G is a convex function, G(0) = 0, reaches the minimal at δ∗S = θˆS − θ∗S and
G(δ∗S) ≤ 0. Simple proof in [18] can show that for a δ˜S , ‖δ˜S‖ = B if G(δ˜S) > 0,
‖θˆS − θ∗S‖ ≤ B.
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We first use Taylor expansion on the first two terms of (31),
G(δ) = δ>S ∇`(θ∗S)︸ ︷︷ ︸
wS
+
1
2
δ>S∇2`(θ∗S + δ¯S)δS + λnp
∑
t′∈S
(‖θ∗t′ + δt′‖ − ‖θ∗t′‖).(32)
Since for the first and the last term
|〈wS , δS〉| ≤ ‖wS‖‖δS‖ ≤
√
d‖δS‖max
t′∈S
‖wt′‖ ≤
√
dλnp
4
‖δS‖,(33)
and
λnp
∑
t′∈S
(‖θ∗t′ + δt′‖ − ‖θ∗t′‖) ≥ −λnp
∑
t′∈S
‖δt′‖ ≥ −
√
dλnp‖δS‖,(34)
we only need to lower-bound the middle term.
Obviously, we need to lower-bound Λmin
(∇2`(θ∗S + δ¯S)). By applying the Mean-value
theorem
∇2`(θ∗S + δ¯S) = ∇2`(θ∗S) +∇3`(θ∗S + δ¯S)δ¯S ,
Weyl’s inequality[8] implies:
Λmin
(∇2`(θ∗S + δ¯S)) ≥ Λmin (∇2`(θ∗S))− ∣∣∣∣∣∣∣∣∣∇3`(θ∗S + δ¯S)δ¯S∣∣∣∣∣∣∣∣∣
≥ Λmin
(∇2`(θ∗S))−√dmax
t′∈S
∣∣∣∣∣∣∣∣∣∇θt∇2`(θ∗S + δ¯S)∣∣∣∣∣∣∣∣∣‖δ¯S‖,
Given the setting of B ≤ ‖θ∗‖, from Assumption 1 and 3 we can get
Λmin
(∇2`(θ∗S + δ¯S)) ≥ λmin −√dλ3,max‖δS‖.(35)
Combining (33), (35) and (34) with (32), we can get
G(δS) ≥ −
λnp‖δS‖
√
d
4
+
λmin
4
‖δS‖2 − λnp
√
d‖δS‖,(36)
by setting
1
2
λmin ≥
√
dλ3,max‖δS‖.(37)
Let ‖δS‖ =
√
dλnpM , where M > 0, we have
G(δS) ≥ (λnp)2d(−
M
4
+ λmin
1
4
M2 −M),
which is strictly positive when M = 10λmin . Substitute M =
10
λmin
to (37), we have
dλnp ≤
λ2min
20λ3,max
.(38)
Therefore, when maxt∈S∪Sc ‖wt‖ ≤ λnp4 and (38) holds, we have ‖θ∗− θˆ‖ ≤
10λnp
√
d
λmin
.
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B.4. Proof of Lemma 4. Since
gt =
[∇θt∇`(θ∗)−∇θt∇`(θ¯)] [θ∗ − θˆ]
by applying the Mean-value theorem, we get
‖gt‖ ≤
∣∣∣∣∣∣∇θt∇2`(θ∗ + u¯)∣∣∣∣∣∣‖θ∗ − θ¯‖‖θ∗ − θˆ‖
≤ ∣∣∣∣∣∣∇θt∇2`(θ∗ + u¯)∣∣∣∣∣∣‖θ∗ − θˆ‖2
≤ 100(λnp)
2d
λ2min
λ3,max.
Thus, when
λnpd ≤
λ2min
100λ3,max
α
4(2− α) ,
we have
max
t∈S∪Sc
‖gt‖ ≤
αλnp
4(2− α) .
Note that this condition is stronger than the one in Lemma 3, so the result of Lemma
3 holds automatically.
B.5. Proof of Lemma 5.
Proof. We know that
wt = −
[
1
np
np∑
i=1
f t(x
(i))
]
+
 1
nq
nq∑
j=1
rˆ(x(j);θ∗)f t(x
(j))
 ,
so now we show by using the boundedness of ‖f t(x)‖ implied from Assumption 7, this
converges to 0 in probability.
First we show that ‖wt‖ can be upper-bounded by:
‖wt‖ ≤
∥∥∥∥∥ 1np
np∑
i=1
f t(x
(i))− Ep[f t(x)]
∥∥∥∥∥︸ ︷︷ ︸
anp
+
∥∥∥∥∥∥ 1nq
nq∑
i=1
rˆ(x(i);θ∗)f t(x
(i))− 1
nq
nq∑
j=1
r(x(j);θ∗)f t(x
(j))
∥∥∥∥∥∥︸ ︷︷ ︸
bnq
+
∥∥∥∥∥∥ 1nq
nq∑
j=1
r(x(j);θ∗)f t(x
(j))− Eqr∗θ [f t(x)]
∥∥∥∥∥∥︸ ︷︷ ︸
cnq
,
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We now need Hoeffding inequality for norm-bounded vector random variables which has
appeared in previous literatures such as [20]: For a set of bounded zero-mean vector-
valued random variable {yi}ni=1, ‖y‖ ≤ c, we have
P (
∥∥∥∥∥
n∑
i=1
yi
∥∥∥∥∥ ≥ n) ≤ 2 exp
(−n2
2c2
)
,
for all  ≥ 2c√
n
. Now it is easy to see
P (anp ≥ ) ≤ exp
(
− np
2
2C2f t,max
)
P (cnq ≥ ) ≤ exp
(
− nq
2
2C2maxC
2
f t,max
)
,(39)
as long as
 ≥ 2CmaxCf t,max√
min(np, nq)
.(40)
As to bnq , it can be upper-bounded by
bnq =
∥∥∥∥∥∥ 1nq
nq∑
i=1
rˆ(x(i);θ∗)f t(x
(i))− 1
nq
nq∑
j=1
r(x(j);θ∗)f t(x
(j))
∥∥∥∥∥∥
=
∥∥∥∥∥∥Nˆ(θ
∗)
N(θ∗)
1
nq
nq∑
i=1
rˆ(x(i);θ∗)f t(x
(i))− 1
nq
nq∑
j=1
rˆ(x(j);θ∗)f t(x
(j))
∥∥∥∥∥∥
≤
∥∥∥∥∥ 1nq
nq∑
i=1
rˆ(x(i);θ∗)f t(x
(i))
∥∥∥∥∥ ·
∥∥∥∥∥Nˆ(θ∗)N(θ∗) − 1
∥∥∥∥∥
≤ CratioCf t,max
∣∣∣∣∣ 1nq
nq∑
i=1
r(x(i);θ∗)− 1
∣∣∣∣∣ ,
and using regular Hoeffding-inequality we may obtain:
P (bnq > ) < 2 exp
(
− 2nq
2
C2maxC
2
ratioC
2
f t,max
)
.(41)
Therefore, combining (39) and (41):
P (‖wt‖ ≥ 3) ≤ P (anp + bnq + cnq ≥ 3) ≤ 4 exp
(
−min(np, nq)
2
c′
)
,
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where c′ is a constant defined as c′ = max
(
1
2C
2
maxC
2
ratioC
2
f t,max
, 2C2maxC
2
f t,max
, 2C2f t,max
)
.
Applying the union-bound for all t ∈ S ∪ Sc,
P ( max
t∈S∪Sc
‖w‖ ≥ 3) ≤ 2(m2 +m) exp
(
−min(np, nq)
2
c′
)
,
P
(
max
t∈S∪Sc
‖w‖ ≥ αλnp,nq
4(2− α)
)
≤ 2(m2 +m) exp
(
−min(np, nq)
c′
(
αλnp,nq
12(2− α)
)2)
,
and when λnp,nq ≥ 24(2−α)α
√
c′ log m2+m
2
min(np,nq)
,
P
(
max
t∈S∪Sc
‖w‖ ≥ αλnp,nq
4(2− α)
)
≤ 4 exp (−c′′min(np, nq)) ,
where c′′ is a constant. Assume that log m
2+m
2 > 1 and we set λnp,nq as
λnp,nq ≥
24(2− α)
α
√√√√(c′ + 4C2maxC2f t,max) log m2+m2
min(np, nq)
,
thus (40), the condition of using vector Hoeffding-inequality is satisfied.
B.6. Proof of Corollaries.
Proof of Corollary 1. Consider an event ξ′ut which is slightly different from (28):
ξ′ut :=
{[
A(θ∗ + vut)−A(θ∗)−
(
Aˆ(θ∗ + vut)− Aˆ(θ∗)
)]
≤ n
1
4
p v
2
}
.
Note that under the new Assumption 6, we will have
P
(
ξ
′c
ut
)
≤ exp
−n 12p v4nq
200d

given n
1
4
p v2 ≤ 1. Note here the extra d is needed on the denominator of RHS. The
derivation is the same as what has been used in Proposition 12.
Then the following holds conditioned on ξ′ut :
logEq∗
[
exp
(
〈vut,f(x(i))−∇Aˆ(θ∗)〉
)]
≤ Aˆ(θ∗ + vut)− Aˆ(θ∗)− 〈vut,∇Aˆ(θ∗)〉+ n
1
4
p v
2.
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Since
Aˆ(θ∗ + vut)− Aˆ(θ∗)− 〈vut,∇Aˆ(θ∗)〉+ n
1
4
p v
2 ≤ λmaxbv
2
2
+ n
1
4
p v
2
≤ n
1
4
p
(
λmaxbv
2
2
+ v2
)
,
by following the similar techniques in Lemma 2, it can be shown that
P (〈ut,w〉 ≥ β | ξut) ≤ 2 exp
− n 34p β2
2(λmaxb+ 2)
 .
Using the same derivation in Lemma 2, we will reach the conclusion that for
8(2− α)
α
√√√√(λmaxb+ 2) log m2+m2
n
3
4
p
≤ λnp ≤
4(2− α)
α
(λmaxb+ 2) min(
‖θ∗‖√
b
,
1
n
1/8
p
),
we can have maxt∈S∪Sc ‖wt‖ ≤ α2−α
λnp
4 with high probability.
Again, by using the fact that
P (A) ≤ P (A|∀t, ξ′u1,t , ξ′u2,t , . . . , ξ′u2b,t) + (m
2 +m)bP (ξ
′c
ut),
we can obtain
P
(
max
t∈S∪Sc
‖wt‖ ≥ β
)
≤ exp (−c′np)+ 4 exp(−c′′n 12p v4nq/d+ b log(m2 +m)) ,
for constants c′ and c′′. By substituting v = βλmaxb+2 and replace β with its lower bound,
we get:
P
(
max
t∈S∪Sc
‖wt‖ ≥ β
)
≤ exp (−c′np)+ 4 exp
−c′′′nq
(
log m
2+m
2
)2
dnp
+ b log(m2 +m)
 .
Proof of Corollary 2. For basis function ψ(x) where at most s fixed-location elements
are non-zero (irrelevant to x),
〈u′t,w〉 =
1
np
np∑
i=1
〈u′t,f(x(i))−
1
nq
nq∑
j=1
rˆ(x(j);θ∗)f(x(j))〉,
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may have at most s non-zero elements. Therefore, consider a sign vector u′t with s
non-zero elements is sufficient, i.e. ‖u′t‖ =
√
s. Instead of (30), we have the following
inequality:
Aˆ(θ∗ + vu′t)− Aˆ(θ∗)− 〈vu′t,∇Aˆ(θ∗)〉+ v2 ≤
λmaxsv
2
2
+ v2
≤ λmaxsv
2
2
+ sv2.
Follow the derivation of Lemma 2, we may get the boundedness of λnp as stated in
Corollary 2.
Furthermore, for a sign vector only allowed to take values on a length b sub-vector,
where only s elements can be non-zero, the number of possibilities is
(
b
s
)
2s, and after
applying the union bound
P (A) ≤ P (A|∀t, ξu′1,t , ξu′2,t , . . . , ξu′(bs)2s,t
) +
m2 +m
2
(
b
s
)
2sP (ξcu′t
),
we can obtain
P
(
max
t∈S∪Sc
‖wt‖ ≥ β
)
≤ exp (−c′np)+ 4 exp(−c′′dv4nq + s log 2 + log(b
s
)
+ log
m2 +m
2
)
≤ exp (−c′np)+ 4 exp{−c′′dv4nq + s log [(m2 +m)(b
s
)]}
.
B.7. Proof of Proposition 5.
Proof. Let’s define the n-input log-sum-exp function as LSE(a1, a2, · · · an), then the
sample Fisher information matrix, ∇2θ`(θ) can be written as
∇2θ`(θ) = ∇2θLSE(θ>f(x(1)),θ>f(x(2)), · · ·θ>f(x(nq))).
Using the chain-rule and matrix notation, we may write the second-order derivative as
∇2θ`(θ) = F∇2gLSE
(
g1, g2, · · · , gnq
)
F>,
where F is a b(m2 + m)/2 × nq matrix that each column Fi = f
(
x
(i)
q
)
, and gi =
θ>f
(
x
(i)
q
)
. Therefore,
‖∇2θ`(θ)‖ ≤ ‖FF>‖‖∇2gLSE
(
g1, g2, · · · , gnq
) ‖.(42)
The second-order derivative of log-sum-exp function can be found in previous litera-
tures [2], and is a positive semi-definite matrix.
∇2gLSE
(
g1, g2, · · · , gnq
)
=
1
s2
(
s · diag(e)− ee>
)
,
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where e is a column vector, ei = exp (gi) , s =
∑nq
i=1 ei and the operator “diag” of a vector
e with length nq is to set the elements of e as the diagonal of a nq×nq diagnoal-matrix.
It can be observed that the elements in∇2gLSE
(
g1, g2, · · · , gnq
)
are all strictly negative
except the diagonal elements, which are the negative sums of the elements in the same
column. ∇2gLSE
(
g1, g2, · · · , gnq
)
is a Laplacian matrix [14] of a fully connected graph,
with strictly positive weights. The upper-bound of maximum eigenvalue of a Laplacian
matrix has been studied in great detail, such as Corollary 3.2, [4]. Restate using our
notation:∥∥∇2gLSE (g1, g2, · · · , gnq)∥∥ ≤ max
i,j,i6=j
(∑
k 6=i ekei
s2
+
∑
k 6=j ekej
s2
)
≤ max
i
(
2ei
s
)
= max
i
2rˆ
(
x(i);θ
)
nq
≤ 2Cratio
nq
.(43)
The last line is due to Assumption 7 given θ = θ∗ + δ, and ‖δ‖ ≤ ‖θ∗‖. It can be seen
immediately that as long as 1nq ‖FF>‖ is bounded, then ‖∇2θ`(θ)‖ is bounded.
B.8. Proof of Proposition 6.
Proof. To simplify the notation, we actually prove the boundedness of ‖∇θk∇2`(θ)‖.
Using the exact same set of assumptions, we can prove maxt∈S∪Sc
∣∣∣∣∣∣∇θt∇2`(θ)∣∣∣∣∣∣ is
bounded using the same strategy.
It can be shown that ‖∇θk∇2`(θ)‖ =
∑nq
i=1 F∇gi∇2gLSE(g1, g2, · · · , gnq)F>fk(x(i)).
From multiplicative rule, we have
∇gi∇2gLSE(g1, g2, · · · , gnq) =
(
∇gi
1
s2
)
·
(
s · diag(e)− e>e
)
+
1
s2
·D(i),
where
(∇gi 1s2 ) = −2eis3 and D(i) = ∇gi (s · diag(e)− e>e) is still a Laplacian matrix
whose j, k-th elements can be written as
Dj,k(i) =

−ejek j = i, k 6= i, or j 6= i, k = i
0 j 6= i, k 6= i, j 6= k
−∑j Dj 6=k,k(i) j = k.
Similarly to the bounding techniques used in (43), we have∥∥∥∥(∇gi 1s2
)
·
(
s · diag(e)− e>e
)∥∥∥∥ ≤ ∣∣∣∣2eis
∣∣∣∣ ∥∥∇2gLSE (g1, g2, · · · , gnq)∥∥
≤ 2rˆ(x
(i);θ)
nq
max
j
2rˆ(x(j);θ)
nq
≤ 4C
2
ratio
n2q
,(44)
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given θ = θ∗ + δ, and ‖δ‖ ≤ ‖θ∗‖. As a result,∥∥∥∥∥
nq∑
i=1
F
[(
∇gi
1
s2
)
·
(
s · diag(e)− e>e
)]
F>fk(x(i))
∥∥∥∥∥
≤
(
Cratio
nq
nq∑
i=1
∣∣∣fk(x(i))∣∣∣
)(
4Cratio
nq
∥∥∥FF>∥∥∥) ≤ 4C2ratioDmax,1Dmax,2.(45)
By the construction of D, we can see that,
fk(x
(i))FD(i)F> = −fk(x(i))
∑
j 6=i
|Di,j(i)| (Fj − Fi) (Fj − Fi)>
Therefore,∥∥∥∥∥ 1s2
nq∑
i=1
fk(x
(i))FD(i)F>
∥∥∥∥∥ ≤ maxi,j,j 6=i |Di,j(i)|s2
nq∑
i=1
∥∥∥fk(x(i))∥∥∥
∥∥∥∥∥∥
nq∑
j=1,j 6=i
(Fj − Fi) (Fj − Fi)>
∥∥∥∥∥∥
≤ 2C
2
ratioD2,max
nq
nq∑
i=1
∥∥∥fk(x(i))∥∥∥ ≤ 2C2ratioD1,maxD2,max.(46)
by using the fact that
maxi,j,i 6=j |Di,j(i)|
s2
≤
(
maxi rˆ(x
(i);θ∗+δ)
nq
)2
≤ C2ratio
n2q
.
Therefore, by combining (45) and (46) we can conclude that for θ = θ∗ + δ and
δ ≤ ‖θ∗‖, ∥∥∇θk∇2`(θ)∥∥ ≤ 6C2ratioDmax,1Dmax,2.
B.9. Proof of Proposition 7.
Proof. Recall
∇2θS`(θ) = FS
[
1
s2
(
s · diag(e)− 1
s2
e>e
)]
F>S .
Since the Laplacian matrix in the middle always has the smallest eigenvalue 0, while
FSF
>
S is always positive semi-definite, we are guaranteed to have a trivial lower bound
of the smallest eigenvalue 0 without utilizing any assumptions. However, by the con-
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struction of the Laplacian we can see
∇2θS`(θ) =
nq∑
i,j=1,i 6=j
FS,iF
>
S,j
eiej
s2
−
nq∑
i=1
FS,iF
>
S,i
nq∑
j=1,j 6=i
eiej
s2
=
1
2
nq∑
i,j=1,i 6=j
(
FS,iF
>
S,j − FS,iF>S,i + FS,jF>S,i − FS,jF>S,j
) eiej
s2
= −1
2
nq∑
i,j=1,i 6=j
(FS,i − FS,j)(FS,i − FS,j)> eiej
s2
.
Therefore
Λmin
(∇2θS`(θ)) = Λmin
1
2
nq∑
i,j=1,i 6=j
(FS,i − FS,j)(FS,i − FS,j)> eiej
s2

Note that (FS,i − FS,j)(FS,i − FS,j)> is always positive semi-definite. By Assumption 7,
eiej
s2
≥
(
mini rˆ(θ
∗+δ)
nq
)2 ≥ ( 1Crationq)2, if θ = θ∗ + δ, ‖δ‖ ≤ ‖θ∗‖. Therefore
Λmin
[∇2θS`(θ)] ≥ 1C2ratio Λmin
 1
2n2q
nq∑
i,j=1,i 6=j
(FS,i − FS,j)(FS,i − FS,j)>

≥ 1
C2ratio
Λmin
[
Ĉovq [fS(x)]
]
≥ Dmin,2
C2ratio
> 0.
B.10. Proof of Proposition 8.
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Proof.
Eq
[
inf
δ∈Rdim(θ∗):‖δ‖≤‖θ∗‖
r(x,θ∗ + δ)
]
= Eq
[
r(x,θ∗) + inf
δ∈Rdim(θ∗):‖δ‖≤‖θ∗‖
r(x,θ∗ + δ)− r(x,θ∗)
]
= Eq [r(x,θ∗)] + Eq
[
inf
δ∈Rdim(θ∗):‖δ‖≤‖θ∗‖
r(x,θ∗ + δ)− r(x,θ∗)
]
≥ Eq [r(x,θ∗)]− Eq
[
sup
δ∈Rdim(θ∗):‖δ‖≤‖θ∗‖
‖δ‖‖∇r(x;θ∗ + δ)‖
]
≥ Eq [r(x,θ∗)]− ‖θ∗‖Eq
[
sup
δ∈Rdim(θ∗):‖δ‖≤‖θ∗‖
‖∇r(x;θ∗ + δ)‖
]
≥ 1− c,
B.11. Proof of Proposition 9.
Proof. Since
rˆ(x;θ∗ + δ) ≤ Cmax1
nq
∑nq
i=1 r(x
(i);θ∗ + δ)
,
we just need to show
inf
δ∈Rdim(θ∗):‖δ‖≤‖θ∗‖
1
nq
nq∑
i=1
r(x(i);θ∗ + δ) > 1− c− , for all 0 <  < 1− c
holds with high probability. So we bound the tail probability of this event
P
(
inf
δ∈Rdim(θ∗):‖δ‖≤‖θ∗‖
1
nq
nq∑
i=1
r(x(i);θ∗ + δ)− (1− c) < −
)
≤P
(
1
nq
nq∑
i=1
inf
δ∈Rdim(θ∗):‖δ‖≤‖θ∗‖
r(x(i);θ∗ + δ)− Eq
[
inf
δ∈Rdim(θ∗):‖δ‖≤‖θ∗‖
r(x,θ∗ + δ)
]
< −
)
The rest is simply based on the concentration property of the sums of bounded zero-
mean random variable infδ r(x;θ
∗ + δ)− Eq [infδ r(x,θ∗ + δ)]. Now we can conclude
P
(
inf
δ∈Rdim(θ∗):‖δ‖≤‖θ∗‖
1
nq
nq∑
i=1
r(x(i);θ∗ + δ)− (1− c) < −
)
≤ exp
(
−2nq
2
C2max
)
,
then we have supδ∈Rdim(θ∗):‖δ‖≤‖θ∗‖ rˆ(x;θ
∗ + δ) ≤ Cmax1−c− = C ′ratio, for all 0 <  < 1 − c
holds with high probability.
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B.12. Proof of Proposition 10.
Proof. The boundedness of zero-mean random variable r(x;θ∗) − 1 guarantees its
exponentially decaying tail behavior via standard Hoeffding inequality, i.e.,
P
(∣∣∣∣∣ 1nq
nq∑
i=1
r(x(i);θ∗)− 1
∣∣∣∣∣ > 
)
≤ 2 exp
(
−2nq
2
C2max
)
.
B.13. Proof of Proposition 11.
Proof.
Λmin
(
Ĉovqrθ∗ [fS(x)]
)
=Λmin
 1
nq
nq∑
i=1
1
nq
nq∑
j=1,j 6=i
r(x(i);θ∗)r(x(j);θ∗)C(i, j)

=Λmin
(
Ĉovqrˆθ∗ [fS(x)]
)(Nˆ(θ∗)
N(θ∗)
)2
≤Λmin
(
Ĉovqrˆθ∗ [fS(x)]
)
(1 + )2,
where C(i, j) is the short-hand for
C(i, j) =
(
fS(x
(i))− fS(x(j))
)(
fS(x
(i))− fS(x(j))
)>
,
and last line is due to Proposition 10 and holds with high probability.
Since ∇2θS`(θ∗) = Ĉovqrˆθ∗ [fS(x)], we conclude the proof.
APPENDIX C: THE DERIVATIVES OF NEGATIVE KLIEP LOG-LIKELIHOOD
Proposition 13. The second-order derivative ∇2θ`(θ) is the importance sampled
covariance using samples from Q. Moreover, the third-order derivative ∇θt∇2θ`(θ) is
the importance-sampled skewness using samples from Q:
∇2θ`(θ) = Ĉovqrˆθ [f(x)] = Eˆq
[
rˆ(x;θ)f(x)f(x)>
]
−
{
Eˆq [rˆ(x;θ)f(x)]
}{
Eˆq [rˆ(x;θ)f(x)]
}>
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∇θk∇2θ`(θ) = 2Eˆq
[
rˆ(x;θ)fk(x)f(x)f(x)
>
]
− Eˆq [rˆ(x;θ)fk(x)f(x)] Eˆq
[
rˆ(x;θ)f(x)>
]
− Eˆq [rˆ(x;θ)f(x)] Eˆq
[
rˆ(x;θ)fk(x)f(x)
>
]
− Eˆq
[
rˆ(x;θ)fk(x)Ĉovqrˆθ [f(x)]
]
,
where θk is a scalar.
APPENDIX D: EXPERIMENTAL SETTINGS OF SUCCESS RATE PLOTS
Define two edge sets for MN P and Q as Ep and Eq separately. In experiments with
Gaussian distributions, densities are constructed as
p(x) ∝ exp
− m∑
u=1
θ0x
2
u −
m∑
(u,v)∈Ep
θ1xvxu

where θ0 = 2, θ1 = −0.4. Eq are set to be the same as Ep while for d randomly picked
edges, θ1 = 0.4.
As to the “8-shaped” distribution, its pairwise potentials are introduced in Figure 9.
We set θ0 = 1, θ1 = 5. Eq is constructed from Ep with d randomly removed edges.
APPENDIX E: EXPERIMENTAL SETTINGS OF COMPARISON WITH
DIFFERENTIAL NETWORK LEANRING
We adopt the True Positive (TP) and True Negative (TN) rate as described in [33]:
TPR =
∑
t′∈S δ(θˆt′ 6= 0)∑
t′∈S δ(θ
∗
t′ 6= 0)
, TNR =
∑
t′′∈Sc δ(θˆt′′ = 0)∑
t′′∈Sc δ(θ
∗
t′′ = 0)
,
where δ is the indicator function. For KLIEP, we compute a sequence of TPR and TNR
from θˆ(λ) by changing the regularization parameter λ. For differential network learning,
we obtain ∆() for different choices of , and compute TPR and TNR by varying the
threshold τ for each ∆(). All TPR and TNR values are averaged over at least 25 random
trials. Then the curve corresponds to  that maximizes the Area Under the Curve (AUC)
is plotted.
APPENDIX F: BOOTSTRAP OF GENE EXPRESSION DATASET
To assess the reliability of the results obtained in Section 7, we have also conducted
bootstrap random trials on this dataset. Datasets are re-sampled from both P and Q
and the experiments are repeated for 100 times. After counting the edges appearing in
ON LEARNING SPARSE CHANGES OF MARKOV NETWORKS 53
Fig 7: Edges appear more than 75 times out of 100 bootstrap trials.
the estimated graph structures we plot the graph in Figure 7 whose edges appear at
least 75 times out of our 100 trails. Nodes are names of genes, and the labels on the
edges are the numbers of occurrences.
It can be seen that the obtained differential network is very close to the one we
presented in Figure 4, and the main structure (“the hub” around the FOSB gene)
remains a dominant feature in the graph, thus this does not change our conclusion
that the FOSB is a regulator of other genes.
APPENDIX G: ILLUSTRATIONS
G.1. Applicability of Smoothness Assumptions. Figure 8 illustrates the ap-
plicability of our assumptions using one-dimensional Gaussian distributions.
G.2. Contours of non-Gaussian Distributions. Figure 9 shows the contours of
the 2-D non-Gaussian distributions used in Section 6.
G.3. Plot of g(m). See Figure 10 for the plot of g(m) which is used in Theorem
1.
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(a) One-dimensional Gaussian distributions and their density ratios.
Assumptions 7 and 9 can be applied to the 0-bounded density ratio
(green line). Our Assumptions 5 and 6 can partially cover the totally
unbounded density ratio model with some exceptions (such as the
green dashed Gaussian density ratio, which grows too violently).
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(b) Truncated one-dimensional Gaussian distribution (tN , truncated
at −1.5, 1.5) and their density ratios. All our assumptions (Assump-
tion 5, 6, 7 and 9) can be applied here.
Fig 8: The comparison between different boundedness assumption
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Fig 9: Contour plot for 2D “8-shaped Distribution” with correlation between
dimension x and y. The distribution is truncated over a ball centered at
origin with radius of 15.
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Fig 10: The plot of g(m).
