I. INTRODUCTION
Face recognition has become one of the most important applications of image analysis and computer vision in recent years. This trend caught the attention of many academic and industrial research groups [2] . In [2] , the methods for face recognition are divided into two main categories: holistic approaches, and geometric-based approaches. In the holistic methods, the recognition is achieved by modeling or representing the intensity values of the pixels in facial images, while in the geometric methods, the geometry of the face and the locations of salient points, known as facial features, are taken into account. In the following subsection we review the literature on facial feature extraction.
A. Literature Review
Facial feature extraction for face recognition is a challenging problem. There are many methods for facial feature extraction [3] - [10] . Table I reviews some of the important works published for facial feature extraction. Kobayashi et al. in [3] described an automated algorithm for face detection and facial feature extraction from video images with free backgrounds. The extracted features are points around the eyes, mouth, nose and facial contours.
The authors used spatiotemporal difference images to extract these feature points. For example blinking is used for detecting the eyes. The method proposed by De Natalie et al. in [4] aimed at identifying the position of characteristic facial elements (eyes, nose and mouth). The proposed detection strategy is based on the identification of the face symmetry axis, and the successive detection of eyes, mouth and other relevant facial features using correlation. Nikolaidis et al. in [5] described a method for extracting facial features with the goal of defining a sufficient set of distances between them so that a unique description of the structure of a face is obtained. Eyebrows, eyes, nostrils, mouth, cheeks and chin are considered as interesting features. Candidates for eyes, nostrils and mouth are determined by searching for minima and maxima in the x and y projections of the gray level pixels in the image. Candidates for cheeks and chin are determined by performing adaptive hough transform on a relevant sub-image defined according to the position of the eyes, mouth, and the ellipse containing the main connected component of the image. In order to acquire a more accurate model of the face, a deforming technique is also applied to the ellipse representing the main face region. Candidates for eyebrows are determined by adapting a proper gray level template to an area restricted by the position of the eyes.
Lam et al. [11] devised an efficient approach for detecting and locating the eyes in frontal images. Possible eye candidates in an image are identified by means of the valley features and corners of the eyes. Two possible eye candidates are considered to belong to the eyes of a human face if their respective local properties are similar; an eye window is then formed. Each of the eye region candidates is then further verified by comparing them with a standard eye template, and by measuring its symmetry. Yagi [12] presented a system that integrates a library of 32 functions for automatic facial contour extraction. The 32 functions can be classified into five groups such as face detection, pupil detection, facial parts detection, facial parts contour extraction, and face contour extraction. The system is not only useful for the automatic 3D facial model fitting, but also for a range facial image processing applications such as personal authentication and facial expression analysis. Lau et al. in [6] proposed an energy function which is the sum of seven weighted terms for Yen et al. in [7] presented a method for facial feature extraction that uses the edge density distribution of the image. In the preprocessing stage a face is approximated to an ellipse, and a genetic algorithm is applied to search for the best matching region. In the feature extraction stage, a genetic algorithm is applied to extract the facial features, such as the eyes, nose and mouth, in the predefined sub regions. The authors validated their method by experimenting on various video images under natural lighting environments and in the presence of noise and different face orientations. Seo et al. in [8] presented an active contour model based upon color information for extracting facial features. Their algorithm is composed of three main parts: the face region estimation part, the detection part and the facial feature extraction part. In the face region estimation part, images are segmented based on human skin color. In the face detection part, a template matching method is used, and in the facial feature extraction part, an algorithm called "color snake" is applied to extract facial feature points within the estimated face region. Xi et al. in [9] developed an algorithm for detecting human face and extracting facial features. For this task, a flexile coordinate system and several support vector machines were developed for both face detection and extraction based on multiresolution wavelet decomposition (MWD). Xue et al. in [13] presented a novel application of the Bayesian Shape Model (BSM) for facial feature extraction. First, a fullface model is designed to describe the shape of a face, and the PCA is used to estimate the shape variance of the face model. Then, the BSM is applied to match and extract the face patch from input face images. Finally, using the face model, the extracted face patches are easily warped or normalized to a standard view. Hsu et al. in [14] proposed a face detection algorithm from color images in the presence of varying lighting conditions as well as complex backgrounds. Based on a novel lighting compensation technique and a nonlinear color transformation, this method detects skin regions over the entire image and then generates face candidates based on the spatial arrangement of these skin patches. The algorithm constructs eye, mouth, and boundary maps for verifying each face candidate. Hu et al. in [15] proposed a facial feature extraction method based on a linear combination model. The model uses the knowledge of prototype faces, which are manually labeled, to interpret novel faces. Generally, the construction of the linear combination model depends on pixel-wise alignments of the prototypes, and the alignments are computed by an optical flow algorithm or bootstrapping algorithm which is a full-scale optimization and without including local information such as facial feature points.
Gundaz et al. in [16] presented a method for facial feature extraction by considering the face image as a surface. Topological properties of the facial surface, such as principal curvatures are used to extract the eyes and mouth, which form deep valleys on the surface. The basic idea of the proposed method is to model the facial features as ravines on the facial surface. Ravines are points on the surface where the maximum curvature is a local maximum in the corresponding principal direction. Kim et al. in [10] proposed an algorithm for extraction of the facial feature (eyebrow, eye, nose, and mouth) fields from gray level face images. The foundation of this method is that eigenfeatures, derived from the eigenvalues and eigenvectors of the gray-level data set constructed from the feature fields, are very useful to locate these fields efficiently. In addition, multi-resolution images, derived from a 2-D DWT (Discrete Wavelet Transform), are used to reduce the search time for the facial features. Nagao in [17] described a method for finding the positions of features in facial images. A large class of image variations, including those resulting from object rotation in 3D space and scaling (i.e. translation in depth) are handled. A MAP (Maximum a Posteriori) estimation technique using Gaussian distribution is exploited to model the relationship between images and feature positions.
In the area of non-rigid object segmentation the so called Deformable Models have received much attention in the recent years. These models have proven to be efficient in many applications such as object segmentation, appearance interpretation, motion tracking etc. A deformable model can be characterized as a model, which under an implicit or explicit optimization criterion deforms the shape to match a known object in a given image. For a general review of the most commonly used models refer to [18] , [19] . Cootes et al. [1] , [20] developed a statistical approach called Active Shape Model (ASM) for shape modeling and feature extraction. In the following subsection, we review the ASM method and address its problems.
B. Active Shape Model and its Limitations
Active Shape Model (ASM) is a statistical approach for shape modeling and feature extraction. It represents a target structure by a parameterized statistical shape model obtained from training. This method was introduced by Cootes et al. [1] , [20] and improved by other researchers over the past few years. In the original version of the ASM, the initial feature points are obtained from the mean shape, which is derived from training data, and its accuracy depends on the size of the training set. In addition, the local structure of the feature points is represented by the change in intensity values of the pixels along a profile line (i.e. edge location) that goes through the feature points. This is based on the assumption that usually the facial features are located on the strong edges. But, finding the correct locations of the feature points on the edges is not always possible.
Ginneken et al. [21] proposed to use a non-linear gray level appearance instead of the first derivative profile to model the local structure of the features. In [22] , Wei Wang et al. had some improvements on the ASM for face alignment. Other authors [23] - [25] used the wavelet transform to model the local structure of features and improve the face alignment. Unfortunately, their approaches are computationally expensive.
The most important limitations of the ASM for facial feature extraction can be summarized as follows.
1) Representation of complex multi-part objects by a single shape model. Although a single shape model may preserve the general shape of the whole object, its constraint may fail in extracting some of its parts. 2) Representing the local structure of each point by independent models. This drawback may lead to a final shape far from the actual shape model. 3) The need for a large training set to cover shape variations. The shape model may fail in characterizing the shape variation if instances of the shape are not incorporated in the training set. 4) The initialization of the shape model. This is a major drawback of ASM. If the shape is initialized far from the object of interest, the searching process may either fail or become very slow. 5) The choice of modeling the local structure of the points. Many variations of ASM model the local structure by edges or statistical models of gray level variations. 6) Search for the best candidate feature points. Most existing algorithms rely on Euclidean or Mahalanobis distance between the candidate feature points and the trained model of the local structure of the feature points. Some of the above are inherent limitations in ASM and some of them depend on the method used for modeling the local structure of the feature points. For example, the representation of complex multi-part objects by a single shape model is an inherent problem of ASM; while alignment of the shape model to a new instant of the object is not. In this paper, we elaborate on our previous work [26] . Specifically, we deal with model initialization, modeling the local structure of feature points, and shape model alignment to a new instant of the object.
We use the color information to initially detect few salient facial features such as the centers of the mouth, and the eyes. These points are employed to initialize the ASM. We also use the color information to improve the model that characterizes the local structure of the feature points. A weighted sum of three multivariate Gaussian models for the three components (i.e. Red, Green, and Blue) is used to represent the normalized first derivative of pixel values along a profile line. Furthermore, for the lips, we use the color information to detect their boundary. This enhances the localization of geometric features that represent the external boundary of the lips in face images. In addition, we use 2D affine transformation to align the extracted facial features to the shape model. The 2D affine transformation compensates the effect of head pose variations and the projection of 3D data to 2D. In fact, ASM needs a large training set to cover the variations caused by head pose. For frontal images, the Euclidean transformation is a suitable transformation to align the extracted facial features to the shape model, but for large variations in the head pose, it is not suitable.
The use of the color information for modeling the local structure of the feature points and the use of the 2D affine transformation are general improvements to the ASM approach. On the other hand, the initialization of the ASM using the centers of the mouth and the eyes, and localizing the feature points around the lips are specific for facial feature extraction. Our experimental results show that the proposed approach outperforms the standard ASM technique for facial feature extraction.
The rest of this paper is organized as follows. Section II discusses the improvements of the ASM-based approach for facial feature extraction. Section III demonstrates the proposed algorithm with experimental results and the conclusions are given in Section IV.
II. ENHANCEMENT OF ACTIVE SHAPE MODEL USING COLOR INFORMATION
The ASM approach represents the structure of a target by a parameterized statistical model. By choosing the model parameters, different variations of a target shape can be obtained. In this Section, first we review the theoretical background of the ASM and subsequently we will present our method for improving the technique.
In the ASM technique, the location of n landmark points (e.g. facial features in our work), are annotated on a set of training images by a human expert. This set of points is represented by a vector X = (x 1 , y 1 , . . . , x n , y n ) T , where x i and y i are the coordinates of the i th landmark. Then, a model that incorporates the variations in shape over the training set is represented as follows:
X ≈X + P b
The vectorX contains the mean values of the coordinates of the annotated data, P is a matrix of the first t eigenvectors of the covariance matrix of the data, and b is a vector that defines the model parameters. The variance of the i th parameter, P i , across the training set is given by the corresponding eigenvalue λ i . By limiting the parameter b i in the range of ±3 √ λ i , we ensure that the generated shape is similar to those in the original training set. To apply the created shape model to a given target shape, we need to find a transformation to move from the model coordinate system to the image coordinate system. Typically, this is achieved by an Euclidean transformation defining the translation (X t , Y t ), rotation θ, and scale s. Therefore, the position of the model points , X, in the image are given by:
For a given new image, the ASM is performed to locate the target object lies in the image. Therefore, we need to find the optimum parameters of the ASM that best fit the model to the structure of the target. Generally, this optimization problem is solved iteratively [1] . At the first step, the model is initialized by the mean shape. Afterward, a region of the image around each feature point is examined to find the best nearby match (i.e. searching along the profile line for the edge locations). In the next step, the parameters X t , Y t , s, θ, and b are updated to best fit the new found points. Then, the constraint |b i | < 3 √ λ i is applied to the parameters b i . These steps are repeated until there is no significant change in the shape parameters. 
A. Shape model initialization and face alignment using 2D affine transformation
To find the parameters of the 2D affine transformation, we need at least three corresponding points, which are not conlinear. As we mentioned in Section I, the initialization of the ASM is very important. With poor initialization, the search process may either fail or become slow. Therefore, a good initialization would help in finding the optimum solution in less iterations. We use our algorithm in [14] to find the centers of the mouth and the two eyes. Figure 1 shows the extracted locations of the eyes and the mouth in a given color face image using this method. We use these three points to obtain the affine parameters in Equation 3 to initialize the shape model for the image.
B. Improvement of the local structure model
In the original ASM, the local structure of a feature point is modeled by assuming that the normalized first derivative of the pixel intensity values along a profile line satisfies a multivariate Gaussian distribution. This gives a statistical model for the profile around the point. As shown in Figure 2 , a sampled profile, g s , is matched to a reference model by searching along the profile line that goes through the point and finding the best fit. This is achieved by minimizing the Mahalanobis distance:
whereḡ is the mean value and Σ is the covariance matrix. In this paper, we assume that the three color channels, i.e. Red, Green, and Blue, are statistically independent and the normalized first derivative of the color values along a profile line for each individual channel satisfies a multivariate Gaussian distribution. Then, we use a weighted sum of Mahalanobis distances for the three color channels to find the best match for the feature points. Similar to Equation 4, the best matching of a probe sample, g rgb , in RGB color space to a reference model is carried out by minimizing:
where w i is the weighting factor for the i th component of the Gaussian model with unit sum.
C. Enhancement of the location of features around the lips
To accurately localize the feature points around the lips, we segment the lips region from the facial skin region. This is achieved by classifying each pixel, I(r,g,b), in RGB color space, either as facial skin or lips. This classification starts by applying the Fisher Discriminant Analysis (FDA) technique. FDA is a data analysis technique that provides more class separability than Principal Component Analysis (PCA), which provides better data representation. By applying FDA to each pixel of the color image, I(r,g,b) , we obtain a scalar function that can be used to discriminate between the two classes: facial skin and lips. This function is calculated by using the withinclass scatter matrix and is defined as:
where I is a given pixel value. The projection vector W , is calculated by:
The within class scatter matrix S W , is:
and
The sample mean vector of each class, m i , is defined as:
Where D i is the set of the pixels in i th class and n i is the number of the pixels in the class.
To learn the projection matrix W , we obtain a color database of facial images and manually extract patches of lips and facial skin regions. Then, the matrices S i and m i are calculated for the two classes of facial skin and lips. For a given test image, we apply the FDA function (Eq. 6) and apply threshold to the result to segment the lips from the facial skin. Figure 3 shows the results of the different steps for lips detection applied to a sample image in our database using FDA. Figure 3(a) is the original image, Figure 3(b) shows the result of applying FDA, Figure  3 (c) shows the result of thresholding. The value of the threshold is estimated by a small training set different from the images used in the experiments. The result of applying morphological operators to remove noise and fill holes is shown in 3(d). The following summaries our iterative approach for facial features extraction using enhanced active shape model: 1) Extract the centers of the eyes and the mouth using [14] . 2) Initialize the shape model based on the extracted three points in step 1. 3) Calculate the shape parameters, b. 4) Examine a region of the image around each point, (x i , y i ), to find the best nearby match for that point using the enhanced color model. 5) Use lips detection to tune the feature points around the mouth. 6) Update the parameters of the affine transformation (a 11 , a 12 , a 21 , a 22 , t x , t y ) to best fit the new found locations of the instance, X, of the target model. 7) Apply the constraints to the parameters, b, to ensure reasonable shapes (i.e. |b i | ≤ 3 √ λ i ). 8) Go to step 3 and repeat until convergence.
III. EXPERIMENTS AND RESULTS
In this section we validate our algorithm in two ways. First, we compare the error rates of the standard ASM algorithm and our improved ASM approach with respect to the manual annotation. Second, we compare between the two methods by applying face recognition using the extracted facial features. In our comparison, we use a database of 70 different subjects with a total of 140 near frontal color images. For each subject, we captured two near frontal images. For the error rate evaluation, we use on image for each subject. For the face recognition evaluation, one image is used as a probe and another image is used for the gallery. We use a trained shape model for 75 facial feature points which is provided from a completely different source of images and other public databases. Figure 4 shows few samples of the facial images in our database and the extracted facial features by both our method and the original ASM method. The visual inspection shows that our approach is more successful in extracting the locations of the facial feature points, especially around the lips and the corner of the eyes and the eyebrows. From these few examples, it is clear that our method leads to more accurate localization of the facial features as we further prove next.
A. Performance evaluation
To evaluate the performance of our method, we manually labeled 75 feature points in each of the images in the database. For each subject image, the 75 facial feature points were extracted using the original ASM and our improved approach. The performance was evaluated using the average mean square error (MSE) over all the images. The error is defined as the distance between the manually labeled feature points and the corresponding feature points obtained from both the original and our improved version of the ASM approach. This is defined as follows:
where N is the total number of images, n is the number of the landmark points in the shape model, P ij is the j th landmark point in the manually labeled shape of the i th test image, P ij is the j th landmark point in the resulting shape of ASM for the i th test image, and ||.|| denotes the Euclidian distance. Figure 5 shows a plot of the MSE of the two methods over all the 70 subjects in the database, on a case by case based. We can see that our approach generally has better performance for most of the cases. As given in table II, we categorize our results in two sets based on the average MSE. In one set, 49 subjects out of the 70 subjects, the average MSE between the manually labeled feature points and the feature points extracted by our improved ASM are lower than the average MSE between the manually labeled feature points and the feature points extracted by the original ASM method. For the second set, the remaining 21 subjects, the original ASM has lower average MSE. In other words, for 70% of the images in the database, our improved ASM has lower average MSE than the standard ASM and for the remaining 30% of the images in the database, the standard ASM has lower average MSE than our method. Figure 4 shows sample images, out of the 70% cases, along with the MSE errors in which our method outperforms the standard ASM approach with minimum error. Similarly, Figure 6 gives sample cases where the standard ASM performs better than our method. In these sample examples, the figure visually shows comparable performance between the two methods yet based on the MSE, the standard ASM attains lower error in 30% of the cases. 
B. Face recognition
In this experiment, we compare the results of face recognition using the automatically extracted feature points from our approach and from the standard ASM approach. A set of images was used for probes and another set was used for the database. To recognize a face based on the facial feature points, we align (scale, rotate, and transform) the facial feature points of a given probe image to the feature points of each image in the face database and then calculate the Euclidian distance between them. This process is done for all of the images in the face database. Then, we rank the candidates based on the calculated Euclidian distances. Figure 7 compares the results of face recognition based on the location of feature points extracted by the two techniques. The Figure  shows that the features obtained with the enhanced ASM version lead to better recognition than those obtained from the standard ASM.
IV. CONCLUSIONS
In this paper we presented an improved version of the Active Shape Model approach for facial feature extraction. We use the color information to localize the centers of the mouth and the eyes to improve the initialization step in the standard ASM. In addition, we model the local structure of the feature points in the RGB color space and we use a 2D affine transformation to align the facial features that are perturbed by head pose. Experiments show that our improved version of the ASM is accurate and outperforms the standard ASM.
