Abstract. We study limit behavior for the level-set power mean curvature flow equation as the exponent tends to infinity. Under Lipschitz continuity, quasiconvexity, and coercivity of the initial condition, we show that the limit of the viscosity solutions can be characterized as the minimal supersolution of an obstacle problem involving the 1-Laplacian. Such behavior is closely related to applications of power mean curvature flow in image denoising. We also discuss analogous behavior for other evolution equations with related applications.
1. Introduction
Background and motivation.
Motion by a power of mean curvature has been studied extensively for its importance in differential geometry [5, 6, 54, 55] and for applications in image processing [2, 3, 12, 47] . This geometric evolution describes motion of a hypersurface governed by the law We refer to [26] for a detailed introduction of the level set method. When α = 1, this problem reduces to the classical mean curvature flow equation, whose well-posedness in the framework of viscosity solutions is established in [15, 21] . Existence and uniqueness of viscosity solutions to (PCF) for a general α are studied in [30] and in [35] . The latter adopts a so-called admissible class of test functions to handle the singular case when the gradient is vanishing, i.e., ∇u = 0. Such a more restrictive test class requires a decay, depending on α, of the gradient near the singularity. We will briefly review the precise definition of viscosity solutions and well-posedness results for (PCF) in Section 2.
Hereafter let us denote the unique solution of (PCF) by u α for any α > 0. We are interested in the asymptotics of (PCF) with respect to α. The limit situation as α → 0 is considered in [14, 45] . In this work, we aim to understand the behavior of u α as α → ∞. It was known in the field of image processing, especially mathematical morphology, that the limit provides an operator whose effect is to threshold curvature while preserving the topology. However, rigorous analysis on this large exponent behavior is by no means straightforward. The admissible test class proposed in [35] cannot be directly applied to the limit case, since it becomes empty as α → ∞. In other words, viscosity tests are completely lost at the singularity when α = ∞, which is one of the difficulties in our asymptotic analysis.
Hence, as a first step, we intend to rigorously justify the convergence of u α and understand basic properties of the limit under an additional quasiconvexity assumption of u 0 ; namely, we assume that all sublevel sets of u 0 are convex.
Main results.
In this work, under the convexity assumption on the level sets of u 0 , we are able to relate the limit, for any fixed t > 0, to the following obstacle problem involving the 1-Laplacian:
Concerning their relation, we provide an example, where u 0 is radially symmetric and (PCF) can be explicitly solved; see Section 2.2. This obstacle problem turns out to be quite different from the classical elliptic obstacle problems for the reasons below.
(a) The 1-Laplacian is known as a strongly singular and nonlocal operator. It is not straightforward to find a proper notion of solutions and establish well-posedness for (1.3). (b) In contrast to classical obstacle problems in a bounded domain with Dirichlet or other boundary conditions, our problem (1.3) is set up in the whole space R n with a possibly unbounded obstacle u 0 . The unboundedness of domain also causes extra difficulty for the variational method despite the appearance of a divergence form in (1.3).
Although the obstacle problem looks strongly singular, its geometric meaning is clear when solutions are smooth. Since div(∇U/|∇U |) stands for the mean curvature of level sets, solving (1.3) is essentially equivalent to finding a function U satisfying the following conditions:
• U ≥ u 0 in R n ; • all level sets of U have mean curvature bounded by 1 from above; • the mean curvature of level surface is equal to 1 wherever U > u 0 .
Even without strong regularity, the relation between solutions to (1.3) and the above requirements on their level sets can still be rigorously understood in the viscosity sense, as shown in a very general setting in [24, Theorem 5.3] .
There are several known results related to obstacle problems of mean curvature type. Gerhardt studied graph-like hypersurfaces of prescribed mean curvature over an obstacle in a bounded domain [22] . Motion by mean curvature with obstacles was recently considered in [1, 36, 46, 48, 49] . Moreover, we refer to the recent work [16, 44] for obstacle problems for p-Laplace equations with 1 < p < ∞. Our setting is also distinct from all of these obstacle problems due to its stronger singularity or absence of boundary data, as described in (a) and (b) above. On the other hand, in a mathematical model of torsional creep, the 1-Laplace equation with a Dirichlet boundary condition is studied by Kawohl [40] , where an interesting free boundary problem is proposed, via a variational method, as the limit of the corresponding p-Laplace equation. We here instead use the viscosity solution theory to investigate 1-Laplacian as the large exponent asymptotics of power curvature flow.
In this work, we continue using the notion of viscosity solutions for (1.3) but implement no tests at the singularity; see Definitions 3.1 and 3.4. Due to the loss of tests, uniqueness of solutions to (1.3) fails to hold. In fact, we are able to construct infinitely many solutions of (1.3). When u 0 (x) = |x| for any x ∈ R n , it turns out that under our definition, the truncated initial value (1.4) U c (x) = max{u 0 (x), c} is a solution of (1.3) for any c ≥ 1; see more details in Example 5.5. However, as suggested by the example in Section 2.2, the radially symmetric solution of (PCF) converges to the minimal supersolution of (1.3) for every t > 0; in particular, in the example above, we have u α (·, t) → U 1 locally uniformly in R n as α → ∞ for any t > 0, where U 1 is the function given in (1.4) with c = 1.
More generally, if u 0 is Lipschitz and satisfies (Quasiconvexity) {x ∈ R n : u 0 (x) ≤ c} is convex for any c ∈ R and (Coercivity) inf
we obtain the same behavior of u α .
Theorem 1.1 (Main result on large exponent behavior).
Assume that u 0 is Lipschitz, quasiconvex, and coercive in R n . Let u α be the unique viscosity solution of (PCF ). Then u α → V locally uniformly in R n × (0, ∞) as α → ∞, where V is the minimal supersolution of (1.3), i.e., (1.5) V (x) = inf{U (x) : U is a lower semicontinuous supersolution of (1.3)}.
This result amounts to saying that, among all supersolutions of the obstacle problem (1.3), the large exponent limit selects the minimal one for all t > 0; (1.5) can also be understood as a viscosity solution obtained by Perron's method [18, 34] . The limit V is in general only Lipschitz continuous; see Section 2.2. But its level sets enjoy C 1,1 regularity, as is shown in Theorem 5.7. It is worth pointing out that, thanks to the divergence structure of the 1-Laplacian, there is also a variational method to find an optimal solution of (1.3) if we assume all competitors coincide with u 0 outside a compact set of R n . More precisely, for R > 0 sufficiently large, any Lipschitz function w solves (1.3) at least formally, provided that w ≥ u 0 , w = u 0 in R n \ B R , and minimizes the functional [37, 38, 44] to be equivalent for p-harmonic functions with 1 < p < ∞.
1.3. Ingredients of proof. Our strategy to prove Theorem 1.1 is standard. We take the relaxed limits of u α as
For any fixed t > 0, it is comparatively easy to prove that u(·, t) is a supersolution of (1.3) in the viscosity sense. Here the quasiconvexity of u 0 is needed to show that u α ≥ u 0 for any α, thanks to the convexity preserving property due to [27] . It thus follows that u(·, t) ≥ u 0 for any t > 0.
It is more complicated to show that u(·, t) ≤ U for any supersolution U . Our idea is to construct a supersolution w α,σ of (PCF) by scaling an arbitrary supersolution U by a factor of σ ∈ (0, 1); namely, we let
Since U σ satisfies in the viscosity sense
we may let w α,σ roughly take the form U σ (x) + C 1 (1 − σ) + C 2 σ α t, where the constants C 2 > 0 do not depend on α and σ. The comparison principle for (PCF) then yields that u α ≤ w α,σ in R n × [0, ∞), which in turn implies that for any t > 0,
by sending α → ∞ and then σ → 1. The above argument requires an initial comparison like
This turns out to demand extra work due to the unboundedness of u 0 . In our rigorous proof, we actually avoid proving (1.7) by substituting the scaled function U σ with another one based on the distance to the level sets of U . The coercivity assumption on u 0 largely facilitates our construction, since it implies the boundedness of all level curves. We are able to extend the same arguments for the positive mean curvature flow; see Theorem 6.8 in Section 6.4. We give another method to show that u(·, t) ≤ U for any supersolution U of (1.3), which also enables us to obtain C 1,1 regularity of all level sets of the minimal solution V . In fact, if U is quasiconvex, we can obtain their C 1,1 regularity by using an argument similar to [32] ; more details are given in Section 5.4. We thus find a uniform bound on the principal curvatures of the sublevel sets so that when constructing a supersolution w α,σ of (PCF), we can directly take the distance function to a higher sublevel set of U without using scaling techniques.
For any supersolution U that is not quasiconvex (but still coercive due to the coercivity of u 0 ), we may convexify its level sets by a method introduced in Section 4 based on a method in [4] , which states that the convex envelope of a supersolution to a concave elliptic equation is still a supersolution. Such a method of convexification is also used in [17, 33, 39] , etc., in different contexts. We emphasize that the convexification argument still works and the result in Theorem 1.1 still holds without the coercivity assumption on u 0 when n = 2, thanks to the simpler structures of the equation and the convex envelopes for the level curves in this particular case. It is not clear to us whether this coercivity assumption can be removed when n ≥ 3.
1.4. Analogues and other applications. Inspired by Theorem 1.1, we are able to provide a deterministic game interpretation for the obstacle problem (1.3). A game-theoretic approach to equations of mean curvature type was first proposed by Kohn and Serfaty [41] , where the authors designed a family of discrete deterministic games whose value functions locally uniformly converge to the unique viscosity solution of the equation. Combining the method of Kohn and Serfaty with our large exponent behavior, we construct discrete games whose value functions approximate the minimal supersolution of (1.3), as described in detail in Section 7. Stochastic game interpretations for obstacle problems with p-Laplacians (p > 1) are studied in [16, 44] .
In addition, one may extend our study on large exponent behavior to a more general class of evolution equations. Heuristically speaking, for any fully nonlinear degenerate parabolic equation in the form
letting α → ∞ gives rise to an obstacle problem
provided that the solution u α of (GE) satisfies
and the initial value u 0 fulfills (1.9)
Instead of rigorously proving this general result, we give two more simple examples in Section 8. The first example is for the Hamiltonian-Jacobi equation of eikonal type, i.e., F (p, X) = |p| in (GE). The condition (1.8) is obviously satisfied, while (1.9) also holds, for instance, in the spatial periodic setting. One can use the classical Hopf-Lax formula to verify the limit of u α in this case. The other example is for the choice F (p, X) = tr X in one space dimension; in other words, we are interested in the heat equation with a power:
Under the assumption that u 0 is Lipschitz and convex in R, we prove that the unique viscosity solution u α converges in R × (0, ∞) to the minimal supersolution V of the obstacle problem
It is easily seen that the convexity assumption on u 0 is used to show (1.8), while the Lipschitz continuity guarantees (1.9).
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The large exponent behavior for (PH) gives another application in relation to a model of collapsing sandpiles proposed in [9, 20] . In fact, taking v α = u α x , we see that v α satisfies the parabolic p-Laplace equation in one space dimension with p = α + 1. Since the asymptotic behavior of the p-Laplace equation as p → ∞ describes the instant collapse of an unstable sandpile [20] , our result provides an alternative approach to this model in one dimension when the sandpile configuration is monotone. Instead of directly investigating the asymptotics of the p-Laplace equation, we study its space integral so that the collapsed configuration can be found by differentiating the minimal supersolution V of the obstacle problem above. See Section 8.2 for details.
This paper is organized in the following way. In Section 2, we briefly review basic results on power mean curvature flow (PCF) and give an explicit example on the large exponent behavior. We then turn to our definition of viscosity solutions to the obstacle problem (1.3) in Section 3. For later applications, we prepare in Section 4 a general method to convexify level sets of supersolutions of the obstacle problem. We next study various properties of the minimal supersolution in Section 5. The proof of our main theorem on large exponent behavior is given in Section 6. Section 7 is devoted to a game interpretation of the obstacle problem involving the 1-Laplacian, and Section 8 discusses more applications of large exponent limit for other evolution equations.
Motion by a power of curvature
We review several basic results on (PCF); see [12, 26, 35] for more details.
2.1. Viscosity solutions. Existence and uniqueness of viscosity solutions to a class of general equations including (PCF) with Lipschitz initial data were studied in [35] ; see also [26] . For the reader's convenience, we here present the definition of viscosity solutions proposed in [35] (also called F-solutions in [26] ), but restricted to our current case.
Note that the operator in (1.1) can be expressed as
and X ∈ S n , where S n denotes the set of all n × n symmetric matrices. It is clear that F α is geometric and
According to this particular structure of F α , we define a class of admissible test functions.
, and f (r) r α → 0 as r → 0. We remark that such a test class is also used in the study of viscosity solutions to parabolic p-Laplace equations [51] . Definition 2.1. A locally bounded upper semicontinuous (resp., lower semicontinuous) function u is said to be a subsolution (resp., supersolution) of (1.1) if whenever there exist (x 0 , t 0 ) ∈ R n × (0, ∞) and φ ∈ A α such that u − φ attains a maximum (resp., minimum) at (x 0 , t 0 ), one has
is a solution of (1.1) if it is both a subsolution and a supersolution of (1.1).
We next state the results on the well-posedness of (PCF) and its Lipschitz and convexity preserving properties. Theorem 2.2 (Existence and uniqueness of viscosity solutions to (PCF) [35] 
Since (PCF) essentially describes the geometric evolution governed by V = H α starting from the initial surface {x : u 0 (x) = k} for any k ∈ R, another important property of (1.1) is that the evolution of level sets is independent of the choice of initial function u 0 if the initial level set is not changed.
Lemma 2.3 (Invariance).
Let g ∈ C(R) be monotone. If u is a viscosity solution (resp., subsolution or supersolution) of (1.1), then g • u is also a viscosity solution (resp., subsolution or supersolution) of (1.1).
The proof is based on the fact that the operator F α is geometric. We again refer the reader to [35] or [26] for the detailed proof. Theorem 2.4 (Lipschitz and convexity preserving properties [26, 35] ). Let u α be the unique viscosity solution of (PCF ) with u 0 Lipschitz and convex in R n . Then u α (·, t) is also Lipschitz (with Lipschitz constant independent of α) and convex in R n for all t ≥ 0.
Remark 2.5. Owing to Lemma 2.3, we also obtain preservation of quasiconvexity for (PCF). Indeed, if a sublevel set of u 0 is convex, then one can replace u 0 by a convex function without changing the level set. Since this change does not affect the evolution of the set, Theorem 2.4 implies that the convexity of the level set is preserved. As an immediate consequence, we have u α (·, t) ≥ u 0 for any t ≥ 0 and any α > 0 provided that u 0 is quasiconvex, because u 0 itself is a subsolution of (1.1).
2.
2. An example of large exponent behavior. We next attempt to understand the behavior of u α as α → ∞. In particular, we aim to find the limit of u α , if it exists, and the equation that this limit solves. Let us begin with an example to understand typical behavior of solutions to this problem. Let us assume that the initial condition is smooth, rotationally symmetric; that is,
where r = |x| for any x ∈ R n and h ∈ C ∞ ([0, ∞)) satisfies h (0) = 0. By following the definition of viscosity solutions proposed by [25] , we can easily verify that
is a solution of (PCF) satisfying (2.1). Indeed, if we set
then by direct calculations, we have, for every t > 0,
α .
We now investigate the limit of u α as α → ∞. It is quite clear that for any t > 0,
If we additionally assume that u 0 is radially increasing, that is, h ≥ 0 in [0, ∞), then the calculation above shows that the limit V of u α can be simply obtained by
This formula suggests that the limit of u α should be the minimal supersolution V ∈ Lip(R 2 ) to the following obstacle problem (1.3). In fact, recalling that u 0 is assumed to be Lipschitz and quasiconvex in R n , we will later show that the limit is given by (1.5).
V (x) = inf{U (x) : U is a lower semicontinuous supersolution of (1.3)}.
We also remark that, as revealed by the example above, Lipschitz continuity is the best regularity of the limit V one can expect in general.
Definition of solutions to the obstacle problem
We first provide a definition of viscosity solutions of (1.3), which can be understood as the limit version of Definition 2.1 as α → ∞. It is not difficult to see that the limit of A α only contains test functions φ ∈ C 2 (R n × (0, ∞)) that satisfy ∇ϕ = 0 everywhere.
We start with a definition and basic properties of solutions to
A bounded upper semicontinuous (resp., lower semicontinuous) function U on O is called a viscosity subsolution (resp., supersolution) of
in O if whenever there exist ϕ ∈ C 2 (O) and x 0 ∈ O such that ∇ϕ(x 0 ) = 0 and U − ϕ attains a maximum (resp., minimum) over O at x 0 , we have
Remark 3.2. One may easily see that for any Lipschitz supersolution U of (3.2) with Lipschitz constant L, the function
is a supersolution of (1.1). In particular, the supersolution condition clearly holds when w is tested from below by a test function ϕ ∈ A α at (x 0 , t 0 ) with ∇ϕ(
Note that the equation (3.2) is also geometric, which implies that the invariance property similar to Lemma 2.3 also holds.
Lemma 3.3 (Invariance). Let g ∈ C(R) be monotone. If U is a viscosity supersolution of (3.2), then so is g • U .
We omit the proof, since it is similar to that of Lemma 2.3. We next give a definition of solutions to (1.3).
Let us state an important property that is established in [24] . Note that the boundary ∂K c near any fixed pointx ∈ ∂K c can locally be expressed as a function x n = u(x ), where x ∈ R n−1 , x n ∈ R, and x = (x , x n ). We can also writê x = (x ,x n ). Moreover, by [24, Theorem 5.3] , if U is a supersolution of (3.2), then u satisfies
Let U * and U * respectively denote the upper and lower semicontinuous envelopes of any locally bounded function U on R n .
Definition 3.4 (Viscosity solutions of the obstacle problem).
A locally bounded function U on R n is called a viscosity subsolution of (1.3) if whenever there exist ϕ ∈ C 2 (R n ) and x 0 ∈ R n such that ∇ϕ(x 0 ) = 0 and U * − ϕ attains a (strict) maximum in R n at x 0 , we have either
A locally bounded function U on R n is called a viscosity supersolution of (1.3) if U * ≥ u 0 in R n , and whenever there exist ϕ ∈ C 2 (R n ) and x 0 ∈ R n such that ∇ϕ(x 0 ) = 0 and U * − ϕ attains a (strict) minimum in R n at x 0 , we have
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Quasiconvexification of supersolutions
For our later applications, we introduce the following process of convexification of level sets. The idea was mentioned in [39] . More precisely, for any lower semicontinuous supersolution U of (1.3) and for any c ∈ R, we take sublevel set
Clearly K c is contained in the convex sublevel set of u 0 due to the assumption that U ≥ u 0 ; we denote by conv(K c ) the convex hull of K c . If the set of all convex combinations is not closed, let conv(K c ) be its closure. Moreover, we take
so that it is right continuous in c. It is easily seen thatK c is convex, conv(K c ) ⊂K c for every c ∈ R, andK
Note also that c∈RK c ⊃ c∈R K c = R n . We therefore can define the quasiconvex envelope U :
In what follows, we show that U is lower semicontinuous and
The following elementary result appears in [12, Proposition 4.10] . For the reader's convenience, we present its proof in detail.
Lemma 4.1 (Properties of functions with prescribed level sets). Suppose that
and (4.6)
For any x ∈ R n , let
Then Y : R n → R is a lower semicontinuous function and satisfies
Proof. We first remark that Y (x) > −∞ for any x ∈ R n due to the assumptions that S λ is monotone and λ∈R S λ = ∅. We next show that Y is lower semicontinuous. We aim to show that for any x 0 ∈ R n and any sequence
lim inf
. It is not difficult to see that there exists a subsequence, still denoted by
It follows from the definition (4.7) that there exists ε k ≤ ε such that
which, together with the monotonicity (4.5), yields
for all k large. By the closedness of any S λ , we have x 0 ∈ S a+2ε , which implies that Y (x 0 ) ≤ a + 2ε. Sending ε → 0, we obtain (4.9). It remains to show (4.8). It is clear that
holds for any λ ∈ R. The reverse implication is an immediate consequence of (4.6). Indeed, suppose that
Then for ε > 0 arbitrarily small, x 0 ∈ S λ 0 +ε . In other words, we have x 0 ∈ ε>0 S λ 0 +ε . We conclude the proof by applying (4.6) to the right hand side of the last relation.
Lemma 4.2 (Quasiconvexification preserves Lipschitz continuity). Assume that U is Lipschitz in R
n . Let U be the quasiconvex envelope of U , as defined in (4.3). Then U is also Lipschitz with the same Lipschitz constant.
Proof. Suppose that the Lipschitz constant of U is L > 0. It is equivalent to saying that for any fixed c 1 , c 2 ∈ R with c 1 < c 2 and any
We next take an arbitraryx ∈ conv(K c 1 ). Suppose that there exist x j ∈ conv(K c 1 ), j = 1, 2, . . ., satisfying x j →x as j → ∞, and for every x j , there exist m j ∈ N and sets {λ
by the closedness of conv(K c 2 ). Taking the right limits as in (4.2), we conclude that B r (x) ⊂K c 2 for all x ∈K c 1 and any c 1 < c 2 .
For any x ∈ R n , y ∈ B r (x), and any r > 0, if we take c 1 = U (x) and c 2 = c 1 +Lr, the relation above combined with (4.4) yields
which is the Lipschitz continuity we aimed to prove.
We next show that the quasiconvexification preserves the supersolution property of (1.3) when u 0 is coercive.
Lemma 4.3 (Quasiconvexification preserves coercive supersolutions).
Assume that u 0 is Lipschitz, quasiconvex, and coercive. Let U be a supersolution of (1.3). Assume that U is the function defined as in (4.3) . Then U is also a supersolution of (1.3).
Our proof relies on a result in [4] , which states that the convex envelope u of any supersolution u to a fully nonlinear elliptic equation in R m is still a supersolution if the elliptic operator is concave in the Hessian. Formally speaking, the idea of showing this result is to use the minimality of
at a particular tuple (ξ 0 , which leads to the desired inequality for u . The rigorous proof is implemented using test functions of u and applying the Crandall-Ishii lemma [18] . Consult [4] for more details.
We essentially adopt the result above for all of the level sets of U . In fact, in view of [24, Theorem 5.3] , we can show that the slice of U at any level, written in the graph expression, satisfies (4.10)
− div ∇u
It is clear that the elliptic operator is concave in ∇ 2 u. See [17, 33] for similar methods in different contexts. Existence of the minimizers ξ 0 i is guaranteed by the coercivity assumption on u 0 . When n = 2, we however can remove this assumption via approximation by slightly increasing the curvature near space infinity.
Proof of Lemma 4.3. Let us first show that U ≥ u 0 . We here recall that K c is the sublevel set of U for the level c ∈ R, as defined in (4.1), conv(K c ) is its convex hull, andK c is the right continuous envelope given by (4.2) .
Using the facts that U ≥ u 0 and that u 0 is convex, we obtain the following relation:
Moreover, since
which, by Lemma 4.1, amounts to saying that
We next show that U is a supersolution of (3.1). Suppose that there exists ϕ ∈ C 2 (R n ) such that U −ϕ attains a strict minimum 0 atx ∈ R n with ∇ϕ(x) = 0. Without loss of generality, we may assume thatx = 0 and ϕ(x) = 0.
It follows that in the neighborhood (−δ, δ) n with δ > 0 sufficiently small, the level set {x ∈ R n : ϕ(x) = 0} can be expressed as the graph of a function x n = φ(x ), where x = (x , x n ) ∈ R n . In addition, we have
It is then easily seen that u − φ attains a strict minimum at 0 ∈ R n−1 , where u denotes the function whose graph is the level set of U , namely,
for any x = (x , x n ) ∈ R n . We define the value u (x ) to be ∞ if the set on the right hand side is empty.
In view of (4.2), the sublevel setsK 0 are approximated by conv(K c ) with c > 0 in a monotone manner. By Dini's theorem, it follows that the function We fix such a small c > 0. Note that x c = (x c , u c (x c )) lies on the boundary of conv(K c ) and conv(K c ) is supported by a hyperplane P c , whose normal is given by ∇ϕ(x c , φ(x c )). Moreover, since (4.11) holds and u 0 is quasiconvex and coercive, there exist
Note that, similarly to (4.12), the boundary of K c can also be expressed as the graph of a functionũ c , which, by [24, Theorem 5.3] , satisfies (4.10) in the viscosity sense at ξ j , j = 1, 2, . . . , n. Here ξ j stands for the first n − 1 components of ξ j .
We next apply [4, Propositions 1, 3] to deduce that u c also satisfies (4.10) in the viscosity sense at x c ; that is, We remark that the quasicoercivity assumption on u 0 is not needed in two dimensions. It is however not clear to us whether this condition can be removed in higher dimensions.
Lemma 4.4 (Quasiconvexification preserves supersolutions in two dimensions).
Let n = 2. Assume that u 0 is Lipschitz and quasiconvex. Let U be a supersolution of (1.3) . Assume that U is the function defined as in (4.3) . Then U is also a supersolution of (1.3).
The proof is essentially the same as that of Lemma 4.3. However, at the last stage when proving that u c satisfies (4.10) in one dimension, we do not need the coercivity assumption to show the existence of the minimizers ξ j . Instead, we use the following result (with u =ũ c and u = u c ), which is based on a method in [4, Proposition 2] for the one dimensional case. 
Let u be the convex envelope of u in R. Then u is also a supersolution of (4.15) in R.
We postpone the technical proof to Appendix A. We remark that the argument used in the proof does not seem to apply to (4.10) in general dimensions.
We conclude this section by mentioning an interesting fact that convex hulls themselves can also be characterized as solutions to nonlinear obstacle problems; see [31, 50] .
The minimal supersolution
In this section, we discuss several properties of V defined as in (1.5). We first prove that it is a solution of (1.3) by adapting Perron's method and then discuss its regularity under the quasiconvexity assumption. We also show that uniqueness of solutions of (1.3) fails in general.
Existence of solutions.
We first see that the collection of all supersolutions of (1.3) is nonempty. We actually construct a family of supersolutions in the proof of the following lemma. Proof. Fix λ ∈ [n − 1, ∞). Recall that the Lipschitz constant u 0 is L 0 > 0. We then set a function W λ : R n → R to be
It is easily seen that W λ is convex and
for any x ∈ R n . It is also not difficult to verify that W λ solves (3.2) in the viscosity sense with k = (n−1)/λ. It therefore follows that W λ is a supersolution of (1.3).
Theorem 5.2 (Existence of solutions to the obstacle problem). Assume that
We only sketch the proof, since it streamlines the standard argument of Perron's method for existence of solutions to general fully nonlinear equations [34] .
Sketch of proof of Theorem 5.2. We first show that V * is a supersolution. By definition, it is clear that V * ≥ u 0 . Suppose next that there existx ∈ R n and ϕ ∈ C 2 (R n ) such that V * − ϕ attains a strict minimum atx with ∇ϕ(x) = 0. Then we may find x m ∈ R n and U m , a sequence of supersolutions of (3.1), such that x m →x and U m − ϕ attains a local minimum at x m . It follows from the definition of supersolutions, applied to U m , that
Sending m → ∞, we obtain the same inequality atx, as desired. We next show that V * is a subsolution of (3.1). Suppose by contradiction that there existx ∈ R n and ϕ ∈ C 2 (R n ) such that V * (x) > U(x), and ϕ touches V * from above only atx with ∇ϕ(x) = 0 and
for some r > 0 small. Take η > 0 sufficiently small such that
It is not difficult to see that U is a supersolution and U − V takes a negative value nearx, which is a contradiction to the minimality of V .
As an immediate consequence of Lemmas 4.3 and 4.4, the minimal supersolution V is quasiconvex if u 0 is quasiconvex under the additional assumption that either u 0 is coercive or n = 2.
It turns out that uniqueness of solutions to the obstacle problem is a more difficult issue. In fact, one cannot expect that the minimal supersolution V is the unique solution of (1.3) in general; see Section 5.3.
5.2.
Lipschitz regularity of the minimal supersolution. As will be shown in the next section, general uniqueness of solutions to (1.3) cannot be expected, which forces us to use the minimal supersolution (1.5) in our analysis below. One advantage of considering the minimal supersolution lies in its Lipschitz regularity.
Lemma 5.3 (Construction of supersolutions via distance functions).
Assume that U is a quasiconvex supersolution of (3.2). For c ∈ R, take K c as in (4.1) and assume
Proof. Suppose that G is touched by a C 2 function ϕ from below atx with ∇ϕ(x) = 0. In view of basic properties of the distance function, we can findŷ ∈ ∂K c such that
Without loss, we assumex −ŷ = |x −ŷ|(0, 0, . . . , 0, −1), which allows us to express the level set {x ∈ R n : ϕ(x) = ϕ(x)} locally as the graph of a function x n = φ(x ) with x = (x , x n ). We also denotex = (x ,x n ). It suffices to show that (4.13) holds atx .
To this end, note that ∂K c and the boundary of
can also respectively be regarded as graphs of functions of x locally aroundŷ and x. We respectively write these functions u and g. It is easily seen that both u − g and g −φ attain local minima atx , which yields that u−φ attains a local minimum atx . Since u is a supersolution of (5.5), we thus have that (4.13) holds atx . 
The proof is complete, since x 0 ∈ R n is arbitrary.
Nonuniqueness of solutions.
Although the existence result for (1.3) is standard, the uniqueness issue is quite different. In fact, the uniqueness of solutions to (1.3) fails in general, due to the lack of our tests on the singularity, where ∇U = 0 holds. A simple example is given below.
It is not difficult to verify that U c are all Lipschitz solutions of (1.3). Note that the region where U c = c is often called a facet in the literature (cf. [10, 23, 25] ) on the study of crystalline curvature flows. The minimal viscosity supersolution V however is U 1 in this case; see Figure 1 for the graphs of V (= U 1 ) and U 2 . Figure 1 . Both U 1 and U 2 are solutions of (1.3).
Since we do not require continuity of solutions in the definition, the following discontinuous functions are also solutions of (1.3):
for any c > 1 and 0 < r < 1. By direct verifications, we can show that U c,r is a lower semicontinuous supersolution of (1.3) while U * c,r is an upper semicontinuous subsolution of (1.3).
Example 5.6. The example above can be easily modified to show that general uniqueness for (1.3) fails also for a noncoercive function u 0 . Suppose that
Then the minimal viscosity supersolution as defined in (1.5).
is a solution of (1.3) for every c ∈ R.
The nonuniqueness issue is caused by the facet region, where ∇U = 0 and the conventional tests of viscosity solutions are lost. On the other hand, it would be interesting if one could find different notions of solutions to (1.3) so as to guarantee the uniqueness.
One possible option is to study (1.3) by using a variational approach as described below. Let us simplify our setting by assuming that u 0 ≥ 0 in R n and that the least supersolution V as given in (1.5) coincides with u 0 outside a compact set in R n ; namely, there is R 0 > 0 such that
We consider a variational problem in the following admissible class of functions for any R > R 0 :
Fix such R > R 0 and minimize, among all w ∈ A R , the functional
It turns out that any minimizer U of J R satisfies at least formallŷ
which is essentially equivalent to (1.3). Although such variational interpretation makes sense for our obstacle problem, it may select a solution other than the minimal one as given in (1.5). Indeed, applying this interpretation to Example 5.5, we see that
for any R > c ≥ 1, which suggests that when R > 2 the "optimal" radially symmetric solution of (1.3) with u 0 = | · | in R 2 should not be the minimal supersolution V but U c with c = 2, i.e.,
This example somehow indicates that viscosity solutions and variational solutions do not agree in the current case, even though the equivalence is well known for a pLaplacian with 1 < p < ∞ [37, 38] , which holds in the context of obstacle problems as well [16, 44] . We remark that it is also possible to identify the quantity div(∇U/|∇U |) for a facet region (∇U = 0) as the so-called nonlocal mean curvature. As shown in [25, Example 2.14], the nonlocal curvature of U c (x) for any x ∈ R 2 with |x| < c is 2/c, which yields
provided that U c is a solution of (1.3). We again obtain c = 2, which agrees with the variational approach above. In fact, the nonlocal mean curvature itself is defined in terms of a variational problem; see [25] for more details.
5.4. C 1,1 regularity of level sets. Although Lipschitz continuity is the best we can expect for the regularity of V , the level sets of V enjoy C 1,1 regularity because of their convexity. Our proof is similar to an argument in [32, Theorem 4] .
Consider the sublevel set K c as in (4.1) of a quasiconvex supersolution U of (3.1). For everyx = (x ,x n ) ∈ ∂K c , suppose that ∂K c nearx can be viewed as the graph of the equation nearx . For our convenience, we still use the notation "∇" and "div" to denote respectively the gradient and divergence, but here they should be understood as operators in R n−1 rather than in R n .
Theorem 5.7 (C 1,1 regularity for level sets of quasiconvex supersolutions). Assume that U is a Lipschitz quasiconvex supersolution of (3.1). Let K c be the sublevel set as defined in where λ > 0 depends on the Lipschitz bound L of u in B δ (x ). On the other hand, due to the convexity of u again, we have
where I denotes the (n − 1) × (n − 1) identity matrix. It follows that
One may interpret the estimate (5.6) in the viscosity sense. Indeed, suppose that there exist y ∈ B δ (x ) and φ ∈ C 2 (B δ (x )) such that u−φ attains a strict minimum at y . Then by Jensen's lemma (cf. [18, Lemma A. 4]), we can find y j ∈ B δ (x ) and p j ∈ R n−1 with y j → y and p j → 0 as j → ∞ such that u is twice differentiable at
In view of (5.6), this yields
Thus (5.6) holds also in the viscosity sense. We thus obtain C 1,1 regularity, since the viscosity inequality (5.6) implies semiconcavity; i.e., u(
In two space dimensions, we can get more precise results on the geometry of level sets.
Proposition 5.8 (Geometric observations for supersolutions).
Let U be a lower semicontinuous, quasiconvex supersolution of (3.1) with n = 2. Let K c be the sublevel set given as in We claim that there exists a function φ ∈ C 2 (I δ ) (essentially a small piece of arc on the tangential unit circle) satisfying
and u ≤ φ in I δ for δ sufficiently small. Suppose by contradiction that it is not the case; i.e., for any function φ that satisfies (5.8) and any δ > 0 small, there existsx 1 ∈ I δ such that u(x 1 ) > φ(x 1 ). It is then possible to slightly change φ by rescaling or simply adding a proper quadratic function such that we obtain
without changing any other conditions above. We then perturb φ by taking
where ε ∈ R with |ε| small enough such that
, there must exist a local minimizer x ε 1 of z − φ ε in the interior of I σ . It follows from (4.15) that
Passing to a subsequence, we have a limiting point of x ε 1 in I δ , where (4.15) holds. This is a contradiction to (5.9). In order to show (2), we combine our local observations above. LetB 1 denote the unit open disk in R 2 that is tangential to ∂K c at x and on the same side as K c .
Let us use the arc-length parametrization γ ∈ C 1,1 (R) of ∂K c starting fromx. Since γ is twice differentiable almost everywhere, let κ denote the curvature |γ |. It is clear that κ ≤ 1 a.e. on R, thanks to our local analysis above.
Suppose by contradiction thatB 1 \ K c = ∅. Without loss we may assume that there exist τ > 0 such that γ(τ ) ∈ ∂B 1 ∩ ∂K c , γ(s) / ∈B 1 for all s ∈ (0, τ ), and γ(s) ∈B 1 for s > τ but close to τ .
If γ (τ ) is not parallel to the tangential direction ofB 1 , then the difference of tangential angles at γ(0) and γ(τ ) iŝ τ 0 κ(s) ds > τ, which yields a contradiction to the fact that κ ≤ 1 a.e. on (0, τ ).
If, on the other hand, γ (τ ) is the tangential direction ofB 1 , then we may apply the same local argument at γ(τ ) as above to deduce a contradiction again.
Large exponent behavior
Our main theorem is as follows. In order to prove Theorem 6.1, we show locally uniform boundedness of u α so that we can define the relaxed limits u and u as in (1.6), which are clearly both Lipschitz in space and bounded in time. Also both of u and u are quasiconvex in space for all time.
In what follows, we show that, for any t > 0, u(·, t) is a supersolution of (1.3). We will prove later that u(·, t) is bounded from above by any supersolution of (1.3). 
By the comparison principle in Theorem 2.2, we obtain u α ≤ w α in R n × (0, ∞) for all α > 0 large. On the other hand, thanks to Theorem 2.4 and Remark 2.5, we have u α ≥ u 0 for any α > 0. These amount to saying that u α (x, t) is bounded locally in R n × [0, ∞) uniformly in α. Hence, it is valid to define u and u as in (1.6).
Proposition 6.3 (Verification of the supersolution of obstacle problem). Assume that u 0 is Lipschitz and quasiconvex in R
n . Let u α be the unique solution of (PCF ) and let u be defined as in (1.6) 
. Then for any t > 0, u(·, t) is a viscosity supersolution of (1.3).

Proof. By Remark 2.5, we have u(·, t) ≥ u 0 for any t ≥ 0. It then suffices to show that u(·, t) is a supersolution of (3.1).
Pick t 0 > 0 arbitrarily. Assume that u(·, t 0 ) − ϕ attains a strict minimum at x 0 ∈ R n with ∇ϕ(x 0 ) = 0. Let us fix m > 0 arbitrarily. Then in view of the local boundedness of u in time, for any a > 0 large,
attains a minimum at (x a , t a ). By the Lipschitz continuity of u in space, it is not difficult to see that x a is bounded uniformly in a and t a → t 0 as a → ∞. We therefore have x a → x 0 due to the lower semicontinuity of u and the strictness of minimality of u(·, t 0 ) − ϕ at x 0 . It then follows that for every b > 0,
attains a minimum at (x α , t α ) with (x α , t α ) → (x a , t a ) as α → ∞. We now apply the definition of supersolutions of (1.1) and obtain
Since p α is bounded away from 0 uniformly in α large, letting α → ∞, we have lim sup 6.2. The least supersolution. We next show that u is actually below any supersolution of (1.3).
Proposition 6.4 (Verification of the minimality).
Assume that u 0 is Lipschitz and quasiconvex in R n . Let u α be the unique solution of (PCF ) and let u be defined as in (1.6) . Assume in addition that either n = 2 or u 0 is coercive. Then for any supersolution U of (1.3) and t > 0, u(·, t) ≤ U in R n .
The key to our proof is to construct another bounded supersolution of (1.1) that is more precise than the one given in (6.1).
Lemma 6.5 (Construction of strict supersolutions).
Assume that U is a lower semicontinuous quasiconvex supersolution of (1.3). Let K c = ∅ be the sublevel set of U as given in (4.1) for c ∈ R and let G be the function defined in (5.2) with L > 0. Then for any σ > 0 small, the function G σ = max{G, σ} satisfies 
The relation above actually holds for all σ > 0 andx ∈ Γ σ due to the fact that K c is convex, and therefore there always exists a unique closest pointŷ on ∂K c . It follows that when σ > 0 is small
we have
when σ is taken small. This estimate is again independent of the location ofx. As in the proof of Lemma 5.3, writingx = (x ,x n ) and assuminĝ
we can represent ∂K c and Γ σ locally aroundŷ andx respectively in terms of graphs of C 2 functions in a neighborhood ofx . We respectively denote these functions as u and g σ .
Since
is the mean curvature of Γ σ atx, (6.3) implies that
for all x nearx . Hence, by reducing the level set equation to the graph formulation, we get (6.2) atx ∈ Γ σ in the viscosity sense. Forx ∈ R n where G(x) > σ, applying Lemma 5.3 with k = 1 − σ/2nL, we get (6.2) again atx in the viscosity sense. In the case that G(x) < σ, it is easily seen that ∇G σ (x) = 0, and therefore (6.2) atx holds again by Definition 3.1.
When ∂K c is not of class C 2 but only of class C 1,1 , we obtain (6.2) in the viscosity sense via approximations of C 2 level sets by regularizing ∂K c . We omit the detailed proof here, since it is based on stability theory for the graph equation (6.4) .
Proof of Proposition 6.4. We may assume that U is quasiconvex; otherwise, by Lemmas 4.3 and 4.4, we can replace U with its quasiconvex envelope U .
Fix arbitrarily x 0 ∈ R n and set c = U (x 0 ). Let G be the supersolution of (3.1) constructed in Lemma 5.3 with L = L 0 , where L 0 is the Lipschitz constant of u 0 . Also, let G σ = max{G, σ} as in Lemma 6.5 and take
It is clear that
Moreover, by Lemma 6.5, it is easily verified that the function
is a supersolution of (1.1) with
Passing to the limit as σ → 0, we have
for any t > 0, as desired.
Our proof above relies much on the C 1,1 regularity of sublevel sets of U . The regularity will not be needed in the proof of Theorem 6.1 provided that u 0 is coercive, as shown in Proposition 6.7 below.
by the comparison principle for (1.1). Note that a straightforward verification yields
Passing to the limit of (1.1) as α → ∞ and then σ → 1, we are led to
6.4. Positive mean curvature flow. By Proposition 6.7, we find that in the proof of Theorem 6.1, we used the quasiconvexity of u 0 only to get monotonicity of
This monotonicity however can be easily obtained for the modified equation Here we remark that the corresponding stationary obstacle problem originally should be
However, it is easily observed that U satisfies, in the viscosity sense,
if and only if (3.1) holds. Hence, the limit V is still the least supersolution of (1.3). We omit the proof of Theorem 6.8, since it simply combines the arguments in Propositions 6.3 and 6.7. It is worth mentioning that in this case the limit V in general no longer has sublevel sets of C 1,1 class due to the absence of quasiconvexity on u 0 . For example, in two dimensions one may choose u 0 to be the distance function to a domain that satisfies the interior unit sphere condition but has a cusp. It is obvious that the minimal supersolution V of (1.3) is u 0 itself, whose sublevel sets are not of class C 1,1 . The situation certainly becomes simpler if u 0 (R n ) itself is Lipschitz and quasiconvex, since both (PCF) and (PCF)' admit the same viscosity solution, quasiconvex in space. Hence, by Theorem 6.1, the solution u α of (PCF)' certainly converges to the minimal solution V as in (1.5).
A discrete game interpretation
Motivated by our convergence argument in Section 6, we present a deterministic game-theoretic interpretation for (the least supersolution of) the obstacle problem (1.3), developing the pioneer work by Kohn and Serfaty [41] on a game approach to mean curvature flow; see also [42] for deterministic games on general parabolic and elliptic equations. The authors of [41, 42] construct a family of discrete games whose value functions u ε converge to the unique solution of the target equation. More recently, a numerical approximation for (PCF)' with 1/3 < α < 1 via deterministic games is addressed in [43] . Note that an obstacle problem on p-Laplacians (1 < p < ∞) in a bounded domain was recently studied in [16, 44] by using stochastic tug-of-war games proposed in [52, 53] ; various boundary problems are studied by deterministic or stochastic games in [7, 8, 13, 19, 28] .
We here provide a deterministic discrete game for the obstacle problem (1.3), involving 1-Laplacian in the whole space. Our idea is based on a combination of the discrete game for power curvature flow and the limit process by letting α → ∞ and ε → 0 at the same time.
In order to simplify our exhibition, we assume that n = 2 and the obstacle u 0 is Lipschitz, coercive, and quasiconvex.
Take arbitrarily x ∈ R 2 and t > 0. Fix α > 3 and let
We next inductively define a sequence of game positions y k , k = 0, 1, 2, . . . , N, with y 0 = x, according to the rules below. At the kth step,
• Player I chooses two unit vectors ξ k and η k , i.e.,
• Once both choices are determined, we move the position y k−1 to
Suppose that Player I aims to minimize the value u 0 (y N ) and Player II attempts to maximize the value. Then we have a value function of the game given by
Then the dynamic programming equation for (PCF)' reads
Theorem 7.1 (A game-theoretic approximation). Suppose that u 0 is Lipschitz, coercive, and quasiconvex in R 2 . For any α > 0, let u α be the value function defined as in (7.1) .
is the least supersolution of the obstacle problem (1.3) (and equivalently (6.10)) with n = 2.
In what follows, we give only a formal proof. Theorem 7.1 can be rigorously proved based on the formal proof below and techniques in the proof of Theorem 6.1.
Suppose that u α is smooth in R 2 × (0, ∞) and u α → u in R 2 × (0, ∞) as α → ∞ in a certain strong sense with ∇u = 0. Part 1. We show that u is a supersolution of (1.3) with n = 2.
It is clear that u α (x, t) ≥ u 0 (x) for any (x, t) ∈ R 2 × [0, ∞), since Player II can keep choosing s = 0 to guarantee this estimate. It follows that u(·, t) ≥ u 0 in R 2 for any t > 0.
Noticing that C α is bounded and
by Taylor expansion on (7.2) we have, at (x, t) ∈ R 2 × (0, ∞),
. Since the first term in the min-max is dominant, Player I should choose ξ perpendicular to ∇u α (x, t); that is, ξ = ∇ ⊥ u α (x, t)/|∇u α (x, t)|, where we denote
Plugging this choice into (7.3), we have
where
By direct calculations, we get max
where the maximum is attained at
Since the dominant term is the first one on the right hand side as α → ∞, passing to the limit, we end up with
which implies that u(·, t) is a supersolution of (1.3) with n = 2 for every t > 0.
Part 2. We next show that the limit u is the minimal supersolution of (1.3) in two dimensions under the coercivity assumption of u 0 .
QING LIU AND NAOKI YAMADA
Following the proof of Proposition 6.4, we prove that u ≤ U for any supersolution U of (1.3) with n = 2. Recall that L 0 is the Lipschitz constant of u 0 .
Let us adopt the truncation similar to (6.5) with M > 0 to get u M α , which is exactly the value function for the game that is played with the objective function min{u 0 , M}.
Recall thatw = w α,σ given in (6.7) satisfies 
when ∇w(x, t − ε 2 α ) = 0. Combining the inequalities above and applying (7.4), we obtain min
Iterating this estimate and comparingw with the game value u α , we have
Letting α → ∞ and then σ → 0, we obtain
for all (x, t) ∈ R 2 × [0, ∞), which yields that for any t > 0,
Analogues for other evolution equations
Besides the positive mean curvature flow, it is likely that the result in Theorem 6.1 can be generalized for a larger class of evolution equations with powers. We here present two other examples.
8.1.
Hamilton-Jacobi equations. Suppose that u α now denotes the unique viscosity solution of
with α > 0 large, where u 0 is again assumed to be bounded and Lipschitz in R n . 
Proof. The proof is only an application of the Hopf-Lax formula for the solution of (HJ):
where, by a direct calculation, the Lagrangian L α in this case can be written as
In other words, we have
Letting α → ∞, we see that u α (·, t) → V in R n for any t > 0, where
It suffices to show that V (x) features the characterization (8.2). It is clear that V ≥ u 0 . Since u 0 is bounded, the supremum in (8.3) can be replaced by a minimum. This implies that for any
where y 1 is a corresponding maximizer in the formula (8.3) on the occasion that x = x 1 . By symmetry, it follows that
which in turn yields −|∇V | + 1 ≥ 0 in R n in the viscosity sense. We next verify that V can be expressed as in (8.2) . Suppose that a bounded lower semicontinuous function U : R n → R satisfies U ≥ u 0 and
Employing a standard viscosity argument, we get
for all x, y ∈ R n . Indeed, if it is not the case, then there exists C > 1 such that for a certain y 0 ∈ R n , x → U (x) − U (y 0 ) + C|x − y 0 | attains a negative minimum in R n at some x 0 . Since x 0 = y 0 , one may apply the definition of viscosity supersolutions of (8.4) and obtain −C + 1 ≥ 0, which is clearly a contradiction.
The relation (8.5) , together with the fact that U ≥ u 0 , implies that
for all x ∈ R n .
8.2.
Heat equations with powers. Similar behavior also occurs in more classical diffusion equations with powers such as
In order for related applications later, let us consider this equation in only one space dimension, i.e., n = 1. Then the problem can be written as in (PH), where the initial value u 0 is assumed to be smooth in R for the moment. Suppose that there is a unique viscosity solution of (PH), denoted again by u α . Let us examine two very special cases.
Case 1 (Blow-up). The solution blows up immediately if
Let us assume (u 0 ) xx ≥ 1 in R. We then have, by the comparison principle,
, where a, b ∈ R are appropriately chosen so that the right hand side serves as a subsolution of (PH) uniformly for all α. It follows that for any (x, t) ∈ R × (0, ∞),
One can apply a similar argument to show that 
then we may use the same method to show that (8.6) holds.
Case 2 (Stationary). The solution limit remains the initial value u 0 if it satisfies
To see this, we notice that
are respectively a supersolution and a subsolution of (PH). We then use the comparison principle again to obtain that
Then the limit of u α as α → ∞ exists, independent of time t. We denote it by V . It follows from the comparison above that V ≡ u 0 in R.
It is more relevant to the present work to consider the case when u 0 is Lipschitz and convex in R. It turns out that in this case we need to study the following obstacle problem: 
U is a viscosity supersolution of (8.7)}.
The stationary case (Case 2 above) can be viewed as a special case of Theorem 8.3 when the least supersolution is the obstacle itself.
We omit the proof of Theorem 8.3, which is similar to that of Theorem 6.1. When proving the minimality of V among all supersolutions of (8.7), we no longer need to assume coercivity of u 0 , since in one space dimension, we can modify the value of any supersolution U of (8.7) near space infinity to make it coercive.
In addition, we remark that in spite of a structure much simpler and more regular than (1.3), one still cannot expect solutions of (8.7) to be unique due to the unboundedness of domain and absence of boundary data, as shown in the example below.
Example 8.4. Let u 0 : R → R be given by
It is not difficult to see that
are both smooth solutions of (8.7); see Figure 2 . Here u 0 is not smooth, but this can be modified without influence on the nonuniqueness of solutions. Besides the above two solutions, we can obtain infinitely many smooth solutions of (8.7) by translating the quadratic function y = x 2 horizontally between U 1 and U 2 . On the other hand, the least solution (supersolution) as in (8.8) is
although V is not of class C 2 but only of class C 1,1 . Figure 2 . Uniqueness of solutions of (8.7) fails in general.
We do not present the proof of Theorem 8.3, since it streamlines that of Theorem 6.1 with even fewer technical difficulties.
We would like to point out an important application of the convergence result in Theorem 6.1, which is closely related to a fast/slow diffusion problem modeling collapse of unstable sandpiles studied in [9, 20] . More precisely, suppose u α is smooth and let q α = u It is known [20] that (even in general dimensions) if q 0 is compactly supported, then for any t > 0, q α (·, t) → Q in R as α → ∞, where Q is a Lipschitz function in R. In other words, the initially unstable sandpile collapses instantaneously, turning to a stable profile Q. The limit function Q can be determined via the following process. Set It turns out that in one space dimension this problem is closely related to our problem on large exponent behavior. Heuristically speaking, when u 0 is Lipschitz and convex and q 0 = (u 0 ) x in R, the limit solution Q (as in (8.12)) of (PP) as α → ∞ solves Q = V x in R, where V is the minimal solution of (8.7) given by (8.8) . We emphasize that, although our result can be viewed as an alternative approach to the limit behavior for (PP), it is different from the situation discussed in [9, 20] , since our initial value u 0 is assumed to be convex and it does not correspond to a compactly supported derivative q 0 .
In the special case that the sandpile profile is initially monotone, i.e., (v 0 ) x ≥ 0 in R, we may find the limit Q in a straightforward manner by characterizing it as V x . We give a simple example below. The functions q 0 and Q are graphed with a dashed curve and a solid curve respectively in Figure 3 .
We can actually generalize this example by letting In this case, we still have u α (x, t) → φ 1 (x) as α → ∞ for any (x, t) ∈ R × (0, ∞) as shown in Theorem 8.3. As a result, one can see that even starting from a general initial sandpile
with φ given above, the stable sandpile configuration remains as Q as in (8.15) .
We remark at the end that our method here provides an alternative approach to study asymptotics for the porous medium equation. In fact, if u 0 is assumed to be convex, the second derivative of u α in space satisfies at least formally the porous medium equation in one space dimension, and our result Theorem 8.3 therefore can be viewed as a reinterpretation of that in [11] . which implies that u ε (ξ ε ) = q(ξ ε ), u ε (η ε ) = p(η ε ).
We thus easily see that
attains a minimum at both ξ ε and η ε . This amounts to saying that (p, 0) ∈ J 2,− u ε (ξ ε ) ∩ J 2,− u ε (η ε ). Since u ε satisfies (A.1) in the viscosity sense, we have (2ε) Noticing that g xx ≤ C 1 in R for some C 1 > 0, we deduce that (2ε) Hence u ε, (x 0 ) → u (x 0 ) as ε → 0 due to the arbitrariness of σ. We therefore apply Dini's theorem to obtain u ε, → u locally uniformly as ε → 0. By the standard stability (cf. [18, Remark 6 .3]), we can show that u satisfies, in the viscosity sense, (A.1), which is equivalent to (4.15).
Remark A.1. The approximation argument applied in the proof above largely relies on the separable structure of the equation (4.15) and the fact that the convex closure of a planar curve consists of line segments outside the contact set. We are not able to use the method to prove the same method in general dimensions, since the higher dimensional structures of the equation and convex envelopes are more complicated.
