We study what we call \Dyadic CART" { a method of nonparametric regression which constructs a recursive partition by optimizing a complexity-penalized sum of squares, where the optimization is over all recursive partitions arising from midpoint splits. We show that the method is adaptive to unknown degree of anisotropic smoothness. Speci cally, consider the \mixed smoothness" classes consisting of bivariate functions f (x 1 ; x 2 ) whose nite di erence of distance h in direction i is bounded in L p norm by Ch i , i = 1; 2. We show that Dyadic CART, with an appropriate complexity penalty parameter 2 Const log(n), is within logarithmic terms of minimax over every mixed smoothness class 0 < C < 1, 0 < 1 ; 2 1.
Introduction
The CART methodology of tree-structured adaptive non-parametric regression 4] has been widely used in statistical data analysis since its inception more than a decade ago. Built around ideas of recursive partitioning, it develops, based on an analysis of noisy data, a piecewide constant reconstruction, where the pieces are terminal nodes of a data-driven recursive partition.
The Best-Ortho-Basis methodology of adaptive time-frequency analysis 5] has, more recently, caught the interest of a wide community of applied mathematicians and signal processing engineers. Based on ideas of recursive-partitioning of the time-frequency plane, it develops, from an analysis of a given signal, a segmented basis, where the segments are terminal nodes in a data-driven recursive segmentation of the time axis.
Both methods are concerned with recursive dyadic segmentation; therefore trees and tree pruning are key data structures and underlying algorithms in both areas. In addition, there is a mathematical connection between the areas.
Sudeshna Adak, currently a graduate student at Stanford University, has pointed out that central algorithms in the two subjects are really the same: namely the optimal pruning algorithm in Theorem 10.7, page 285, in the CART book 4] and in the Proposition on page 717, in the Best-Basis paper 6]. Both theorems assert that, given a function E(T) which assigns numerical values to a binary tree, and its subtrees, and supposing that the function obeys a certain additivity property, the optimal subtree is obtained by breadthrst, bottom-up pruning of the complete tree.
On the other hand, the subjects are also di erent, since in one case (CART) one is searching for an optimal function on a multidimensional cartesian product domain, and in the other one (BOB) is searching for an optimal orthogonal basis for the vector space of 1 ? d signals of length n. This paper will exhibit a precise connection between CART and BOB in a speci c setting | where one is seeking an optimal function/basis built from rectangular blocks on a product domain. In this setting we show that certain speci c variants of the two apparently di erent methodologies lead to identical fast algorithms and identical solutions.
An implication
The connection between CART and Best-Basis a ords new insights about recursive partitioning methods. Recently, Donoho and Johnstone have investigated the use of adaptively chosen bases for noise removal 11] . They have developed so-called oracle inequalities which show that certain schemes for basis selection in the presence of noisy data will work well. By adapting such ideas from the Best-Basis setting to the CART setting, we are able to establish new results on the performance of optimal dyadic recursive partitioning. In particular, we are able to show that such methods can be nearly-minimax simultaneously over a wide range of mixed smoothness spaces.
We assume observations of the form y(i 1 ; i 2 ) = f(i 1 ; i 2 ) + z(i 1 ; i 2 ) 0 i 1 ; i 2 < n; (1.1) where n is dyadic (a integral power of 2), z i 1 ;i 2 is a white Gaussian noise, and > 0 is a noise level. We assume the observations are related to the underlying f by cell averaging; f(i 1 ; i 2 ) = Aveffj i 1 =n; (i 1 + 1)=n) i 2 =n; (i 2 + 1)=n)g:
Our goal is to recover the de-noised cell averages with small mean squared error Ekf ? fk 2 2 = E P i 1 ;i 2 (f(i 1 ; i 2 ) ? f(i 1 ; i 2 )) 2 . About f we will assume that it belongs to a certain class F, and we will compare performance of estimates with the best mean-squared error available uniformly over the class F { i.e. the minimax risk: M ( ; n; F) = inf nite di erence of distance h in direction i. We let MS denote the scale of all such classes, where 0 < p < 1, 0 < 1 ; 2 1 and 0 < C < 1.
Our main result: Theorem 1.1 Dyadic CART (de ned in section 2 below), with the speci c complexity penalty = ( ; log e (n)) de ned in section 7 below ( 2 log e (n)), comes within log- Const( 1 ; 2 ; p) log(n) M ( ; n; F) as n ! 1: (1.4) for each F 2 MS. In short, the estimator behaves nearly as well over any class in the scale MS as one could achieve knowing precisely which smoothness class were true. However, the construction of the optimal recursive partitioning estimator requires no knowledge of which smoothness class might actually be the case. (Indeed, we are unaware of any previous literature suggesting a connection between such smoothness classes and CART). We remark that no similar adaptivity is possible using standard isotropic wavelets or isotropic Fourier analysis. This illustrates a theoretical bene t to using recursive partitioning in a setting where objects may possess di erent degrees of smoothness in di erent directions.
Plan of the Paper
In sections 2 through 6 we develop the connection between CART methods and Best Basis methods. Section 2 de nes Dyadic CART and describes its fast algorithm. Section 3 de nes a library of Anisotropic Haar Bases and describes a fast algorithm for nding a Best Anisotropic Haar basis from given data, where \best" is de ned in the CoifmanWickerhauser sense. In Sections 4 and 5, building on an insight of Joachim Engel (1994), we point out that, with traditional choices of entropy, Best Ortho Basis is di erent from CART, but that with a special Hereditary Entropy the two methods are the same.
In sections 7 and 8 we discuss ideas rst developed in the best basis setting. Section 7 develops oracle inequalities, which show how to select a basis empirically from noisy data to yield a basis that is nearly as good as the ideal basis which could be designed based on noiseless data. Section 8 describes the best-basis problem for mixed smoothness classes, and shows that a certain kind of anisotropic Haar basis is, in a certain sense, a best basis.
In section 9, building on sections 7 and 8, we showthat a certain best-basis de-noising technique introduced by Donoho and Johnstone 11] | which is di erent from CART | is nearly minimax over the scale of mixed smoothness classes. Section 10 establishes our main result for CART by comparing the CART estimator with this best-basis de-noising method, and showing that the two estimates have comparable performance over mixed smoothness spaces. Section 11 discusses comparisons and generalizations.
Dyadic CART
We change notation slightly from (1.1). We suppose we observe noisy 2-dimensional data on a regular square n n array of \pixels", y(i 1 ; i 2 ) = f(i 1 ; i 2 ) + z(i 1 ; i 2 ); 0 i 1 ; i 2 < n; (2.1) where (in a change from the last section) f is the object of interest { an n-by-n array { and z is a standard Gaussian white noise (i.i.d. N(0; 1)). We also introduce a fruitful abuse of notation. We write 0; n) for the discrete interval f0; ; n ? 1g. Thus 0; n) 2 is a discrete square, etc. Here and below we also write i = (i 1 ; i 2 ), so y(i) = f(i)+ z(i), for i 2 0; n) 2 is an equivalent form of (2.1). Finally, we use the variable N = n 2 to stand for the cardinality of the n-by-n array y.
In this setting, the CART methodology constructs a piecewise constant estimatorf of f; data-adaptively, it builds a partition P of 0; n) 2 and ndsf by the rulê f(ijP) = Avefy j R(i; P)g (2.2) where R(i; P) denotes the rectangle of the partition P containing i.
Optimal Dyadic CART
There are several variants of CART, depending on the procedure used to construct the partitition P. In this paper, we are only interested in optimal (non-greedy) dyadic recursive partitioning. With an acknowledged risk of misunderstanding, we call this dyadic CART. We de ne terms.
Dyadic Partitioning. Starting from the trivial partition P 0 = f 0; n) 2 g we may generate new partitions by splitting 0; n) 2 into two pieces either vertically or horizontally, yielding either the partitition f 0; n=2) 0; n); n=2; n) 0; n)g or f 0; n) 0; n=2); 0; n) n=2; n)g. We can apply this splitting recursively, generating other partitions. Thus, let P = fR 1 ; ; R k g be a partition and let R stand for one of the rectangles in the partition. We can create a new partition by splitting R in half horizontally or vertically. If R = a; b) c; d) then let R 1;0 and R 1;1 denote the results of horizontal splitting, i.e. As an example, if we split vertically the rectangle R = R`, say, we produce the k + 1-element partition fR 1 ; ; R`? 1 ; R 2;0 ; R 2;1 ; R`+ 1 ; ; R k g.
A recursive dyadic partition is any partition reachable by successive application of these rules.
Optimal Partitions. CART is often used to refer to \greedy growing" followed by \op-timal pruning", where the partition P is constructed in a heuristic, myopic fashion. For the purposes of this paper, we consider instead the use of optimizing partitions, where the dyadic partition P is constructed as the optimum of the complexity-penalized residual sum of squares. Thus, with
what we will call (again in perhaps a slight abuse of nomenclature) dyadic CART seeks the partitionP = argmin P CPRSS(P; )
The idea of using globally optimal partitions is covered in passing in 4, Chapter 10]. For the moment we let be a free parameter; in section 7 below we will propose a speci c choice.
Dyadic CART di ers from what is usually called CART, in that dyadic CART can split rectangles only in half, while general CART can split rectangles in all proportions. While the extra exibility of general CART may be useful, this exibility is su cient to make the nding of an exactly optimal partition unwieldy. Dyadic CART allows a more limited range of possible partitions, which makes it possible to nd an optimal partition in order O(N) time.
Fast Optimal Partitioning
To describe the algorithm, we introduce some notation.
Rectangles. We use generically I to denote dyadic intervals, i.e. intervals I = a; b) with a = n k=2 j and b = n (k + 1)=2 j with n 2 j and 0 k < 2 j . We use R to denote dyadic rectangles, i.e., rectangles I 1 I 2 .
Parents and Siblings. Two dyadic rectangles are siblings if their union is a dyadic rectangle. This is equivalent to saying that we can write either R i = I i I 0 i = 1; 2; where I 0 ; I 1 ; I 2 are dyadic intervals and I 1 = n 2k=2 j ; n (2k + 1)=2 j ); I 2 = n 2(k + 1)=2 j ; n (2k + 2)=2 j ); (2.7) with 0 k < 2 j?1 ; 0 j < log 2 (n) ? 1: A pair satisfying (2.5) is a pair of horiz-sibs; a pair satisfying (2.6) is a pair of vert-sibs. The union of two siblings is the parent rectangle. Each rectangle generally has two siblings | a vert-sib and a horiz-sib | and two parents | a vert-parent and an horizparent. Parents generally have two sets of children: a pair of horiz-kids and a pair of vert-kids. In extreme cases a rectangle may have only a vert-sib (if it is very wide, such as 0; n) 0; n=2)), or only an horiz-sib (if it is very tall, such as 0; n=2) 0; n)). In some cases a rectangle may have only vert-kids (if it is very narrow, such as 0; 1) 0; n=2)) or only horiz-kids (if it is very short, such as 0; n=2) 0; 1)).
Inheritance. CPRSS has an \inheritance property" which we more easily see by taking a general point of view. Let CART(R) denote the problem of nding the optimal partition for just the data falling in the dyadic rectangle R:
(CART(R))P(R) = argmin ky ?f( jP(R))k 2 2 (R) + #(P(R)):
Here P(R) denotes a recursive dyadic partition of R, and k k 2 2 (R) refers to the sum-ofsquares only of data falling in the rectangle R.
Here is the inheritance property of optimal partitions. Let R be a dyadic rectangle and suppose it has both vert-children and horiz-children. Then the optimal partition of R is either: (i) the trivial partition fRg, or (ii) the union of optimal partitions of the horiz-kidŝ P(R 1;0 ) P (R 1;1 ), or (iii) the union of optimal partitions of the vert-kidsP(R 2;0 ) P (R 2;1 ).
Which of these three cases holds can be determined by holding a \tournament", selecting the winner as the smallest of the three numbers ky ? AvefyjRgk 2 2 (R) ; CART(R 1;0 ) + CART(R 1;1 ); CART(R 2;0 ) + CART(R 2;1 ):
The exception to this rule is of course at the nest scale: a 1-by-1 rectangle has no children, and so the optimal partition of such an R is just the trivial partition fRg.
By starting from the next-to-nest scale and applying the inheritance property, we can get the optimal partitions of all 2-by-1 rectangles, and of all 1-by-2 rectangles. By going to the next coarser level and applying inheritance, we can get the optimal partitions of all 4-by-1, of all 2-by-2 and of all 1 by 4 rectangles. And so on. Continuing in a ne-to-coarse or bottom-up' fashion, we eventually get to the coarsest level and obtain an optimal partition for 0; n) 2 .
There are 2n dyadic intervals and hence 4n 2 = 4N dyadic rectangles. Each dyadic rectangle is visited once in the main loop of the algorithm and there are at most a certain constant number C of additions and multiplications per visit. Total work: C 4 N ops and 16 N storage locations. See the appendix for a formal description of the algorithm.
3 Best-Ortho-Basis
We now turn attention away from CART. We recall the standard notation for Haar functions in dimension 1. Let I be a dyadic subinterval of 0; n) and let I (i) = jIj ?1=2 1 I (i). If I contains at least 2 points, set h I (i) = (1 I (1) Given a complete recursive partition P , the corresponding ortho basis B is constructed as follows. Let NT(P ) be the collection of all rectangles encountered at non-terminal stages of the recursive partitioning leading to P . Let R 2 NT(P ). As R is nonterminal it will be further subdivided in forming P | i.e. it will be split either horizontally or vertically; let s(R) = 1 or 2 according to the splitting variable chosen. Then de ne B as the collection of all such s(R) R and 0;n) 2 :
Theorem 3.1 Let P be a complete recursive dyadic partition of 0; n) 2 While such exponential behavior makes brute force calculation of the optimum in (3.6) practically impossible, judicious application of dynamic programming gives a practical algorithm.
In order to express the key analytic feature of the objective functional, we take a more general point of view, and consider the problem of nding an optimal basis for just the data falling in the dyadic rectangle R. Each complete recursive dyadic partition of R, P (R) say, leads to an anisotropic Haar basis, B(R) say, for the collection of n-by-n arrays supported only in R. Hence we can de ne the optimization problem
Here (y; B(R)) refers to the coe cients in an anisotropic basis for`2(R), andẼ( ) = P dim( ) i=2 e( i ) refers to a relative entropy, which ignores the rst coordinate. We letP (R) denote the corresponding optimal complete recursive dyadic partition of R.
Solutions to BOB(R) have a key inheritance property. Let R be a dyadic rectangle and suppose it has both vert-children and horiz-children. Then the optimal basis of R is generated by a complete recursive dyadic partitionP (R) formed in one of two ways. This partition is either: (i) the union of optimal partitions of the horiz-childrenP (R 1;0 ) P (R 1;1 ), or (iii) the union of optimal partitions of the vert-childrenP (R 2;0 ) P (R 2;1 ). Which of these two cases holds can be determined by holding a \tournament", selecting the winner as the smallest of the numbers BOB(R 1;0 ) + BOB(R 1;1 ) + e 1 ; BOB(R 2;0 ) + BOB(R 2;1 ) + e 2 ; where e i = e( i R ).
The exception to this rule is of course at the nest scale: a 2-by-1 or 1 by 2 rectangle has only one complete recursive partition, and no tournament is necessary to select a \best" one.
By starting from the next-to-nest scale and applying the inheritance property, we can get the optimal partitions of all 4-by-1, of all 2-by-2 and of all 1 by 4 rectangles (omitting again the tournament for 4 by 1 and 1 by 4 rectangles). And so on. Continuing in a ne-to-coarse or`bottom-up' fashion, we eventually get to the coarsest level and obtain an optimal partition for 0; n) 2 .
Once again there are 4n 2 Reconstruct the objectf having coe cients^ in basis B. This is the de-noised object.
11] developed results, to be discussed in section 7, showing that with an appropriate choice of , the empirical basis chosen by this scheme was near-ideal. giving a piecewise-constant reconstruction based on rectangular averages of the noisy data y over rectangles R. Here the partition P = P(y) would be chosen data-adaptively, and once the partition were chosen, the reconstruction would take a simple form of averaging. While we will mention this procedure further below, and use its properties, we mention it now only to show that threshold de-noising in a Best-Ortho-Basis is not identical to CART.
Tree Constraints in the 1-d Haar System
In the context of the ordinary 1-d Haar transform, Joachim Engel (Engel, 1994) has shown that a special type of reconstruction in the Haar system can be related to recursive partitioning. Let, temporarily, y = (y i ) n?1 i=0 and suppose y i = g(i) + Each set of weights satisfying these constraints selects the nodes of a dyadic tree T.
Engel has called such constraints tree-constraints, and shown that reconstructions obeying these constraints may be put in the form of spatial averages.
Theorem 5.1 (Engel, 1994 The optimization problem implicitly de nes an optimal subtreeT(R). The inheritance property: the optimal subtreeT(R) is a function of the optimal subtrees of the children problemsT(R s(R);b ), b = 0; 1. The treeT(R) is either: the empty subtree, or else it haŝ T(R s(R);b ) as subtrees joined at root(T(R)).
It follows by this inheritance property that the optimal subtree may be computed by a bottom-up pruning exactly as in the optimal-pruning algorithm of CART, Algorithm 10.1, page 294 of the CART book. Hence, a minimizing subtree may be found in order N time.
A formal statement of the algorithm is given in the appendix.
Best Basis for Hereditary Reconstruction
We can de ne the quality of a basis for hereditary reconstruction by considering the optimum value of the CPRSS functional over all hereditary reconstructions in that basis. where L is a library of orthogonal bases. This may be motivated in two ways. First, the goal is intrinsically reasonable, as it seeks a best tradeo , over all bases and all subtrees, of complexity #(T) against delity to the data ky ?f B;T k 2 2 . Second, we will prove below that the reconstruction obtained in the optimum basis has a near-ideal mean-squared error.
Fast Algorithm via CART
The \entropy" H (B) is not an additive functional P N i=1 e( i (y; B)) of the coordinates of y in basis B. Therefore the best-basis algorithm of Section 3, strictly speaking, does not apply. Luckily, we can use the fast CART algorithm. By now this is obvious, we summarize this fact formally, though without writing out the proof. The solution of the best-basis problem (6.5) gives, explicitly, an anisotropic basisB and, implicitly by (6.3), an optimal subtreeT; the solution of the CART problem (2.4) gives an optimizing partitionP, and we havefB ;T ( ) =f( jP): Remark 1. Although H (B) is not additive, a fast algorithm for computing it is available | the dyadic CART algorithm of Section 1! This shows that fast Best Basis algorithms may exist for certain non-additive entropies.
Remark 2. Although CART and Best-Ortho-Basis are not the same in general, in this case, with a speci c set of de nitions of Best Ortho Basis and a speci c set of restrictions on the splits employed by CART, the two methods are the same. 7 Oracle Inequalities CART and BOB de ne objects which are the solutions of certain optimization problems and hence are in some sense \optimal". However, we should stress that they are optimal only in the very arti cial sense that they solve certain optimization problems we have de ned.
We now turn to the question of performance according to externally de ned standards, which will lead ultimately to a proof of our main result. This will entail a certain kind of \near-optimality" with a more signi cant and useful meaning.
In accordance with the philosophy laid out in 9], we approach this from two points of view. First, there is a statistical decision theory component of the problem which we deal with in this section; Second, there is a harmonic analysis component of the problem, which we deal with in the following section.
Oracle Inequalities
Once more we are in the model (2.1) and we wish to recover f with small mean-squared error. We evaluate an estimatorf =f(y) by its risk R(f; f) = Ekf(y) ? fk 2 2 :
Suppose we have a collection of estimators^ = ff( )g; we wish to use the one best adapted to the problem at hand. The best performance we can hope for is what call the ideal risk R (^ ; f) = inffR(f; f) :f 2^ g:
We call this ideal because it can be attained only with an oracle, who in full knowledge of the underlying f (but not revealing this to us) selects the best estimator for this f from the collection^ .
We optimistically propose R (^ ; f) as a target, and seek true estimators which can approach this target. It turns out that in several examples, one can nd estimators which achieve this to within logarithmic terms. The inequalities which establish this are of the form R(f ; f) Const log(N) ( 2 + R (^ ; f)) 8f which Donoho and Johnstone 10, 11, 12] call oracle inequalities, because they compare the risk of valid procedures with the risk achieveable by idealized procedures which depend on oracles. They showed thatf obeys the oracle inequality R(f ; f) 2 log(N) ( 2 + R (^ ; f)) 8f as soon as N 4. In short, simple thresholding comes within log-terms of ideal keep-or-kill behavior.
The reader will nd it instructive to note that the estimatorf can also be de ned as the solution of the optimization problem min w2f0;1g N ky ?f(y; w)k 2 + N #fi : w i 6 = 0g
This is, of course, a complexity-penalized RSS, with penalty term N . Thus the near-ideal estimator is the solution of a minimum CPRSS principle. Consider now the dyadic CART estimatorf de ned with exactly as speci ed in the best-basis de-noising setting of the last subsection. So for > 8, set = ( (1 + p 2 log e (4N))) 2 . We prove the following in the appendix. Theorem 7.2 For all N 1, the dyadic CART estimator obeys the oracle inequality R(f ; ; f) Const log(N) ( 2 + R (Ideal CART; f)) 8f
In short, empirical dyadic CART (with an appropriate entropy) comes within log-terms of ideal dyadic CART. Assuming that F is a subset of L 2 , 0 ( ) 2.
From this point of view a \best basis" for F is any basis B which minimizes the critical exponent:
( (F; B )) = min B ( (F; B)):
In such a basis the rearranged coe cients will be the most rapidly decaying, among all ortho bases.
Best Anisotropic Bases
With this background, it is interesting to ask about the decay properties of coe cients in di erent spatially homogeneous anisotropic bases. We might hope to identify a basis B as a function of j.
There is an obvious limit on how well this can be done. Consider optimizing (8.6) subject to only the constraints j 1 (j) + j 2 (j) = j and j i 0, i.e. without imposing the requirement that the j i be integers, or be sequentially chosen. The solution is j 1 (j) = 2 =( 1 + 2 ) j and j 2 (j) = 1 =( 1 + 2 ) j, achieving an optimally small value of 2 ?j ;
in (8.6). We cannot hope to do better than this, once we re-impose the constraints associated with a sequential partition. But we can come close.
De nition 8.5 For a given pair of \exponents" 1 ; 2 obeying 0 < i 1, we call an optimal sequential partition of j a sequential partitioning (j 1 ; j 2 ) obtained as follows:
1. Start from j 1 (0) = j 1 (0) = 0. 
The proof is a consequence of three lemmas, all of which are proved in the appendix.
The rst gives an evaluation of the critical exponent for BAB( 1 ; 2 ). 9 Near-Minimaxity of BOB As a result of the harmonic analysis in section 8 and the ideas in 8], we know that BAB( 1 ; 2 ) is the best basis in which to apply ideal keep-or-kill estimates. This is the key stepping stone to our main result.
In this section we show that the risk for ideal keep-or-kill in BAB( 1 ; 2 ) is within constants of the minimax risk over each F 1 ; 2 p (C). From the oracle inequality of section 7.2, we know that empirical basis selection, as in (4.1)-(4.3) , which empirically selects a basis and applies thresholding within it, will always be nearly as good as ideal keep-or-kill in BAB( 1 ; 2 ) { even though it makes no assumptions on 1 or 2 . This means that empirical best-basis de-noising obeys a near-minimaxity result like Theorem 1.1. Const( 1 ; 2 ; p) log(n) M ( ; n; F) as n ! 1:
for each F 2 MS.
The key arguments to prove Theorem 9.1 are given in sections 9.1 and 9.4 below. Our main result { Theorem 1.1 { will be proved in section 10 by using some of those results a second time.
Lower Bound on the Minimax Risk
We rst study the minimax risk and show that it obeys the lower bound M ( ; n; F To make e ective use of this, we seek cubes of su ciently high dimension and prescribed sidelength. The following lemma is proved in the Appendix. Combining these two lemmas gives the lower bound (9.2).
Equivalent Estimation Problems
Sections 2-7 of this paper work in a setting of n by n arrays. Section 8 works in a setting of functions on the continuum unit square. Theorem 9.1 is based on a combination of both points of view. From the viewpoint of Sections 2-7 one would naturally consider applying CART and BOB estimators to data y i , i 2 0; n) 2 . Suppose instead that we de ne the rescaled datã y i = N ?1=2 y i ; i 2 0; n) 2 ;
and also de ne = =n = = p N. The results we get in applying (appropriately calibrated)
CART or BOB to such data are (obviously) proportional to the results we get in applying the same techniques to the unscaled data.
There is a connection between these rescaled data and data about the function f on the continuum square. Let R denote both a dyadic rectangle of 0; n) 2 Hence the discrete-basis analysis of rescaled dataỹ i has the interpretation of giving noisy measurements about the continuum coe cients of f { and vice versa. Moreover, suppose that P is a complete dyadic recursive partition of the discrete grid 0; n) 2 (9.6) and so the mean-squared error in the coe cient domain gives us the mean-squared error for recovery of pixel-level averages in the other domain.
Discrete and Continuous Partitionings
Consider now BAB( 1 ; 2 ) for a given 1 ; 2 pair. This corresponds to an in nite sequence of families R(j), each family partitioning the continuum square 0; 1] 2 by congruent rectangles of area 2 ?j . Such a sequence of partitions usually does not have, for its initial segment log 2 (N) members, a sequence of partitions which can be interpreted as a sequence of partitions for the discrete square 0 i 1 ; i 2 < n. A sequence of partitions for the discrete square also has the constraint that out of the rst log 2 (N) splits, exactly half will be vertical and half horizontal. Put another way, if we consider some BAB, those rectangles which are not too narrow in any direction { i.e. where each sidelength exceeds 1=n { also correspond to rectangles in a complete dyadic recursive partition of the discrete square 0; n) 2 . But there exist BAB (for example those with min( 1 ; 2 ) close to zero and max( 1 ; 2 ) close to one) which, at some level j between log 2 (n) and log 2 (N), have already split in a certain direction more than log 2 (n) times. Consequently, the continuum BAB is not quite available in the analysis of nite datasets.
On the other hand, in the analysis of nite datasets, there are available bases which achieve the same estimates of coe cient decay as in the continuum case. The proof is simply to inspect the proof of Corollary 8.7 and notice that the constraint preventing allocation of \balls" to certain \boxes" means that in certain expressions one can replace terms like max(2 ?j 1 (j) 1 ; 2 ?j 2 (j) 2 ) by the even smaller min(2 ?j 1 (j) 1 ; 2 ?j 2 (j) 2 ):
Upper Bound on Ideal Risk
We now study the ideal risk and show that it obeys an upper bound similar in form to the lower bound of section 9.1. Starting now, let BAB ( 1 ; 2 ) denote the modi ed basis described in the previous subsection. ( 2 ) r ; 0 < < 0 : (9.8) Proof. As in 13] consider the optimization problem m j ( ; ) = max k k 2 2 subject to k k`1 k k`p ; 2 R 2 j :
By Parseval (9.6) the best possible risk for a purely keep-kill estimate is 2 + P min( 2 R ; 2 ). Also, by Lemma 9.5, there are constants j = j (C) so that for f 2 F 1 ; 2 p (C), (
The largest risk of ideal keep-kill is thus 
Near-Minimaxity of Best-Basis De-Noising
We have so far shown that the ideal risk is within constant factors of the minimax risk. Invoking now the oracle inequality of Theorem 7.1, the worst-case risk of the BOB estimator f does not exceed the ideal risk { and hence the minimax risk { by more than a logarithmic factor. This completes the proof of Theorem 9.1. Now consider the cover S de ned by: S = f (j; R) 0 j j 0 (j; R) j > j 0 and (j; R) has a descendant in Sg: By construction, S contains the hereditary cover (it contains terms at j < j 0 which the hereditary cover might not), and so bounds on the size of S apply to S also. Now 
Discussion
We collect here some nal remarks.
Clari cations
We would like to clearly point out that the way that the term \CART" is generally construed { as \greedy growing" of an exhaustive partition followed by \optimal pruning" in the implicit basis { is not what we have studied in this paper. Also, the data structure we have assumed { regular equispaced data on a two-dimensional rectangular lattice { is unlike the irregularly scattered data often assumed in CART studies. It would be interesting to know what properties can be established for the typical \greedy growing" non-dyadic CART algorithm, in the irregularly scattered data case.
To minimize misunderstanding, let us be clear about the intersection between CART and BOB. CART is a general methodology used for classi cation and discrimination or for regression. It can be used on regular or irregularly spaced data and it can construct optimal or greedy partitions within the general framework. Best-Ortho-Basis is a general methodology for adaptation of orthogonal bases to speci c problems in applied mathematics. It can be used in constructing adaptive time frequency bases, and also (we have seen in this paper) in constructing adaptive bases for functions on cartesian product domains. We have shown that the methods have something in common, but, strictly speaking, only intersect under a very speci c choice of problems area and entropy. Further discussion about patent lawsuits is unwarranted and pointless.
Extensions
Somewhat more general results are implicit in the results established here.
First, one can consider classes F 1 ; 2 p 1 ;p 2 (C 1 ; C 2 ) of functions obeying kD i h fk p i C i h i ; i = 1; 2: The classes we have considered here in this paper are the special cases C 1 = C 2 = C and p 1 = p 2 = p. Parallel results hold for these more general classes, and by essentially the same arguments, with a bit more book-keeping. We avoided the study of these more general classes only to simplify exposition.
Second, the log-terms we have established in Theorems 1.1 and 9.1 can be replaced by somewhat smaller log-terms. More speci cally, in cases where the minimax risk scales like N ?r the method of proof given here actually shows that the worst-case risk of dyadic CART is within a factor O(log(n) r ) of minimax. As 0 < r < 1, this is an improvement in the size of the log term.
Important Related Work
We also mention some related work that may be of interest to the reader.
Complexity Bounds and Oracle Inequalities. Of course there is a heavy reliance of this paper on 11, 12] . But let us also clearly point out that the general idea of oracle inequalities is clearly present in Foster and George (1995) , who used a slightly di erent oracle less suited for our purposes here. Our underlying proof technique { the Complexity Bound underlying the proofs of Theorems 7.1 and 7.2 { is very closely related to the Minimum Complexity formalism of Barron and Cover (1991) , and subsequent work by Birg e and Massart (1994).
Density Estimation. This paper grew out of a discussion with Joachim Engel, who wondered how to generalize the results of 14] to higher dimensions. Engel (personal communication) has reported progress on obtaining results on the behavior of a procedure like Dyadic CART in the setting of density estimation.
Mixed Smoothness Spaces. Neumann and von Sachs 16] have also recently studied anisotropic smoothness classes, and have shown that wavelet thresholding in a tensor wavelet basis is nearly-minimax for higher-order mixed smoothness classes. This shows that non-adaptive basis methods could also be used for obtaining nearly minimax results; the full adaptivity of CART is not really necessary for minimaxity alone.
Time-Frequency Analysis. Important related ideas are contained in two recent manuscripts associated with Coifman's group at Yale. FIrst, the manuscript of Thiele and Villemoes, which independently uses fast dyadic recursive partitioning of the kind discussed here, only in a setting where the two dimensions are time and frequency. Second, the manuscript of Bennett, which independently uses fast dyadic recursive partitioning of the kind discussed here, only in a setting where the basis functions are anisotropic Walsh functions rather than anisotropic Haar functions. Congruency Classes. Dyadic rectangles come in side lengths 2 j1 2 j2 for 0 j 1 ; j 2 j. We let R(j 1 ; j 2 ) denote the collection of all rectangles with side lengths 2 j 1 2 j 2 . There are n=2 j 1 n=2 j 2 such rectangles.
ALGORITHM: DYADIC CART
Description. Finds the recursive dyadic partition of the n n grid which optimizes the complexity-penalized residual sum of squares.
This algorithm, when it terminates, has placed, in the arrays CART and Decor, sucient information to reconstruct the best partition. Indeed, starting at R 0 = 0; n) 2 The algorithm takes 3N additions and multiplications.
Fast Algorithm for Best Anisotropic Haar Basis
Description: Finds the best orthogonal basis for the vector space of n n arrays among all bases which arise from complete recursive dyadic partitions.
This algorithm, when it terminates, has placed, in the arrays BOB and Decor, su cient information to reconstruct the best basis. Indeed, starting at R 0 = 0; n) 2 We prove a more general fact, concerning estimation in overcomplete dictionaries. The proof we give is a light modi cation of a proof in 12].
Constrained Minimum Complexity Estimates
Suppose we have an N by 1 vector y and a dictionary of N-by-1 vectors ' . We wish to approximate y as a superposition of dictionary elements y P m i=1 ' .
We construct a matrix which is N by p, where p is the total number of dictionary elements. Let each column of the matrix represent one dictionary element. Note that in the case of most interest to us, p N, as \contains more than just a single basis". For example, in the setting of this paper, D is the dictionary of all anisotropic Haar functions, which has approximately p = 4N elements.
For approximating the vector y, we consider the vector~ 2 R p , the vectorf = ~ denotes a corresponding linear combination of dictionary elements. This places the approximationf in correspondence with the coe cient vector~ . Owing to the possible overcompleteness of , this correspondence is in general one-to-many. is the complexity of constructingf from the dictionary . Also, de ne the theoretical complexity functional K(f; f) = kf ? fk 2 2 + 2 2 N(f): Let C be a collection of \allowable" coe cient vectors 2 R p . We will be interested in approximations to y obeying these constraints and having small complexity. In a general setting, one can think of many interesting constraints to impose on allowable coe cients; for example, that coe cients should be positive, that coe cients should generate a monotone function, that nonzero coe cients are attached to pairwise orthogonal elements.
De ne the C-constrained minimum empirical complexity estimatê f = argmin This shows that the empirical minimum complexity estimate is not far o from minimizing the theoretical complexity.
Relation to CART and BOB
We now explain why the complexity bound implies Theorems 7.1 and 7.2.
We begin with the observation that the empirical complexity K(f; y) is just what we earlier called a complexity-penalized sum of squares.
Assume now that the dictionary D is the collection of all anisotropic Haar functions.
Two constraint sets are particularly interesting.
First, let C BOB be the collection of all coe cient vectors which arise from combinations of atoms that all belong together in some ortho basis built from the Anisotropic Haar dictionary. Remember, the dictionary has p N atoms. So at most N elements of can be nonzero at once under this constraint. Also, we have seen in section 3 that each basis in the anisotropic Haar system corresponds to a certain decorated tree so this constraint says that collections of coe cients which are allowed to be nonzero simultaneously correspond to certain collections of indices. This constaint can be made quite explicit and algorithmic, although we do not go into details here.
If we optimize the empirical complexity K(f; y) over allf arising from a 2 C BOB we get exactly the estimator (4.1)-(4.3). We encourage the reader to check this fact.
Second, there is the CART constraint. Let C CART be the collection of all vectors for which the nonzero coe cients in the corresponding only refer to atoms which can appear together in an orthogonal basis, and fow which the nonzero coe cients only occur in an hereditary pattern in that basis. We remark that C CART C BOB .
If we optimize the empirical complexity K(f; y) over allf arising from a 2 C CART we get exactly the estimator (2.4)-(2.5). We again encourage the reader to check this fact.
We now make two simple observations about the minimum complexity formalism, valid for any C, which the reader should verify:
K1. The theoretical complexity off upperbounds the predictive loss:
K(f ; f) kf ? fk 2 2 :
K2. The minimum theoretical complexity is within a logarithmic factor of the ideal risk: These observations, translated into the cases C BOB and C CART , give Theorems 7.1 and 7.2 respectively.
Proof of the Complexity Bound
In what follows we assume the noise level 2 = 1. We follow Donoho and Johnstone (1995) line-by-line, who analyzed the unconstrained case C = R p . Exactly the same analysis applies in the constrained case.
We rst let f 0 denote a model of minimum theoretical complexity: K(f 0 ; f) = miñ ProbfB c j g 1=(2 j )!:
The proof depends on tail bounds for Chi-Squared variables, which, ultimately, depend on concentration-of-measure estimates (e.g. Borell-Tsirel'son inequality).
Proof of Lemma 8.4
The proof of each display is similar, so we just discuss the rst. We assume for the proof below that 1 and 2 are mutually irrational. Very slight modications allow to handle the exceptional cases.
Think of the quarterplane consisting of (x; y) with x; y 0 as a collection of square \unit cells", with vertices on the integer lattice. Think of the set where x 1 = y 2 as a ray S in this quarterplane, originating at (0; 0). Let p j = (j 1 (j); j 2 (j)) denote the sequence of pairs of values j 1 1 = y 2 where j 1 +j 2 = j. Let p j = (j 1 (j); j 2 (j)) denote the sequence of pairs of values obtained from the optimal sequential partitioning of de nition 8.5.
Our Claim, to be established below: p j and p j always belong to the same unit cell. It follows from this Claim that j 1 (j) > j 1 (j) ? 1 and j 2 (j) > j 2 (j) ? 1; as a result max(2 ?j 1 (j) 1 ; 2 ?j 2 (j) 1 ) 2 max(2 ?j 1 (j) 1 ; 2 ?j 2 (j) 2 ); and the lemma follows.
The Claim is proved by induction. Indeed, at j = 0, p j = p j = 0. So the claim is true at j = 0.
For the inductive step, suppose the Claim is true for steps 0 j J; we prove it for J + 1. Let C j denote \the" unit cell containing p j , where, if several cells qualify, we select a cell having p j on the skew diagonal.
Under this convention, at each step j, p j lies on the skew diagonal through this cell which joins its upper left corner to its lower right corner. Supposing the Claim is true at step j, p j is either at the upper left corner or at the lower right corner of the cell. Note also that C j+1 is either above C j , or to the right of C j . With this set-up, the inductive step requires two things: (i) that if p J is at the lower right corner of C J , and C J+1 is above C J , then, p J+1 is above p J i.e. b 2 (J + 1) = 1; (ii) that if p J is at the upper left corner of C J , and if C J+1 is the cell to the right of C J , then p J+1 is to the right of p J i.e. b 1 (J + 1) = 1. Now note that the trajectory of p J is being determined by greedy minimization of the function f(x; y) = max(2 ? 1 x ; 2 ? 2 y ) by paths through integer lattice points. Below the ray S, @ @x f(x; y) = 0. We conclude that unit moves in the x-direction are useless when one is below S. On the other hand, below S, @ @y f(x; y) < 0. So a unit move in the y-direction, if it is available is useful. Above the ray S, the situation is reversed: @ @y f(x; y) = 0. We conclude that any move in the y-direction is useless when one is above S. But a unit move in the x-direction, if it is available is useful.
Suppose one is in case (i) of the above paragraph. Then one knows that the upper right vertex of C J is below or on the ray S. It follows that a full unit move in the y direction is available and useful. The greedy algorithm will certainly take it, and case (i) is established.
Suppose one is in case (ii) of the above paragraph. Then one knows that the upper right vertex of C J is above or on the ray S. It follows that a full unit move in the x direction is both available and useful. The greedy algorithm will certainly take it, and case (ii) is established.
13.4 Proof of Lemma 8. 
Proof of Lemma 8.11
The proof is an application of the following fact, called the \incompressibility of Hypercubes" in 8]. Suppose that H is an orthogonal hypercube symmetric about zero; then it can be written P j j g j where the g j are orthogonal and the vary throughout the cube j j j . We call any basis starting with elements g 1 ; g 2 ; : : :; g m a natural basis for H. In that basis, H is rotated so that the axes cut orthogonally through its faces.
Let B be a natural basis for such a H and let = (H; B) be the body of coe cients of H in that basis. Let . Let H j be the j-th hypercube in the sequence posited by the Theorem, and let B j be a natural basis for H j . There is an orthogonal matrix U j so that (f; B ) = U j (f; B j ). Hence (F; B ) 6 l ? for any > 0. This contradiction proves the Lemma.
Proof of Lemma 8.12
The Construction. Let g be a smooth function on R 2 supported inside the unit square 0; 1] 2 , whose support contains the half-square 1=2; 3=4] 2 . Suppose that k @ @x gk L 1 and that k @ @y gk L 1 . Suppose also that kgk L 2 = 1. Let R(j) be the tiling of 0; 1] selected at level j by BAB( 1 ; 1 ). As this is a spatially homogeneous basis, all tiles are congruent. For an R 2 R(j), let g R denote the translation and dilation of g so that it \just ts" inside R: i.e. supp(g R ) R and R=2 supp(g R ) where R=2 denotes the rectangle with the same center homothetically shrunk by a factor of 50%.
Let j = 1 6 C2 ?j( +1=2) , and set H j = X R2R(j) R g R ; where j R j j : Property 1. We rst note that H j obeys the dimension inequality assumed in the statement of the lemma, with K = 1=6 . Set = 1 2 =( 1 + 2 ) and = 1=(2 + 1). With m j = 2 j the dimension of H j and j the sidelength, one gets m 1= j j = C 0 > 0 with C 0 = C=6 . 
Proof of Lemma 9.3
Recall the proof of Lemma 8.12. Let > 0 be given, and pick j so that the values j ; j+1
de ned in that lemma satisfy j+1 < j : Construct the Hypercube H j exactly as in that Lemma, only using sidelength in place of j .
We rst note that the generating elements g R are orthogonal with respect to the sampling measure`2 N , because they are disjointly supported. We also note that because of the dyadic structure of the sampling and the congruency of the hypercubes, each g R has the same`2 N norm as every other g R . Call this norm ( ). Finally, we note that 
