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Understanding the nature of consciousness is one of the grand outstanding scientific challenges. The fundamental methodological problem is how phenomenal first person experience can be accounted for in a third person verifiable form, while the conceptual challenge is to both define its function and physical realization. The distributed adaptive control theory of consciousness (DACtoc) proposes answers to these three challenges. The methodological challenge is answered relative to the hard problem and DACtoc proposes that it can be addressed using a convergent synthetic methodology using the analysis of synthetic biologically grounded agents, or quale parsing. DACtoc hypothesizes that consciousness in both its primary and secondary forms serves the ability to deal with the hidden states of the world and emerged during the Cambrian period, affording stable multi-agent environments to emerge. The process of consciousness is an autonomous virtualization memory, which serializes and unifies the parallel and subconscious simulations of the hidden states of the world that are largely due to other agents and the self with the objective to extract norms. These norms are in turn projected as value onto the parallel simulation and control systems that are driving action. This functional hypothesis is mapped onto the brainstem, midbrain and the thalamo-cortical and cortico-cortical systems and analysed with respect to our understanding of deficits of consciousness. Subsequently, some of the implications and predictions of DACtoc are outlined, in particular, the prediction that normative bootstrapping of conscious agents is predicated on an intentionality prior. In the view advanced here, human consciousness constitutes the ultimate evolutionary transition by allowing agents to become autonomous with respect to their evolutionary priors leading to a post-biological Anthropocene.
This article is part of the themed issue 'The major synthetic evolutionary transitions'.
Introduction 'That is very hokey!'
Anonymous physicist participating in a working group analyzing HED data at ICSB, UC Santa Barbara, 2012 to the question:
'Is consciousness not more fundamental than the Higgs boson? ' Understanding the nature of consciousness is the last grand outstanding scientific challenge humans are facing. Since the late Eighties the study of consciousness is again considered scientifically respectable after falling from grace in the early twentieth century in the scientism craze of behaviourism. This resurgence is largely due to the engagement of Francis Crick and Gerald Edelman, who with their added gravitas as Nobel laureates and as direct competitors each advocated opposing strategies to crack the last riddle of biology. The former proposed to identify the Neural Correlate(s) of Consciousness (NCC) [1] , while the latter advanced a theory-based approach including the use of synthetic systems or, so-called, brain-based devices [2] . The study of the NCC has given rise to a flurry of research, which unsurprisingly has uncovered a large universe of correlations between states of mind and brain and consciousness (see [3, 4] for recent reviews), while the latter approach has dwindled. Here I will attempt to rectify this imbalance and advance the distributed adaptive control theory of consciousness (DACtoc). Before turning to DACtoc, we have to overcome the interlinked obstacles of the, so-called, hard problem/explanatory gap and its associated panpsychism in order to assure that we actually have something relevant to explain. After that I will provide a framework, which integrates the main views on consciousness, providing a backdrop for DACtoc and its predictions and applications. At the centre of DACtoc stands a synthetic methodology: we will understand biological minds by building them.
The physiologist Emil Du Bois-Reymond observed in 1872: 'What conceivable connection exists between definite movements of definite atoms in my brain on the one hand, and on the other hand, such primordial, indefinable, undeniable facts as these: I feel pain or pleasure; I taste something sweet, or smell a rose, or hear an organ, or see something red, and the certainty that immediately follows: Therefore, I am?' (cited in [5, pp 165-166] . Hippocrates had already proposed that mental states are the result of brain states but how can we explain the experience of these mental states? Descartes answered the scholastics by imposing the efficient causes of the mechanical universe on the study of mind, realizing a reductionist mathematics and physics oriented explanatory framework for res extensa at the cost of creating mind-brain dualism, i.e. in his thought experiment doubt is elevated to be the essence of the experiencing mind or the irreducible res cogitans. The, so-called, hard problem is an offspring of this dualist tradition. Indeed, today, it is common in the study of consciousness to pay tribute to the division between the Hard Problem and the Easy Problems (HPEP) [6] or the, socalled, explanatory gap [7] : how can we explain the 'raw feel' of the experience of being like something such as Thomas Nagel or his notorious bat [8] ? However, behind this profoundness hides a simple syllogism: Science advances third person descriptions of natural phenomena; Conscious experience is first person, therefore, Consciousness cannot be described by science. Hence, the problem is actually one of definition and a number of routes are open to us: declare consciousness a fundamental property of matter and join the current panpsychist movement by converting the explanandum into an axiom, to separate the process of consciousness from its content (quale) or to gain direct third person access to first person experience. DACtoc pursues these latter two options and shows that synthesizing consciousness allows us to describe and explain the first person states of experiencing artificial systems satisfying the Nagel criterion. I will call this 'quale parsing'.
Behind HPEP there is a deeper or harder problem: it is not unique to consciousness. The 'easy' problems of HPEP such as language, perception, attention, learning and memory, are seen as explainable through direct mappings from macroscopic functional properties to microscopic neuronal ones following a strict bottom-up causality. The hard problem is declared to be special because it is assumed that the quale of experience, or Phenomenal (P) consciousness as opposed to Access (A) consciousness [9] , is not amendable to a third person verifiable treatment because it is perspectival. There are at least four problems with this HPEP dichotomy beyond the obvious one that a definition of 'being like' is not proffered. First, the hard problem is not unique to conscious experience, or quale, alone but holds for all memory-dependent processes of intentional systems or mental states. Franz Brentano pointed out that mental states are intentional and directed towards something. Indeed, all goal-oriented behaviour is founded on agency and its associated mental states, experienced or not. Spinoza called this connation, in the sense that nature endeavours to persist in its own being, or conates, towards future states [10] . The uniqueness of experience results from this continuous goal-oriented and memorydependent cycle of agent-environment interaction in the brain, body, environment nexus [11] . The upshot of this is that as soon as an internal state of an agent becomes dependent on memory, it will be perspectival, defining the aboutness of the individual agent and resisting a third person description whether it is ultimately experienced or not. Hence, the study of mind, and by extension consciousness, is pervaded with hard problems while the easy ones seem to be the exception, if there are any. Second, easy problems are hard in their own way because biological systems do not follow bottom-up causality. We can take the wellknown example of the 302-neuron brain of Caenorhabditis elegans, fully described yet still not understood, or the role of overt behaviour itself in structuring perceptual systems via behavioural feedback [12] . Third, the HPEP dichotomy follows from a reductionist methodology, which, as argued earlier, is intrinsically dualistic. Despite its triumphs in explaining the physical world it has still not been very effective in explaining living systems (e.g. [13] ). Let us consider the developing field of epigenetics that shows how macroscopic properties of phenotypes and environments in turn affect their microscopic organization [14] . We can consider the control of phenotypic variability through regulatory genes that in turn are influenced by environmental and phenotypic factors [15] , the relation between maternal stress and traits of her offspring [16] or the aforementioned phenomenon of behavioural feedback that has shown that macroscopic behavioural structure imposed by acquired habits can directly lead to changes in the microscopic synaptic organization of perceptual systems [12] . In all cases, we see a complex multi-scale organization where the multiple levels of organization of brain, body and environment are tightly and bidirectionally coupled. Fourth, the HPEP dichotomy automatically leads to the implication that consciousness is a fundamental property of matter [17] . A similar consequence is echoed by recent attempts to find a quantitative consciousness index [18] . But delegating conscious experience to matter via panpsychism does not solve the problem but rather further obscures it. We have to pay heed to our history: behaviourism also sought solace in a (mis)interpretation of physics, stifling progress in the study of mind for many decades from which we still experience the aftershocks [19] . Moreover, matter itself has become a complex construct ever since Newton's introduction of forces acting at a distance, the dissociation of description from ontology starting with the Fourier transform and Maxwell's mathematical theory of electromagnetism. This epistemological divergence was further radicalized with the advent of quantum mechanics leading to what have been called 'Ghost Fields' that eliminated the plausibility of macroscopic intuitions about matter completely [20] . The putatively profound consequence of panpsychism, however, hides an explanatory nihilism [21] that answers the 'why' and 'how' of consciousness, with 'it just is', which is not very satisfactory or as William James put it: 'I can take no comfort in such devices for making a luxury of intellectual defeat. They are but spiritual rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150448 chloroform. Better live on the ragged edge, better gnaw the file forever!' [22, pp 179-180] .
An alternative, and more straight forward hypothesiswhich has not been exhausted yet-is that the HPEP and its terminus of panpsychism is based on a false dichotomy and that consciousness is a unique feature of living systems, the product of biology rather than a property of matter [2, 23] where we must consider its function and features in terms of survival and fitness [24] . The above analysis of HPEP also suggests that we do have to change the methods of our approach from a strict reductionist model to one that can encompass the multi-scale organization of psychobiological systems. I argue that biologically grounded models of the brain, body, environment nexus provide the method to accomplish this: synthetic consciousness [11, 12] .
2. Distributed adaptive control: a theory of the brain, body, environment nexus DAC is defined against the background of the fundamental challenges of both traditional artificial intelligence and connectionism [25] and the tug of war between empiricism and rationalism in the twentieth century study of mind and brain [19, 26] . DAC emphasizes the epistemic autonomy of its models and realizes this following a synthetic methodology of convergent validation, which integrates constraints taken from anatomy, physiology and behaviour in one model that is embodied in a robot and situated in the real world [25] . DAC follows Claude Bernard and Ivan Pavlov in conceptualizing the brain as a control system that maintains a metastable balance between the internal world of the body and brain and the external world through action. This pertains to both the physical and the epistemic needs of the agent, e.g. the location of a food source and the exploration of an environment for map building. The question thus becomes: 'what does it take to act?' DAC proposes that an animal needs to optimize a number of objectives in order to determine a behavioural policy or procedure to achieve a goal state, or the 'How' of action. These are the 'Why' of the motivation for action in terms of needs, drives and goals; 'What' defined by the objects in the world and their affordances pertaining to needs; 'Where' of the location of objects in the world, the spatial configuration of the task domain and the location and confirmation of the self, as in the position of body parts; and 'When' defined by the sequencing and timing of action relative to the dynamics of the world and the self or the H4W problem [11] . The H4W problem of survival in the physical world harbours a complex set of computational challenges that brains must resolve. DAC proposes that goal-oriented action in the physical world emerges from the interplay of the processes subserving H4W [11, 27] . These processes are organized in a four-layered control architecture with tight coupling within and between these layers distinguishing: the Soma (SL), Reactive (RL), Adaptive (AL) and Contextual (CL) layers (figure 1). Across these layers a columnar organization exists that at every level of the hierarchy deals with the processing of states of the world grounded in exteroception, the self, derived from interoception and action sensed through proprioception. The latter mediates between the first two via the environment. The RL is a model of the evolutionary ancient core behaviour systems (CBS) of the brainstem and midbrain [28, 31, 32] . The AL provides for the grounding of the representations of the world and the self through perceptual and behavioural learning systems. Tuning of representations in somatic time becomes of greater importance when the entropy of potential sensory states increases and cannot be predicted a priori as in the case of distal senses such as vision and audition and when the degrees of freedom of the body expand allowing the agent a broader range of actions and their associated sensory . DAC is organized along four layers (soma, reactive, adaptive and contextual) and three columns (world, self, action). The 'soma' designates the body with its sensors, organs and actuators. It defines the needs, or self-essential functions (SEF) the organism must satisfy in order to survive. The reactive layer (RL) comprises dedicated behaviour systems (BS) each implementing predefined sensorimotor mappings serving the SEFs. In order to allow for action selection, task switching and conflict resolution, all BSs are regulated via a, so-called, allostatic controller that sets the internal homeostatic dynamics of BSs relative to overall demands and opportunities [28] . The AL acquires a state space of the agent -environment interaction combining perceptual and behavioural learning constrained by value functions defined by the allostatic control of the RL, minimizing perceptual and behavioural prediction error [29, 30] . The contextual layer (CL) further expands the time horizon in which the agent can operate through the use of episodic and sequential short-and long-term memory systems (STM and LTM, respectively). STM acquires conjunctive sensorimotor representations assisted by episodic memory as the agent acts in the world. STM sequences are retained as goal-oriented sequences in LTM when positive value is encountered, as defined by the RL and/or AL. The contribution of stored LTM policies to decision-making depends on four factors: goals, perceptual evidence, memory chaining and valence while action selection is further biased by the expected cost of the actions that pertain to reaching a goal state. The content of working memory (WM) is defined by the memory dynamics that represent this four-factor decision-making model. See text for further explanation.
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consequences. The acquisition of the sensorimotor state space at the level of the AL is based on predictive mechanisms [30] in order to optimize encoding capacity and robustness and to counteract input sampling biases due to behaviour itself or behavioural feedback [12] . The AL models the brain systems underlying classical or Pavlovian conditioning [33, 34] . The CL forms goal-oriented policies by constructing sequential representations of conjunctive sensorimotor states following a four-factor decision-making model integrating and selecting goals, perceptual evidence, memory biases and valence. The CL models operant conditioning and the DAC solution to H4 W in robot foraging tasks is both Bayesian optimal and epistemically autonomous, i.e. all representations informing decision-making are acquired by the agent in somatic time as opposed to being predefined [12] . DAC has been advanced along two classes of models to realize convergent validation. On one hand, a whole brain architecture approach was followed which facilitates the mapping to behaviour. On the other hand, components of the architecture and their basic operating principles have been linked to the mammalian brain through anatomically and physiologically constrained models [27] . These two lines of the investigation have been recently integrated into a first embodied whole brain model (DACX) comprising detailed models of core brain structures including: cerebellum, entorhinal cortex, hippocampus and prefrontal/ premotor cortex (figure 2, [35] ). We will later again use the DACX model to demonstrate the quale parsing methodology.
The dimensions of consciousness
The science of consciousness is an active field of research with a plurality of hypotheses, data, ideas and open questions that require a solid theoretical framework. A number of complementary core principles have emerged which can be summarized in the 'grounded enactive predictive experience model of consciousness' (GePe). The GePe framework identifies six principles that theories of consciousness must account for:
(i) Consciousness is grounded in the experiencing physically instantiated and environmentally and socially situated self. Experience requires a self that does the experiencing [2, 8, 36] . For instance, Edelman proposes primary and secondary forms of consciousness that relate to the expanding temporal horizon in which the self operates, from the instantaneous physical experience (primary) to the imagined future and remembered past (secondary). Metzinger has further elaborated this notion where the self progresses from a globalized identification with the body or first person perspective (1PP), to (1), wheels (2), a gripper (3) and five proximity sensors (4) . The environment contains a home base (yellow), obstacles (green) and two kinds of rewards (blue and red). The robot can only consume the reward items at the home base and thus has to perform hoarding. Collisions sensed by the proximity sensors are mapped onto TN. Visual states are mapped to AMY/VTA to extract the reward quality from colour, while features extracted from the full image are processed by CRB (for the acquisition of adaptive proximal object related actions such as collision avoidance), HPC (map creation and utilization) and PFC (decision-making). The internal states of the robot are mapped onto HP. Bottom: example trajectories of the agent foraging in the environment at trial 1 (blue) and at trial 12 after reaching a stable hoarding trajectory from between the home base and a red target. (c) The dynamics of the neuronal control system at three distinct stages of behaviour: E1, cue-based navigation; E2, collision avoidance; E3, decision-making and reward delivery. C, colour detection; PR, proximity sensor; M, motor (left: grey, right: purple); TN, 'pain' response; SC, orienting response; HPT, internal drive state displaying two competing SEFs; CRBa, cerebellar circuits associated with avoidance responses; CRBo, cerebellar circuits for acquired approach responses. E1: Adaptive cue-based navigation, during exploration of a visual cue (C) triggers an adaptive approach response in the cerebellum (CRBa) conveyed to the motors (M) which partially overwrites the reactive orienting response triggered by SC, allowing the agent to turn towards a resource location. E2: Acquired obstacle avoidance: a proximity sensor signal (PR) allows the robot to efficiently prevent collisions with obstacles by being associated with an avoidance response (CRBo). The unconditioned stimulus, i.e. collision, associated response in the TN is partially removed due to the peripheral disruption of the US. E3: Decision-making and reward delivery, when the agent reaches the home location, visually identified by a landmark (yellow patch) as well as represented by the acquired internal spatial representation (HPC), a reward value associated with the hoarded item is delivered (STR, green) and the allostatic value for the related internal state encoded in HPT (blue), increasing its values and, consequently, decreasing the motivation to pursue that type of resource encoded in VTA (green). Activity in the VTA module directly affects the decision-making process (PFC) performed at the beginning of the trial, biasing the decision towards the most urgent need (PFC, blue).
rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150448 a transparent spatio-temporal self-localization in the world or minimally phenomenal self (MPS), based on a form of representation of the self, to a full-fledged phenomenal first person perspective or strong 1PP (s1PP). 1PP begins as a point of convergence of sensory experience then coalesces into a strong form where the self is internally represented as reflecting the organization of the body and its sensorimotor coupling to the world (see GePe principle ii, below) followed by the representation of the object-and action-directedness of the intentional self found in the s1PP. As interactive and social dynamics are rich sources of sensory experience and feelings, they become part and parcel of the representation of the self, which is not only physically but also socially instantiated [37] . In a sense, this view on self and consciousness also reflects a trend in cognitive science to ground knowledge and experience in embodiment, situatedness and interaction [38, 39] . Damasio has recently advanced a similar proposal suggesting that consciousness requires representations of self to enter into memory, essentially creating an s1PP [40] . A further variation on the role of embodiment in the nature of consciousness is the passive frame theory of Morsella that ascribes to consciousness the central role of facilitating the control of the skeletal-muscle system [41] . Challenges to this perspective are cases where embodiment is disrupted as in locked-in syndrome, phantom limb pain or for subjects born without limbs who yet experience them [42] . (ii) Conscious experience is defined in the sensorimotor contingencies of the agent environment interaction. In neuroscience, cognitive sciences and robotics a shift is taking place from a top-down representation-centred framework towards a paradigm that focuses on the intimate relation between embodied perception, cognition and action. Although many proponents have supported such an 'action-oriented' paradigm over the years, starting with Bernard, Pavlov and his mentor Sechenov [43] , it has only recently begun to gain traction. In this view cognition is not a database serving planning, isolated from action and perception in a strict sensethink-act cycle but rather cognitive processes are closely intertwined with action and can actually best be understood as 'enactive', as a form of practice themselves [38, 44] . The intrinsic action-relatedness of perception, cognition and experience is the core consideration of the, so-called, 'sensorimotor contingency theory' (SCT) put forward by O'Regan & Noe [45] . According to SCT, the agent's sensorimotor contingencies are law-like relations between movements and sensory inputs providing the foundations for qualia. A challenge for this framework, as for its behaviourist ancestors, is how it can scale-up to non-sensorimotor experiences without making additional assumptions on the internal processes that contribute to them. We can think of dreams or when the interfaces to the body and its sensorimotor contingencies are disrupted as in the case of locked-in syndrome. (iii) Conscious experience is predicated on predictions. The idea that perception and cognition are defined by predictive models of environmental causes of sensory input and the outcomes of action enjoys a rich pedigree extending back at least as far as Plato who already struggled with the issue of beliefs as predictions in his Theaetetus (369 BC). In the modern era, it goes back to von Helmholtz [46] and the seminal work of Tolman [47] and Craik [48] . Indeed, sensorimotor contingencies do not only exist instantaneously (GePe principle ii) but can also be predicted by virtue of their invariant relations in time [49] . Indeed, temporal invariance underpins the Humean definition of causality also expressed in the principles of classical conditioning where the conditioned stimulus is inferred to 'cause' the unconditioned stimulus. It has been proposed that cognition and consciousness can be based on internal simulations of the possible scenarios of interaction with the world using, so-called, forward models (e.g. [50, 51] ). It is through simulation that an 'internal' world can appear in consciousness, freeing the organism from its immediate physical environment, creating a self-generated virtual reality [52] . Merker has argued that this simulated internal world compensates for the uncertainties in the interpretation of sensory states due to self-induced motion [53] . That the brain is organized around prediction has been reaching recent prominence in the so-called 'Bayesian brain' and 'predictive coding' frameworks anticipated by Dom Massaro in his analysis of multimodal speech perception [54] . In this view, core structures of the brain are engaged in hierarchical Bayesian inference, extracting generative models of both sensory inputs and the consequences of action by reducing surprise or 'free energy' [55] , where in neurophysiological terms 'top-down' connections convey predictions, while 'bottom-up' signals convey prediction errors [29, 49] . Indeed, the predictive coding perspective currently basks in a growing popularity (for a summary, [56] ). However, this popularity does not shield the predictive coding approach from a number of challenges. For instance, from spinal cord to frontal lobes, the brain is structured around a variable range of prediction-based systems many of which operate outside of the reach of consciousness, most notably the cerebellum, which comprises about 70% of neuronal volume [57] . It is thus not clear which specific property of predictive processing pertains to consciousness. For instance, some correlate of this view has been reported in coma patients in terms of the absence of top-down prediction modulation [58] , while patients with severe deficits of consciousness can elicit anticipatory actions to the occurrence of a stimulus in classical conditioning [59] . Furthermore, it is unclear what the relations are between probabilistic representations required by a Bayesian brain and the singular and unitary character of conscious experience itself. Merker argues that while in cortex information is generally maintained in the form of probability distributions, the content of consciousness is instead linked to the 'collapsing' of probability functions into a simpler unitary format required for subcortical processing [53] , providing global best estimates of variables of interest within narrow time windows [60] . In addition, the question is whether conscious experience itself is dominated by top-down predictions or bottomup prediction errors, which we will revisit below. A last challenge to the predictive coding framework is that it is normative and it does not inform us directly on how brains actually can realize the optimizations rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150448 that they 'should' perform.
A further variation on prediction-based theories of consciousness is the attention schema theory [61] . In this case, underlying consciousness is the process of attention, which an observer initially attributes to an outside agent in order to infer subsets of sensory information of relevance to that agent, allowing the observer to adapt their own actions. Consciousness is then seen as the results of the ascription of such attentional states to the self. (iv) Conscious experience optimizes both information differentiation and integration. Following Edelman it is a deeply significant fact that each and every conscious scene is both highly integrated and massively differentiated [2] . Tononi has further formalized this idea through a range of increasingly more complex complexity measures culminating in Integrated Information Theory (IIT) and its 'consciousness index' F, expressed in bits [18, 62] . As a dynamical measure of network complexity, F seeks to operationalize the intuition that complexity of brain functions results from simultaneous differentiation and integration of information by the underlying neuronal circuits and signalling processes. Differentiation refers to the existence of specialized neuronal populations with distinct functionality, while integration results from the coordination among these populations leading to the emergence of coherent cognitive and behavioural states and consciousness. This combined process creates patterns of high complexity due to its causal dynamical interactions, over and above the information generated independently by the disjoint sum of its parts. However, to map this intuition into a coherent practical measure is less easy than it looks and especially it faces challenges with respect to scaling and the nonlinear properties of brain networks [63, 64] . Conceptually, IIT shares properties with, so-called, higher order theories (HOT) of consciousness that propose that experience depends on the access to lowlevel brain states via high-level meta-cognitive ones [65] . The question facing IIT, however, is whether information integration and differentiation as defined by IIT is specific for consciousness. IIT redefines consciousness as having a non-zero value on F. If we assume that subconscious processes are probabilistic while qualia are unitary, one can predict that subconscious states must have a higher value of F. Indeed, many systems that would appear non-conscious satisfy this criterion, e.g. a N Â N grid of XOR gates has a F of ffiffiffiffi N p (see [66] , for a critical analysis and summary). In this respect, IIT is facing a variation of the frame problem by basing its analyses on an exclusion principle: how many informational states does the system reject in an unbounded informational space. Indeed, by elevating a method into a theory, IIT makes counterintuitive ontological commitments: in the IIT universe, a photodiode has 1 bit of consciousness [67] . Panpsychism is the logical consequence the proponents of this methodology have gravitated towards. For research purposes and clinical applications measures of the dynamical complexity of the brain are of great assistance. However, this does not imply that such measures constitute a theory of how the mind/brain actually works or provides a hypothesis on the function of consciousness. If the consequence of F is panpsychism, where consciousness becomes a property of matter generated at the big bang rather than a feature of biological systems produced during evolution, the cost of it might be too high relative to its intellectual benefit. (v) Consciousness depends on both highly parallel, distributed implicit factors and metastable, continuous and unified explicit factors. Theories of consciousness are tightly constrained and informed by evidence regarding unconscious processing [68] . In Baars' 'global workspace' (GW) theory specialized unconscious processors compete for access to a central resource: the conscious global workspace. In this view consciousness is ascribed to content that is received from and broadcast back to a broad network of unconscious modules or processors. In this way, consciousness provides a serial and integrated stream of qualia that is produced by many subconscious processes. The key parameter that defines whether content becomes conscious is the ability to penetrate many of these processors. In this respect, GW is an example of, so-called, access-consciousness [69] . The integration and serialization provided by GW provides for behavioural flexibility by allowing unconscious processors to generate fast responses in familiar situations, while in novel situations, the integrated quale broadcast from GW can facilitate the production of new responses [68] . The, so-called, global neuronal workspace (GNW) hypothesis proposes that the workspace comprises perceptual, motor, attention, memory and value areas that form a common higher level unified information space that serves a similar role as the GW, largely defined through the specific anatomy of cortico-cortical projections [3] . GW/GNW is essentially a proposal on how content is generated for conscious experience; the main function ascribed to the GNW is that of assisting in problem solving and executive control [70] . GW/GNW is a modern neurocognitive version of the Freudian notion of subconscious factors driving experience and action. The challenges faced by GW/GNW are that it is a proposal on how qualia can be generated; it is unclear, however, how the experience of this content is realized. For instance, how is selection across the processors controlled, are conflicts resolved and why would conscious experience have to re-penetrate the subconscious processors? In addition, it is based on the assumption of resource limitation driving the realization of serial conscious experience but does not declare what that resource is. (vi) Consciousness is decoupled from real-time performance. Whereas at least since Homer we have placed experienced agency at the heart of our existence, which was elevated by Descartes to the modern dogma of dualism, a number of converging lines of evidence show that humans are largely unaware of the causes of their own thoughts and actions (see [71] for a review). The interpretation that consciousness is an epiphenomenon seemed a forlorn conclusion, i.e. an evolutionary leftover with no operational relevance [72] . Indeed, many cognitive processes can be performed without reportable awareness of the relevant stimuli or contingencies, and some processes (e.g. overlearned motor responses) are reported to be more effective when realized by subconscious systems ( [68, 73] , see [74] for a criticism). Less appreciated but equally fundamental, is the notion that motor actions and intentions can both be rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150448 subconscious as well as conscious [75, 76] , that subconscious intentions reliably precede conscious awareness of motor actions [77] [78] [79] and that behavioural goals can be set by subconscious factors [80] . Another category of implicit factors in experience and action are emotions. Indeed, emotion and consciousness are tightly coupled and conscious experiences generally involve affective components, both transiently (e.g. delight, surprise) and as a background mood (e.g. sadness, contentment, anxiety) [81] . Since James-Lange it has been suggested that emotions arise as perceptions of bodily states [82] and that autonomic signals can reflect implicit reactions to salient stimuli, including prediction errors [83] . Further, it has been argued that the processes underlying volitional behaviour, such as implicit learning, evaluative conditioning and subconscious thought are intrinsically goal-dependent requiring forms of attention, while operating outside of awareness [84] . In all cases, conscious and subconscious processes are closely coupled and interact strongly in generating the stream of consciousness and adaptive behaviour [85] as also expressed in GW theory. They can be seen as complementary since unconscious processing can be sensitive to patterns, regularities and other structures within signals substantially prior to conscious awareness, suggesting that the content of consciousness is biased and based on subconscious factors [68, 86] .
A number of dual-process theories have been advanced, which aim at disentangling the relationship between subconscious and conscious processes. Example models are the notion of fast automatic and slow deliberative processes in decision-making [87] and the distinction between reasoning, planning and monitoring, where the latter process only has indirect access to mental states and is forced to, in turn, interpret and speculate on the causes of action the agent generates [88] . Dual-process theories face the fundamental question of how these processes are maintained in isolation and how the exchange of information between them is regulated. In particular, the question looms whether these multiple processes are in turn coherent or descriptions of a further heterogeneous set of subsystems possibly leading to an infinite regress [89] . Hence, any theory on consciousness must take a stance in the free will versus epiphenomenon dilemma. In particular, the defence of a causal role of volition in action will have to grapple with the delay at which conscious experience occurs relative to the real-time generation of action as observed by Libet [78] . This remains a fundamental issue even though the exact value of the delay between the subconscious physiological process of action initiation, or the readiness potential, relative to overt action has been under some scrutiny [90] .
Defining consciousness
The renaissance of the science of consciousness has not generated an accepted definition. One current trend is to bypass the definitional stage and settle for an operational one as in IIT, while a second approach is to follow the NCC route. Definitions, however, are helpful in shaping science. Or rather, if we define science as advancing third person verifiable descriptions, we must be willing to state what we are describing beyond intuitive suggestions such as 'what it is like' to be awake or a bat. I will base the definition of consciousness on an analysis of deficits of consciousness, in particular, hemispatial neglect grounded in considerations on the neuronal substrate of consciousness.
(a) The neuronal substrate of consciousness
The neuronal correlate of consciousness (NCC) has become the focus of research for the last three decades [1] . It is common to distinguish between the level of consciousness versus its content or awareness ( [91] but see [92] for a critical analysis). The level of consciousness is defined from wakefulness with high vigilance and arousal to coma and general anaesthesia, while awareness defines the content of consciousness. The neuronal architecture underlying these two dimensions of consciousness can also be described as comprising three main levels: core behaviour systems (CBS), brain activating system (BAS) and the fronto-parietal thalamo-cortical system.
Bjorn Merker who advocates a prediction for stabilization of motility hypothesis (GePe iii), has suggested on the basis of a number of behavioural, anatomical and clinical observations including the analysis of hydraencephalic children, that the integration upon which conscious states depend can be traced back to the midbrain zona incerta, a hub in the interaction between brainstem and cerebral cortex [31, 93] . In further elaborating the centrencephalic theory of consciousness of Penfield & Jasper [94] , he proposes that primary consciousness resides in the CBS of the midbrain comprising the superior colliculus at the roof representing sensory states, the hypothalamus at the floor conveying states of the agent and the intermediate structure, zona incerta, being a conduit for their interaction and action generation via the periaqueductal grey [31] . Indeed, the zona incerta has also been implicated in deficits of consciousness such as epilepsy. Others have made comparable proposals on the neuronal substrate of primary or proto-consciousness [95, 96] that all follow the world-selfaction triade of the RL of DAC. A detailed analysis of both the vertebrate and invertebrate nervous system has led to the suggestion that the central complex in the insect brain serves the same functions as the CBS and thus provides an anatomical signature for invertebrate consciousness ( [97] , but see [98] for an alternative interpretation of this structure). An associated proposal advances the hypothesis that primary consciousness and the CBS evolved in two stages about 520 Ma ago, driven by the emergence of distal sensing afforded by vision and the required need for the realization of map-like representations [99] . This, in turn, further accelerated vertebrate evolution by allowing the exploitation of more complex niches. Further support for the role of phylogenetically ancient structures in the genesis of consciousness are studies based on the impact of anaesthesia on the human brain, which point to a key role of BAS (e.g. locus coeruleus), hypothalamus, thalamus, anterior cingulate (medial prefrontal area) and connectivity in frontal-parietal networks, thus linking CBS and BAS [100] . Thus, multiple lines of evidence point to the brainstem/midbrain CBS as providing a substrate for the primary consciousness of instantaneous feeling or sentience. It is important to note that the CBS satisfies all components of the GePe framework: embodiment, sensorimotor contingencies, prediction and integration [31] , while we can observe that the distributed competitive dynamics of the superior colliculus combined with its multi-modal integration will realize a global workspace compatible mode of operation [101] . This midbrain primary consciousness system adds an additional significant rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150448 feature by interfacing to the neuromodulatory activating systems of the evolutionary ancient midline arousal systems that modulate the state of forebrain structures.
Conscious is commonly defined in terms of its absence as in coma and vegetative state. These deficits of the level of consciousness are mostly related to lesions to the midbrain and BAS discovered in the 1940s, or the ascending arousal system. A recent study that monitored the activity of the brain while it is returning to wakefulness showed that first the neuromodulatory centres of the brainstem became active followed by the hypothalamus, thalamus and the anterior cingulate cortex (ACC) [100, 102] . Indeed, lesions to BAS induce sleep-like states in the thalamus and neocortex [103] . Nuclei comprising the BAS project globally to the thalamus (via its dorsal branch) and the neocortex (though the ventral branch which includes cholinergic basal forebrain projections) controlling the global state of arousal using a wide range of neurotransmitters. BAS includes the monoaminergic noradrenergic locus coeruleus, the dopaminergic neurons of the ventral tegmental area (VTA) and the substantia nigra, the serotonergic raphe nucleus (which also contain some dopaminergic neurons), the pedunculopontine and laterodorsal tegmental cholinergic nuclei and the histaminergic tuberomammillary nucleus [104] . These systems all contribute in various ways to sleep, wakefulness, arousal, behavioural activation and value processing. BAS can thus be seen as the key regulator of the level of consciousness and the question is to what extent it also modulates its content and/or conveys this content to subconscious systems?
Minimally conscious state (MSC) patients still display activity in their thalamo-cortical system suggesting that residual awareness persists. Indeed, patients who appear vegetative can display physiological states of their neocortex similar to those shown by healthy subjects [105] . A dramatic demonstration of the role of the thalamo-cortical system in consciousness was that bilateral stimulation of the central thalamus could partially restore behavioural reactivity in a minimally conscious patient [106] . The level of consciousness depends on dynamic changes in the thalamo-cortical system also due to intrinsic firing properties of thalamic neurons which can switch between tonic and phasic firing modes [107] . In these thalamic neurons, hyperpolarization-induced low frequency bursting can play a key role in pathological thalamo-cortical dysrhythmia (TCD) observed in Parkinson's disease, neuropathic pain and tinnitus [108] . This hyperpolarization is, in turn, the result of a lack of inhibition onto the subthalamic nucleus due to pathological changes to the basal ganglia. It has been suggested that the thalamus itself comprises neurons that project to the neocortex realizing a function in their target regions comparable with that of the BAS [109] . The firing properties of these neurons of central thalamic nuclei are, in turn, controlled by a frontal cortical-striatopallidal-thalamo-cortical loop. Interestingly, enough this is fully consistent with the general circuit principle of TCD [110] : lack of medium spiny cell inhibition to the internal segment of the globus pallidus leads to hyperpolarization and pathological low-frequency bursting in thalamic cells, switching off the corresponding cortical circuit. The central role of the thalamus in the regulation of consciousness is further supported by the widespread thalamic neuronal cell death observed in vegetative state patients [111] . Another example, which illustrates the central role of the thalamo-cortical system as a core component of the neuronal substrate of consciousness, is that vasoconstriction of the middle cerebral artery, which provides blood to both cerebral cortex and the thalamus, can result in a transient loss of consciousness (syncope), associated with an increase of slow wave activity in the EEG indicative of functional inactivation of the cortex [112] . Also, TCD is accompanied by a characteristic downward shift of the power spectrum [108] . A similar pattern can occur in epilepsy where pathological dynamics can be observed in fronto-parietal networks and the basal forebrain, thalamus, hypothalamus and upper brainstem, also dubbed the consciousness system [113] . Interestingly, an analysis of the distribution of activity patterns during seizures where consciousness was absent, showed a distinct increase of activity of the fronto-parietal system in the delta range (1-2 Hz) correlating with seizure activity in the temporal lobe [114] . This low frequency is usually associated with the absence of consciousness in sleep-like states, coma and anaesthesia. A similar distinct dynamic pattern, binding fronto-parietal networks distinguished patients in a coma from those suffering from MSC, where the former showed enhanced delta power and reduced alpha and theta when compared with the latter. Hence, the thalamo-cortical fronto-parietal system appears to be of central importance in defining both the level and content of secondary consciousness. The link between thalamic dynamics and TCD shows that in physiological terms the level of consciousness can be regulated in an anisotropic fashion, where sub-circuits of the thalamo-cortical system can be switched on or off dependent on the dynamics of thalamic projections.
Deficits of consciousness are not necessarily expressed as changes to its overall level. Stroke patients can suffer from specific deficits of consciousness as in hemispatial neglect where they are not considering part of the extra-personal (visual/auditory), personal (haptic) or representational (imagery) task space contra lateral to the lesion in their overt actions and/or verbal reporting [115] . It is the result of a number of non-exclusive deficits that can appear in combination including: directional deficits in the control of attention, representation of space and/or action directedness and nonspatially lateralized mechanisms as in problems with sustained and selective attention, a bias towards local features in a visual scene, as well as a deficit in spatial working memory [116] . Neglect is mostly associated with a lesion-induced reorganization of the neocortical frontal-parietal networks of the right hemisphere (RH) [117, 118] . It can be seen as a network deficit due to diaschisis [119] showing a slowing of the EEG [120] that can be explained in terms of TCD [121] . Interestingly, about 82% of RH patients and 62% of left hemisphere (LH) stroke patients suffer from spatial neglect during the first days after stroke. About 20% of these patients, mostly LH, recover spontaneously between three to eight months post-lesion, while about one-third of RH patients struggle long-term with spatial neglect. Neglect patients commonly show an anosognosia, insisting that their experience of the task space is complete and unitary including at the level of their autobiographical memory [122, 123] , demonstrating that conscious experience is integrated and coherent even in the absence of perceptual evidence.
Spatial neglect offers a unique possibility to investigate consciousness as it pertains to its content ( figure 3) . As an example, we can consider a visual detection task, where right hemispheric stroke patients (RH) with neglect were asked to detect local or global targets that appeared in random positions (figure 3b). The overall detection rate significantly declines with an increasing set size when compared with controls ( figure 3c , left column; p , 0.05), while the reaction time also increases about threefold ( figure 3c, right column; p , 0.05) . This reduction in performance is most pronounced when the target is defined as an rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150448 illusory contour, where we observe a doubling of the reaction time as compared to the other stimulus conditions. This suggests a disruption of top-down processing, as this condition requires the binding of multiple local features. Interestingly, in this experiment, group RH underperformed the healthy controls in both target present as well as target absent trials, e.g. reporting both false negatives as well as false positives (data not shown). This surprising reduction in performance suggests changes in search strategy and or diminished perceptual confidence [125] .
The neglect patient example illustrates that the stream of consciousness is unitary and continuous ( [22, 126] , GePe iv). It can be considered integrated (GePe iv) autonomous and constructed or virtual at both the instantaneous and autobiographical level as also evidenced by anosognosia in neglect (GePe iii). In addition, conscious experience is transient in the sense that it can be reversibly disrupted through lesions to the thalamocortical system and BAS and anaesthesia [127] . As a result it has levels, controlled in a two-stage fashion through BAS and the thalamus where the latter's influence is highly anisotropic as evidenced by TCD allowing the fashioning of a GW (GePe v). A last distinguishing feature of conscious experience is that it occurs with a significant delay relative to the real-time action of the agent (GePe vi). It is this last feature of consciousness that defines it as a memory process and precludes it from being the cause of instantaneous action and thought.
The level of consciousness depends especially on the phylogenetically ancient structures of the BAS while it appears that its content is defined in two stages: primary consciousness or sentience through the CBS of the midbrain and secondary consciousness by means of the thalamo-cortical system of the fronto-parietal network. As described above, this organization suggests a three-layered architecture which is phylogenetically highly conserved, appears to have its origins in the Cambrian and shows similarities between vertebrates and invertebrates. We can observe two additional and significant properties of these complimentary systems underlying the level and content of consciousness. First, BAS anatomically overlaps with the CBS of primary consciousness, suggesting that primary consciousness, in turn, can regulate the level and content of secondary consciousness maintained in the thalamo-cortical system. Given the topology of the BAS ascending projections, we can also speculate that the CBS can modulate the content of secondary consciousness by selecting specific (sub)modalities over others. Second, the majority of BAS subsystems also comprise a significant part of the brain's value systems that control the neuronal dynamics and synaptic plasticity underlying perception, cognition and action. For instance, the basal forebrain cholinergic system controls the reorganization of neocortical maps in classical conditioning [128] , histamine facilitates performance on complex cognitive and memory tasks [129] , the serotonergic system shows dissociable effects from the dopaminergic one on problem solving strategies [130] and the noradrenergic system is critically involved at different stages of information processing and memory, in particular, in the prefrontal cortex [131] . Interestingly, the neocortex in turn controls the activation of BAS and its valuation functions, for instance via the valence hub of the amygdala [132] . In addition, a recent meta-analysis has shown that the distribution of serotonin receptor subtypes is disrupted in the prefrontal cortex in schizophrenia [133] , lending further support for the notion that systems of primary and secondary consciousness are coupled both in terms of their information exchange and their regulation via BAS.
Given the above analysis we can define consciousness as a transient autonomous memory, which maintains a delayed, virtualized, unitary representation of the agent-environment nexus. This representation can be decomposed along the three columns and layers of the DAC architecture. These dimensions of experience become increasingly more dependent on the individual history of the agent captured in the memory processes of the AL and CL, combining into a 'remembered present' [2] , recollected past and anticipated future of the embodied autobiographical self. Qualia are defined through contributions of these different domains that will be actively selected on the basis of goal setting. Below, I argue that this consciousness memory system supports the normative valuation of performance in a world pervaded with hidden states, largely due to the presence of other agents, complementing and optimizing the parallel real-time control of action. Hence, the function of consciousness is to extract hidden norms from multi-agent and social environments and to use these to optimize the future parallel control of perception, cognition and action. The main perspectives on consciousness summarized in GePe and its neuronal organization might appear rather heterogeneous. However, they can be seen as each highlighting specific and complementary aspects of consciousness that must be brought together into one synthesis. My goal is to define this synthesis based on the definition obtained by analysing hemispatial neglect and the distributed adaptive control theory of mind and brain. The question that will drive the hypothesis on the function of consciousness advanced here is: what is the contribution to fitness of a delayed unitary virtualized conscious experience? Here I advance the hypothesis that consciousness is a necessary ingredient of a behavioural control architecture that is able to optimize action in a multi-agent world solving the so-called, H5W problem [27] .
The DAC solution to H4W described above already comprises all elements of GePe. More specifically we can observe that DAC is:
(i) Grounded in the experiencing physically embodied self: the somatic layer (SL) constitutes the foundation of the embodied brain. (ii) Co-defined in the sensorimotor coupling of the agent to the world: the RL and AL both establish immediate sensorimotor loops with the world, the former predefined the latter acquired. Acquired integrated sensorimotor states form the representational building blocks of DAC's cognitive and higher level representational processes. We have shown how this realization of conjunctive representations occurs in the hippocampal memory system [134] , which has been further experimentally confirmed [135] . (iii) Maintaining the coherence between sensorimotor predictions of the agent and the dynamics of the interaction with the world: the AL relies on prediction-based systems for both perceptual and behavioural learning to optimize coding, enhance robustness and solve behavioural feedback [30] . The memory systems of the CL operate on a combination of forward and feedback models operating at varying timescales. Indeed, DAC is an early example of a embodied epistemically autonomous predictive coding architecture [12, 29] . (iv) Combining high levels of differentiation with high levels of integration: the AL and, in particular, the CL, integrate across all sensory modalities and memory systems and provide selection mechanisms to define a unique interpretation of the state of the world and the agent, generating specific actions that are optimal in Bayesian terms based on its four-factor decision-making model [136] . (v) Exploiting a global workspace at the level of the CL integrating memory-dependent implicit biases and perceptual evidence with goal states and value supporting optimal decision-making. Task relevant states are 'ignited' by the confluence of perceptual, motivational and memory evidence to form the dominant states of the CL working memory system, driving goal-oriented action [136] . The decision-making dynamics of CL thus shows and anticipates a dynamic signature believed to be specific for the GNW [137] .
The analysis so far has shown that GePe at best captures necessary conditions of conscious experience and its underlying processes and mechanisms because DAC so far lacks consciousness as defined here. Looking at the concrete DAC example allows us to assess what is specifically missing: the ability to maintain a transient and autonomous memory of the virtualized agent environment interaction that captures the hidden states of the external world, in particular, the H5W capability of other agents, and the non-observable norms that agents implicitly convey through their actions. Indeed, DAC in its answer to H4W, is solely dealing with the interaction of an agent with its physical world. However, the Cambrian explosion of about 550 Ma created environments that were dominated by one more critical factor demanding a specific objective function: other agents or 'Who'. The resulting move from the H4W to the H5W problem leads to a fundamental change in information processing: parallelization, reciprocity and hidden states. Reciprocity results from a behavioural dynamic where the agent is now acting on a world that is in turn acting upon it. The states of other agents that are predictive of their actions, however, are hidden and agents must develop a capability for mind-reading based on a theory of mind [37, 138, 139] . At best these intentional states of other agents can be inferred from incomplete sense data such as location, posture, vocalizations, etc. or their social salience [140] . As a result the agent faces the challenge to unequivocally assess, in a deluge of sensor data and in parallel, those observable and inferred states of other agents that are relevant to its own on-going and future actions. In addition, it must deal with the ensuing credit assignment problem to optimize them. Thus, mind-reading contributes to the credit assignment problem consciousness needs to solve, it is not the solution.
Rather the solution to survival in this only partially observable intentional world entails assessing: (i) what the relevant (hidden) states of the world and its agents are, (ii) what the relevant states of self are, (iii) what the objectives and norms are that other agents follow and (iv) which specific state of the agent, e.g. action, from a large repertoire of possible states, gave rise to desirable and/or undesirable outcomes given the hidden norms of the social world. I propose that consciousness is a necessary component of control systems that solve this H5W problem. More specifically, from the perspective of DAC we can detail the specification of a control architecture that solves H5W as follows:
(i) Autonomous virtualization memory. The hidden states of the external world, largely due to other agents, and the internal milieu of the agent are identified through internal simulations that must be maintained over extended periods of time and also in the absence of sensory stimuli. As a result, action takes place in an augmented mixed reality where sensor data reflecting physical sources of stimulation and inferred intentional states are merged and tested against both the world and internal models. This augmentation cannot take place in relation to the physical world, as sensor states do not necessarily and directly present the relevant information such as intentions of other agents. The mixed reality thus requires a dedicated autonomous memory system that virtualizes the self and the world. It is autonomous because it must be maintained in the absence of sensory information and/or when sensory information deviates from internally generated predictions. Consciousness has been described as a brain-based virtual reality (GePe iii); the current proposal casts it in terms of an augmented mixed reality where internally generated models are merged with sensory states derived rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150448 from action in the physical world. The virtual reality case would by definition be isolated from the physical world, which would be counterproductive, since action needs to be generated in the physical world. (ii) Parallel multi-scale operations. Given the number of variables to be considered in a complex multi-agent world, the real-time predicaments of living systems and the finite operating powers of physical systems, i.e. brains, there is strong evolutionary pressure on implementing components for internal simulation and virtualization through parallel operations. In addition, all real or imagined agents in the environment must be tracked in real-time, defining a further functional need for parallelization. Indeed, parallel processing is one of the characterizing features of social brains, for instance from the mushroom bodies of wasps and bees to the hippocampus of vertebrates, which have been suggested to be homologous structures [98] . In the vertebrate case we can add the cerebellum. The cerebellum is credited with controlling real-time action and comprises in humans about 15 million parallel segregated loops constituting about 70% of the neuronal volume of the brain [141] . The cerebellum can be removed without apparently affecting consciousness directly [142] although it can modulate its content as in visual illusions (e.g. [143] ). Moreover, the majority of cerebellar circuits project to the frontal cortex suggesting a role in the realization of internal models [144, 145] . (iii) Serialization and unification. The agent and its physical instantiation by necessity can only commit itself to a single action at each point in time, realized through the position and confirmation of a singular body. As argued above, these actions are based on massively parallel simulations of possible states of the (social) world and self, supporting real-time inference in an intentionladen world and body. This creates a fundamentally new credit assignment problem: which value and/or future action should be assigned to which property of the real or imagined world given the outcome of a single act? If the causes of the actions of other agents are hidden, so are their outcomes and valuation, i.e. a social world by necessity operates on norms that are hidden. Indeed, this fact has led to the hypothesis that the human mind is specialized in norm extraction [146] . Hence, in order to optimize real world action the agent is forced to appraise performance with respect to a singular interpretation of the mixed reality probabilistic states that have given rise to its actions. (iv) Consciousness serves intentional valuation and norm extraction. Consciousness solves credit assignment for the parallel real-time control systems that drive a single social agent by inferring norms and transferring them as value. In DAC terms, we can rephrase this as the challenge of finding alignment between the parallel and probabilistic controllers that dominate real-time interaction with a social world and the singular, virtual and serial model of that interaction. As argued earlier and demonstrated by the DAC robot-based control models, the real-time control of action requires parallel processing further amplified by the predicament of solving H5W. Consciousness is a necessary counterpart to such a real-time parallel control system: a highly integrated virtual and autonomous sequential process that runs adjacent to and integrates across both states generated by the many parallel unconscious processes and those observed in the world. This serves the extraction of norms and the valuation of the goal-oriented performance of the agent. Norm-dependent error detection projects value to the parallel action and simulation controllers, optimizing their future performance. In this way, the cooperation between parallel real-time realworld bound unconscious and delayed serial conscious control assures operational coherence through the reinterpretation and optimization of unconscious parallel loops. In order to realize this function, the process of consciousness requires an autonomous memory system that maintains the virtualized, serialized and unified description of the interaction between the agent and its social world irrespective of the signal level information the agent is exposed to [147] . (v) The intentionality prior. In order to bootstrap the semantics of the simulations of the hidden states of the embodied self and other agents, they are anchored in an intentionality prior, or pervasive intentionality, where novel states are treated a priori as being caused by agents [147] . The problem of unifying the optimization of subconscious parallel fast control is thus resolved through shifting the representational framework from signal (world) based to intention (self) based, or an intentional stance [148] . This implies that intentionality detection is operating already at the level of the RL. As an example, we can consider stop signals conveyed to a dancing honeybee through a head butt by a fellow bee in order to prevent the dancer from indicating a location that the observing bee has found harmful in the past [149] . The further interpretation of intentional cues detected in the world, or ascribed to it, capitalizes on a self as other process, or in terms of Merleau Ponty 'ap-presentation' [150] , which implies that the self and world columns of the DAC architecture are tightly coupled. Indeed, as Dan Sperber famously stated: 'the attribution of mental states is to humans what echolocation is to bats' (quoted in [151, p 207] ). The self-model continuously serves as a reference for intentional cues detected in or projected onto the world and its real or imagined agents. In this case, optimizing performance also implies the ability to suppress this intentionality prior, i.e. to learn to differentiate the physical world following laws of physics from the final causes of intentionality dictating the actions of other agents. The DAC theory of consciousness (DACtoc) thus proposes that intentionality is a third Kantian prior, beyond space and time. Whereas, space and time can be defined implicitly by virtue of being embodied, the intentionality prior will require more elaborate memory specification because it is not directly observable. DACtoc thus proposes that we discover the physical world by stripping it of its automatically ascribed intentionally. For this hypothesis to hold, BAS must be coopted by systems involved in social cognition. It is relevant to observe that value systems of the brain and their targets are strongly dependent on error-based learning. For instance, in the case of the cerebellum, learning is regulated through an error signal generated by the inferior olive [152] . This feedback loop is subject to dopaminergic projections from the substantia nigra compacta that rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150448 terminate in the deep cerebellar nuclei [153] that in turn are linked to error and novelty detection [154] and it has been suggested that these signals can serve to directly modulate the balance between feed-forward and feedback control in the cerebellum (Verschure, Herreros and co-workers in [145] ). Similarly, all systems of BAS are known to respond in a similar fashion to surprise, novelty and error [131] . More importantly, the medial prefrontal cortex can in turn modulate the value-based responses of BAS, for instance through a projection to the basolateral nucleus of the amygdala, the hub of emotion regulation [155] . Specifically, a shift of activity from amygdala to frontal areas (subgenual ACC and the right temporal pole) has been reported corresponding to decisions that were either fear driven or goal oriented and fear inducing [156] . Another case in point is the VTA and its widespread dopaminergic projects to, among others, the neocortex and hippocampus, modulating memory in both systems [157, 158] . VTA is itself part of a recurrent loop with the ACC, which in particular targets the VTA neurons projecting to the nucleus accumbens [159] . In addition, inputs are received from the amygdala and components of the BAS: hypothalamus and raphe nucleus. That these reward pathways can actually provide the substrate for social decisionmaking, norm extraction and processing is suggested by a number of studies (see [160] for a review). For instance, when human teachers are instructing learners, activity in the ACC of the teacher was shown to covary with the prediction errors of the learner, i.e. tracking the learner's performance [161] . Similarly, violations of a promise in a game theoretical set-up correlate with significant activity in ACC [162] , while the same structure enhances its activity in proportion to reported envy [163] . In addition, this social value and norm processing system also overlaps with the fronto-parietal network [164] , which also is home to the mirror neuron system that supports social perception and action [165] . Hence, it appears that the reward pathways of the brain are also engaged in social decision-making, multi-agent modelling, valuation and norm extraction by being coopted by frontal cortical areas and their associated subcortical systems. States of this broader norm extraction network can also enter the fronto-parietal system, the candidate substrate for second-order consciousness and affect BAS and the CBS of primary consciousness. In DAC terms, we can state that the prior values, defined at the level of the RL or CBS, can thus be further coopted and modulated by CL or the fronto-parietal system to follow acquired rules and norms for valuation, mediated by the AL or the amygdala and nucleus accumbens. (vi) The definition of qualia. Given the definition of the H4W problem of survival in the physical world, DAC proposes that fundamental irreducible mental states are motivation (why), knowledge of objects and space (what, where) and time (when). This is a deviation from the classical distinction made by Kant and adapted by Hilgard [166] of knowledge/cognition, feelings/ emotions, desires/motivation or connation. DAC predicts that consciousness thus emerged during the Cambrian in response to the recursive and model-based processing required to solve H5W. This was required in order to engage with and adapt to a complex multiagent and social world pervaded with intentionality. With this, consciousness is a necessary property of embodied and situated control architectures, i.e. brains that engage with their social world of conspecifics, predators, prey and other agents. DAC proposes that sequential unified conscious processing monitors, valuates and modulates parallel real-time control systems both with respect to normativity and the suppression of the intentionality prior. This implies that conscious experience will coalesce around conative and norm relevant states and the context in which they appear. Given that in DAC the agent will become increasingly more dependent on the accumulated experiences in its memory systems from perception, cognition and action to autobiographical and autonoetic states, qualia will also become increasingly more defined by memory and less by sensation. Qualia will express the merging of the embodied memory of the agent with its sensed and imagined reality in the service of the agent's goals.
DACtoc thus builds on the necessary conditions of consciousness captured in the GePe framework and defines consciousness as a virtualization normative memory system (CVNM) that optimizes the parallel control of real-time embodied perception, cognition and action in multi-agent social environments.
(c) Empirical and methodological consequences
If DACtoc is to be a scientific theory, the question is what explanations and testable predictions does it offer? The assumption of the intentionality prior seems to be confirmed by a number of observations. For instance, the perception of biological motion shows that humans ascribe agency to simple moving geometric shapes [167] or moving point models of the body [168] . The intentionality prior hypothesis predicts that infants would ascribe excessive intentionality to the world and that due to maturation and learning this intention reflex is suppressed. Indeed, it has been shown that seven-month-old infants and adults both model the intentional states of others in a form similar to their self-models [169] and that there is a negative correlation between age and the propensity to favour teleological explanations of social behaviour, biological properties, artefacts and life events (e.g. [170] ). Given that infants starting at five months of age show slowly maturing neurophysiological signatures of consciousness [171] , this opens a wide range of experimental questions on the relation between consciousness, pervasive intentionality and maturation. For instance, how and when is the intentionality reflex suppressed and how is it reflected in the signatures of conscious experience? Here it is important to observe that the prefrontal cortex exerts a strong inhibitory impact on the amygdala and thus its downstream targets. For instance, lesions to the ventromedial prefrontal cortex lead to enhanced activity in the amygdala and associated heightened responses to emotional stimuli [172] , while patients suffering from Alzheimer's disease, which can be seen as a disconnection syndrome, show increased arousal and more extreme valence responses to simple sound stimuli [173] .
We can further speculate that the intentionality prior underlies religious beliefs, where we can see religion as an anthropomorphized moral believe system. Indeed, one experiment in which theists and atheists had to reason about life events indicated that the former showed a significantly rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150448 higher probability to display teleological factors in causal reasoning than the latter, suggesting that atheists are better able to override the intentionality prior [174] . Religious beliefs have been linked to a notion of hyperactive agency detection, which has been interpreted as either an evolutionary epiphenomenon or as serving social processes (see [175] for a review). In addition, an anti-correlation has been identified between inexplicability and the sense of 'awe' and agency detection [176] , suggesting that lacking rational explanations, humans resort to the intentionality prior. Interestingly, there is no convincing evidence for a positive correlation between religious beliefs and morality [175] , suggesting that it serves an epistemic role in interpreting the world rather than prescribing how to act in it. Hence, the intentionality prior allows us to look at both normativity and religious beliefs from a more concrete operational perspective of how these biases are part and parcel of acting and surviving in an intentional world that we as physical agents have to engage in real time.
Another view of the intentionality prior is to consider the organization of the CBS of the midbrain, or in DAC parlance the brain's reactive control layer. At this level of organization, we find genetically predefined stereotyped action patterns dedicated to the fundamental essential functions sustaining and propagating life, such as security, sex, feeding, grooming and attack, that are triggered by simple initiating stimuli such as the smell of conspecifics, predators, sounds, etc. [32, 177] . For instance, freezing to a sudden sound will set in motion the whole machinery behind classical conditioning from CBS and BAS to amygdala, cerebellum and cortex, but above all it is a direct expression of a phylogenetically defined prior: the presence of other agents which intend to consider the observing self as nutrition, triggering the security SEF. In other words, freezing is a behavioural expression of the intentionality prior, threatening intentionality rather than the harmless rustle of leaves.
DACtoc predicts that consciousness is an autonomous virtualization memory system. Hence, its relation to ongoing sensory events must be actively regulated. We have looked directly at this question using goal-oriented psychophysical tasks based on the validation gate hypothesis (figure 4, [178] ). The validation gate hypothesis states that perceptual processing exploits predictions to define areas of input space which will and will not receive attentional resources. Negative areas fall within the validation gate, positive areas outside of it (figure 4a). We have shown that validation gates for conscious decisions are actively modulated by secondary tasks such that the kernel of the excluded region of input space of a primary detection task expands as the secondary task becomes more demanding (figure 4b). This prediction and task-dependent change in the validation [178] proposes that information seeking is guided by predictions in a dual form by defining both regions in input space that are expected to provide data and those that do not and thus do not need to be scrutinized. If we follow dots moving along linear trajectories, data (orange dots) is classified relative to areas in input space where it is expected to occur given the properties of stimuli, or their validation gate (light blue area). Resources are only allocated to data which falls outside of the validation gates or when validation gates overlap, i.e. resolving novelty and ambiguity respectively. (b) Using a displacement detection task together with reverse correlation allowed us to exactly define the modulation of the validation gates by cognitive load in humans. Increased cognitive load induced a distinct increase of the eccentricity of the validation gate of consciously detected displacements, indicating an expansion of the area that was ignored in sensory processing due to a secondary working memory task (right-hand side kernel). The kernels are displayed as probability distribution of displacements that were followed by a button press from low (left) to high (right) cognitive load. The kernels of fast and slow eye movements did not show a similar effect of cognitive load. Adapted from Mathews et al. [179] . (c) An fMRI analysis of the validation gate displacement task showed that the explicit detection of displacements were correlated with activation of fronto-parietal networks involving middle and right superior frontal gyrus (Brodmann area 10, 11, yellow), right anterior cingulate cortex (ACC, BA32, yellow) and left precuneus (BA7, orange) (data from Malekshahi et al. [180] ). These areas are projected onto a three-dimensional reconstruction of the human connectome using brainx3, visualizing the structural and functional connectivity between the nodes (green) of the conscious detection network [181, 182] .
rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150448 gate has been traced back to activity in core areas of the frontoparietal network using a fMRI analysis with healthy subjects (figure 4c), in particular, the middle and right superior frontal gyrus (Brodmann area 10, 11, yellow), right ACC (BA32, yellow) and left precuneus (BA7, orange) [180] . The latter area is part of the so-called default mode network [183] , while the ACC is a central hub of executive control that is hypothesized to exert control over central thalamic nuclei [109] , which in turn can switch selected cortical circuits on or off following the general TCD model described above [110, 121] . Hence, this fMRI study reveals a circuit for selective prediction-based inhibitory filtering that the validation gate hypothesis proposes, which directly supports the idea that the fronto-parietal system can be considered the substrate of an autonomous consciousness memory system that can selectively couple and uncouple from sensory processing. This latter feature is further invoked by the long-range collaterals that can be found in the thalamocortical projections of the prefrontal cortex onto the reticular nucleus of sensory thalamic nuclei facilitating the task specific inhibition of feed-forward sensory processing [184, 185] .
In contrast with standard models of top-down attention, the validation gate model emphasizes the importance of taskdependent exclusion of sensory information rather than the exclusive amplification of it. As such it does provide an explanation of otherwise surprising attentional phenomena such as change and inattentional blindness (e.g. [186, 187] ): consciousness memory is actively suppressing input states that are considered irrelevant to the current task given the goals of the agent. In addition, the validation gate experiment showed that conscious decision-making can be dissociated from subconscious parallel processing, providing support for the DAC notion of parallel layered control. Indeed, rapid eye movements, which are controlled by the superior colliculus that is part of the CBS, showed little change across different cognitive load conditions [179] . These experiments also support the idea that consciousness provides a time-delayed description of a virtualized effective task that comprises only a subset of the physical sensory state space the subject is actually acting and existing in. In the fMRI evaluation of the validation gate task, we observed that the medial prefrontal and ACC were engaged during low cognitive load conditions but disengaged from the displacement detection during high cognitive load with a transfer of activity to dorsolateral prefrontal cortex, superior temporal gyrus and the supramarginal gyrus [180] . This reallocation of resources has been observed in other tasks where cognitive load was varied and the stream of consciousness interrupted [188] . In addition, elements in this conscious task memory, such as the orbitofrontal cortex, have been linked to the processing of prediction errors and their valuation by their downstream targets such as the amygdala, VTA and raphe nucleus [189, 190] . These observations further support the DACtoc hypothesis that conscious processing is based on an autonomous memory system, which maintains its virtualized intentional state representation independent of external sensory signals, is able to monitor performance and project detected errors to value processing systems.
The validation gate experiment predicts that the CVNM can directly regulate its own input processing by specific inhibition to regions of input space. Recent data shows that this is anatomically and physiologically consistent with the thalamo-cortical system (figure 5). The overall cortico-cortical and thalamo-cortical system implements a counter current architecture where activity can move from posterior to anterior, or from sensory areas towards the CVNM, through direct cortico-cortical and recurrent spiraling cortico-thalamic excitatory projections [191] , while CVNM can in turn modulate processing in this system via direct top-down cortico-cortical [192] , cortico-thalamic projections [184] and recurrent projections to BAS. In particular the long-range collaterals to the reticular nucleus are of interest with respect to the validation gate hypothesis since these modulate activity of the GABAergic projections to the underlying thalamic nuclei. The validation gate predicts that top-down control over input processing includes the suppression of input by defining regions of no subjective interest rather than solely defining a positive region of interest. Indeed, it has recently been shown that the rodent equivalent of the prefrontal cortex (PFC) directly controls input processing in a taskspecific way by driving activity in the sensory zone of the thalamic reticular nucleus [185] . In this way, we can distinguish attention, which in this case acts via an inhibitory cortico-thalamic and an excitatory cortico-cortical pathway, from the access of states to consciousness. The CVNM architecture is part of a thalamo-cortical counter stream processing architecture that can be dynamically switched from operating in a feed-forward sensory-driven to a top-down CVNM-driven mode. We can further speculate that the CVNM is augmented by a thalamo-cortical system that maintains the level of consciousness controlled via the central nucleus of the thalamus [109, 193] , while emotional context can be controlled through the direct projections from CVNM to the amygdala [184] . Hence, the validation gate hypothesis and its neuronal substrate confirm core principles of the DACtoc hypothesis. Figure 5 . Conceptual diagram of the neuronal substrate of the consciousness autonomous virtualization normative memory system (CVNM). The core behaviour systems (CBS) of the midbrain provide the substrate for primary consciousness driving both the neocortex (1) and the brainstem activating system (BAS) that in turn provide the activation and valuation of the thalamus (2) and neocortex (3) . The neocortex (CRT) shares direct and indirect recurrent connections with the thalamus (4) and normative virtualization memory of secondary consciousness is implemented by the cortico-cortical and thalamo-cortical system of the fronto-parietal network (4, 5) . Cortical networks in turn can exert control over BAS (6) and CBS (1) closing a normative valuation feedback loop. In addition, frontal cortex can inhibit input to sensory thalamic nuclei through projections to the reticular nucleus of the thalamus imposing validation gate driven 'blindness' for task irrelevant states (7) . See text for further explanation. DACtoc advances a hypothesis on the function, evolutionary origins and neuronal substrate of consciousness. The methodological question is how we can validate it with respect to the content of consciousness. The hard problem is based on the claim that a third person description of first person experience is not possible. I have argued above that this notion is closely tied to a Cartesian reductionist stance on scientific explanation and that this mode of explanation is failing in the face of the multi-scale organization of biological systems. Indeed, one of the critics of Descartes suggested to turn to human experience and skill rather than God to anchor knowledge. The eighteenth-century Neapolitan philosopher Giambattista Vico famously proposed that we can only understand that what we build, or, that 'truth' and 'fact' are reversible (Verum et factum reciprocantur seu convertuntur) [194] . This epistemological model also stood at the heart of the short-lived cybernetics revolution and was directly followed-probably unknowingly-by Watson and Crick in their discovery of the structure of DNA through the construction of a mechanical model. I propose that we can decipher subjective experience following a synthetic strategy [25] . Qualia are defined through the confluence of different modalities of the experienced agent-environment nexus at a specific point in time and given a specific individual history captured in the continuously evolving memory systems of the agent. A third person perspective on qualia will thus require full access to each experiential state over time. This feature is only under very limited experimental control as the nineteenth-century structuralists discovered and experience has thus remained in the first person domain. Full accessibility of all relevant states is only assured through a synthetic approach, where we can control and measure all aspects of an agent starting from the moment it is 'thrown in the world' until the moment it ceases to exist. In his Monadology, Leibnitz objected to such a synthetic approach stating that being inside a conscious machine does not reveal its subjective states. Here I propose to solve Leibnitz's challenge by not only entering the machine but above all by having a full record of the history of the system environment interaction that has been captured in its memory systems.
As an example of the quale parsing methodology, we can consider DACX (figure 6). Here, I will focus on DACX's hippocampus because it is the generator of episodic declarative memory providing core content of conscious experience (see [195] , for a review), while itself being subconscious [196] , i.e. lesions to this area do not affect the level of consciousness but do lead to severe memory impairments. This further confirms the dissociation between processes generating content that can potentially define conscious experience and the transient memory process that serves as the substrate of consciousness itself. The hippocampus shows dense structural and functional integration posing a challenge for integration centric theories of consciousness. In addition, it provides a substrate of virtualization by virtue of its ability to support mental time travel [197] [198] [199] through, so-called, sweeps and ripples [200, 201] , which through spreading activation can re-instantiate and/or readout hippocampal memories that provide information to a range of extra-hippocampal circuits including the default mode network [202] .
The entorhinal-hippocampal model of DACX constructs memories of 'episodes' that comprise both spatial and sensory information derived from path integration and the distal sensors the robot is equipped with respectively. These episodic memories are subsequently associated with the goals the agent maintains, facilitating the formation of action policies to optimize performance. Given the ability to follow all relevant state variables of the agent and the environment, each neuronal state can be interpreted in terms of current and/or past experience of the agent. For instance in the example shown, neuronal firing patterns in the CA3 attractor memory system of DACX can be uniquely labelled with respect to the specific location, internal and sensory state of the agent. Most importantly, we can directly interpret the mental time travel the agent engages in. In this case, the agent is searching for the shortest trajectory to a 'food' goal state given an internal need of 'Hunger' ( figure 6b(ii) ). Hence, we have a third person description of the agent's qualia, which is composed of the experiences of the agent solving a specific instance of the H4W problem and its associated exteroceptive, interoceptive, perceptual, emotional, cognitive and action elements. DACtoc predicts that a similar quale parsing methodology can be applied to conscious synthetic H5W capable agents. As our models become more elaborate, our ability for quale parsing will also become increasingly more complete, allowing us to unravel the full richness of conscious experience of an artefact. The limitation of the quale parsing method is that it will only be valid when full control over the temporal development of the agent is given, together with full access to its control architecture. This is not feasible with biological systems because we will face a neuroscience version of Heisenberg's principle, where we will in our attempt to measure qualia alter them. A two-step process is required which first maps the biological agent to an artefact and subsequently opens up its experience for third person interpretation. Hence, synthetic quale parsing will not work for arbitrary experiencing systems. However, this is not the scope of the challenge. The problem was to overcome the principled impossibility of accessing first person states. Synthetic quale parsing has answered this challenge, demonstrating the content of the mental time travel of a biologically grounded robot. The 'hard' problem made 'easy'. In order to know what it is like to be a bat, we thus have to emulate this bat and analyse its synthetic alter ego using quale parsing.
Discussion
Based on the notion of the H5W problem and the DAC theory of mind and brain, I have argued that consciousness serves the valuation of goal-oriented performance in a world dominated by hidden states in particular derived from the intentionality of other agents and the norms they adhere to. I have argued that in such a world real-time action must be based on parallel automatic control that is optimized with respect to future performance through normative conscious valuation. I have contrasted this proposal with the distracting notion that a hard problem exists in the study of consciousness and the view that quantitative methods provide a theory of this phenomenon. The argument is that these 'solutions' are the result of a misinterpretation of the scientific method: strict reduction will not give us access to the multi-scale organization of mind and brain, neither do methods qualify as theories. For this reason, I proposed an alternative approach which comprises the construction of synthetic consciousness together with a convergent methodology which brings together pertinent constraints from behaviour, anatomy and physiology, in this way, supporting a constructive empiricist view on consciousness where we seek models and theories that are empirically adequate rather than 'true' [203] .
The main positions on consciousness can be summarized in one comprehensive framework: GePe. Comparing the components of GePe to the existing DAC architectures, which have been applied to mobile robots, interactive buildings, avatars and humanoids, shows that all components of GePe are present in this architecture, except the puzzling observation that conscious experience trails real-time action. Despite satisfying five out of six GePe criteria, DACX is currently not conscious.
DACtoc proposes that consciousness is critically related to action in an intentional world or the transition from an agent that solves H4W to solving H5W. Here consciousness provides the normative interfacing between the unknowns of the singular embodied self and the social and physical world. In this proposal consciousness is by necessity intentional because it is dealing with a single agent engaged with an intentional world. It is the self-constructed conscious unitary narrative that, grounded in the physical existence of the agent over time, defines its subjectivity and qualia, accumulated in its memory systems and assuring the coherence of the agent's operation. Thus, consciousness is the coherent experience that results from the large-scale integration of parallel processing of perception, affect, memory, cognition and action along the neuroaxis in a dedicated transient memory system that supports unification, virtualization, norm extraction and valuation. It is a form of memory that reflects the autonomous normative states of the agent to facilitate the optimization of its parallel real-time control loops that are driving action and self-regulation. This virtualization normative memory is engaged when the agent plans to act and especially when it evaluates the outcomes of actions in the past, present and future relative to perceived or remembered internal and environmental norms. The core ingredients of consciousness are thus autonomous virtualization memory, intentional simulation-based monitoring and assessment and valuation of parallel multi-scale operations using serialization and unification of goal-oriented performance. The foundations of this process are the intentionality prior and the norm extraction it affords.
Others have also advanced hypotheses that emphasize the social origins of consciousness [61, [204] [205] [206] . These proposals have rather emphasized the contribution of consciousness to specific aspects of social interaction such as rational thought, language and/or attention. The DACtoc hypothesis emphasizes the role of consciousness in optimizing the control structures that serve action in a world pervaded with hidden states due to the presence of other agents, the social interaction it affords and its underlying intentional stance. Social perception and cognition, however, are part of the subconscious processes driving realtime action that demand a normative solution to credit assignment. Moreover, the self is equally unknowable and pervaded with hidden parallel subconscious states that require a similar treatment of virtualization and serialization. Self, however, will be a less rich source of norms, rather it is subject to them expressing its compliance through the emotions these norms evoke. Hence, DACtoc places norms and the morality they entail at the level of integrated cognitive processes that are appraised through emotions at any level of the DAC hierarchy rather than being defined by them. This is in contrast to and more parsimonious than alternative theories on naturalized morality which see emotions as their grounding [207] . DACtoc makes CVNM dependent on an 'interpreter', which creates a culturally informed autobiographical and normative narrative of a self to which consciousness has only limited direct access consistent with Gazzaniga and Nisbett & Wilson [88, 208] .
DACtoc is hypothesized to be instantiated in the brain by the combination of CBS, BAS and the thalamo-cortical and cortio-cortical networks of the fronto-parietal system and places its origins in the Cambrian explosion of about 550 Ma. This was the moment that intentionality became a factor in survival. In the treatment of critical transitions in evolution, Smith & Szathmary [209] identify the emergence of sociality as a main transition, paving the way for human societies further aided by the emergence of language. DACtoc is proposing that consciousness was the enabler of this transition. More specifically, that primary consciousness evolved for the initial adjustment to multi-agent environments as in predator-prey systems and rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150448 simple eusocial insects, i.e. environments where norms are not hidden but rather unambiguously signalled by the world, while the bootstrapping of secondary consciousness allowed the stabilization of complex social environments as found among mammals yet following rigid prior norms [210] . A key transition omitted by Smith and Szathmary is the evolution of nervous systems and the new forms of information exchange that they afforded [211] . DACtoc proposes that nervous systems facilitated the formation of social groups, in particular, through the emergence of primary and secondary consciousness. Evolutionary progress has been sketched as enhanced autonomy from the environment (see [212] for a review). The DACtoc hypothesis suggests, however, that we might have to consider a tertiary consciousness that is unique to humans, allowing them to redefine their value systems on the basis of socially acquired norms implemented by the feedback control of the neocortex over the norm systems of the CBS and its intentionality prior. This would constitute the ultimate evolutionary transition because it disconnects humans from their phylogenetically defined value systems and the constraints it imposes on their behaviour and propels them into a post-biological Anthropocene: in this sense realizing autonomy not only of the natural environment but also of the biological self and exercising this autonomy by fundamentally changing the world that has given rise to it. We see the effects of this transition daily in ideologically motivated acts of violence and the ecological havoc humans create. DACtoc suggests that CVNM as an adaptive normative system can be trained and motivated to acquire norms and suppress the intentionality prior, creating nonanthropomorphized normative systems. Hence, the post-biological era places even more responsibility on humans to both define moral systems and means of their education, in the service of a sustainable and dignified multi-agent society.
DACtoc reinstates free will as a useful construct to understand the causation of action. DACtoc's CVNM implies that we can and will experience the norms that optimize our parallel action control systems: the ability to will improvement of performance in the future as opposed to stopping at the contemporary interpretation that we lack the will to control our performance in the 'now'. Conscious thus only affects future performance and is not the cause of current action. The 'free' aspect of 'free will' can be brought back to the strongly nonlinear properties of a multi-scale brain that operates at the edge of criticality where small changes can make a big difference. It has already been demonstrated in small neuronal models how near criticality can provide for efficient yet system-dependent state space exploration [213] . The question thus becomes what the norms are that we as embodied agents are exposed to how they are embedded in our memories and how they are defining our actions.
It has been common to emphasize levels in the study of consciousness. DACtoc defined consciousness against deficits where both level and content are affected. Indeed, the notion of levels of consciousness has been questioned as being incomplete [92] . DACtoc suggests that the confusion of level and content is due to the fact that they are simultaneously regulated by the CVNM in an anisotropic fashion, i.e. one circuit might be extinguished by becoming dominated by low frequency bursting in its thalamic afferents taking it out of CVNM, while another circuit can be 'ignited' due to its thalamic afferents being released from inhibition. Thus the 'level' of thalamo-cortical circuits are continuously and dynamically re-organized in an anisotropic fashion defining the state of CVNM and content of qualia. The CVNM comprises a key ingredient of the frontal-parietal network that is disrupted in neglect patients [118] . Stroke gives rise to dynamic reorganization of the thalamo-cortical system as expressed in large increases in delta and decreases in alpha activity [121, 214] . Taken together this shows that stroke provides an alternative model to investigate consciousness as opposed to sleep or coma, with the advantage to specifically probe the informational aspects of conscious and unconscious processing and their highly variable spatio-temporal organization. In addition, it opens new possibilities to further advance neurorehabilitation and neuroprosthetics methods.
DACtoc advances a network perspective on deficits of consciousness. Indeed, the fronto-parietal network is centrally connected to all identified functional networks of the neocortex [215] . Disturbances to this network should lead to pathologies in norm-dependent behaviour. DACtoc predicts that borderline personality disorder, a pathology with emotional, cognitive and behavioural dysregulation [216] , is largely due to instabilities in the feedback between systems underlying normative secondary and valuative primary consciousness and the autobiographical narrative of the self. Indeed, these patients show strongly different responses to norm violations as compared to control subjects for instance showing an enhanced tendency to display 'angry retaliation' [217] . In addition, we can speculate that distortions of conscious experience that occur during psychosis are due to the dysregulation of the coupling between CVNM and sensory processes following the DACtoc-associated validation gate hypothesis, as schizophrenia is also associated with dysfunction of the thalamic reticular nucleus [218] . These predictions are currently being pursued in various clinical settings.
Recently, an argument has been made that the 'hot spot' for content consciousness can be found in the posterior cortex rather than the fronto-parietal network and/or the thalamocortical system [4] . This suggestion, however, might have been biased by the highly selective emphasis on non-reported sensory processing alone. The example of neglect used here to define consciousness also illustrates that the content of experience depends on the modalities considered. These include executive function and action such as expressed in the goals being pursued, affect and autobiographical memory, defining the foundations of autonoetic experience. Neglect is a multifaceted pathology due to a distributed network destabilization of the thalamo-cortical system; the same holds for other deficits of consciousness including schizophrenia [219] . Hence, there is no convincing evidence to depart from the multi-scale network interpretation of consciousness advocated here.
DACtoc proposes that consciousness is implemented by means of a two-step mechanism involving BAS and midbrain CBS, initially serving primary consciousness and later coopted by the thalamus and the fronto-parietal system of the neocortex in the virtualizing normative transient memory of secondary consciousness. One aspect of this hypothesis is that none of the systems attributed to the AL of DAC, in particular, the hippocampus, amygdala, cerebellum and basal ganglia, are figuring in the realization of primary and secondary consciousness. A common feature of these systems is that they are involved in the identification of the agent's state space using extero-, intero-and proprioceptive signals combined with massive parallel processing we can speculate that this provides the core subconscious and probabilistic set of states that are critical in the generation of parallel real-time control on which CVNM operates. Indeed, the cerebellum is the example par excellence rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150448 of an adaptive real-time controller, which can provide high-resolution event triggers in a time window of about 1 s in classical conditioning [220] . DACtoc proposes that this feature of the AL is an anatomical signature of large-scale unconscious parallel real-time processing that in turn requires CVNM, found in social brains. Another question with respect to the substrate of consciousness is how the stream of consciousness is updated and its content controlled. Given its cortical dynamics, we can take inspiration from the update dynamics of other cortical systems. Here at least two predictions stand out. Firstly, it has been proposed that the striatonigrostriatal pathway sets up a specific sequential processing stream in the dynamics of the basal ganglia, forming an ascending spiral that defines a hierarchy of information flow from the ventral striatum's shell and core (motivation) to central (cognition) and dorsolateral striatum (action) [221] . The striatum is the cortical input stage of the basal ganglia, which is providing selection of cortical states via its projections to the thalamus, as we saw previously, and we can speculate that this subcortical sequencer will also dictate the update frequency of the CVNM of the fronto-parietal system and the selection of its content. We can speculate that a similar process underlies the integration and synchronization of the parietal and frontal zones of the CVNM. Secondly, the onset of movement is accompanied in the primary motor cortex by the attenuation of beta activity [222] . This suggests that beta activity prevents readout by M1 neurons of the motor plans formed in premotor. The attenuation of beta activity allows to read in a new motor program, which can be played out towards the periphery. This sequential process is consistent with the basal ganglia sequencer notion and suggests that given the similarity in computational hardware, the updates of CVNM will follow a comparable process with the difference that in between updates, information must be held in transient memory of the thalamo-cortical loops rather than being silenced by beta activity. An associated question is how conscious content can be flexibly refreshed and or maintained in a transient memory system. Popular notions of rate coding [223] would require a labelled line hierarchical coding system, where each synapse and neuron in the system has a specific semantic dedication. How can such a solution provide a representational substrate for the practically infinite set of phenomenal states, i.e. differentiation? The popular labelled line approach, although easy in digital hardware, confronts biological control systems with insurmountable problems of packing sufficient wires and neurons in strategic functionally defined locations. Moreover, fronto-parietal networks appear to provide more general-purpose hardware, which can be flexibly dedicated to widely varying tasks [215, 224] . Hence, this leads to the prediction that the CVNM relies on temporally encoded information to facilitate rapid information refresh and multiplexing [225] .
The DACtoc explanation of consciousness focuses on the unitary nature of conscious experience, its normative role and its delayed realization relative to real-time performance. The model behind this proposal has been advanced as an embodied robot-based system following the idea that empirically adequate models of embodied and situated brains will be machines themselves. For this reason, we have embarked on a series of DAC control architectures for humanoid robots that in particular advance human-level embodied social interaction [226] . In order to realize its convergent validation, we have also integrated this humanoid platform with state-of-the-art human connectome models using brainx3 [181, 182] that are augmented with fully simulated subcortical structures. DACtoc thus predicts that human-level quale parsing will result from the convergence of humanoid robotics and whole brain modelling following the convergent validation methodology.
There is quite some interest in the field of machine consciousness where different aspects described in the GePe framework are addressed (see for a recent review [227] , this review is surprisingly bleak about the outlook for this field though). An important difference between DACtoc and other approaches is that DACtoc is building on a long tradition of biologically grounded brain models, is advanced in embodied and situated form and considers consciousness as a necessary ingredient of survival in a social world.
I have shown that a synthetic constructive methodology allows us to parse qualia in terms of the complex mental time travel of a biologically grounded embodied control architecture, by providing full control over its development over time and the internal states of its subsystems. Following this approach, we can have a third person perspective on 'what it is like' to be a bat or even a philosopher. The implication is, however, that we do have to construct an embodied situated real-world model of the agent in question. This raises the important question of the granularity of our answer to the hard problem. Do we really need to explain, predict and control every individual quale or rather provide insight in the processes that shape them? The latter option seems closer to what we can expect from the scientific method and need for practical applications, the former version of HPEP is great for science fiction novels.
I have contrasted the DACtoc methodology with the hard problem and IIT and benchmarked it against the dominant trends in theories of consciousness captured in GePe. I have identified as the missing piece in the puzzle of consciousness, its function of extracting norms from the hidden states of the social world in order to optimize parallel real-time action control. I have argued that the trend to turn away from the questions on the ontology and function of consciousness is dissatisfying from an intellectual perspective. More importantly, it also discharges science from its responsibility towards building a sustainable and dignified society. If science is supposed to provide explanations, predictions and control of natural phenomena then science's success should also be measured in terms of its impact. It should not only be able to contribute to pressing challenges in the domains of education, health and well-being but especially due to the secular turn in modern Western societies, provide a foundation for the grounding of our metaphysics. Answering the question of what consciousness is and how physical systems can give rise to it, stands at the centre of knowing what it is to be human and to face up to the fundamental challenges of our time and any time in which conscious beings have existed and will exist in the future. We must and will be gnawing this file forever!
