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Discrete time crystals are a recently proposed and experimentally observed out-of-equilibrium
dynamical phase of Floquet systems, where the stroboscopic evolution of a local observable repeats
itself at an integer multiple of the driving period. We address this issue in a driven-dissipative setup,
focusing on the modulated open Dicke model, which can be implemented by cavity or circuit QED
systems. In the thermodynamic limit, we employ semiclassical approaches and find rich dynamical
phases on top of the discrete time-crystalline order. In a deep quantum regime with few qubits, we
find clear signatures of a transient discrete time-crystalline behavior, which is absent in the isolated
counterpart. We establish a phenomenology of dissipative discrete time crystals by generalizing the
Landau theory of phase transitions to Floquet open systems.
Introduction.— Phases and phase transitions of matter
are key concepts for understanding complex many-body
physics [1, 2]. Recent experimental developments in var-
ious quantum simulators, such as ultracold atoms [3, 4],
trapped ions [5, 6] and superconducting qubits [7, 8], mo-
tivate us to seek for quantum many-body systems out of
equilibrium [9–11], such as many-body localized phases
[12–17] and Floquet topological phases [18–25].
In recent years, much effort has been devoted to pe-
riodically driven (Floquet) quantum many-body systems
that break the discrete time-translation symmetry (TTS)
[26]. In contrast to the continuous TTS breaking [27–29]
that has turned out to be impossible at thermal equilib-
rium [30, 31], the discrete TTS breaking has been the-
oretically proposed [32–36] and experimentally demon-
strated [37, 38]. Phases with broken discrete TTS feature
discrete time-crystalline (DTC) order characterized by
periodic oscillations of physical observables with period
nT , where T is the Floquet period and n = 2, 3, · · · . The
DTC order is expected to be stabilized by many-body in-
teractions against variations of driving parameters. Note
that the system is assumed to be in a localized phase
[33, 34, 36, 37] or to have long-range interactions [38–40].
Otherwise, the DTC order only exists in a prethermal-
ized regime [41, 42] since the system will eventually be
heated to a featureless infinite-temperature state due to
persistent driving [43–45].
While remarkable progresses are being made concern-
ing the DTC phase, most studies focus on isolated sys-
tems. Indeed, as has been experimentally observed
[37, 38] and theoretically investigated [46], the DTC order
in an open system is usually destroyed by decoherence.
On the other hand, it is known that dissipation and de-
coherence can also serve as resources for quantum tasks
such as quantum computation [47] and metrology [48].
From this perspective, it is natural to ask whether the
DTC order exists and can even be stabilized in open sys-
tems [49]. Such a possibility has actually been pointed
out in Ref. [41], but neither a detailed theoretical model
nor a concrete experimental implementation is presented.
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FIG. 1: (color online). Cavity and circuit QED setups for re-
alizing the DTC order. In the first (second) half of a Floquet
period T , we switch on (off) the coupling λ between light and
(artificial) atoms. For sufficiently large λ, almost persistent
DTC order in the stroboscopic dynamics of a local observable
is expected for an ensemble of a large number of atoms in
an optical cavity, while transient DTC behavior can be ob-
served for few superconducting qubits coupled to a microwave
transmission line. Here κ denotes the loss rate of (microwave)
photons.
In this Letter, we propose a concrete open-system
setup for realizing the DTC order by using a prototypical
dissipative model — a modified open Dicke model [50–
52], which describes a collective light-atom interaction in
the presence of interaction modulation and photon loss.
This model is relevant to cavity QED systems based on
cold atoms [53–56] and circuit QED systems based on
superconducting qubits [57–63]. As schematically illus-
trated in Fig. 1, the DTC order manifests itself through
periodic switch-on and switch-off of a sufficiently strong
light-atom coupling. For the cavity QED case, we con-
sider the thermodynamic limit and find unexpectedly rich
dynamical phases as the detuning parameter is varied
(see Fig. 2). For the circuit QED case, we examine a deep
quantum regime with few qubits to find a clear transient
DTC behavior even for two qubits, a minimal setup of
superradiance [60]. We also discuss a phenomenological
model which demonstrates the exponentially long lifetime
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FIG. 2: (color online). Dynamical phase diagram (top), typical stroboscopic dynamics (middle), and trajectories (bottom)
of the atomic pseudospin for atom-light coupling λ = 1 and photon-loss rate κ = 0.05. Top: As the detuning  [see Eq.
(3)] is varied, five different dynamical phases emerge: thermal (T, red), symmetric period doubling (normal DTC order, SD,
blue), limit-cycle pair (LC, orange), period sextupling (S, purple), and asymmetric period doubling (AD, magenta). The phase
boundaries are marked in white with resolution 10−3. Middle: Typical stroboscopic dynamics of jµ ≡ 1N 〈Jˆµ〉 (µ = x (solid
blue), y (dashed orange), z (dotted black)) for the last 30 periods of the entire 5000-period evolution. Bottom: Full stroboscopic
phase-space-point trajectories (light blue) and those of the last 200 periods (purple) projected on the pseudospin Bloch sphere.
of the DTC order. These predictions should be testable
in light of the state-of-the-art experimental developments
in atomic, molecular and optical physics.
Modulated open Dicke model.— We consider N iden-
tical two-level atoms in a single-mode cavity. Neglecting
the atomic motional degrees of freedom, the dynamics of
the system can be described by the open Dicke model
[64]:
dρˆt
dt
= L(λ)ρˆt = −i[Hˆ(λ), ρˆt] + κD[aˆ]ρˆt,
Hˆ(λ) = ωaˆ†aˆ+ ω0Jˆz +
2λ√
N
(aˆ+ aˆ†)Jˆx,
(1)
where D[aˆ]ρˆ ≡ aˆρˆaˆ†− 12{aˆ†aˆ, ρˆ}, aˆ is the annihilation op-
erator of the photon field, Jˆµ ≡ 12
∑N
j=1 σˆ
µ
j (µ = x, y, z) is
the collective atomic pesudospin operator, ω, ω0, λ and
κ are the optical frequency, the atomic frequency, the
coupling strength and the photon-loss rate, respectively.
It is known that, in the thermodynamic limit and when
λ exceeds λc =
1
2
√
ω0
ω (ω
2 + κ
2
4 ), the open Dicke model
exhibits a phase transition that breaks the Z2 symmetry
characterized by the parity operator Pˆ ≡ eipi(aˆ†aˆ+Jˆz+N2 )
[52, 54]. For λ > λc, we can construct an exact period-
doubling Floquet dynamics as follows: Starting from one
of the symmetry-broken steady states ρˆss, in the first-half
period, the dynamics is governed by Eq. (1), so ρˆss stays
unchanged by definition. In the second-half period, we
perform the parity operation on the system, so that the
other steady state ρˆ′ss = Pˆ ρˆssPˆ is obtained at the end of
the Floquet period. If we observe the system stroboscop-
ically at tn = nT , we should find ρˆss (ρˆ
′
ss) for even (odd)
n.
If the period doubling is robust against imperfection
such as the deviation of the evolution in the second-half
period from the parity operation, we can identify it as
a DTC order. A straightforward way to introduce such
imperfection is to switch off the atom-light coupling in
the second-half period. That is, we modulate λ in Eq. (1)
periodically as
λt+T = λt =
{
λ 0 ≤ t < T2 ;
0 T2 ≤ t < T.
(2)
In the resonant (ω = ω0 = ωT ≡ 2piT ) and isolated (κ = 0)
case, the state evolution during the second half of the pe-
riod generates the parity operator up to an unimportant
global phase, i.e., Pˆ = e−i
T
2 Hˆ(0)+
ipi
2 N . If we introduce a
detuning between ω and ω0 as
ω = (1− )ωT , ω0 = (1 + )ωT , (3)
we can control the degree of imperfection by . Note that
there is always a nonunitary imperfection due to photon
loss even for  = 0. For simplicity, we set ωT = 1 in the
following discussion.
Dynamical phases in the thermodynamic limit.— In
the thermodynamic limit N → ∞, the relative fluctu-
ation in a local observable becomes negligible and the
semiclassical approach is justified [65–67]. In terms
of the scaled variables x ≡ 〈aˆ+aˆ†〉√
2Nω
, p ≡ i〈aˆ†−aˆ〉√
2N/ω
and
3j ≡ (jx, jy, jz) with jµ ≡ 1N 〈Jˆµ〉 (µ = x, y, z), the semi-
classical dynamics governed by Eq. (1) reads [68]
dj
dt
= (ω0ez + 2λt
√
2ωxex)× j,
dx
dt
= p− κ
2
x,
dp
dt
= −ω2x− κ
2
p− 2λt
√
2ωjx.
(4)
Note that the Z2 symmetry is maintained, since Eq. (4)
is invariant under the simultaneous sign reversal of x, p,
jx and jy. The dissipative phase transition [69] in the
open Dicke model now becomes a dynamical phase tran-
sition known as the pitchfork bifurcation [66], where the
original unique attractor with x0 = p0 = jx0 = jy0 = 0
and jz0 =
1
2 becomes unstable and two new stable at-
tractors with (jx±, jy±, jz±) = 12 (±
√
1− µ2, 0,−µ) and
(x±, p±) = ∓
√
2ω(1−µ2)
ω2+κ2/4 (λ,
κ
2 ) (µ ≡ λ
2
c
λ2 ) emerge as the
classical reductions from ρˆss and ρˆ
′
ss. To be specific, we
fix λ = 1 and κ = 0.05 in the following calculations and
choose the initial state to be the “+” attractor.
We solve the nonlinear differential equation (4) up to
5000 periods by using the Runge-Kutta method for dif-
ferent  and map out the full dynamical phase diagram
in the top row of Fig. 2 [70]. We find the normal DTC
phase and the thermal phase, where the former respects
the Z2 symmetry in which jx, jy, x, p reverse their signs
after one period, and the latter shows irregular trajecto-
ries that cover some areas of the pseudospin sphere (or in
the quadrature (x-p) plane). Furthermore, we find sym-
metric limit-cycle pairs, where the steady orbit forms two
closed loops in the phase space, period sextupling, and
asymmetric period doubling, with jx, jy, x, p taking on
two different values that are not symmetric against in-
version. In fact, we find even richer dynamical phases
for other κ, such as higher-order period multipling and
asymmetric limit-cycle pairs [68]. These phases can un-
ambiguously be diagnosed by a measure of synchroniza-
tion [71–73] and can systematically be understood by em-
ploying bifurcation theory [74–79].
We note that the dynamics of a generalized time-
independent open Dicke model, which has an additional
Stark-shift term UN Jˆzaˆ
†aˆ in H(λ) in Eq. (1), has thor-
oughly been studied in Ref. [66] based on the semiclas-
sical analysis. While there are only single- (normal) and
double-attractor (superradiant) phases for U = 0, limit-
cycle and multiple-attractor phases emerge for U 6= 0. In
contrast, in this Letter, the richness of dynamical phases
arises from the time dependence of λ with U = 0. An-
other distinction is that in Ref. [66] the steady state picks
up one of the attractors or the unique limit cycle, whereas
in the present Letter the steady state goes around differ-
ent fixed points or limit cycles in a stroboscopic manner.
Transient DTC behavior in the deep quantum
regime.— Let us move to the few-atom regime (N ∼
O(1)) which is the case for circuit QED systems. We con-
sider the modulated open Dicke model with N = 2. We
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FIG. 3: (color online). (a) Stroboscopic dissipative dynamics
of the scaled angular momenta of jx (solid), jy (dashed), and
jz (dotted) in the two-qubit Dicke model with κ = 0.05,  =
0.1 and λ = 1 (strong coupling). The inset shows quadra-
tures, x (dotted) and p (solid). (b) Stroboscopic dynamics
for isolated systems (κ = 0,  = 0.1, and λ = 1) in the strong-
coupling regime. (c) Stroboscopic dissipative dynamics in the
weak-coupling regime (κ = 0.05,  = 0.1, and λ = 0.1). (d)
Stroboscopic unitary dynamics in the weak-coupling regime
(κ = 0,  = 0.1, and λ = 0.1). Only (a) shows a DTC tran-
sient. The initial state is always |⇒〉 ⊗ |0〉, where |⇒〉 is the
eigenstate of Jˆx with eigenvalue N/2 (N = 2) and |0〉 is the
photon vacuum.
demonstrate that the interplay between strong coupling
and dissipation causes a DTC behavior for unexpectedly
long periods even in this deep quantum regime. By un-
expectedly long we mean that the DTC transient lasts
much longer than the decay time κ−1 ∼ 3T .
We employ the exact diagonalization approach to solv-
ing the Floquet-Lindblad dynamics governed by Eqs. (1)
and (2) under a truncation up to 16 photons. Figure
3 (a) shows the obtained stroboscopic dynamics of the
scaled angular momenta jµ and quadratures x, p (inset)
in the strong-coupling regime, where κ = 0.05,  = 0.1
and λ = 1. The initial state is chosen to be |⇒〉 ⊗ |0〉,
where |⇒〉 ≡⊗Nj=1 |→〉 is the eigenstate of Jˆx with eigen-
value N/2 (N = 2) and |0〉 is the photon vacuum. We
clearly see that jx and x start oscillating with a period
of 2T after t ∼ 5T , which persists even at t ∼ 50T .
This result shows that our strong-coupling modulated
open Dicke model features a DTC transient even in
the deep quantum regime before reaching the stationary
state. For the sake of comparison, we show in Fig. 3 (b)
the stroboscopic dynamics for an isolated Dicke model
(N = 2, κ = 0,  = 0.1, λ = 1) starting from the same
initial state. We can see that the expectation value of
each observable randomly fluctuates and does not have
temporal order in contrast to its dissipative counterpart.
We note that no DTC transient emerges in the weak-
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FIG. 4: (color online). (a) Typical Floquet-Lindblad spec-
trum of an open-system DTC. The DTC mode and the
steady state (SS) locate at −1 + δ and 1, respectively, with
δ ∼ O(e−cN ). The other modes locate in a disk (shaded) with
radius r < 1 for ∀N , so their lifetime is bounded by a constant
− T
ln r
. (b) Finite-size scaling for the lifetime τ = − T
ln(1−δ) of
the DTC and the second longest-lived (SLL) modes in the
Floquet-Lindblad-Landau model (5) for  = 0.02 and −0.05.
coupling regime. Figure 3 (c) shows the Floquet dynam-
ics for an open (κ = 0.05) Dicke model with  = 0.1
and λ = 0.1. The low-frequency oscillation has a period
around T/ which is susceptible to detuning . This is
similar to the observation that the DTC order is fragile in
noninteracting spin systems [36, 37]. A similar dynam-
ics is found in a weakly coupled isolated Dicke system
(κ = 0,  = 0.1 and λ = 0.1) as shown in Fig. 3 (d).
Thus, neither photon loss nor strong coupling alone gives
rise to the DTC transient.
Floquet-Lindblad-Landau theory.— With all the ob-
tained numerical results in mind, we now establish a
general phenomenology for such open-system DTC. As
illustrated in Fig. 4 (a), the eigenvalues of the Floquet-
Lindblad superoperator UF ≡ T e
∫ T
0
dtL(λt) generally lo-
cate inside the unit circle in the complex plane, except
for the steady state which always locates at 1. Even if the
initial state is a complex mixture of many eigenmodes,
the state will eventually be described by fewer modes
due to an exponential decay during time evolution. A
semiclassical picture of this process is the convergence to
attractors. When the state is described as a mixture of
two eigenmodes, it can exhibit oscillatory DTC behavior
with the double period if the distinguishably long-lived
mode other than the steady state has a negative eigen-
value close to −1 [68].
An important question is how the lifetime of this DTC
mode scales with N . A natural expectation is that it
becomes exponentially long with increasing N , since the
underlying dissipative phase transition features an expo-
nentially small damping gap [80]. However, it is highly
nontrivial to find whether this is the case even in a Flo-
quet open system. It turns out to be difficult to handle
this problem numerically in the modulated open Dicke
model. This difficulty emphasizes the importance of scal-
able circuit-QED-based quantum simulation with up to
tens of qubits [81]. Nevertheless, we can gain qualitative
insights by considering a numerically tractable effective
theory for the photon field:
dρˆt
dt
=− i[HˆL(Ω2(t),Ω4(t)), ρˆt] + κD[aˆ]ρˆt,
HˆL(Ω2,Ω4) = ωaˆ
†aˆ− Ω2
4
(aˆ† + aˆ)2 +
Ω4
32N
(aˆ† + aˆ)4.
(5)
These equations can be derived from the open Dicke
model (1) by adiabatically eliminating the atomic de-
grees of freedom under specific conditions [68]. Remark-
ably, Eq. (5) can be regarded as the Floquet-Lindblad
generalization of the scalar-field Landau theory in 0 + 1
dimension, and it is thus expected to capture the gen-
eral qualitative features of a wide class of Floquet open
systems in addition to the Dicke model. In Fig. 4 (b),
we show the lifetime of the DTC (longest-lived) and that
of the second longest-lived mode (except for the steady
state) for a specific protocol Ω4(t) = Ω2(t) = Ω2(t+ T ),
where Ω2(t) = 1.5ω, 0 ≤ t < piω and Ω2(t) = 0,
pi
ω ≤ t < T = (2 − )piω and κ = 0.05ω. We do find
an exponential scaling of the lifetime of the DTC order
with respect to N and the saturation of the lifetime of
the second longest-lived mode. Note that the lifetime of
a one-dimensional many-body localized DTC obeys the
same exponential scaling in the system size [82], although
the mechanism of DTC order is different [33–36].
Summary and outlook.— We have proposed a simple
scheme for realizing DTC order in cavity and circuit QED
systems via switching on and off of the atom-light cou-
pling. In particular, we focus on the modulated open
Dicke model both in the thermodynamic limit and in
the deep quantum regime. In the former case, we find
rich dynamical phases. In the latter case, we show that
the interplay between dissipation and strong coupling
gives rise to a clear transient DTC behavior. We demon-
strate an exponentially long lifetime of the DTC order in
the Floquet-Lindblad-Landau theory. These predictions
have direct experimental relevance [68].
Our model can readily be generalized by taking into ac-
count the atomic motional degrees of freedom [83], inter-
actions between atoms [84], local decoherence, and spon-
taneous emission [85–87]. In particular, our study raises
an intriguing question of whether an intrinsically nonuni-
tary DTC can possess absolute stability [82] against ar-
bitrary nonunitary perturbation. Further studies along
this line should give valuable hints for realizing a persis-
tent DTC in the presence of realistic uncontrollable dissi-
pation and decoherence. Another direction of research is
to understand the Floquet-Lindblad spectra of other dy-
namical phases shown in Fig. 1. We have already made
some progress on the asymmetric DTC behavior [68].
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7Supplemental Materials
Here we provide the derivations of Eq. (4) in the main text, additional numerical results on the dynamical phases
in the modulated open Dicke model, detailed derivation and analysis on the Floquet-Lindblad-Landau theory, and
the details of the experimental implementations in cavity and circuit QED systems.
PHASE TRANSITION AND SEMICLASSICAL DYNAMICS OF THE OPEN DICKE MODEL
We briefly review some basic facts about the Dicke superradiant phase transition and derive the semiclassical
equation of motion (Eq. (4) in the main text).
Quantum treatment for the Dicke phase transition
We present the open-system counterpart of the method developed in Ref. [52] which deals with the quantum
phase transition in the isolated Dicke model. The same results have been obtained in Ref. [64] but basically using a
semiclassical treatment.
It is convenient to represent the system using the Holstein-Primakoff transformation:
Jˆ+ = bˆ
†
√
N − bˆ†bˆ, Jˆ− =
√
N − bˆ†bˆbˆ, Jˆz = bˆ†bˆ− N
2
, (S1)
where the bosonic field operator bˆ describes the atomic collective mode, which has a truncated Fock space up to
N bosons (corresponding to the fully spin-up polarized state |⇑〉 ≡ ⊗Nj=1 |↑〉). Suppose that the system is in the
symmetry-broken phase. We rewrite the photonic and atomic modes as aˆ = cˆ+ α and bˆ = dˆ− β (|α|, |β| ∼ O(√N))
in the open Dicke model to obtain ˙ˆρt = −i[Hˆ ′(λ), ρˆt] + κD[cˆ]ρˆt, where the Hamiltonian is given by
Hˆ ′(λ) = ωcˆ†cˆ+ ω0dˆ†dˆ+ |α|2ω +
(
|β|2 − N
2
)
ω0 − λ
√
1− |β|
2
N
(α∗ + α)(β∗ + β)
+
[
α
(
ω − iκ
2
)
− (β∗ + β)
√
1− |β|
2
N
λ
]
cˆ† +
{
λ(α∗ + α)
√
1− |β|
2
N
[
1− (β
∗ + β)β
2(N − |β|2)
]
− βω0
}
dˆ† + H.c.
+ λ(α∗ + α)
√
1− |β|
2
N
[
β∗dˆ2 + βdˆ†2
2(N − |β|2) +
(β∗ + β)dˆ†dˆ
N − |β|2 +
(β∗ + β)(β∗dˆ+ βdˆ†)2
8(N − |β|2)2
]
+ λ
√
1− |β|
2
N
[
1− (β
∗ + β)β∗
2(N − |β|2)
]
(cˆ† + cˆ)dˆ+ H.c..
(S2)
Here we have neglected the corrections of no more than O(N−
1
2 ) and used the gauge invariance of a general Lindblad
equation ˙ˆρt = −i[Hˆ, ρˆt] +
∑
j D[Lˆj ]ρˆt under the transformations Lˆj → Lˆj + Cj and Hˆ → Hˆ +
∑
j
i
2 (CjLˆ
†
j − C∗j Lˆj)
[49]. To eliminate the linear terms with respect to the field operators in Eq. (S2), we require the parameters α and β
to satisfy
α
(
ω − iκ
2
)
= (β∗ + β)
√
1− |β|
2
N
λ, λ(α∗ + α)
√
1− |β|
2
N
[
1− (β
∗ + β)β
2(N − |β|2)
]
= βω0, (S3)
which implies β∗ = β and
β
λ2
λ2c
(
1− 2β
2
N
)
= β, α =
2βλ
ω − iκ2
√
1− β
2
N
, (S4)
where the critical value λc reads
λc =
1
2
√
ω0
ω
(
ω2 +
κ2
4
)
. (S5)
8It is clear that there are nontrivial solutions (|α|, |β| 6= 0)
β2 =
N
2
(1− µ), |α|2 = Nω0
4ω
(µ−1 − µ), µ ≡ λ
2
c
λ2
(S6)
if and only if λ > λc or equivalently µ < 1. Substituting Eqs. (S6) and (S3) into Eq. (S2) yields
Hˆ ′ = ωcˆ†cˆ+
1 + µ
2µ
ω0dˆ
†dˆ+
(3 + µ)(1− µ)
8µ(1 + µ)
ω0(dˆ+ dˆ
†)2 + λµ
√
2
1 + µ
(cˆ† + cˆ)(dˆ† + dˆ)− N(1 + µ
2) + 1− µ
4µ
ω0. (S7)
It is known [52] that without photon loss (κ = 0), the ground state of Hˆ ′ (S7) is a squeezed (including both
single-mode and two-mode squeezed) vacuum with respect to cˆ and dˆ. In the presence of photon loss, the steady
state becomes not only squeezed but also mixed. However, since cˆ and dˆ are obtained by a large translation of the
order of O(
√
N) from aˆ and bˆ, the expectation values of local observables (e.g., single-atom spin polarization) in
the thermodynamic limit are expected to coincide with those of |α〉 ⊗ |−β〉, i.e., the direct product of photon and
atomic-spin coherent states.
Heisenberg equation of motion and its semiclassical reduction
To work out the semiclassical equation of motion, we first consider the Heisenberg equation of motion. For a general
time-dependent Lindblad equation ˙ˆρt = Ltρˆt = −i[Hˆ(t), ρˆt] +
∑
j D[Lˆj(t)]ρˆt, the open-system Heisenberg equation
for an observable Oˆ (explicitly time-independent) is given by [49]
d〈Oˆ〉
dt
= 〈L†t Oˆ〉 =
〈
i[Hˆ(t), Oˆ] +
∑
j
(
Lˆ†j(t)OˆLˆj(t)−
1
2
{Lˆ†j(t)Lˆj(t), Oˆ}
)〉
, (S8)
where 〈...〉 ≡ Tr[...ρˆt] is the instantaneous ensemble average. Applying Eq. (S8) to the modulated open Dicke model
and using the commutation relations [aˆ, aˆ†] = 1 and [Jˆµ, Jˆν ] = iµνσJˆσ, we obtain
d〈aˆ〉
dt
= −
(
iω +
κ
2
)
〈aˆ〉 − 2iλt√
N
〈Jˆx〉
d〈Jˆx〉
dt
= −ω0〈Jˆy〉, d〈Jˆy〉
dt
= ω0〈Jˆx〉 − 2λt√
N
〈(aˆ+ aˆ†)Jˆz〉, d〈Jˆz〉
dt
=
2λt√
N
〈(aˆ+ aˆ†)Jˆy〉.
(S9)
We can also show d〈Jˆ
2〉
dt = 0 (Jˆ
2 ≡ ∑µ Jˆ2µ) from [Jˆ2, Jˆµ] = 0, i.e., 〈Jˆ2〉 is conserved. In particular, if the atoms are
initialized (by, e.g., optical pumping) to be a fully spin-polarized state like |⇓〉 ≡⊗Nj=1 |↓〉, which is the case in real
experiments [53, 56], we have 〈Jˆ2〉 = N2 (N2 + 1).
At the mean-field level, we approximate 〈aˆJˆµ〉 as 〈aˆ〉〈Jˆµ〉, which has an order of magnitude O(N 32 ) while the
quantum fluctuation is expected to be no more than O(N). Such an approximation should become exact in the
thermodynamic limit. In terms of the scaled variables α˜ ≡ 〈aˆ〉√
N
and jµ ≡ 〈Jˆµ〉N , Eq. (S9) gives a closed set of
semiclassical equations:
dα˜
dt
= −
(
iω +
κ
2
)
α˜− 2iλtjx, djx
dt
= −ω0jy, djy
dt
= ω0jx − 2λt(α˜+ α˜∗)jz, djz
dt
= 2λt(α˜+ α˜
∗)jy, (S10)
which can finally be rewritten in the form of Eq. (4) in the main text after the substitution α˜ =
√
ω
2 x +
ip√
2ω
. Note
that j2 ≡∑µ j2µ continues to be a conserved quantity in Eq. (S10), which takes on the value of 14 when N →∞. This
is why the trajectory of atomic angular momenta is confined on the Bloch sphere. It is also worth mentioning that
for a large but finite N we can systematically calculate the corrections of the order of N−k by means of the cumulant
expansion [87], which is beyond the scope of the present Letter and we would like to leave it for future work.
Finally, we emphasize that once the semiclassical dynamics becomes chaotic, it is, in practice, impossible to obtain
exact numerical results after a short time interval. This is due to the exponential amplification of inevitable numerical
errors. Nevertheless, we can still observe qualitative behaviors of irregular trajectories covering areas, based on which
we judge that the system is in the thermal phase.
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FIG. S1: Probability distribution of the phase difference (PDPD) φa − φb over 5000 periods and the stroboscopic dynamics of
atomic angular momenta in the last 30 periods for the normal DTC phase (top left), the asymmetric period-doubling phase
(top right) and the thermal phases (bottom). We use κ = 0.25 unless indicated otherwise. A single peak in the PDPD splits
into two when the doublet becomes asymmetric. For thermal phases, the PDPD spreads almost uniformly in the isolated limit
(κ = 0) while inhomogeneously for a nonzero κ.
DIAGNOSIS AND INTERPRETATION OF THE DYNAMICAL PHASES IN THE MODULATED OPEN
DICKE MODEL
In this section we provide a useful tool to diagnose all kinds of dynamical phases presented in Fig. 2 in the main
text. This approach is inspired by the recent studies on synchronization [71–73] in nonlinear classical and quantum
systems. With the help of this tool, we identify several novel dynamical phases beyond those discussed in the main
text. The rich dynamical phase diagram can systematically be understood from bifurcation theory.
Synchronization-based approach to diagnosing dynamical phases
The rigidity of the DTC order in isolated system is usually explained as a result of many-body synchronization.
As for the Dicke model, while we do have long-range (actually all to all) interactions between atoms mediated by
photons [53], it is more convenient to regard the atoms as a rotor that couples nonlinearly to a harmonic oscillator
that represents single-mode photons. In this picture, we can quantify the degree of synchronization through the phase
difference between the rotor and the oscillator.
Denoting the phase of the photons as φa and that of the atoms as φb, we have
〈aˆ〉 ≡ |〈aˆ〉|eiφa , 〈bˆ〉 ≡ |〈bˆ〉|eiφb , (S11)
where bˆ is the bosonic mode of collective atomic excitations defined in Eq. (S1). In the thermodynamic limit, the
phases can semiclassically be evaluated through the relations
φa = Arg
(√
ωx+
ip√
ω
)
, φb = Arg(jx + ijy). (S12)
Note that φa − φb = pi mod 2pi for the symmetry-broken ground states of the isolated Dicke model, and that it
slightly deviates from pi for a small nonzero κ.
Let us consider the modulated open Dicke model in the normal DTC phase (symmetric doublet). The states of the
system at the end of an odd number of periods and that of an even number of periods are exactly related to each
other by the parity operator, implying φa → φa + pi mod 2pi and φb → φb + pi mod 2pi after each period. Therefore,
the photon and atomic phases are perfectly synchronized in the normal DTC phase, as indicated by a single peak in
the probability distribution of the phase difference (PDPD) φa − φb calculated at tn = nT (n = 1, 2, ..., 5000). We
give an example in the top left two panels in Fig. S1.
When the period doubling becomes asymmetric, the PDPD splits into two peaks (see the top right two panels
in Fig. S1), since the increments of φa and φb after each period are no long the same, although those after every
two periods are both 2pi. When the system enters the thermal phase, the PDPD spreads to everywhere over [0, 2pi),
implying the loss of synchronization (see the panels in the bottom in Fig. S3). The PDPD also becomes continuous
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FIG. S2: (color online). Steady orbit q1900−2000 of the recurrence equation (S13) starting from q0 = 0.5 (left panel) and −0.5
(right panel) for different parameter r. Besides the symmetric doublet for 0 < r < 1, we observe the asymmetric doublet
(indicated as AD) and even the period sextupling (S) embedded in the locally ergodic phase (LE).
for a symmetric limit-cycle pair, but is localized in a finite range with singularities at the boundaries (see the second
column from the left in Fig. S3). We can see that the behavior of the PDPD sharply distinguishes different dynamical
phases.
Understanding the dynamical phases from bifurcation theory
The richness of the dynamical phases in the modulated open Dicke model arises from the nonlinearity of the
semiclassical dynamics (S10) which, in turn, originates from the finite-level nature of the atomic spectrum. Here by
the finite-level nature, we mean that the atomic excitations can be saturated for a given N . Such saturation effects
become increasingly more significant and hence survive even in the thermodynamic limit as the system is excited
farther away from the steady state. This is precisely the case with the modulated open Dicke model.
In the language of nonlinear dynamical systems [75], different dynamical phases are caused by certain kinds of
bifurcations. The normal DTC order is essentially an interplay of pitchfork bifurcation and parity symmetry. It
appears already in a simple recurrence series:
qn+1 = −(r + 1)qn + q3n, (S13)
which is a combination of a minimal discrete dynamics q → (r + 1)q − q3 for supercritical pitchfork bifurcation and
the inversion q → −q. Note that this is neither a supercritical pitchfork bifurcation alone, after which the dynamics
converges to one of the fixed points, nor a subcritical pitchfork bifurcation, after which no stable fixed point exists. As
shown in Fig. S2, we see symmetric period doubling for 0 < r < 1. When r exceeds 1, the symmetric orbit becomes
unstable and a local period-doubling bifurcation, which is well-known in the logistic map [74], occurs at the ensemble
level, leading to the asymmetric period doubling at the trajectory level. For larger r, we observe a narrow sextet
window embedded in the locally (two-branched) ergodic phase, resembling the period-sextupling phase sandwiched by
limit-cycle pairs shown in the top row of Fig. 2 in the main text. While the toy model (S13) and the modulated Dicke
model share many features, only the latter shows transitions between limit cycles and fixed points around  = 0 and
−0.07. These transitions are a Floquet version of the Hopf bifurcation [77], which requires at least two continuous
variables.
Higher multiplets, asymmetric limit-cycle pair and locally ergodic phase
We apply the powerful approach introduced in Sec. to explore the dynamical phases under the parameter choices
κ = 0.25 and λ = 1. Typical numerical results are presented in Fig. S3. For  = −0.12, we find a pair of asymmetric
limit cycles, indicated by two continuous compact regions in the PDPD. We expect that this phase results from a Hopf
bifurcation of an asymmetric doublet order. For  = 0.06 (0.07), we find that the period of the stroboscopic dynamics
becomes eighteen-fold (ten-fold) in an asymmetric (symmetric) manner, which can be read out from the number of
peaks in the PDPD. While the ten-fold dynamics should be a basic cycle [74] like the sextet order, the eighteen-fold
dynamics might be a novel bifurcation from an asymmetric sextet order observed for  = 0.059. Furthermore, when
 = 0.2, we observe a locally ergodic phase where the trajectories cover two separated areas on the angular-momenta
sphere (in the quadrature plane). This phase is more chaotic than a limit-cycle pair, where the trajectories are one
dimensional, yet less chaotic than a thermal phase, where there is only a single area covered by the trajectories and
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FIG. S3: Stroboscopic dynamics of the atomic angular momenta over the last 30 periods (top), the phase-space trajectories
of the last 200 periods projected onto the pseudospin Bloch sphere (middle) and the corresponding probability distribution
of the phase difference (bottom). The other parameters are chosen to be κ = 0.25 and λ = 1. In addition to a limit-cycle
pair ( = −0.03), we find new dynamical phases including an asymmetric limit-cycle pair ( = −0.12), an asymmetric sextet
( = 0.059), ten- ( = 0.07) and even eighteen-fold ( = 0.06) multiplets, and a locally ergodic phase ( = 0.2).
the DTC order is destroyed. These features are well captured by the PDPD, which is still localized but the boundary
singularities are smeared out.
FURTHER NUMERICAL RESULTS FOR THE FEW-QUBIT DICKE MODEL
In this section, we show how the transient DTC behavior can be understood from the spectra of the Floquet-Lindblad
superoperators and present additional numerical results for the three-qubit modulated open Dicke model.
Understanding the DTC behavior from the Floquet-Lindblad spectrum
As shown in the main text, the transient DTC behavior of the modulated open Dicke model in the deep quantum
regime emerges only in the presence of both strong coupling and dissipation. Here we present further discussions on
this issues based on the spectrum analysis of the Floquet-Lindblad superoperator UF = T e
∫ T
0
dtL(λt).
Let {uα}α and {|uα)}α be a set of eigenvalues and that of right (super)eigenvectors of UF, respectively. The vector
|ρ0) representing the initial state ρˆ0 evolves stroboscopically as
|ρnT ) =
∑
α
unα(u˜α|ρ0)|uα), (S14)
where |u˜α) is the left eigenvector corresponding to |uα) and the Hilbert-Schmidt inner product is defined as (A|B) ≡
Tr[Aˆ†Bˆ]. The eigenvector |u+) with u+ = 1 represents the stationary state of the Floquet-Lindblad dynamics. If
we assume that the stationary state is unique, the other eigenvectors have eigenvalues with |uα| < 1 and decay
exponentially due to the factor unα. However, if there exists a single eigenvector |u−) whose eigenvalue u− is close
to −1, |ρnT ) becomes a mixture of two eigenmodes of |u±) for relatively large n. In this case, the state can be
approximated as |ρnT ) ' c+|u+) + c−|u−), leading to
|ρ(n+1)T ) ' c+|u+)− c−|u−), |ρ(n+2)T ) ' c+|u+) + c−|u−), (S15)
if we neglect the decay of |u−). This regime exhibits the DTC order with a period of 2T . Note that c+ = 1 if |u+) is
the normalized steady state with the unit trace.
It is worthwhile to mention that the DTC order manifests only if we look at an odd-parity observable Oˆ, such as xˆ,
pˆ, Jˆx and Jˆy. That is, POˆ ≡ Pˆ OˆPˆ = −Oˆ, where P is the parity superoprator. Note that (1|P|u) = Tr[Pˆ 2uˆ] = (1|u),
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FIG. S4: Spectra of the Floquet-Lindblad superoperator UF for different coupling strength λ = 0, 0.2, 0.4, 0.6 and 0.8. Arrows
show long-lived eigenmodes whose eigenvalues satisfy |uα| ≥ 0.9 and uα 6= 1. Note that such an eigenmode does not exist for
λ = 0.6. As indicated by the dotted arrows, such eigenmodes are not close to −1 in the weak-coupling regime (λ ≤ 0.6). On
the other hand, in the strong-coupling regime (λ ≥ 0.8), there exists a single real eigenmode whose eigenvalue is close to −1,
as indicated by the solid arrows. The data are obtained by the exact diagonalization method, where we truncate the Hilbert
space up to 16 photons.
so the unique steady state |u+) must feature even parity, i.e., P|u+) = |u+), and each odd-parity operator must be
traceless. We can argue that |u−) is an odd-parity operator from the perspective of continuous deformation of UF
from the ideal form PeL(λ)T2 and the discrete nature of parity eigenvalues. Therefore, |u+) contributes nothing to
〈Oˆ〉 and only |u−) in Eq. (S15) contributes a finite expectation value and thus gives rise to the DTC order. On the
other hand, the expectation of an even-parity operator like nˆ = aˆ†aˆ and Jˆz stays unchanged during the stroboscopic
evolution given by Eq. (S15), since only |u+) contributes a finite value but the coefficient does not flip its sign after
a period.
Figure S4 shows the spectra of UF for different coupling strength λ. The other parameters are fixed to be κ = 0.05
and  = 0.1, which are the same as those in the main text. Arrows in Fig. S4 show long-lived eigenmodes whose
eigenvalues satisfy |uα| ≥ 0.9 and uα 6= 1. As indicated by the dotted arrows, such eigenmodes are not close to −1 in
the weak-coupling regime (λ ≤ 0.6). We note that the approximated ten-fold rotation symmetry of the spectrum for
λ = 0 is due to the specific choice  = 0.1 (−1 = 10). On the other hand, in the strong-coupling regime (λ ≥ 0.8),
there exists a single real eigenmode whose eigenvalue is close to −1, as indicated by solid arrows. This eigenmode
corresponds to |u−) above and contributes to the transient DTC order.
Numerical results for N = 3
In the main text, we have seen that, in the strong-coupling regime, the transient DTC order is stabilized by
dissipation even for two qubits. We here demonstrate that the same feature is shared by the modulated open Dicke
models with N = 3.
Figure S5 shows time evolutions of the scaled angular momenta and quadratures for three-qubit Dicke models with
different parameters (the detuning is fixed to be  = 0.05). As shown in Fig. S5 (a), the transient DTC order emerges
for the dissipative case (κ = 0.05) in the strong-coupling regime (λ = 1). On the other hand, no transient DTC
order appears in the isolated counterpart (κ = 0 and λ = 1), as shown in Fig. S5 (b). In the weak-coupling regime
(λ = 0.1), the dissipative (κ = 0.05, Fig. S5 (c)) and isolated (κ = 0, Fig. S5 (c)) cases behave similarly to each
other, both of which do not exhibit the DTC order.
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FIG. S5: (color online). (a) Stroboscopic dissipative dynamics of the three-qubit Dicke model with κ = 0.05,  = 0.05 and
λ = 1 (strong coupling). Scaled angular momenta of jx (solid), jy (dashed), jz (dotted), quadratures x (dotted) and p (solid)
are shown. We clearly see that the DTC order appears. (b) Stroboscopic dynamics for isolated systems (κ = 0,  = 0.05, and
λ = 1) in the strong coupling regime. (c) Stroboscopic dissipative dynamics in the weak-coupling regime (κ = 0.05,  = 0.05
and λ = 0.1). (d) Stroboscopic unitary dynamics in the weak-coupling regime (κ = 0,  = 0.05 and λ = 0.1). In (b)-(d), no
DTC order appears. The initial state is always chosen to be |⇒〉 ⊗ |0〉, where |⇒〉 ≡ ⊗Nj=1 |→〉 is the eigenstate of Jˆx with
eigenvalue N/2 (N = 3) and |0〉 is the photon vacuum.
DETAILS OF THE FLOQUET-LINDBLAD-LANDAU THEORY
In this section we give a detailed derivation and analysis of the Floquet-Lindblad-Landau theory. A possible
phenomenology for the asymmetric DTC behavior is also discussed.
Derivation from the open Dicke model
We first derive the effective dynamics of the photon degree of freedom on the basis of a semiclassical argument.
The semiclassical equation of motion is given by
p˙ = −ω2x− κ
2
p− 2λ
√
2ωjx, x˙ = p− κ
2
x, j˙x = −ω0jy, j˙y = ω0jx − 2λ
√
2ωxjz, j˙z = 2λ
√
2ωxjy. (S16)
Assuming that ω0  ω, we expect that the atomic degrees of freedom will soon equilibrate (j˙µ = 0, µ = x, y, z) upon
a small change in the photon degree of freedom. In this case, jx can be estimated from x via
jx = − λ
√
2ωx√
ω20 + 8ωλ
2x2
. (S17)
Note that the minus sign comes from the assumption that jz < 0, which can be justified by a low-energy atomic
state like jz = − 12 at the initial time. Substituting Eq. (S17) into the left two equations of Eq. (S16) yields a closed
equation of motion in terms of x and p alone:
p˙ = −ω2x− κ
2
p+
4λ2ωx√
ω20 + 8ωλ
2x2
, x˙ = p− κ
2
x. (S18)
If 8ωλ2x2  ω20 , which turns out to be equivalent to λ ' λc (since x ∼ λω0λ2c√ω
√
1− λ4cλ4 ), Eq. (S18) can well be
approximated by
p˙ = −ω2x− κ
2
p+
4λ2ω
ω0
x− 16λ
4ω2
ω30
x3, x˙ = p− κ
2
x, (S19)
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FIG. S6: Diagramatic illustration of the single (left) and double (right) atomic excitation virtual processes. The creation,
annihilation and free propagation of an atomic excitation is represented are a filled dot, an open dot and a dashed line,
respectively. The larger open (filled) dot refers to the coalescence of two atomic excitations (the split of an atomic excitation).
from which we can infer that the Lindblad master equation should be given by
˙ˆρt = −i
[
ωaˆ†aˆ− λ
2
ω0
(aˆ† + aˆ)2 +
λ4
ω30N
(aˆ† + aˆ)4, ρˆ
]
+ κD[aˆ]ρˆt. (S20)
By replacing λ with λt = λt+T , the above equation describes the dissipative and Floquet counterpart of the well-known
Landau theory. In this sense, while derived from the open Dicke model, the general form of Eq. (S20)
˙ˆρt = −i[HˆL, ρˆt] + κD[aˆ]ρˆt, HˆL = ωaˆ†aˆ− Ω2
4
(aˆ† + aˆ)2 +
Ω4
32N
(aˆ† + aˆ)4 (S21)
should widely be applicable to periodically driven single-mode open quantum systems. It is worth mentioning that
Eq. (S21) features a parity symmetry with respect to Pˆa = e
ipiaˆ†aˆ.
A result consistent with Eq. (S20) can be obtained by using adiabatic elimination, which is a purely quantum
treatment. To do this, we first write down the Dicke Hamiltonian
HˆDicke = ωaˆ
†aˆ+ ω0bˆ†bˆ+ λ(aˆ† + aˆ)
bˆ†
√
1− bˆ
†bˆ
N
+
√
1− bˆ
†bˆ
N
bˆ
− N
2
ω0, (S22)
which can be approximated as
Hˆ = ωaˆ†aˆ+ ω0bˆ†bˆ+ λ(aˆ† + aˆ)(bˆ† + bˆ)− λ
2N
(aˆ† + aˆ)(bˆ†2bˆ+ bˆ†bˆ2) (S23)
if bˆ†bˆ N , i.e., almost all the atoms are at their ground states. In the case of ω  ω0 and starting from the ground
state |0〉b of the atomic ensemble, the creation of an atomic excitation is expected to be blocked by a large energy
discrepancy. The task of adiabatic elimination is nothing but to find out an effective Hamiltonian Hˆa of the photon
field alone, which satisfies
e−iHˆat ' b〈0|e−iHˆt|0〉b. (S24)
This problem is more conveniently solved in the frequency domain, i.e., by using the Green’s-function formalism and
the Dyson equation
Gˆ−1(Ω) = Gˆ−10 (Ω)− Σˆ(Ω), (S25)
where Gˆ(Ω) = b〈0|(Ω− Hˆ+ i0+)−1|0〉b is the photon Green’s function in the presence of an interaction, Gˆ0(Ω) = (Ω−
ωaˆ†aˆ+ i0+)−1 is the free photon Green’s function and Σˆ(Ω) is the self-energy, which can perturbatively be computed
by summing up the contribution from irreducible virtual processes (see Fig. S6). The leading-order contribution arises
from the single atomic excitation virtual process and is given by
Σˆ1(Ω) = b〈0|Vˆ01Gˆb0(Ω)Vˆ10|0〉b = λ
2
Ω− ω0 (aˆ
† + aˆ)2, (S26)
where Vˆ10 = Vˆ
†
01 = λ(aˆ
† + aˆ)bˆ† and Gˆb0(Ω) = (Ω − ω0bˆ†bˆ + i0+)−1 is the free Green’s function of atoms. Note that
in Eq. (S26) i0+ is neglected since typically Ω  ω0. The subleading-order contribution arises from the two atomic
excitation virtual process and is given by
Σˆ2(Ω) = b〈0|(Vˆ01Gˆb0(Ω)Vˆ12Gˆb0(Ω)Vˆ10Gˆb0(Ω)Vˆ10 + Vˆ01Gˆb0(Ω)Vˆ01Gˆb0(Ω)Vˆ21Gˆb0(Ω)Vˆ10)|0〉b
= − 2λ
3
N(Ω− ω0)2(Ω− 2ω0) (aˆ
† + aˆ)4,
(S27)
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where Vˆ21 = Vˆ
†
12 = − λ2N (aˆ†+aˆ)bˆ†2bˆ and the factor of 2 in the numerator results from b〈0|bˆ2bˆ†2bˆbˆ†|0〉b = b〈0|bˆbˆ†bˆ2bˆ†2|0〉b.
Since Ω ∼ ω  ω0, we can safely approximate Σˆ1,2(Ω) by Σˆ1,2(0) to obtain the effective Hamiltonian
Hˆa = Hˆa0 + Σˆ1(0) + Σˆ2(0) = ωaˆ
†aˆ− λ
2
ω0
(aˆ† + aˆ)2 +
λ4
ω30N
(aˆ† + aˆ)4, (S28)
which coincides with the unitary part in Eq. (S20).
Mean-field analysis of the Lindblad-Landau theory
At the mean-field level, Eq. (S21) implies the following equation of motion of α = 〈aˆ〉:
i∂tα =
(
ω − iκ
2
)
α− Ω2Re α+ Ω4
N
(Re α)3, (S29)
which can be rewritten as
i∂tα˜ =
(
ω − iκ
2
)
α˜− Ω2Re α˜+ Ω4(Re α˜)3 (S30)
after the rescaling α˜ ≡ α/√N . In addition to α˜0 = 0, when Ω2 > Ωc = ω + κ24ω , Eq. (S30) has two fixed points
α˜0 = ±
(
1 +
iκ
2ω
)√
Ω2 − Ωc
Ω4
, (S31)
near which the semiclassical equation of motion (S30) can be linearized to be
i∂tδα˜ =
(
ω − iκ
2
)
δα˜+ [3Ω4(Re α˜0)
2 − Ω2]Re δα˜. (S32)
The two eigenvalues of Eq. (S32) read
λ± = −1
2
[κ±
√
κ2 − 8ω(Ω2 − Ωc)], (S33)
which are both negative when Ω2 > Ωc, implying the stability of the two fixed points (S31). After replacing λ with
λt = λt+T , we may expect that the lifetime of the damping mode besides the DTC mode is O(κ
−1). After a similar
linearization-based analysis, we can obtain the two eigenfrequencies of the damping modes near α˜ = 0 to be
λ′± = −
1
2
[κ±
√
κ2 + 4ω(Ω2 − Ωc)]. (S34)
As expected, both of λ′± are negative (λ
′
− becomes positive) when Ω2 < Ωc (Ω2 > Ωc), implying the stability
(instability) of the fixed point α˜ = 0.
We note that Eq. (S31) can be used to perform a self-consistent check to justify the adiabatic elimination. Substi-
tuting Ω2 =
4λ2
ω0
and Ω4 =
2Ω22
ω0
into Eq. (S31), we obtain
|α˜0|2 = ω0
2ω
µ(1− µ), (S35)
where µ =
λ2c
λ2 with λc =
1
2
√
ω0
ω
(
ω2 + κ
2
4
)
. While this result (S35) differs generally from the order parameter
|α˜| = ω04ω (µ−1−µ) in the original Dicke model, they do coincide near λ = λc or µ = 1. This provides an evidence that
the effective theory does give a good approximation of the Dicke model in certain limits.
Numerical calculation by exact diagonalization
While the mean-field approximation should become exact in the large-N limit, it is not clear how the lifetime of
the DTC mode scales with respect to N . To convincingly show the exponentially long lifetime of the DTC mode, we
return to the original Lindblad equation
˙ˆρt = −i(Hˆeff ρˆt − ρˆtHˆ†eff) + κaˆρˆtaˆ†, (S36)
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FIG. S7: (a) Finite-size scaling for the life time of the DTC mode and the second longest-lived mode in the Floquet-Lindblad-
Landau model with the same protocol as in the main text except for  = 0.12. (b) The same as (a) but the vertical axis is in
the normal scale rather than the logarithmic scale. (c) Stroboscopic dynamics of rescaled p = i 〈aˆ
†−aˆ〉√
2N
and x = 〈aˆ
†+aˆ〉√
2N
(inset)
starting form a coherent state (S38). The parameters are the same as (a) but for a fixed N = 80 and the photon truncation is
nmax = 81. (d) Floquet-Lindblad spectrum of the system in (c). The eigenvalues arising from the odd (even) sector are marked
in blue (orange).
where the non-Hermitian effective Hamiltonian is given by
Hˆeff =
(
ω − Ω2
2
− iκ
2
)
nˆ+
3Ω4
16N
nˆ(nˆ+ 1) +
(
3Ω4
16N
− Ω2
4
)
(aˆ†2 + aˆ2) +
Ω4
8N
(aˆ†2nˆ+ nˆaˆ2) +
Ω4
32N
(aˆ†4 + aˆ4). (S37)
To employ exact diagonalization, we have to truncate the Hilbert space up to a |nmax〉. While we expect that
the profile of the Floquet steady state (approximately a Poisson distribution in the Fock space) is reliable as long
as nmax & 2|α0|2, it is not clear whether the exponentially long life time could be reliable. Nevertheless, we can
certificate the precision by changing nmax in practical numerical calculations.
In practice, we can perform exact diagonalization independently for the odd and even parity sectors, since Eq. (S36)
respects the parity symmetry. To be concrete, if we choose the basis to be |n〉〈m| with |m〉 or |n〉 being a photon
Fock state, then the Lindbladian in Eq. (S36) never mixes the sector with odd m + n (odd parity) with that with
even m + n (even parity). This is true also for the Floquet-Lindblad superoperator. In particular, the steady state
(DTC mode) can be found by diagonalizing the even-parity (odd-parity) sector. Using this approach, we obtain the
numerical results presented in Fig. 4 in the main text.
Possible phenomenology for asymmetric DTC behavior
We have performed yet another finite-size scaling analysis for a large imperfection  = 0.12, the semiclassical
dynamics of which exhibits an asymmetric DTC behavior. As shown in Figs. S7 (a) and (b), in addition to the
exponentially long-lived DTC mode, the second longest-lived mode turns out to possess a relatively long life time that
scales linearly with respect to N . In Fig. S7 (c) we also present the stroboscopic dynamics of the rescaled quadratures
starting from a coherent state
ρˆ0 = |α〉〈α|, |α〉 = e−
|α|2
2
∑
n
αn√
n!
|n〉, (S38)
with α =
√
N
5 +
√
N
10 i. The dynamics turns out to be the relaxation of an asymmetric DTC (ADTC) behavior to the
usual symmetric DTC order. Since the life time of the transient ADTC behavior seems to be consistent with that
of the second longest-lived mode, it is natural to expect the latter to give rise to the former. In the thermodynamic
limit, the second longest-lived mode persists and so does the ADTC behavior.
To establish a possible phenomenology for the ADTC behavior, it is constructive to look at the full Floquet-
Lindblad spectrum (see Fig. S7 (d)). After an intermediately large number of periods, e.g., n ∼ O(√N), we can well
approximate the state of the system by
|ρnT ) ' |ρss) + cD|σD) + cO|σO) + cE|σE), (S39)
where |ρss), |σD), |σO) and |σE) are the steady state, the DTC mode, the second longest-lived mode in the odd-parity
sector parity and the longest-lived mode in the even-parity sector. As indicated by Fig. S7 (d), the eigenvalues of
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TABLE I: Properties of several important Floquet-Lindblad eigenmodes, including the steady state (SS), the discrete time-
crystalline (DTC) mode, the second longest-lived mode in the odd-parity sector (OSLL), and the longest-lived mode in the
even-parity sector (ELL) . We use ”∼” to indicate the eventual decay of the mode after a long time.
State Parity Floquet-Lindblad eigenvalue Odd-parity observable Even-parity observable
SS + 1 0 const.
DTC − −1 +O(e−cN ) ∼ +−+− · · · 0
OSLL − 1−O(N−1) ∼const. 0
ELL + −1 +O(N−1) 0 ∼ +−+− · · ·
|σO) and |σE) are almost symmetric with respect to the imaginary axis, implying that their life times are nearly the
same. Further information of these four eigenmodes is summarized in Table I. After a single period, the state of the
system (S39) evolves into
|ρ(n+1)T ) ' |ρss)− cD|σD) + cO|σO)− cE|σE). (S40)
Note that the coefficient of |σO) does not flip the sign and thus gives rise to a basis for the DTC order resulting
from |σD) when we look at an odd-parity observable. Furthermore, we can infer from Eqs. (S39) and (S40) that the
ADTC behavior emerges also in an even-parity observable, lasting for a time of the order of O(N) before eventually
relaxing to a constant instead of an exponentially long symmetric DTC order. In fact, this expectation has already
been vindicated in the stroboscopic dynamics of jz in the top right panel in Fig. S1 as well as that in the rightmost
panel in Fig. 2 in the main text.
DETAILS OF THE EXPERIMENTAL IMPLEMENTATIONS
We here discuss concrete experimental implementation of the modulated open Dicke model in a cavity QED setup
and its variation in a circuit QED setup. The main ideas are schematically illustrated in Fig. S8.
Cavity QED setup based on four-level atoms
It is known that, as a result of the Thomas-Reiche-Kuhn (TRK) sum rule, the Dicke phase transition is always killed
by the A2 term in an equilibrium cavity QED setup [51]. However, the influence of the A2 term can be neglected in
the rotating frame in an intrinsically nonequilibrium setup based on the Raman transition, as pointed out in Ref. [64].
Such a proposal was first realized by using the atomic motional degrees of freedom [53], which correspond to a fixed
ω0 ∼ 2pi× 10 kHz. This is not suitable for our proposal, since ω0  ω ∼ 2pi× 10 MHz and the parity operator cannot
be generated even approximately [88]. Instead, we suggest that the experiment reported in Ref. [56], which is based
fully on atomic internal states, might be an appropriate implementation of our proposal, where ω0, ω and λ are of
the same order of magnitude (∼ 2pi × 1 MHz).
We first summarize the main results in Ref. [64]. Consider an ensemble of four-level atoms in an optical cavity with
frequency ωc. The four levels consist of two ground states |↓〉, |↑〉 and two excited states |e0〉, |e1〉, whose frequencies
are 0, ω1, ωa0 and ωa1, respectively. As shown in the upper half in Fig. S8, the cavity mode interacts with the atom
via the dipole transitions |↓〉 ↔ |e0〉 and |↑〉 ↔ |e1〉 with single-photon Rabi frequencies g0 and g1. Two additional
classical driving lasers (ωL0,Ω0) and (ωL1,Ω1) are applied to couple |↑〉 ↔ |e0〉 and |↓〉 ↔ |e1〉, respectively. The
frequencies satisfy ωL1 −ωL0 ' 2ω1 and ωL1 +ωL0 ' 2ωc in order to dramatically reduce the effective ω and ω0 in an
appropriately chosen rotating frame. The detunings ∆0 ≡ ωa0− 12 (ωL0 +ωL1) and ∆1 ≡ ωa1−ωL1 are assumed to be
so large that the excited-state manifold can be adiabatically eliminated. In this case, the effective Hamiltonian reads
Hˆeff = ~ωaˆ†aˆ+ ~ω0Jˆz + ~δaˆ†aˆJˆz +
1√
N
~λ(aˆ†Jˆ− + aˆJˆ+) +
1√
N
~λ′(aˆJˆ− + aˆ†Jˆ+), (S41)
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FIG. S8: Detailed implementations of the modulated Dicke model and its variation in the cavity (upper half) and circuit (lower
half) QED systems. In the former case, the light-atom coupling is a Raman process assisted by excited states of four-level
atoms. The coupling can be switched off if one stops shining the external driving lasers Ω0,1. In the latter case, the light-atom
coupling is simulated by inductive coupling between an RLC circuit (analogy of microwave photons with loss) and an array of
Josephson oscillators (artificial atoms). The coupling can be turned off through a three-way switch (marked by blue cycles).
where the parameters are given by
ω = ωc − 1
2
(ωL1 + ωL0) +
N
2
(
g20
∆0
+
g21
∆1
)
, ω0 = ω1 − 1
2
(ωL1 − ωL0) + 1
4
(
Ω20
∆0
− Ω
2
1
∆1
)
,
δ =
g20
∆0
− g
2
1
∆1
, λ =
√
Ng0Ω0
2∆0
, λ′ =
√
Ng1Ω1
2∆1
.
(S42)
If we take an A2 term D(aˆ+ aˆ†)2 into account, the only difference is a small shift in ω by 2D, which plays no role since
ω is tunable via changing ωL1 and ωL2. The Dicke Hamiltonian can be obtained from Eq. (S41) by fine-tuning the
parameters of the external driving lasers such that δ = 0 and λ = λ′. Note that N ∼ 105 is also a tunable quantity.
We therefore have enough degrees of freedom to independently control all the three parameters ω, ω0 and λ for the
same cavity (with fixed g0, g1, ωc and κ).
To switch off the interaction in such a setup, we only have to switch off the driving lasers, corresponding to
Ω0 = Ω1 = 0 and thus λ = λ
′ = 0. Note that ω and ω1 stay unchanged, since ω is independent of Ω0,1 and
ω0 = ω1 − 12 (ωL1 − ωL2), provided that δ = 0 and λ = λ′ are satisfied. Therefore, by simply switching on and off the
external driving lasers as shown in the upper half in Fig. S8, we can realize the modulated open Dicke model.
Circuit QED setup based on inductive coupling
As for the circuit QED setup based on superconducting qubits, we note that, due to the absence of the TRK sum
rule for the capacitive coupling, the A2 term could be negligible in the strong-coupling regime without entering the
rotating frame of reference [58] (although still controversial [59, 61]). For the inductive coupling, while the Dicke phase
transition has not yet been experimentally observed in superconducting circuits, the beyond-ultrastrong coupling has
recently been realized for a single flux qubit [63]. In a similar setup, the transient DTC order might be observable by
fine-tuning the parameters and scaling up the number of superconducting qubits.
To be concrete, we discuss how to simulate a variation of the modulated open Dicke model by slightly modifying a
circuit proposed in Ref. [62], which has been demonstrated to exhibit a superradiant phase transition. As shown in the
lower half in Fig. S8, an RLC circuit, which corresponds to a lossy “photon” mode with frequency ω = (LC)−
1
2 and
decay rate κ = (RC)−1, is integrated with an array of N Josephson oscillators sharing the same flux bias Φb = 12Φ0
(Φ0 ≡ h2e is the flux quantum). The “light-atom” coupling can be turned on/off via a three-way switch (marked by
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blue cycles). If the photon-like and atom-like circuits are coupled, the Hamiltonian reads
Hˆ1 =
Qˆ2
2C
+
Ψˆ2
2L
+
N∑
j=1
[
qˆ2j
2CJ
+
(ψˆj − Ψˆ)2
2L0
+ EJ cos
2piψˆj
Φ0
]
, (S43)
where the charge operator Qˆ (qˆj) and the flux operator Ψˆ (ψˆj) of the RCL circuit (the jth artificial atom) satisfy
[Ψˆ, Qˆ] = i ([ψˆj , qˆk] = iδjk), CJ is the capacity of the Josephson junction and EJ is the Josephson energy. The plus
sign before EJ in Eq. (S43) is due to the global flux bias Φb. This is crucial to enable the superradiant transition [62],
which we believe would create a transient DTC order even for small N .
Note that even if the A2 (Ψˆ2 from (ψˆj − Ψˆ)2) term is included, Hˆ1 still has an exact parity symmetry, i.e., the
invariance under Qˆ → −Qˆ, Ψˆ → −Ψˆ, qˆj → −qˆj and ψˆj → −ψˆj . This symmetry is maintained for the Lindblad
equation where the jump operator is linear in Qˆ and Ψˆ. The parity operator can again be approximated as a time
evolution under the following noninteracting Hamiltonian:
Hˆ2 =
Qˆ2
2C
+
Ψˆ2
2L
+
N∑
j=1
[
qˆ2j
2CJ
+
ψˆ2j
2L0
+ EJ cos
2piψˆj
Φ0
]
, (S44)
provided the anharmonicity is small so that EJ cos
2piψˆj
Φ0
' EJ − ψˆ
2
j
2LJ
with LˆJ =
1
EJ
(Φ02pi )
2, and the parameters satisfy
LC ' ( 1L0 − 1LJ )−1CJ. That is, the detuning between the RLC circuit and the Josephson oscillators is small.
