Heterogeneous information network (HIN) embedding, aiming to project HIN into a low-dimensional space, has attracted considerable research attention. Most of the exiting HIN embedding methods focus on preserving the inherent network structure and semantic correlations in Euclidean spaces. However, one fundamental problem is that whether the Euclidean spaces are the appropriate or intrinsic isometric spaces of HIN? Recent researches argue that the complex network may have the hyperbolic geometry underneath, because the underlying hyperbolic geometry can naturally reflect some properties of complex network, e.g., hierarchical and power-law structure. In this paper, we make the first effort toward HIN embedding in hyperbolic spaces. We analyze the structures of two real-world HINs and discover some properties, e.g., the power-law distribution, also exist in HIN. Therefore, we propose a novel hyperbolic heterogeneous information network embedding model. Specifically, to capture the structure and semantic relations between nodes, we employ the meta-path guided random walk to sample the sequences for each node. Then we exploit the distance in hyperbolic spaces as the proximity measurement. The hyperbolic distance is able to meet the triangle inequality and well preserve the transitivity in HIN. Our model enables the nodes and their neighborhoods have small hyperbolic distances. We further derive the effective optimization strategy to update the hyperbolic embeddings iteratively. The experimental results, in comparison with the state-of-the-art, demonstrate that our proposed model not only has superior performance on network reconstruction and link prediction tasks but also shows its ability of capture hierarchy structure in HIN via visualization.
Introduction
Heterogeneous information networks (HINs) are networks that consist of multiple types of nodes and edges. Modeling data in the real world as HINs can capture rich data semantics. For example, the bibliographic network can be modeled as an HIN with three types of nodes: author, paper, and venue (Fu, Lee, and Lei 2017) . Further, the relations between nodes, such as author-paper (write), paper-venue (publish), have different types of edges. Recently, HIN embedding, aims at learning the node representations in the low-dimensional spaces while preserving the structure and semantic information, has received increasing research attention. Benefited from HIN embedding, a variety of HIN based applications, e.g, recommendation Hu et al. 2018 ) and link prediction (Chen et al. 2018) , can be conducted and improved in the low-dimensional space.
So far, a number of HIN embedding methods have been proposed. Loosely speaking, there are the works based on random walk (Dong, Chawla, and Swami 2017; Fu, Lee, and Lei 2017) , network partition based methods Xu et al. 2017) , and deep neural network based HIN embedding (Chang et al. 2015; Wang et al. 2018) . In essence, because the structure and semantics are the two most important information in an HIN, most of them focus on how to effectively preserve the HIN structures and semantics in the low-dimensional spaces. However, another fundamental problem is that what are the appropriate or intrinsic underlying isometric spaces of HIN? Because the Euclidean spaces are the natural generalization of our intuitionfriendly, and visual three-dimensional space, they have become the primary choice for the current HIN embedding methods. While more and more researches demonstrate that many types of complex data, e.g., social network, actually exhibit a highly non-Euclidean latent anatomy (Bronstein et al. 2017) . This motivates us to rethink that whether the current chosen low-dimensional spaces for HIN embedding, i.e., Euclidean spaces, are optimal and are there other feasible non-Euclidean spaces?
Recently, hyperbolic spaces have gained momentum in the context of network science. Hyperbolic spaces are spaces of constant negative curvature (Cannon et al. 1997) . A superiority of hyperbolic spaces is that they expand faster that Euclidean spaces (Nickel and Kiela 2017) . For instance, considering a circle and a disk in a 2-dimensional hyperbolic space with constant curvature K = −1, the length of the circle and the area of the disk of hyperbolic radius r are given as 2π sinh r and 2π(cosh r − 1), respectively, and both of them grow as e r with r. In a 2-dimensional Euclidean space, the length of a circle and the area of a disk of Euclidean radius r are given as 2πr and πr 2 , growing only linearly and quadratically with regard to r. For this reason, in hyperbolic spaces, it is easy to model complex data with low-dimensional embedding. Due to the characteristic of hyperbolic spaces, (Krioukov et al. 2010 ) assumes hyperbolic spaces underlies complex network and find that data with power-law structure is suitable to be modeled in hyperbolic spaces. Because of these properties of hyperbolic spaces, some works begin to study the hyperbolic embeddings of different data. For instance, (Dhingra et al. 2018 ) embeds text in hyperbolic spaces. (Nickel and Kiela 2017) and (Ganea, Becigneul, and Hofmann 2018) learn the embeddings of homogeneous networks.
In this paper, we propose a novel hyperbolic heterogeneous information network embedding model (HHNE) which is able to preserve the structure and semantic information in hyperbolic spaces. We leverage the meta-path guided random walk to generate heterogeneous neighborhoods for each node to capture the structure and semantic relations in HIN. Then the proximity between nodes is measured by the distance in hyperbolic spaces. As the distance is defined in metric spaces, the proximity between nodes meets the triangle inequality and can well preserve the transitivity in HIN. Our model is able to maximize the proximity between the neighborhood nodes while minimizing the proximity between the negative sampled nodes. We further derive the effective optimization strategy to optimize hyperbolic embeddings iteratively.
We highlight the main contributions as follows:
• To our best knowledge, we are the first to study the problem of HIN embedding in hyperbolic spaces.
• We propose a novel HIN embedding model, named HHNE, to preserve the HIN structure and semantic correlations in hyperbolic spaces based on the meta-path guided random walk.
• We conduct extensive experiments to evaluate the performance of HHNE in terms of representation capacity and generalization ability on two real-world datasets. The results show the superiority of HHNE by comparing with the state-of-the-art techniques.
Related Work Network Embedding
Recently, a significant amount of progress has been made toward network embedding (Cui et al. 2018) . For instance, inspired by language modeling technique, DeepWalk (Perozzi, Al-Rfou, and Skiena 2014) regards the node sequences generated from random walks as "sentences", and nodes as "words", and then maximizes the co-occurrence probability among nodes. LINE ) is able to efficiently learn the node embeddings while preserving both of the firstorder and second-order structures. Node2vec (Grover and Leskovec 2016) is generalized from DeepWalk. It designs a parameterized random walk procedure to learn a mapping of nodes that maximizes the likelihood of preserving network neighborhoods of nodes. SDNE (Wang, Cui, and Zhu 2016) hierarchical feature representations of network. (Ganea, Becigneul, and Hofmann 2018) embeds the directed acyclic graphs into hyperbolic spaces to learn their hierarchical feature representations. However, these methods only focus on learning the representation of nodes in homogeneous networks and do not consider the heterogeneity of complex information network.
Heterogeneous Information Network Embedding
Recently, some methods have been proposed representation learning methods for HIN. Metapath2vec (Dong, Chawla, and Swami 2017) formalizes meta-paths based random walks to obtain heterogeneous neighborhoods of a node and leverages Skip-gram model to learn the network structure. HIN2vec (Fu, Lee, and Lei 2017) carries out multiple prediction tasks jointly to learn the presentation of nodes and meta-paths. PTE partitions an HIN into a set of edgewise bipartite networks and then learn the feature representation jointly by using LINE. EOE (Xu et al. 2017) aims to embed the coupled HIN, which consists of two different but related homogeneous networks. It models each homogeneous network by using the same function as LINE. HNE (Chang et al. 2015) transfers different objects in HIN to unified feature representations and considers contents and topological structures in networks jointly for creating the embedding. SHINE ) utilizes multiple deep autoencoders to extract users highly nonlinear representations while preserving the structure of original networks.
To sum up, all the above mentioned HIN embedding models project HIN into low-dimensional Euclidean spaces. Nevertheless, whether the Euclidean space is the most appropriate one is still an open question.
Preliminaries
Definitions in HIN Definition 1. Heterogeneous Information Network (HIN) (Shi et al. 2017 ). An HIN is defined as a graph G = (V, E, T, φ, ψ), in which V and E are the sets of nodes and edges. Each node v ∈ V and each edge e ∈ E are associated with their mapping functions φ(v) : V → T V and ψ(e) : E → T E respectively. T V and T E denote the sets of node and relation types, where Definition 2. Meta-path. Given an HIN G = (V, E, T, φ, ψ), a meta-path P is a sequence of node types t v1 , t v2 , . . . , t vn connected by edge types t e1 , t e2 , . . . , t en−1 : P = t v1 . The meta-paths contain rich semantic information, such as coauthor (A-P-A), authors attending the same venue (A-P-V-P-A).
Definition 3. Heterogeneous Information Network Embedding. Given an HIN G = (V, E, T, φ, ψ), HIN embedding aims to project nodes into a latent low-dimensional representation space while preserving the original network structure and semantic correlations.
Relation Distribution in HIN
In order to find out whether there is some underlying correlations between HIN and hyperbolic spaces, we analyze some meta-paths in two real-world HINs. The basic statistics of the two HINs are shown in Table 1 .
• DBLP is a bibliographic dataset in computer science. We use a subject of DBLP, i.e., DBLP-4-Area taken of (Sun et al. 2011 ) which contains three types of nodes, i.e., author (A), paper (P), venue (V) and two types of edges, i.e., author-paper (write), paper-venue (publish). The schema of DBLP network is shown in Figure 2 (a).
• MovieLens 1 contains knowledge about movies (Cantador, Brusilovsky, and Kuflik 2011). We extract a subset of from MovieLens, which contains three types of nodes, i.e., actor (A), movie (M), director (D) and two types of edges, i.e., actor-movie (act in), director-movie (direct). The schema of MovieLens is shown in Figure 2 (b).
As mentioned before, data with power-law structure can be naturally modeled in hyperbolic spaces. Therefore, we use two real-world HINs to check whether the power-law distribution of nodes also exists with different meta-paths. We calculate the distribution of nodes as follows: given a metapath P and a node v, we first calculate how many metapath instances can be composed started with v following P, and then calculate how many nodes have the same results. The two results are plotted as the horizontal axis and vertical axis, respectively. For DBLP dataset, we show the distribution of author-paper-author (A-P-A) relation and authorpaper-venue (A-P-V) relation in Figure 3 We can see these distribution presents the power-law distribution. This fact implies that hyperbolic spaces may be the alternative spaces for embedding HINs. Please note that there exist a lot of meta-paths in an HIN, it makes sense that the nodes with some specific meta-paths may not always have power-law distribution, but as can be seen in the following experiments, the results are still very competitive.
More fine-grained analysis on the meta-paths will leave for the future work.
Embedding HIN in Hyperbolic Spaces Hyperbolic Geometry and Embedding
Hyperbolic geometry is a non-Euclidean geometry which is obtained by replacing Euclids fifth geometric postulate (the parallel postulate). Hyperbolic geometry studies the spaces of constant negative curvature. A key property of hyperbolic spaces H is that they expand faster than Euclidean spaces because Euclidean spaces R expand polynomially while hyperbolic spaces H expand exponentially. Specifically, each tile in Figure 4 (a) (Tay, Tuan, and Hui 2018) is of the equal area in hyperbolic space but diminishes towards zero in Euclidean space towards the boundary. Because of this property, hyperbolic spaces can be thought of as a continuous version of trees. Specifically, as show in Figure 4 (b) (Nickel and Kiela 2017), consider a tree with branching factor b, the number of nodes at level l or no more than l hops from the root are (b + 1)b
The number of nodes grows exponentially with their distance to the root of the tree, which is similar to hyperbolic spaces as they expand exponentially. In hyperbolic spaces, the data with tree structure can be embedded into 2-dimensional hyperbolic spaces naturally. Given a node at level l, the node can be placed on a sphere in hyperbolic spaces with distance d H ∝ l to the origin of the sphere, and the branching factor b can be modeled by the constant curvature of hyperbolic spaces as K = − ln 2 b. As mentioned above, the number of nodes of a tree grows exponentially with their distance to the root, and the nodes distribution of a tree follow the power-law distribution. Hence, the power-law distribution can naturally emerge as a direct consequence of the basic properties of hyperbolic geometry underlying the network. The data with power-law distribution is suitable to be modeled in hyperbolic spaces (Krioukov et al. 2010) .
Hyperbolic spaces cannot be isometrically embedded into [1] proposed a measure based on Gromov's δ-hyperbolicity [12] to characterize the tree-likeness of graphs. Ontrup and Ritter [25] proposed hyperbolic self-organizing maps for data exploration. Asta and Shalizi [3] used hyperbolic embeddings to compare the global structure of networks. Sun et al. [33] proposed Space-Time embeddings to learn representations of non-metric data.
Euclidean embeddings, on the other hand, have become a popular approach to represent symbolic data in machine learning and artificial intelligence. For instance, in addition to the methods discussed in Section 1, Paccanaro and Hinton [26] proposed one of the first embedding methods to learn from relational data. More recently, Holographic [24] and Complex Embeddings [34] have shown stateof-the-art performance in Knowledge Graph completion. In relation to hierarchical representations, Vilnis and McCallum [36] proposed to learn density-based word representations, i.e., Gaussian embeddings, to capture uncertainty and asymmetry. Given ordered input pairs, Vendrov et al. [35] proposed Order Embeddings to model visual-semantic hierarchies over words, sentences, and images. Demeester et al. [10] showed that including prior information about hypernymy relations in form of logical rules can improve the quality of word embeddings.
Poincaré Embeddings
In the following, we are interested in finding embeddings of symbolic data such that their distance in the embedding space reflects their semantic similarity. We assume that there exists a latent hierarchy in which the symbols can be organized. In addition to the similarity of objects, we intend to also reflect this hierarchy in the embedding space to improve over existing methods in two ways:
1. By inducing an appropriate structural bias on the embedding space we aim at improving generalization performance as well as runtime and memory complexity. 2. By capturing the hierarchy explicitly in the embedding space, we aim at gaining additional insights about the relationships between symbols and the importance of individual symbols.
Although we assume that there exists a latent hierarchy, we do not assume that we have direct access to information about this hierarchy, e.g., via ordered input pairs. Instead, we consider the task of inferring the hierarchical relationships fully unsupervised, as is, for instance, necessary for text and network data. For these reasons -and motivated by the discussion in Section 2 -we embed symbolic data into hyperbolic space H. In contrast to Euclidean space R, there exist multiple, equivalent models of H such as the Beltrami-Klein model, the hyperboloid model, and the Poincaré half-plane model. In the following, we will base our approach on the Poincaré ball model, as it is well-suited for gradient-based optimization. In particular, let 
where
, g E = I denotes the Euclidean metric tensor. It is worth noting that the Poincaré model is conformal, meaning that Euclidean angles between hyperbolic lines in the model are equal to their hyperbolic angles that makes it suitable for gradient-based method.
The HHNE Model
We aim to learn the representation of nodes to preserve the structure and semantic correlations in hyperbolic spaces. Given an HIN G = (V, E, T, φ, ψ) with |T V | > 1, we are interested in learning the embeddings
We preserve the structure by facilitating the proximity between the node v ∈ V and its neighborhoods c t ∈ C t (v) with type t. We use meta-path guided random walks (Dong, Chawla, and Swami 2017) to obtain heterogeneous neighborhoods of a node. In meta-path guided random walks, the nodes sequences are restrained by the node types which are defined by meta-paths. Specifically, given a meta-path − −−− → t vn , the transition probability at step i is defined as follows:
where v
is node v ∈ V with type t vi , and
The meta-path guided random walk strategy ensures that the semantic relationships between different types of nodes can be properly incorporated into HHNE.
In order to preserve the proximity between nodes and its neighborhoods in hyperbolic spaces, we use distances in Poincaré ball model to measure their proximity. Given nodes embeddings θ i , θ j ∈ D d , the distance in Poincaré ball is given by:
(3) It is worth noting that as the Poincaré ball model is defined in metric spaces, the distance in Poincaré ball meet the triangle inequality and can well preserve the transitivity in HIN. Then, we use a probability to measure the node c t is a neighborhood of node v as following:
where σ(x) = 1 1+exp(−x) . Then the object of our model is to maximize the probability as following:
To achieve efficient optimization, we leverage the negative sampling proposed in (Mikolov et al. 2013) , which basically samples a small number of negative objects to enhance the influence of positive objects. In HHNE, for a given node v, we want to maximize the proximity between v and its neighborhood c t while minimize the proximity between v and its negative sampled node n. Therefore, the objective function Eq. 4 can be rewritten as following:
where P (n) is the pre-defined distribution from which a negative node n m is drew from for M times. Our method builds the node frequency distribution by draw nodes regardless of their types.
Optimization
As the parameters of the model live in a Poincaré ball which has a Riemannian manifold structure, the back-propagated gradient is a Riemannian gradient. It means that the Euclidean gradient based optimization, such as θ i ← θ i + η∇ E θi L(Θ), makes no sense as an operation in the Poincaré ball, because the addition operation is not defined in this manifold. Instead, we can optimize Eq. 5 via a Riemannian stochastic gradient descent (RSGD) optimization method (Bonnabel and others 2013 
Using RSGD, parameter updates to maximize Eq. 5 are in the form:
where exp θi (·) is exponential map in the Poincaré ball. In Euclidean spaces , the exponential map is familiar with us: given a node embedding
, the exponential map is given by exp θi (s) = θ i + s. In our model, the exponential map is given by (Ganea, Becigneul, and Hofmann 2018) :
As the Poincaré ball model is a conformal model of hyperbolic spaces, i.e., g
is obtained by rescaling the Euclidean gradient ∇ E by the inverse of the metric tensor, i.e.,
Furthermore, the gradients of Eq. 5 can be derived as follows:
is an indicator function to indicate whether u is v. Then, our model can be update by using Eq. 9-10 iteratively.
Complexity Analysis
The overall complexity of HHNE is
where τ is the number of random walks, l is the length of random walks, k is the neighborhood size, n is the number of negative sampling, d is the embedding dimension, |V | is the number of nodes in the network.
Experiments Experiments Setup
Datasets The datasets have been introduced in the Preliminaries.
Baselines We compare our method with the following state-of-the-art methods: (1) the homogeneous network embedding methods, i.e., DeepWalk (Perozzi, Al-Rfou, and Skiena 2014), LINE and node2vec (Grover and Leskovec 2016) ; (2) the heterogeneous information network embedding methods, i.e., metapath2vec (Dong, Chawla, and Swami 2017) ; (3) Moreover, the hyperbolic homogeneous network embedding methods, i.e., PoincaréEmb (Nickel and Kiela 2017).
Paremeter Settings For random walk based methods DeepWalk, node2vec, metapath2vec and HHNE, we set neighborhood size as 5, walk length as 80, walks per node as 40. For LINE, metapath2vec, PoincaréEmb and HHNE, we set the number of negative samples as 10. For methods based on meta-path guided random walks, we use "APA" for relation "P-A" in network reconstruction and link prediction experiments in DBLP; "APVPA" for relation "P-V" in above experiments in DBLP; "AMDMA" for all relation in above experiments in MovieLens. In visualization experiment, in order to focus on analyzing the relation of "A" and "P", we use "APA".
Experimental Results
Network Reconstruction A good HIN embedding method should ensure that the learned embeddings can preserve the original HIN structure. The reconstruction error in relation to the embedding dimension is then a measure for the capacity of the model. More specifically, we use network embedding methods to learn feature representations. Then for each type of links in the HIN, we enumerate all pairs of objects that can be connected by such a link and calculate their proximity (Huang and Mamoulis 2017) , i.e., the distance in Poincaré ball model for HHNE and PoincaréEmb. Finally, we use the AUC (Fawcett 2006) to evaluate the performance of each embedding method. For example, for link type "write", we calculate all pairs of authors and papers in DBLP and compute the proximity for each pair. Then using the links between authors and papers in real DBLP network as ground-truth, we compute the AUC value for each embedding method.
The results are shown in Table 2 . As we can see, HHNE consistently performs the best in all the tested HINs. The results demonstrate that our proposed method can effectively preserve the original network structure and reconstruct the network, especially on the reconstruction of P-V and M-D edges. Also, please note that our method can achieve very promising results when the embedding dimension is very small. This suggests that regarding hyperbolic spaces underlying HIN is reasonable and hyperbolic spaces have strong ability of modeling network when the dimension of spaces is small.
Link Prediction Link prediction aims to infer the unknown links in an HIN given the observed HIN structure, which can be used to test the generalization performance of a network embedding method. We set our experiments similar to (Xu et al. 2017) . For each type of edge, we remove 20% of edges randomly from the network while ensuring that the rest network structure is still connected. To generate negative samples, we randomly sample an equal number of node pairs from the network which have no edge connecting them. We split the chosen edges and negative samples into validation and test. In our experiments, we train the embeddings on the residual network, and use the validation data to tune the model parameters. We calculate proximity of all pair of nodes in the test. We still use AUC as the evaluation metric.
From the results in Table 3 , HHNE outperforms the baselines upon all the dimensionality, especially in the low di- mensionality. The results can demonstrate the generalization ability of HHNE. In DBLP dataset, the results of HHNE in 10 dimensionality exceed all the baselines in higher dimensionality results. In MovieLens dataset, HHNE with only 2 dimensionality surpasses baselines in all dimensionality. Besides, both of LINE(1st) and PoincaréEmb preserve proximities of node pairs linked by an edge, while LINE(1st) embed network into Euclidean spaces and Poincaré embed network into Hyperbolic spaces. PoincaréEmb performs better than LINE(1st) in most cases, especially in dimensionality lower than 10, suggesting the superiority of embedding network into hyperbolic spaces. But because HHNE can preserve high-order network structure and handle different types of nodes in HIN, HHNE is more effective than PoincaréEmb.
Visualization To evaluate whether our embeddings can reflect the latent hierarchy in HIN, we show the visualization in the two-dimensional embedding of authors in DBLP dataset in Figure 5 (a). Each dot in Figure 5 (a) represents an author's position in two-dimensional Poincaré ball (disk).
The distances between nodes and origin of the disk can reflect the latent hierarchy of authors. In general, authors have high latent hierarchy if their distances to the origin are small. The distances between nodes and origin are defined as norms in Poincaré disk. The norm can be computed by:
. We split the authors in Poincaré disk into 3 regions by their norms. As the maximum norm of authors is slightly smaller than 6 in Figure 5 (a), we split the authors who have norm between 0 and 2 into region 1, norm between 2 and 4 into region 2, norm between 4 and 6 into region 3. Therefore, the authors in region 1 have the highest hierarchy while the authors in region 3 have the lowest hierarchy. We mark the two boundaries of three regions by blue lines in Figure 5 (a). In order to evaluate the influence of authors quantitatively, we calculate the average number of papers written by an author in each region. The results are shown in Figure 5 (b). We can see that the average number of papers written by an author in a region decreases from region 1 to region 3. Moreover, we find that some high-impact researchers in computer science (i.e., Christos Faloutsos in Carnegie Mellon University, H. V. Jagadish in University of Michigan, Philip S. Yu in University of Illinois at Chicago, Surajit Chaudhuri in Microsoft Research, Wei Wang in University of California, Los Angeles), marked by red dot, are also in the region 1. These results demonstrate that the learned hyperbolic embeddings can reflect the latent hierarchy in HIN.
Parameters Sensitivity Due to the page limitation, we take the DBLP dataset as an example to conduct the parameter sensitivity analysis. In all parameters sensitivity experiments, we set dimensional as 5. Except for the parameter being tested, all other parameters are set as default. As can Figure 6 (a) and 6(b), the performance is relatively stable with respect to the number of walks per node and the walk length. Figure 6 (c) suggests the negative size is relevant to the reconstruction. An appropriate negative size can make HHNE achieve better results. Figure 6(d) shows too large neighborhood size could make the results descent, so a smaller neighborhood size actually produces better embeddings for network reconstruction.
Conclusion
In this work, we study the problem of embedding HIN in hyperbolic spaces. We propose the HHNE method, which aims to maximize proximity in consideration of multiple types of neighborhoods for a given node. We exploit the distance in hyperbolic spaces as the proximity measurements, which meets the triangle inequality and can well preserve the transitivity in HIN. To update the hyperbolic embeddings, we use a stochastic Riemannian optimization method. Extensive experiments demonstrate that HHNE is outperformed than some state-of-the-art network embedding methods, especially the dimension of embedding spaces is small and verify HHNE can discover the latent hierarchy in HIN.
