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Abstract
This thesis focuses on the characterization of optimal (shortest) paths
to a desired position for a robot with unicycle kinematics and an on-
board camera with limited Field-Of-View (FOV), which must keep
a given feature in sight. In particular, I provide a complete optimal
synthesis for the problem, i.e., a language of optimal control words,
and a global partition of the motion plane induced by shortest paths,
such that a word in the optimal language is univocally associated to
a region and completely describes the shortest path from any starting
point in that region to the goal point. Moreover, I provide a gener-
alization to the case of arbitrary FOVs, including the case that the
direction of motion is not an axis of symmetry for the FOV, and even
that it is not contained in the FOV.
Finally, based on the shortest path synthesis available, feedback
control laws are deﬁned for any point on the motion plane exploit-
ing geometric properties of the synthesis itself. Moreover, by using
a slightly generalized stability analysis setting, which is that of sta-
bility on a manifold, a proof of stability is given for the controlled
system. At the end, simulation results are reported to demonstrate
the eﬀectiveness of the proposed technique.
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Introduction
This thesis deals with the study of optimal path and control for a
vehicle equipped with a limite Field-Of-View (FOV) camera and sub-
jected to nonholonomic constraints. The vehicle, moving in a plane,
have to reach a target position while making so that some points
ﬁxed in the environment are kept always in view. The contribution of
this thesis is important because, no much is the work that had been
devoted to optimal control of visually-servoed robotic vehicles where
both nonholonomic and FOV constraints are taking into account min-
imizing at the same time a cost functional (e.g., the time necessary
for the robot to reach desired conﬁguration, the length of path, and
so on).
Visual servoing techniques use visual information directly, by the
computation of an image error signal, or indirectly, by the evaluation
of the state of the system [11, 12]. These two approaches, often re-
ferred to as ImageBased (IBVS) and PositionBased (PBVS) [13],
can be regarded as the end-points of a range of diﬀerent possibili-
ties, whereby the raw sensorial information is gradually abstracted
away to a more structured representation using some knowledge of
the robot-environment model.
PBVS and in general higher-level control schemes have impor-
tant, attractive features. Using the PBVS approach, for instance, the
control law can be synthesized in the usual working coordinates for
1
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the robot, usually making the synthesis simpler, as in [14]. On the
other hand, IBVS and other sensor-level control schemes have also
several advantages, such as robustness (or even insensitivity) to mod-
eling errors [15] and hence suitability to unstructured scenes and en-
vironments. There exist also hybrid solutions where the advantages
of position-based visual servoing and image-based visual servoing are
merged [16].
Thanks to well-established advances in point-feature extraction
and tracking algorithms, such as the Scale Invariant Feature Trans-
form proposed in [17], visual control is getting widespread in robotics.
However, few practical problems still aﬀect visual servoing approaches
and depend on the particular available robotic set-up. One such issue
arising with limited FOV cameras is that of keeping the features in
view during the robot manoeuvres, with the aim of localize the robot
in the environment and compute a feedback control law. This prob-
lem has been addressed at times using omni-directional cameras [18],
or image path planning [19]. In mobile robotic, especially for non-
holonomic vehicle, a solution to this problem becomes very diﬃcult
and challenging. In [20] and in [21] authors present a visual control
approach for mobile robots consisting in a switching control scheme
based on the epipolar geometry. Anyway, whereas [20] does not con-
sider the problem of keeping the features in the FOV, in [21] it is
assumed that diﬀerence in depth from the initial position to the goal
is greater than the side distance from the initial position to the goal,
avoiding the need of high rotations. On the other hand, in [22] authors
propose a visual control where the advantages of position-based visual
servoing and image-based visual servoing are merged, and a hybrid
error vector is deﬁned. In this case the camera FOV constraints are
alleviated  but not taking into account explicitly  because the
algorithm works well with few feature points.
The FOV problem has been successfully solved for a unicycle-
like vehicle in [2325] but, the resultant path is ineﬃcient and ab-
solutely not optimal. The optimal control of visually guided robotic
manipulators has also received considerable attention (see e.g., [26]).
2
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Optimal trajectory planning for robot manipulators controlled via a
limited FOV camera has been ﬁrst presented in [27], where two algo-
rithms based on homography and on epipolar geometry, respectively,
have been proposed to generate the optimal trajectory of the robot
to its goal conﬁguration. Minimal trajectories have been also pre-
sented in [28] in case of large displacements, again for a six degrees
of freedom robot manipulator. Until now, much less is the work that
had been devoted to optimal control for nonholonomic vehicles taking
into account FOV constraints and minimizing at the same time a cost
functional, i.e., the time necessary to reach the goal position or the
length of the path covered by the vehicle.
Motivations. This thesis is motivated by several applications in
mobile robotics. Indeed, in addition to the Visual-Based control ﬁeld
where the vehicle usually has an on-board monocular camera with lim-
ited FOV, the problem addressed in this thesis, in particular the gen-
eralization to the case of arbitrary FOVs, is particularly relevant in the
ﬁeld of underwater surveying and navigation. In this ﬁeld, a common
Figure 1: A frontal section
through an ideal falcon's head
at the foveal plane.
task for Autonomous Underwater Ve-
hicles (AUV) equipped with side sonar
scanners is to detect and recognize ob-
jects (mines, wrecks or archeological
ﬁnd, etc.) on the sea bed (see e.g. [29,
30]). Side-scan sonar is a category of
sonar systems that is used to eﬃciently
create an image of large areas of the sea.
Therefore, in order to recognize objects
AUVs must move keeping them inside
the limited range of the sensor.
An inspiring motivation for the
study, however, comes also from the
naturalistic observation of paths fol-
lowed by raptors during hunting activi-
ties. Indeed, falcons, hawks and eagles have two regions of the retina
3
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Figure 2: In order to keep the prey in view, a raptor follows a loga-
rithmic spiral rather than a straight line.
in each eye that are specialized for acute vision: the deep fovea and
the shallow fovea. The line of sight of the deep fovea points forwards
and approximately 45o to the right or left of the head axis, while that
of the shallow fovea also points forwards but approximately 15o to the
right or left of the head axis. The most acute vision information for
raptors comes from their deep foveae (see ﬁgure 1). The deep fovea
system has a limited FOV, so that raptors possess no accurate front
sight. This causes a conﬂict, for these predators, which dive a prey
from great distances at high speeds: at a speed of 70 m/s, turning
their head sideways to view the prey with high visual acuity may
increase aerodynamic drag by a factor of 2 or more, and slow the
raptor down. In [31] and [32], it has been shown that raptors resolve
this conﬂict by diving along a logarithmic spiral path with their head
straight and one eye looking sideways at the prey, rather than follow-
ing the straight path to the prey with their head turned sideways (see
ﬁgure 2).
4
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Thesis Contributions. This thesis focus on the problem of visual
servo control for a unicycle-like vehicle equipped with a monocular
ﬁxed vision system. The system, subject to nonholonomic constraints
imposed by the vehicle kinematics and to FOV constraints imposed by
camera, must reach a desired position on the motion plane following
the optimal (shortest) path. In order to localize itself and to compute
a visual servo control, the robot must keep at least three features in
view. Indeed given three or more features both in the current image
and in the desired one, by using the estimation technique proposed
in [22], state variables of the vehicle are available up to a scale factor.
A ﬁrst step toward the solution of this problem has been done in [33]
and in this thesis, considering a single feature to be kept in sight.
Indeed, the work in [33] represents the ﬁrst attempts to ﬁnd minimum
length paths for nonholonomic vehicles equipped with limited FOV
monocular cameras. The optimal control synthesis presented in [33]
consists of 10 regions, for each point of which the shortest path is of
the same type and described by a word using up to 3 symbols. In
this work, starting from the observation made in [33] that extremal
arcs for the considered problem are of three types (rotations on the
spot, straight lines and logarithmic spirals, as raptors during their
hunting activities), we study the same problem, and show that the
synthesis of [33] is valid locally, i.e., for starting positions of the robot
close enough to the goal. However, a correct and complete synthesis
for the whole plane of motion requires a ﬁner partition in 18 regions,
and the use of words of up to 5 symbols. For this reason, this thesis
provides a complete optimal synthesis for the problem, i.e. a language
of optimal control words, and a global partition of the motion plane
induced by shortest paths, such that a word in the optimal language is
univocally associated to a region and completely describes the shortest
path from any starting point in that region to the goal point (these
results can be found in the published papers [A1] and [A2]). Moreover,
a generalization to the case of arbitrary FOVs, including the case that
the direction of motion is not an axis of symmetry for the FOV, and
even that it is not contained in the FOV is given and can be found
5
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also in [A3]. The impracticability of paths that point straight to the
feature lead to a more complex analysis of the reduction to a ﬁnite
and suﬃcient family of optimal paths by excluding particular types
of path.
Towards the practical application of the optimal path synthesis
proposed in this work, a crucial step is to translate the optimal tra-
jectories (which are evaluated from any initial condition as plans to
be executed in open-loop) into feedback control laws, i.e., to write
laws which determine the control inputs (the vehicle velocities) as a
function of the current state of the system only. Only when such a
feedback control law is derived, it will be possible to make the system
reach the desired posture with robustness against disturbances and
uncertainties, i.e., it will be possible to show stability of the system at
the desired conﬁguration.
A ﬁrst result in this direction has been reported in [34]. Based on
the locally optimal synthesis in [33], rewritten in terms of the param-
eters of the homography matrix, the authors of [34] provide a visual
control law based on an iterative steering scheme, which is a general-
ized form of feedback control (cf. e.g. [35]). The authors discuss the
stability of the method. However, as we will discuss later on in chap-
ter 4 (see the example in remark 4.2 in section 4.2), the application
of any feedback control scheme congruent with the optimal synthesis
in [33] and in this thesis is not  strictly speaking  stabilizing the
ﬁnal posture in the sense of Lyapunov.
In this work, based on the geometric properties of the globally
optimal synthesis obtained in chapter 2 and also in [A2], optimal
feedback control laws are deﬁned for any point on the motion plane.
These laws are provided in explicit form as simple algebraic functions
of the current state only, which can be easily computed to give in real
time the velocity input to be used - thus requiring no replanning pro-
cedure, and being intrinsically more robust. Also, the method does not
require the use of homography, thus being computationally cheaper
and not causing ambiguities. Stability properties for the proposed
control scheme are proven in a properly generalized analysis setting,
6
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which is that of stability on a manifold [36], and the LaSalle's invari-
ance principle [37]. Finally, based on a visual control scheme where
a combination of position-based visual servoing and image-based vi-
sual servoing are merged, simulations results are reported to show the
eﬀectiveness of the proposed technique (these results can be found
in [A4]).
This thesis is organized as follow: in the ﬁrst part, and in partic-
ular in chapter 1 the optimal problem for a unicycle equipped with a
limited FOV sensor is deﬁned and extremal curves, i.e., curves that
satisfy necessary conditions for optimality are given. In the following
chapter 2, the optimal synthesis in case of a sensor modelled as a
symmetric (w.r.t. robot forward direction) planar cone moving with
the robot is given. Moreover, in chapter 3 a generalized optimal syn-
thesis in case of arbitrarily FOVs is obtained. In the second part,
chapter 4 presents feedback control laws for any point on the motion
plane exploiting geometric properties of the synthesis itself. Moreover,
by using a slightly generalized stability analysis setting, which is that
of stability on a manifold, a proof of stability is given. Finally, chap-
ter 5 reports simulations demonstrate the eﬀectiveness of the proposed
technique.
7
Part I
Optimal Paths Synthesis
with Limited Field-Of-View
Sensors
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T
his part presents a complete characterization of shortest paths
to a goal position for a robot with nonholonomic constraints
and an on-board sensor with limited Field-Of-View (FOV) (e.g., cam-
eras or sonar scanners), which must keep a given landmark in sight.
More precisely, Chapter 1 introduces the shortest paths problem for
an unicycle-like robot equipped with a limited FOV sensor modelled
as a four-sided right rectangular pyramid. Extremal curves or else the
alphabet of the elementary paths by which build optimal ones, i.e.,
the shortest paths from any initial robot position to desired one, will
be obtained. Chapter 2 presents the shortest paths synthesis in case
of a frontal, symmetrically limited FOV sensor modeled as a planar
cone moving with the robot, i.e., a degenerate case of a four-sided
right rectangular pyramid model with horizontal limits. Finally, the
following Chapter 3 presents a generalization to the case of arbitrary
planar sensor, including the case that the direction of motion is not an
axis of symmetry for the sensor cone, and even that it is not included.
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Chapter1
Extremal Paths for a Robot with
Nonholonomic and Field-Of-View
Constraints
T
his chapter introduces the optimal control problem for a uni-
cycle-like vehicle subject to nonholonomic constraints and equip-
ped with limited Field-Of-View (FOV) sensors. Extremal curves, i.e.,
curves that satisfy necessary conditions for optimality, are then ob-
tained. A ﬁnite alphabet of the extremal arcs by which build the
optimal ones, i.e., the shortest paths from any initial robot position
to desired one, will be obtained.
1.1 Introduction
In several mobile robot applications, a unicycle-like vehicle with non-
holonomic kinematics is equipped with a limited Field-Of-View sensor
systems. For example, in the ﬁeld of underwater surveying and navi-
gation, a common task for Autonomous Underwater Vehicles (AUV)
equipped with side sonar scanners is to detect and recognize objects
(mines, wrecks or archeological ﬁnd, etc.) on the sea bed, keeping any-
11
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time them inside the limited scanning angle of the sensor. Side-scan
sonar is a category of sonar systems that is used to eﬃciently create an
image of large areas of the sea. Therefore, in order to recognize objects
AUVs must move keeping them inside the limited FOV of the sensor.
On the other hand, in the Visual-Based control ﬁeld, the robot usually
has an on-board monocular camera with limited FOV and, subject to
nonholonomic constraints on its motion, must move toward a desired
conﬁguration, usually maintaining in sight some speciﬁed landmarks
of the environment with respect to which it have to locate. Indeed,
in order to localize itself, the robot must keep at least three features
in view. For example, in [22] authors present an estimation technique
such that given three or more features both in the current image and
in the desired one, state variables of the vehicle are available up to a
scale factor.
Motivated by those applications in which a nonholonomic vehicle
have to move maintaining a reference object of the environment, or
some of its features, inside a limited sensor with the aim of localize
itself and compute the feedback control laws, the ﬁnal objective of this
work is to solve the optimal paths problem for a nonholonomic vehicle
moving in a plane to reach a desired position while making so that
some given landmarks ﬁxed in the world are kept inside the limited
FOV sensor. In order to move a ﬁrst step toward this ﬁnal objective,
this thesis presents the shortest paths synthesis for a nonholonomic
vehicle in a simpliﬁed scenario in which only one landmark belongs
to an object ﬁxed in the world is kept inside the FOV sensor during
robot's maneuvers from initial to desired conﬁguration.
1.2 Problem Statement
Consider a vehicle moving on a plane where a right-handed reference
frame ⟨푊 ⟩ is deﬁned with origin in 푂푤 and axes 푋푤, 푍푤. The kind
of vehicle considered here is referred to as unicycle. Its conﬁgura-
tion can be described by a vector 푞 of three generalized coordinates
12
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1.2 Problem Statement
Figure 1.1: Mobile robot and system coordinates ⟨푊 ⟩.
푞(푡) = (푥(푡), 푧(푡), 휃(푡)), where (푥(푡), 푧(푡)) is the position in ⟨푊 ⟩ of
the midpoint of the wheel axle, and 휃(푡) is the vehicle heading with
respect to the 푋푤 axis (see ﬁgure 1.1). The system generalized veloci-
ties 푞˙(푡) can not assume independent values; in particular, they must
satisfy the constraint
[
sin 휃 − cos 휃 0
]⎡⎢⎢⎢⎣
푥˙
푧˙
휃˙
⎤⎥⎥⎥⎦ = 0 , (1.1)
entailing that the lateral velocity of the vehicle is zero or, in other
words, the rolling without slipping condition between the wheels and
the ground must be anytime guaranteed. Equation (1.1) is a typical
example of Pfaﬃan constraints 퐶(푞)푞˙ = 0, i.e., linear in the general-
ized velocities. Notice that, the kinematic constraints in equation (1.1)
can not be integrated. For this reason, the kinematic constraint is said
to be nonholonomic (or non-integrable) and a mechanical system that
is subject to at least one such constraint is called nonholonomic ( [38]).
For the unicycle vehicle, all admissible generalized velocities are
contained in the null space of the constraint matrix 퐶(푞), obtaining
13
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(a) Diﬀerential Drive Robot (DDR) (b) Convexiﬁed ReedsShepp (CRS)
Figure 1.2: Admissible velocities for DDR and CRS: both vehicle can
rotate on the spot.
the kinematic model
푞˙ =
⎡⎢⎢⎢⎣
cos 휃
sin 휃
0
⎤⎥⎥⎥⎦ 휈 +
⎡⎢⎢⎢⎣
0
0
1
⎤⎥⎥⎥⎦휔 , (1.2)
where 휈(푡) and 휔(푡) are the forward and angular velocities, respec-
tively. We assume here that the dynamics of the vehicle are negligible,
and that 휈(푡) and 휔(푡) are the control inputs to the kinematic model
of the vehicle, given by equation (1.2).
Let us consider vehicles with bounded velocities which can turn
on the spot. In other words,
(휈, 휔) ∈ 푈, (1.3)
with 푈 a compact and convex subset of R2, containing the origin in
its interior. Two examples of this typology of vehicles are the Diﬀer-
ential Drive Robot (DDR) and the Convexiﬁed ReedsShepp model
14
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1.2 Problem Statement
(CRS), whose admissible velocities are represented in ﬁgure 1.2. For a
DDR robot, let 휔1 and 휔2 be the wheel angular velocities, than input
controls are
휈 =
휔1 + 휔2
2
,
휔 =
휔2 − 휔1
2푏
,
where 2푏 is the wheels axle length.
In the following, in order to simplify the synthesis of shortest
paths, vehicle conﬁguration will be described with polar coordinates
instead of cartesian ones (see ﬁgure 1.1). Hence, setting
휂 =
⎡⎢⎢⎢⎣
휌
휓
훽
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
√
푥2 + 푧2
arctan
(
푧
푥
)
arctan
(
푧
푥
)− 휃 + 휋
⎤⎥⎥⎥⎦ , (1.4)
the kinematic model of the unicycle-like robot becomes⎡⎢⎢⎢⎣
휌˙
휓˙
훽˙
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
− cos 훽 0
sin훽
휌
0
sin훽
휌
−1
⎤⎥⎥⎥⎦
⎡⎣휈
휔
⎤⎦ . (1.5)
Because I will frequently be interested only in the projection of 휂 onto
the robot's workspace, i.e., in the polar coordinates of the midpoint
of the wheel axle, I introduce the notation 푄 = (휌, 휓) as a shorthand
notation.
The vehicle is equipped with a rigidly ﬁxed limited sensor, for ex-
ample a monocular camera. The most limited FOV sensors, as cam-
eras, can be generically modelled as a four-sided right rectangular
pyramid, as shown in ﬁgure 1.3. Its characteristic solid angle is given
by
Ω = 4 arcsin
(
sin
휀
2
sin
훿
2
)
,
15
Extremal Paths for a Robot with Nonholonomic and
Field-Of-View Constraints
Figure 1.3: Sensor model: four-sided right rectangular pyramid.
where 휀 = 2휙ˆ and 훿 = 2휙 are the apex angles, i.e., dihedral angles
measured to the opposite side faces of the pyramid. We will refer to
those angles as the vertical and horizontal angular aperture of the
sensor, respectively. Moreover, 휙ˆ is half of the Vertical-FOV (V-FOV)
angular aperture, whereas 휙 is half of the Horizontal-FOV (H-FOV)
angular aperture. In the following, I consider the most interesting
problem in which 휀 and 훿 are less than 휋/2. Moreover, let us introduce
a sensor's reference frame ⟨퐶⟩ = {푂푐, 푋푐, 푌푐, 푍푐} such that the center
푂푐, i.e., the apex of the pyramid, corresponds to the robot's center
[푥(푡), 푧(푡)]푇 , 푋푐 × 푍푐 plane is parallel to the motion plane and the
axis 푍푐, coincident with the axis of symmetry of the sensor, forms an
angle Γ with respect to the robot's forward direction. Without loss of
generality, I will consider 0 ≤ Γ ≤ 휋
2
, so that, when Γ = 0 the 푍푐 axis
is aligned with the robot's forward direction, whereas, when Γ = 휋
2
, is
aligned with the axle direction. Consider 휙1 = Γ− 훿2 and 휙2 = Γ + 훿2
the angles between the robot's forward direction and the right or left
sensor's border with respect to 푍푐 axis, respectively. The restriction
on 0 ≤ Γ = 휙1+휙2
2
≤ 휋
2
will be removed in the following, and an easy
procedure to obtain the optimal paths for any value of Γ will be given
exploiting symmetries of the problem.
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1.2 Problem Statement
We assume that the feature to be kept within the on-board limited
FOV sensor is placed on the axis through the origin 푂푤, perpendicular
to the plane of motion and with height ℎ from it, so that its projection
on the motion plane coincides with the center 푂푤 (see ﬁgure 1.3).
Moreover, let us consider the position of the robot target point 푃 to
lay on the 푋푤 axis, with coordinates (휌, 휓) = (휌푃 , 0).
In order to maintain the feature within the limited FOV sensor, fol-
lowing inequality constraints must be anytime satisﬁed during robot's
maneuvers:
훽 − 휙1 ≥ 0 , (1.6)
훽 − 휙2 ≤ 0 , (1.7)
휌 cos (훽 − Γ) ≥
∣∣∣∣ ℎtan 휙ˆ
∣∣∣∣ = 푅푏 , (1.8)
where inequalities (1.6) and (1.7) concern H-FOV limits, whereas in-
equality (1.8) concerns V-FOV limits.
The goal of this work is to determine, for any point 푄 ∈ R2 in the
robot space, the shortest path from 푄 to 푃 , such that the feature 퐹
is maintained in the FOV of the sensor. In other words, the objective
is to minimize the length of the path covered by the center of the
vehicle, i.e., to minimize the cost functional
퐿 =
∫ 휏
0
∣휈∣ 푑푡 , (1.9)
under the feasibility constraints (1.3), (1.5), (1.6), (1.7) and (1.8),
respectively. Here 휏 is the time needed to reach 푃 , that is 휌(휏) = 휌푃
and 휓(휏) = 0. Notice that, cost functional (1.9) does not weigh 훽,
i.e., rotations on the spot have zero length. As a consequence, in the
following these maneuvers will be used only to properly connect other
maneuvers.
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Figure 1.4: Subdivision of the motion plane in region according to
Proposition 1.1.
1.3 Analysis of FOV Constraints
In this section inequalities (1.6), (1.7) and (1.8) are taken under inves-
tigation in order to determine a preliminary partition of the motion
plane in regions, for each point of which the optimal paths synthesis
can be studied considering separately H-FOV or V-FOV constraints
according to the following result.
Proposition 1.1 Given a point 푄 = (휌, 휓) ∈ R2, the plane 푋푤×푍푤
can be subdivided as follows (see ﬁgure 1.4).
Z0: in this region V-FOV constraint is never satisﬁed, i.e., 휌 cos (훽
−Γ) < 푅푏, for all 훽 and 휓. Let 푍0 =
{
(휌, 휓)∣휌 < 푅푏
}
be
such region of points 푄, with 푅푏 the minimal distance from 푂푤
reachable with 훽 = Γ;
Z1: in this region, recalling that 휙1 = Γ − 휙 and 휙2 = Γ − 휙2, the
18
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1.3 Analysis of FOV Constraints
following inequalities
∣훽 − 휙1∣ ≥ ∣휌 cos(훽 − Γ)−푅푏∣ ≥ 0 ,
∣훽 − 휙2∣ ≥ ∣휌 cos(훽 − Γ)−푅푏∣ ≥ 0 ,
hold for all 훽 and 휓. In other words, V-FOV constraint is more
restrictive than H-FOV ones. Let 푍1 =
{
(휌, 휓)∣푅푏 ≤ 휌 ≤ 푅푏cos휙
}
be such region of points 푄;
Z2: in this region, recalling that 휙1 = Γ − 휙 and 휙2 = Γ − 휙2, the
following inequalities
∣휌 cos(훽 − Γ)−푅푏∣ > ∣훽 − 휙1∣ ≥ 0 ,
∣휌 cos(훽 − Γ)−푅푏∣ > ∣훽 − 휙2∣ ≥ 0 ,
hold for all 훽 and 휓. In other words, H-FOV constraint are more
restrictive than V-FOV one. Let 푍2 =
{
(휌, 휓)∣휌 > 푅푏
cos휙
}
be such
region of points 푄.
The proof follows straightforwardly by trigonometric and geomet-
ric properties. Notice that, for 휌 = 푅푏
cos휙
and 훽 = 휙1 (or 훽 = 휙2)
both H-FOV and V-FOV constraints are active and vehicle is on
the boundary between region 푍1 and region 푍2. As a consequence
of Proposition 1.1, the shortest paths study can be simpliﬁed solving
preliminarily two particular subproblem:
Problem 1: no restrictions on the vertical dimension of the FOV
are placed, that is 휙ˆ = 휋/2 and hence 휀 = 휋. As a consequence,
푅푏 = 0 and all points 푄 of the motion plane belong to region
푍2 as shown in ﬁgure 1.5a. Notice that region 푍0 and region 푍1
degenerate in 푂푤.
Problem 2: no restrictions on the horizontal dimension of the FOV
are placed, that is 휙 = 휋/2 and hence 훿 = 휋. As a consequence,
all points 푄 with 휌푄 ≥ 푅푏 belong to region 푍1 as shown in
ﬁgure 1.5b. Notice that region 푍1 extends to the whole motion
plane outside of region 푍0.
19
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(a) Problem 1. (b) Problem 2.
Figure 1.5: Subdivision of the motion plane according to particular
cases in which no restriction on vertical or horizontal FOV is placed.
1.4 Problem 1: H-FOV Constraints
Let us consider a unicycle equipped with sensors which have no restric-
tions on the vertical dimensions. This kind of sensors can be modelled
as a planar cone moving with the robot (see ﬁgure 1.6). For this rea-
son, height ℎ of the landmark on the motion plane, which corresponds
to its 푌푐 coordinate in the sensor frame ⟨퐶⟩, is irrelevant to this par-
ticular problem. Therefore, it is necessary to know only the projection
of the landmark on the motion plane, i.e., 푂푤. Notice that the planar
cone model can be obtained by using the more complex four-sided
right rectangular pyramid (see ﬁgure 1.3) assuming the vertical angle
aperture 휀 = 휋.
The planar sensor system is ﬁxed on the robotics platform so that axis
푍푐 forms an angle Γ with respect to the robot's forward direction, as
generically shown in ﬁgure 1.6.
Referring to ﬁgure 1.6, the planar sensor, whose characteristic an-
gle is 훿 = ∣휙2−휙1∣, generates only constraints (1.6) and (1.7), i.e., for
20
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1.4 Problem 1: H-FOV Constraints
Figure 1.6: Nonholonomic vehicle equipped with a sensor modelled
as a planar cone (shadowed in ﬁgure) which may not include robot's
forward direction. 푍푐 axis, i.e., axis of symmetry for the sensor, forms
an angle Γ with vehicle heading.
reader convenience,
훽 − 휙1 ≥ 0 ,
훽 − 휙2 ≤ 0 ,
for right and left sensor border, respectively. The time derivative of
constraints (1.6) and (1.7) computed along the trajectories of sys-
tem (1.5) brings to
훽˙ =
sin 훽
휌
휈 − 휔 , (1.10)
for both constraints. From the theory of optimal control, with state
21
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and control constraints [39], the associated Hamiltonian is
퐻(휂, 휈, 휔) =∣휈∣ − 휆1 cos 훽휈 + 휆2 sin 훽
휌
휈+
+ (휆3 + 휇1 + 휇2)
(
sin 훽
휌
휈 − 휔
)
,
with 휆 = (휆1, 휆2, 휆3) ∕= 0 and 휇 = (휇1, 휇2) ≥ 0. When constraints (1.6)
and (1.7) are not active (i.e., 휇 = 0), extremal curves, i.e., curves that
satisfy necessary conditions for optimality, include straight lines (cor-
responding to 휔 = 0 and denoted by the symbol 푆) and rotations
on the spot (corresponding to 휈 = 0 and denoted by the symbol ∗).
Indeed, as rotations on the spot have zero length, the shortest path
between two point is straightforward a straight line.
On the other hand, when 휇 > 0 we have
훽 − 휙1 ≡ 0 ⇒ tan 훽 = tan휙1
훽 − 휙2 ≡ 0 ⇒ tan 훽 = tan휙2 ,
and, by (1.5),
휓˙ = tan휙
휌˙
휌
= − tan휙1 푑
푑푡
(ln 휌) , when 훽 = 휙1 (1.11)
휓˙ = tan휙2
휌˙
휌
= − tan휙2 푑
푑푡
(ln 휌) , when 훽 = 휙2 . (1.12)
Integrating, we obtain
휓 = tan휙1 ln
(
휌
휌표
)
, when 훽 = 휙1 , (1.13)
휓 = tan휙2 ln
(
휌
휌표
)
, when 훽 = 휙2 , (1.14)
where 휌표 is a constant that depends on initial conditions.
Equations (1.13) and (1.14) represent two logarithmic spirals with
22
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1.4 Problem 1: H-FOV Constraints
(a) Symmetric Frontal: Γ = 0 (b) Frontal: 0 < Γ < 훿2
Figure 1.7: Robot's forward direction is included inside cone (shad-
owed in ﬁgures): 0 ≤ Γ < 훿
2
.
characteristic angle 휙1 and 휙2, respectively, rotating around the land-
mark located in 푂푤. Logarithmic spirals with characteristic angle
휙푖 < 0 rotate counterclockwise around 푂푤, whereas with 휙푖 > 0 they
rotate clockwise around 푂푤. We refer to these two kind of spirals as
Left and Right and by symbols 푇퐿푖 and 푇
푅
푗 with 푖, 푗 ∈
{
1, 2
}
. The
adjectives Left and Right indicate the half-plane where the spiral
starts for an on-board observer aiming at the landmark.
Notice that, with a characteristic angle 휙 = 휋/2 spirals become
circumferences centered in 푂푤, whereas for 휙 = 0 spirals become half
lines through 푂푤. We will denote these circumferences by symbol 퐶
and these half lines through 푂푤 by symbol 퐻. Moreover, as extremal
arcs can be executed by the vehicle in either forward or backward
direction, I will use superscripts + and − to make this explicit (e.g.,
푆− stands for a straight line executed backward).
In order to deﬁne the ﬁnite alphabet by which optimal paths can
be built, it is worthwhile to consider separately the following cases,
according to values of angles Γ and 훿:
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Symmetric Frontal. Axis 푍푐 is aligned with robot's forward di-
rection, i.e., Γ = 0 and ∣휙1∣ = ∣휙2∣ = 휙 as shown in ﬁg-
ure 1.7a. As logarithmic spirals have the same characteristic
angle 휙, I omit subscript on symbols, that is 푇퐿 ≡ 푇퐿1 and
푇푅 ≡ 푇푅2 . Hence, the alphabet of the Symmetric Frontal case is
풜Γ=0 =
{∗, 푆+, 푆−, 푇퐿+, 푇퐿−, 푇푅+, 푇푅−}.
Frontal. In this case 0 < Γ < 훿
2
, and axis 푍푐 in not an axis of symme-
try of the sensor. As a consequence, logarithmic spirals have two
diﬀerent characteristic angles, i.e., 휙1 and 휙2 with ∣휙1∣ > ∣휙2∣,
as shown in ﬁgure 1.7b. Hence, the alphabet of the Frontal case
is 풜0<Γ< 훿
2
=
{∗, 푆+, 푆−, 푇퐿+1 , 푇퐿−1 , 푇푅+2 , 푇푅−2 }.
Borderline Frontal. Axis 푍푐 forms an angle Γ = 훿2 with respect
to robot's forward direction (see ﬁgure 1.8a). Hence, right sen-
sor border is aligned with vehicle heading and 휙1 = 0, whereas
휙2 = 훿. As a consequence, spiral 푇퐿1 degenerates in a straight line
through 푂푤, denoted by 퐻. Hence, the alphabet of the Border-
line Frontal case is 풜Γ= 훿
2
=
{∗, 푆+, 푆−, 퐻+, 퐻−, 푇푅+2 , 푇푅−2 }.
Side. In this case, 훿
2
< Γ < 휋−훿
2
, i.e., the planar cone is entirely con-
tained inside a sector delimited by robot's forward direction and
wheel axle direction, as shown in ﬁgure 1.8b. Hence, the alpha-
bet of the Side case is풜 훿
2
<Γ<휋−훿
2
=
{∗, 푆+, 푆−, 푇푅+1 , 푇푅−1 , 푇푅+2 ,
푇푅−2
}
, where both spirals rotate counterclockwise around 푂푤.
Borderline Side. Axis 푍푐 forms an angle Γ = 휋−훿2 with respect to
robot's forward direction. Hence, left sensor border is aligned
with wheels axle direction, with 휙1 = 휋2−훿 and 휙2 = 휋2 , as shown
in ﬁgure 1.8c. For this reason, spiral 푇푅2 degenerates in a circum-
ference centered in 푂푤, denoted by 퐶, and the alphabet of the
Borderline Side case is 풜Γ=휋−훿
2
=
{∗, 푆+, 푆−, 푇푅+1 , 푇푅−1 , 퐶+,
퐶−
}
.
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1.4 Problem 1: H-FOV Constraints
(a) Borderline Frontal: Γ = 훿2 (b) Side:
훿
2 < Γ <
휋−훿
2
(c) Borderline Side: Γ = 휋−훿2
Figure 1.8: Robot's forward direction is not included inside cone
(shadowed in ﬁgures): 훿
2
≤ Γ ≤ 휋−훿
2
.
Lateral. In this case 휋−훿
2
< Γ < 휋
2
and wheels axle direction is in-
cluded inside planar cone, as shown in ﬁgure 1.9a. Logarith-
mic spirals have two diﬀerent characteristic angle, with 휙1 <
휋
2
< 휙2. As a consequence, the alphabet of the Lateral case is
풜휋−훿
2
<Γ<휋
2
=
{∗, 푆+, 푆−, 푇푅+1 , 푇푅−1 , 푇퐿+2 , 푇퐿−2 }. Notice that,
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spiral with characteristic angle 휙2 becomes a left spiral and the
vehicle must move on 푇퐿2 backward to move towards 푂푤 rather
than forward as in the Frontal case.
Symmetric Lateral. In this case Γ = 휋
2
and hence, axis 푍푐 is aligned
with wheels axle direction (see ﬁgure 1.9b). Logarithmic spirals
have characteristic angles 휙1 = 휋−훿2 and 휙2 =
휋+훿
2
, and equations
are
휌1 = 휌1표 e
휓 푡1
휌2 = 휌2표 e
휓 푡2 ,
where 푡1 = 1/ tan
(
휋−훿
2
)
, whereas 푡2 = 1/ tan
(
휋+훿
2
)
= −푡1, i.e.,
two logarithmic spirals, right and left respectively, with the same
characteristic angle 휙 = 휋−훿
2
. For this reason, I omit subscript
on symbols, i.e., 푇퐿 ≡ 푇퐿1 and 푇푅 ≡ 푇푅2 . The alphabet of
the Symmetric Lateral case is 풜Γ=휋
2
=
{∗, 푆+, 푆−, 푇푅+, 푇푅−,
푇퐿+, 푇퐿−
}
. Notice that, even in this case, the vehicle must
move on 푇퐿 backward to move towards 푂푤.
In conclusion, extremal paths consist of sequences of symbols, or
words, in the ﬁnite alphabet 풜Γ =
{∗, 푆+, 푆−, 퐸+1 , 퐸−1 , 퐸+2 , 퐸−2 },
where the actual meaning of symbols depends on angles Γ and 훿 as
discuss previously. Rotations on the spot (∗) have zero length, but
may be used to properly connect other maneuvers. The set of possible
words generated by the symbols in 풜Γ is a language ℒΓ.
Following Chapters 2 and 3 are dedicated to showing that, due to
the physical and geometrical constraints of the considered problem, a
suﬃcient optimal ﬁnite language ℒ푂Γ ⊂ ℒΓ can be built such that, for
any initial condition, it contains a word describing a path to the goal
which is no longer than any other feasible path. Correspondingly, a
partition of the plane in a ﬁnite number of regions is described, for
which the shortest path is one of the words in ℒ푂Γ . In particular, in
Chapter 2, the shortest path synthesis in case of Γ = 0 (i.e., the
Symmetric Frontal) is obtained, exploiting the symmetric properties
of the problem. Then, by using most of the results obtained for the
26
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1.4 Problem 1: H-FOV Constraints
(a) Lateral: 휋−훿2 < Γ <
휋
2
(b) Symmetric Lateral: Γ = 휋2
Figure 1.9: The wheel axle direction is included inside cone (shadowed
in ﬁgures): 휋−훿
2
< Γ ≤ 휋
2
.
Symmetric Frontal case, in Chapter 3 the shortest path synthesis for
all values of Γ will be given showing that the Symmetric Frontal is a
particular case of the Frontal one.
Remark 1.1 In previous section, we have considered the most inter-
esting case in which 훿 < 휋
2
. Of course, extremal curves for 훿 ≥ 휋
2
and 0 ≤ Γ ≤ 휋
2
can be obtained appropriately exploiting previous re-
sults. For example, let us consider the particular case in which 훿 = 휋
2
and Γ = 훿
2
. In this case, the right sensor border is aligned with
the robot motion direction whereas the left sensor border is aligned
with the axle direction. As a consequence, the extremal curves are
straight line (푆), rotation on the spot (∗), straight line through 푂푤
(퐻) and circumference centered in 푂푤 (퐶), that is the ﬁnite alphabet{∗, 푆+, 푆−, 퐻+, 퐻−, 퐶+, 퐶−}.
For 휙 ≥ 휋
2
, a straight line followed forward and/or backward so
as to keep the feature in view is always feasible and, hence, trivially
optimal. In the rest of this chapter, we will only be concerned with the
non-trivial case 휙 ∈ [0, 휋
2
].
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Remark 1.2 For other values of Γ, the extremal curves and conse-
quently, the shortest path synthesis can be obtained straightforwardly.
In case of 휋
2
< Γ ≤ 휋 can be easy obtained by using that one for
0 ≤ Γ ≤ 휋
2
considering extremal arcs and hence optimal paths fol-
lowed in reverse order, i.e., forward arcs in backward arcs and vicev-
ersa. Finally, a symmetry w.r.t. 푋푤 axis of each optimal synthesis of
the motion plane for each Γ ∈ [0, 휋] allows to obtain the corresponding
synthesis for Γ ∈ [−휋, 0].
1.5 Problem 2: V-FOV Constraints
In this section, I will analyze Problem 2 for which sensors have no re-
strictions on the horizontal limits. This particular sensor model can be
obtained by the four sided right rectangular pyramid model assuming
angles 훿 = 휋 and 휀 = 2휙ˆ, where 휙ˆ is the vertical characteristic angle
of the sensor. In other words, sensor here is modeled as a portion of
plane delimited by two straight line which are sensor's vertical bor-
ders (see ﬁgure 1.10). In this thesis, I will consider only the particular
case with Γ = 0. The study of the other cases, i.e., with 0 < Γ ≤ 휋
2
and then for all values of Γ, is still an open issue and left to future
works. Height ℎ of the landmark on the motion plane, which corre-
sponds to its 푌푐 coordinate in the sensor frame ⟨퐶⟩, is important for
this particular problem. For Γ = 0 Sensor limits generate constraint
휌 cos 훽 ≥ ℎ
tan 휙ˆ
= 푅푏 훽 ∈
]
−휋
2
,
휋
2
[
, (1.15)
for upper or lower sensor border, depending on ℎ > 0 or ℎ < 0, re-
spectively. Notice that, with 훽 = 0 landmark position w.r.t. ⟨퐶⟩ is
푐퐹 = [0 ℎ 푅푏] and vehicle reaches the minimum distance, i.e., 푅푏,
from landmark without violating sensor constraint (1.15). As a con-
sequence, vehicle is not able to reach any point with 휌 < 푅푏; for this
reason, point 푃 is assumed to be on axis 푋푤, but with 휌푃 ≥ 푅푏.
The goal here is again to determine, for any point 푄 ∈ R2 ∖푅0 (see
ﬁgure 1.5b) in the robot space, the shortest path from 푄 to 푃 such
28
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1.5 Problem 2: V-FOV Constraints
f
Figure 1.10: Sensor's horizontal borders with Γ = 0.
that the landmark is maintained within sensor limits, i.e., to minimize
the cost functional
퐿 =
∫ 휏
0
∣휈∣ 푑푡 ,
under the feasibility constraints (1.5), (1.3), and (1.15), where 휏 is the
time needed to reach 푃 that is 휌(휏) = 휌푃 , 휓(휏) = 0.
The time derivative of constraint (1.15) computed along the tra-
jectories of system (1.5) brings to
푢+ 휔휌 sin 훽 = 0 . (1.16)
From the theory of optimal control with state and control constraints
(see [39]), the associated Hamiltonian is
퐻(휂, 휈, 휔) =∣휈∣ − 휆1 cos 훽휈 + 휆2 sin 훽
휌
휈+
+ (휆3 + 휇) (푢+ 휔휌 sin 훽) ,
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with 휆 = (휆1, 휆2, 휆3) ∕= 0 and 휇 ≥ 0. As for Problem 1, when con-
straint (1.15) is not active (i.e., 휇 = 0), extremal curves, i.e., curves
that satisfy necessary conditions for optimality, include straight lines
(corresponding to 휔 = 0 and denoted by the symbol 푆) and rotations
on the spot (corresponding to 휈 = 0 and denoted by the symbol ∗).
On the other hand, when 휇 > 0 we have
푢+ 휔휌 sin 훽 = 0 ,
and the robot must follow a curve which equation is
휌 cos 훽 = 푅푏 (1.17)
to maintain active the constraint.
Equation (1.17) is known as an involute of a circle expressed by
polar coordinates and with 휓 = 휓푏 + tan 훽 − 훽, where 휓푏 is the an-
gular coordinate of a point on the involute such that 훽 = 0, and
hence 휌 = 푅푏. The involute of a circle is the path traced out by a
point on a straight line that rolls around a circle without slipping (see
ﬁgure 1.11). Moreover, for any point on circumference 퐶푅푏 with ra-
dius 푅푏 and centered in 푂푤 there are two involutes of circle, rotating
counterclockwise (훽 > 0) and clockwise (훽 < 0) around the landmark
located in 푂푤. We refer to these two involutes as Right and Left, and
by symbols 퐼푅 and 퐼퐿, respectively. The adjectives Right and Left
indicate the half-plane where the spiral starts for an on-board ob-
server aiming at the landmark. In conclusion, if Γ = 0, four extremal
maneuvers are obtained and represented by symbols
{∗, 푆, 퐼푅, 퐼퐿}.
Moreover, as extremal arcs can be executed by the vehicle in either
forward or backward direction, superscripts + and − will be used in
the following in order to make this explicit. As a consequence, ex-
tremal paths consist of sequences, or words, comprised of symbols in
the ﬁnite alphabet ℬΓ=0 =
{∗, 푆+, 푆−, 퐼푅+, 퐼푅−, 퐼퐿+, 퐼퐿−}. Rota-
tions on the spot (∗) have zero length, but may be used to properly
connect other maneuvers. The set of possible words generated by the
symbols in ℬΓ=0 is a language ℒΓ=0.
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1.5 Problem 2: V-FOV Constraints
Figure 1.11: Extremal arc in case of Γ = 0: the involute of a circle.
Next section is dedicated to present only some preliminary results
and for the particular case in which Γ = 0. The complete optimal
synthesis and partition of the motion plane is still an open issue.
1.5.1 Some preliminary results
In this section, as a preliminary result, regions whose points 푄 are
reachable by a forward or a backward straight line without violating
the V-FOV constraints, will be characterized for Γ = 0. In this regard,
let us preliminarily introduce a particular polar curve of the form
휌 = 푎+ 푏 cos 훽 ,
also called the Limaçon of Pascal (see ﬁgure 1.12). It was discovered
by Ètienne Pascal, father of Blase Pascal, and the word Limaçon
comes from the latin limax, meaning snail. It is deﬁned as a roulette
formed when a circle 퐶1 with radius 푏 rolls around the outside of a
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(a) Limaçon of Pascal with 푎 = 푏.
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(b) Limaçon of Pascal with 푎 < 푏.
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(c) Limaçon of Pascal with 푎 > 푏.
Figure 1.12: Limaçon of Pascal 휌 = 푎 + 푏 cos 훽 for diﬀerent values of
parameters 푎 and 푏.
circle 퐶2 of equal radius and the point generating the roulette is at
distance 푎 from the center of circle 퐶1. Thus, they belong to the family
of curves called centered trochoids, more speciﬁcally, epitrochoids.
The cardioid is the special case in which the point generating the
roulette lies on the rolling circle and the resulting curve has a cusp.
Deﬁnition 1.1 For a point 퐺 ∈ R2, let 퐿푖푚푅퐺 (퐿푖푚퐿퐺) denote the
arc of the Limaçon from 퐺 to 푂 such that, ∀푉 ∈ 퐿푖푚푅퐺 (퐿푖푚퐿퐺),
퐺ˆ푉 푂푤 = 휋 − 훽¯, with 훽¯ = arctan
(
휌퐺
ℎ
tan 휙ˆ sin 훽
)
, in the half-plane
on the right (left) of 퐺푂푤 (cf. ﬁgure 1.13). Also, let 퐿푖푚퐺 denote the
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1.5 Problem 2: V-FOV Constraints
Figure 1.13: Region 퐿푖푚퐺 with its border ∂퐿푖푚퐺 = 퐿푖푚푅퐺 ∪ 퐿푖푚퐿퐺
and cone Λ퐺 delimited by half-lines 푠푅퐺 and 푠
퐿
퐺.
region delimited by 퐿푖푚푅퐺 and 퐿푖푚
퐿
퐺 from 퐺 to 푂.
We will refer to 퐿푖푚푅퐺 (퐿푖푚
퐿
퐺) as the right (left) 휙ˆ-arc in 퐺.
Deﬁnition 1.2 For a point 퐺 ∈ R2, let 푠푅퐺 (푠퐿퐺) denote the half-line
from 퐺 forming an angle 휓퐺+훽˜ (휓퐺−훽˜), where 훽˜ = arccos
(
ℎ
휌퐺 tan 휙ˆ
)
,
with the 푋푤 axis (cf. ﬁgure 1.13). Also, let Λ퐺 denote the cone delim-
ited by 푠푅퐺 and 푠
퐿
퐺.
We will refer to 푠푅퐺 (푠
퐿
퐺) as the right (left) 휙ˆ-radius in 퐺.
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Proposition 1.2 For any starting point 푄, all points of 퐿푖푚푄 (Λ퐺)
are reachable by a forward (backward) straight path without violating
the FOV constraint.
Proof: Thanks to projective geometry properties (see [40]), for any
elementary maneuvers of the vehicle, i.e., rotations on the spot and
straight line motion, it is possible to know as feature moves within
the sensor limits and in particular, values of state variables 휌, 휓 and
훽 whenever V-FOV is active. Indeed, for any starting point 푄 =
(휌푄, 휓푄), V-FOV constraints is active after a rotation on the spot
of angle 훽푀퐴푋 = arccos
(
ℎ
휌퐺 tan 휙ˆ
)
and hence, region of points reach-
able with a backward straight line is Δ퐺. In order to determine the
region reachable with a forward straight line, let us suppose 휂푄 =
(휌푄, 휓푄, 훽푄) with 훽푄 ∈] − 훽푀퐴푋 , 훽푀퐴푋 [. Of course, V-FOV is not
active yet but it will be after a forward straight line such that 훽∗ =
arctan
(
휌퐺
ℎ
tan 휙ˆ sin 훽푄
)
and 휌푄 =
푅푏
cos훽∗ . By using the Carnot the-
orem, also called cosine rule, distance 푑 covered by the vehicle is
푑 = 푎+ 푏 cos 훽 with 푎 = 푅푏 and 푏 =
tan 휙ˆ
ℎ
휌퐺푅푏 > 푎, i.e., a Limaçon of
Pascal as show in ﬁgure 1.12b. As a consequence, points of 퐿푖푚푄 are
reachable by a forward straight line.
1.6 Extremal Curves with the Pyramid Sen-
sor Model
In previous sections, extremal curves corresponding to two simpliﬁed
cases have been obtained. In particular, in section 1.4 extremal curves
for a nonholonomic vehicle equipped with a planar cone whose axis
of symmetry forms a generic angle Γ with respect to vehicle heading
have been found, showing that extremal paths consist of sequences of
symbols in the ﬁnite alphabet 풜Γ =
{∗, 푆+, 푆−, 퐸+1 , 퐸−1 , 퐸+2 , 퐸−2 }.
Extremal curves 퐸1 and 퐸2 could be spirals (denoted with 푇푅푖 and 푇
퐿
푗 ,
with 푖, 푗 ∈ {1, 2}), circumference centered in 푂푤 (denoted with 퐶)
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1.6 Extremal Curves with the Pyramid Sensor Model
or straight line through 푂푤 (denoted with 퐻), depending on values of
angles Γ and 훿. On the other hand, in section 1.5, considering only the
case with Γ = 0, extremal curves for a vehicle equipped with a sensor
modelled as a portion of plane delimited by two straight line, i.e.,
sensor's vertical borders, and perpendicular to the motion plane have
been found, showing that extremal paths consist of sequences of sym-
bols in the ﬁnite alphabet ℬΓ=0 =
{∗, 푆+, 푆−, 퐼푅+, 퐼푅−, 퐼퐿+, 퐼퐿−}.
Let us consider now a sensor with both vertical and horizontal lim-
its and, based on results obtained in previous sections, let us consider
axis 푍푐 aligned with the robot's forward direction, i.e., Γ = 0. The
model adopted in this thesis is a four-sided right rectangular pyra-
mid and extremal curves can be obtained from results reported in
sections 1.4 and 1.5. Therefore, based on sensor constraints analysis
done in section 1.3, the motion plane is subdivided into three regions,
as shown in ﬁgure 1.5. The ﬁrst region, named 푍0, is the set of points
that vehicle is not able to reach without violate the sensor constraints.
In the second region, named 푍1, the V-FOV constraint is the ﬁrst to
be violated whatever maneuver the vehicle performs. Hence, for any
푄 in 푍1, it is straightforward to consider only the alphabet ℬΓ in or-
der to ﬁnd optimal path from 푄 to 푃 , if 푃 belongs to this region, or
from 푄 to the boundary between 푍1 and 푍2, if 푃 belongs to 푍2. The
third region, named 푍2, H-FOV constraints are the ﬁrst to be violated
whatever maneuver the vehicle performs. As a consequence, it is suf-
ﬁcient to consider only the alphabet 풜Γ in order to ﬁnd optimal path
from 푄 to 푃 , if 푃 belongs to 푍2, or from 푄 to the boundary between
푍1 and 푍2, if 푃 belongs to 푍1.
Anyway, as optimal synthesis of shortest paths for the problem 2
is not available yet, the optimal synthesis in case of both V-FOV and
H-FOV constraints is an open issue and left to future works. For this
reason, next chapters are dedicated to solve completely the shortest
path synthesis for Problem 1, i.e., considering only H-FOV, and to de-
ﬁne a feedback control laws capable of maintaining the vehicle aligned
with these shortest path from any initial robot position to the desired
one.
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1.7 Conclusion
In this chapter I have provided a complete characterization of ex-
tremal curves for a vehicle with nonholonomic kinematics to reach a
desired conﬁguration along the shortest paths while keeping a ﬁxed
point within a four-sided right rectangular pyramid region relative to
itself. Based on the analysis of FOV constraints, the study has been
simpliﬁed considering separately two particular subproblem. The ﬁrst
problem, named Problem 1, concerns only the Horizontal-FOV con-
straints and extremal curves are straight line (denoted by 푆), rotation
on the spot (denoted by ∗) and, depending on the horizontal angle
aperture of the sensor and on the angle between robot's motion direc-
tion and the symmetric axis of the sensor, spirals (denoted with 푇푅푖
and 푇퐿푗 , with 푖, 푗 ∈
{
1, 2
}
), circumference centered in 푂푤 (denoted
with 퐶) or straight line through 푂푤 (denoted with 퐻). Following
Chapters 2 and 3 are dedicated to showing that, due to the physical
and geometrical constraints of the considered problem, a suﬃcient op-
timal ﬁnite language can be built such that, for any initial condition,
it contains a word describing a path to the goal which is no longer
than any other feasible path. Correspondingly, a partition of the plane
in a ﬁnite number of regions is described, for which the shortest path
is one of the words in the optimal ﬁnite language.
The second problem, named Problem 2, concerns only the Vertical-
FOV constraint and, having considered Γ = 0, extremal curves are
straight line, rotation on the spot and involute of circle (denoted by
퐼푅 and 퐼퐿). In previous section 1.5.1, only some preliminary have
been presented for Γ = 0. The generalization to any values of Γ, the
complete optimal synthesis and the partition of the motion plane is
still an open issue and hence, left to future works. As a consequence,
also the complete optimal solution in case of a sensor modelled as a
four sided right rectangular pyramid is not possible yet and left to
future work.
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Chapter2
Shortest Paths Synthesis With
Symmetrically Limited Planar
Sensors
T
his chapter presents a complete characterization of shortest
paths to a goal position for a robot with unicycle kinematics and
an on-board sensor with symmetric and planar (i.e., without V-FOV
constraints) limited Field-Of-View, which must keep a given land-
mark in sight. In particular, I provide a complete optimal synthesis
for the problem, i.e., a global partition of the motion plane induced by
shortest paths, such that a word in the optimal ﬁnite language is uni-
vocally associated to a region and completely describes the shortest
path from any starting point in that region to the goal point. Results
reported in this chapter can be found in papers [A1,A2].
2.1 Introduction
In chapter 1, it has been proved that for a nonholonomic vehicle
equipped with a frontal, symmetric and planar sensor with limited
FOV (i.e., with Γ = 0), as shown in ﬁgure 2.1, extremal maneu-
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vers are represented by the symbols
{∗, 푆, 푇푅, 푇퐿}, i.e., rotations
on the spot, straight lines and right, left logarithmic spirals. More-
over, as extremal arcs can be executed by the vehicle in either for-
ward or backward direction, I will build extremal paths consisting
of sequences, or words, comprised of symbols in the ﬁnite alphabet
풜Γ=0 =
{∗, 푆+, 푆−, 푇푅+, 푇푅−, 푇퐿+, 푇퐿−}. The set of possible words
generated by the above symbols is a language ℒΓ=0.
Following sections are dedicated to show that, due to the physical
and geometrical constraints of the considered problem, a suﬃcient
optimal ﬁnite language ℒ푂Γ=0 ⊂ ℒΓ=0 can be built such that, for any
initial condition, it contains a word describing a path to the goal which
is no longer than any other feasible path. Correspondingly, a partition
of the plane in a ﬁnite number of regions is described, for which the
shortest path is one of the words in ℒ푂Γ=0.
2.2 Shortest paths synthesis: symmetries
and invariants
In this section, I introduce the basic tools that will allow me to study
the optimal synthesis on the whole state space of the robot.
Let 휂(휏) denote a trajectory of the vehicle corresponding to a so-
lution of (1.5) with (1.3). Because I am interested in ﬁnding shortest
paths for the vehicle's center point, let us deﬁne a path 훾 as the canon-
ical projection of the graph (휂(휏), 휏) on the ﬁrst two coordinates. In
other terms, a path 훾 parameterized by 푡, is a continuous map from
the interval 퐼 = [0, 1] to the plane of motion 훾(푡) = (휌(푡), 휓(푡)),
푡 ∈ 퐼. We denote with 풫푄 the set of all feasible extremal paths from
훾(0) = 푄 to 훾(1) = 푃 .
Deﬁnition 2.1 Given the goal point 푃 , with 푃 = (휌푃 , 0) in polar
coordinates, and 푄 ∈ R2 ∖ 푂푤, 푄 = (휌푄, 휓푄) with 휌푄 ∕= 0, let 푓푄 :
38
ii
Thesis  2011/4/9  21:00  page 39  #24
i
i
i
i
i
i
2.2 Shortest paths synthesis: symmetries and invariants
Figure 2.1: Mobile robot and systems coordinates. The robot's task
is to reach 푃 while keeping 푂푤 within a limited FOV (shadowed in
ﬁgure).
R
2 → R2 denote the map
푓푄 (휌퐺, 휓퐺) =
⎧⎨⎩
(
휌퐺휌푃
휌푄
, 휓푄 − 휓퐺
)
for 휌퐺 ∕= 0
(0, 0) otherwise.
(2.1)
Remark 2.1 The map 푓푄 can be regarded as the combination of a
clockwise rotation 푅푄 by an angle 휓푄, a scaling 푆푄 by a factor 휌푃/휌푄,
and an axial symmetry w.r.t. 푋푤. Indeed, if 푅푄 : (휌, 휓) 7→ (휌, 휓 −
휓푄) and 푆푄 : (휌, 휓) 7→ (휌(휌푃/휌푄), 휓), we have 푅푄 ∘ 푆푄 : (휌, 휓) 7→
(휌휌푃/휌푄, 휓 − 휓푄).
Deﬁnition 2.2 Given the goal point 푃 = (휌푃 , 0) and 푄 = (휌푄, 휓푄)
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with 휌푄 ∕= 0, let the path transform function 퐹푄 be deﬁned as
퐹푄 : 풫푄 → 풫푓푄(푃 )
훾(푡) 7→ 푓푄(훾(1− 푡)), ∀푡 ∈ 퐼.
(2.2)
Remark 2.2 Notice that 훾˜(푡) = 퐹푄 (훾(1− 푡)) corresponds to 훾(푡)
transformed by 푓푄 and followed in opposite direction. Indeed, 훾˜ is a
path from 훾˜(0) = 푓푄(푃 ) to 훾˜(1) = 푓푄(푄) ≡ 푃 .
Turning our attention back to the map 푓푄(⋅), it can be noticed
that point 푄 is transformed in 푓푄(푄) = 푃 , while 푃 goes into 푓푄(푃 ) =(
휌2푃
휌푄
, 휓푄
)
.
Consider now the locus of points 푄 such that it further holds
푓푄(푃 ) = 푄. This is clearly the circumference with center in 푂푤 and
radius 휌푃 . We will denote this circumference, which will have an im-
portant role in the following developments, by 퐶(푃 ). Properties of
퐹푄 will allow me to solve the synthesis problem from points on 퐶(푃 ),
hence to extend the synthesis to any point inside the circle, and ﬁnally
to the whole motion plane.
Remark 2.3 As a ﬁrst consequence of the fact that ∀푄 ∈ 퐶(푃 ),
푓푄(푃 ) = 푄 and 푓푄(푄) = 푃 , we have that 풫푄 is 퐹푄-invariant, i.e.
푄 ∈ 퐶(푃 )⇒ ∀훾 ∈ 풫푄, 퐹푄(훾) ∈ 풫푓푄(푃 ) ≡ 풫푄.
Notice that Remark 2.1 is valid also for 퐹푄. As a consequence
퐹푓푄(푃 )(퐹푄(훾)) ≡ 훾. Furthermore, 퐹푄 transforms forward straight lines
in backward straight lines and viceversa. Moreover, 퐹푄 maps left spiral
arcs (푇퐿+ and 푇퐿−) in right spiral arcs (푇푅− and 푇푅+ respectively)
and viceversa. Hence, 퐹푄 maps extremal paths in ℒΓ=0 in extremal
paths in ℒΓ=0. For example, let 푤 = 푆− ∗푇푅− ∗푆+ ∗푇퐿+ be the word
that characterize a path from 푄 to 푃 , the transformed extremal path
is of type 푧 = 푇푅− ∗ 푆− ∗ 푇퐿+ ∗ 푆+. With a slight abuse of notation,
I will write 푧 = 퐹푄(푤).
From previous remarks we also obtain that an extremal path 훾 ∈
풫푄 with 푄 ∈ 퐶(푃 ) is mapped in an extremal path 훾˜ ∈ 풫푄 symmetric
to 훾 w.r.t. the bisectrix 푟 of the angle 푄ˆ푂푤푃 .
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2.2 Shortest paths synthesis: symmetries and invariants
Figure 2.2: Construction of a palindrome symmetric path: 훾 is a
generic path from 푄 to 푃 and 훾˜ the symmetric to 훾 w.r.t. the bi-
sectrix 푟.
In the following, we will denote by 퐷(푃 ) the closed disc within
퐶(푃 ). Due to the symmetry of the problem, however, the analysis
of optimal paths in 풫푄 can be done considering only the upper half
plane w.r.t. the 푋푤 axis. We denote therefore by 퐷푆 the closure of
the semidisk in the positive 푍푤 half-plane, by 퐶푆 the upper semicir-
cumference, and by 푃푠푃 the diameter such that ∂퐷푆 = 퐶푆 ∪ 푃푠푃
(see ﬁg. 2.2).
Proposition 2.1 Given 푄 ∈ R2 and a path 훾 ∈ 풫푄 of length 푙, the
length of the transformed path 훾˜ = 퐹푄(훾) is 푙˜ =
휌푃
휌푄
푙.
Proof: Given 푄 ∈ (푋푤, 푍푤), from Remark 2.1, straight lines are
scaled by 휌푃/휌푄. The distance of two points 푃1 = (휌1, 휓1) and 푃2 =
(휌2, 휓2) on a logarithmic spiral with characteristic angle 휙 is 푑 =
(휌1 − 휌2)/ cos휙. Hence, the distance between transformed points is
scaled by 휌푃/휌푄. The total path length is thus scaled by 휌푃/휌푄, i.e.
increased if 푄 ∈ 퐷푆 and decreased if 푄 /∈ 퐷푆.
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Deﬁnition 2.3 An extremal path starting from 푄 and described by a
word 푤 ∈ ℒΓ=0 is a palindrome path if the transformed path through
퐹푄 is also described by 푤.
Deﬁnition 2.4 An extremal path in 풫푄 which is a palindrome path
and is symmetric w.r.t. the bisectrix 푟 of 푄ˆ푂푤푃 , is called a palin-
drome symmetric path.
Proposition 2.2 For any path in 풫푄 with 푄 ∈ 퐶푆 there always
exists a palindrome symmetric path in 풫푄 whose length is shorter or
equal.
Proof: Consider 훾 ∈ 풫푄 with 푄 ∈ 퐶푆, and 훾˜ = 퐹푄(훾) the trans-
formed path, which is symmetric to 훾 w.r.t. the bisectrix 푟 of 푄ˆ푂푤푃
(see ﬁg. 2.2). Indeed, in this case, 퐹푄 consists only in a rotation and ax-
ial symmetry, hence it corresponds to the bisectrix symmetry. Hence,
from Proposition 2.1, 훾 and 훾˜ have the same length 푙. Let 퐾 ∈ 푟
be the intersection point of the two paths, I denote with 훾1 and 훾2
(훾˜1 and 훾˜2) the subpaths of 훾 (훾˜) from 푄 to 퐾 and from 퐾 to 푃
respectively. From the deﬁnition of 훾˜, the length 푙1 of 훾1 is equal to
the length 푙˜2 of 훾˜2, and the length 푙2 of 훾2 is equal to the length 푙˜1 of
훾˜1. Furthermore, 푙1 + 푙2 = 푙˜1 + 푙˜2 = 푙.
Suppose that 푙1 ≥ 푙2 = 푙˜1, then the path from 푄 to 푃 obtained
from a concatenation of 훾˜1 and 훾2 has length 푙˜1 + 푙2 = 2푙2 smaller
than, or equal to, the length 푙 of 훾, and it is feasible and symmetric
w.r.t. the bisectrix 푟, i.e., a palindrome symmetric path. If 푙1 < 푙2 the
construction of a palindrome symmetric path can be done equivalently
using 훾1 and 훾˜2.
An important consequence of the properties of the path transform
퐹푄 is the following
Theorem 2.1 For any path in 풫푄 with 푄 ∈ ∂퐷푆 there always exists
a path in 풫푄 which evolves completely within 퐷푆 whose length is
shorter or equal.
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Figure 2.3: Construction of a path which evolves completely within
퐷푆: the path from 푄 to 푃 throught points 푄′, 푍 and 푃 ′ is shortened
by the path from 푄 to 푃 throught points 푄′, 퐹푧(푍) and 푃 ′.
Proof: We ﬁrst prove that for any path 휅 between two points in
퐶(푃 ), there exists a path completely inside 퐷(푃 ) whose length is
shorter or equal. Let 푄′ and 푃 ′ be the extremal points of a sub-path
of 휅 completely outside 퐷(푃 ), and let 푙 be length of such sub-path.
From Proposition 2.2, there exists a palindrome path 훾 from 푄′ to
푃 ′ of length 푙 or shorter that evolves completely outside 퐷(푃 ). The
intersection of 훾 with the bisectrix 푟 of the angle 푃ˆ ′푂푤푄′ is a point
푍, with 휌푍 > 휌푃 (see ﬁgure 2.3). By symmetry, the length of the sub-
path 훾푍 from 푍 to 푃 ′ is 푙/2. On the other hand, 훾푍 is transformed
by 퐹푍 in 훾˜푍 , going from 퐹푍(푍) to 푃 ′, with length
휌푃
휌푍
푙
2
. Joining 훾˜푍
with its symmetric with respect to 푟, a path from 푄′ to 푃 ′ of length
휌푃
휌푍
푙 < 푙 is found.
As a consequence, any path from 푄 ∈ 퐶(푃 ) to 푃 can be short-
ened by an extremal feasible path completely inside 퐷(푃 ). Moreover,
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for 푄 on ∂퐷푆, 훾 evolves in 퐷푆: indeed, if there existed a point of
intersection 푍¯ with the 푋푤 axis, the sub-path 훾푍¯ from 푍¯ to 푃 would
be shortened by the segment 푍¯푃 lying on the axis itself, i.e., on 푃푠푃 .
2.3 Optimal paths for points on 퐶푆
The study of the optimal synthesis begins in this section addressing
optimal paths from points on 퐶푆. An existence result will be prelim-
inarily established.
Proposition 2.3 For any 푄 ∈ 퐶푆 there exists a feasible shortest
path to 푃 .
Proof: Because of state constraints (1.6), and (1.7), and the restric-
tion of optimal paths in 퐷푆 (Theorem 2.1) the state set is compact.
Furthermore, for any point at distance 휌 from 푂푤 the optimal path
is shorter or equal to 휌+ 휌푃 (which corresponds to the path 푆+ ∗ 푆−
through 푂푤). The system is also controllable (cf. [33]). Hence, Fil-
ippov existence theorem for Lagrange problems can be invoked [41].
A ﬁrst simple result can be obtained for starting points on the
diameter 푃푠푃 of 퐶(푃 ).
Proposition 2.4 For 푄 ∈ 푃푠푂푤 the optimal path is 푆+ ∗ 푆− with
switching point in 푂푤. For 푄 ∈ 푂푤푃 the optimal path is 푆−.
Proof: The FOV constraint is not active from 푄 to 푂푤 and from 푂푤
to 푃 , hence a straight line is the shortest path.
Deﬁnition 2.5 For a point 퐺 ∈ R2, let 퐶푅퐺 (퐶퐿퐺) denote the circular
arc from 퐺 to 푂푤 such that, ∀푉 ∈ 퐶푅퐺 (퐶퐿퐺), 퐺ˆ푉 푂푤 = 휋 − 휙 in
the half-plane on the right (left) of 퐺푂푤 (cf. ﬁgure 2.4). Also, let 퐶퐺
denote the region delimited by 퐶푅퐺 and 퐶
퐿
퐺 from 퐺 to 푂푤.
44
ii
Thesis  2011/4/9  21:00  page 45  #27
i
i
i
i
i
i
2.3 Optimal paths for points on 퐶푆
Figure 2.4: Region 퐶퐺 with its border ∂퐶퐺 = 퐶푅퐺 ∪ 퐶퐿퐺 and cone Γ퐺
delimited by half-lines 푟푅퐺 and 푟
퐿
퐺.
We will refer to 퐶푅퐺 (퐶
퐿
퐺) as the right (left) 휙-arc in 퐺.
Deﬁnition 2.6 For a point 퐺 ∈ R2, let 푟푅퐺 (푟퐿퐺) denote the half-line
from 퐺 forming an angle 휓퐺 + 휙 (휓퐺 − 휙) with the 푋푤 axis (cf.
ﬁgure 2.4). Also, let Γ퐺 denote the cone delimited by 푟
푅
퐺 and 푟
퐿
퐺.
We will refer to 푟푅퐺 (푟
퐿
퐺) as the right (left) 휙-radius in 퐺. The following
result is obtained by elementary geometric arguments:
Proposition 2.5 For any starting point 푄, all points of 퐶푄 are reach-
able by a straight path without violating the FOV constraint.
Next part of this section is dedicated to show that shortest path
from 푄 ∈ 퐶푆 to 푃 , is contained in a suﬃcient family of (palindrome
symmetric) optimal path.
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Proposition 2.6 If an optimal path 훾 ∈ 풫푄 includes a segment of
type 푆+ with extremes in 퐴, 퐵, then either 퐵 = 푃 ∈ 퐶퐴 or 퐵 ∈
퐶푅퐴 ∪ 퐶퐿퐴.
Proof: If 퐵 /∈ 퐶퐴 the straight line violates either one of the FOV
constraints. Furthermore, if 퐵 ∈ 퐶퐴 but 퐵 /∈ ∂퐶퐴 and 푃 /∈ 퐶퐴,
the sub-path from 퐵 to 푃 intersects ∂퐶퐴 in 퐵′. Hence, 훾 could be
shortened by replacing the sub-path from 퐴 to 퐵′ through 퐵 with the
segment 퐴퐵′. If 푃 ∈ 퐶퐴, then by the optimality principle 퐵 = 푃 .
Remark 2.4 The argument of Proposition 2.6 can be repeated for any
point 퐴′ on the 푆+ segment ending in 퐵. Hence, for any forward seg-
ment 퐴퐵 of an optimal path 훾 ∈ 풫푄, it holds either 퐵 ∈
∩
퐴′∈퐴퐵 ∂퐶
푅
퐴′
or 퐵 ∈ ∩퐴′∈퐴퐵 ∂퐶퐿퐴′. Notice that this holds also for the particular
cases 퐵 = 푃 and 퐵 = 푂푤.
Proposition 2.7 If an optimal path 훾 ∈ 풫푄 includes a segment of
type 푆− with extremes in 퐵, 퐴, then either 퐴 = 푃 ∈ Γ퐵 or 퐴 ∈
푟푅퐵 ∪ 푟퐿퐵.
Proof: If 퐴 /∈ Γ퐵 the straight line violates either one of the FOV
constraints. Furthermore, if 퐴 ∈ Γ퐵 but 퐴 /∈ ∂Γ퐵 and 푃 /∈ Γ퐵,
the sub-path from 퐴 to 푃 intersects ∂Γ퐵 in 퐴′. Hence, 훾 could be
shortened by replacing the sub-path from 퐵 to 퐴′ through 퐴 with the
segment 퐵퐴′. If 푃 ∈ Γ퐵, then by the optimality principle 퐴 = 푃 .
Proposition 2.8 If a path 훾(푡), 푡 ∈ [0, 1] is optimal, then its angle
휓(푡) is monotonic.
Proof: Because 훾 is a continuous path, the angle of its points varies
continuously. Should the angle be not monotonic (i.e. neither mono-
tonically non-decreasing nor monotonically non-increasing), then there
would exist two points on the path with the same angle, hence aligned
with 푂푤. These two points could be connected with a feasible straight
line, thus shortening 훾, which on the contrary was supposed to be a
shortest path.
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Remark 2.5 By applying Proposition 2.8 to optimal paths from 푄 in
the upper half-plane to 푃 , and noticing that 휓푄 ≥ 휓푃 = 0, the angle
is non increasing. Hence optimal paths in the upper half-plane, and in
particular in 퐷푆, do not include counterclockwise extremals of type
푇푅+ or 푇퐿−.
Proposition 2.9 If a path 훾(푡) is optimal, then its distance 휌(푡) has
no local maximum for 푡 ∈ (0, 1).
Proof: Because 훾 is a continuous path, the distance 휌(푡) of its points
from 푂푤 is a continuous function of 푡. Assume that the distance has
a maximum in an internal point 푡¯ ∈ (0, 1). Then, by classical analysis
theorems, there exist two values 푡퐺 and 푡퐻 in (0, 1) such that 휌(푡퐺) =
휌(푡퐻) < 휌(푡¯), with the sub-path between 푡퐺 and 푡퐻 evolving outside
the disk of radius 휌(푡퐺). Applying the same arguments used in the
proof of Theorem 2.1, replacing 푄′ with 훾(푡퐺) and 푃 ′ with 훾(푡퐻), it
is shown that a shorter sub-path between 푡퐺 and 푡퐻 exists evolving
completely within the disk, i.e., a contradiction.
Remark 2.6 Observe that the distance from 푂푤 is strictly increas-
ing along backward extremal arcs (i.e., 푆−, 푇푅−, 푇퐿−) and strictly
decreasing along forward extremal arcs (i.e., 푆+, 푇푅+, 푇퐿+). As a
consequence of Proposition 2.9 in an optimal path a forward arc can-
not follow a backward arc.
Proposition 2.10 Consider any two points 퐺 and 퐻 on a spiral arc
푇 (either left or right). Let 푇˜ be the set of points between 푇 and its
symmetric w.r.t. 퐺퐻. A shortest path between 퐺 and 퐻 that evolves
completely outside region 푇˜ is the arc of 푇 between 퐺 and 퐻.
The proof of this proposition follows straightforwardly from the con-
vexity property of 퐸˜.
Proposition 2.11 Any path of type 푆− ∗ 푇푅− (푇퐿+ ∗ 푆+) can be
shortened by a path of type 푇푅−푆− (푆+푇퐿+).
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Figure 2.5: Construction used in the proof of Proposition 2.11.
Proof: Let 퐴 and 퐵 be the initial and ﬁnal points of the 푆−∗푇푅−, and
let 퐴1 be the switching point between 푆− and 푇푅− (see ﬁgure 2.5).
Without loss of generality, I assume that 퐴1 belongs to 푟퐿퐴, the left
휙-radius in 퐴 (if not, the path can be shortened by a path of the
same type for which this is true). Let 퐺 be the intersection point
between the spiral 푇푅퐴 through 퐴 and the 휙-arc 퐶
푅
퐵 through 퐵. By
Deﬁnitions 2.5, 2.6, and the properties of logarithmic spirals, the line
푟퐺 through 퐵 and 퐺 is tangent to 푇푅퐴 in 퐺, while 푟
퐿
퐴 is tangent
to 푇푅퐴 in 퐴. Let 퐴
′ be the intersection of 푟퐺 with 푟퐿퐴. The segment
퐴′퐵 is shorter than the subpath 푆− ∗ 푇푅− from 퐴′ to 퐵 through
퐴1. By Proposition 2.10, however, the feasible spiral arc 푇푅퐴 from 퐴
to 퐺 shortens 퐴퐴′ ∪ 퐴′퐺, hence the thesis. The proof for 푇퐿+푆+ is
analogous.
Thanks to all previuos results I am now able to prove the following
important result:
Theorem 2.2 For any 푄 ∈ 퐶푆 to 푃 there exists a palindrome sym-
metric shortest path of type 푆+푇퐿+ ∗ 푇푅−푆−.
Proof: According to Propositions 2.8-2.11 and Remarks 2.5-2.6, a suf-
ﬁcient optimal language ℒ푂 for 푄 ∈ 퐷푆 is described in ﬁgure 2.6.
It is straightforward to observe that the number of switches between
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2.3 Optimal paths for points on 퐶푆
extremals is ﬁnite and less or equal to 3, and a suﬃcient family of op-
timal paths is given by the word 푆+푇퐿+ ∗ 푇푅−푆− and its degenerate
cases. Furthermore, by Proposition 2.2, for 푄 ∈ 퐶푆 optimal paths are
palindrome symmetric.
Figure 2.6: Feasible extremals and sequences of extremals from points
in 퐷푆.
A palindrome symmetric path from 푄 on 퐶푆 to 푃 of the type
푆+푇퐿+ ∗ 푇푅−푆− is shown in ﬁgure 2.7. By symmetry, it follows that
the sub-paths 푆+ and 푆− have the same length, and so do 푇퐿+ and
푇푅−. As a consequence, only two sub-words 푇퐿+ ∗ 푇푅− and 푆+ ∗ 푆−
need be considered, which are obtained as degenerate cases with zero
length arcs.
Referring to ﬁgure 2.7, let the switching points of the optimal path
be denoted as 푀2, 푁, and 푀1, respectively. Notice that 푁 is on the
bisectrix 푟 of 푄ˆ푂푤푃 , while 푀1 and 푀2 are symmetric w.r.t. 푟. In
ﬁgure 2.7 the region 퐶푄, locus of points reachable by a linear feasible
path from 푄, is also reported delimited by dashed curves.
We now study the length of extremal paths from 퐶푆 to 푃 in the
suﬃcient family above. To do so, it is instrumental to parameterize
the family by the angular position of the ﬁrst switching point 훼푀1 .
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Figure 2.7: The palindrome symmetric path of type 푆+푇퐿+ ∗ 푇푅−푆−
from 푄 ∈ 퐶푆 to 푃 .
Theorem 2.3 The length of a path 훾 ∈ 풫푄, 푄 ∈ 퐶푆, of type 푆+푇퐿+∗
푇푅−푆− passing through 푀1 = (휌푀1 , 훼푀1) is
퐿 = 2
휌푃
cos휙
cos훼푀1 −
2휌푃 푒
(
훼푀1−
휓푄
2
)
푡
cos휙 sin휙
sin(휙− 훼푀1), (2.3)
when 휙 ∈ ]0, 휋
2
[
. In the extreme cases 휙 = 0 and 휙 = 휋
2
, we have
퐿 = 2휌푃 and 퐿 = 2휌푃 sin
휓푄
2
, respectively.
Proof: Recalling that 푃 = (휌푃 , 0), 푄 = (휌푃 , 휓푄), when 휙 > 0, 푀1 ∈
퐶푅푃 , by the sine rule we have
휌푀1 = 휌푃
sin(휙− 훼푀1)
sin휙
, (2.4)
On the other hand, for 푀2 = (휌푀2 , 휓푄 − 훼푀2) on 퐶퐿푄 it holds by
symmetry 휌푀2 = 휌푀1 .
Also the lengths of segments 푆+ and 푆− are equal, and evaluate
to
푃푀1 = 푄푀2 = 휌푃
sin훼푀1
sin휙
. (2.5)
50
ii
Thesis  2011/4/9  21:00  page 51  #30
i
i
i
i
i
i
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From (1.13), setting 푡 = cos휙
sin휙
, the right logarithmic spiral passing
through 푀1 (denoted with 푇푅푀1) is given by
푇푅푀1 :
(
휌푀1푒
(훼푀1−휓)푡, 휓
)
.
Similarly, the left spiral for 푀2 (denoted with 푇퐿푀2) is given by
푇퐿푀2 :
(
휌푀2푒
−(휓푄−훼푀2−휓)푡, 휓
)
.
The intersection point between the spirals 푇푅푀1 and 푇
퐿
푀2
is 푁 =
(휌푁 , 휓푁), where
휌푁 = 휌푃
푒
(훼푀1−휓푄+훼푀2)
2
푡
sin휙
√
sin(휙− 훼푀1) sin(휙− 훼푀2) =
= 휌푃
푒
(
훼푀1−
휓푄
2
)
푡
sin휙
sin(휙− 훼푀1)
(2.6)
휓푁 =
(훼푀1 +휓푄 − 훼푀2)
2
− cos휙
2 sin휙
ln
(
sin(휙−훼푀2)
sin(휙−훼푀1)
)
=
휓푄
2
. (2.7)
Notice that, for 휙 = 휋
2
we have 푀1 ≡ 푀2 ≡ 푁 and spiral arcs have
zero length. Hence, from (2.5) and (2.7), 퐿 = 2휌푃 sin
휓푄
2
.
For 휙 ∈ ]0, 휋
2
[
, the length of the spiral arcs 푇퐿+ from 푀1 to 푁
and 푇퐿− from 푀2 to 푁 are equal, and evaluate to
푀1푁 = 푀2푁 =
휌푀1 − 휌푁
cos휙
.
Adding up, after some simpliﬁcations, the total length 퐿 is therefore
as reported in (2.3).
When 휙 = 0, 푀1 ≡ 푀2 ≡ 푂푤 and spiral arcs have zero length,
hence 퐿 = 2휌푃 .
Having an analytical expression for the length of the path as a
function of a single parameter 훼푀1 (hence indirectly of 푄 ∈ 퐶푆),
I am now in a position to minimize the length within the suﬃcient
family. Notice that we need only to consider 훼푀1 ≥ 0 (because the
problem is symmetric w.r.t. 푋푤), and 훼푀1 ≤ 휙 for the geometrical
considerations above on 퐶퐿푄 (see ﬁgure 2.4).
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Theorem 2.4 Given 푄 = (휌푃 , 휓푄) ∈ 퐶푆,
∙ for 0 < 휓푄 ≤ 휓푀 ≜ −4 tan휙 ln(sin휙), the optimal path is of
type 푇퐿+ ∗ 푇푅−;
∙ for 휓푀 < 휓푄 < 휓푉 ≜ 2휙 + 휓푀 , the optimal path is of type
푆+푇퐿+ ∗ 푇푅−푆−;
∙ for 휓푉 ≤ 휓푄 < 휋, the optimal path is of type 푆+ ∗ 푆−
Proof: To ﬁnd the value of 훼푀1 ∈ [0, 휙] which minimizes the length
퐿, consider the ﬁrst derivative
∂퐿
∂훼푀1
= 2휌푃
sin훼푀1
cos휙
⎛⎝푒(훼푀1−휓푄2 )푡
sin2 휙
− 1
⎞⎠ . (2.8)
The critical points of 훼푀1 are
푎훼푀1 = 0 (2.9)
푏훼푀1 =
휓푄
2
+ 2 tan휙 ln(sin휙) . (2.10)
To determine the local maximum or minimum nature of the critical
values, consider the second derivative of 퐿,
∂2퐿
∂훼2푀1
=
2휌푃
cos휙
⎡⎣cos훼푀1
⎛⎝푒(훼푀1−휓푄2 )푡
sin2 휙
− 1
⎞⎠ +
+ sin훼푀1
푒
(
훼푀1−
휓푄
2
)
푡
tan휙
⎤⎦ (2.11)
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and
∂2퐿
∂훼2푀1
∣∣∣∣
푎훼푀1
=
2휌푃
cos휙
(
푒−
휓푄
2
푡
sin2 휙
− 1
)
(2.12)
∂2퐿
∂훼2푀1
∣∣∣∣
푏훼푀1
= 2휌푃 sin휙 sin
(
휓푄
2
+ 2 tan휙 ln(sin휙)
)
. (2.13)
Notice that, when the minimum of 퐿 is reached in 훼푀1 = 0, the path
is of type 푇퐿+ ∗푇푅−. From equation (2.12), the critical point 훼푀1 = 0
is a minimum of 퐿 if ∂
2퐿
∂훼2푀1
∣∣∣
푎훼푀1
≥ 0, that is, if
휓푄 ≤ −4 tan휙 ln(sin휙) ≜ 휓푀
Hence, the shortest path from 푄 on 퐶푆 to 푃 is of type 푇퐿+ ∗ 푇푅− if
the polar coordinate of 푄 are (휌푃 , 휓푄) with 휓푄 ∈ [0, 휓푀 ]. The point
on 퐶푆 whose polar coordinates are (휌푃 , 휓푀) is point 푀 .
On the other hand, from equation (2.13), if 휓푀 < 휓푄 ≤ 휋 the
minimum of 퐿 is reached in 훼푀1 ∈ (0, 휙). This critical point depends
on 휓푄, as shown in (2.10), i.e., 훼푀1 =
휓푄−휓푀
2
. In this case, the shortest
path is of type 푆+푇퐿+ ∗ 푇푅−푆−.
When the minimum of 퐿 is reached in 훼푀1 = 휙, the optimal path
is of type 푆+ ∗푆−. The ﬁrst value 휓푄 ∈ (휓푀 , 휋] such that the optimal
path is reached in 훼푀1 = 휙 is, from equation (2.10),
2휙− 4 tan휙 ln(sin휙) = 2휙+ 휓푀 ≜ 휓푉 .
The point on 퐶푆 whose polar coordinates are (휌푃 , 휓푉 ) is point 푉 . For
all starting points 푄 between 푉 and 푃푠, the shortest path is of type
푆+ ∗ 푆−.
I am now interested in determining the locus of switching points
between extremals in optimal paths.
Proposition 2.12 For 푄 ∈ 퐶푆 with 0 < 휓푄 ≤ 휓푀 , the switch-
ing locus is the arc of 푇푅푃 within the extreme points 푃 and 푚 =
(휌푃 sin
2 휙, 휓푀/2) (included).
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Proof: From Theorem 2.4, the optimal path from 푄 ∈ 퐶푆 to 푃 is of
type 푇퐿+ ∗푇푅−. Hence, the switching occurs in the intersection of 푇퐿푄
and 푇푅푃 . The point of intersection varies on 푇
푅
푃 from 푃 (when 휓푄 = 0)
to 푚 = (휌푃 sin2 휙, 휓푀/2) = 푇퐿푀 ∩ 푇푅푃 (when 휓푄 = 휓푀).
Proposition 2.13 For 푄 ∈ 퐶푆 with 휓푀 < 휓푄 < 휓푉 , the loci of
switching points 푀1, 푁 , and 푀2 are the right 휙-arcs 퐶
푅
푃 , 퐶
푅
푚, and
퐶푅푀 with 푀 = (휌푃 , 휓푀), respectively.
Proof: From Proposition 2.6, the switching point 푀1 between 푇푅−
and 푆− belongs to 퐶푅푃 .
In the proof of Theorem 2.4, for 푄 ∈ 퐶푆 with 휓푀 < 휓푄 < 휓푉 ,
the relation 휓푄 = 2훼푀1 +휓푀 between angles in the optimal path has
been obtained. Hence, from (2.4), (2.6), and (2.7), the coordinates of
the switching points 푁 are given by
휌푁 = 휌푀1푒
(
−휓푀
2
)
푡
= 휌푀1 sin
2 휙 (2.14)
and
휓푁 = 훼푀1 +
휓푀
2
. (2.15)
Hence, 푁 corresponds to 푀1 after a rotation of
휓푀
2
and a scaling by
푒
(
−휓푀
2
)
푡
= sin2 휙, which does not depend on 휓푄. Notice that, applying
the same rotation and scaling, 푃 = (휌푃 , 0) is transformed in 푚, and
the right 휙-arc 퐶푅푃 goes in 퐶
푅
푚. Hence, the locus of switching points
푁 is 퐶푅푚.
Finally, for the palindromic symmetry of optimal paths, it holds
that 휌푀1 = 휌푀2 , 훼푀1 = 훼푀2 and 휓푄 − 훼푀2 = 훼푀1 + 휓푀 . Hence, 푀2
corresponds to 푀1 after a rotation 휓푀 , which does not depend on
푄. With the same rotation, 푃 is transformed in 푀 and the locus of
switching points 푀1, 퐶푅푃 , in the locus of switching points 푀2, 퐶
푅
푀 .
Finally, for 푄 ∈ 퐶푆 with 휓푉 ≤ 휓 < 휋, the switching locus reduces
to the origin 푂푤. We provide an explicit procedure to compute the
switching points for any given 푄 ∈ 퐶푆:
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Figure 2.8: Optimal path from 푄 on 퐶푆 to 푃 . The locus of switching
points between extremals 푆+ and 푇퐿+ is the arc of circle 퐶푅푀 , whereas
the locus of switching points between 푇퐿+ and 푇푅− is 퐶푅푚.
Proposition 2.14 Given 푄 = (휌푃 , 휓푄) ∈ 퐶푆,
∙ for 0 < 휓푄 ≤ 휓푀 , the switching point is 푇푅푃 ∩ 푇퐿푄 ;
∙ for 휓푀 < 휓푄 < 휓푉 , the switching points are 푀2 ∈ 퐶푅푀 ∩ 퐶퐿푄,
푁 ∈ 퐶푅푚 ∩ 푇퐿푀2, and 푀1 ∈ 퐶푅푃 ∩ 푇푅푁 .
∙ for 휓푉 ≤ 휓푄 < 휋, the switching point is 푂푤.
Proof: From the proof of Proposition 2.12, for 푄 ∈ 퐶푆 with 0 <
휓푄 ≤ 휓푀 , the switching point is 푇퐿푄 ∩ 푇푅푃 = (휌푃 푒−
휓푄
2
푡,
휓푄
2
).
From Propositions 2.13 and 2.6, for a given 푄 ∈ 퐶푆 with 휓푀 <
휓푄 < 휓푉 , the switching point 푀2 of the optimal path from 푄 to
푃 is the intersection point between 퐶푅푀 and 퐶
퐿
푄 that is univocally
determined.
푁 belongs to 퐶푅푚 and lays on the arc 푇
퐿. Hence, it can be computed
from 푀2 as 퐶푅푚 ∩ 푇퐿푀2 .
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푀1 belongs to 퐶푅푃 and lays on the arc 푇
푅. Hence, it can be com-
puted from 푁 as 퐶푅푃 ∩ 푇푅푁 .
Finally, for 휓푉 ≤ 휓푄 < 휋, the optimal paths is characterized by
훼푀1 = 휙 (proof of Theorem 2.4). From equations (2.4) and (2.6) it
holds 휌푁 = 휌푀1 = 휌푀2 = 0. Hence, in this case, the switching point
is 푂푤.
2.4 Optimal paths for points in the half-
disc 퐷푆
Having solved the optimal synthesis for points on the boundary of
퐷푆, I now address optimal paths for internal points in 퐷푆 by using
the following simple idea: for any 푄 ∈ 퐷푆 ∖ ∂퐷푆, ﬁnd a point 푆 ∈
∂퐷푆 such that an optimal path 훾 from 푆 to 푃 goes through 푄. By
Bellmann's optimality principle [42], the sub-path from 푄 to 푃 is also
optimal.
Consider the partition of 퐷푆 in six regions illustrated in ﬁgure 2.9.
Regions of the partition are generalized polygonals whose vertices are
the characteristic points in 퐷푆 and whose boundaries belong either to
the extremal curves, to the switching loci, or to ∂퐷푆 (cf. section 2.3).
All regions have three vertices, except Region I which has two. The
boundary arc 푇푅푃 between Region II and Region VI is a degenerate
case of measure zero in 퐷푆, and will be denoted as Region II′.
Theorem 2.5 The optimal synthesis for 푄 ∈ 퐷푆 is described in
ﬁgure 2.9 and table 2.1. For each region, the associated optimal path
type entirely deﬁnes a feasible path of minimum length to the goal.
Proof: We study each region separately:
Region I: From any point in this region it is possible to reach 푃 with
a straight path (in backward motion) without violating the FOV
constraints (cf. Proposition 2.5). Such path is obviously optimal.
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2.4 Optimal paths for points in the half-disc 퐷푆
Figure 2.9: Partition of 퐷푆.
Region II: For any 푄 in this region consider the point 푠 obtained
by intersecting the spiral 푇퐿푄 with 퐶푆. By the non-intersecting
properties of left spirals, 푠 lies between 푃 and 푀 on 퐶푆. By
Theorem 2.4 the optimal path 훾푠 from 푠 to 푃 is of type 푇퐿+푠 ∗
푇푅−푃 . The path 푇
퐿+
푄 ∗ 푇푅−푃 from 푄 is a sub-path of 훾푠, hence it
is also optimal.
Region II′: For any 푄 in the arc of 푇푅푃 from 푚 to 푃 , the path 푇
푅−
푃
from 푄 to 푃 is a degenerate case of 푇퐿+∗푇푅−푃 with a zero-length
푇퐿+ arc, hence it is also optimal.
Region III: For any 푄 in this region consider the line through 푂푤
and 푄, which intersects 퐶푆 in a point 푠 between point 푉 and
point 푃푠. By Theorem 2.4, the optimal path from point 푠 to
point 푃 is of type 푆+ ∗ 푆− with the switch ∗ in 푂푤, hence (by
the same argument) the thesis.
Region IV: For any 푄 in Region IV consider the left 휙-arc 퐶퐿푄, and
the intersection point 푟 = 퐶퐿푄 ∩ 퐶푅푀 ∖ 푂푤. Consider now the
straight line through 푄 and 푟, and let its intersection with 퐶푆
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Region Included Included Optimal
Vertices Boundaries Path Type
I 푂푤 퐶푅푃 , 푂푤푃 푆
−
II 푀 퐶푆, 푇퐿푀 푇
퐿+ ∗ 푇푅−푃
II′ 푚 푇푅푃 푇
푅−
푃
III 푉 푃푆푂푤, 푂푤푉 , 퐶푆 푆+ ∗ 푆−
IV 퐶푆 푆+푇퐿+ ∗ 푇푅−푆−
V 퐶푅푀 푇
퐿+ ∗ 푇푅−푆−
VI 퐶푅푚 푇
푅−푆−
Table 2.1: Optimal synthesis in the half-disc 퐷푆.
be denoted 푠. Such intersection lies between point 푉 and point
푀 . Indeed, the arc of circle through 푠, 푟 and 푂푤 is 퐶퐿푠 and
point 푉 is such that 퐶퐿푉 is tangent to 퐶
푅
푀 in 푂푤. Hence, by
Theorem 2.4, the optimal path 훾푠 is of type 푆+푇퐿+ ∗ 푇푅−푆−.
By Remark 2.4, 훾푠 contains 푄 in its ﬁrst straight line segment,
hence the thesis.
To ﬁnalize the synthesis, I recall that, as a straightforward conse-
quence of Proposition 2.13, the optimal path for 푄 ∈ 퐶푅푚 is of type
푇푅−푄 푆
−, while for 푄 ∈ 퐶푅푀 , the optimal path type is 푇퐿+푄 ∗ 푇푅−푆−,
where the two spiral extremals have the same length. As a conse-
quence, we have:
Region V: For any 푄 in this region consider the intersection point 푠
of the spiral 푇퐿푄 with 퐶
푅
푀 . The optimal path 훾푠 from 푠 ∈ 퐶푅푀 to
푃 is of type 푇퐿+푠 ∗푇푅−푆−, and contains 푄 in its ﬁrst arc, hence
the thesis.
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2.5 Optimal paths for points outside 퐷푆
Region VI: For any 푄 in this region consider the intersection point
푠 of the spiral 푇푅푄 with 퐶
푅
푚. The optimal path 훾푠 from 푠 ∈ 퐶푅푚
to 푃 is of type 푇푅−푠 푆
− and contains 푄 in its ﬁrst arc, hence the
thesis.
Remark 2.7 From the argument of the proof above and Proposi-
tion 2.3, the existence of optimal paths from points in 퐷푆 follows
directly.
2.5 Optimal paths for points outside 퐷푆
In this section I exploit the properties of the path transform 퐹푄 to
extend the optimal synthesis outside the half-disk 퐷푆.
Indeed, recall from section 2.2 that 퐹푄 transforms a path from
푄 to 푃 in a path from 푓푄(푃 ) =
(
휌2푃
휌푄
, 휓푄
)
to 푃 . To highlight the
dependence of the new initial point 푓푄(푃 ) on푄, I will use alternatively
the notation 퐹 (푄) := 푓푄(푃 ). Notice that 퐹 : R2∖(0, 0) → R2 is
continuous and is an involution, i.e., 퐹 (퐹 (푄)) ≡ 푄, hence 퐹−1 = 퐹 .
The locus of ﬁxed points of 퐹 is 퐶푆. Notice also that, if 푄 is inside
the half-disk 퐷푆, 퐹 (푄) is outside, and viceversa.
To relate regions of the optimal synthesis inside and outside 퐷푆
we need the following deﬁnition.
Deﬁnition 2.7 Two regions 퐴 and 퐵 are complementary (퐴↭ 퐵)
when 푄 ∈ 퐴⇔ 퐹 (푄) ∈ 퐵.
It is worthwhile to highlight the following result, which is an immedi-
ate consequence of Proposition 2.1:
Proposition 2.15 If 퐴 ↭ 퐵, optimal paths from points 푄 ∈ 퐴 of
type 푤퐴 are mapped by 퐹푄 in optimal paths from 퐹 (푄) = 푓푄(푃 ) ∈ 퐵
of type 푤퐵 = 퐹푄(푤퐴).
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Remark 2.8 Existence of optimal paths from points in the upper half-
plane outside 퐷푆 follows from Remark 2.7 and the previous proposi-
tion. Indeed, for any point 푄 /∈ 퐷푆, an optimal path from 퐹 (푄) ∈ 퐷푆
to 푃 exists, which is mapped by 퐹푄 in an optimal path from 푄 to
푃 . Piecing together this with the results of Proposition 2.3 and Re-
mark 2.7, and using the symmetry of optimal paths in the lower half-
plane, I thus have established the global existence of optimal paths to
our problem.
To determine the borders of the regions outside 퐷푆, I now describe
how 퐹 maps the borders of regions inside 퐷푆.
Proposition 2.16 Map 퐹 transforms:
1. arcs of 퐶푆 into themselves;
2. line segments from 푄 ∈ 퐷푆 to 푂푤 in half-lines from 퐹 (푄) to
inﬁnity with the same slope;
3. arcs of a right spiral 푇푅푄 in arcs of a left spiral 푇
퐿
퐹 (푄), and vicev-
ersa;
4. arcs of a circle 퐶푅푄 with 푄 ∈ 퐷푆 in half-lines from 퐹 (푄) with
slope tan(휙+ 휓푄)
Proof:
1. The ﬁrst statement follows straightforwardly from the deﬁnition
of points of 퐶푆.
2. Points on the segment from 푂푤 to 푄 ∈ 퐷푆 have polar coordi-
nates (휌, 휓푄) with 휌 ∈ (0, 휌푄]. Such points are mapped by 퐹
in (휌2푃/휌, 휓푄) with 휌
2
푃/휌 ∈ [휌2푃/휌푄, +∞], hence in the half-line
from 퐹 (푄) = (휌2푃/휌푄, 휓푄) with slope 휓푄.
3. Points on the arc of a right spiral 푇푅 from 퐴 = (휌퐴, 휓퐴) to 퐵 =
(휌퐴푒
(휓퐴−휓퐵)푡, 휓퐵) have coordinates (휌퐴 푒(휓퐴−휓)푡, 휓) with 휓 ∈
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2.5 Optimal paths for points outside 퐷푆
[휓퐴, 휓퐵]. Map 퐹 transforms such points in (휌2푃/휌퐴 푒
−(휓퐴−휓)푡, 휓).
These are points on a left spiral 푇퐿 from 퐹 (퐴) = (휌2푃/휌퐴, 휓퐴)
to 퐹 (퐵) = (휌2푃/휌퐴 푒
−(휓퐴−휓퐵)푡, 휓퐵). The viceversa follows from
the involutive property of 퐹 .
4. Points of 퐶푅푄 have coordinates (휌푄 sin(휙−휓+휓푄)/ sin휙, 휓) with
휓 ∈ [휓푄, 휓푄+휙]. Such points are mapped in (휌2푃 sin휙/(휌푄 sin(휙−
휓 + 휓푄)), 휓). On the other hand, the straight line from 퐹 (푄)
forming an angle 휙 + 휓푄 with the 푋푤 axis is described by the
equation
푦 = tan(휙+ 휓푄)푥− 휌
2
푃
휌푄
sin휙
cos(휙+ 휓푄)
.
Rewriting this equation in polar coordinates, it is straightfor-
ward to check that it is satisﬁed by the image of 퐶푅푄 under 퐹 ,
hence the thesis.
Let 푟푃 be the right 휙-radius in 푃 of equation 푦 = tan휙(푥− 휌푃 );
푋+푤 (푋
−
푤 ) the half-line from 푃 (푃푠) in the direction of the positive
(negative) 푋푤 axis; 푟푉 the half-line from 푉 parallel to 푂푤푉 ; 푟푀 the
right 휙-radius in 푀 , which is tangent to the spiral 푇퐿푀 , and 푟푀푚 the
right 휙-radius in푀푚 = 퐹 (푚) which is tangent to the spiral 푇퐿푃 . Notice
that 푟푀푚 is described by the equation
푦 = tan
(
휙+
휓푀
2
)(
푥− 휌푃
sin휙 sin
(
휙+ 휓푀
2
)) .
Theorem 2.6 The optimal synthesis for 푄 outside 퐷푆 is described
in ﬁgure 2.10 and table 2.2.
Proof: We only need to show that Region R and Region Rc are
complementary, for R = I, II, . . . VI. To do so, by continuity of 퐹 ,
it will be enough to prove that the borders of R are mapped in the
borders of Rc. This is in turn a direct consequence of application of
Proposition 2.16.
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Region Included Included Optimal
Vertices Boundaries Path Type
Ic 푋+푤 , 푟푃 푆
+
IIc 푇푅푀 푇
퐿+ ∗ 푇푅−푃
II′c 푀푚 푇
퐿
푃 푇
퐿+
푃
IIIc 푟푉 , 푋−푤 푆
+ ∗ 푆−
IVc 푆+푇퐿+ ∗ 푇푅−푆−
Vc 푟푀 푆+푇퐿+ ∗ 푇푅−푃
VIc 푟푀푚 푆
+푇퐿+푃
Table 2.2: Optimal synthesis outside the half-disc 퐷푆.
2.6 Global optimal synthesis
From results in section 2.4 and 2.5, it can be observed that optimal
paths from Region II and IIc are of the same type, i.e., 푤퐼퐼 = 푤퐼퐼c .
The same holds for Region III and IIIc, and for Region IV and IVc.
These three pairs of regions can be merged in a single region in the
ﬁnal partition of the plane.
The optimal path synthesis can be therefore summarized as re-
ported in ﬁgure 2.10 and in table 2.3.
Examples of optimal paths from points of diﬀerent regions are
plotted in ﬁgure 2.11 and described in table 2.4. Despite that every
optimal path may begin and end with a turn on the spot, in table 2.4,
I omit explicit mention of initial and ﬁnal rotation in place to simplify
notation.
It should be noticed that, while the obtained synthesis is valid in
general, the position of the characteristic points and the shape of the
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2.6 Global optimal synthesis
Figure 2.10: Partition of the upper halfplane with 휙 = 휋/4.
regions varies with the FOV angle 휙: compare e.g., the partition in
ﬁgure 2.10, obtained for 휙 = 휋/4, with the partition corresponding to
휙 = 휋/3, which is reported in ﬁgure 2.12.
A particular case occurs for 휙 = 휋/2 (see ﬁgure 2.13). Here, 푀 ≡
푚 ≡ 푀푚 ≡ 푃 , 퐶푅푚 ≡ 퐶푀푅 ≡ 퐶푃푅 , and the spiral arcs 푇푅푃 and 푇퐿푃
degenerate to zero length in a point on 퐶푅푃 . All optimal paths turn
out to be of type 푆+ ∗ 푆−, 푆+, or 푆−.
The partition of the whole plane of motion is obtained simply by
symmetry with respect to the 푋푤 axis, and is reported for complete-
ness in ﬁgure 2.14. Regions in the lower half-plane are denoted with
a subscript s (for symmetry), and are associated to optimal words
obtained exchanging superscript 푅 with 퐿 in the words reported in
table 2.4 for the symmetric region. A comparison with the synthesis
obtained in [33], reported in ﬁgure 2.15, is in order at this point. As
it can be easily checked, the synthesis in [33] is correct for all initial
points that are inside a circle centered in the goal point 푃 and go-
ing through the characteristic point 푚. However, extrapolation of the
synthesis in [33] outside this circle leads to quite diﬀerent results from
the synthesis obtained in this work, which is valid globally.
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Figure 2.11: Examples of optimal paths from points 푄 in diﬀerent
regions to 푃 .
Figure 2.12: Partition of the upper half plane with 휙 = 휋/3.
2.7 Conclusion
In this chapter, I have provided a complete characterization of shortest
paths for a vehicle with nonholonomic kinematics to reach a desired
64
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2.7 Conclusion
Region Optimal Path Type
I 푆−
Ic 푆+
II∪ IIc 푇퐿+ ∗ 푇푅−푃
II′ 푇푅−푃
II′c 푇
퐿+
푃
III∪ IIIc 푆+ ∗ 푆−
IV∪ IVc 푆+푇퐿+ ∗ 푇푅−푆−
V 푇퐿+ ∗ 푇푅−푆−
Vc 푆+푇퐿+ ∗ 푇푅−푃
VI 푇푅−푆−
VIc 푆+푇
퐿+
푃
Table 2.3: Optimal synthesis in the upper half-plane.
Figure 2.13: Partition of the upper half plane with 휙 = 휋/2.
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Figure 2.14: Partition of the (푋푤, 푍푤) plane with 휙 = 휋/4.
position while keeping a ﬁxed point within a conical region relative to
itself. Symmetries and invariants of the problem have been exploited
to determine optimal paths from any point of the motion plane to
the goal, providing a substantial reﬁnement and correction of existing
results proposed in [33]. Next chapter is dedicated to extend these
results to the case of arbitrarily FOVs, considering also the one in
which the robot forward direction is not included inside FOV. The
impracticability of paths that point straight to the feature lead to a
more complex analysis of the reduction to a ﬁnite and suﬃcient family
of optimal paths by excluding particular types of path.
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2.7 Conclusion
Figure 2.15: Partition of the (푋푤, 푍푤) plane with 휙 = 휋/4 according
to [33].
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Region
Optimal Path
Type
Inclusion Conditions
I 푆− 휌 ≤ 휌푃
sin (휙− 휓)
sin휙
,
휓 ≤ 휙
Ic 푆+
휌 > 휌푃
sin휙
sin (휙− 휓) ,
휓 ≤ 휙
II∪ IIc 푇퐿+ ∗ 푇푅−푃 휌푃 푒
(휓−휓푀 )푡 ≤휌 ≤ 휌푃 푒−(휓−휓푀 )푡,
휌푃 푒
−휓 푡 <휌 < 휌푃 푒휓 푡, 휓 ≤ 휓푀
II′ 푇푅−푃
휌 = 휌푃 푒
−휓 푡 ,
휓 ≤ 휓푀
2
II′c 푇
퐿+
푃
휌 = 휌푃 푒
휓 푡 ,
휓 ≤ 휓푀
2
III∪ IIIc 푆+ ∗ 푆− 2휙+ 휓푀 ≤ 휓 ≤ 휋
IV∪ IVc 푆+푇퐿+ ∗ 푇푅−푆− 휌푃
sin 휓¯
sin휙
≤휌 ≤ 휌푃 sin휙
sin 휓¯
,
휓푀 ≤휓 ≤ 2휙+ 휓푀
V 푇퐿+ ∗ 푇푅−푆−
휌 ≤ 휌푃 sin 휓¯
sin휙
,
휌푃 푒
−(휓푄−휓푀 )푡 ≤휌 ≤ 휌푃 푒(휓−휓푀 )푡,
휓푀
2
≤휓 ≤ 휓푀 + 휙
Vc 푆+푇퐿+ ∗ 푇푅−푃
휌푃
sin휙
sin 휓¯
≤휌 ≤ 휌푃 1
sin휙 sin 휓ˆ
,
휌 ≥ 휌푃 푒−(휓−휓푀 )푡,
휓푀
2
≤휓 ≤ 휓푀 + 휙
VI 푇푅−푆−
휌푃
sin (휙− 휓)
sin휙
≤휌 ≤ 휌푃 sin휙 sin 휓ˆ ,
휌 ≤ 휌푃 푒−휓 푡 ,
휓 ≤ 휙+ 휓푀
2
VIc 푆+푇
퐿+
푃
휌푃
1
sin휙 sin (휙− 휓) ≤휌 ≤ 휌푃
sin휙
sin 휓ˆ
휌 ≥ 휌푃 푒휓 푡 ,
휓 ≤ 휙+ 휓푀
2
Table 2.4: Optimal synthesis in the upper half-plane and Region in-
clusion conditions for initial position 푄. Where 휓¯ = 휙− 휓 + 휓푀 and
휓ˆ = 휙− 휓 + 휓푀
2
.
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Chapter3
Shortest Paths Synthesis With
Planar Side Sensors
T
his chapter presents a complete characterization of shortest
paths to a goal position for a robot with unicycle kinematics,
generalizing results obtained in previous chapter to the case of arbi-
trary FOVs of the on-board sensor, including the case that the direc-
tion of motion is not an axis of symmetry for the FOV, and even that
it is not included in the FOV itself. Sensors that do not necessarily
include the forward direction of motion make paths pointing straight
to the feature unfeasible, and lead to a more challenging synthesis
problem. Results reported in this chapter can be found in paper [A3].
3.1 Introduction
In chapter 1, it has been proved that for a nonholonomic vehicle
equipped with a limited sensor such that the forward sensor axis 푍푐
forms an angle Γ w.r.t the robot's forward direction (see ﬁgure 3.1),
extremal maneuvers are generically represented by symbols in the ﬁ-
nite alphabet
{∗, 푆, 퐸1, 퐸2} where ∗ denotes a rotation on the spot
and 푆 denotes straight line. Moreover, depending on values of angles
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Figure 3.1: Mobile robot and systems coordinates. The robot's task
is to reach 푃 while keeping 푂푤 within a limited FOV (shadowed in
ﬁgure).
Γ and 훿 = ∣휙2 − 휙1∣, extremal curves 퐸1 and 퐸2 could be spirals (de-
noted with 푇푅푖 and 푇
퐿
푗 , with 푖, 푗 ∈
{
1, 2
}
), circumference centered in
푂푤 (denoted with 퐶) or straight line through 푂푤 (denoted with 퐻)
(see ﬁgures 3.2, 3.3).
Moreover, as extremal arcs can be executed by the vehicle in either
forward or backward direction, I will build extremal paths consisting
of sequences, or words, comprised of symbols in the ﬁnite alphabet
풜Γ =
{∗, 푆+, 푆−, 퐸+1 , 퐸−1 , 퐸+2 , 퐸−2 }. The set of possible words gen-
erated by the above symbols is a language ℒΓ.
Following sections are dedicated to showing that, due to the physi-
cal and geometrical constraints of the considered problem, a suﬃcient
optimal ﬁnite language ℒ푂Γ ⊂ ℒΓ can be built such that, for any initial
condition, it contains a word describing a path to the goal which is
no longer than any other feasible path. Correspondingly, a partition
of the plane in a ﬁnite number of regions is described, for which the
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3.2 Shortest path synthesis
(a) Frontal: 0 < Γ < 훿2 , 풜 =
{∗,
푆+, 푆−, 푇퐿+1 , 푇
퐿−
1 , 푇
푅+
2 , 푇
푅−
2
}
.
(b) Borderline Frontal: Γ = 훿2 , 풜 ={∗, 푆+, 푆−, 퐻+, 퐻−, 푇푅+2 , 푇푅−2 }.
Figure 3.2: Robot's forward direction is included inside cone (shad-
owed in ﬁgures): 0 ≤ Γ ≤ 훿
2
.
shortest path is one of the words in ℒ푂Γ .
3.2 Shortest path synthesis
In this section, I introduce the basic tools that will allow me to study
the optimal synthesis of the whole state space of the robot, beginning
from points on a particular sub-set of R2 such that the optimal paths
are in a suﬃcient optimal ﬁnite language. In chapter 2 similar ba-
sic tools have already been introduced. Nevertheless, as this problem
looses the symmetry properties, they become inappropriate here and
hence I need to introduce a generalized version of them.
Deﬁnition 3.1 Given the goal point 푃 = (휌푃 , 0) in polar coordi-
nates, and 푄 ∈ R2 ∖푂푊 , 푄 = (휌푄, 휓푄) with 휌푄 ∕= 0, let 푓푄 : R2 → R2
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(d) Side: 훿2 < Γ <
휋−훿
2 , 풜 =
{∗,
푆+, 푆−, 푇푅+1 , 푇
푅−
1 , 푇
푅+
2 , 푇
푅−
2
}
.
(e) Borderline Side: Γ = 휋−훿2 , 풜 ={∗, 푆+, 푆−, 푇푅+1 , 푇푅−1 , 퐶+, 퐶−}.
(f) Lateral: 휋−훿2 < Γ <
휋
2 , 풜 =
{∗,
푆+, 푆−, 푇푅+1 , 푇
푅−
1 , 푇
퐿+
2 , 푇
퐿−
2
}
.
(g) Symmetric Lateral: Γ = 휋2 ,풜 = {∗, 푆+, 푆−, 푇푅+, 푇푅−, 푇퐿+,
푇퐿−
}
.
Figure 3.3: Robot's forward direction is not included inside cone
(shadowed in ﬁgures): 훿
2
< Γ ≤ 휋
2
.
denotes the map
푓푄 (휌퐾 , 휓퐾) =
⎧⎨⎩
(
휌퐾휌푃
휌푄
, 휓퐾 − 휓푄
)
for 휌퐾 ∕= 0
(0, 0) otherwise.
(3.1)
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3.2 Shortest path synthesis
The map 푓푄 is the combination of a clockwise rotation by angle
휓퐾 − 휓푄, and a scaling by a factor 휌푃/휌푄 that maps 푄 in 푃 .
Remark 3.1 The alphabet 풜Γ is invariant w.r.t. rotation and scal-
ing. However, it is not invariant w.r.t. axial symmetry, as it hap-
pened in the particular case (i.e., the Frontal case with Γ = 0) con-
sidered in previous chapter 2, where the map 푓푄 was deﬁned as a
combination of rotation, scaling and axial symmetry. For example,
logarithmic spirals are self-similar and self-congruent (under scaling
and rotation they are mapped into themselves). On the other hand,
left (right) spirals are mapped into right (left) spirals through an ax-
ial symmetry and alphabet invariancy can be lost. Indeed, for exam-
ple, considering the Side case alphabet (see section 1.4 in chapter 1)
풜 훿
2
<Γ<휋−훿
2
=
{∗, 푆+, 푆−, 푇푅+1 , 푇푅−1 , 푇푅+2 , 푇푅−2 }, and applying an
axial symmetry we have 푇푅1 → 푇퐿1 /∈ 풜 훿
2
<Γ<휋−훿
2
. The same occurs
for the Frontal alphabet with Γ > 0.
Let 훾 be a path parameterized by 푡 ∈ [0, 1] in the plane of motion
훾(푡) = (휌(푡), 휓(푡)). Denote with 풫푄 the set of all feasible extremal
paths from 훾(0) = 푄 to 훾(1) = 푃 .
Deﬁnition 3.2 Given the target point 푃 = (휌푃 , 0) and 푄 = (휌푄, 휓푄)
with 휌푄 ∕= 0, let the path transform function 퐹푄 be deﬁned as
퐹푄 : 풫푄 → 풫푓푄(푃 )
훾(푡) 7→ 푓푄(훾(1− 푡)), ∀푡 ∈ 퐼.
(3.2)
Notice that 훾˜(푡) = 퐹푄 (훾(1− 푡)) corresponds to 훾(푡) transformed by
푓푄 and followed in opposite direction. Indeed, 훾˜ is a path from 훾˜(0) =
푓푄(푃 ) =
(
휌2푃
휌푄
, −휓푄
)
to 훾˜(1) = 푓푄(푄) ≡ 푃 .
We will denote the circle with center in 푂푤 and radius 휌푃 by 퐶(푃 )
and the closed disk within 퐶(푃 ) by 퐷(푃 ). As in previous chapter,
퐶(푃 ) has an important role in the proposed approach since properties
of 퐹푄 will allow me to solve the synthesis problem from points on
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퐶(푃 ), and hence to extend the synthesis to 퐷(푃 ) and to the whole
motion plane. Indeed, ∀푄 ∈ 퐶(푃 ) and ∀훾 ∈ 풫푄, 퐹푄(훾) ∈ 풫푓푄(푃 ) with
푓푄(푃 ) ∈ 퐶(푃 ), i.e., a path from a point on 퐶(푃 ) to 푃 is mapped in
a path from 퐶(푃 ) to 푃 .
Furthermore, 퐹푄 transforms an extremal in 풜 in itself but fol-
lowed in opposite direction. Hence, 퐹푄 maps extremal paths in ℒΓ in
extremal paths in ℒΓ. For example, let 푤 = 푆− ∗ 퐻− ∗ 푆+ ∗ 푇푅+2 be
the word that characterize a path from 푄 to 푃 , the transformed path
is of type 푧 = 푇푅−2 ∗ 푆− ∗퐻+ ∗ 푆+. With a slight abuse of notation, I
will write 푧 = 퐹푄(푤).
Proposition 3.1 Given 푄 ∈ R2 and a path 훾 ∈ 풫푄 of length 푙, the
length of the transformed path 훾˜ = 퐹푄(훾) is 푙˜ =
휌푃
휌푄
푙.
The proof is easily obtained by following the same procedure used in
proposition 2.1.
Based on the properties of 퐹푄, optimal paths from points on 퐶(푃 )
completely evolve inside 퐶(푃 ). To prove this statement I ﬁrst report
the following result,
Theorem 3.1 Given two points 퐴 = (휌퐴, 휓퐴) and 퐵 = (휌퐵, 휓퐵),
with 휓퐴 > 휓퐵 and 휌 = 휌퐴 = 휌퐵, and an extremal path 훾 from 퐴 to
퐵 such that for each point 퐺 of 훾, 휌퐺 > 휌, there exists an extremal
path 훾˜ from 퐴 to 퐵 such that for each point 퐺˜ of 훾˜, 휌퐺˜ < 휌 and
ℓ(훾˜) < ℓ(훾) (see ﬁgure 3.4).
Proof: Consider a point 푍 = (휌푍 , 휓푍) such that 휌푍 = max퐺∈ 훾 휌퐺 >
휌. Let 훾1 and 훾2 the sub-paths of 훾 from 푍 to 퐵 and from 푍 to 퐴.
The sub-path 훾1, is rotated and scaled (contracted of factor
휌
휌푍
<
1) such that 푍 is transformed in 퐴 obtaining a path 훾˜1 from 퐴 to
푍˜ = ( 휌
2
휌푍
, 휓퐴+휓퐵−휓푍). Similarly, 훾2, can be rotated and scaled with
the same scale factor but diﬀerent rotation angle w.r.t. 훾1 such that 푍
is transformed in 퐵, see ﬁgure 3.4. After geometrical considerations,
it is easy to notice that the obtained path 훾˜2 starts in 퐵 and ends in
푍˜.
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3.3 Optimal paths for points on 퐶(푃 )
Figure 3.4: An example for theorem 3.1: path 훾 = 훾2훾1 (훾2 followed by
훾1) of type 푇
푅−
2 푆
−∗푇푅+1 from 퐴 to 퐵 is shortened by a path 훾˜ = 훾˜1훾˜2
of type 푇푅+1 ∗ 푇푅+1 푆− by applying path transformation 퐹푍 to path 훾.
The obtained paths are a contraction of 훾1 and 훾2 respectively and
hence shorter. Moreover, any point 퐺 of 훾1 or 훾2 has 휌퐺 > 휌 hence is
scaled in 퐺˜ of 훾˜1 or 훾˜2 with 휌퐺˜ =
휌휌퐺
휌푍
< 휌.
Concluding, I have obtained a shorter path from 퐴 to 퐵 that
evolves completely in the disk of radius 휌.
An important but straightforward consequence of the theorem is
the following
Corollary 3.1 For any path in 풫푄 with 푄 ∈ 퐶(푃 ) there exists a
shorter or equal-length path in 풫푄 that completely evolves in 퐷(푃 ).
3.3 Optimal paths for points on 퐶(푃 )
The study of the optimal synthesis begins in this section address-
ing optimal paths from points on 퐶(푃 ). As in previous chapter, an
existence result of optimal paths will be preliminarily established.
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Proposition 3.2 For any 푄 ∈ 퐶(푃 ) there exists a feasible shortest
path to 푃 .
Proof: Because of state constraints (1.6), and (1.7), and the restriction
of optimal paths in 퐷(푃 ) (Corollary 3.1) the state set is compact.
Furthermore, it is possible to give an upper-bound on the optimal
path length for all Γ ∈ [0, 휋
2
]. Indeed, given a point 푄 at distance 휌
from 푂푤 the optimal path to 푃 is shorter or equal to the following
paths based on the value of Γ and 훿:
∙ Frontal (0 ≤ Γ ≤ 훿
2
): 푆+ ∗ 푆− or 퐻+ ∗퐻− of length 휌+ 휌푃 ;
∙ Side ( 훿
2
< Γ < 휋−훿
2
): 푇푅+1푄 ∗ 푇푅−2푃 , of length
(
휌−휌푁
cos휙1
+ 휌푃−휌푁
cos휙2
)
,
where 푁 is the intersection point between spirals 푇푅1푄 and 푇
푅
2푃
through 푄 and 푃 respectively;
∙ Borderline Side (Γ = 휋−훿
2
: 푇푅+1 ∗ 퐶−푃 ) of length
(
휌−휌푃
cos휙1
+ (휓푁−
휓푃 )휌푃 ), where 푁 is the intersection point between spiral 푇푅1
and circumference 퐶푃 ;
∙ Lateral (휋−훿
2
< Γ ≤ 휋
2
): 푇퐿−2푄 ∗ 푇푅−1푃 , of length
(
휌−휌푁
cos휙2
+ 휌푃−휌푁
cos휙1
)
,
where 푁 is the intersection point between spirals 푇퐿2푄 and 푇
푅
1푃 .
The system is also controllable because there always exists an inter-
section point between two spirals (even if degenerated in half-lines or
circumferences) with diﬀerent characteristic angle even if both clock-
wise or counterclockwise around the feature. Hence, Filippov existence
theorem for Lagrange problems can be invoked [41].
In the following, I provide a set of propositions that completely
describe a suﬃcient optimal ﬁnite language for all values of Γ ∈ [0, 휋
2
].
Deﬁnition 3.3 For any starting point 퐺 = (휌퐺, 휓퐺), let 푆퐹 (퐺)
(푆퐵(퐺)) be the set of all points reachable from 퐺 with a forward
(backward) straight line without violating FOV constraints.
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3.3 Optimal paths for points on 퐶(푃 )
Figure 3.5: Forward and backward straight path Regions from 퐺 for
0 ≤ Γ ≤ 훿
2
.
Let 퐶푖(퐺) denote the circular arcs from 퐺 to 푂푤 such that, ∀푉 ∈
퐶푖(퐺) with 휓푉 ∈ [휓퐺 − ∣휙1∣, 휓퐺] (or 휓푉 ∈ [휓퐺, 휓퐺 + ∣휙2∣]), 퐺ˆ푉 푂푤 =
휋 − ∣휙푖∣, 푖 ∈
{
1, 2
}
.
Remark 3.2 Based on simple geometric considerations, for any start-
ing point 퐺 = (휌퐺, 휓퐺), for 0 ≤ Γ ≤ 훿2 (Frontal Case), 푆퐹 (퐺) is the
region between borders ∂푆퐹1 and ∂푆퐹2, where ∂푆퐹1(퐺) = 퐶1(퐺) and
∂푆퐹2(퐺) = 퐶2(퐺) (see ﬁgure 3.5). Notice that, 푆퐹 (퐺) lays completely
in the circle with center in 푂푤 and radius 휌퐺. In the particular case
in which Γ = 훿
2
(Borderline Frontal Case), ∂푆퐹1(퐺) degenerates in
the segment (퐺푂푤) between 퐺 and 푂푤.
As a consequence of Remark 3.2, 푆퐹 (퐺) is tangent in 퐺 to 푇퐿1 (or
퐻) and 푇푅2 .
Remark 3.3 For any starting point 퐺 = (휌퐺, 휓퐺), and for
훿
2
< Γ ≤
휋
2
(Side and Lateral cases), let 퐺퐹 = (휌퐺
sin휙1
sin휙2
, 휓퐺 + (휙2 − 휙1)) ∈
77
Shortest Paths Synthesis With Planar Side Sensors
Figure 3.6: Forward and backward straight path regions from 퐺 for
훿
2
< Γ ≤ 휋−훿
2
.
퐶2(퐺), i.e., such that 푂ˆ푊퐺퐺퐹 = 휙1 (cf. ﬁgure 3.6 and ﬁgure 3.7,
respectively). Naming with 퐶퐺퐹 ⊂ 퐶2(퐺) the arc between 퐺 and 퐺퐹 ,
푆퐹 (퐺) is the region between arc ∂푆퐹2(퐺) = 퐶퐺퐹 and segment 퐺퐺퐹 .
Notice that, for the Lateral case 푆퐹 (퐺) does not lay completely in the
circle with center 푂푤 and radius 휌퐺. In the particular case in which
Γ = 휋−훿
2
(Borderline Side Case), ∂푆퐹2(퐺) becomes the semicircle
from 퐺 to 퐺퐹 ≡ 푂푤 with diameter 휌퐺.
As a consequence of Remark 3.3, 푆퐹 (퐺) is tangent in 퐺 to 푇푅1
and 푇푅2 (or 퐶). Moreover, 푆퐹 (퐺) is tangent in 퐺퐹 to 푇
푅
1 and 푇
푅
2 (or
퐶), see ﬁgure 3.6.
A generalization of map 푓푄 (see deﬁnition 3.1) is a map that trans-
forms the whole R2 rotating and scaling the point 푄 in a given point
퐺, not necessarily in 푃 as 푓푄 does. Let 퐹 : R2∖(0, 0) → R2 with
퐹 (푄) = 푓푄(퐺) =
(
휌2퐺
휌푄
, 2휓퐺 − 휓푄
)
. The 퐹 map has some properties
that make it very useful to the study of this problem in a way which
is to some extent similar to what described (for a diﬀerent 퐹 map) in
previous chapter and in [A2]. Indeed, this map is continuous and is an
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3.3 Optimal paths for points on 퐶(푃 )
Figure 3.7: Forward and backward straight path Regions from 퐺 for
휋−훿
2
≤ Γ ≤ 휋
2
.
involution, i.e., 퐹 (퐹 (푄)) ≡ 푄, hence 퐹−1 = 퐹 . The invariant set of 퐹
is the circle centered in 푂푤 through 퐺. Notice also that, if 푄 is inside
this circle, 퐹 (푄) is outside, and viceversa. Hence, with this map, bor-
ders deﬁned in remarks 3.2 and 3.3 are mapped in borders of 푆퐵(퐺)
regions of deﬁnition 3.3 as described in the following proposition.
Proposition 3.3 Map 퐹 transforms arcs of a circle 퐶푖(퐺) in half-
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lines from 퐺 and forming an angle 휓퐺 − 휙푖 with the 푋푤 axis.
Proof: Points of 퐶푖(퐺) have coordinates (휌퐺 sin(휙푖−휓+휓퐺)/ sin휙푖, 휓)
with 휓 ∈ [휓퐺 − ∣휙1∣, 휓퐺] (or 휓 ∈ [휓퐺, 휓퐺 + ∣휙2∣]). Such points are
mapped in (휌퐺 sin휙푖/ sin(휙푖−휓+휓퐺), 2휓퐺−휓). On the other hand,
the straight line from 퐺 forming an angle 휓퐺 + 휙푖 with the 푋푤 axis
is described by the equation
푦 = tan(휓퐺 − 휙푖)푥− 휌퐺 sin휙푖
cos(휓퐺 − 휙푖) .
Rewriting this equation in polar coordinates, it is straightforward to
check that it is satisﬁed by the image of 퐶푖(퐺) under 퐹 , hence the
thesis.
Remark 3.4 For 0 ≤ Γ ≤ 훿
2
(Frontal Case), let 푟푖(퐺) denote the half-
lines from 퐺 forming an angle 휓퐺−휙푖 with the 푋푤 axis (cf. ﬁgure 3.5).
푆퐵(퐺) is the cone delimited by ∂푆퐵1(퐺) = 푟1(퐺) and ∂푆퐵2(퐺) =
푟2(퐺), outside circle with center in 푂푤 and radius 휌퐺. Moreover, for
훿
2
< Γ ≤ 휋
2
(Side and Lateral cases), consider the rotation and scale
that maps 퐺퐹 in 퐺 and 퐺 in 퐺퐵 we have 푆퐵(퐺) ≡ 푆퐹 (퐺퐵), hence
∂푆퐵1(퐺) = ∂푆퐹1(퐺퐵) and ∂푆퐵2(퐺) = ∂푆퐹2(퐺퐵). Moreover, for all
points 푉 on the circular arc 퐶퐺퐵 from 퐺퐵 to 퐺, angle 퐺ˆ퐵푉 푂푤 =
휋 − ∣휙2∣, and angle 푂ˆ푤퐺퐵퐺 = 휙1.
This remark is a straightforward consequence of proposition 3.3.
Proposition 3.4 If an optimal path from 푄 to 푃 includes a segment
of type 푆+ (푆−) with extremes in 퐺, 퐾, then either 퐾 = 푃 ∈ 푆퐹 (퐺)
(퐾 = 푃 ∈ 푆퐵(퐺)) or 퐾 ∈ ∂푆퐹1(퐺) ∪ ∂푆퐹2(퐺) (퐾 ∈ ∂푆퐵1(퐺) ∪
∂푆퐵2(퐺)).
Proof: Consider the case of a segment of type 푆+, if 퐾 /∈ 푆퐹 (퐺)
the straight line violates either one of FOV constraints. Furthermore,
if 퐾 ∈ 푆퐹 (퐺) but 퐾 /∈ ∂푆퐹1(퐺) ∪ ∂푆퐹2(퐺) and 푃 /∈ 푆퐹 (퐺) the
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3.3 Optimal paths for points on 퐶(푃 )
sub-path from 퐾 to 푃 intersects ∂푆퐹1(퐺)∪ ∂푆퐹2(퐺) in 퐾 ′. Hence, 훾
could be shortened by replacing the sub-path from 퐺 to 퐾 ′ through
퐾 with the segment 퐺퐾 ′. If 푃 ∈ 푆퐹 (퐺), then by the optimality
principle 퐾 = 푃 . For a segment of type 푆− a similar proof can be
followed.
Based on all the above properties, I am now able to obtain a
suﬃcient family of optimal paths by excluding particular sequences
of extremals.
Theorem 3.2 Any path consisting in a sequence of a backward ex-
tremal arc followed by a forward extremal arc is not optimal.
Proof: Observe that the distance from 푂푤 is strictly increasing along
backward extremal arcs (i.e. 푆−, 퐸−1 , 퐸
−
2 with 퐸2 ∕= 퐶) and strictly
decreasing along forward extremal arcs (i.e. 푆+, 퐸+1 , 퐸
+
2 with 퐸2 ∕=
퐶). For continuity of paths, for any sequence of a backward extremal
followed by a forward one, there exist points 퐴 and 퐵 that verify
hypothesis of Theorem 3.1, hence it is not optimal.
Any sequence consisting in an extremal 푆 (or 퐸1) of length ℓ and
an extremal 퐸2 = 퐶 (in any order and direction) is inscribed in two
circumferences centered in 푂푤. Hence, the shortest sequence is the one
with 퐸2 = 퐶 along the circle of smaller radius necessarily preceded
by a forward 푆 (or 퐸1) of same length ℓ.
Concluding, in an optimal path a forward arc cannot follow a
backward arc.
Theorem 3.3 Any path consisting in a sequence of an extremal arcs
퐸푖 and 퐸푗 followed in the same direction is not optimal for any 푖, 푗 ∈{
1, 2
}
with 푖 ∕= 푗.
Proof: By proving the non-optimality of 퐸+푖 ∗퐸+푗 the non-optimality
of 퐸−푗 ∗ 퐸−푖 follows straightforwardly. Without loss of generality, I
suppose 푖 = 1 and 푗 = 2. Let 퐴 and 퐵 be the initial and ﬁnal points
of the path 훾 of type 퐸+1 ∗퐸+2 and 푁 the intersection points between
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Figure 3.8: Construction of a path shorter than 퐸+1 ∗퐸+2 for 0 ≤ Γ ≤ 훿2 .
퐸+1 and 퐸
+
2 . We now show for any value of Γ and 훿 there exists a
sub-path of 훾 that can be shortened with a straight arc.
For 0 ≤ Γ ≤ 훿
2
, referring to ﬁgure 3.8, 푆퐹 (퐴) intersects the ex-
tremal 퐸2 in two points 푉1 ∈ ∂푆퐹1(퐴) and 푉2 ∈ ∂푆퐹2(퐴) and three
cases occur: if 퐵 ∈ 푆퐹 (퐴), i.e., 퐵 = 퐵1 between 푉1 and 푉2 along 퐸2,
훾 is obviously longer than 퐴퐵; if 퐵 = 퐵2 is between 푉2 and 푂푊 , 훾 can
be shortened by 퐴푉 2; ﬁnally, if 퐵 = 퐵3 is between 푉1 and 푁 , consid-
ering 푆퐵(퐵) and the intersection point 푉3 between ∂푆퐵1(퐵) = 푟1(퐵)
and 퐸1, 훾 can be shortened by 푉3퐵.
For the Side case ( 훿
2
< Γ < 휋−훿
2
), there always exists a point 퐺
along 퐸1 between 퐴 and 푁 such that 푆퐹 (퐺) intersects 퐸2 between
푁 and 퐵. Hence, 훾 can be shortened by 퐺퐺퐹 (see ﬁgure 3.9).
Notice that the feasible sequences consisting of two extremals that
I still need to discuss, and eventually excluded, are those starting or
ending with 푆 followed in any direction (퐸+푖 퐸
−
푖 and 퐸
−
푖 퐸
+
푖 , with
푖 ∈ {1, 2}, are obviously not optimal). A useful technical result will
be preliminarily established.
Proposition 3.5 Consider any two points 퐺 and 퐻 on a spiral arc
퐸푖 (푖 = 1, 2). Let 퐸˜ be the set of points between 퐸푖 and its symmetric
w.r.t. 퐺퐻. A shortest path between 퐺 and 퐻 that evolves completely
outside region 퐸˜ is the arc of 퐸푖 between 퐺 and 퐻.
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3.3 Optimal paths for points on 퐶(푃 )
Figure 3.9: Construction of a path shorter than 퐸+1 ∗퐸+2 for 훿2 < Γ ≤
휋−훿
2
.
The proof of this proposition follows straightforwardly from the con-
vexity property of 퐸˜.
Based on proposition 3.5, I am able to prove following results.
Proposition 3.6 From any starting point 퐴, any path 훾 of type 푆+ ∗
퐸+2 (푆
− ∗ 퐸−1 ) and 푆+ ∗ 퐸−1 to 퐵 can be shortened by a path of type
푆+퐸+2 (푆
−퐸−1 ), 푆
+ (푆−) or 퐸+2 ∗ 퐸−1 .
Proof: To be optimal, a path of type 푆+ ∗ 퐸+2 (푆− ∗ 퐸−1 ) can be
shortened by a path of type 푆+퐸+2 (푆
−퐸−1 ) or 푆
+ (푆−). Indeed, if
퐵 ∈ 푆퐹 (퐴) (퐵 ∈ 푆퐵(퐴)), 훾 is shortened by 푆+ = 퐴퐵 (푆− = 퐴퐵).
However, let 푁 be the intersection point between extremal arcs 푆+
and 퐸+2 , from proposition 3.4 necessarily 푁 ∈ ∂푆퐹1(퐴) ∪ ∂푆퐹2(퐴).
In this case, for geometrical properties, 푆+ and 퐸+2 are tangent in
푁 . Hence, path 푆+ ∗ 퐸+2 is shortened by 푆+ or 푆+퐸+2 . Equivalently,
푆− ∗ 퐸−1 is shortened by 푆− or 푆−퐸−1 .
Let now consider the path of type 푆+ ∗ 퐸−1 and the non trivial
case of 퐵 /∈ 푆퐹 (퐴). From proposition 3.4, the intersection point 푁
between 푆+ and 퐸−1 must lay on ∂푆퐹2(퐴).
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Figure 3.10: Construction used in the proof of proposition 3.6 to short
path 푆+ ∗ 퐸−1 .
Considering now an arc 퐸2(퐵) passing through 퐵, two cases occur
(see ﬁgure 3.10):
∙ if arc 퐸2 intersects ∂푆퐹2(퐴) in 푉1 and 푆+ in 푉2, by using propo-
sition 3.5, arc 퐸2 shortens path 푆+ ∗ 퐸−1 between 푉2 and 퐵. A
path from 퐴 to 퐵 of type 푆+ ∗ 퐸+2 has been obtained, that in
turn can be shortened by 푆+퐸+2 through 푉1 ∈ ∂푆퐹2(퐴);
∙ otherwise, let us consider the arc 퐸2 through 퐴. It intersects 퐸1
between 퐵 and 푂푊 in 푉3. By proposition 3.5, the sub-path of
훾 between 퐴 and 푉3 can be shortened by 퐸2. Hence, a shorter
path of type 퐸+2 ∗ 퐸−1 is has been obtained.
Proposition 3.7 For 훿
2
≤ Γ ≤ 휋−훿
2
(Side and Lateral cases), from
any starting point 퐴, any path 훾 of type 푆+∗퐸+1 (푆−∗퐸−2 ) or 푆+∗퐸−2
can be shortened by a path of type 푆+ (푆−), 퐸+1 푆
+ (퐸−2 푆
−) or 퐸+1 ∗퐸−2 .
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3.3 Optimal paths for points on 퐶(푃 )
Proof: If 퐵 ∈ 푆퐹 (퐴), 훾 is shortened by 푆+ = 퐴퐵 (푆− = 퐴퐵).
However, let us consider ﬁrst a path 훾 of type 푆+∗퐸+1 whose switching
point 푁 ∈ ∂푆퐹1(퐴) for proposition 3.4. There always exists a straight
line from 퐵 tangent to the extremal arc 퐸1 from 퐴 in 푉1 between 퐴
and 푂푤. Let 푉2 be the intersection point of this straight line and
border ∂푆퐹1(퐴) (∂푆퐵1(퐴)). The unfeasible piecewise straight path
from 퐴 to 퐵 through 푉2 shortens path 훾 (see ﬁgure 3.11). In turn,
the unfeasible polygonal path is longer than path 퐸+1 푆
+ through 푉1.
Equivalently 푆− ∗ 퐸−2 can be shortened by 퐸−2 푆−.
For a path 훾 of type 푆+ ∗퐸−2 whose switching point 푁 ∈ ∂푆퐹1(퐴)
for proposition 3.4. Let us consider an extremal arc 퐸1 through 퐵.
Two cases can occur (see ﬁgure 3.12):
∙ if 퐸1 for 퐴 intersects arc 퐸−2 in 푉 but 퐵 lays on 퐸−2 between
푉 and 푂푤, by using the same construction of the unfeasible
polygonal path above, 훾 can be shortened by 퐸+1 푆
+;
∙ otherwise the extremal 푉 lays between 퐵 and 푂푤 and for propo-
sition 3.5, path of type 퐸+1 ∗ 퐸−2 through 푉 is shorter than
푆+ ∗ 퐸−2 .
Notice that, as an extension of proposition 3.4 for the Side and
Lateral cases only, if an optimal path from 푄 to 푃 includes a segment
of type 푆+ (or 푆−) from 퐺, then it ends on ∂푆퐹2(퐺).
Proposition 3.8 For 0 ≤ Γ < 훿
2
(Frontal case), from any starting
point 퐴, any path 훾 of type 푆+ ∗ 퐸+1 or 푆+ ∗ 퐸−2 can be shortened by
a path of type 푆+, 푆+퐸+1 or 퐸
+
1 ∗ 퐸−2 . Furthermore, for any path 훾
of type 푆− ∗ 퐸−2 or 푆− ∗ 퐸−1 can be shortened by a path of type 푆−,
퐸−2 푆
− or 퐸+1 ∗ 퐸−2 .
Proof: Any path 훾 of type 푆+ ∗ 퐸+1 can be shortened by a path of
type 푆+ or 푆+퐸+1 for proposition 3.4. For paths 푆
+ ∗ 퐸−2 a similar
procedure used for the path of type 푆+ ∗ 퐸−1 in the second part of
proof of proposition 3.6, can be followed. Proofs for paths 푆− ∗퐸−2 or
푆− ∗ 퐸−1 are equivalent to proof of proposition 3.7.
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Figure 3.11: Construction used in the proof of proposition 3.7 to short
path 푆+ ∗ 퐸+1 .
Figure 3.12: Construction used in the proof of proposition 3.7 to short
path 푆+ ∗ 퐸−2 .
Remark 3.5 Notice that if a sequence of extremals from 퐴 to 퐵 is
not optimal, also the path from 퐵 to 퐴 following extremals in reverse
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3.4 Shortest paths from any point in the motion plane
order and opposite direction is not optimal. For example, 퐸+1 ∗ 푆− is
not optimal since it is the inverse path of type 푆+ ∗ 퐸−1 that is not
optimal for proposition 3.6.
By using all previous results, a suﬃcient family of optimal paths
is obtained in the following important theorem.
Theorem 3.4 For 훿
2
< Γ ≤ 휋
2
, i.e. Side and Lateral cases, and for
any 푄 ∈ 퐷(푃 ) to 푃 there exists a shortest path of type 퐸+1 ∗퐸−2 푆−퐸−1
or of type 퐸+1 푆
+퐸+2 ∗ 퐸−1 . For 0 ≤ Γ ≤ 훿2 , i.e. Frontal case, and for
any 푄 ∈ 퐷(푃 ) to 푃 there exists a shortest path of type 푆+퐸+1 ∗퐸−2 푆−
or of type 푆+퐸+2 ∗ 퐸−1 푆−.
Proof: According to all propositions above several concatenations of
extremal have been proved to be non optimal. Considering extremals
as node and, possibly optimal, concatenations of extremal as edges
of a graph, the suﬃcient optimal languages ℒ푂Γ from 푄 in 퐷(푃 ), for
diﬀerent values of Γ and 훿, are described in ﬁgure 3.13. Indeed, it
is straightforward to observe that the number of switches between
extremals is ﬁnite and less or equal to 3, for any value of Γ and 훿.
Hence, the thesis.
We now study the length of extremal paths from 퐶(푃 ) to 푃 in the
suﬃcient family above.
3.4 Shortest paths from any point in the
motion plane
In this section, starting from previous results, the subdivision of 퐶(푃 )
will be obtained. Moreover, by using the Bellman's Principle [42], also
the subdivision of 퐷(푃 ) will be given. Finally, by using function 퐹푄
deﬁned in (3.2), paths starting from푄 inside 퐶(푃 ) will be transformed
in paths starting from 푓푄(푃 ) =
(
휌2푃
휌푄
,−휓푄
)
outside 퐶(푃 ). From other
properties of 퐹푄, such as proposition 3.1, an optimal path is mapped
into an optimal path. Hence, the optimal synthesis from points outside
87
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a) b)
Figure 3.13: Feasible extremals and sequence of extremals from point
in D(P): a) in Side and Lateral cases ( 훿
2
< Γ ≤ 휋
2
). b) in Frontal case
(0 ≤ Γ ≤ 훿
2
).
퐶(푃 ) can be easily obtained mapping through map 퐹푄 all borders of
regions inside 퐶(푃 ).
Proposition 3.9 Given a border B and 푄 ∈ B map 퐹푄 transforms:
1. B = 퐶(푃 ) into itself;
2. B = ∂푆퐹2(푄) in ∂푆퐵1(푓푄(푃 ))
3. B = ∂푆퐹1(푄) in ∂푆퐵2(푓푄(푃 ))
4. B = 퐸푖 in arcs of the same type (푖 = 1, 2)
Proof: The proof of this proposition, equivalent to proposition 2.16,
can be found in chapter 2, section 2.5.
In order to simplify the analysis, I will consider separately three
cases: Frontal Case, Side Case, and Lateral Case.
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3.4 Shortest paths from any point in the motion plane
3.4.1 Frontal Case
As discuss in chapter 1, the ﬁnite alphabet is 풜0<Γ< 훿
2
=
{∗, 푆+, 푆−,
푇퐿+1 , 푇
퐿−
1 , 푇
푅+
2 , 푇
푅−
2
}
(see also ﬁgure 3.2a). As a consequence of the-
orem 3.4, it is suﬃcient to study the length of extremal paths of type
푆+푇퐿+1 ∗ 푇푅−2 푆− only from points 푄 = (휌푃 , 휓푄) on the semicircle of
퐶(푃 ) (denoted by 퐶푆) in the upper-half plane. Indeed, also in this
case, up to a rotation of 휓푄, optimal paths of type 푆+푇
푅+
2 ∗ 푇퐿−1 푆−
from 푄′ = (휌푃 , −휓푄) in the lower-half plane is easily obtained. Re-
ferring to ﬁgure 3.14, let the switching points of the optimal path be
denoted by 푁 , 푀1 and 푀2. Moreover, in order to do the analysis,
it is useful to parameterize the family by the angular value 훼푀1 of
the switching point 푀1 along the arc 퐶2(푃 ) between 푃 and 푂푤 and
the angular value 훼푀2 of the switching point 푀2 along the arc 퐶1(푄)
between 푄 and 푂푤.
Theorem 3.5 For any point 푄 ∈ 퐶푆, the length of a path 훾 ∈ 풫푄
of type 푆+푇퐿+1 ∗ 푇푅−2 푆− is:
퐿 = 휌푃
(
cos훼푀1
cos휙1
+
cos훼푀2
cos휙2
)
+
− 휌푃 cos휙1 + cos휙2
cos휙1 cos휙2
[
휌푃
sin(휙1 − 훼푀1)
sin휙1
] 푡2
푡1+푡2 ⋅
⋅
[
휌푃
sin(휙2 − 훼푀2)
sin휙2
] 푡1
푡1+푡2
푒(
훼푀1+훼푀2−휓푄)
푡1푡2
푡1+푡2 , (3.3)
when both ∣휙1∣ and ∣휙2∣ belong to
]
0, 휋
2
[
, with 푡1 = 1/ tan휙1 and 푡2 =
1/ tan휙2. In the extreme cases 휙1 = 휙2 = 0 and ∣휙1∣ = ∣휙2∣ = 휋2 , we
have 퐿 = 2휌푃 and 퐿 = 2휌푃 sin
휓푄
2
, respectively.
Proof: Recalling that 푃 = (휌푃 , 0), 푄 = (휌푃 , 휓푄), and 푀1 ∈ 퐶1(푄),
by the sine rule we have
휌푀1 = 휌푃
sin(휙1 − 훼푀1)
sin휙1
, (3.4)
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Figure 3.14: Path of type 푆+푇퐿+1 ∗ 푇푅−2 푆− from 푄 ∈ 퐶푆.
On the other hand, point 푀2 ∈ 퐶2(푃 ) and by the sine rule we have
휌푀2 = 휌푃
sin(휙2 − 훼푀2)
sin휙2
, (3.5)
Moreover, the lengths of segments 푆+ and 푆− are
푄푀1 = 휌푃
sin훼푀1
sin휙1
,
푃푀2 = 휌푃
sin훼푀2
sin휙2
.
(3.6)
Setting 푡2 =
cos휙2
sin휙2
, the right logarithmic spiral passing through푀2
(denoted with 푇푅푀2) is given by
푇푅푀2 :
(
휌푀2e
(훼푀2−휓)푡2 , 휓
)
.
Similarly, setting 푡1 =
cos휙1
sin휙1
, the left spiral for 푀1 (denoted with 푇퐿푀1)
is given by
푇퐿푀1 :
(
휌푀1e
−(휓푄−훼푀1−휓)푡, 휓
)
.
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3.4 Shortest paths from any point in the motion plane
The intersection point between the spirals 푇퐿푀1 and 푇
푅
푀2
is 푁 =
(휌푁 , 휓푁), where
휌푁 = 휌푃 e
(훼푀1−휓푄+훼푀2)
푡1푡2
푡1+푡2
(
sin(휙1 − 훼푀1)
sin휙1
) 푡2
푡1+푡2
(
sin(휙2 − 훼푀2)
sin휙2
) 푡1
푡1+푡2
(3.7)
휓푁 = 훼푀1
푡1
푡1 + 푡2
+(휓푄 − 훼푀2)
푡2
푡1 + 푡2
+
1
푡1 + 푡2
ln
(
sin(휙1 − 훼푀1) sin휙2
sin(휙2 − 훼푀2) sin휙1
)
.
(3.8)
Notice that, for 휙1 = 휙2 = 휋2 we have 푀1 ≡푀2 ≡ 푁 and spiral arcs
have zero length. Hence, from (3.6) and (3.8), 퐿 = 2휌푃 sin
휓푄
2
.
For 휙1 ∈
]
0,−휋
2
[
and 휙2 ∈
]
0, 휋
2
[
, the length of the spiral arcs 푇퐿1
from 푀1 to 푁 and 푇푅2 from 푀2 to 푁 are given by
푀1푁 =
휌푀2 − 휌푁
cos휙1
,
푀2푁 =
휌푀2 − 휌푁
cos휙2
.
Adding up, after some simpliﬁcations, the total length 퐿 is therefore
as reported in (3.3).
When 휙1 = 휙2 = 0, 푀1 ≡ 푀2 ≡ 푂푤 and spiral arcs have zero
length, hence 퐿 = 2휌푃 .
Having the path's length as a function of three parameters 훼푀1 , 훼푀2
and 휓푄, I am now in a position to minimize the length within the
suﬃcient family. Notice that I need only to consider 훼푀2 ∈ [0, 휙2
(because the problem is symmetric w.r.t. 푋푤), and 훼푀1 ∈ [0, −휙1] for
the geometrical considerations above on 퐶2(푄) (see remark 3.2 and
ﬁgure 3.5).
Theorem 3.6 Given 푄 = (휌푃 , 휓푄) ∈ 퐶푆, with both ∣휙1∣ and ∣휙2∣
belong to ]0, 휋/2[, referring to ﬁgure 3.15,
∙ for 0 < 휓푄 ≤ 휓푀 ≜ − sin(휙1+휙2)cos휙1 cos휙2 ln
(
sin 휙¯ sin(휙1+휙2)
cos휙1+cos휙2
)
, with 휙¯ =
max(∣휙1∣, ∣휙2∣), the optimal path is of type 푇퐿+1 ∗ 푇푅−2푃 ;
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∙ for 휓푀 < 휓푄 < 휓퐹 ≜ 휙2−휙1+휓푀− sin(휙1+휙2)cos휙1 cos휙2 ln
(
sin 휙¯ sin(휙1+휙2)
cos휙1+cos휙2
)
,
with 휙¯ = min(∣휙1∣, ∣휙2∣), the optimal path is of type 푇퐿+1 ∗
푇푅−2 푆
−;
∙ for 휓퐹 < 휓푄 < 휓푉 ≜ 2휙1 + 휓퐹 , the optimal path is of type
푆+푇퐿+1 ∗ 푇푅−2 푆−;
∙ for 휓푉 ≤ 휓푄 < 휋, the optimal path is of type 푆+ ∗ 푆−
In a similar procedure followed in chapter 2, previous results have been
obtained computing ﬁrst and second derivatives of 퐿 and nonlinear
minimization techniques.
I am now interested in determining the locus of switching points
between extremals in optimal paths. Based on a similar procedure
followed in propositions 2.12 and 2.13, the loci of switching points
are:
∙ For 푄 ∈ 퐶(푃 ) with 0 ≤ 휓푄 ≤ 휓푀 , the switching locus is the arc
of 푇푅2푃 within the extreme points 푃 and푚1 =
(
휌푃
sin(휙1+휙2) sin휙1
cos휙1+cos휙2
,
1
푡1
ln
(
cos휙1+cos휙2
sin(휙1+휙2) sin휙1
))
(included). On the other hand, in the
lower half-plane, for 푄 ∈ 퐶(푃 ) with 0 ≤ 휓푄 ≤ 휓푀¯ = −휓푀 , the
switching locus is the arc of 푇퐿1푃 within the extreme points 푃
and 푚2 =
(
휌푃
sin(휙1+휙2) sin휙2
cos휙1+cos휙2
, 1
푡2
ln
(
cos휙1+cos휙2
sin(휙1+휙2) sin휙2
))
(included).
∙ For 푄 ∈ 퐶(푃 ) with 휓퐹 < 휓푄 < 휓푉 , the loci of switching points
푀1, 푁 , and 푀2 are the arcs 퐶푅2 (푃 ), 퐶
푅
2 (푚1), and 퐶
푅
2 (퐺1) with
퐺1 = (휌푃
sin휙2
sin휙1
, 휓푉 − 휙1 − 휙2), respectively. On the other hand,
in the lower half-plane, for 푄 ∈ 퐶(푃 ) with −휓퐹 = 휓퐹¯ < 휓푄 <
휓푉¯ = −휓푉 , the loci of switching points 푀¯1, 푁¯ , and 푀¯2 are the
arcs 퐶푅1 (푃 ), 퐶
푅
1 (푚2), and 퐶
푅
1 (퐺2) with 퐺2 = (휌푃
sin휙1
sin휙2
, 휓푉¯ +
휙1 + 휙2), respectively.
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3.4 Shortest paths from any point in the motion plane
Region Optimal Path
I ∪ I푐 푆−
II 푇퐿+1 ∗ 푇푅−2
II′ 푇푅−2푃
III ∪ III푐 푆+ ∗ 푆−
IV 푆+푇퐿+1 ∗ 푇푅−2 푆−
V 푇퐿+1 ∗ 푇푅−2 푆−
VI 푇푅−2 푆
−
II푐 푇
푅+
2 ∗ 푇퐿−1
II′푐 푇
푅−
1푃
IV푐 푆+푇
푅+
2 ∗ 푇푅−1 푆−
V푐 푇
푅+
2 ∗ 푇퐿−1 푆−
VI푐 푇
퐿−
1 푆
−
V푠 푆+푇
푅+
2 ∗ 푇퐿−1푃
Table 3.1: Optimal synthesis in the disc 퐷(푃 ).
93
Shortest Paths Synthesis With Planar Side Sensors
Figure 3.15: Partition of 퐷(푃 ).
∙ For 푄 ∈ 퐶(푃 ) with 휓푀 < 휓푄 < 휓퐹 , the loci of switching points
푀1, 푁 are the arcs 퐶푅2 (푃 ), 퐶
푅
2 (푚1), respectively; whereas, in
the lower half-plane, for 푄 ∈ 퐶(푃 ) with 휓푀¯ < 휓푄 < 휓퐹¯ , the
loci of switching points 푀¯1, 푁¯ are the arcs 퐶푅1 (푃 ), 퐶
푅
1 (푚2),
respectively.
∙ Finally, for 푄 ∈ 퐶(푃 ) with 휓퐹 ≤ 휓푄 ≤ 휋 and 휓퐹¯ ≤ 휓푄 ≤ −휋,
the loci of switching points is point 푂푤.
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3.4 Shortest paths from any point in the motion plane
Having solved the optimal synthesis for points on 퐶(푃 ), I now
address optimal paths for internal points by using the following simple
idea: for any 푄 ∈ 퐷(푃 )∖∂퐷(푃 ), ﬁnd a point 푆 ∈ ∂퐷(푃 ) such that an
optimal path 훾 from 푆 to 푃 goes through 푄. By Bellmann's optimality
principle [42], the sub-path from 푄 to 푃 is also optimal. Figure 3.15
shows the partition of 퐷(푃 ) in regions, whereas table 3.1 describes
the optimal path from point 푄 belongs to each region.
Regions of the partition are generalized polygonals whose vertices
are the characteristic points in 퐷(푃 ) and whose boundaries belong
either to the extremal curves, to the switching loci, or to ∂퐷(푃 ).
All regions have three vertices, except Region I which has two. The
boundary arc 푇푅2푃 (푇
퐿
1푃 ) between Region II and Region VI (between
Region II푐 and Region VI푐) is a degenerate case of measure zero in
퐷(푃 ), and will be denoted as Region II′ (II′푐) (see table 3.1).
For points outside 퐶(푃 ), function 퐹푄 has been deﬁned in (3.2)
in order to transform paths starting from 푄 inside 퐶(푃 ) in paths
starting from 푓푄(푃 ) =
(
휌2푃
휌푄
,−휓푄
)
outside 퐶(푃 ).
From other properties of 퐹푄, such as proposition 3.1, an optimal
path is mapped into an optimal path. Hence, the optimal synthesis
from points outside 퐶(푃 ) can be easily obtained mapping through
map 퐹푄 all borders of regions inside 퐶(푃 ).
Remark 3.6 Referring to ﬁgure 3.15, points 푃 , 퐺1, 푃푠 and 퐺2 belong
to a circle, named 퐶푀 in ﬁgure. This circle is centered in a point
whose cartesian coordinates are (0, 훼) where
훼 = 휌푃
sin2 휙1 − sin2 휙2
2 sin 휃12 sin휙1 sin휙2
,
and radius
푅 =
휌푃
2 sin 휃12
√
sin2 휙1
sin2 휙2
+
sin2 휙2
sin2 휙1
− 2 cos(2휃12) ,
where
휃12 =
1
푡1
ln
(
cos휙1 + cos휙2
sin(휙1 + 휙2) sin휙1
)
+
1
푡2
ln
(
cos휙1 + cos휙2
sin(휙1 + 휙2) sin휙2
)
.
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It would be notice that if 휙1 = 휙2 = 휙 circle 퐶푀 become circle
퐶(푃 ), whereas if 휙1 = 0 (휙2 = 0) circle 퐶푀 degenerate in 푋푤, i.e.,
a circle with inﬁnite radius.
Finally, the result of this analysis is the optimal synthesis of the
entire motion plane shown in ﬁgure 3.16 and described in table 3.2.
Notice that, the subdivision of circle 퐶푀 is similar to the subdi-
vision of circle 퐶(푃 ) for the Symmetric Frontal case, i.e., for Γ = 0.
Indeed, for 푄 ∈ 퐶푀 on the upper half-plane, if 0 ≤ 휓푄 ≤ 휓퐺1 the
optimal path is of type 푇퐿+1 ∗ 푇푅−2 , if 휓퐺1 < 휓푄 < 휓푉1 the optimal
path is of type 푆+푇퐿+1 ∗ 푇푅−2 푆− and, ﬁnally, if 휓푉1 ≤ 휓푄 ≤ 휋 the
optimal path is of type 푆+ ∗ 푆−. The same occur for point 푄 ∈ 퐶(푃 )
in the lower half-plane. In particular, if 0 ≤ 휓푄 ≤ 휓퐺2 the optimal
path is of type 푇푅+2 ∗ 푇퐿−1 , if 휓퐺2 < 휓푄 < 휓푉2 the optimal path is of
type 푆+푇푅+2 ∗ 푇퐿−1 푆− and, ﬁnally, if 휓푉2 ≤ 휓푄 ≤ 휋 the optimal path
is of type 푆+ ∗ 푆−.
3.4.2 Side and Lateral Cases
For the Side case, as discuss in chapter 1, the ﬁnite alphabet is
풜 훿
2
<Γ<휋−훿
2
=
{∗, 푆+, 푆−, 푇푅+1 , 푇푅−1 , 푇푅+2 , 푇푅−2 } (see also ﬁgure 3.3d).
As a consequence, based on theorem 3.4, it is suﬃcient to study the
length of extremal paths of type 푇푅+1 ∗ 푇푅−2 푆−푇푅−1 only from points
푄 = (휌푃 , 휓푄) on the semicircle of 퐶(푃 ) (denoted by 퐶푆) in the
upper-half plane. Indeed, up to a rotation of 휓푄, optimal paths of
type 푇푅+1 푆
+푇푅+2 ∗ 푇푅−1 from 푄′ = (휌푃 , −휓푄) in the lower-half plane
is easily obtained. Referring to ﬁgure 3.17, let the switching points of
the optimal path be denoted by 푁 ,푀1 and푀2 or 푁¯ , 푀¯1 and 푀¯2 ≡ 푃 ,
respectively, depending on the angular values 훼푀1 or 훼푀¯1 . Moreover,
in order to do the analysis, it is useful to parameterize the family by
the angular value 훼푀¯1 of the switching point 푀¯1 along the arc 퐶2(푃 )
between 푃 and 푍 or the angular value 훼푀1 of the switching point 푀1
along the extremal 퐸1 between 푃퐹 and 푂푤.
96
ii
Thesis  2011/4/9  21:00  page 97  #53
i
i
i
i
i
i
3.4 Shortest paths from any point in the motion plane
Region Optimal Path
I ∪ I푐 푆−
I푠 ∪ I푐푠 푆+
II ∪ II푐푠 푇퐿+1 ∗ 푇푅−2
II′ 푇푅−2푃
II′푠 푇
푅+
2푃
III ∪ III푐 ∪ III푠 ∪ III푐푠 푆+ ∗ 푆−
IV ∪ IV푐푠 푆+푇퐿+1 ∗ 푇푅−2 푆−
V 푇퐿+1 ∗ 푇푅−2 푆−
VI 푇푅−2 푆
−
II푐 ∪ II푠 푇푅+2 ∗ 푇퐿−1푃
II′푐 푇
퐿−
1푃
II′푐푠 푇
퐿+
1푃
IV푐 ∪ IV푠 푆+푇푅+2 ∗ 푇푅−1 푆−
V푐 푇
푅+
2 ∗ 푇퐿−1 푆−
VI푐 푇
퐿−
1 푆
−
V푠 푆+푇
푅+
2 ∗ 푇퐿−1푃
V푐푠 푆+푇
퐿+
1 ∗ 푇푅−2푃
VI푠 푆+푇
푅+
2푃
VI푐푠 푆+푇
퐿+
1푃
Table 3.2: Optimal synthesis for all points of the motion plane.
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Figure 3.16: Partition of the motion plane for 0 ≤ Γ < 훿
2
, i.e., the
Frontal case.
Theorem 3.7 For any point 푄 ∈ 퐶푆, the length of a path 훾 ∈ 풫푄
of type 푇푅+1 ∗ 푇푅−2 푆−푇푅−1 is:
∙ for 0 ≤ 훼푀¯1 ≤ 휙2 − 휙1, i.e. from 푃 to 푍 (notice that the last
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3.4 Shortest paths from any point in the motion plane
arc has zero length):
퐿 = 휌푃
{
cos훼푀1
cos휙2
+
1
cos휙1
+
− cos휙1 + cos휙2
cos휙1 cos휙2
e
(휓푄−훼푀1)
푡1푡2
푡2−푡1
(
sin (휙2 − 훼푀1)
sin휙2
)− 푡1
푡2−푡1
}
,
∙ for 훼푀1 ≥ 휙2 − 휙1, i.e., from 푍 to 푂푤:
퐿 = 휌푃
{
2
cos휙1
+ e−훼푀1 푡1
[
cos(휙2 − 휙1)
cos휙2
− 1
cos휙1
+
−cos휙1 + cos휙2
cos휙1 cos휙2
e
[휓푄−(휙2−휙1)] 푡1푡2푡2−푡1
(
sin휙1
sin휙2
)− 푡1
푡2−푡1
]}
,
with 푡1 = 1/ tan휙1 and 푡2 = 1/ tan휙2.
The analytical expression for the length 퐿 is based on a direct
computation. Having the path's length as a function of two parameters
훼푀1 or 훼푀¯1 and 휓푄, I am now in a position to minimize the length
within the suﬃcient family.
Theorem 3.8 Given a point 푄 ∈ 퐶푆,
∙ for 0 ≤ 휓푄 ≤ 휓푅1 := sin(휙2−휙1)cos휙1 cos휙2 ln
(
cos휙1+cos휙2
sin휙2 sin(휙2−휙1)
)
, optimal path
is of type 푇푅+1 ∗ 푇푅−2 ;
∙ for 휓푅1 ≤ 휓푄 ≤ 휓푅2 with 휓푅2 := (휙2−휙1)+휓푅1+tan휙2 ln
(
sin휙1
sin휙2
)
,
optimal path is of type 푇푅+1 ∗ 푇푅−2 푆−;
∙ for 휓푅2 ≤ 휓푄 ≤ 휋 the optimal path is 푇푅+1 ∗ 푇푅−1 through 푂푤.
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Figure 3.17: Path of type 푇푅+1 ∗푇푅−2 푆−푇푅−1 or the degenerate case of
type 푇푅+1 ∗ 푇푅−2 푆− from 푄 ∈ 퐶푆.
Moreover, for 휓푄 = 휓푅2, any optimal path of type 푇
푅+
1 ∗ 푇푅−2 푆−푇푅−1
turns out to have the same length ℓ of optimal path 푇푅+1 ∗푇푅−1 . Hence,
for 휓푄 = 휓푅2 also 푇
푅+
1 ∗ 푇푅−2 푆−푇푅−1 is optimal.
Previous results have been obtained computing ﬁrst and second
derivatives of 퐿 and nonlinear minimization techniques.
I am now interested in determining the locus of switching points
between extremals in optimal paths.
Proposition 3.10 For 푄 ∈ 퐶푆 with 0 < 휓푄 ≤ 휓푅1, the switching lo-
cus is the arc of 퐸2 between 푃 푀 = (휌푃
sin휙2 sin(휙2−휙1)
cos휙1+cos휙2
, 휓푀) (included),
where 휓푀 = tan휙2 ln
(
휌푃
휌푀
)
.
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3.4 Shortest paths from any point in the motion plane
Proof: From theorem 3.8, the optimal path from 푄 ∈ 퐶푆 to 푃 is of
type 푇푅+1 ∗푇푅−2 . For 휓푄 = 휓푅1 the intersection between 푇푅+1 and 푇푅−2
is 푀 (see ﬁgure 3.18).
Proposition 3.11 For 푄 ∈ 퐶푆 with 휓푅1 < 휓푄 < 휓푅2, the loci of
switching points 푀2 and 푁 are the ∂푆퐹2(푃 ) and ∂푆퐹2(푀).
Proof: For 푄 ∈ 퐶푆 with 휓푅1 < 휓푄 < 휓푅2 , considering the values
of 훼푀2 obtained in the computations of theorem 3.8 we obtain 푀2 ∈
∂푆퐹2(푃 ). Furthermore, substituting those values in the equation of
the intersection point 푁 between 푇1 through 푄 and 푇2 through 푀2
we obtain 푁 ∈ ∂푆퐹2(푀).
Finally, for 푄 ∈ 퐶푆 with 휓푅2 ≤ 휓 < 휋, the switching locus reduces to
the origin 푂푤 since two extremals 푇푖 and intersect only in the origin
for 푖 = 1, 2.
The synthesis on 퐶(푃 ) induce a partition in regions of 퐷(푃 ).
Indeed, for any 푄 ∈ 퐷(푃 ), there exists a point 푉 ∈ 퐶(푃 ) such that
the optimal path 훾 from 푉 to 푃 goes through 푄. The Bellmann's
optimality principle ensure the optimality of the sub-path from 푄 to
푃 . Based on this construction the partition of 퐶(푃 ) is reported in
ﬁgure 3.18 and table 3.3.
For points outside 퐶(푃 ), function 퐹푄 has been deﬁned in (3.2)
in order to transform paths starting from 푄 inside 퐶(푃 ) in paths
starting from 푓푄(푃 ) =
(
휌2푃
휌푄
,−휓푄
)
outside 퐶(푃 ).
Based on proposition 3.9, the optimal synthesis of the entire mo-
tion plane is reported in ﬁgure 3.19.
The particular cases with Γ = 훿
2
and Γ = 휋−훿
2
, i.e., Borderline
Frontal and Borderline Side cases can be easy obtained.
We ﬁrst obtain the synthesis of the Borderline Frontal case whose
ﬁnite alphabet is풜Γ= 훿
2
=
{∗, 푆+, 푆−, 퐻+, 퐻−, 푇푅+2 , 푇푅−2 }, reported
in ﬁgure 3.20 from the one obtained in the previous section. Notice
that, 퐸1 = 푇푅1 of the Side case degenerates in a straight line퐻 through
푂푤 for Γ = 훿2 , i.e., the Borderline Frontal case, and the ﬁnite alpha-
bet is 풜Γ= 훿
2
=
{∗, 푆+, 푆−, 퐻+, 퐻−, 푇푅+2 , 푇푅−2 }. Indeed, referring to
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Figure 3.18: Partition of 퐷(푃 ).
ﬁgure 3.18, points 푀퐹 and 푃퐹 degenerate on 푂푤. As a consequence,
Region IV, IV and 푉 퐼 ′ while coordinates Ψ푅1 and Ψ푅2 of points 푅1
and 푅2 can be obtained from values in 3.8 replacing 휙1 = 0.
Referring again to ﬁgure 3.18, in the Borderline Side case, i.e., the
left sensor border is aligned with the axle direction, 퐸2 = 푇푅2 degen-
erates in a circumference 퐶 centered in 푂푤 and the ﬁnite alphabet
is 풜Γ=휋−훿
2
=
{∗, 푆+, 푆−, 푇푅+1 , 푇푅−1 , 퐶+, 퐶−}. Points 푅1 ≡ 푀 and
푅2 lays on 퐶(푃 ) with Ψ푅1 =
1+sin휙1
cos휙1
and Ψ푅2 =
휋
2
− 휙1 + Ψ푅1 +
tan휙1 ln(sin휙1). The obtained synthesis is reported in ﬁgure 3.21.
For the Lateral case the synthesis can be obtained from the one in
ﬁgure 3.21 and it is reported in ﬁgure 3.22. Finally, the synthesis of
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3.5 Conclusion
Region Optimal Path
I 푆−
II 푇+1 ∗ 푇−2
II′ 푇+2 ∗ 푇−1
III 푇+1 ∗ 푇−1
IV 푇−2 푆
−푇−1
V 푇+1 ∗ 푇−2 푆−
V′ 푆+푇+2 ∗ 푇−1
VI 푆−푇−1
Table 3.3: Optimal synthesis in the disc 퐷(푃 ).
the Symmetric Lateral case with Γ = 휋/2, i.e., axis 푍푐 of the sensor
is aligned with axial direction, is reported in ﬁgure 3.23.
For completeness in ﬁgure 3.24 shows the subdivision of the motion
plane in case of 훿 = 휋
2
and Γ = 훿
2
, i.e., the right sensor border is aligned
with robot's forward direction, whereas left sensor border is aligned
with axial direction.
3.5 Conclusion
In this chapter, a complete characterization of shortest paths for uni-
cycle nonholonomic mobile robots equipped with a side sensor systems
with limited ﬁeld-of-view has been proposed, and hence a generaliza-
tion of results obtained in previous chapter 2 to arbitrarily FOVs. In
particular, the forward direction is not necessarily included inside the
sensor FOV. This leads to a more complex analysis of the reduction to
a ﬁnite and suﬃcient family of optimal paths by excluding particular
103
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Figure 3.19: Partition of the motion plane for 훿
2
< Γ < 휋−훿
2
.
types of path. Nevertheless, also in this case, a ﬁnite suﬃcient family
of optimal paths has been determined based on geometrical properties
of the considered problem and a complete shortest path synthesis to
reach a point keeping a feature in sight has been provided.
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3.5 Conclusion
Figure 3.20: Partition of the motion plane for Γ = 훿/2 (i.e., the right
sensor border is aligned with the robot motion direction, Borderline
Frontal).
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Figure 3.21: Partition of the motion plane for Γ = 휋−훿
2
(i.e., the left
sensor border is aligned with the axle direction, Borderline Side).
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3.5 Conclusion
Figure 3.22: Partition of the motion plane for 휋−훿
2
≤ Γ < 휋
2
(i.e. axle
direction is included inside the SR).
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Figure 3.23: Partition of the motion plane for Γ = 휋
2
(i.e. axle direction
is aligned with axis 푍푐.
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3.5 Conclusion
Figure 3.24: Partition of the motion plane in case of 훿 = 휋
2
and Γ = 훿
2
(i.e., the right sensor border is aligned with robot's forward direction,
whereas left sensor border is aligned with axial direction.
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Optimal Visual Servoing
With Limited Field-Of-View
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T
his part presents an optimal feedback control scheme to drive a
vehicle equipped with a limited Field-Of-View camera towards
a desired position following the shortest path and keeping a given
landmark in sight. Indeed, towards the practical application of the
results of previous chapters, a crucial step is to translate the optimal
trajectories (which are evaluated from any initial condition as plans
to be executed in open-loop) into feedback control laws, i.e., to write
laws which determine the control inputs (the vehicle velocities) as a
function of the current state of the system only. Only when such a
feedback control law is derived, it will be possible to make the system
reach the desired posture with robustness against disturbances and
uncertainties, i.e., it will be possible to show stability of the system at
the desired conﬁguration.
Chapter 4 presents optimal feedback control laws and a proof of
stability for the controlled system, whereas chapter 5 reports simula-
tions to show the eﬀectiveness of the proposed technique in a visual
control scheme where a combination of position-based visual servoing
and image-based visual servoing are merged.
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Chapter4
Optimal Feedback Control with
Planar Limited FOV
T
his chapter presents an optimal feedback control scheme to
drive a vehicle equipped with a limited Field-Of-View camera
towards a desired position following the shortest path and keeping
a given landmark in sight. Based on the shortest path synthesis ob-
tained in chapter 2, feedback control laws are deﬁned for any point
on the motion plane exploiting geometric properties of the synthesis
itself. Moreover, by using a slightly generalized stability analysis set-
ting, which is that of stability on a manifold, a proof of stability is
given. Results reported in this chapter can be found in paper [A4].
4.1 Introduction
In this chapter, I consider the problem of visual servo control for a
unicycle-like vehicle equipped with a monocular ﬁxed camera. The
system, subject to nonholonomic constraints imposed by the vehicle
kinematics and to FOV constraints imposed by camera, must reach a
desired position on the motion plane following the optimal (shortest)
path. In order to localize itself and to compute a visual servo control,
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the robot must keep at least three features in view. Indeed, given three
or more features both in the current image and in the desired one,
by using the estimation technique proposed in [22], state variables
of the vehicle are available up to a scale factor. A ﬁrst step toward
the solution of this problem has been done in this thesis considering a
single feature to be kept in sight. In chapter 2, a globally valid shortest
path synthesis has been provided, i.e., a partition of the motion plane
into regions completely describing the shortest path type from any
starting point in that region to the goal point. An optimal synthesis
in case of three or more features in view is still under study.
Based on the geometric properties of the optimal synthesis de-
scribed in chapter 2 and available also in [A2], next sections are ded-
icated to deﬁne optimal feedback control laws for any point on the
motion plane and give a proof of stability of the controlled system.
These laws are provided in explicit form as simple algebraic functions
of the current state only, which can be easily computed to give in
real time the velocity input to be used, thus requiring no replanning
procedure, and being intrinsically more robust.
4.1.1 Shortest Path Synthesis: A Summary of Chap-
ter 2
In this section, I report main results of chapter 2 referring to this
chapter for further details.
As a ﬁrst result, based on the theory of optimal control with state
and control constraints [39], extremal maneuvers of the optimal prob-
lem (i.e., maneuvers that satisfy necessary conditions for optimality)
are rotation on the spot (corresponding to 휈 = 0 and denoted by ∗),
straight line (corresponding to 휔 = 0 and denoted by 푆), and two
logarithmic spirals with characteristic angle 휙, clockwise and coun-
terclockwise rotating around the feature (i.e., 푂푤) and denoted by
푇퐿 and 푇푅, respectively. Moreover, as extremal arcs can be executed
by the vehicle in either forward or backward direction, I use super-
scripts + and − to make this explicit (e.g., 푆− stands for a straight
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4.1 Introduction
Figure 4.1: Partition of the upper half plane with 휙 = 휋/4.
line executed backward w.r.t. the heading angle). In conclusion, ex-
tremal paths consist of sequences, or words, comprised of symbols
in the alphabet
{∗, 푆+, 푆−, 푇푅+, 푇푅−, 푇퐿+, 푇퐿−}. Rotations on the
spot (∗) have zero length, but may be used to properly connect other
maneuvers.
Symmetries and invariants of the problem have been exploited to
determine optimal paths from any point of the motion plane to the
goal, providing a complete partition of the motion plane in regions
as shown in ﬁgure 4.1 and described in table 2.4. Despite that every
optimal path may begin and end with a turn on the spot, in table 2.4,
I omit explicit mention of initial and ﬁnal rotation in place to simplify
notation. Let us also introduce here a further result of chapter 2 which
will turn out to be a useful tool in the following sections. For any point
푄, let us consider region 퐶푄 delimited by two circle arcs 퐶푅푄 and 퐶
퐿
푄
between 푄 and 푂푤 such that ∀푉 ∈ 퐶푅푄 (퐶퐿푄), angle 푄ˆ푉 푂푤 = 휋−휙 in
the half-plane on the right (left) of 푄푂푤. We will refer to 퐶
푅
푄 (퐶
퐿
푄) as
the right (left) 휙-arc in 푄. Moreover, let 푟푅푄 (푟
퐿
푄) denote the half-line
from 푄 forming an angle 휓푄 + 휙 (휓푄− 휙) with the 푋푤 axis. Also, let
Γ푄 denote the cone delimited by 푟푅푄 and 푟
퐿
푄. We will refer to 푟
푅
푄 (푟
퐿
푄) as
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the right (left) 휙-radius in 푄. By elementary geometric arguments, all
points of 퐶푄 and Γ푄 are reachable by a straight line without violating
the FOV constraints. Moreover, we have the following result whose
proof can be found in chapter 2:
Proposition 4.1 If an optimal path from 푄 includes a segment of
the type 푆+ (푆−), with extremes in 퐴 and 퐵 (퐵 and 퐴), then either
퐵 = 푃 ∈ 퐶퐴 (퐴 = 푃 ∈ 퐶퐵) or 퐵 ∈ 퐶푅퐴 ∪ 퐶퐿퐴 (퐴 ∈ 푟푅퐵 ∪ 푟퐿퐵).
Before starting toward desired position 푃 , vehicle needs to localize
itself in the motion plane, that is to deduce the region it belongs to,
in order to select the optimal path. For any point 푄 = (휌, 휓), i.e., the
current robot position, table 2.4 in chapter 2 describes the criteria to
deduce the region 푄 belongs to, based on ratio 휌/휌푃 and angle 휓 and
in term of a number of elementary inequalities. The computation of
these parameters requires at least two corresponding features in the
current image and in the desired one in addition to the one that must
be maintained inside FOV during all maneuvers that vehicle performs
from푄 to 푃 , along shortest path. Indeed, in [43] authors show that, by
taking the planar motion constraint of the mobile robot into account,
robot position can be directly computed using three feature points in
a non singular conﬁguration, up to a common scale factor arbitrarily
chosen within the set of state variable (for example, the hight of one
feature w.r.t. ⟨퐶⟩ frame). Moreover, given any initial position 푄 inside
퐶푆, i.e., semicircle in the upper-half plane centered in 푂푤 and radius
휌푃 , algorithm reported in algorithm 4.1 returns the Region in which
푄 lays. For an external point 푄 (휌푄 > 휌푃 ), the procedure is applied
to 퐹 (푄), i.e., replacing 휌푄 with
휌2푃
휌푄
and complementing the output
region.
Remark 4.1 The region in which 푄 = (휌푄, 휓푄) lays can be deter-
mined verifying at most 6 inequalities on 휌푄 and 휓푄. Indeed, the ﬁrst
inequality is the test 휌푄 ≷ 휌푃 , while algorithm reported in ﬁgure 4.1
consists in at most 5 inequality tests.
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4.1 Introduction
Algorithm 4.1 Region Test Algorithm for points inside 퐶푆
1: procedure RegionTest(휌푄, 휓푄)
2: Constant Parameters: 휙, 휌푃
3: if 휓푄 ≤ 휓푚 then
4: if 휌푄 ≤ 휌푃 sin(휙−휓푄)sin휙 then
{
푄 is below or on 퐶푅푃
}
5: return Region I
6: else if 휌푄 < 휌푃 푒
−휓푄 푡 then
{
푄 is below 푇푅푃
}
7: return Region VI
8: else if 휌푄 = 휌푃 푒
−휓푄 푡 then
{
푄 is on 푇푅푃
}
9: return Region II′
10: else
11: return Region II
12: end if
13: else if 휓푄 ≤ 휓푀 then
14: if 휌푄 ≤ 휌푃 sin휙 sin (휙− 휓푄) && 휓푄 ≤ 휓푚 + 휙 then
{
푄
is below or on 퐶푅푚
}
15: return Region VI
16: else if 휌푄 ≤ 휌푃 푒(휓푄−휓푀)푡 then
{
푄 is below or on 푇퐿푀
}
17: return Region V
18: else
19: return Region II
20: end if
21: else if 휓푄 ≤ 휓푉 then
22: if 휌푄 ≤ 휌푃 sin(휙−휓푄)sin휙 && 휓푄 ≤ 휓푀 + 휙 then
{
푄 is below
or on 퐶푅푀
}
23: return Region V
24: else
25: return Region IV
26: end if
27: else
28: return Region III
29: end if
30: end procedure
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Figure 4.2: An example to show that point 푃 is not stable for the
optimality controlled system, in the sense of Lyapunov.
4.2 Optimal Feedback Control Laws
In this section, I deﬁne feedback control laws 푢(휂) = [휈(휂), 휔(휂)]푇 for
any initial conﬁguration 휂 = [휌, 휓, 훽]푇 of the vehicle. In this regard,
it should be noticed that the shortest path synthesis in table 2.4 is
completely deﬁned in terms of variables 휌/휌푃 and 휓 only, but it is
independent from 훽. Indeed, the synthesis is obtained minimizing cost
functional (1.9) which does not weigh 훽. For this reason, the cost
functional does not constrain 훽 to be decreasing, as shown in the
following remark.
Remark 4.2 Consider a vehicle position 푄, on the boundary 퐶푅푃 be-
tween Region I and Region VI (see ﬁgure 4.2), arbitrarily close to
the desired position 푃 w.r.t. states 휌, 휓, and 훽. In other words, let
휂 = (휌푃 − 휀1, 휀2, 휀3) where 휀1, 휀2 and 휀3 are arbitrarily small (see ﬁg-
ure 4.2). In order to perform an optimal path, the vehicle must turn
on the spot in 푄, and 훽 goes as far as 휙 before converging to zero.
This happens for any robot conﬁguration on 퐶푅푃 . Thus, strictly speak-
ing, point 푃 is not stable in the sense of Lyapunov for the system
controlled with the optimal synthesis in chapter 2.
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4.2 Optimal Feedback Control Laws
Figure 4.3: Function 퐷(훽, 풲).
Despite the previous remark, the proposed optimal feedback con-
trol scheme clearly exhibits convergence and boundedness of trajecto-
ries, which can be formalized and proved in a slightly generalized sta-
bility analysis setting, which is that of stability on a manifold ( [36]).
In this regard, let a function 푉 : R3 → R be deﬁned as
푉 (휂) =
1
2
(
휌
휌푃
− 1
)2
+
휓2
2
+
1
2
퐷2(훽, 풲) , (4.1)
where 퐷(훽, 풲) is deﬁned as (see also ﬁgure 4.3)
퐷(훽, 풲) =
⎧⎨⎩
−훽 − 휙 if 훽 < −휙 ,
0 if 훽 ∈ 풲 = [−휙, 휙] ,
휙− 훽 if 훽 > 휙 .
(4.2)
Notice that, (4.1) is a continuously diﬀerentiable function such
that 푉 (휂) = 0 on manifold 푀 =
{
휂 ∈ R3∣휌 = 휌푃 , 휓 = 0, 훽 ∈ 풲
}
,
whereas set
Ωℓ =
{
휂 ∈ R3 : 푉 (휂) ≤ ℓ}
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is bounded for every ℓ > 0. In the following, I consider a value ℓ
such that set
{
훽∣ − 휋/2 < 훽 < 휋/2} is included inside Ωℓ. The time
derivative of (4.1) along the trajectories of the system is given by
푉˙ (휂) =
1
휌푃
[
−
(
휌
휌푃
− 1
)
cos훽 + (휓 −퐷(훽, 풲)) 휌푃 sin훽
휌
]
휈+퐷(훽, 풲)휔 ,
(4.3)
where 휈 and 휔 are robot's control inputs. As the vehicle has to be
always aligned with the optimal path, 휔 is determined by geometrical
conditions deduced by the synthesis itself. On the other hand, as the
vehicle has to reach point 푃 along the shortest path without any
time constraint, 휈 can be chosen in order to make 푉˙ at least negative
semideﬁnite, e.g.,
휈 = 휈¯ = −퐾휈
[
−
(
휌
휌푃
− 1
)
cos 훽 + (휓 −퐷(훽, 풲)) 휌푃 sin 훽
휌
]
.
(4.4)
Finally, let us deﬁne 푅 as the set of all points in Ωℓ where 푉˙ = 0.
Next sections are dedicated to deﬁne the optimal control laws,
휈 and 휔, for any point on the motion plane, and to prove stability
properties of the optimal feedback control scheme on the manifold 푀
by using LaSalle's invariance principle, i.e., to prove that the largest
invariant set in 푅 is 푀 itself.
4.2.1 Control Laws
The key idea behind the control laws deﬁned in this section, is to
establish geometric conditions that have to be respected to keep the
vehicle aligned with optimal path in each point푄 on the motion plane.
Although the optimal synthesis is completely deﬁned in terms of
only the state variables 휌 and 휓, control laws are deﬁned in terms
of 휌, 휓 and 훽, where 훽 ∈ 풲 = [−휙, 휙]. We will use superscript
풲 to make this explicit, (e.g., I풲 corresponds to robot conﬁguration
휂 = (휌, 휓, 훽) such that point (휌, 휓) belongs to Region I and angle
훽 ∈ 풲). Moreover, as control laws deﬁned in next sections depend on
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4.2 Optimal Feedback Control Laws
Figure 4.4: Geometric construction to determine control law in Region
I and I푐.
geometrical properties of the optimal synthesis, they are not valid for
values of 훽 /∈ 풲 and, hence, it could not guarantee stability outside
풲 . For this reason, for 휂 such that 훽 /∈ 풲 and, hence 퐷(훽, 풲) ∕= 0,
we consider the following control laws:
푢(휂) =
{
휈 = 0,
휔 = −퐾휔퐷(훽, 풲)
(4.5)
where 퐾휔 is a positive control gain.
Finally, due to the symmetry of the optimal synthesis, I consider
푄 in the upper half plane (see ﬁgure 2.14), taking into account that
a similar procedure can be followed to design control laws in each
corresponding symmetric region.
4.2.1.1 Control Law for Conﬁguration 휂 ∈ I풲 ∪ I풲푐
For these robot conﬁgurations (see table 2.4), the optimal path to 푃 is
a straight line. From proposition 4.1, as for any point 푄 ∈ I (푄 ∈ I푐),
point 푃 ∈ 퐶푄 (푃 ∈ Γ푄), vehicle follows optimal path if it is anytime
aligned with segment 푄푃 . Hence, based on ﬁgure 4.4, and by using
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the sine rule, we obtain the following alignment condition
퐹
I
풲∪ I풲푐 (휂) =
휌
휌푃
sin 훽 − sin (훽 − 휓) = 0 (4.6)
Notice that, (4.6) depends on ratio 휌
휌푃
. As a consequence, it is also
valid for state variables whose values are scaled by a common factor.
Based on (4.6) I am now able to deﬁne control law 푢(휂):
휔 = 퐾휔
(
휌
휌푃
sin 훽 − sin (훽 − 휓)
)
,
{
휈 = 0, if 퐹
I
풲∪ I풲푐 (휂) ∕= 0 ,
휈 = 휈¯, if 퐹
I
풲∪ I풲푐 (휂) = 0 ,
(4.7)
where 퐾휔 is a positive control gain for points 푄 ∈ I풲 and negative
for points 푄 ∈ I풲푐 . In other words, the vehicle rotates on the spot
until alignment condition 퐹
I
풲∪ I풲푐 (휂) = 0, and then follows straight
line path toward 푃 .
Remark 4.3 Notice that, when 퐹
I
풲∪ I풲푐 (휂) = 0, I still compute 휔 in
order to correct the orientation error due to noise or drift, as usual
happens in reality. This also happens for the following control laws.
4.2.1.2 Control Law for Conﬁguration 휂 ∈ VI풲푐
For these robot conﬁgurations, the optimal path to 푃 is of type 푆+푇퐿+푃
(see table 2.4). For any 푄 ∈ VI푐, based on proposition 4.1, robot must
move straight toward 퐺, intersection between 퐶퐿푄 and spiral 푇
퐿
푃 (see
ﬁgure 4.6), that is, recalling that 푄 = (휌, 휓), a solution of
퐹
VI
풲
푐
(휂) =
휌
휌푃
sin 훽
sin휙
+ e(휓−훽−휙) 푡 = 0 , (4.8)
in terms of 훽, where 푡 = 1/ tan휙. Based on (4.8), I am now able to
deﬁne the control algorithm for points 푄 belonging to Region VI:
휔 = 퐾휔
(
휌
휌푃
sin 훽
sin휙
+ e(휓−훽−휙)푡
)
,
{
휈 = 0, if 퐹
VI
풲
푐
(휂) ∕= 0 ,
휈 = 휈¯, if 퐹
VI
풲
푐
(휂) = 0 ,
with 퐾휔 > 0.
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4.2 Optimal Feedback Control Laws
Figure 4.5: Geometric construction to determine control law in Region
V푐.
4.2.1.3 Control Law for Conﬁguration 휂 ∈ V풲푐
If robot position is in regions V푐 (see ﬁgure 2.14), with 훽 ∈ 풲 , for
these robot conﬁgurations, the shortest path to 푃 is of type 푆+푇퐿+ ∗
푇푅−푃 (see table 2.4). From points 푄 ∈ V푐, for proposition 4.1, vehicle
must move toward the intersection point between spiral 푇푅푀 and 퐶
퐿
푄
(see ﬁgure 4.5), that is a solution of
퐹
V
풲
푐
(휂) =
휌
휌푃
sin 훽
sin휙
+ e(휓푀−휓+훽+휙)푡 = 0 , (4.9)
in terms of 훽, where 휓푀 = −4 tan휙 ln sin휙 and 푡 = 1/ tan휙. Notice
that, (4.9) is valid for state variables whose values are scaled by a
common factor. Based on (4.9), I am now able to deﬁne the control
algorithm for points 푄 belonging to Region V푐:
휔 = 퐾휔
(
휌
휌푃
sin훽
sin휙
+ e(휓푀−휓+훽+휙)푡
)
,
{
휈 = 0, if 퐹V풲푐 (휂) ∕= 0 ,
휈 = 휈¯, if 퐹V풲푐 (휂) = 0 ,
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Figure 4.6: Geometric construction to determine control law in Region
IV ∪ IV푐 and Region VI푐.
where 퐾휔 > 0.
4.2.1.4 Control Law for Conﬁguration 휂 ∈ IV풲 ∪ IV풲푐
From these robot conﬁgurations, the optimal path to 푃 is of type
푆+푇퐿+ ∗ 푇푅−푆− (see table 2.4). Based on proposition 4.1, from these
points, vehicle has to be aligned with segment 푄퐺, where 퐺 is the in-
tersection point between 퐶퐿푄 and 퐶
푅
푀 (see ﬁgure 4.6). In other words,
given a point 푄 in Region IV ∪ IV푐, alignment condition can be ob-
tained as solution of
퐹
IV
풲∪IV풲푐 (휂) = sin (2휙+ 휓푀 + 훽 − 휓) +
휌
휌푃
sin 훽 = 0 , (4.10)
in terms of 훽, where 휓푀 = −4 tan휙 ln sin휙. Notice that, (4.10) is
valid for state variables whose values are scaled by a common factor.
Based on (4.10), I am now able to deﬁne the control laws:
휔 = 퐾휔
(
sin (2휙+ 휓푀 + 훽 − 휓) + 휌
휌푃
sin훽
)
,
{
휈 = 0, if 퐹
IV
풲∪IV풲푐 (휂) ∕= 0 ,
휈 = 휈¯, if 퐹
IV
풲∪IV풲푐 (휂) = 0 ,
where 퐾휔 > 0.
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4.2 Optimal Feedback Control Laws
4.2.1.5 Control Law for Conﬁguration 휂 ∈ II′푐∪II풲∪II풲푐 ∪V풲
From these robot conﬁgurations, the robot must move along a 푇퐿+푄
spiral arc. The vehicle is aligned with a left logarithmic spiral if angle
훽 is equal to spiral's characteristic angle, i.e., 훽 = 휙. Hence, the
control laws for such points are
휔 = −퐾휔 (훽 + 휙) + sin 훽
휌
휈,
{
휈 = 0, if 훽 + 휙 ∕= 0 ,
휈 = 휈¯, if 훽 + 휙 = 0 ,
where 퐾휔 > 0. Unfortunately, for geometrical properties of the loga-
rithmic spirals, it is not possible to move along spirals with a feedback
control computed on state variables known up to a common scale fac-
tor (notice that this occurs also for a circumference). Hence, a further
knowledge about feature position is necessary to perform this path,
for example hight of the feature that is kept in sight during motion.
4.2.1.6 Control Law for Conﬁguration 휂 ∈ II ′풲 ∪VI풲
If robot conﬁguration 휂 is such that point 푄 = (휌, 휓) belongs to
regions II ′풲 ∪VI풲 , with 훽 ∈ 풲 , from these robot conﬁgurations, the
robot must move along a 푇푅−푄 spiral arc. The vehicle is aligned with
a right logarithmic spiral if angle 훽 is equal to spiral's characteristic
angle, i.e., 훽 = −휙. Hence, the control laws for such points are
휔 = −퐾휔 (훽 − 휙) + sin 훽
휌
휈,
{
휈 = 0, if 훽 − 휙 ∕= 0 ,
휈 = 휈¯, if 훽 − 휙 = 0 ,
where 퐾휔 > 0.
4.2.1.7 Control Law for Conﬁguration 휂 ∈ III풲 ∪ III풲푐
If robot conﬁguration 휂 is such that point 푄 = (휌, 휓) belongs to
regions III풲 ∪ III풲푐 , with 훽 ∈ 풲 , in this particular case, the robot
125
Optimal Feedback Control with Planar Limited FOV
must move toward feature position 푂푤. The vehicle is aligned with
the straight line from 푄 to 푂푤 if 훽 = 0; hence, control laws are
휔 = 퐾휔훽,
{
휈 = 0, if 훽 ∕= 0 ,
휈 = 휈¯, if 훽 = 0 ,
where 퐾휔 > 0. Notice that, 휈 deﬁned in (4.4), has a singularity in
푂푤. Indeed, in 푂푤 variables 훽 and 휓 are not deﬁned and 휌 = 0. In
this case is however still possible to deﬁne control laws that brings
the robot in region VI (or I) without following the optimal path in
order to avoid the crossing of 푂푤.
4.3 Stability Analysis
In this section, the stability of the control scheme previously presented
is analyzed by means of LaSalle's invariance principle [37], showing
that manifold 푀 =
{
휂 ∈ R3∣휌 = 휌푃 , 휓 = 0, 훽 ∈ 풲
}
is asymptot-
ically stable for any initial conﬁguration of the robot on the motion
plane. The objective here is to prove that the largest invariant set in
푅 =
{
휂 ∈ R3∣푉˙ (휂) = 0} in Ωℓ is the manifold 푀 . Next section are
dedicated to characterized set 푅 for each region and then determine
the largest invariant set in Ωℓ. For the sake of clarity, for each region
I consider only points in Ωℓ omitting this intersection in the following
notation.
For points 푄 such that 훽 /∈ 풲 , i.e. 퐷(훽, 풲) ∕= 0, 푉˙ (휂) =
−퐾휔퐷2(훽, 풲), that is negative semideﬁnite. Set of points 푄 such
that 푉˙ (휂) = 0 is given by 푅훽/∈풲 =
{
퐷(훽, 풲) = 0, ∀휌, ∀휓}, i.e., set
of points whose stability will now be analyzed.
For all points 푄 such that 훽 ∈ 풲 , (4.3) becomes
푉˙ (휂) =
1
휌푃
[
−
(
휌
휌푃
− 1
)
cos 훽 + 휓
휌푃 sin 훽
휌
]
휈 , (4.11)
that depends only on input control 휈. Notice that, since퐷(훽, 풲) = 0,
the control input 휈 is the same for all the regions of the optimal
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4.3 Stability Analysis
synthesis and
푉˙ (휂) = −퐾휈
휌푃
[
−
(
휌
휌푃
− 1
)
cos 훽 + 휓
휌푃 sin 훽
휌
]2
. (4.12)
The set of points 푄 with 훽 ∈ 풲 and such that 푉˙ (휂) = 0 is 푅훽∈풲 =
푀 ∪{휓 = 0, 훽 = 휋/2, ∀휌}∪{훽 = arctan(( 휌
휌푃
− 1
)
휌
휌푃
1
휓
)
, ∀휓, ∀휌
}
.
The objective now is to characterize the largest invariant set con-
tained in 푅훽∈풲 .
Proposition 4.2 The largest invariance set contained in 푅 = 푅훽/∈풲∪
푅훽∈풲 is 푀 =
{
휂 ∈ R3∣휌 = 휌푃 , 휓 = 0, 훽 ∈ 풲
}
.
Proof: Previous results for point 푄 such that 훽 ∈ 풲 prove that
starting from 푅훽/∈풲 , the system evolves in 푅훽∈풲 . Hence, 푅훽/∈풲 does
not contain invariant sets.
For any 푄 such that 훽 = arctan
((
휌
휌푃
− 1
)
휌
휌푃
1
휓
)
, we have 푉˙ (휂) =
0 and hence 휈 = 0. As a consequence, from the kinematic model,
휌˙ = 휓˙ = 0 and hence 훽 should be constant. From the control laws
deﬁned previously, this happens only if 훽 is such that the robot is
aligned with the optimal path associated to the region it belongs to.
It can be directly veriﬁed that such values of 훽 do not verify alignment
conditions reported above. Hence, the considered subset of 푅 does not
contain invariant sets.
Set 푅1 =
{
휓 = 0, 훽 = 휋/2, ∀휌} is a subset of I풲 ∪ I풲푐 . Hence, for
any 푄 in 푅1, (4.6) becomes 퐹I풲∪I풲푐 =
휌
휌푃
− 1. If 휌 ∕= 휌푃 the control
laws are 휈 = 0 and 휔 ∕= 0. Hence, 훽˙ ∕= 0 and 푅1 does not contain
invariant sets.
If 푄 ∈ 푅1 and 휌푄 = 휌푃 we have that 푄 is a particular point of 푀 .
Finally, notice that 푀 ⊂ I풲 , and for any 푄 ∈ 푀 퐹
I
풲∪I풲푐 = 0. From
control laws (4.7) we have 휈 = 휔 = 0 hence 푀 is an invariant set.
As a consequence of proposition 4.2 and, by using LaSalle's invari-
ance principle, manifold 푀 is stable for the optimal feedback control
laws previously deﬁned.
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4.4 Conclusion
A nonlinear optimal feedback control capable of maintaining the ve-
hicle aligned with shortest path from any initial robot position to the
desired one has been proposed. Moreover, a proof of stability has been
given and realistic simulations, proving the eﬀectiveness of our tech-
nique, have been reported. Moreover, the problem of keeping in sight,
during motion, at least one feature has been taken into account. On
the other hand, in order to obtain the current robot position, a least
three features are needed. As a consequence, a generalization of the
optimal synthesis used here to deﬁne the optimal control laws would
be necessary, providing the shortest paths to a goal keeping in sight
at least three features. Such extension to the proposed approach is
still an open problem.
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Chapter5
Simulation results
T
his chapter presents simulation results showing the eﬀective-
ness of control laws proposed in previous chapter. For this pur-
pose, a visual control scheme where a combination of position-based
visual servoing and image-based visual servoing are merged, is used.
5.1 Introduction
Visual servoing techniques use visual information directly, by the com-
putation of an image error signal, or indirectly, by the evaluation of
the state of the vehicle (see [11] and [12]). These two approaches are
often referred to as Image-Based Visual Servoing (IBVS) and Position-
Based Visual Servoing (PBVS) ( [13]). In particular, in IBVS the
control error is deﬁned directly in the image space, based on features
extracted from image data, e.g., visual cues like points, planes or lines;
on the other hand, PBVS computes the error in relation to a set of 3D
parameters that are estimated from image measurements, e.g., robot
position errors with respect to the desired position to reach. In the
second case, position errors are usually computed in the robot Carte-
sian space and provided, as customary, to the control system. Robot
position reconstruction is often referred to as robot localization. The
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Figure 5.1: Mobile robot and system coordinates.
two vision-based schemes thus described should be regarded as the
end-points of a range of diﬀerent possibilities, whereby the raw sen-
sorial information is gradually abstracted away to a more structured
representation using some knowledge of the robot-environment model.
In this chapter, a combination of position-based visual servoing
and image-based visual servoing, depending on which region of the
optimal synthesis robot is in, is used as discuss in next sections.
5.2 Trajectories on Image Plane
Consider a unicycle-like nonholonomic mobile robot moving on a plane
whose kinematic model in polar coordinates 휂 = [휌, 휓, 훽]푇 is given
by ⎡⎢⎢⎢⎣
휌˙
휓˙
훽˙
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
− cos 훽 0
sin훽
휌
0
sin훽
휌
−1
⎤⎥⎥⎥⎦
⎡⎣휈
휔
⎤⎦ . (5.1)
The vehicle is equipped with a rigidly ﬁxed pinhole camera with
a reference frame ⟨퐶⟩ = {푂푐, 푋푐, 푌푐, 푍푐} such that the optical cen-
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5.2 Trajectories on Image Plane
ter 푂푐 corresponds to the robot's center and the optical axis 푍푐 is
aligned with the robot's forward direction, i.e., Γ = 0 (see ﬁgure 5.1).
Giving the motionless feature coordinates in the ﬁxed frame ⟨푊 ⟩ be
expressed by 푤푃 = [푤푥, 푤푦, 푤푧]푇 , letting 푐퐻푤 be the transformation
matrix between ⟨푊 ⟩ and ⟨퐶⟩ and assuming a pinhole camera model,
the corresponding image features points will be:
퐼푝 =
[
퐼푥 퐼푦
]푇
=
[
훼푥
푐푥
푐푧
훼푦
푐푦
푐푧
]푇
(5.2)
where [푐푃 푇 , 1]푇 = [푐푥, 푐푦, 푐푧, 1]푇 = 푐퐻푤[푤푃 푇 , 1]푇 are the feature coor-
dinates in the camera frame, 훼푥 and 훼푦 are the focal lengths of the
camera calibration matrix
퐾푐 = diag(훼푥, 훼푦, 0) , (5.3)
and 퐼푝 = [퐼푥, 퐼푦]푌 are the features coordinates in the image frame
(measured in pixels) ( [40]). The characteristic angle of the symmetric
FOV is
휙 = arctan
(
푥푏
훼푥
)
(5.4)
where 푥푏 is the 푥 image boundary.
The origin푂퐼 of the image plane reference frame ⟨퐼⟩ =
{
푂퐼 , 푋퐼 , 푌퐼
}
is assumed to be coincident with the principal point, i.e., the intersec-
tion of the camera axis (or 푍푐) with the image plane (see ﬁgure 5.1).
In the visual servoing literature, whenever an eye-in-hand conﬁg-
uration is considered (as is a camera rigidly ﬁxed on a moving plat-
form), the objective of the control task is to stabilize the robot towards
the desired position controlling the camera position ( [11,12,44]). More
precisely:
Deﬁnition 5.1 Given the desired and the current robot positions,
which correspond the desired ⟨퐶푑⟩ =
{
푂푐푑, 푋푐푑, 푌푐푑, 푍푐푑
}
and the cur-
rent ⟨퐶푐⟩ =
{
푂푐푐, 푋푐푐, 푌푐푐, 푍푐푐
}
reference frames respectively, the sta-
bilization in the desired position is accomplished if ⟨퐶푐⟩ ≡ ⟨퐶푑⟩ at the
end of the control task.
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Indeed, as is customary in the visual servoing literature, ⟨푊 ⟩ ≡ ⟨퐶푑⟩
(in our case 푋푤 = −푍푐푑, 푌푤 = 푌푐푑 and 푍푤 = 푋푐푑), hence stabilizing
the robot in the desired position corresponds to 휂(푡) → (휌푃 , 0, 0) as
푡→ +∞.
In this chapter, full camera calibration is assumed. Moreover, the
robot is considered stabilized if deﬁnition 5.1 holds. More in depth,
deﬁnition 5.1 is substituted with:
Deﬁnition 5.2 Given 푛 desired and current image feature positions,
퐹푑 = [
퐼푥푑1 ,
퐼푦푑1 ,
퐼푥푑2 , . . . ,
퐼푦푑푛 ]
푇 and 퐹푐 = [
퐼푥푐1 ,
퐼푦푐1 ,
퐼푥푐2 , . . . ,
퐼푦푐푛 ]
푇
respectively, the servoing task is accomplished if at the end of the
control task is 퐹푑 = 퐹푐 ⇒ 퐼푥푑푖 = 퐼푥푐푖 and 퐼푦푑푖 = 퐼푦푐푖, ∀푖 = 1, . . . , 푛.
5.2.1 Optimal paths on the Image Plane
As shown in chapter 1, the optimal paths are words in a certain al-
phabet, whose elements depend on characteristic angles 훿 = ∣휙2− 휙1∣
and 휀 = 2휙ˆ of the camera and angle Γ between axis 푍푐 and the robot's
forward direction. Whereas the deﬁnition of the optimal language for
3-D paths induces a partition of the motion plane in regions, an anal-
ogous partition on the image plane is not immediate. However, a ﬁrst
step toward this objective is to deﬁne an equivalent ﬁnite optimal al-
phabet in the image space, i.e., to determine the trajectories of the
feature that must be maintain in view from initial to desired position,
along the shortest path (see also [A10] for further details). Let us
consider the relationship between robot's control inputs 휈 and 휔 and
feature velocities 퐼 푥˙ and 퐼 푦˙ on the image plane for a generic value of
Γ, i.e.,⎡⎣퐼 푥˙
퐼 푦˙
⎤⎦ =
⎡⎣ 퐼푦훼푦 ℎ (퐼푥 cos Γ− 훼푥 sin Γ) 퐼푥2+훼2푥훼푥
퐼푦2
훼푦 ℎ
cos Γ
퐼푥 퐼푦
훼푥
⎤⎦⎡⎣휈
휔
⎤⎦ = 퐽
⎡⎣휈
휔
⎤⎦ , (5.5)
where 퐽 is known as Image Jacobian.
A rotation on the spot, denoted by symbol ∗ in the optimal alpha-
bet, is performed by the vehicle if 휈 = 0. Without loss of generality,
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5.2 Trajectories on Image Plane
(a) During a rotation on the spot fea-
ture moves on a conic.
(b) During a straight line motion,
feature moves on a line through point
(−훼푦 tan Γ, 0).
(c) During a logarithmic spiral mo-
tion, feature moves on the left or
right FOV's border.
(d) During a logarithmic spiral mo-
tion, feature moves on the left or
right FOV's border.
Figure 5.2: Feature trajectories on image plane.
consider 휔 = 휔¯ = const. and from (5.5), we have
퐼 푥˙ =
퐼푥2 + 훼2푥
훼푥
휔¯ ,
퐼 푦˙ =
퐼푥 퐼푦
훼푥
휔¯ ,
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and by integration, we obtain
퐼푦 =
퐼푦푖 cos
(
arctan
(
퐼푥푖
훼푥
))
cos
(
arctan
(
퐼푥
훼푥
)) , (5.6)
where 퐼푝푖 = [퐼푥푖, 퐼푦푖]푇 is the initial feature position on image plane.
Equation (5.6) represents a conic (see ﬁgure 5.2a), i.e., the intersection
between the image plane and the cone with vertex in the camera center
푂푐 (optical center) and base circumference passing through the 3-D
feature position.
On the other hand, a straight line path, denoted by symbol 푆 in
the optimal alphabet, is performed by the vehicle if 휔 = 0. Without
loss of generality, consider 휈 = 휈¯ = const. and from (5.5), we have
퐼 푥˙ =
퐼푦
훼푦 ℎ
(
퐼푥 cos Γ− 훼푥 sin Γ
)
휈¯ ,
퐼 푦˙ =
퐼푦2
훼푦 ℎ
cos Γ휈¯ ,
and by integration, we obtain
퐼푦 =
퐼푦푖
퐼푥푖 − 훼푦 tan Γ 푥−
훼푦
퐼푦푖 tan Γ
퐼푥푖 − 훼푦 tan Γ . (5.7)
Equation (5.7) describes a straight line passing through initial fea-
ture position and point (0, 훼푦 tan Γ) (see ﬁgure 5.2b). Notice that, if
Γ = 0, (5.7) represents a straight line passing through the principal
point.
The logarithmic spiral, denoted generically by symbol 푇 in the
optimal alphabet, is completely determined by its characteristic angle
휙 = arctan
(
∣푥푏∣
훼푥
)
. Since such an angle remains constant as the robot
travels on the spiral, the coordinates of the image feature 퐼푥 should be
constant and equal to the image horizontal boundary ±푥푏. Therefore,
the image plane trajectory for the logarithmic spiral will be simply a
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5.3 Simulation Results
straight line coincident with the right or left camera border depending
on vehicle performs a left or right spiral (see ﬁgure 5.2c).
Finally, if the vehicle performs an involute of circle, feature moves
on the upper or lower camera border. For this reason, the image plane
trajectory is still a straight line but this time coincident with upper or
lower camera border, i.e., 퐼푦 = −푦푏 or 퐼푦 = 푦푏, respectively. Moreover,
if 퐼푥 > 0 vehicle performs a left involute, if 퐼푥 < 0 vehicle performs
a right involute, and if 퐼푥 = 0 vehicle is on the circumference with
radius 푅푏 and centered in 푂푤, i.e., the boundary of region 푍0, with
훽 = 0 (see ﬁgure 5.2d).
5.3 Simulation Results
In this section, simulation results for the controlled system with opti-
mal feedback control laws deﬁned in previous chapter 4 are proposed.
As described in table 5.1, these laws are provided in explicit form
as simple algebraic functions of the current state only, which can be
easily computed to give in real time the velocity input to be used.
Moreover, trajectories of all features in view are reported showing
that optimal path on image plane are a sequence of elementary tra-
jectories obtained in previous section. A virtual framework is used
where random 3-D points representing features of a virtual scene are
generated. The 3-D points of the scene are projected in the image
plane of a virtual camera whose size is 640 × 480 pixels. Moreover,
the image frames are captured with 10 frames/second. The charac-
teristic angle of the symmetric planar cone is 훿 = 2휙 = 37.76∘. The
control laws proposed in previous chapter are designed to keep only
one landmark in view. Nevertheless, before moving toward desired
position 푃 along the optimal path, vehicle needs to localize itself by
the estimate of 휓 and ratio 휌/휌푃 by using feature measurements on
the image plane. In order to do this at least three features in view are
needed. For this reason, I will generate several virtual points in the
scene to guarantee this requirement anytime during all maneuvers
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Region Optimal Path Control laws
I풲 푆−
휔 = 퐾휔
(
휌
휌푃
sin 훽 − sin (훽 − 휓)
)
,
휈 =
⎧⎨⎩0, if 퐹I풲∪ I풲푐 (휂) ∕= 0 ,휈¯, if 퐹
I풲∪ I풲푐
(휂) = 0 .
I풲c 푆
+
휔 = −퐾휔
(
휌
휌푃
sin 훽 − sin (훽 − 휓)
)
,
휈 =
⎧⎨⎩0, if 퐹I풲∪ I풲푐 (휂) ∕= 0 ,휈¯, if 퐹
I풲∪ I풲푐
(휂) = 0 .
II풲 ∪ II풲c 푇퐿+ ∗ 푇푅−푃
휔 = −퐾휔 (훽 − 휙) +
sin 훽
휌
휈 ,
휈 =
{
0, if 훽 − 휙 ∕= 0 ,
휈¯, if 훽 − 휙 = 0 .
II′풲 푇푅−푃
휔 = −퐾휔 (훽 − 휙) +
sin 훽
휌
휈 ,
휈 =
{
0, if 훽 − 휙 ∕= 0 ,
휈¯, if 훽 − 휙 = 0 .
II′풲c 푇
퐿+
푃
휔 = −퐾휔 (훽 + 휙) +
sin 훽
휌
휈 ,
휈 =
{
0, if 훽 + 휙 ∕= 0 ,
휈¯, if 훽 + 휙 = 0 .
III풲 ∪ III풲c 푆+ ∗ 푆−
휔 = 퐾휔훽 ,
휈 =
{
0, if 훽 ∕= 0 ,
휈¯, if 훽 = 0 .
IV풲 ∪ IV풲c 푆+푇퐿+ ∗ 푇푅−푆−
휔 = 퐾휔
(
sin (2휙 + 휓푀 + 훽 − 휓) +
휌
휌푃
sin 훽
)
,
휈 =
⎧⎨⎩0, if 퐹IV풲∪IV풲푐 (휂) ∕= 0 ,휈¯, if 퐹
IV풲∪IV풲푐
(휂) = 0 .
V풲 푇퐿+ ∗ 푇푅−푆−
휔 = −퐾휔 (훽 + 휙) +
sin 훽
휌
휈 ,
휈 =
{
0, if 훽 + 휙 ∕= 0 ,
휈¯, if 훽 + 휙 = 0 .
V풲c 푆
+푇퐿+ ∗ 푇푅−푃
휔 = 퐾휔
(
휌
휌푃
sin 훽
sin휙
+ e(
휓푀−휓+훽+휙)푡
)
,
휈 =
⎧⎨⎩0, if 퐹V풲푐 (휂) ∕= 0 ,휈¯, if 퐹
V풲푐
(휂) = 0 .
VI풲 푇푅−푆−
휔 = −퐾휔 (훽 − 휙) +
sin 훽
휌
휈 ,
휈 =
{
0, if 훽 − 휙 ∕= 0 ,
휈¯, if 훽 − 휙 = 0 .
VI풲c 푆
+푇퐿+푃
휔 = 퐾휔
(
휌
휌푃
sin 훽
sin휙
+ e
(휓−훽−휙)푡
)
,
휈 =
⎧⎨⎩0, if 퐹VI풲푐 (휂) ∕= 0 ,휈¯, if 퐹
VI풲푐
(휂) = 0 .
Table 5.1: Optimal feedback control laws. In this table, 퐾휔 is consid-
ered a positive control gain.
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robot performs along the shortest path. Once the vehicle is local-
ized, the associated controller is selected and performed. Control laws
for conﬁgurations 휂 in Regions I풲 , I풲푐 , VI
풲
푐 , V
풲
푐 , IV
풲 ∪ IV풲푐 and
III풲 ∪ III풲푐 are deﬁned in terms of 훽 and ratio 휌/휌푃 which can be
determined by using directly image coordinates of only one feature.
Indeed, let 퐼푝 = [퐼푥, 퐼푦]푇 be the feature coordinates in the image
plane, we have
훽 = arctan
(
퐼푥
훼푥
)
.
Moreover, let us introduce the following two state variables
휚1 =
훼푥
훼푦
퐼푥
퐼푦
, 휚2 =
훼푦
퐼푦
.
By using (5.2), it is straightforward to obtain
휌¯ =
√
휚21 + 휚
2
2 =
√
푐푥2 + 푐푧2
ℎ
=
휌
ℎ
.
where ℎ = 푐푦, i.e., the feature height. On the other hand,
휌¯푃 =
√
휚21푑 + 휚
2
2푑 =
√
푐푥2푑 +
푐푧2푑
ℎ
=
휌푃
ℎ
,
where 휚1푑 and 휚2푑 are variable deﬁned in (5.3) but computed in 푃 ,
i.e., the desired robot position. As a consequence,
휌
휌푃
=
√
휚21 + 휚
2
2√
휚21푑 + 휚
2
2푑
,
computable by using only image coordinates of only the feature placed
on the axis through the origin 푂푤 of frame ⟨푊 ⟩ and perpendicular to
the plane of motion.
On the other hand, state variable 휓 can be determine as in [22]
by using at least three image feature coordinates. Of course, for the
sake of robustness and precision of calculation, more features are de-
sirable. On the other hand, for control laws in Regions II ′풲 , II ′풲푐 ,
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II풲 , II풲푐 and VI
풲 , input 휔 is deﬁned in terms of the absolute value of
휌 which can be obtained by using directly image coordinates of only
one feature but assuming that the height of the feature is known. For
this reason, the visual servoing approach proposed here can be clas-
siﬁed as a combination of Image-Based and Position-Based approach
depending on which Region robot is in.
When robot reaches desired position 푃 , the control law 푢(휂) =
[0, 퐾휔훽] is performed in order to align the vehicle with the desired
orientation.
Simulations reported here concern the optimal feedback control
laws from points 푄 in Region I푐 (see ﬁgure 5.3), Region VI푐 (see
ﬁgure 5.6), Region V푐 (see ﬁgure 5.9) and Region IV ∪ IV푐 (see ﬁg-
ure 5.12). Moreover, ﬁgures 5.5, 5.8, 5.11 and 5.14 show also feature
trajectories on image plane. Simulations are performed adding Gaus-
sian image noise to the points with a standard deviation of 휎 = 1
pixel. Notice that, at least three features are in view along shortest
path from 푄 to 푃 , and hence, it is always possible to localize the
vehicle. Finally, ﬁgures 5.4, 5.7, 5.10 and 5.13 show the evolution of
state variables along shortest paths, both with and without noise.
5.4 Conclusion
In this chapter, realistic simulations, proving the eﬀectiveness of op-
timal control laws previously deﬁned, have been reported. The robot
successfully reached the desired position while keeping a given feature
always in view. It was shown that the method can work eﬃciently
given a robust recognition system. The robustness of the overall al-
gorithm could be increased, nevertheless this approach seems to be
promising for an eﬀective application in real world environments. The
adoption of robust recognition systems, performant feature trackers
and feature estimation ﬁlters may increase the applicability of the
proposed technique. Robustness to uncalibrated camera parameters
should also be considered.
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Figure 5.3: Optimal path from points 푄 in Region I푐 (푆+ path) (푄 =
[155.24, 15∘, 19∘]푇 and 푃 = [70, 0∘, 0∘]푇 ) (solid line the real robot
trajectory, dashed line the ideal one. Notice that they are almost
overlapping).
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(a) Without noise.
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(b) With gaussian noise.
Figure 5.4: Evolution of state variables 휌, 휓 and 훽 along path 푆+ from
region I푐.
139
Simulation results
−300 −200 −100 0 100 200 300
−200
−150
−100
−50
0
50
100
150
200
Image plane feature positions...
XIm (pixels)
Z I
m
 
(pi
xe
ls)
(a) Optimal path without noise.
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(b) Optimal path with gaussian noise.
Figure 5.5: Features trajectories on image plane (solid line for the
feature in 푂푤, dashed line the other ones). Trajectories are composed
of a piece of conic through initial feature position, a straight line
through the principal point and a ﬁnal conic until desired position.
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Figure 5.6: Optimal path from points 푄 in Region VI푐 (푆+푇
퐿+
푃 path)
(푄 = [180.27, 33.7∘, 12.6∘]푇 and 푃 = [70, 0∘, 0∘]푇 ) (solid line the real
robot trajectory, dashed line the ideal one. Notice that when vehicle
is near to spiral 푇퐿푃 , due mainly to localization problem caused by
gaussian noise, the vehicle trajectory deviates slightly from ideal one).
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(b) With gaussian noise.
Figure 5.7: Evolution of state variables 휌, 휓 and 훽 along path 푆+푇퐿+푃
from region VI푐.
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(a) Optimal path without noise.
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(b) Optimal path with gaussian noise.
Figure 5.8: Features trajectories for path 푆+푇퐿+푃 on image plane (solid
line for the feature in 푂푤, dashed line the other ones). The trajectory
of feature 푂푤 is composed of a piece of conic through initial feature
position, straight line through the principal point, a straight line coin-
cident with the image border and a ﬁnal conic until desired position.
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Figure 5.9: Optimal path from points 푄 in Region V푐 (푆+푇퐿+ ∗ 푇푅−푃
path) (푄 = [158.11, 71.56∘, 18.9∘]푇 and 푃 = [70, 0∘, 0∘]푇 ) (solid line the
real robot trajectory, dashed line the ideal one. Notice that due mainly to
localization problem caused by noise, ﬁnal arc 푇푅−푃 is not followed exactly
and the parking error is slightly bigger than in previous simulations).
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(a) Without noise.
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(b) With gaussian noise.
Figure 5.10: Evolution of state variables 휌, 휓 and 훽 along path
푆+푇퐿+ ∗ 푇푅−푃 from region V푐.
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(a) Optimal path without noise.
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(b) Optimal path with gaussian noise.
Figure 5.11: Features trajectories for path 푆+푇퐿+ ∗ 푇푅−푃 on image
plane (solid line for the feature in 푂푤, dashed line the other ones). The
trajectory of feature 푂푤 is composed of a piece of conic through initial
feature position, straight line through the principal point, a straight
line coincident with the right image border, a conic from right to left
border, a straight line coincident with the left image border and a
ﬁnal conic until desired position.
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Figure 5.12: Optimal path from points 푄 in Region IV푐 (푆+푇퐿+ ∗푇푅−푆−
path) (푄 = [111.8, 116.56∘, 18.9∘]푇 and 푃 = [70, 0∘, 0∘]푇 ) (solid line the
real robot trajectory, dashed line the ideal one. Notice that due mainly
to localization problem caused by noise, sub-path 푇푅−푆− is not followed
exactly (see the small ﬁgure on the right). Anyway, the parking error is
restrained).
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(a) Without noise.
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(b) With gaussian noise.
Figure 5.13: Evolution of state variables 휌, 휓 and 훽 along path
푆+푇퐿+ ∗ 푇푅−푃 푆− from region IV푐.
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(a) Optimal path without noise.
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(b) Optimal path with gaussian noise.
Figure 5.14: Features trajectories for path 푆+푇퐿+ ∗ 푇푅−푃 푆− on image
plane (solid line for the feature in 푂푤, dashed line the other ones). The
trajectory of feature 푂푤 is composed of a piece of conic through initial
feature position, straight line through the principal point, a straight
line coincident with the right image border, a conic from right to left
border, a straight line coincident with the left image border, a straight
line through the principal point and a ﬁnal conic until desired position.
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