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Abstract 
Projection methods constitute a class of numerical methods for solving the incompressible Navier-Stokes equations. 
These methods operate using a two-step procedure in which the zero-divergence constraint on the velocity is first relaxed 
while the velocity evolves, then after a certain period of time the resulting velocity field is projected onto a divergence-free 
subspace. Although these methods can be quite efficient, there have been certain concerns regarding their formulation. In 
this paper we show how a formal integration of the Navier-Stokes equations leads to a new and general procedure for the 
derivation of projection methods. By following this procedure, we show how each of three practical projection methods 
approximates a system of equations that is equivalent to the Navier-Stokes equations. We also show how the auxiliary 
boundary conditions required in projection methods are related to the physical boundary conditions. These results should 
allay the concerns regarding the legitimacy of projection methods, and may assist in their future development. 
Keywords: Navier-Stokes equations; Computational methods; Projective techniques; Integral formulas 
AMS classification: 76D05; 76-08; 14N05; 26B20 
1. Introduction 
One of the difficulties in the numerical solution of the incompressible Navier-Stokes equations 
is the imposition of the zero-divergence constraint upon the velocity. To date, perhaps the most 
successful techniques for dealing with this difficulty have been the projection (or fractional-step) 
methods, first introduced by Chorin [3] and by Ttmam [ 171. Yet in spite of the apparent success of 
these methods, there remain certain concerns regarding their formulation. 
First among these concerns is the validity of excluding the pressure gradient term from the equa- 
tion for the auxiliary velocity, apparently uncoupling this velocity from the pressure. The uncoupling 
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of these two quantities is in large part responsible for the efficiency of projection methods, insofar 
as it permits the original system of equations, which in three dimensions is effectively of sixth order, 
to be replaced by a system of separately solvable second-order equations [9]. On the other hand, 
as Gresho [6] puts it: “The velocity and pressure are not really meant to be uncoupled for viscous 
incompressible flow !” That is because, driven by the advective and viscous terms in the momen- 
tum equation, the velocity and pressure co-evolve such that the velocity remains divergence-free. 
In projection methods, however, an auxiliary or intermediate velocity is introduced, which is permit- 
ted to evolve absent the influence of a contemporaneous pressure gradient. The auxiliary velocity 
field is generally not divergence-free, but by the Hodge decomposition (see [5] for a derivation), 
there exists a scalar potential whose gradient projects the auxiliary velocity onto the physical ve- 
locity (and thus gives projection methods their name). How the auxiliary velocity depends on the 
physical velocity is rather more obscure. Yet if such a reciprocal dependence does not exist - more 
specifically, if the time-derivative of the auxiliary velocity does not depend on the physical velo- 
city - what is to prevent this time derivative from wandering, over the course of time, ever farther 
from the physical acceleration, causing the potential (and the pressure) to grow without bound [6]? 
In practical projection methods, this question is resolved by evolving the auxiliary velocity for only 
a limited period of time, beginning from a physical velocity solution, or an approximation thereto. 
At the end of this time-period, the corrective potential is calculated and used to project the auxiliary 
velocity field onto a velocity field that is divergence-free. This two-stage procedure constitutes one 
projection cycle. The physical velocity obtained at the end of each cycle is used as the initial 
condition for the auxiliary velocity at the beginning of the next cycle. Thus the difference between 
the auxiliary velocity and the physical velocity is constrained to remain on the order of one cycle 
period or less, and the difference between the corresponding accelerations is no larger than 0( 1). 
As we shall see, however, the auxiliary acceleration really should depend on the physical velocity, 
and most if not all practical projection methods in fact preserve this dependency. 
A second concern in the formulation of projection methods regards the relationship between the 
potential and the pressure. At issue is whether the pressure is better represented by something like 
the potential itself: 4, as in the early methods of Chorin [3] and Temam [ 17, 181; or by something 
like (I-kvA)#, in which the direct proportionality is modified by a diffusive term, as suggested by 
Orszag et al. [9], and Shen [13], among others. (We say “something like” here because the details 
depend to a great extent on the particular projection method in question.) Gresho [6] purports to 
show that the two solutions are essentially the same outside a thin boundary layer, while Shen [ 141 
has shown that both alternatives converge (at least weakly) to the actual pressure. We shall show 
that the answer to this question depends on how the viscous term is treated: that the former case 
is correct when the viscous term is treated explicitly, but the latter case is usually - though not 
necessarily - correct when the viscous term is treated implicitly. 
The third and final concern we shall consider regards the imposition of boundary conditions on the 
potential and on the auxiliary velocity. Perhaps because the auxiliary velocity has been considered 
to be “not quite a physical entity” [6], there has historically been some uncertainty respecting its 
boundary conditions. On the one hand, Kim and Moin [8] have obtained numerical results which 
show that simply equating the auxiliary and physical velocities at the boundary can lead to significant 
errors, perhaps even to a lack of convergence in the L” norm as the grid is refined. On the other 
hand, TCmam [ 181 shows that equating the velocity components normal to the boundary (also setting 
the normal derivative of the potential to zero) is sufficient for a semi-discrete projection method to be 
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convergent in L2 as the time-step is refined. Gresho [6] observes that the physical velocity computed 
via a projection method will, in general, slip along the boundary, but that the boundary condition 
on the auxiliary velocity can be chosen such that this slip velocity is minimized. Kim and Moin 
[8] achieved a similar result, and exhibited the numerical convergence of their method with such 
a boundary condition. The boundary condition on the potential is related to the difference between 
the boundary conditions on the auxiliary and physical velocities, so the issues raised above apply to 
it as well. 
To some extent, it is possible to sidestep the difficulties involved in specifying these boundary 
conditions (perhaps in the process exchanging them for other difficulties). One way to do this is to 
advance the auxiliary velocity explicitly, which may be done even in the context of an otherwise 
implicit scheme, provided that the implicitness is introduced before the momentum equation is split 
[12]. Another way, suggested by Perot [ll], is to frame the method as a block LU decomposition. 
Still, in methods that do require the specification of the auxiliary velocity on the boundary, the 
problem of choosing the most appropriate boundary condition remains. For this boundary condition 
we shall derive a formula that depends on the pressure gradient, integrated in time over a projection 
cycle. To the extent that the potential resembles the pressure, this boundary condition resembles 
many that have been used or suggested previously [3, 6, 8, 131. 
Our derivations in this paper are based on a formal integration of the Navier-Stokes equations 
that, to the best of our knowledge, has not been previously presented. While playing with this result, 
we succeeded in deriving a set of equations that are equivalent to the Navier-Stokes equations, yet 
express the evolution of an auxiliary velocity and its continuous projection onto a velocity that is 
divergence-free. We also obtained formulae from which we have derived boundary conditions for 
this auxiliary velocity, as well as for the projective potential. In the light of these derivations, we 
believe that we can resolve many of the concerns mentioned above, which have haunted projection 
methods since their inception. 
Before proceeding to describe these results, we review in Section 2 some background material, 
including the formulation of the Navier-Stokes momentum equation, potential flow, and the unsteady 
version of Bernoulli’s equation, as well as a basic projection method. Our analytical results are 
presented in Section 3, and then in Section 4 these results are applied to the analysis of practical 
projection methods. Finally, in Section 5, we summarize our results and conclusions. Our purpose in 
this paper is not to present any new projection method, nor to exhibit any new computations. Rather, 
we are presenting what we consider to be a novel and unifying treatment of projection methods, and 
their derivation from the Navier-Stokes equations. 
2. Background 
2.1. The momentum equation 
Let us begin with the momentum equation for unsteady flow, written in conservation form: 
abw ~+V’[U(pU)]+VP-f-V.z=0. (2.1) 
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Here p is the density, u is the velocity, P is the pressure, f is an optional body force, r is the 
viscous stress, and u(pu) is the dyadic product of the velocity and momentum vectors. Now we 
restrict our attention to a Newtonian fluid, meaning that the viscous stress is given by the relation: 
z = p{[Vu] + [VulT - f<v - u)Z}, (2.2) 
where p is the dynamic viscosity. Further narrowing our focus, we shall admit only conservative 
body forces, so that 
f=VF (2.3) 
for some potential F. This we do both to simplify the exposition, and to avoid some technical issues 
regarding smoothness; however, our analysis does extend to more general body forces. Finally, we 
consider only fluids of constant density - incompressible fluids - for which the requirement that 
mass be conserved becomes a constraint that the velocity be divergence-free: 
v*u=o. (2.4) 
Under these restrictions, the body force term in the momentum equation may be combined with the 
pressure gradient, and the density divided out, so that the equation takes the form 
g + v - (uu) + VP - vv - {[Vu] + [VulT} = 0. 
Here v is the kinematic viscosity, lc~l is the dyadic product of the velocity with itself, and P now 
represents a kinematic pressure (possibly combined with a conservative acceleration). This is the 
Navier-Stokes momentum equation for incompressible flow, written in conservation form. We have 
(2.5) 
gone through certain steps in its derivation in order to explicitly illustrate some of the assumptions 
involved, and in order to justify this particular form, which we will need in our subsequent analyses. 
Panton [lo] is a good source for the details of this derivation. 
2.2. Incompressible, irrotational$ow 
In projection methods, the physical velocity is obtained from the auxiliary velocity by subtracting 
from the latter the gradient of a velocity potential. A velocity potential also exists in the case of 
u-rotational flow, and one may legitimately ask if these two potentials are in any way related. As we 
shall see in Section 3, the answer is yes. Before we begin our analyses, however, it will be helpful 
to review the origins of potential flow. 
When the flow is n-rotational - that is, of zero vorticity: o z V x u = 0 - the Hodge decomposition 
implies that the velocity may be defined by a potential according to 
UZVC$. (2.6) 
Substituting this relation into the continuity equation (2.4) shows that when the fluid is irrotational 
and incompressible, the velocity potential satisfies Laplace’s equation: 
A+=0 in 0, 
n.V4=n.u on r, (2.7) 
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where Q is a bounded domain, r is its boundary, and II is the unit outward normal on that bound- 
ary. Thus the velocity, in these circumstances, is specified by kinematic considerations alone. The 
dynamics of the flow, meanwhile, are still expressed by the momentum equation, which under these 
conditions may be simplified dramatically. Making use of the vector differential identities: 
V.(Icu)= ;v(U.U)-Uxo+(v.U)U, 
v - [vu]T = V(V -rc), 
and 
Au-V.(Vu)=V(V.u)-VXW; 
the momentum equation (2.5) may be rewritten as 
~+V[~(u.U)+P]-uxo+(V.u)u+vVxo-2vV(v.u)=O. 
Substituting o = 0 along with (2.4) and (2.6) into (2.11) yields 
v 
[ 
g+;(u.u)+P =o. 1 
This equation holds throughout the flowfield, which is only possible if 
[ 
w 1 
&- + $8 - 24) +P I = C(t), 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
which is the unsteady Bernoulli equation - an integral of the momentum equation, obtained under 
the restrictive assumption of n-rotational, incompressible flow. Without loss of generality, we may 
redefine the potential such that C(t) = 0. Thus, when the velocity is defined by (2.6) and (2.7), 
Bernoulli’s equation determines the pressure. 
Bernoulli’s equation also furnishes an alternative boundary condition for the potential: 
d=i’i(u.u)+Pdt’ on r; (2.14) 
useful, perhaps, on boundaries where the velocity is not available but the stagnation pressure is. 
Note the form of Eqs. (2.12) and (2.13). Equations of similar form feature in our formal integration 
of the Navier-Stokes equations. 
2.3. A basic projection method 
When we discuss our analytical results, it will be helpful to have in mind some idea of what 
a typical projection method looks like. Because it contains all the essentials of a projection method 
without any “refinements” that would obscure our purpose, we take Gresho’s “Projection 1” algorithm 
[6] as our archetype: 
Projection 1 
0. Given ~0, with V-u0 = 0, 
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1. Solve for u”, with lo = u. at t = 0, from 
ski _- 
at vAz2=f(rl) in Sz for 0 < t<T. 
u”=w on r 
2. Solve for 4 from 
Ac$ = -V. C(T) in a, 
n.V4=0 on r. 
3. Compute u=u”(T)+V+ in fi. 
4. If desired, compute P(T) = --4/T. 
5. Report u; then set u. = u in Sz, u. = w on r, and go to step 1. 
Remarks. (1) In the algorithm as presented, the equations have not yet been discretized, either 
in time or in space. The quantity “T” is the projection cycle time, which in the discrete case is 
generally set equal to the time step. 
(2) f(r2) is a generic forcing term, which includes the advective term. Note that Gresho defines 
this in terms of the auxiliary velocity &. He argues that the form of this term is not important to 
the theory of projection methods, because: “all of the significant aspects/difficulties are caused by 
the viscous terms (Laplacian).” We shall later find that this is not the case. 
(3) Our potential here is the negative of Gresho’s. 
(4) The effect of the final state in the algorithm is to eliminate the slip velocity at the wall at the 
expense of introducing a vortex sheet there. 
In other words, the basic steps in a projection method are: beginning from a given, divergence- 
free velocity, advance the auxiliary velocity in time; compute a corrective potential based on the 
divergence of the auxiliary velocity; add the gradient of this potential to the auxiliary velocity to 
obtain the physical velocity at the advanced time; (if desired or required) compute the pressure from 
the potential; repeat as necessary. 
We now have the background necessary to proceed with our analysis. 
3. Analysis 
3.1. Formal integration of the Navier-Stokes equations 
Let A be a tensor, the divergence of which is equal to the velocity: 
V-A-u. (3.1) 
Provided only that the components of the velocity field are integrable in each spatial direction, 
infinitely many such tensors exist. Given such a tensor, the Navier-Stokes momentum equation, 
(2.5), may be written as 
v- {t$ + (uu) + PI - v[(Vu) + (vP)T]} = 0. (3.2) 
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Integrating this over an arbitrary fluid volume yields: 
SSJV- {it + (uu) + PI - v[(Vu) + (VU)~] } J/JV.c(t)dv, dY = (3.3) 
where V . C(t) = 0. Invoking Gauss’s divergence theorem, we have 
JJ { II- ;+(uu)+PZ-v[(Vu)+(V~)~l dY= } J/n. c(t)dy. (3.4) 
As was the case with Bernoulli’s equation, (2.13), without loss of generality we may incorporate 
C(t) into aA/& such that 
{ 
; + (UU) + PI - v[(Vu) + (VU)T] 
I 
= 0, (3.5) 
pointwise throughout the @id. This is an integral of the momentum equation, and taking (3.5) 
together with (2.4), (3.1), and suitable initial and boundary conditions, we have a complete set of 
equations for A, u, and P. 
Remarks. (1) As given by (3.5), aA/& is a .symmetric tensor. For the initial condition, given u. 
in an open, bounded domain 52 with a Lipschitz-smooth boundary, we can construct a symmetric 
tensor A0 = Ai such that V . A0 = uo. We may therefore suppose that A itself is symmetric for all 
time. (See Ciarlet [4, pp. 295-2981 for some theorems supporting this statement, and Stein [16, pp. 
180-1921, for a theorem which extends the results given by Ciarlet to the type of domain we are 
considering.) 
(2) The system (2.4), (3.1), (3.5), may be reduced (in the three-dimensional case) to a system of 
six equations in six scalar unknowns; that is, a system involving only the components of A. Since 
the Navier-Stokes mass and momentum equations constitute a system of just four equations in four 
scalar unknowns, we presume that only four of these six equations are linearly independent. Such 
is the case for the vorticity/velocity-potential formulation of the three-dimensional Navier-Stokes 
equations. 
3.2. Contraction on the tensor diagonal 
Considering the three-dimensional case, using Cartesian notation, and remembering that the tensor 
is symmetric, the components of (3.5) are 
aall -g- + UlUl + P - 2v3 = 0, 
ax, 
aa2, 
at + u2u2 + P - 2v+ = 0, 
ax2 
aal -&- + UlU2 - VaU’ - vau’ = 0, 
ax2 axI 
aaz3 au3 x + U2U3 - Vau' - V- = 0, 
ax3 ax2 
aa33 au3 
-g- + u3u3 + P - 2v-g = 0, aa,, au3 
3 
-$ + U3Ul - vz - v&l = 0, 
1 3 
(3.6a,b) 
(3.6c,d) 
(3.6e,f) 
where aii are the components of A. Contracting on the diagonal and dividing by 3 (also noting that 
V. u = 0), we find that 
@/at)(a,, + a22 + a33) + $4: + 24: + 24:) + P = 0. (3.7) 
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Let 
(3.8) 
but note that this is not a unique prescription for 4. Then, substituting (3.8) into (3.7) yields 
agat + gu; + u; + g) + P = 0, (3.9) 
and we have recovered Bernoulli’s equation in a new context! 
In the two-dimensional case, contracting on the diagonal (and dividing by 2) gives us 
;(aiatm,, + azz) + +: + 24:) + P = 0, (3.10) 
and Bernoulli’s equation is recovered if we define the potential as 
4 = ;(a,, + a22>. (3.11) 
Once again, Bernoulli’s equation appears in an integral of the Navier-Stokes momentum equation. 
This time, however, it does not appear alone. Now let us consider the balance of that integral. 
3.3. Equation for the vertical velocity 
At least formally, Bernoulli’s equation (3.9) represents the isotropic part of (3.5), and the potential, 
4, represents a purely isotropic portion of A. We may define a new tensor, B, by excluding from 
A the isotropic contribution of the potential: 
B G A - c#JZ. (3.12) 
This tensor has an associated velocity, tz, given by 
fi~V.B=u-V$. (3.13) 
We prefer to call rZ the vertical velocity, because it carries all of the vorticity: 
vxIc”=o (3.14) 
since V x 04 =0 identically. With B defined by (3.12), we may subtract Bernoulli’s equation from 
the diagonal of (3.5) to obtain 
g + [(la) - $(u. u)Z] - v[(Vu) + (vU)T] = 0; (3.15) 
this represents, in a formal sense, the anisotropic part of (3.5). Taking the divergence of (3.15) 
yields 
; +V.(UU)- iv< U.U)-vV.(Vu)-vV.(VU)T=O, (3.16) 
which given the identities (2.8)-(2.10), may be reduced to 
aii 
-=~xx+vAu=(V~+rl-vV)xo. 
at 
Thus, we have an evolution equation for the vertical velocity Z. 
(3.17) 
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3.4. A continuous projection method 
Now, let us collect several previous results. First, however, note that taking the divergence of 
(3.13) gives us 
A$ = -V St?, (3.18) 
because V. u = 0. Second, note that because of (2.4), (2.10), and (3.14): 
Au=-Vxo=Au”-V(V.rZ). (3.19) 
Substituting (3.19) into (3.17), gathering the result together with (3.18), (3.13), (3.9), and doing 
some rearranging, yields the following system: 
aii 
--vAii=(V~+u”)xcu-vV(V4), 
at 
A$=-V-i, 
u=fi+v4, 
P = -aqbfat - ;cu. u). 
(3.20a) 
(3.20b) 
(3.20~) 
(3.20d) 
From the derivation, it is evident that this system is equivalent to the Navier-Stokes equations, 
yet a comparison with Projection 1 shows that the system has the form of a continuous projection 
method. 
Remarks. ( 1) The exact form of the pressure relation (3.20d) depends on the definition of the 
potential. The same is true of the advective term in (3.20a). We shall show examples when we 
analyze practical projection methods in Section 4. 
(2) Many practical projection methods ignore the final term in (3.20a). Doing so alters the rela- 
tionship between the potential and the pressure, and gives the vertical velocity a slightly different 
definition than it possesses in our derivation. Again, we shall discuss this further in Section 4. 
(3) The advective term is a function of the physical velocity u. Contrary to Gresho’s assertion, the 
form of this term is important, because defining it purely in terms of 12 would ignore the contribution 
from the gradient of the potential. 
(4) The potential and the vertical velocity are coupled via the final term in (3.20a), as well as 
via the advective term. 
(5) Eq. (3.20a) is an implicit version, and (3.17) an explicit version of the equation for the vertical 
velocity. Consideration of (3.17) in particular reveals that the vertical (or auxiliary) acceleration may 
be considered to be solely a function of the physical velocity. 
(6) We emphasize the fact that we have obtained Bernoulli’s equation (3.20d) without assuming 
that the flow is h-rotational. What distinguishes this from the classical case is that here VC#I gives 
the diflerence between the physical and vertical velocities, hence o - V x u = V x 1. Also see the 
discussion in Section 3.7. 
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3.5. Treatment of the advective term 
Since Gresho [6] apparently considers the advective term to be defined in terms of the auxiliary 
velocity, let us now pause briefly to examine the consequences of this assumption. 
Suppose that we rewrite (3.20a), ignoring the contribution that Vt$ makes to the advective term: 
alz 
--vAu”=zZxo-vV(V.i). 
at 
(3.21) 
Because of (3.14), the advective term in (3.2 1) is then a function of 1 only. Also suppose that 
(3.20b) and (3.20~) hold as before. Then, after substituting (3.21), (3.20b), and (3.20~) into the 
Navier-Stokes momentum equation (2.5) we find that 
a4 1 v Tg+,(u.u)+P 
[ 1 
=vc$xo. 
Taking the divergence of this equation, we obtain 
A g + +)+P] = (V+)a(Au). 
[ 
(3.22) 
(3.23) 
Similar results are obtained if the advective term is written in conservation or convection form, as 
long as it is written solely as a function of u”. 
The system composed of (3.2 1 ), (3.20b), (3.2Oc), and (3.23) ostensibly yields solutions for II and 
P that are equivalent to the Navier-Stokes solutions. But in contrast to (3.20d), (3.23) is a Poisson 
equation for the pressure in terms of 4 and U. Instead of this one might as well solve the usual 
pressure Poisson equation. Regardless of which Poisson equation is used, the extra work entailed in 
obtaining the pressure is undesirable in the context of a projection method. 
Thus, defining the advective term as a function solely of the auxiliary velocity interferes with the 
identification of the pressure with the potential. Furthermore, when evaluated as a function of the 
physical velocity, the advective term is the major source of coupling between the physical velocity 
and the auxiliary acceleration. Without this coupling, as Gresho has observed, there is nothing to 
prevent the auxiliary velocity from departing, as time passes, ever farther from the physical velocity. 
On the other hand, the practical projection methods we consider in Section 4 all evaluate the 
advective term explicitly, as a function of the physical velocity at one or more previous time-steps. 
By doing so they avoid the difficulties we have just outlined. 
3.6. Boundary conditions 
Atleast formally; (3.20a) is a parabolic differential equation for Iz, and (3.20b) is an elliptic differ- 
ential equation for 4. Each of these equations holds in an open domain L2, and must be supplemented 
by conditions on the boundary r. Following Gresho [6], we divide the boundary into two pieces: 
r = ri U r,, where fi is a “closed” boundary on which we seek a Dirichlet condition for rZ and 
a Neumann condition for 4, while r, is an “open” boundary on which we seek a Dirichlet condition 
for 4 and a Neumann condition for 22. On each type of boundary, we consider certain ideal boundary 
conditions, and then consider the consequences of practical boundary conditions that depart from the 
ideal. 
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3.6.1. Closed boundaries 
If (3.20b) holds throughout 0, then Gauss’s theorem requires that 
ss 
n.{fi+V4}dY= JJ n.{w} dY, (3.24) r r 
where V . w = 0 in 52. When the boundary is completely closed (ri = r), global mass conservation 
imposes 
JJ n.{w}dY=O r (3.25) 
as a solvability constraint on system (3.20). This is satisfied if both u = w and (3.20~) hold on ri. 
The boundary condition for C# must be consistent with this requirement. 
Now although (3.20~) requires that 04 = u - rl, only 
it - V4=n.(u-@ on r, (3.26) 
can be directly imposed as a boundary condition on the potential. On the other hand, we also need 
a boundary condition for rZ in (3.20a), which permits us to directly satisfy (3.20~) on the boundary: 
rZ=u-Vd on ri. (3.27) 
This begs the question of what value 04 should assume at the boundary, since this value is not, 
in general, given a priori. However, we can express the boundary conditions (3.26) and (3.27) in 
terms of physical quantities by taking the gradient of Bernoulli’s equation (3.20d), integrating in 
time, and assuming that the result holds on r. This gives us 
V$=u--3= - J ‘V[+u)+P]dt’, 0 
which leads to 
i = u(t) + 
J 
t V[;(u- u) + P] dt’ on r, 
0 
(3.28) 
(3.29) 
and 
J t n.v+=- n.V[i(uou)+P]dt’ on ri (3.30) 0 
as boundary conditions. Here u(t) is the specified Dirichlet condition for u. Note that the form of 
the integrand in these equations is influenced by the definition of the potential in (3.8). 
Imposing boundary conditions (3.29) and (3.30) on the system (3.20) causes (3.24) and (3.27) to 
hold (with w = u), consequently maintaining V. u = 0 throughout 0. In this sense, these boundary 
conditions are ideal, but obtaining the pressure gradient on the boundary is difficult in practice. As 
far as we know, only Gresho [6], in his “optimal” projection methods, has actually discussed doing 
this. The procedure, however, is numerically intensive, requiring one or more “extra” Poisson solves 
per projection cycle. 
Shen [ 131 imposes a boundary conditions like (3.29) on rZ, but sets 
n.V4=0 on ri; (3.31) 
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Chorin [3] effectively does the same. In this case, (3.24) still holds, but via (3.30), imposing boundary 
condition (3.3 1) implicitly sets 
n-V[i(u-u) +P] = 0 on Pr, (3.32) 
which affects the velocity solution near the boundary. From (2.1 l), 
so on a boundary where u = 0, the left-hand side of (3.32) reduces to 
a+. n) 
n.V[;(u.u)+P]=v an2 . 
(3.33) 
(3.34) 
Here y1 is the coordinate in the direction of the outward boundary-normal n. Orszag et al. [9] observe 
that, theoretically, (3.34) can be used to set the boundary condition for P (or +), but again there 
are practical difficulties. 
Other researchers use (3.3 1) and simply set I=u(t) on the boundary. Kim and Moin [8], however, 
tested this condition against an approximation of (3.29), and found that in their method the latter 
gave measurably better convergence. 
The principle effects of using any of these nonideal boundary conditions are to alter the pressure 
in a thin boundary layer, and to impose a spurious slip velocity at or near the boundary [6]. These 
effects become more pronounced as the boundary conditions depart further from (3.29) and (3.30). 
Indeed, Gresho [6] derives boundary conditions equivalent to (3.29) and (3.30) by minimizing the 
slip velocity. 
3.6.2. Open boundaries 
As in the case of closed boundaries, by invoking Bernoulli’s equation, together with (3.20~) we 
can determine open boundary conditions for i and 4 in terms of physical quantities. According 
to the derivation in Sections 3.1 and 3.2, with the potential defined according to (3.8), Bernoulli’s 
equation (3.9) holds throughout fi. That being the case, we can simply integrate it in time to obtain 
a Dirichlet boundary condition for 4: 
uau)+P]dt’ on r2. (3.35) 
A Neumann boundary condition for u” may be obtained by taking the normal derivative 
of (3.29) (note that (3.29) is obtained from (3.20~) and Bernoulli’s equation); this 
yields 
(n * V)ii = (n * V)(u - 04) 
=(n-V){u+~‘V[i(u-u)+P]dt’) on G. (3.36) 
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For Cartesian tensors, (3.36) becomes 
a a a4 _fijZ_ fij__ 
an dn ( ) axj 
a 
IX- 
an +wd + PI dt’ on r,. J (3.37) 
Although (3.35) and (3.36) define boundary conditions for 4 and Iz in terms of the pressure P and 
the velocity normal-derivative (auj/an), we have said nothing about how those physical quantities 
should be determined. In fact, the issue of open or outflow boundary conditions for the Navier-Stokes 
equations is an incredibly thorny one, and lies outside the scope of this paper. 
3.7. Comparison with incompressible, irrotational flow 
Having considered the issue of boundary conditions appropriate to system (3.20), we are now in 
a position to compare these results with the classical equations governing incompressible, irrotational 
flow. 
In the case of h-rotational flow, when o = 0, (3.20a) and its equivalent, (3.17), reduce to 
(3.38) 
If at time t = 0 we begin with 
u”o = rl( t = 0) = u( t = O), (3.39) 
with V. u = 0, then (3.20b) and (3.20~) become 
A4=-V.iio=0, (3.40) 
and 
u = ri(J + v4, (3.41) 
while (3.26), the boundary condition on r,, becomes 
n.V+=n.(U-&). (3.42) 
Now because of (3.39) and (2.6), 
i&J = V&. (3.43) 
That is, since the flow is h-rotational, the initial velocity is the gradient of an initial potential field. 
Upon redefining the potential according to 
cp = 4 + 40, (3.44) 
Eqs. (3.41) and (3.40) - with boundary condition (3.42) - reduce to (2.6) and (2.7). Because of 
(3.38), Bernoulli’s equation - (3.20d) or (2.13) - also holds for the redefined potential. Thus, under 
conditions of incompressible, irrotational flow, system (3.20) reduces to the classical result. 
362 E.C. Hylin, J. M. McDonough I Journal of Computational and Applied Mathematics 81 (1997) 349-374 
4. Analysis of practical methods 
We have shown that it is possible to derive a system of equations that is equivalent to the Navier- 
Stokes equations, yet has the form of a continuous projection method. Certain details of the result, 
however, are influenced by the particular definition of the potential 4. Practical potential methods 
seem to differ extensively in this aspect, but by suitable redefinitions of the potential, one may apply 
the results of the preceding section to the analysis of such methods. 
Three practical methods are considered below. For each of these we first derive a continuous 
system that is analogous to (3.20), then discretize this system in time. In each case we succeed 
in obtaining the same semi-discrete projection method as that derived by the original researcher(s). 
Thus our analytical approach provides a unifying treatment of these various projection methods, as 
well as illuminating the manner in which they approximate the Navier-Stokes equations. 
4.1. Shen’s implementation of the method of Kim and Main 
Kim and Moin [S] have described a semi-implicit projection method that is second-order accurate 
in time. They used an implicit CrankNicolson scheme for the temporal discretization of the viscous 
term, and an explicit Adams-Bashforth scheme for the advective term. The velocity and potential 
were discretized spatially on a staggered grid, except that a Fourier expansion was used for the 
potential in the spanwise and streamwise directions. Shen [13] later used Kim and Moin’s temporal 
discretization in conjunction with a Chebyshev-Tau spatial discretization. Here we are not especially 
concerned with the spatial representation, and Shen’s implementation of the method is better suited 
to our purposes. This we shall now obtain using the procedures of Section 3. 
Recall that we said (3.8) was not a unique definition of the potential 4. This time we define the 
potential as follows: 
(4.1) 
Then, by substitution into (3.7), we find that this potential is simply the pressure, P. Now define 
a tensor B: 
BG A+Z 
s 
‘q5dt’. (4.2) 
0 
Substituting (4.2) and (4.1) into (3.5) and subtracting (3.7) from the diagonal, we obtain 
g + (uu) - v[(Vu) + (VzgT] = 0. 
Defining the vertical velocity 1 to be the divergence of B, 
J 
t 
u”=V.B=u+ 04 dt’, 
0 
(4.3) 
(4.4) 
(4.5) 
and noting the identity 
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along with (2.4) and (2.9) we may take the divergence of (4.3) and rearrange the result to obtain 
arc” -- 
at VAU = --us Vu. 
Note that the viscous and advective terms are both defined using the physical velocity u. 
Now let 
au* 
at 
vAu* E !ff - vhu 
at 3 
=-u*vu. (4.7) 
This introduces an auxiliary velocity u*, and it can once again be shown that, at least in the spatially- 
continuous case, V x u* =o. (This holds in the spatially discrete case if the discrete operators satisfy 
the analog of (2.10).) Thus there exists an auxiliary potential 4* such that 
s 
t 
u=u*- Vc,b* dt’. (4.8) 
0 
An equation for $* is determined by taking the divergence of (4.8) and differentiating with respect 
to time, yielding 
Ac$* = ;(V.u*) (4.9) 
because V . u = 0. 
The relationship between the auxiliary potential 4* and the original potential C$ (and hence the 
pressure) is a little harder to obtain. Substituting (4.8) along with (4.4) into (4.7), we find that 
(&+A) (I’V#*dt’)=&(lV6dt’). 
Provided that the spatial operators commute, this is the same as 
V(;-vA) (I’$*dt’)=V$(~qbdt’). 
which implies that 
c$* -v [‘A@dt’=qb=P. 
(4.10) 
(4.11) 
(4.12) 
Jo 
In the continuous case, the spatial operators certainly commute, but in the discrete case this is not 
necessarily so, as Perot [ 1 l] has taken pains to point out. 
Putting aside for the moment the issue of boundary conditions (and neglecting body forces), the 
system composed of (4.7), (4.9) (4.8), and (4.12) is the continuous analog of the method of Kim 
and Moin, as implemented by Shen. 
In the time-discrete case, we suppose that this system is solved at each time-step over the interval 
(0 < t’ < k}, where k is the time-step size, t’ G t - t,,,, and t,,, is the time after m time steps. On 
each time interval, we take the initial condition on the auxiliary velocity to be u*(t’ = 0) z u,. 
For convenience, we adopt the convention that a parenthesized subscript on a variable indicates the 
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relative position within the current time interval at which that variable is evaluated; for example, 
z& E u*(t’ = ik). By contrast, we take a non-paranthesized subscript to indicate the global time: 
u, = u(t = mk). These conventions simplify the following exposition, and reflect the fact that the 
auxiliary velocity is reinitialized at the beginning of each time interval. 
Using a Crank-Nicolson discretization of the viscous term and a second-order Adams-Bashforth 
discretization of the advective term, the time-discrete version of (4.7) is 
(~1;) - u,) - :A@;) + u,) = -$u_ * V)u, + gum_* * V)u,_*. (4.13) 
With the time-derivative of the divergence implemented by centered differencing, (4.9) becomes 
1 
A4*(1,2) = k(V *&). (4.14) 
As a Taylor-series expansion will show, (4.14) holds at the m + i time-level, when t’ = ik, and we 
index +* to reflect this fact. Shen, however, uses the index m + 1 on this term. Given this solution 
for 4:,2I, (4.8) is discretized as 
IC,+I = u;, - kVr&,,. (4.15) 
Similarly, we could discretize (4.12) as 
P m+l = 4;) - k%$,,,, (4.16) 
except that @,, is unavailable. However, if we note from (4.12) that P, = @,,, and that to O(k2), 
we have (&+I + P,) = 2P,+1/2 and (4:) + 4&) = W,*,,,,, we find that (4.12) may also be discretized 
as 
f-h2 = (l/Z) 4* - +P;,,,. (4.17) 
Shen derives (4.17) from (4.13), (4.15), and a discretization of the Navier-Stokes momentum equa- 
tion, but indexes P at the m + 1 time-level. Once again, Taylor-series expansion of the discrete 
equations reveals that (4.17) actually yields the pressure at t = (m + i)k. Apart from this difference 
in indexing, and considering only conservative body-forces that are combined with the pressure, the 
system composed of (4.13)-(4.15), and (4.17) corresponds exactly to the method described by Shen 
(1991). 
For boundary conditions, Shen uses (in our notation) 
u(“;, = u((m + l)k) + kV4,*_,,2, on r, 
and 
(4.18) 
n - Vf#+1,2) = 0 on r. (4.19) 
The former derives from Kim and Moin’s [8] work and, accounting for the different definitions 
of the auxillary velocity and potential, is an O(k2) approximation to (3.27). The latter, in light of 
(4.17), sets the normal pressure gradient to nearly zero, subject to an O(k) influence from the interior 
field. Although this is not strictly correct, it is a commonly used approximation, and we admit that 
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it would take a great deal of arithmetic to do any better. In any case, Gresho (1990) argues, the 
resulting deviations in the pressure solution can be confined to a thin layer near the boundary. 
Remarks. (1) The explicit discretization of the advective term in (4.13) is consistent with the 
definition of this term as a function of the physical velocity, and thus is consistent with (4.7). 
(2) An explicit discretization of the viscous and advective terms in (4.6), again as a function of 
the physical velocity, would preserve the equality between the potential 4 and the pressure. In this 
case it is unnecessary to introduce the auxiliary velocity u* and its associated potential $*. The 
vertical velocity 1 remains important. 
(3) Via (3.19) it is possible to discretize the left-hand side of (4.6) implicitly in terms of the 
vertical velocity 1, but at the expense of introducing mixed derivatives into the parabolic operator. 
Beam and Warming [l], however, have presented methods which address problems like this. An 
implicit discretization in terms of I? would also preserve the equality between 4 and P. 
4.2. Gresho’s Projection 2 
Gresho [6] has considered a family of projection methods, in both continuous and time-discrete 
form. The members of this family are of progressively higher accuracy, but Shen (1993) has shown 
that the third member of the family is unconditionally unstable. Gresho and Chan [7] also considered 
and implemented fully discrete versions of the first two members of this family. Here we shall apply 
the procedures of Section 3 to the second member of this family: “Projection 2”. 
We begin (in three dimensions) by defining the potential as 
Then, by substitution into (3.7), we find that 
gf = (P - &,). 
(4.20) 
(4.21) 
Now define a tensor B: 
BEA +zc#J. (4.22) 
Substituting (4.22) and (4.20) into (3.5) and subtracting (3.7) from the diagonal, we obtain 
g + (uu) + qo, - v[(Vu) + (VU>T] = 0. (4.23) 
Defining the vertical velocity I? to be the divergence of B, 
i=V.B=u+Vc$, (4.24) 
we may take the divergence of (4.23) and, using (2.4), (2.9), and (4.5), rearrange the result to get 
ad -- 
at 
vAu = -u - Vu - VP,,,. (4.25) 
As before, the viscous and advective terms are defined using the physical velocity u. 
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Once again we introduce an auxiliary velocity u” and an auxiliary potential 4*, via the equations 
au* an - - 
at 
vAu* E - - VAU, at 
= -u * vu - VP,,,, (4.26) 
and 
u = u* - v@. (4.27) 
And again, by taking the divergence of (4.27) and noting that V . II = 0, we obtain the equation that 
determines 4* : 
A@ =V.u*. (4.28) 
To find the relationship between 4* and 4, we substitute (4.27) and (4.24) into (4.26), yielding 
and hence, 
84 4* = dt = (P - Pi,,,). 
(4.29) 
(4.30) 
Although (4.30) is the exact relationship between the pressure and the auxiliary potential, Gresho 
makes use of some approximate relationships which we shall now proceed to derive. 
First of all, let us expand the pressure in a Taylor-series in time, about the point t = 0: 
P = I$), + tPc0, + O(t2). (4.3 1) 
Then on substituting (4.31) into (4.30), we obtain Gresho’s result that 
( > & - VA qb* = t& + 0(t2). (4.32) 
We shall also want to expand +* in a Taylor-series, but before doing so, let us demonstrate that 
the first two terms in that series are zero. Taking the auxiliary velocity to be initially equal to the 
physical velocity; that is, let us say, u$, E u,, with V . u,,, = 0; we find via (4.28) that 
A~&=V~u,*,,=O. (4.33) 
Via (4.27) we also find that on r: 
n.V~To,=n.(uTo,-u,)=O. (4.34) 
These two equations together imply that @,,=C, for some constant C, and without loss of generality, 
we take C = 0. On evaluating (4.30) at t = 0 and making use of (4.33), we also conclude that 
(@*/at),,, = 0. Therefore, the Taylor-series expansion for the auxiliary potential may be written as 
f#l* = ;q, + O(t3). (4.35) 
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Differentiating this expression in time, we then determine that 
- = t& + 0(t2) 
at 
= f4* + O(t2). 
Substituting (4.35), (4.36) and (4.31) into (4.32), we finally arrive at the result that 
2 
P = P,,, + ;4* + O(t2). 
(4.36) 
(4.37) 
With appropriate boundary conditions, which we shall consider later, the system composed of (4.26), 
(4.28), (4.27), and (4.37) corresponds to the continuous version of Projection 2. 
In the time-discrete case, we suppose as before that this system is solved at each time-step over 
the interval (0 < t’ < k}, where k is the time-step size, t’ G t - tm, and t,,, is the time after m time 
steps. On each time interval, we take the initial condition on the auxiliary velocity to be U& = II,, 
and we re-index the initial pressure: PC,,, E Pm. Subscripts follow our previously defined convention. 
A minor difficulty arises in the treatment of the advective term. Gresho incorporates this into 
a generic forcing term, f(u* ), and this notation implies that this is defined in terms of the auxiliary 
velocity. On the other hand, he mentions that he treats this term explicitly, using a modified forward 
Euler scheme for the discretization. While our analyses have shown that the advective term should 
be defined in terms of the physical velocity, an explicit discretization such as that used by Gresho 
effectively satisfies this requirement. Therefore, we shall follow Gresho in our subsequent analyses 
and replace the advective term with a generic forcing term f(u), but we shall define this in terms 
of the physical velocity, u; we shall also assume that this term is discretized explicitly, without 
considering the details of the particular explicit method. 
With the advective term replaced by f(u), (4.26) becomes 
au* - - vAu* = f(u) - VP,,,. 
at 
(4.38) 
Then, if a Crank-Nicolson discretization is used for the left-hand side, the time-discrete version of 
(4.38) is 
(U(“;, -u,) - ;A(& + urn) = kf(u) - kVPm. (4.39) 
In this equation, within each time-step, VP, should be considered to be a steady forcing term; 
furthermore, at least far from boundaries, the temporal order-of-accuracy of this term does not affect 
the order of accuracy of u,+~ (Perot, [l l] citing a personal communication from Ternam). 
Once (4.39) has been solved for u;“1,, (4.28) determines 4;): 
AC& = V -u;,. (4.40) 
Then from u$, and &$,, (4.27) determines the velocity: 
(4.41) 
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And finally, (4.37) yields the pressure at the new time-level: 
(4.42) 
With appropriate boundary conditions, the system composed of (4.39)-(4.42) corresponds to the 
semi-discrete version of Projection 2. 
For boundary conditions on closed boundaries, Gresho uses (in our notation) 
u:, = ~((m + 1)k) on TI, 
and 
(4.43) 
12.Vc#$, =0 on r,. (4.44) 
The boundary condition of U* omits the contribution from the gradient of the potential, but in this 
method the omitted term is of O(k2), so the boundary condition is as accurate as that used by Kim 
and Moin (1985) in their method. The boundary condition of $* is the same condition as that used 
by Shen (1991), but in this method it is a more accurate condition, again because the potential here 
is of O(k2). 
On open boundaries (r2), for the Navier-Stokes equations, Gresho assumes boundary conditions 
defined in terms of a “traction” function F, that in the general case (which he does not consider) 
is a tensor. The tensor relation underlying Gresho’s boundary conditions takes the form: 
F=vVu-PI, (4.45) 
where F is a given function of time. From (3.5), we find that 
F = ; + (uu) - v(VU)~, (4.46) 
so that a particular prescription for F on r2 (say, F = 0) in fact influences the values of (aA/at) on 
the boundary. The Neumann boundary condition for the velocity on open boundaries is determined 
by taking the dot product of the surface normal n and (4.45): 
n.(vVu)=n.[F+PZ], (4.47) 
while Gresho obtains the corresponding Dirichlet condition for the pressure by (in effect) considering 
only the normal component of the preceding relation: 
P=m{n. [vVU- F]}. (4.48) 
However, a Dirichlet condition for the pressure may also be determined by taking the trace of (4.45) 
and dividing by the number of spatial dimensions; in three dimensions, therefore, 
P= +x-(F); (4.49) 
the velocity term drops out of (4.49) because 
tr(Vu)=V.u=O. (4.50) 
The substitution of (4.46) into (4.49) will show that the latter is actually the same as (3.7). With 
a particular definition of the potential, (3.7) became Bernoulli’s equation, which we later integrated 
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in time to obtain (3.35) as a Dirichet boundary condition for the potential. We shall very shortly 
obtain the equivalent result for the auxiliary potential +*. 
To determine open boundary conditions for the auxiliary velocity and potential, we begin by 
recasting (4.45) in terms of these quantities, using (4.27) and (4.30): 
Fzvv** -vv(v4*)- (&-vv)dl*z-Pd. 
Although this is exact, we can also determine a much simpler but approximate relation; via (4.35) 
and (4.37): 
2 
F = vVu* - pb*Z -&,I + 0(t2>. 
Now paralleling our derivation of (4.49), then multiplying by (t/2), we may write 
4* = -i [ftr(F) + pin,] + o(t3) on Z2 
(4.52) 
as a Dirichlet boundary condition for 4 *. The same result could have been obtained by substituting 
(4.37) into (4.49). In the case where the diagonal elements of F are all equal - as, for example, 
when F = 0 - this boundary condition is identical 
boundary condition on 4* should be obtainable by 
which yields 
4* = - i{pCO, + n - [n - (vVu* - F)]} on Z2, 
to that used by Gresho. Otherwise, Gresho’s 
twice dotting the surface normal with (4.52), 
(4.54) 
but in fact Gresho omits the viscous term, which presumably limits the accuracy of his boundary 
condition to O(t). For the Neumann condition on the auxiliary velocity, dotting the surface normal 
with (4.52) yields 
it+ (vVu*) = n. 
[ 
F + f$*Z +P,,,Z 1 + 0(t2), (4.55) 
and by making use of (4.53), we see that (4.55) is equivalent to 
n.(vVu*) = n. [F - ftr(F)Z] + 0(t2). (4.56) 
Gresho, however, uses 
A. (vVu*) = II. [F + P,,,Z], (4.57) 
which omits the term involving the potential, and hence is only accurate to O(t). 
These formal criticisms of the open boundary conditions suggested by Gresho for Projection 2 
are based on the degree to which these boundary conditions approximate those he suggests for the 
Navier-Stokes equations themselves. We concern ourselves with these only in the context of our 
analysis of boundary conditions for projection methods. However, in the absence of any good theory 
for how F should vary on open or “outflow” boundaries, minor inaccuracies in the implementation 
of these boundary conditions probably do not make any real difference. 
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4.3. The method of Bell, Colella and Glaz 
Bell et al. [2] have defined a projection method in terms of an iterative procedure for solving the 
Navier-Stokes equations, but in fact (except during initialization) perform the iteration only once per 
time-step. Their method shares some features with the methods of Kim and Moin [8] and Gresho 
[6], yet is distinguished from them in that the projection is performed by means of a Galerkin inner- 
product between the auxiliary velocity and a basis for divergence-free vector fields. The physical and 
auxiliary velocities necessarily still differ by the gradient of a potential, but this potential is never 
explicitly computed. 
Nevertheless, it is convenient to begin our analysis by using 
4-J a 3ttall + a22 +a331 - f(4 +ui +u:) -p(-1/2) 
to define a potential, 4. Then, by substitution into (3.7), we find that 
4 = P - q-l/2). 
Now defining a tensor B according to 
B=A+Z ‘4dt’, J 0 
(4.58) 
(4.59) 
(4.60) 
and following a procedure that by now should be familiar to the reader, we find that 
g + (UU) + PC-l/Z) - v[(Vu) + (VzgT] = 0. (4.61) 
When the vertical velocity is defined as t 
rZ=V.B=u+ J VC$ dt’, (4.62) 0 
taking the divergence of (4.61) and simplifying the result yields 
ai -- 
at VAU = --II. Vu - VPC-,,2). (4.63) 
As in our previous analyses, we now introduce an auxiliary velocity u* and an auxiliary potential 
4*, defined via the equations 
au* - - VAU” I E - vAu at - at 3 
and 
= -u * vu - VPC-,,2), 
u=u*- J t VC$* dt’. 0 
Also, from (4.64) and (2.10), we conclude that 
vxu*=vxu=o. 
(4.64) 
(4.65) 
(4.66) 
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By taking the divergence of (4.65) and differentiating with respect to time, we 
w* = -$(V. **>, 
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obtain 
(4.67) 
Then, substituting (4.65) and (4.62) into (4.64), we derive (4.10). This implies that 
c$* - v 4’ A@ dt’ = 4 = P - Pc-,,z,, (4.68) 
at least in the spatially continuous case. From this and from (4.67), we find that the gradient of the 
pressure is 
VP = VP(-_1,2) + g - $ - vV(V .u*>. (4.69) 
This last equation may also be derived by substituting (4.64) into (2.5), and using (2.9), (2.10), 
(4.5), and (4.66) to simplify the result. 
As we have noted, Bell et al. do not actually compute the potential, 4*. Rather, they perform the 
projection directly by means of a Galerkin procedure that, in essence, amounts to solving a weak 
form of the equation 
u = -V x (A-‘(V x u”)), (4.70) 
which holds because of (4.66). Eqs. (4.70), (4.64), and (4.69), with appropriate boundary conditions, 
together comprise a system that is a continuous analog of the method of Bell, Colella and Glaz. 
In the time-discrete case, we suppose as usual that this system is solved at each time-step over the 
interval (0 d t’< k}, where k is the time-step size, t’ z t - tm, and tm is the time after m time steps. 
On each time interval, we take the initial condition on the auxiliary velocity to be U& = u,, and we 
re-index the old pressure: Pc-lizj E Pm_liz. Subscripts follow our previously defined convention. 
Bell et al. discretize the advective term at t = m + l/2 using an explicit Godunov procedure that 
is second-order accurate in time. Since the method is explicit, we may assume that the advective 
term is evaluated as a function of the physical velocity. Beyond that, the details do not concern us 
here. Thus, with a Crank-Nicolson discretization of the diffusive term, (4.64) becomes 
(u& - u,) - ;A@& + u,) = -k[u. VU],+,,~ - kVP,,_,,, + O(k3). (4.71) 
Although the discrete implementation-pf the Galerkin projection step is interesting, it presents no 
difficulties within the context of the cur&t paper, and we shall say no more about it. The interested 
reader is referred to the paper by Bell et al. [2]. Formally, therefore, let us simply write 
U m-t1 = wq$, 
where Lo denotes the projection operator. 
Discretizing (4.69) at t = m + i leads to 
(4.72) 
Wm+l/2 = 
o(i) - 4n+1) 
we/2 + k - ;V(V . u;,) + O(k’). (4.73) 
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Now Bell et al. have 
and 
Combining these two equations with (4.71) leads to 
wl+1/2 = w-112 -I- k 
(“(*1, - bl+1> + o(k2> 
3 
(4.74) 
(4.75) 
(4.76) 
which is just (4.73), but without the term multiplied by the viscosity. On the other hand, they also 
present equations that reduce to or imply (4.73). A Taylor-series analysis, however, reveals that the 
omitted term in (4.76) is of 0(k2), so that (4.73) and (4.76) are, in fact, consistent. 
With appropriate boundary conditions, the system composed of (4.71), (4.72), and either (4.73) or 
(4.76) corresponds formally to a semi-discrete version of the method of Bell, Colella and Glaz. This 
statement is qualified by the adverb “formally” because, in the Godunov treatment of the advective 
term, the temporal and spatial discretizations are carried out simultaneously. 
In their analysis, Bell et al. assume homogeneous Dirichlet boundary conditions on the velocity, 
and they do not distinguish the boundary conditions applied to the physical velocity from those 
applied to the auxiliary velocity. We assume, therefore, that they use the same boundary condition 
in both cases. This is in contradiction of (4.65), and so introduces an error in the velocity at the 
boundary. However, a Taylor series analysis shows that this error is only 0(k2). This level of 
accuracy is just the same as that of the boundary conditions used by Kim and Moin [8] in their 
method, and the boundary conditions used by Gresho [6] in Projection 2. 
Boundary conditions on the potential are not needed in the method of Bell, Colella and Glaz, 
since the Galerkin method used for the projection obviates the need to calculate the potential. 
5. Summary and conclusions 
In this paper, we have presented a formal integration of the Navier-Stokes equations, and have 
shown how one may use this result to derive a system of equations that, while equivalent to the 
Navier-Stokes equations, exhibits the basic form of a projection method. Our procedure for deriving 
projection methods is distinguished from the conventional one by the order in which certain quantities 
and relations are defined. In the conventional procedure, one defines or derives, in order: 
1. an altered momentum equation and an auxiliary velocity; 
2. the relation between the auxiliary velocity, the physical velocity, and the gradient of a potential; 
3. a Poisson equation for the potential; and 
4. the relation between the potential and the pressure. 
In our procedure, by contrast, one defines or derives, in order: 
1. the relation between the potential and the pressure; 
2. the relation between the potential, the physical velocity, and an auxiliary velocity; 
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3. an altered momentum equation; and 
4. a Poisson equation for the potential. 
Perhaps the most important difference between the two approaches is that in ours an altered momen- 
tum equation is derived, given the definition of a relationship between a potential and the pressure, 
while in the conventional approach, a relationship between a potential and the pressure is derived, 
given the definition of an altered momentum equation. 
On the basis of our results, we have found that one can indeed legitimately exclude the pressure 
gradient term from the momentum equation, yet still obtain a system that is equivalent to the Navier- 
Stokes equations. We have also found that the boundary conditions for the auxiliary velocity and the 
potential are related to the boundary conditions for the physical velocity and the pressure, but that 
the details of these relationships depend to some extent on the details of one’s particular projection 
method. Also dependent on the details of each particular projection method are the details of the 
relation between the potential and the pressure. In fact, in our approach, this is what distinguishes 
one projection method from another. 
We hope that, in this paper, we have succeeded in clarifying the relation that projection methods 
bear to the Navier-Stokes equations, including the relation that the potential bears to the pressure, 
and the relation that the boundary conditions on the auxiliary velocity and the potential bear to the 
physical boundary conditions. We furthermore hope that these results may be helpful in the future, 
in the design and implementation of projection methods. 
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