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Abstract
Information-sensing and data-forwarding in Wireless Sensor Networks (WSN) often incurs high
traffic demands, especially during event detection and concurrent transmissions. Managing
such large amounts of data remains a considerable challenge in resource-limited systems like
WSN, which typically observe a many-to-one transmission model. The result is often a state
of constant buffer-overload or congestion, preventing desirable performance to the extent of
collapsing an entire network. The work herein seeks to circumvent congestion issues and its
negative effects in WSN and derivative platforms such as Body Sensor Networks (BSN).
The recent proliferation of WSN has emphasized the need for high Quality-of-Service (QoS)
in applications involving real-time and remote monitoring systems such as home automation,
military surveillance, environmental hazard detection, as well as BSN-based healthcare and
assisted-living systems. Nevertheless, nodes in WSN are often resource-starved as data con-
verges and cause congestion at critical points in such networks. Although this has been a
primal concern within the WSN field, elementary issues such as fairness and reliability that
directly relate to congestion are still under-served. Moreover, hindering loss of important pack-
ets, and the need to avoid packet entrapment in certain network areas remain salient avenues
of research. Such issues provide the motivation for this thesis, which lead to the identification
of four research concerns: reduction of high-traffic volumes; optimization of selective packet
discarding; avoidance of infected areas; and collision avoidance with packet-size optimization.
Accordingly, the first research question attempts to reduce the amount of network traf-
fic during simultaneous data transmissions, by integrating rate-limiting techniques known as
Relaxation Theory (RT) and Max-Min Fairness (MMF), termed as RT-MMF. The goal is for
substantial reductions in otherwise large data-streams that cause buffer overflows. This inte-
gration technique shows substantial improvement in performance, leading to our belief that
RT-MMF can cope with high incoming traffic scenarios and thus, avoid congestion issues. This
is attributed to the heart of RT-MMF operation that “relaxes” or postpones excessive packets
2within an allowable period. MMF, based on a progressive-filling algorithm, is directly em-
ployed when the transmission rates approach a pre-defined threshold. Despite the curtailment
of excessive packets, RT-MMF still allows for the timely delivery of real-time packets, which is
ideal for delay-sensitive applications and affords an assurance of high QoS.
Whilst limiting congestion is a primary objective, this thesis keenly addresses subsequent
issues, especially in worst-case scenarios where congestion is inevitable. The second research
question is aiming to minimize the loss of important packets crucial to data interpretation at
end-systems. Therefore, we propose a technique that selectively drops less-important pack-
ets to make room for mission-critical ones. The challenge thus, is the effective ranking of
packets to be discarded, with due consideration to the multitude of criteria with which we
can ensure optimized performance. Thorough experimentation and analysis demonstrate the
effectiveness of the proposed technique in minimizing the loss of critical packets that require
urgent transmission. This is induced by pre-defined dropping criteria which are concurrently
optimized using a Multi-Objective Optimization (MOO) function, contributing to the effective
resource-usage and optimized system.
A scheme was also developed to detour packet transmissions when nodes become infected.
With an emphasis on timely delivery of packets, the issues stated in our third research question
acknowledges the need to protect packets from being trapped and/or lost within infected regions
of the WSN. We propose an efficient By-Passed Routing (BPR) mechanism which detects
infected areas and reroutes traffic accordingly. By-passing such regions not only saves scarce
resources, but also avoids knock-on effects that jeopardize higher-level application functionality.
Extensive evaluations demonstrate that incoming packets are successfully delivered to their
destinations despite the presence of infected nodes. This highlights the virtues of our proposed
mechanism, with our use of the “twin rolling balls” technique that assists in retrieving trapped
packets and performs dynamic traffic diversion. Further analysis demonstrates that we can
avoid false boundary detection and visits to unnecessary nodes, which are present in some
prior methods.
Finally, since transmissions in WSN involve the sharing of resources (e.g. bandwidth) on
a common wireless medium, there remains a high risk of packet collisions triggered by sudden
surges of simultaneous data convergence. This results in many of sensed packets being dropped,
a destructive occurrence in WSN. Furthermore, the natural existence of Bit Error Rates (BER)
further aggravates the situation. To address this issue, we propose a technique to control
access to the shared medium, using distributed collision control that takes packet sizes into
consideration. Performance evaluation and analysis reveals better performance than existing
3methods. A good characterization of collision history and the estimation of slot utilization
are the main contributors here. We also found interesting correlations between packet size,
probability of channel-free condition, and packet arrival rates. We strongly believe that the
desirable performance results from a strong consideration of packet sizes, and the effect of
different BERs (a natural characteristic of wireless environments).
This thesis emphasizes the urgent need to thwart congestion as it often causes severe perfor-
mance degradation in WSN. The main contributions herein focus on techniques that alleviate
congestion and ensure a successful delivery process. The proposed techniques account for the
limited resources in WSN, as well as the bursty nature of WSN transmissions. Moreover, the
lossy link of wireless mediums makes WSN highly vulnerable to packet loss and corrupted data.
As the effects of congestion could be catastrophic, this thesis seeks to alleviate the pressing
issue, with the included outcomes affirming the benefits to applications and platforms in both
WSN and BSN.
Chapter 1
Introduction
Wireless Sensor Networks (WSN) presents one of the excellent cutting-edge technologies in
networking. It has acknowledged good feedback and originated high adoptions from various
levels of applications. This great recognition is due to its distinguished potential for assisting
and improving various real-time related applications.
WSN is normally used to provide continuous and remote monitoring services, targeting
operations in hazardous or restricted regions where human engagement could be risky or un-
realistic. To name just a few, the functionalities of sensors in WSN constitute sensing and
collecting important information such as changes in temperature, vibration, sound, pressure,
humidity and pollution levels. This information will in turn be relayed to the end system for
diagnosis and examination.
In its early development, WSN was originally designed to facilitate military operations,
but has since been extended to span a range of various applications. WSN has received wide
acceptance and relevance in diverse monitoring applications such as in health-care, home-
automation, habitat monitoring, battlefield [13, 78, 80, 97, 100, 144] and target tracking [27,
77, 130, 174], replacing the traditional wired monitoring systems. The use of WSN has also
become essential in agriculture (irrigation and greenhouse systems), air pollution monitoring,
landslide detection and natural disaster prevention such as flooding, tsunami and bushfire
alerts. Since most of these applications cover remote and real-time monitoring systems, their
implementation requires higher expectations in Quality-of-Service (QoS).
Moreover, the use of WSN has also gained much popularity in selected industries [17, 25,
50, 55, 58, 102]. Some industrial WSN (IWSN) applications include remote machine health
monitoring, pipeline blockage and leakage detection in factory automation and oil and gas
4
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Figure 1.1: (a) Wireless Sensor Networks used in industrial automation to monitor leakage
in offshore gas/oil pipeline/valve system (b) The information transfer in pipeline monitoring
system (c) Water Distribution System using SCADA
industries [5, 153, 160]. It is also gaining acceptance for predictive maintenance to detect
potential failures. For example, vibration analysis using WSN enables prediction of equipment
failures in semiconductor fabrication plant as well as the stability of a steel bridge. Figure 1.1a
depicts the use of WSN in oil/gas industries to detect any leakage or blockage in their pipeline
systems [160]. Several acoustic or vibrant sensors are deployed to detect the failure in the
pipelines. Manual monitoring in such hazardous areas [53, 55, 178] are obviously impractical,
extremely costly and risky. Figure 1.1b shows the networking system involved. The collected
information will be relayed to the monitoring office via the gateway which has a limited capacity.
Figure 1.1c on the other hand, shows another example of industrial WSN for information
sensing using SCADA (Supervisory Control and Data Acquisition). In this case, IWSN is used
to monitor and control the water level in the dam for irrigation and normal water distribution
systems.
The operations in WSN depend on batteries which are included in each sensor node. The
fact that WSN is mostly deployed for monitoring purposes in hostile environments and haz-
ardous areas means battery replacement is very difficult. These sensors are used to sense
real-time information, gather and act spontaneously with any parameter changes that can lead
to catastrophic failures. Therefore, energy consumption should be kept as low as possible in
each process. Various threatening incidents can be avoided should the failure be detected in
advance. These promising features in WSN offer significant advantages such as faster rescue re-
sponse, reduction in cost, ease of maintenance, rapid deployment, and improved human safety
through automatic inspections in emergency conditions [68].
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Figure 1.2: (a) BSN scenario in Healthcare monitoring and assisted living (b) Example of how
information flow from sensors to sink node can cause congestion
Despite its achievements in these industries, WSN’s applications are not merely limited to
environmental and machine monitoring: rather, it has built its very own platform of Body
Sensor Networks (BSN) as shown in Figure 1.2a. Each patient body could be attached with
12 ECG (Electrocardiogram) sensor leads. Each lead may produce up to 360 samples/second
where each sample has 6 bytes. That means 2160 bytes/second [76] will be generated from a
single lead. With each packet size of 30 bytes [201], 72 packets/second can originate from a
single lead. This new platform, which is designed to closely monitor any physiological changes
in the human body, has been adopted in many healthcare monitoring applications. Sensors in
BSN are wearable and they are either attached on or implanted in humans to closely monitor
biological and physiological changes such as body temperature, blood pressure, glucose level
and ECG signals. These sensors give real-time updates of medical records to detect early
symptoms of disease. Therefore, the introduction of BSN in this area has met the growing
demands of 24 hour continuous monitoring of critical ailing patients. Not merely limited
to medical applications, the success of BSN technologies [107] also offer great advantages to
military surveillance, sports (fitness activities) and assisted living facilities. It is expected to be
the medium for ubiquitous information transfer in the next generation healthcare monitoring
[177] due to the many promising features offered.
Ideally, both WSN and its underlying platforms are fundamentally engineered to collect
information from the designated areas and human bodies respectively. These sensed data are
then transmitted to the end systems for diagnosis. Since WSN is normally used to moni-
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tor emergency situations, data collections and transmissions are therefore the two significant
processes which require major attention. However, these two processes impose considerable
challenges for its reliable implementation in WSN and BSN.
Because the platforms are tightly constrained by their limited resources (e.g. buffer, band-
width, processing speed, energy), there are real challenges in ensuring timely and accurate
high data delivery in emergency conditions. Since they both operate in wireless domains, both
platforms are exposed to high risk of Bit Error rates (BER), making their implementation
even more challenging. Furthermore, the limited buffer spaces and energy in these domains
have created substantial performance boundaries for the underlying applications [188]. With
very limited capacities of bandwidth and storage, the buffer is highly likely to be overwhelmed
by large volumes of sensor readings. This problem, which is intuitively known as congestion,
has intimidated almost all kinds of networks and appears to be even more challenging in both
WSN’s and BSN’s domain applications that involve life-threatening measurements. For exam-
ple, a congestion scenario in BSN is illustrated in Figure 1.2b which may cause many other
problems such as the increase in packet loss rate, high energy consumption and high service
delay, all of which are detrimental to its performance. Congestion in WSN may also have the
same effects that might harm its applications.
This thesis focuses on how to provide reliable data transmission during emergency event
detection. Vast amounts of data generated during this critical period may result in poor perfor-
mance that may affect the underlying applications. In particular, we aim to avoid congesting
and minimize the effect of traffic overload due to massive sensor readings during concurrent
data transmissions. In another words, we are targeting at reducing severe effects from con-
gestion where packets are simultaneously conveyed, causing the system to become unable to
accommodate the incoming packets. In situations where congestion is inevitable, our aim is to
minimize the risk of losing important packets to enable them reaching their destinations. In
addition, we are also concerned with avoiding any infected regions which is crucial to prevent
packets from being trapped and lost during transmission. Likewise, transmitting the packets in
a shared wireless medium always impose high risk of packet collisions. Therefore, our last con-
cern is to avoid or minimize packet collisions that can cause severe performance degradation.
In the next section, we define the problems associated with congestion and infected regions,
leading to definitions of research questions in the following section.
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1.1 Research Problems
Despite the wide acceptance of WSN in various remote control and monitoring systems, there
are still obvious challenges and hurdles for effective deployment in various real-time systems.
Important QoS issues such as packet loss, delay, real-time guarantees, energy efficiency and
reliability still remain to be solved [25, 53, 66, 82, 95]. For instance, information loss about
offshore pipeline leakage in oil-and-gas industries may result in long transmission delay and
cause enormous ecological damage. Avoiding this problem from occurring in the first place is
thus a matter of global importance.
However, providing high QoS assurance in WSN also imposes many challenges. Practically,
sensor nodes are designed to be relatively tiny, battery-powered and low-cost. These design
characteristics make them prone to suffer from low memory (buffer), bandwidth and processing
power (energy) and so limit their performance to a certain extent [127].
In WSN, the total amount of the sensed data accumulated at every intermediate sensor node
(and sink) can be relatively large. This problem may cause contention among packets waiting
to get through the next node which has limited capacity [53]. Congestion is the main reason
for unreliable data transmission in WSN and is also influenced by the natural phenomenon
of high error rates in the shared wireless medium. From its theoretical definition, congestion
represents a state of traffic overloading as a result of buffer overflow. This may cause severe
QoS degradation such as the increase in transmission time, high numbers of packet loss, low
numbers of throughputs and extra energy consumption.
Congestion is mainly driven by many-to-one data sending approach in WSN. Specifically,
it is caused by the primary traffic in WSN which is generated by upstream flows from various
sensor nodes to a smaller number of sink nodes. In this scheme, a few hundreds or even
thousands of idle sensors suddenly become activated, perform the required sensing mission and
convey multiple readings towards a sink node. These processes could either be upon request or
event-driven. In an emergency situation, where a great number of sensors forward the sensed-
data to a few sink nodes, a sudden surge of data transmission occurs. This will result in high
reporting rates at the sink node and may create a shortage of resources in terms of offered
bandwidth and the sink’s buffer space. The huge amount of reporting data may create severe
packets’ contention at the full buffer, thus leading to network congestion that could totally
collapse the network. Therefore, congestion in such critical scenarios should be avoided by all
means. In BSN, heavy congestion may occur when multiple leads from a patient have data
to be sent to the gateway which is constrained by limited resources, and sensors from several
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Figure 1.3: (a) Example of congestion scenario. Large number of sensors scattered in the event
area, will collect necessary information that can generate massive readings, leading to possible
congestion. (b) The impact of ECG signal lost which might affect critical ailing patient.
patients are also sending their readings simultaneously.
A congestion scenario is illustrated in Figure 1.3 where the sudden surge of the sensed data
from multiple nodes creates high reporting rates that may overload either intermediate nodes
or the gateway’s buffer. This scenario may repudiate the intermediate nodes’ ability to cope
with further incoming streams from the downstream nodes, causing considerable packet loss.
Congestion may waste energy and useful resources to the extent that may collapse many real-
time applications in WSN and BSN which require high quality assurance [184]. Thus, reliability
and timely delivery are important issues to be addressed in these domains [25, 58, 180].
In other words, congestion creates a potential for high risk of packets being dropped, adding
extra possibilities for service degradation and indicating very low service quality. For example,
the dropped packets may carry important messages of emergencies. These packets need to be
retransmitted for reliability purposes. The retransmission process in a sensor network requires
use of additional resources and results in increased network delay as a whole. In addition,
congestion may also affect WSN’s performance in many aspects such as discontinuation of
channel connection or lower channel quality and lead to significant amounts of wasted energy.
These consequences are worse in a higher number of hops traversed. The further the packets
travel, the more energy is wasted. The effect of congestion can also be massive. It may cause
data to become obsolete due to high transmission delays and retransmission processes. Due to
unavailable space, the sensed-data waiting to be accepted at the sink node may finally become
stale and expire. This could lead to inaccuracies in information and may also involve the loss
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of much information.
Further effects of congestion can be clearly envisaged in healthcare and other real-time
applications such as environmental hazard detection (e.g. wildfire monitoring, healthcare mon-
itoring). In these domains, ensuring timely arrival of the sensed-data during critical periods
is crucial. For instance, in healthcare monitoring of ECG data, the signals should be received
within a specific period to be valid for a decision-making process. Its receipt allows immediate
appropriate action to be taken on critical patients. Late arrival of the data and the loss of
information in such a situation are intolerable as information will appear to be obsolete, caus-
ing a false diagnosis that could endanger the patient. Congestion may also cause some part
of patient’s abnormal ECG signals to be lost. As a consequence, wrong information about the
patient’s current condition will be received by physicians and this will lead to false diagnosis
as shown in Figure 1.3b. The correct information, though received later (through the retrans-
mission process) will be obsolete and no longer valid upon its arrival. Critically ill patients
might be seriously affected if no immediate action is taken. Concern with these issues, on-time
data delivery and data validity are therefore parts of important criteria to prevent further QoS
degradation [25, 58, 102, 180].
As such, ensuring the timely packet delivery and maintaining accurate information in those
real-time applications are of utmost importance as it will really help to avoid false alarms that
might lead to wrong diagnoses and affect the victim or patient. As late delivery and packet
loss will lead to obsolete data and inaccurate information retrieval, these problems have to be
avoided in both platforms as each packet may carry meaningful translations for the associated
monitoring systems. For example, in BSN, the loss of a packet or unreliable transmission of
information might lead to the death of a patient who could have otherwise survived had the
packets arrived safely. All these problems have motivated us to provide a reliable solution to
the issues.“Reliable” in this context means successful packet delivery, without being lost due
to buffer overflow, or kept unattended in the buffer. While data transmission is identified as
the highest energy consumption process, congestion which causes retransmission has been the
main reason for power depletion in these domains. Congestion avoidance is therefore a topic
worth studying and is of great interest to many researchers.
Further, due to unattended modes of operations in WSN, and the fact these operations are
totally dependent on battery power, these sensors are very vulnerable to several reasons for
failure. These include malicious attacks, hardware failures and software corruptions which, if
not addressed, may cause a node’s infection that will collapse the whole network. These infected
nodes will lose their capabilities to perform normal operations of data sensing and forwarding
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which seriously affect the entire transmissions. In such cases, nodes may also tend to generate
inaccurate data that will lead to wrong analyses at the end systems. These malfunctioning
nodes will also fail to forward the packets to the next hop, causing packets to be trapped in
the region. These packets can be considered lost if not transmitted within a specific period.
Considering a significant translation that the packets might carry, it is crucial to find a solution
to save these trapped packets and divert the incoming traffic away from the identified region.
Likewise, ensuring a seamless data delivery in WSN is crucial especially when transmitting in a
shared wireless medium that imposes high potential for packet collisions. This problem might
cause packets to be lost and so degrade the performance.
1.2 Research Questions
In order to overcome the aforementioned issues, we have outlined four research questions which
mainly cover the techniques to avoid congestion from occurring initially. One of these topics
also considers the method to avoid any infected regions so that no packets will be stuck in
a particular area. These techniques also include the methodologies to handle the effects of
congestion in unpredictable and inevitable wireless conditions.
• First: how to adaptively control the transmission rate of a sensor node so that congestion
can be avoided while preserving high QoS standards without compromising the perfor-
mance? How can one ensure fair allocation of bandwidth and maintain high performance?
• Second: if the problem persists and congestion is inevitable, how to ensure the least
performance degradation of the system? This is in accordance with the assumption
of unavoidable packet loss conditions. How effective is the packet discarding method in
reducing the high number of reporting rates and which packets should be discarded while
optimising the performance?
• Third: how to efficiently route the incoming traffics away from any infected regions to
maintain data continuity and avoid traffic from being trapped in identified areas and
prevent more packet loss occurrence? How are the infected regions classified?
• Last but not least: how can a contention level be controlled to help reduce packet colli-
sions in a shared wireless medium? What is the relationship and benefits of packet size
optimization in minimizing the effect of packet loss in high error rates during congestion?
Research Contributions 12
1.3 Research Contributions
To address these research questions, four different approaches have been proposed. This section
emphasizes the summary of our contributions in each of the proposed solutions.
• The first approach addresses the concern of traffic overload by developing a technique
that can curb high transmission rates after a certain threshold, avoiding congestion us-
ing buffer management and rate limiting techniques. This first approach combines the
existing scheme of Relaxation Theory (RT) [115] and Max-Min Fairness (later termed as
RT-MMF ) to achieve optimum performance. The RT method ensures that all the sensed-
packets are transmitted without being left queued in the buffer at end of transmission.
It handles congestion in resource-constrained WSN by “relaxing” or “postponing” exces-
sive packets within an allowable unit delay. The amount of packet transmission at one
particular time is determined by an Engineering Level (EL) that depends on packets’ ar-
rival rates. In other words, the proposed RT avoids the formation of channel contention,
so reduces the occurrence of packet loss by postponing the excessive packets for later
transmission. This method handles the problem of full buffer occupancies and therefore
greatly contributes in reducing the number of packet loss and transmission delay.
However, based on some preliminary analysis, we observed that RT will produce high
data rates during simultaneous data convergence in multi-hop scenarios. This is due to
incorporation with other ELs from different sources, resulting in a very high EL. On the
other hand, the proposed MMF method consists of Progressive Filling algorithm which
controls the transmission rates once the produced EL is so high that it can overwhelm
WSN’s limited buffer spaces. The MMF will reset all ELs from different sources to zero
and grow them constantly at the same pace. By this means, the produced transmission
rates from RT cannot go beyond the assigned buffer capacities. This adheres to the
limited resources in WSN. It is not feasible to make provision for transmission rates
above the real-time threshold. Simulation experiments have been carried out using NS-2.
The obtained simulation results demonstrate significant performance improvement with
substantial reduction of both packet loss (53.8%) and transmission delay (88.8%) of the
integration RT-MMF scheme.
• In order to address the second research question, the second approach is proposed to
ensure that the system can still exhibit optimum performance where the occurrence of
packet loss is irresistible. In particular, if congestion persists, this approach tries to reduce
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the possibility of losing important data. Instead of losing any packets, this technique will
identify the least important packets and discard them, based on some selection criteria.
To accomplish this objective, we employ the Selective Packet Discarding (SPD) method
based on its proven abilities to selectively discard some unimportant packets. In addition,
the selection criteria is based on Multi-Objective Optimization (MOO) that identifies the
least important packets through simultaneous optimization module and discards those
packets to ensure the best possible solution. This method will give additional space for
more important packets which deserve the transmission to get through the network for
immediate diagnosis and emergency procedures.
To the best of our knowledge, neither method have ever been adopted as congestion
control techniques in WSN. For instance, MOO has been widely used to optimize mul-
tiple objective functions in other areas such as intelligent systems, finance, oil and gas
industries and automobile design. Nonetheless, it has never been applied in networking,
particularly in solving the congestion issue. In this thesis, the MOO is employed to sup-
port high QoS assurance by optimizing the options of which packets may be discarded
in SPD. By employing the MOO, multiple objectives functions can be optimized at the
same time, thus the obtained results will be in the highest optimization state. Consider-
ing all the relevant features from both methods, the integration technique between these
two schemes has been found to have great potential in reducing high traffic numbers.
This is especially true in scarce resources system like WSN, making it a suitable choice
for congestion control in this domain.
• The third contribution imposes the concern to by-pass any infected regions caused by
several factors such as malware attacks, hardware failure and software corruptions from
being trapped and thus not reaching the destination node. Should the packets be routed
through the corrupted regions, many unexpected delays and losses will result. Other
consequences include wasted energy and other resources that may further deteriorate
WSN performance. Therefore, this problem should be avoided in advance. By-Passed
Routing (BPR) is a novel approach, purposely designed to avoid transmissions in infected
regions. This method uses Fuzzy data clustering-based anomalies detection to detect any
abnormalities in the sensed data. Packets containing anomalies will be grouped together
to form clusters which will subsequently be used in the proposed by-passed routing.
The proposed routing method in BPR is based on the information of 1-hop neighbouring
possessed by each node. This method eliminates the need to keep the knowledge of
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the entire network, so is more energy-efficient. Upon detection of anomalies, the stuck
packets are re-routed using the twin rolling balls approach that rotates in two directions;
clockwise and counter-clockwise.
This technique also concerns packets-on-the-fly which might be lost should no precaution
be taken to divert or redirect the packets away from the identified regions. We are also
aware of the effort to minimize the number of communication overheads which might
worsen the condition. The idea of avoiding the infected area is crucial. This is due to
WSN’s design limitations that suffer from scarce resources. Transmissions through the
affected regions may introduce various possibilities for severe performance degradation.
Avoiding this problem to begin with is a strong consideration to preserve high QoS.
• To mitigate the concern in the fourth research question, our next contribution provides a
robust solution to minimize the number of collisions in Medium Access Control (MAC).
In particular, this approach deals with collision issues using Variance-based Distributed
Collision Control (DCC-V) and packet size optimization technique. The incorporation of
these two techniques is another great contribution of the thesis. The selection of packet
size optimization is based on the fact that packet size has a significant role in determining
the successful data delivery in WSN. This is due to the error-prone and unpredictable
nature of WSN transmission.
The proposed scheme also takes into consideration the channel-free condition and collision-
free probability in such a way that collision amongst the contending packets can be
avoided. This circumvents any congestion symptoms and achieves congestion-free trans-
missions. This has been proved by simulation analysis using NS-2 which shows good
differentiation between our enhancement method and the existing IEEE 802.15.4 proto-
col. A good characterization of the collision history by DCC-V greatly helps to achieve
our goals. The performance of the proposed technique is evaluated and compared with
the existing WSN protocol (without the use of DCC-V).
1.4 Limitations of Existing Solutions
Compliance solutions for solving congestion have been in industries for over a decade [67,
103, 123, 124, 151, 152, 187]. This can be seen by the evolution of various congestion control
solutions found in literature. However, most of these solutions are not applicable to WSN and
its derived platforms due to their different characteristics (i.e. topology, large scale networks)
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and error-prone nature of wireless transmission. Moreover, the resource limitations inherent
in these domains also make the existing methods unsuitable to be used for WSN. Most of
the typical congestion approaches have not considered the energy consumption and neglected
efforts to prolong network lifetime which are two significant criteria in ensuring high QoS in
WSN. These gaps have triggered an urgent need for a robust solution to these requirements.
In particular, most existing techniques are specifically designed to tackle congestion issues
in Transmission Control Protocol (TCP) [113, 143, 162, 182, 186], Frame Relay network and
Asynchronous Transfer Mode (ATM) [61, 75]. These schemes are not fully aware of the un-
predictable nature of the wireless medium which could affect the overall performance such as
the presence of high error rates, noise and distortions. In addition to the performance issues
experienced by most existing congestion control techniques, there are many other issues that
make them incapable of solving congestion in sensor networks. Most of the methods lack ma-
jor concerns such as fairness and reliability. The generation of high routing packets is another
critical drawback of a resource-constrained sensor network.
Although there exist some congestion control techniques for WSN [4, 116, 158, 167, 168,
179], they merely focus on solving the issues after congestion. Due to the resource limitations,
such problems cannot be afforded in WSN. Therefore, advance congestion avoidance is a better
option. This thesis focuses on advance congestion avoidance techniques to reduce high traffic
volumes and minimizing the effect of packet loss occurrence to improve overall performance.
Moreover, to ensure reliability, this thesis also focuses on important issues such as preventing
transmission in infected region and avoiding packet collisions.
1.5 Thesis Organization
The remaining chapters in this thesis are organized as follows:
• Chapter 2: Relaxation Theory with Max-Min Fairness (RT-MMF) investigates
the effectiveness of Relaxation Theory (RT) in avoiding congestion in early stages. In
particular, this chapter aims at reducing high traffic volumes by “relaxing” or “postpon-
ing” any excessive packets into the future. However, the postponement process is kept
within allowable unit periods to avoid producing unbounded delay. This is to achieve
desirable high quality assurance. This chapter also presents the detailed surveys on the
existing congestion control techniques which found minimal consideration of congestion
avoidance schemes. The survey finds interesting gaps in the existing research which re-
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quire attention. The proposed integration method between RT and MMF as a scheme
to cater limitations in the original RT is the highlight of the chapter. The evaluation of
the results and comparison with the existing techniques are also presented.
• Chapter 3: Selective Packet Discarding with Multi-Objective Optimization
(SPD-MOO) explores a new ability in dealing with high packet loss rate during heavy
traffic conditions. The first part of the chapter presents the operation of SPD followed
by the proposed MOO technique. Several objective functions that need to be optimized
and are subjected to a certain constraints are defined. To study the effectiveness of
the proposed solution, this chapter is presented with different congestion scenarios where
multiple objective functions need to be simultaneously optimized. The results are plotted
in graphs which demonstrate substantial performance improvements.
• Chapter 4: By-passing infected areas introduces important features of ensuring
effective routing schemes during a node’s infected period. This chapter consists of two
main parts: anomaly detection using Fuzzy data clustering, followed by the proposed
BPR technique. It employs Fuzzy-based data clustering for anomaly detection and uses
the information to route the incoming packets away from the identified infected nodes.
The basic operation of BPR which is based on greedy forwarding algorithm is presented,
followed by two different algorithms to divert both the stuck (twin-rolling balls) and
incoming traffic (traffic diversion) away from the infected areas. Performance evaluation
and comparison with existing by-passing routings have also been presented in the latter
section.
• Chapter 5: Variance-based Distributed Collision Control (DCC-V) and packet
size optimization proposes a unique collision management technique. The first part of
the chapter explains the main DCC-V operation which highlights its exceptional contribu-
tion. This chapter continues with the introduction of packet size optimization and three
important parameters, namely the probability of successful carrier-sense, probability of
channel-free and probability of MAC-failure that are essential in achieving minimum col-
lision rate in WSN. Simulation experiments and analysis of the proposed method are also
given in the final section of the chapter.
• Chapter 6: Conclusion summarises the thesis and highlights our main contributions.
The key points based on analysis and observations are also shown. This chapter also
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discusses potential areas for future research to further improve the performance of WSN
and BSN.
Chapter 2
Adaptive Rate Control Mechanism
for High Traffic Reduction
As discussed in Chapter 1, although WSN and BSN have gained increasing prominence in
various monitoring applications, the well-known scarce resources embedded in them ultimately
leads to channel contention during simultaneous data transmissions. This problem causes
severe performance degradation and diametrically opposes our goal of maintaining persistent
QoS.
To address these congestion implications, this chapter, which corresponds to the first re-
search question, explores a new adaptive rate-controlling technique known as Relaxation The-
ory (RT) and investigates its effectiveness when integrated with a buffer management scheme
called Max-Min Fairness (MMF) - referred to as“RT-MMF” in this chapter. This integration
technique is used to manage and control the buffer occupancies in WSN and BSN. The proposed
technique, which aims at achieving optimal performance, is regarded as a means of avoiding
congestion when high traffic volumes can cause buffer overflow in both scenarios. This is done
at an early stage of physiological data transmission at a sensor node. Congestion can be solved
from different perspectives. To the best of our knowledge, this is the first attempt to solve
congestion using the proposed technique. All other approaches [67, 103, 123, 124, 151, 152, 187]
are not applicable for either WSN or BSN because of their unique characteristics, involving
great amounts of traffic and possessing different network topologies. The proposed technique
locally performs the rate control mechanism by “relaxing” or “postponing” excessive packets
within a specific allowable period. Accordingly, the MMF phase augments RT by reducing high
transmission rates that would naturally accumulate in densely deployed sensor networks. This
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chapter focuses on the implementation of congestion control in industrial WSN setup (IWSN)
and BSN.
The rest of this chapter is organized as follows. First, Section 2.1 presents the background
of the study which consists of problem statement and some limitations of the existing solu-
tions. Further, we specifically highlight the motivation and contributions of this chapter which
correspond to the concern in addressing the outlined research issues. Section 2.2 lists extensive
surveys on the existing rate-limiting approaches and the hindrances of the traditional conges-
tion control techniques. We next proceed with the most important section which resembles
the proposed network integration model which is RT-MMF in Section 2.3. Here, we describe a
generic representation of the proposed solution that highlights its basic operations and features.
We also present the typical constraints required for RT to achieve desirable performance. In
particular, a successful transmission of a packet in RT depends on correct derivation of one pa-
rameter called Engineering Level (EL). The EL value will determine appropriate transmission
rates which should adhere to the defined constraints. If these constraints are satisfied, conges-
tion is very unlikely to happen and thus all packets can be transmitted to their destinations.
This chapter then discusses the appearance of the limitations in RT during multi-hop scenarios
which lead to the introduction of Max-Min Fairness (MMF) in Section integrate-rtmmf-chp2.
An overview of the generic use of MMF in other domains is also presented. The MMF opera-
tion is illustrated using Progressive Filling Algorithm which controls the sending rates above
certain thresholds.
To evaluate the performance of RT-MMF, we perform extensive simulations in NS-2 as can
be seen in Section 2.5. For that purpose, we conduct different simulation setup for WSN and
BSN where the results are presented separately in each section. In this chapter, the experiments
for WSN are based on industrial setup of vibration analysis for semiconductor fabrication plant
and military surveillance. Performance comparison in different scenarios shows significant
improvement over original WSN and BSN. This chapter also provides comparisons with other
existing solutions in Section 2.7.
2.1 Introduction
The rapid advance in WSN technologies realizes faster communications among devices. Sig-
nificant features offered by WSN have seen widespread acceptance and relevancies in diverse
monitoring applications such as in health-care, home-automation, habitat monitoring, battle-
field [13, 78, 80, 97, 100, 144], target tracking [27, 77, 130, 174] and industrial communications
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[17, 25, 50, 55, 58, 102], replacing the traditional wired monitoring systems. This improvement
has proliferated the expected QoS.
Since major resources are limited in WSN, ensuring a high QoS is a real challenge. Sensor
nodes tend to produce huge amounts of data during emergency events. As discussed in Chapter
1, the convergence of very heavy traffic, especially during simultaneous transmissions, may
overwhelm the limited buffer capacity in a sensor node. Since a drop of some specific packet
may lead to major related problems, this congestion cannot simply be ignored and requires
serious attention. Major destructive effects could result, affecting the associated victims and
potentially the whole nation.
Although congestion issues have received considerable attention from research communities,
most existing techniques focus mainly on tackling the congestion after its occurrence. This is in
stark contrast with our objective which seeks to ensure the system is steered clear from conges-
tion in the very first place. Our proposed technique avoids the formation of unfinished works
in any sensor nodes, hence ensures reliable packet delivery. The unfinished works, sometimes
called incomplete works, means the number of packets which are still queued in the buffer at
end of transmission. The term ’works’ refers to packets and these two terms are used inter-
changeably in this chapter. Also, the proposed RT-MMF method tries to minimize the packet
loss occurrence that has caused a major dilemma in WSN and its underlying applications.
Due to the great deployment of WSN in industries monitoring applications as discussed in
Chapter 1, some of the experiments presented in this chapter are based on the industrial setup,
specifically for vibration analysis in semiconductor fabrication plants.
2.1.1 Existing Solutions and Limitations
A few attempts have been made to address the QoS issues associated with WSN [17, 25, 55,
58, 82, 95, 102]. However, they are still limited to energy efficiency, routing and hidden-node
collision problems. Although these methods can successfully achieve their objectives and goals,
tackling QoS issues such as congestion avoidance are absent in these approaches. The common
research issues include how to extend the network lifetime, minimize the transmission cost and
avoiding node collisions.
Moreover, the existing congestion control approaches found in literature [67, 103, 123, 124,
151, 152, 187] are mostly inapplicable for WSN due to its unique and stricter QoS requirements
involving very considerable amounts of traffic [184]. Further, congestion detection and mitiga-
tion processes normally involve high notification messages that may consume extra energy. In
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addition, most of the existing techniques mainly focus on tackling the congestion after it has
happened, while our approach ensures a congestion-free system in the first place.
Although there are some congestion control techniques for WSN [4, 116, 158, 167, 168,
179], their performances fail to cover fairness and reliabilities issues. In [4] for instance, the
transmission throttles all the flows after congestion detection, thus eliminates fairness for the
non-congested flows.
2.1.2 Motivation
The research in this chapter is driven by the crucial need to solve the issue of losing packets
during congestion. As applications in WSN and BSN mainly deal with real-time data collections
and information updates, these systems cannot afford high packet loss rates. The main aim
is to handle the scarce resources in WSN and BSN so they can be fairly allocated. This is
important to serve all the collected readings without any failure. In particular, we seek to
tackle the issue of losing important packets in real-time and life-critical applications. Thus,
it is critically essential to avoid queuing those packets containing significant information (e.g.
leakage of a pipeline or the malfunction in an offshore valve system) in the buffer or avoiding
their loss altogether due to congestion.
Therefore, this chapter seeks to find an appropriate Engineering Level (EL), L(f, ξ) 1 to
ensure that at the end of transmission, there are no unfinished works left in the buffer. This
also minimizes the number of packets lost. Note that the words EL and L(f, ξ) are used
interchangeably in this chapter to represent the Engineering Level. Our main goal is to handle
the scarce resources in WSN and BSN so as to fairly allocate them to all the collected readings.
2.1.3 Contribution
This chapter proposes a new approach for congestion-avoidance using buffer management and
rate limiting. The proposed method combines the existing scheme of Relaxation Theory with
Max-Min Fairness (RT-MMF) to achieve optimum performance. The RT method ensures
that all sensed packets are transmitted without being queued in the buffer at the end of
transmission. The number of packets transmitted at one time is determined by the EL that
depends on packet arrival rates. MMF plays a role when the produced EL is too high, as it
can overwhelm WSN’s limited buffer spaces. The high EL above a certain threshold will be
1 The Engineering Level is defined as the number of packet slots in a combined pool of bandwidth, in order
to place the incoming packets, potentially after some buffering, without any additional loss or delay.
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curbed and set to a constant value before being slowly increased. The experiments carried out
in NS-2 demonstrate that the integration method brings significant performance improvement
with massive reduction in both packet loss (by 53.8%) and transmission delay (by 88.8%).
The contribution of the proposed work can be summarized as follows.
• A novel congestion avoidance method in scenarios of industrial automation settings us-
ing the integration method of RT-MMF. Our intensive observations in [184] found that
RT produces high data rates during simultaneous data convergence in multiple nodes.
Therefore, the MMF is proposed to lower the high transmission rates, reset them to zero
and set to a constant rate once the threshold is exceeded.
• A significant reduction in the number of packets lost and transmission delays compared
to existing methods. The proposed RT-MMF avoids the formation of channel contention,
hence reduces the occurrence of packet loss by postponing the excessive packets for later
transmissions within an allowable unit delay. This method handles the problem of full
buffer occupancies and therefore greatly contributes in reducing the rate of packet loss
and transmission delay.
• Achieved low transmission rates which are feasible to provision in resource-limited WSN
domains. The proposed MMF method consists of Progressive Filling algorithm which
controls the transmission rates once the threshold is exceeded in a way that grows all the
rates at the same pace from zero. By this means, the produced transmission rates from
RT simply cannot go beyond the buffer capacities.
• The applicability and effectiveness of RT [115] in solving congestion has been tested in a
BSN scenario and some preliminary analysis can be found in [184]. On top of that, this
chapter focuses on delineating congestion issues in a bigger network that involves more
nodes, as in the case of industrial WSN. Simulation using NS-2 has been carried out to
measure the performance of the proposed RT-MMF method, and important performance
improvements were obtained.
2.2 Related Research
Although some efforts have been made to deal with WSN’s QoS issues [17, 25, 55, 58, 82,
95, 102], most focus on issues like energy efficiency, routing and solving the hidden-collision
node problem. For instance, a compression technique known as Compressive Sampling (CS),
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has been suggested in [17] to extend network lifetime. This method minimizes the number
of transmitted packets so that the energy can be preserved and thus lengthen the network
lifetime. The method found in [55] also seeks to improve energy efficiency by means of a cluster-
tree. The inter-cluster collisions have been avoided by finding a suitable periodic schedule for
sensor nodes. While these techniques can ensure low energy consumption via minimum data
transmission and cluster-tree scheduling respectively, packet loss rate which is one of the factors
that can contribute to energy depletion, has not been considered.
On the other hand, the method proposed in [58] focuses on the routing, which takes into
account the cost, energy and finding a reliable path to the sink node. To achieve reliability, this
method sends redundant packets to several different paths. This may consume extra energy and
so should be avoided in the resource-constrained WSN. A hidden-node collision, which is based
on Medium Access Control (MAC), is proposed in [82]. This method splits the non-hidden
nodes into different clusters in order to avoid interference between the overlapping clusters.
While this approach has successfully been tested on the IEEE802.15.4/Zigbee protocol, the
evaluation of their performance is only limited to three metrics (i.e. throughput, probability of
success and energy consumption) without considering another important factor that can also
lead to WSN’s performance degradation, namely congestion.
Over the past few decades, Transmission Control Protocol (TCP) [29, 40, 57, 152, 161,
172, 183] has been established to become a well-known end-to-end transport protocol. With
reliability and efficient services, TCP also features congestion control suitably fitted wired
systems. However, these developments fail to accommodate congestion control over WSN with
special characteristics [192]. The limited capacities in WSN nodes complicate the effective
implementation of these methods. In addition, some existing congestion control techniques in
literature [67, 103, 123, 124, 151, 152, 187] are not applicable for WSN and BSN due to their
unique and stringent QoS requirements, as well as involving very large amount of traffic [184].
Therefore, several attempts to solve congestion specifically targeting WSN have been found
in [4, 116, 158, 167, 168, 179]. Despite their achievements, these techniques fail to consider
some important issues such as fairness and reliability. In Event-To-Sink Reliable Transport
(ESRT) [4] for instance, the transmission throttling of all the flows after congestion detection
eliminates fairness for the non-congested flows. Also, congestion detection and mitigation
processes normally involve high notification messages that may consume extra energy. Most
of these techniques focus mainly on tackling congestion after the event, while our approach
ensures a congestion-free system from the outset. Our work is basically similar to the works
found in [116, 167]. However, in LACAS [116] an attempt is made to equate packet arrival rate
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with packet service rate; the assumption that may not always hold in WSN. Excessive data
over a small service rate will lead to a high number of packets being dropped. On the other
hand, CODA [167] also throttles node transmission once congestion is detected. Even though
this technique can achieve energy efficiency, the reliability issue (which is the main concern in
real-time monitoring applications) has not been addressed.
The method found in [179] employs Additive Increase Multiplicative Decrease (AIMD) to
adaptively control node’s sending rate based on the congestion notification from child nodes.
When the previous packet is successfully forwarded, the intermediate node will increase the
sending rate by a constant α. Otherwise, the sending rate is multiplied by a factor of β.
This approach causes a sudden change in bandwidth consumption upon detection of packet
loss. On the other hand, the ESRT [4] monitors the local buffer occupancies for congestion
detection. Source nodes will be notified to slow down the sending rates once the buffer level
exceeds a certain threshold. Despite their achievements, these two methods do not take into
account the amount of incomplete works in the buffer at the end of transmissions. This is
an important criterion for ensuring reliability in both WSN and BSN. Another rate-limiting
technique, known as Pump-Slowly, Fetch-Quickly (PSFQ) [168] also fails to solve the packet
loss problem due to congestion, so is not feasible for WSN and its underlying platforms. In
contrast, the nature of unpredictable WSN topologies that depends on connectivity and node
variations, make these approaches unsuitable for addressing congestion problem in WSN.
Few attempts to address fairness concerns for congestion control in WSN have been found
recently [98, 192]. However, the approach in [192] is only limited to a single flow scenario. The
Weighted Fairness Congestion Control (WFCC) [98] on the other hand, assigns weight for each
sensor node to mark the level of importance. This method combines a node’s weight with the
adjustment of incoming data rate to control congestion. However, this adjustment data rate
needs to be done periodically which seems to be impractical given the bursty nature of WSN
data collection, especially during event detection.
The use of rate limiting in solving congestion issues has been widely explored in sensor
networks as a fundamental approach to controlling high traffic volumes. While many of these
mechanisms [4, 116, 158, 167, 168, 179] mainly focus on mitigating the congestion, we aim
to prevent this problem before its initiation. Uniquely differentiated from those typical rate-
limiting approaches, our proposed approach prevents congestion by deriving an appropriate EL
(L(f, ξ)) that combines the service rate and buffer size of a system, so that the occurrence of
packet loss due to congestion can be avoided in advance. Once the correct L(f, ξ) is obtained,
packets are either directly applied to the output pool or kept in the specified buffer for at
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Figure 2.1: The functional blocks of the proposed RT-MMF to be used in highly distributed
industrial process for congestion avoidance
most ξ cell slots. As far as this domain is concerned, there is no work that employs RT in
their design frameworks to solve the aforementioned problems. The proposed method also
integrates the features of Max-Min Fairness (MMF) to handle RT’s high EL during multi-hop
transmission. This integration method, RT-MMF, is based on Progressive Filling Algorithm
to lower the resulting EL before it reaches maximum link bandwidth. A detailed explanation
of the proposed system is given in the next section.
2.3 The Proposed System Model
The functional block of the proposed RT-MMF architecture is illustrated in Figure 2.1, and
all the notations used in this chapter are listed in Table 2.1. This architecture is divided
into two parts: rate limiting using RT, and the adaptive rate control using MMF. Uniquely
distinctive from all the above-mentioned solutions [4, 116, 158, 167, 168, 179], the proposed
method adaptively controls the transmission rate based on the available resources specified by
the obtained EL. If the EL value at the intermediate node exceeds the available node’s capacity,
MMF will be applied. This approach prevents congestion from happening as well as providing
fair allocation of bandwidth to all the contending packets, hence minimizing the occurrence of
packet loss.
2.3.1 Relaxation Theory (RT): Concept and Overview
RT [115] was originally proposed as a trade-off study between delay, cell loss, number of a
system’s buffers and bandwidth. This method allows the allocation of the appropriate EL to
meet the stringent service demand in sensor networks. The novelty of this approach relies
on the “relaxation” of the excess incoming packets so that they can be“postponed” to any
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Table 2.1: Mathematical Notations for RT-MMF
No Symbol Explanation
1 ξ Allowable unit delay
2 EL or L(f, ξ) Engineering Level
3 f(t) Packets arrival function
4 hn EL candidates
5 cn The point on x-axis where the average (A)
intersects with f(t)
6 O(Xn) Accumulative incomplete packets
at specific time t
7 O(b) Incomplete packets at end of transmission
time b
8 a and b Start and End time respectively
9 B = hξ Buffer size
10 i Link number
11 ni Number of sources using link i
12 xi Sending rate of link i
13 cy Link capacity
14 p A constant value setting as sending rate
value of allowable unit delay (ξ) without any additional loss or delay. Once the EL is properly
configured, bandwidth will be fairly allocated to each packet without any contention. This is
the major feature that may intuitively avoid congestion that is the main reason for high packet
loss. In this chapter, EL defines the number of available slots to transmit the awaiting packets.
Thus, proper derivation of EL is crucial to ensure no packets are left in the buffer at the end
of transmission.
The correct derivation of EL is obtained by adjusting the associated transmission rate
according to the derived L(f, ξ), which is based on the available resources. The value of EL
will determine whether a packet can be directly transmitted or should be kept in the buffer
until there exists some available transmission slots.
A conceptual view of RT can be illustrated in Figure 2.2, where f(t) represents the packets
arrival function from a single node over an interval of time [a, b]. However, there are always
some constraints on how to service the packets arriving at a buffer of a sensor node. These
constraints are important criteria in computing EL, so that the expected QoS can be assured.
Referring again to Figure 2.2, at each arrival time t, there will be only L(f, ξ) available spaces
for the outgoing services. Thus, only a number of L(f, ξ) packets will be transmitted. The
excess traffic will then be put in the buffer for at most ξ time slots. Since EL has been
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configured to adhere to all defined constraints, rules cannot be violated. This method can
therefore avoid any congestion symptoms and minimize packet loss occurrence.
2.3.1.1 The Constraints
This section highlights all the related constraints in obtaining the correct EL:
1. O(b) = 0 → Number of incomplete works at end of transmission time b should be 0.
2. Loss = 0 → Number of packets lost at end of transmission time b should be 0.
3. O(Xn) <= hξ, ∀n → The number of accumulative packets at a specific time t should be
less than the buffer size hξ during the entire interval [a, b].
4. ξ < b− a → The unit delay should be less than the time interval difference.
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The first and second constraints are important criteria for real-time industrial systems.
For instance, information or data loss in IWSN (e.g. oil/gas pipeline leakage) may lead to
unbounded delays and outdated information, all of which may trigger false alarms in the
designated affected area.
The third constraint implies that the incomplete packets at any time between a and b should
be less than the buffer size (hξ). This rule will avoid the formation of buffer overloading. The
highest number of incomplete packets should occur at point cn in such a way that O(cn) = hξ.
Last but not least, the final constraint requires that the unit delay ξ should be less than b− a.
Otherwise, the system may require a large buffer to seamlessly discharge all the packets, which
is impractical in scarce-resources WSN.
2.3.1.2 Engineering Level (EL), L(f, ξ)
Four parameters are involved in achieving the desired and appropriate value of EL (L(f, ξ)):
packets arrival function (f(t)), start time (a), end time (b), and allowable unit delay (ξ). Based
on these parameters, the correct L(f, ξ) can be derived as follows [115].
h = L(f, ξ) = max[h1, h2.., hn] (2.1)
The value of hn is derived from the average arrival rate (A) given asA(f, b−a) = 1
b− a
∫ b
a f(t) dt =
0. As the data arrival in WSN follows non-homogeneous Poisson distribution, the arrival rate
λ can be presented as λt [10].
When the delay ξ is introduced to the system, the number of incomplete packets is computed
as:
1
cn − a+ ξ
∫ cn
a
f(t) dt < h (2.2)
in which Equation (2.2) is referred as h1. The value of cn is obtained from the intersection
point of (A) and f(t). There will possibly be n number of c values in which h line intersecting
with f(t) at various points. To derive h2, the first constraint has been used to obtain the
following equations.
1
b− a
∫ b
a
f(t) dt <= h and
1
b− cn
∫ b
cn
f(t) dt <= h (2.3)
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Out of Equation (2.3), the maximum value between these two is used for the comparison in
Equation (2.4). Therefore we have:
L(f, ξ) = max[max[
1
b− a
∫ b
a
f(t) dt,
1
b− cn
∫ b
cn
f(t) dt],
1
cn − a+ ξ
∫ cn
a
f(t) dt]
(2.4)
The highest value from Equation (2.4) will be selected as EL. Finally, we need to check
whether O(cn + ξ) = hξ and O(b) = 0, which are the two significant validation tests, to know
whether the obtained L(f, ξ) is correct. In other words, the maximum permissible incomplete
packets should be equal to the size of the buffer. The incomplete packets that exceed buffer
size at any time in the interval may violate the rules. This can result in some packet loss that
will be detrimental to IWSN performance.
Algorithm 1 shows the various steps of the proposed RT rate limiting method. As described,
the key to success depends on the correct derivation of EL. The process begins by receiving
collected readings from various sensors placed in the event area. The arrival rate depends on
the number of sensors transmitting at one time. The number of packets arriving at the input
of RT is random, depending on the number of active sensor nodes. To create different arrival
rates at different unit times, a random number of packets is generated using Random Number
Generator (RNG).
Let us refer again to Figure 2.2. Once the incoming packets have entered the input trunk,
the system will check the slots that are available for transmission. This is equivalent to the
calculated EL, and will be different for each run.
2.3.2 Relaxation Theory in Rate Limiting
Concerning the severe effects that congestion may cause to the associated systems, we take a
further step to circumvent the congestion before it can even begin. This prevention scheme
can be regarded as a necessary requirement to maintain and optimize resources in WSN as
it keeps away the occurrence of packet loss and retransmission procedures that may take up
much bandwidth. This method thus offers great potential in saving considerable resources and
is cost-effective.
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Algorithm 1: Relaxation Theory Operation
1 Require: Arrival Rate f(t), Start time (a), Stop time (b), Allowable unit delay;
2 Define all constraints;
3 Calculate average arrival rate −→ f(t) = A(f, b− a);
4 From A(f, b− a) = 0, Calculate c;
5 Let A(f, cn − a+ ξ) <= hξ, Calculate h1;
6 Let
1
b− cn
∫ b
cn
f(t), Calculate h2;
7 Determine L(f, ξ) = Max[h1, h2, ...hn];
8 Check the incomplete packets at time b; O(b) == 0;
9 if (O(b) == 0) then
10 if (O(cn + ξ) <= hξ then
11 Congestion = 0;
12 L(f, ξ) = TRUE;
13 Loss = 0;
14 else
15 Congestion = 1;
16 L(f, ξ) = FALSE;
17 Loss! = 0;
18 Repeat step 4-17;
2.3.3 Problem Formulation in RT
The proposed RT solution has unique characteristics in dealing with congested networks. The
RT was chosen to control the rate at which the packets can be sent from each node. This
scheme therefore can avoid information loss due to buffer overloading or channel contention.
Its operation is based on successful derivation of EL which serves as a maximum sending rate.
The derivation of EL is solely based on packet arrival rate at each time f(t). The obtained
EL will ensure that all packets will be transmitted to their intended destinations without
loss. However, in multiple nodes transmissions, RT produces very high EL which cannot be
provided in WSN due to limited resources. The aggregated EL in every intermediate node,
plus the generated arrival rates of the current node itself, results in high EL. This scenario can
be explained in the following form.
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f(tD) = f(t1) + ELA1 + ELB1 + ELC1 , ...+ ELXn1
f(t2) + ELA2 + ELB2 + ELC2 , ...+ ELXn2
...
f(tn) + ELAn + ELBn + ELCn , ...+ ELXnn
(2.5)
where f(tn) is the arrival rate, A,B,C... are the sensor nodes, and n is the n
th of sensors. D
is the intermediate node that receives data from the upstream nodes. So the resulting EL is
defined as follows.
ELn > ELn−1 > ELn−2 > ELn−(n−1) (2.6)
The greater the number of nodes, the larger will be the EL. This will violate sensor network
characteristics and it is obviously not possible to provide for a high EL. Hence, another method
is needed to decrease the resulting EL at the affected nodes.
2.4 The Integration with Max-Min Fairness
This section provides an in-depth view on the integration between RT and another technique
called Max-Min Fairness (MMF).
2.4.1 Max-Min Fairness (MMF)
MMF [14, 157, 164, 173, 195] is deployed to support RT in handling the issue of high EL in
multiple node scenarios. (i.e. RT-MMF). The basic concept behind RT-MMF is to balance the
sending rate among the saturated links by allocating the same share of resources. The idea is
to decrease the sending rate of a source having a smaller sending rate in order to increase the
sending rate of another source. This technique can be best described by a simple analogy of
progressive filling, as explained in the next section.
2.4.1.1 Progressive Filling Algorithm
Progressive Filling algorithm ensures fair resource allocation when dealing with saturated or
congested links [70]. Figure 2.3 shows the topology simulation set up for the proposed method.
This proposed method does not require nodes to know the entire network topology, thus saving
memory space. This is because the initial rates generated by all sources are the same as soon as
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Algorithm 2: Progressive Filling Algorithm
1 Require: Engineering Level (EL), capacity (cy), number of sources (ni), links
(i = 0, 1, ...I), sending rate (xi);
2 if (EL > c) then
3 (i) Set x = 0 for all sources ni;
4 (ii) Increase the x at the same time for all ni;
5 (iii) Continue increasing until one or more link(s) hit the limit (saturated);
6 (iv) Freeze the saturated link(s);
7 (v) Repeat step 3(iii) until it is not possible any more to increase the rate;
8 else
9 xi = EL;
the MMF is employed. RT-MMF is automatically applied when the transmission rate exceeds
a certain threshold (normally before achieving the link capacity). The various steps involved
can be best presented and explained by Algorithm 2 and Figure 2.3 respectively.
Let i = 0, 1, · · · , I. According to the progressive filling algorithm [70], initially, the sending
rate is set to x0 = 0. It is then increased by letting xi = p until the maximum limit is reached.
However, this is always bounded by the link capacity itself, given in the following equations
[70].
n0x0 + nixi ≤ cy for all i = 1, · · · , I (2.7)
The first rate which hits the limit is at pi = min{ cyn0+ni }. Thus, the first congested link will
have the sending rate of:
x0 = min{ cy
n0 + ni
} (2.8)
To obtain the rates of the other, yet unsaturated sources, the rate is continuously increased
until the next limit is reached. That rate is given by the following equation:
xi =
cy − n0x0
ni
(2.9)
This reflects that, since the sending rate of x0 is already been found, the remaining link capacity
(cy) can be allocated to other sources. In any case, if the number of sources ni is equal for all
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Figure 2.3: The proposed RT-MMF for topology simulation setup. This configuration can also
be used to represent other industrial computer systems that incorporate the transfer of massive
data.
links, then the obtained rates for all the sources will be the same. The equation continues as
follows:
xi+1 =
cy − n0x0 − nixi
ni+1
(2.10)
This equation reflects that the next rate for the next saturated source is obtained.
2.4.1.2 Topology of RT-MMF
Figure 2.3 shows the proposed topology of RT-MMF. The RT-MMF will be automatically
applied to the system when the resulting EL exceeds the link capacity at any point. In that
case, RT-MMF will reset all the sending rates of all links to zero regardless of the EL obtained
earlier. The maximum sending rates can extend to the link capacity itself. This method
avoids contention among the packets due to high EL, as the resources are fairly allocated to
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Table 2.2: Experimental setup for single and multiple nodes
No Input Parameters Setup
1 Area of Sensor Field 500 x 500m
2 Number of Sensor Nodes 1-80
3 Bandwidth 250 Kbps
4 Packet Size 30 bytes
5 Transmission Range 50 meters
6 Radio Propagation Model TwoRayGround
7 Frequency Band 2.4 GHz
8 Energy Model Battery
9 Simulation time 10s-1000s
10 ξ 1, 2, 3
11 Constant sending rate increment (p) 100 pps
all links. The resulting xi is a dependent variable of the number of sources per link and the
given link capacity. The initial sending rate was set to 100 packets per second (pps). In this
way, fairness can be assured among all the packets, thus reducing the packet loss ratio and
improves transmission reliability.
2.5 Experimental setup
To ascertain the effectiveness of employing RT-MMF in performing the rate-limiting theory,
numerical analyses have been conducted using NS-2 based on the configuration setup specified
in Table 2.2. In order to create WSN environment in NS-2, we employ an existing framework
known as “Mannasim” [122]. This experiment is based on the assumption that controlling the
incoming traffic and managing the buffer at an early stage are the keys to success of congestion
control in the entire system. If the buffer can be emptied at each sensor node including the
intermediaries, the congestion is highly likely to be alleviated in the whole network system.
The Mannasim framework, which was specifically developed for WSN, employs a clustering
method that divides sensors into small groups. Each group is assigned a head known as Cluster
Head (CH) which forwards any received packets from other sensor nodes towards the sink node.
Experimentations are based on the standard ZigBee/IEEE 802.15.4 as a protocol stack due to
its low power consumption as well as its data rate (250Kbps) compared to Bluetooth (1Mps).
This is a crucial consideration in prolonging battery lifetime in IWSN remote monitoring
environment [108].
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Table 2.3: Experimental data using RT in three different ξ values for a single node
Time f(t) ξ = 1, EL=418 ξ = 2, EL=334 ξ = 3, EL=331
O(Xn) Loss O(Xn) Loss O(Xn) Loss
1 228 0 0 0 0 0 0
2 821 403 0 487 0 490 0
3 349 334 0 502 0 508 0
4 501 417 0 669 0 678 0
5 252 251 0 587 0 599 0
6 146 0 0 399 0 414 0
7 187 0 0 252 0 270 0
8 151 0 0 69 0 90 0
9 155 0 0 0 0 0 0
10 331 0 0 0 0 0 0
Total 0 0 0 0 0 0
2.6 Results and Analysis
This section presents the experimental results of RT-MMF using NS-2. We divided our analyses
into single and multiple hops sections where each section consists of separate results for WSN
and BSN. The results presented in the WSN division are based on the industrial setup while
BSN results are derived from healthcare application setup of ECG signals.
2.6.1 Single Node
This section divides the results into two parts: WSN and BSN. It begins with the results
obtained for WSN, followed by BSN. These experiments were undertaken to see whether RT
is capable of solving buffer overloading issues in WSN and BSN.
2.6.1.1 WSN
The experiment for single node in WSN is divided into three parts: short, medium and long
time intervals. Table 2.3 shows the results obtained for t = 10s of all the three ξ values. Note
that ξ can be varied accordingly. The graphical view of all the results obtained are illustrated
in Figures 2.4–2.6. Two performance metrics are used, namely: the number of incomplete
packets at time b, (O(b)) and the number of packets lost. The incomplete packets are the
number of packets still queued in the buffer at end of transmission.
According to Table 2.3, the resulting c1 occurs at t = 4, where the EL obtained is 418 for
ξ = 1, 334 for ξ = 2 and 331 for ξ = 3. Referring to the values, O(c + ξ) gives the highest
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Figure 2.4: The resulting O(Xn) with the calculated EL for different ξ values. (a) With
EL = 418, there are fewer O(Xn) along the given interval. (b) The increase in ξ gives lower
value of EL. Hence the number of resulting O(Xn) is higher at each time t compared to (a).
(c) Performance comparison with and without RT
incomplete packets for all the three cases, which is still below the buffer size of hξ, thus does
not violate the aforementioned rules. Also, the resulting O(b) is 0. These results validate the
choice of EL for this particular data. To avoid confusion, O(c + ξ) denotes the incorporation
of the delay ξ into the equation, not the summation of the two variables.
Figure 2.4a shows the resulting number of O(Xn) for ξ = 1. The resulting incomplete
packets O(Xn) occur starting from t = 2 until t = 6, then zero for the rest of simulation
time. The number of arriving packets at any time t that is less than the resulting EL, will be
transmitted as per arrival. At t = 2, there are 403 excessive packets beyond the EL slots. These
extra packets are therefore stored in the buffer of h∗ξ = 418∗1 and transmitted later, as shown
by the excess bar above the EL line in Figure 2.5a. At t = 2, as the buffer has not yet been
occupied, there are more than enough spaces to keep the packets until the next transmission.
The empty spaces in the buffer increase as packets are transferred into EL slots from that
time. Thus, there are no incomplete packets left (O(b) = 0) which validates the finding of EL.
The absence of packet loss at any time t as indicated by Table 2.3 further verifies the obtained
results.
We extended the value of ξ to 2 and 3, and the results are depicted in Figure 2.4b and
column 2 and 3 in Table 2.3. The EL for the second case is 334, and is indicated by a horizontal
line in Figure 2.5b. In this case, there are incomplete packets as early as t = 2 and remaining
until t = 8. These packets are stored in the buffer and transmitted together with current
arrival packets at the maximum of (EL − f(t)). This is true provided the stored packets do
not exceed the buffer size. At t = 4, there are still 669 O(Xn) in the buffer. Since this O(Xn)
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Figure 2.5: RT operation for (a) EL = 418 (b) EL = 334
exceeds the EL about 587 slots, they are kept for transmission in the next round. The processes
are repeated until end of time b, when all packets have been fully transmitted. Since the EL
obtained in both cases satisfy all the defined constraints, no packets are dropped as shown in
Figure 2.4b and the second column in Table 2.3.
To prove the correct selection of EL, we compare the obtained values of L(f, ξ) with two
lower values as shown in Figure 2.4c. The results are shown in Table 2.4. Not surprisingly,
both tested values (h = 200 and h = 300) have violated the rules by producing large amounts
of O(b). The total loss of 3294 packets for h = 200 indicates improper selection of EL, leading
to congestion occurrence detrimental to IWSN performance. The performance was slightly
improved for h = 300 with the reduction in packet loss as also shown in Figure 2.4c. In contrast,
the proper selection of EL always gives zero O(Xn) and packet loss. The proposed method
outperforms the one without RT at all times. Therefore, the proposed RT has substantially
improved the performance and eliminated the occurrence of congestion and packet loss in
advance.
As the time for analysis is extended to 100 and 1000 seconds, more congestion scenarios can
be observed since O(Xn) is an accumulative incomplete packets. The results are illustrated in
Figure 2.6. With RT, these O(Xn) tend to vanish towards the final point b as indicated in the
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Table 2.4: WSN: Comparison results between three different ELs when ξ = 1
Time h = 200 h = 300 h = 418
O(Xn) Loss O(Xn) Loss O(Xn) Loss
1 28 0 0 0 0 0
2 649 449 521 221 403 0
3 798 149 570 49 334 0
4 1099 750 771 422 417 0
5 1151 201 723 0 251 0
6 1097 642 569 115 0 0
7 1084 229 456 0 0 0
8 733 255 307 0 0 0
9 688 188 162 0 0 0
10 819 431 331 31 0 0
Total 819 3294 331 838 0 0
graphs. Without improper selection of L(f, ξ), the incomplete packets have a high potential to
overwhelm the assigned buffer size, leading to high packet loss as demonstrated by the points
above the buffer line in Figure 2.6a and Figure 2.6c. Although the resulting O(b) is 0, the
occurrence of packet loss has violated the RT characteristics and given bad effects to IWSN
environment. Such a situation should always be avoided. When RT is employed, the incoming
packets can be relaxed to any value of ξ, provided that ξ is not equal to b − a. A proper
derivation of EL can be reflected by zero value in both O(b) and packet loss as depicted in
Figure 2.6b and Figure 2.6c.
All the results obtained in this experiment show promising features in assisting good IWSN
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Table 2.5: BSN: Comparison results between three different ELs when ξ = 1
Time h = 500 h = 600 h = 754
O(Xn) Loss O(Xn) Loss O(Xn) Loss
1 159 0 59 0 0 0
2 508 8 308 0 95 0
3 206 0 0 0 0 0
4 303 0 0 0 0 0
5 515 15 112 0 0 0
6 80 0 0 0 0 0
7 0 0 0 0 0 0
8 162 0 62 0 0 0
9 0 0 0 0 0 0
10 0 0 0 0 0 0
Total 0 23 0 0 0 0
services. The outcomes have meant significant improvements and contributions to IWSN.
Zero incomplete packets presented in this chapter have eliminated the issue of incomplete
transmission while seamlessly solving the packet loss problems.
2.6.1.2 BSN
In BSN, the experiments for a single node were also conducted for three time intervals: 10s,
100s and 1000s. The graphical view of all the results obtained are illustrated in Figure 2.7 to
Figure 2.8.
In order to rate the performance of our model, we computed the comparison of O(Xn) in
two cases: with and without RT. The results are shown in Figure 2.7a. It can be seen from
the figure that our method outperforms the one without RT at all times. The resulting O(b)
is 0. By contrast, with lower value of EL (i.e. 400), there are still approximately 600 O(Xn)
at end of transmission time b, which is not permitted in RT.
Table 2.5 proves the correct selection of EL for this particular data. Not surprisingly, one
of the tested values (h = 500) has violated the rules. Although its O(b) = 0, the total loss of 23
indicates congestion occurrence which is detrimental to BSN performance. This value signifies
the improper selection of EL. However, the performance was slightly improved for the second
case where h = 600 with no packet loss.
As the time for simulation is being extended to 100 seconds, more real cases have been
observed. The results are as illustrated in Figure 2.7b and Figure 2.7c. While Figure 2.7c
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Figure 2.7: (a) The resulting O(Xn) with and without RT in single node for b = 10 (b)
Performance comparisons of the resulting O(Xn) for b = 100, with and without using RT. The
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considered lost. (c) The resulting O(Xn) with proper selection of EL.
demonstrates the success of applying RT by achieving both zero packet loss and incomplete
packets, Figure 2.7b shows performance comparisons with and without using RT.
The improper selection of L(f, ξ) can be clearly demonstrated by the points above the
buffer line in Figure 2.7b. These excessive packets will not be kept in the buffer due to its
limited size and thus lead to packets being dropped. Although the resulting O(b) is 0, the
occurrence of packet loss has violated the RT characteristics. As the occurrence of packet loss
may create bad effects to the BSN environment, such a situation should always be avoided.
When RT is employed, a proper derivation of EL can be reflected by zero value in both O(b)
and packet loss as depicted in Figure 2.7c. With RT, the incoming packets can be relaxed to
any value of ξ, provided that ξ is not equal to b− a.
Using the BSN setup, we also extended the experiment to b = 1000. Similar to WSN, the
number of O(Xn) that appeared more frequently, tended to disappear as the time approached
the final point b. This is depicted in Figure 2.8a. On the other hand, the value lower than
the calculated EL (in this case is 571) produced a high number of O(Xn) to the extent that it
violated the RT rules at some points (denoted by the O(Xn) that exceeds the buffer size) and
resulted in a number of packets lost due to improper selection of EL.
Another performance comparison is shown in Figure 2.8b. This new data set possesses a
different EL value (652). Again, two different values (586 and 533) of lower rates have been
chosen for comparison purposes. As expected, the correct EL gives an outstanding performance
compared to the others. As discussed earlier, BSN performance decreases without the use of
RT. This is obvious in the graph. In fact, some of the packets surpassed the limited capacity
of the buffer, and thus were lost as depicted in Figure 2.8c. The loss of some packets directly
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reflects the loss of some information which can be detrimental to BSN operations as it might
contain useful knowledge for further diagnoses. On the other hand, no packet loss occurred
when the correct EL value was used.
2.6.2 Multi-Hops
This section presents the results for multi-hops scenarios in both WSN and BSN, explained
separately in each section. For this experiment, we varied the number of sensors from 1 to 80
nodes, scattered in 500m x 500m area. The first section presents the results in WSN setup,
followed by BSN.
2.6.2.1 WSN
The results presented in this section are divided into three different applications, namely WSN
for general applications, WSN for vibration analysis in semiconductor industry and oil analysis,
and WSN for military surveillance to detect the position or movement of the enemy, all of which
are evaluated using our predefined performance metrics. We assume that all the sensor nodes
are homogeneous, with equal power and sensing capabilities. Configuration setups similar to
that shown in Table 2.2 were used; except for a few parameters such as area of sensor field,
number of sensors, bandwidth, packet size and constant increment rate p, which differ in each
scenario.
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Figure 2.9: (a) Congestion Scenarios for general WSN applications (b) The improved RT with
MMF.
a. Packets Drop
This is a significant measurement to ensure the mechanism’s capability to mitigate congestion
in any WSN systems. The occurrence of congestion can be illustrated by the bursty number of
packets dropped at several nodes, indicated by the arrows in Figure 2.9a for general WSN,
Figure 2.10a for semiconductor fabrication plant and Figure 2.10b for military. We have
presented several different runs denoted by Congested Mode (CM) in the graphs. Congestion
occurs at any intermediate node that receives more packets than it can forward to the next
node.
This is because RT alone is not able to cope with the increasing number of EL once the
number of nodes increases. This scenario is highly undesirable and is detrimental to real-time
monitoring systems. Therefore the excess packets are dropped and lost as evidenced by several
fluctuations of packets dropped due to limited capacities of sensor nodes as discussed in the
earlier section.
The performance of RT is significantly improved when MMF method is applied directly
at the point where congestion is occurring. This improvement can be observed in all three
cases shown in Figure 2.9b, Figure 2.10b and Figure 2.10c respectively. The RT-MMF method
controls the transmission rate by providing an equal sending rate at each link and continues
increasing the rate constantly. If the limit for a specific link has been reached, the sending rate
for that particular link will be frozen and all the nodes using that link will continue sending
using the obtained rate. This can be explained in all the three figures by almost negligible
packet loss for the proposed RT-MMF method.
Figure 2.10c shows an interesting observation for semiconductor setting. When we compare
RT-MMF performance with a congested mode scenario (CM3) having the lowest occurrence
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Figure 2.10: (a) Congestion scenario using vibration analysis in semiconductor fabrication
plant. Several fluctuation points in the number of packets dropped denote the occurrence of
congestion in the monitoring process. (b) Congestion scenarios in military surveillance. (c) The
deployment of RT-MMF shows improved performance with the huge reduction in the packet
loss rate.
of packet drop from Figure 2.10a, RT-MMF still achieves a lot more. Furthermore, there is
almost negligible packet loss at nodes 7 and 15 with RT-MMF, while these nodes experience
severe performance degradation with RT.
b. Average end-to-end delay
This metric measures the delay associated with the data sending process involved in all three
studied cases. Figure 2.11 shows performance comparisons between the congested mode and the
proposed RT-MMF solution. It is clear that RT-MMF always achieves substantial performance
improvement over the congested modes (CM). In general, two of the congested nodes have
exceeded the acceptable delay, as shown by the points above the horizontal line in Figure 2.11a
and Figure 2.11b.
In the fabrication industry (vibration analysis), the delay of a packet that carries infor-
mation about equipment failure can cause a substantial impact on the semiconductor plant.
Hence, the occurrence of packet loss, which is the major source of all the delays, should be
avoided. On the other hand, the resulting end-to-end delay for military surveillance setup is
shown in Figure 2.11c. In real-time applications, an acceptable delay should not exceed 150
milliseconds.
This is even more important in factory automation with a 10 millisecond maximum allow-
able delay [111]. Any value above these thresholds will result in obsolete information, hence
lead to the delay in decision-making. The decided action may not be appropriate and valid at
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Figure 2.11: Delay associated with the bursty packets during congestion in (a) general WSN
(b) vibration analysis and (c) military surveillance
the time of decision-making.
In Figure 2.11a, the sharp fluctuations in the original RT method at nodes 3, 7 and 18 denote
the occurrence of high traffic loads which caused many packets to be lost. The same applied to
semiconductor industries where nodes 7 and 15, which are congested, experience the highest
delay as reflected by the sudden fluctuation points in Figure 2.11b. As a result, a greater
transmission time is required to perform the retransmission process, which is essential for
reliability purposes. This scenario may not only result in poor service quality, but also quickly
deplete the nodes’ energy as each transmission may incur additional energy consumption.
Due to the absence of congestion when applying RT-MMF, the delay associated with the
retransmissions of the dropped packets is significantly reduced as shown in all three graphs. For
instance, since the number of packet loss in military RT-MMF is low, so is the delay associated
with it. This performance improvement can be seen by the lowest bar graph in Figure 2.11c.
Also shown in the figure, the performance of the other two congested nodes suffers from high
delays due to the increase in the number of packets dropped.
c. The resulting EL
Figure 2.12 gives a performance comparison on the number of resulting EL in the three scenar-
ios. Depicted in all three graphs, the original RT produces high EL which exceeds the limited
capacity of each sensor node. Therefore, a high number of packet losses occurs. After some
time, the resulting EL is too high, making it difficult to be accommodated. Although RT can
mitigate the occurrence of packet loss and result in zero incomplete packets, the resulting EL
which is too high, cannot be provided and so may deteriorate network performance. In con-
trast, the adaptive rate controlling mechanism using RT-MMF controls the sending rates by
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Figure 2.12: (a) The resulting EL in (a) general WSN before and after the deployment of
RT-MMF (b) Vibration analysis of semiconductor fabrication plant (c) Military surveillance.
resetting them to zero once RT fails to cope with the traffic volume. The rate is then increased
until one or more links reach the limit. For a general WSN, the employment of RT-MMF is
shown by the sudden drop of transmission rates at nodes 3, 7 and 18 (see Figure 2.12a). The
sending rates are set to 0 and the constant increase of 100 packet/second is used after the limit
has been reached. This minimizes the occurrence of packet loss and results in much better
performance. The graphs shown in Figure 2.12 are just part of the examples while the other
processes continue until the maximum capacity of each link is reached. As shown, much lower
sending rates can be achieved for each congested node when using RT-MMF. Therefore, the
resources can be efficiently utilized without compromising the whole WSN performance.
Figure 2.12b shows performance comparison of the resulting EL in a semiconductor fab-
rication plant using both RT and RT-MMF. In this case, the threshold value is set to 1000
packets/second considering that each packet size is 30 bytes. The calculated EL that exceeds
this value will be reset to zero and constantly increased until the next threshold is reached.
The process continues until all the packets are transmitted. Using this approach, packets will
never be lost since bandwidth has been fairly allocated to each node.
Last but not least, the resulting EL using RT-MMF in the military scenario is shown in
Figure 2.12c. As expected, RT-MMF outperforms RT at all times. The threshold transmission
rate is set to 40 packets/second with the packet size of 36 bytes. The provided bandwidth is
only 12.4 kilo bits per second (Kbps) which is much smaller than the normal bandwidth. The
saw-like shape in the graph explains the use of MMF after the threshold is exceeded.
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Figure 2.13: (a) Congestion scenario of multiple BSN nodes using RT (b) Performance com-
parison of the resulting packets dropped with RT and RT-MMF (c) Performance comparison
of the resulting EL value using RT and RT-MMF
2.6.2.2 BSN
This section presents the results obtained through the simulation using BSN setup, measured
by the pre-defined performance metrics as follows:
a. Number of Packets Dropped
In BSN, each sensor node attached to human body, is capable of generating massive ECG
signals (up to 360 samples/second). This is in accordance with the provision of continuous
data collection for healthcare monitoring systems that require consecutive signals collection
to monitor critical-care patients. However, with their limited capabilities, nodes in BSN are
unable to cope with the volume of incoming traffic from other nodes. Therefore, many packets
are lost due to contention among packets during simultaneous data transmissions.
This scenario is clearly shown by simulation results in Figure 2.13a and Figure 2.14. The
number of packet drops suddenly increases at several congested nodes (highlighted in the circle)
as corresponding to the loss of ECG signals in Figure 2.14(a-b), shown by the highlighted
arrows. Some of the lost ECG signals may contain abnormal data which is important for
analyses. However, some of these signals are lost during congestion and could not be received
by the end systems as shown in Figure 2.14b. Crucial misinterpretation of the received signals
could result from the missing data.
The high number of ECGs lost has also triggered the high number of packets dropped.
This can be seen in both Congested Mode (CM) scenarios. These losses also correspond to the
number of packets received at the sink node as shown in Figure 2.14d. Such a scenario occurs
when the EL produced by RT at several intermediate nodes are so high that it overwhelms
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Figure 2.14: The effect of ECG loss on the number of packets dropped and packets received.
the limited capacities of the associated nodes, hence increase the packet loss rate. As EL is an
accumulative parameter, the increase in the number of nodes will also increase the EL size. This
state of congestion may not only deteriorate network performance but also directly harm and
affect the required decision-making process upon monitored patients. Appropriate immediate
actions could not be taken at appropriate time as expected. These congested nodes will no
longer be able to receive further incoming packets until those in the buffer are disseminated
to the next node. Packets waiting to be received at the input trunk have no option but to be
discarded.
Figure 2.13b on the other hand, shows performance comparison of the congested scenario
(CM-2) with the proposed RT-MMF. Interestingly, RT-MMF has significantly reduced the
number of packet loss as shown by almost negligible value in the graph. This achievement
is due to the main features of MMF that automatically reset any transmission rate to zero
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Figure 2.15: Performance comparison between RT and RT-MMF for (a) Average transmission
delay (b) Energy Consumption (c) Throughputs
when it is about to exceed a certain threshold. The under-control transmission rate avoids the
formation of very high EL that can overload the capacity-constrained sensor nodes. Therefore,
the resulting EL may still be provided by all nodes.
b. Number of Packets Received
As explained in Chapter 1, the loss of ECG signals may have a severe impact on the final
diagnosis of a critical-care patient. This is because the lost packets might contain important
or urgent information about the abnormal signals that are imperative for final examination of
the patient’s disease or illness. Such incidents can be misinterpreted by physician or doctors
and lead to wrong results. Figure 2.14(a-b) shows how the loss of some ECG signals during
congestion may lead to false interpretation at the end node and affect the final decision and
action concerning a patient. In this figure, some abnormal signals that have been detected
are lost due to heavy traffic during simultaneous traffic convergence from multiple patients.
This could also be reflected by the missing packets as shown in Figure 2.14b. These abnormal
signals could not be received by the physician and thus result in false examination on the
patient. The number of packets received drastically decreases with the lost signals as shown
in Figure 2.14d.
c. The Resulting EL
Performance comparison of the resulting EL using RT and RT-MMF is shown in Figure 2.13c.
Both RT scenarios result in a very high EL compared with the proposed RT-MMF. The EL
accumulated at every intermediate node will tend to create a higher EL at the next node.
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This is the limitation in the original RT which is not suitable to be used in BSN with multi-
hops scenarios. The small resources in BSN prevent high EL to be accommodated. Based on
the proposed algorithm, RT-MMF is directly applied when the EL exceeds certain threshold.
With only 250Kbps bandwidth and 30 bytes packet size, only 1042 packets can be transmitted
per second. All the excess packets above this value will be dropped. Therefore, RT-MMF
only allows 1000 packets/second as the maximum transmission value in this particular case.
As shown in Figure 2.13c, MMF technique was applied at t = 60 second in which the EL is
automatically reset to zero and then constantly increased by 100 packets per second (pps). A
substantial difference in the resulting EL can be seen, proving the effectiveness in the latter
approach.
d. Average Transmission Delay
Figure 2.15a demonstrates the average transmission delay obtained at each sensor node. This
result is closely related with the number of packets lost obtained from the previous graphs.
Several nodes that experience high delay represents the Cluster Heads (CH) that have to receive
packets from upstream nodes in greater numbers than they can forward to the downstream
nodes. These excessive packets will have to be dropped and retransmitted when there is
available space in the buffer. The retransmission process, which is crucial in ensuring reliability,
adds to extra transmission delays in the whole process. High transmission delays result in
obsolete information as the data may no longer be valid at the time of decision-making. Hence,
delays should always be avoided as it will cause poor performance and lead to noticeable
interrupted signals. As shown in the figure, the proposed RT-MMF is able to cope with the
incoming high traffic, thus causing very low average transmission delay. In addition, high
delays experienced by CM-2 exceed the maximum threshold of real-time applications and is
not acceptable.
e. Average Energy Consumption
Energy consumption is also highly correlated with the resulting packet loss and transmission
delay. We measure this metric against the percentage of the offered load as depicted in Fig-
ure 2.15b. The offered load that is more than 100% indicates excessive numbers of packets
that overwhelm the available resources. Undoubtedly, even after this threshold is reached,
our RT-MMF still performs better than the original RT with significant reduction in energy
consumption. This is due to the considerable reduction in packet loss rates and the associated
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retransmission delays. Thus, the energy for retransmitting the lost packets is significantly
reduced. In contrast, RT suffers from high energy consumption due to the high number of
packets lost and necessitates a high number of retransmissions. These retransmission processes
incur extra energy and quickly deplete battery lifetime. This can be seen in the high increase
of energy even at just 60% incoming load, a sign of congestion occurrence.
f. Throughputs
In a normal transmission scenario, throughput will suddenly drop as soon as congestion occurs.
Congestion is highly likely to occur during simultaneous data transmissions when the produced
EL is too high for a sensor node to cope with them. As explained earlier, EL will be accumulated
as the numbers of node increase. The greater the number of nodes, the higher will be the EL.
This will generate huge traffic to the next node. Some of the intermediate nodes also have to
handle transmissions from various downstream nodes, which further worsen the situation.
The increase in the percentage of offered load to access the limited resources (bandwidth
and buffer space) create a strong possibility of packets contention. Many packets are lost due
to collision and insufficient buffer space. This is depicted in Figure 2.15c, highlighted by the
points in the circle. The rationale behind this throughput reduction can be explained as follows.
Throughput represents the number of successive packets received in the total network capacity.
If the resulting packet loss is high, the number of packets that can be received correctly will
be low. Thus, there is a sudden drop of throughput when the load approaches 100% of overall
offered load in RT. At this point, a corresponding node is said to be saturated and can receive
no more packets.
In contrast, the proposed RT-MMF experienced no reduction in throughput as the offered
load increases. This can be seen by the continuous rise in the resulting throughput even in the
high offered load condition which resembles 85% improvement over RT and indicates significant
performance improvement.
2.7 Comparison with Existing Solutions
This section comprises a performance comparison of some well-known approaches with RT-
MMF method. The two most closely related approaches have been selected for this purpose,
namely CODA [167] and LACAS [116] as they also aim to avoid congestion in the sensor
network scenario. Table 2.6 provides a summary of such a comparison.
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Table 2.6: Comparison with existing solutions
No Protocol Approach Limitations / Advantages
1 CODA [167] -Buffer occupancies and channel 1. BP will not be received by all nodes
loading conditions. 2. Constant ACK may deplete energy.
-Send BP for upstream nodes to 3. Loss of ACK due to channel error
throttle transmission. may give false alarm.
2 LACAS [116] -Learning Automata (LA). 1. Requires continuous interaction with
-Predicts suitable (ψi) based on environment. Hence consume extra
past node’s behavior. energy. 2. Sudden change of packets
arrival makes (ψi) no longer valid.
3 Distributed -Uses decentralized algorithm
MMF [173] to achieve fairness. Nodes compute Does not consider reliability issues.
probability for attempting
transmission.
4 Max-Min fair scheduling -Assign dynamic weight to ensure
[164] fairness. Assumes unlimited buffer space.
-The weight determines the turn
to transmit
5 RT-MMF -“Relax” or “Postpone” excessive 1. Eliminates the occurrence
packets within allowable unit. of congestion
2. Reliabilities and fairness issues
-The high EL is handled by MMF are assured
(reset to 0, increases with constant 3. Achieved performance improvement
rate) of more than 50% and 80% of packet loss
and transmission delay respectively
In CODA [167], congestion is detected using the combination of both buffer occupancy
and channel-loading condition. Once a threshold value of maximum theoretical throughput is
exceeded by 80%, a suppression message known as Backpressure (BP) will be sent to upstream
nodes to throttle the transmissions. However, BP may not be received by all nodes. Nodes
that do not receive the BP, will not reduce their transmission rates and thus overwhelm the
congested nodes, causing some packets to be lost. This could be worse in dense networks. Also,
the process of setting a regulate bit to receive constant Acknowledgement (ACK) from sink
nodes requires extra bandwidth and quickly depletes a node’s energy. Additionally, the loss
of ACK, which is due to channel or link error, will trigger a false alarm, force the associated
source nodes to halve their transmission rates and limit their performance. On the other hand,
the loss of ACK will also increase the number of packets lost and transmission delay since
source nodes keep sending at a regular rate while congestion has already been detected. These
important performance metrics have not been considered in CODA. As a result, CODA still
exhibits quite a high number of packet losses in densely deployed nodes (30 nodes). In contrast,
minimal packet loss occurs using our RT-MMF method in both sparse (20 nodes) and dense
(75 nodes) networks. The fair allocation of resources in RT-MMF has indirectly avoided the
formation of incomplete packets at the end of transmission.
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In contrast with CODA, LACAS [116] uses a different approach to avoid congestion. This
is known as Learning Automata (LA). However, LA requires continuous interactions with the
environment and therefore incurs extra energy. LA will predict a suitable transmission rate (ψi)
based on the probability of a node’s behaviour (Pψi). Once selected, the chances of getting
selected in the next iteration Pψi+1 will increase. However, if there is a sudden increase of
packets arriving, the chosen ψi will be unable to accommodate the high amount of incoming
data. Therefore, this method still produces high collision rates (close to 800) and causes a
substantial number of packets to be dropped. In comparison, the proposed RT-MMF method
is able to significantly curb packet loss occurrence as evident in Figure 2.10b and Figure 2.10c
for WSN and Figure 2.13b for BSN. This has been achieved using MMF method by adaptively
adjusting the transmission rates once the threshold value has been reached. This allows fair
allocation of bandwidth during heavy traffic which avoids the formation of packet contention,
thus significantly reducing high packet losses.
There are a number of MMF methods found in literature [14, 157, 164, 173]. Different to
the proposed MMF approach that additively increases the transmission rate, the method found
in [157] uses a dual-based approach to maximize network utilization. However, the reliability
issue, which is an important criterion in WSN, has not been considered.
The work proposed in [173] used a decentralized algorithm to achieve max-min fairness.
In this method, a node has to compute a probability for attempting to transmit based on
a topology information within two-hops. Again, no reliability issues such as packet loss or
delay have been considered. Moreover, the achievement of fairness shown in their simulation
results is not clear. On the other hand, the work found in [164] assigns dynamic weight to
each flow to ensure fair resource allocation. This weight will schedule the turn to transmit.
However, this method assumes that the buffer is large enough to accommodate the incoming
packets. This assumption may not be true and so not applicable in WSN and BSN with
limited resources. In contrast, the proposed RT-MMF takes into account the scarce resources
in IWSN, by postponing the excess packets and allocating a fair share of limited resources
without additional buffer requirements.
2.8 Summary
The work described in this chapter is purposely built to address issues within the context
of industrial monitoring systems (IWSN) and body sensor networks (BSN). Our thorough
investigation via simulation in NS-2 showed that although RT can successfully perform in
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single node transmission, the traditional RT suffers from very high EL production during
multi-hops data transmission. This has caused significant issues for resource-limited sensor
nodes. To address such issues, we have enhanced RT using the MMF principle, resulting in a
novel adaptive rate-limiting technique. This improved approach, dubbed RT-MMF, enhances
the congestion avoidance capabilities of the related systems. In particular, it is especially
effective when EL values derived from the basic RT mechanism fail to fit within a given link’s
capacity. This is done by resetting all the rates from different resources to zero, and gradually
increasing them at a constant rate until one or more has been saturated (reaches the limit).
This approach then continues to increase the rate for the other unsaturated links until it is no
longer able to increase.
This chapter has also surveyed and identified the limitations imposed by the existing meth-
ods found in literature. Most of these approaches are inadequate to facilitate congestion-free
transmission in WSN (and BSN) due to its error-prone nature and different characteristics.
To evaluate the performance of RT-MMF, simulations of three distinct industrial and BSN
settings were carried out using NS-2. Results indicate that the proposed improved technique al-
leviates concerns regarding packet loss and transmission delays, with substantial improvements
in overall system performance. Moreover, overall performance evaluation in WSN indicates
good results, with 90% reduction in delays and negligible packet lost in all three scenarios.
The obtained EL values are also much lower compared to the one in RT and congested mode,
making it feasible to be accommodated in WSN and BSN.
The next chapter explores a new method to deal with packet loss if congestion is unavoidable
in heavy traffic conditions. In particular, we aim at optimizing WSN performance by selectively
discarding some unimportant packets in order to give some extra space for the important ones.
Chapter 3
Selective Packet Discarding with
Multi-Objective Optimization
(SPD-MOO)
This chapter corresponds to the second research question which raises the concern regard-
ing some important packets that would be lost due to congestion. We propose a Selective
Packet Discarding (SPD) method which characterizes packets to be discarded based on mul-
tiple criteria. Since there are multiple objectives which need to be optimized simultaneously,
we introduce the use of Multi-Objective Optimization (MOO) to assist the selection criteria.
The prospective method deals with the significance of a packet in performing the selection
criteria. This approach seeks to effectively select the best packets that deserve transmission
and systematically discard the less important ones, leaving the system in its optimum state.
It is clear that congestion may cause serious performance degradation to the extent that it
may collapse entire networks. We are also aware that due to the resource restriction pertaining
to WSN, failure to handle congestion will further degrade the expected QoS. In Chapter 2, we
present a congestion avoidance technique that is useful during simultaneous data transmission.
However, due to the burst of packets and unpredictable wireless transmission, congestion is
sometimes inevitable, leading to a higher rate of packet losses and a considerable waste of
resources. The real-time transmission in WSN draws a pressing need to save some important
packets (e.g. packets with information about the occurrence of a certain emergency event, or
information about critically ailing patients) from being lost during congestion. The traditional
discarding method means that packets are randomly discarded upon arriving at a full buffer.
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In another words, the discarding process is applied to any packets regardless of their level of
significance to the associated applications.
The balance of this chapter is organized as follows. First, we introduce and describe the
background of the study which consists of congestion implications. Next, we present some
of the existing works and their limitations. Next, we present our objective, followed by the
contributions and significance of the proposed solution. Detailed discussion of the related
work is given in Section 3.2. Section 3.3 highlights the main content of this chapter, namely
the proposed Selective Packets Discarding (SPD) method. This chapter continues with the
introduction of Multi-Objective Optimization (MOO) in Sections 3.4 and 3.5. We also pre-
scribe some performance metrics for performance evaluation in Section 3.6. To evaluate the
performance, we conduct simulation study in different scenarios and compare the performance
with the traditional discarding policy and the standard WSN. All the results and analyses are
presented in Section 3.7 and Section 3.8 concludes the chapter.
3.1 Introduction
With the possibility of multimedia data and bio-signals being transported over the sensor
networks, huge amounts of traffic is likely to be a common scenario, leading to inevitable
problems with congestion. Congestion is a well-known resource-sharing problem that occurs
during simultaneous packets convergence across multiple nodes in WSN. A congestion scenario
is illustrated in Figure 3.1. A substantial number of packets may not be able to fit into the
small amount of spaces in the WSN buffer, hence causing some packets to be dropped. These
may include important packets, carrying meaningful translations for the end systems.
This worsening situation in WSN requires a robust technique to handle critical conse-
quences that may affect the performance and interfere with seamless data transmission during
congestion. Congestion in WSN may cause various problems, such as loss of important packets
in emergency situations, causing delays that may lead to outdated information and wasting
a lot of useful resources that may otherwise be used to transfer more important packets. An
obvious solution to cater for those issues is to reduce the amount of data aggregated at each
node, so that buffers are not overloaded [48, 93]. Among several well-known traffic reduc-
tion techniques, Packet Discarding (PD) is the most common and useful method [121]. This
technique can greatly help in tackling great amounts of traffic.
Most PD techniques [16, 32, 61, 75, 88, 89, 94, 147, 148, 191, 202] mainly focus on Asyn-
chronous Transfer Mode (ATM), personal communication networks, video streaming, high-
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Figure 3.1: Congestion scenario in WSN that will cause a massive number of packet losses
as shown by the arrows. This is where packet dropping policy may help to improve the
performance of the affected system
speed and multi-hop networks. Typical PD techniques discard any incoming packets that
arrives upon a full buffer. Since this technique can result in low throughput, partial PD (PD)
is introduced to discard an entire packet that belongs to a cell which has already been discarded.
Early PD (EPD) improves the performance by discarding an entire packet when congestion is
encountered. Although these two techniques can improve throughput, fairness is what is absent
in these methods. Several approaches developed for wireless networks [65, 84, 140] cannot be
directly applied to WSN that has constrained resources and possesses unique characteristics
(e.g. different topology and produces huge amounts of data streams).
However, uniquely differentiated from the standard PD policies, this chapter focuses on
the use of Selective Packet Discarding (SPD) mechanism to handle the effect of congestion in
WSN. This is performed by selectively discards some less important packets based on certain
pre-defined criteria to ease some amounts of traffic during congestion. Although the idea of
SPD has been in the research for quite some time, the current SPD methods have not been
considering any optimization criteria that is crucial to leave a system in a best possible state.
The proposed SPD is uniquely characterized by several discarding criteria. Here, several
objective functions (OF) are defined so that multiple objectives can be optimized using Multi-
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Objective Optimization (MOO). Using this approach, the least important packets are discarded
to give sufficient room for the important ones. In this chapter, we refer to the least important
packets having the lowest interest to the system. This reflects the packets that are identified as
not worth transmission based on the outlined criteria. For instance, corrupted packets which
contain erroneous bits do not deserve transmission since they will lead to wrong translation to
the end system. This can be seen as just wasting time, energy and bandwidth during trans-
mission. This type of packet is considered unimportant to the system and can be discarded.
The omission of these packets may not adversely impact the overall performance.
3.1.1 Problem Statement
The loss of important packets in WSN will affect the performance of the whole system in many
ways.
First, it will increase the number of retransmissions which is too costly for the limited-
resource systems like WSN. As the number of retransmissions increases, so does the energy
consumption to retransmit the lost packets. Since the nodes in WSN suffer from having limited
energy, bandwidth, memory and processing power, retransmitting the lost packets is too costly
since it incurs additional energy and bandwidth, thus wasting valuable resources.
Second, retransmission processes also result in high end-to-end delays. Consequently, the
mean waiting time also increases. This is unacceptable for the delay-sensitive and real-time
applications which require delays to be below certain boundaries.
Third, the high end-to-end delay may result in massive reductions in packets lifetime and
increase the staleness level of associated packets. Obsolete packets are not useful by the time
they reach their destinations. This may affect the decision-making process which can lead to
false action. In cases of emergency in healthcare applications, obsolete packets may lead to
wrong diagnoses.
Such scenarios can be minimized if the incoming packets are handled properly by selectively
discarding some packets to free up spaces in the buffer. The generic illustration of selective
packet discarding approach can be seen in Figure 3.2. In this approach, some unimportant
packets will be discarded, giving sufficient space to transmit more important ones.
3.1.2 Existing Solutions and Limitations
Early studies on discarding policies show promising performance in various network applica-
tions. Most of the techniques are used in ATM [61, 75], heterogeneous networks [89], personal
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communication networks [32], video streaming [16, 147, 191], high speed networks [94, 148, 202]
and multi-hop networks [88], but none were used in WSN. Although a few attempts have been
made to use PD in wireless networks [65, 84, 140], they cannot be specifically adopted in WSN
which has different characteristics and network topologies. Nodes in WSN are battery powered
and subject to other limited resources. Since battery replacement in WSN is impractical, it
requires special considerations for resource utilization, such as energy. This optimization fac-
tor has not been considered in any earlier packet discarding methods. Furthermore, nodes in
WSN always generate massive amounts of packets in a continuous manner. Therefore, manag-
ing huge amounts of data in this domain is very challenging and requires a robust mechanism
that can intelligently select which packets are to be transmitted and which are to be discarded.
In addition, WSN possesses a unique topology in which nodes are randomly scattered in
an area to be monitored. Most of the packet discarding methods are designed to cater for the
problem in uniformly distributed nodes. Hence, all the existing mechanisms are not suitable
for use in congestion control in WSN.
Typical PD includes Drop Tail (DT) [7, 71, 118, 129, 159], Early Packet Drop (EPD)
[21, 23, 28, 99, 139], Partial Packet Drop (PPD) [114, 141], and Longest-Packets-In (LPI)
[33]. DT is the simplest discarding technique as it drops all packets that arrive upon a full
buffer. This method has the lowest throughput and thus PPD is introduced to improve the
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corresponding throughput by discarding all packets that belong to a cell that has already
been discarded. However, this technique only discards half of the corrupted packets. Then
the EPD is employed to further improve the entire throughput. This is done by discarding
entire packets when congestion is detected or when the packets reach a certain threshold.
Although this can improve throughput, all these earlier PD policies suffered from lack of
fairness (except EPD, which is not suitable for multi-hop networks), which cause created the
SPD [22, 64, 72, 87, 147, 191].
Random Early Discard (RED) [47, 117, 132] addresses the unfairness issue in DT by antic-
ipating average buffer size and queue length as a congestion indicator. However, this method
does not protect the packets that deserve transmission. Further improvements of RED is
MRED [44, 51, 81, 185] which are still insufficient to handle network congestion.
Despite the advantages offered by SPD, no optimal solution is provided in any of the pre-
vious studies and none of the techniques have been used to solve congestion issues in WSN.
Inspired by these limitations and the promising features shed by SPD in the previous tech-
niques, we proposed the use of SPD in WSN with the help of Multi-Objective Optimization
(MOO). The following sections highlight our objective and contributions in this chapter.
3.1.3 Objective of the Research
This research mainly focuses on a method to avoid losing important packets in an inevitable
condition that require some packets to be dropped due to congestion. Some of these packets
might be important for translation at end systems. Therefore, their loss will be harmful to
the victims in the underlying applications. The main objective is to give extra room for more
important packets so they can be directly transmitted to the sink node for immediate action.
As well as achieving that objective, this research also aims at providing optimum performance
in ensuring the best possible decision on choosing the packets to be discarded. This is due to
the very challenging decision making affected by several selection of discarding criteria which
will be explained in Section 3.3.3.
In achieving the defined objectives, we integrate Selective Packet Discarding mechanism
with multi-Objective Optimization (termed as SPD-MOO). First, we define several discarding
criteria to maintain WSN performance. Issues such as duplicate packets, number of hops tra-
versed and packets lifetime are among important factors to be considered. Next, we formulate
necessary objective functions that need to be simultaneously optimized to achieve optimum
result.
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The novelty of the proposed technique relies on the multi-objectives optimization that can
assist to achieving optimum performance. This is also to ensure the right decision in discarding
process so that the system can afford to transmit only packets that deserve the transmission.
The implementation of the existing SPD policies have never acknowledged the significant of any
packets to a system. So, the act of discarding any packets during congestion may jeopardize
and degrade the entire performance. This is starkly contrast with our proposed method which
takes into account several criteria in determining the less important packets that should be
discarded and accept the important ones that deserve for transmission.
3.1.4 Contributions
The significant contributions of this chapter are summarized as follows.
• Proposed a novel congestion avoidance technique in WSN using Selective Packet Dis-
carding (SPD). To the best of our knowledge, SPD has not yet been used in WSN for
congestion control. It is a great technique to reduce the amount of traffic, especially in
scarce resource systems like WSN and so is suitable for use in congestion control in this
domain. As the name implies, the proposed SPD selectively drop the packets that are
the least significant to the associated systems. Packets are discarded based on certain
criteria.
• The use of MOO in SPD which represents another unique approach in handling conges-
tion. The MOO has been widely used to optimize multiple objective functions in different
areas such as intelligence systems, finance, oil and gas industry and automobile design.
However, it has never been utilized in SPD, particularly in solving the congestion issue.
In this case, the MOO is employed to support high QoS assurance by optimizing the
options of which packets are to be discarded in SPD. Using the MOO, multiple objec-
tives can be optimized at the same time, thus the obtained results are in the highest
optimization states.
3.1.5 Significance
Various significant advantages of using SPD in WSN include the ability to save significant
amounts of resources (e.g. bandwidth, energy consumption, processing power) by saving un-
necessary transmissions in transporting packets that are not worth transmitting. Transmitting
these types of packets will consume extra resources since they will only lead to crucial issues
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such as packet loss, the increase in retransmission rates and results in high end-to-end-delays.
There is a concern, however, whether these discarded packets should be retransmitted or simply
permanently discarded. That decision depends on several factors. For instance, the duplicated
packets will not be retransmitted since they carry the same information that can be interpreted
by just one single packet. For example, duplicated temperature readings in a forest fire which
are detected within a close time proximity to each other which, if discarded, will have minimum
effect on the end system.
In contrast, packets containing corrupted bits will need to be retransmitted for reliability
purposes. Discarding this type of packets will not deteriorate the expected QoS and affect
the whole WSN performance. Furthermore, discarding such packets should not cause any
noticeable delay to the associated system. In addition, discarding the corrupted packets early
prevents unnecessary use of bandwidth and other resources which could be saved for other
transmissions. The early discard policy is also seen as a better option since transmitting
packets known to be discarded wastes considerable resources. In addition, the more hops the
packets traverse, the more energy and bandwidth are used. Transmitting such packets only
consumes additional bandwidth and energy that will lead to crucial issues such as high packet-
loss rate, the increase in retransmissions and thus results in end-to-end delays. Thus, it is
better to consider them in the early discard process.
To the best of our knowledge, although SPD has been the subject of research for over a
decade, the use of SPD for congestion control in WSN is still considered to be green research
and unexplored. Most of the issues solved in WSN only focus on other issues such as coverage
[8, 145, 181], fault detection [36, 110], power management, energy efficiency and routing [1, 34,
109, 112, 126, 128, 136, 166], timely data delivery [31, 91], security [37], and data aggregation
[101, 170, 199].
3.2 Related Work
The first version of packet discarding is Drop Tail (DT) [7, 71, 118, 129, 159]. This is the
simplest discarding policy by which packets are simply dropped when they arrive at a full
buffer state. This policy (the very first) leads to a very low throughput. This also leads to
unfair allocation of buffer space among traffic flows which causes network to be under-utilized.
Since then, various packet-discarding policies have been proposed. One of the enhancements
over DT is known as Random Early Discard (RED) [47, 117, 132] which addresses the unfairness
issue by anticipating average buffer size and queue length as a congestion indicator. First, it
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will set minimum and maximum dropping thresholds. If average buffer size exceeds minimum
threshold, then it starts to randomly dropping the incoming packets based on a probability.
However, as the queue grows, so as the dropping probability. Once the buffer size exceeds
maximum threshold, all the incoming packets are dropped. Although RED has resolved the
fairness issue in DT, its basic operation that randomly marks and discards packets to avoid
congestion, does not protect the packets that deserve transmission. Further improvements of
RED is Modified-RED (MRED) [44, 51, 81, 185] which considers extra parameters for dropping
probability. However, these extra parameters are still insufficient to handle network congestion.
Partial Packet Discarding (PPD) [114, 141] and Earlier Packet Discarding (EPD) [21, 23,
28, 99, 139] have been developed to further enhance the received throughput in DT. In PPD, if
a single bit in a packet is dropped, then all the subsequent bits that belong to the same packet
are dropped. This is because bits retransmission is not supported in ATM. In addition, the
lost of one bit corrupts the whole packet. Therefore, all bits that belong to the same packet
will be discarded and retransmitted.
Similar to PPD, EPD drops entire packets when buffer occupancy is above a certain pre-
defined threshold; that is, when congestion is anticipated [141]. This solves fairness issue and
so presents a better performance than PPD. However, the performance of EPD decreases in
multi-hop networks.
Another packet discarding method is known as Drop from Front (DfF) [92]. In DfF, the
packets in the very front of the queue head will be dropped in a full buffer state. Using this
strategy, more room is provided for incoming packets, hence avoiding congestion in the queue.
However, as packets in the header position are dropped and the incoming packets are received,
the number of packets that need to be discarded are just the same as if we simply drop the
incoming packets. Therefore, only a slight performance improvement is observed. Longest-
Packet-In Packet Discarding (LPI) [33] discards one or more enqueued packets if their total
size is smaller than the incoming packet size. This is also applied to all the enqueued cells that
belong to the dropped packets.
The Selective Packet Discarding (SPD) is introduced to further enhance performance. A
few attempts at alleviating congestion using SPD have been made [22, 64, 72, 87, 147, 191]
and favourable performances have been obtained. SPD has also been proved to eliminate the
fairness issue [52].
However, none of these methods have ever considered the optimal factor to guarantee the
best possible solution. Furthermore, most the discarding methods found to date are designed
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for wired networks. They are not suitable to be deployed for error-prone wireless networks
which possess different characteristics and requirements [194]. There is only one method that
performs the selective discarding specifically on wireless networks [194]. The development of
this method is due to the rapid development in various applications that are based on real-time
traffic convergence which are often susceptible to link errors. Most of these applications are
bounded by time-sensitive requirements and thus have to be delivered in a timely manner to
meet the stringent QoS.
The novel contribution of our proposed method can be seen in the incorporation of the
SPD with MOO. The advantages of using MOO is twofold. It not only provides the optimal
solution for SPD but also ensures zero conflict while optimizing multiple functions. Therefore,
this SPD-MOO features a simultaneous optimization technique that satisfies multiple objective
functions, leaving WSN at the optimum state. The integration between SPD and the MOO in
this scheme is named SPD-MOO and the term is used for the rest of the chapter.
3.3 The Proposed Method: Selective Packet Discarding
(SPD)
Selective Packet Discarding (SPD) is a mechanism to alleviate congestion in the condition of
heavy network traffic. By definition, SPD is a process of managing the input to the buffer
so that sufficient space can be accommodated to the excess arriving packets in reaction to
congestion [90]. The goal is to prioritize traffic and give priority to the packets having more
importance to the system and discard the less important ones. Heavy traffic during emergency
and simultaneous data transmission in WSN may overload the buffer and result in severe
performance degradation. In the absence of SPD, packets that arrive at the full buffer will have
no option but to be discarded. In contrast, using the SPD, all incoming packets are intelligently
handled by discarding some insignificant packets to give more room for the important ones.
This is done by selectively identifying the less important packets based on certain pre-defined
criteria. These criteria are discussed in Section 3.3.3. The selection of the criteria in our
approach has been made possible using MOO.
All the procedures involved can be best presented in Algorithm 3 and Algorithm 4. These
algorithms can be divided into two: before and after the hops traversed respectively. There
are slightly different policies in implementing the proposed discarding policy, depending on
whether the packets have already travelled or are about to travel to the dedicated nodes.
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Algorithm 3: Before Traverse
1 Require: Arrival Rate λ, Packet Size (bytes), Number of Hops;
2 Obtain the Arrival Rate −→ λ ;
3 if (Hops == Few) then
4 if (PacketSize == Small then
5 Packet = DROP!;
6 else
7 if Packets == ErrorFree then
8 if Packets ! = DuplicatedPacket then
9 Packet = ACCEPT;
10 else
11 Packet = DROP!;
12 else
13 Packet = DROP!;
14 else
15 if (PacketSize == Big then
16 Packet = DROP!;
17 else
18 if Packet′sLifetime > transmissionT ime then
19 if Packets == ErrorFree then
20 if Packets ! = DuplicatedPacket then
21 Packet = ACCEPT;
22 else
23 Packet = DROP!;
24 else
25 Packet = DROP!;
26 else
27 Packet = DROP!;
3.3.1 Reasons For Selective Packet Discarding
The concrete reasons for performing SPD as a congestion control in WSN can be listed as
follows.
• Their loss will not be noticeable. This is because all the packets that have been selected
for discarding are those that have the very least significance to the associated system
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Algorithm 4: After Traversed
Data: Arrival Rate λ, Packet Size (bytes), Number of Hops
1 Obtain the Arrival Rate −→ λ ;
2 if (Packets == Obsolete) then
3 if (Packets == ErrorFree then
4 if (PacketSize == big) then
5 if Packets ! = DuplicatedPacket then
6 Packet = ACCEPT;
7 else
8 Packet = DROP!;
9 else
10 Packet = DROP!;
11 else
12 Packet = DROP!;
13 else
14 Packet = DROP!;
and that the absence of these packets may not create substantial difference in the ex-
pected performance. Examples include duplicated and corrupted packets. Permanently
discarding or postponing them for later transmission are rather the best possible options
to reduce the amount of traffic and thus prevent a drop in service quality. Therefore,
the act of discarding them in the earlier transmission produces the least quality degrada-
tion to the associated system in terms of mean waiting time and packet loss rate, hence
providing seamless data transmission. Therefore, performing the SPD may avoid the
potential for congestion, thus improving the overall performance in WSN.
• Queuing delays are inevitable, especially during congestion. Packets experiencing unac-
ceptable delays will be discarded after a certain threshold. This situation will create a
gap in the reconstruction of the packets. The existence of even a small gap will introduce
a noticeable degradation in applications that run in real-time which are very sensitive to
either delay and loss. The delay in the information received will also postpone the emer-
gency procedures of those applications. Considering the consequences that it may cause
to the associated systems, discarding this kind of packets seems a better option. This
is due to the fact that the information received might be obsolete and have a very low
level of validity. In addition, discarding these packets may give extra spaces to quickly
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dispense the fresh data to their destinations.
• For many applications, if one bit in a packet is lost, the whole packet needs to be discarded
and retransmitted. This is for reliability purposes to ensure that every packet can convey
the correct meaning. Transmitting corrupted packets may only waste extra bandwidth
and energy besides increasing the chances of congestion. Thus, packets with any single
corrupted bit should be discarded to improve performance. Detecting corrupted packets
is done using the built-in protocol in NS-2 known as ErrorModel via corrupt method [62].
This is one of the built-in features in NS-2 that eases the detection of corrupted packets
and the existence of these packets can be traced in the tracefile using programming called
‘Awk’.
• Discarding the less important packets may vacate more rooms in the buffer and thus
permit more important packets to have a better chance of arriving at the destinations in
a timely manner. The level of importance of the packets is determined by whether the
packets are worth transmission based on many different scenarios. The less important
packets are defined as packets generated within close time-stamp proximity (duplicates),
packets that contain insufficient TTL and packets that may be transmitted in a link that
has high error rates. These packets are considered “less important” to the system since
sending them will jeopardize the performance of the whole network. Discarding these
packets can be seen as the best option to maintain high QoS. The decision to discard
these packets may also depend on various scenarios such as the size of the corresponding
packets and the number of hops to be traversed.
• Wireless networks are less reliable than wired networks and are highly susceptible to
unpredictable channel conditions and high Bit Error Rates (BER). These characteristics
produce higher chances of packet corruption in wireless networks. Hence, rather than
transmitting the corrupted data, it is better to discard them at an early stage and give
space to the packets that have a better chance of surviving and arriving correctly at the
destinations.
3.3.2 Meeting the Objectives
In order to perform the proposed SPD, several objectives have to be met.
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• To reduce the number of packets during simultaneous data transmissions. Heavy traffic
may lead to congestion and increase packet loss rates. The occurrence of packet loss can
be avoided by discarding some unimportant or unnecessary packets before transmission so
the amount of traffic is reduced. Reducing packet loss may improve overall performance
since it is the major cause of other performance degradations, such as high end-to-end
delays and retransmissions which waste various other resources.
• To preserve the lifetime of packets. This could be done by discarding packets that have
little chance of survival or minimal TTL. The usefulness or validity of real-time data is
limited by certain deadlines. If delivery across the network takes longer than the packets
lifetime, the packets become obsolete. These consequences reflect the need to discard the
identified packets since transmitting stale data will waste huge amounts of resources. In
addition, transmitting stale data will delay the transmission of packets containing fresh
data.
• To minimize the number of retransmissions caused by three factors: packets getting
dropped due to buffer overflow, packets lost due to busy channels, and the occurrence
of stale packets or the reduction of a packets lifetime due to long retransmission delays.
The reduction in the number of retransmissions will automatically reduce the consump-
tion of other resources such as bandwidth, energy and transmission time. This will also
prolong packets’ lifetimes.
• To optimize bandwidth consumption by reducing the number of unnecessary transmis-
sions. Energy can also be reduced by minimizing the number of retransmissions and
redundant packets.
• To reduce transmission delay caused by transmitting unnecessary packets. This can be
achieved by reducing the number of packets that are not worth transmitting (e.g. stale
data, corrupted data, etc). Achieving this objective also help to avoid the expiry of
packets before reaching the destination.
3.3.3 Discarding Criteria:
We have characterized four important criteria as discarding factors in order to achieve the
aforementioned objectives.
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• Duplicate packets generated within close proximity of the time-stamp [54]. These
packets may duplicate one another and transmitting them both will not only waste time,
but also other resources which are limited in WSN. Instead, only one packet which
resembles those similar packets and carries the same information will be transmitted.
• Number of hops to traverse/ traversed. If the number of hops to be traversed are
few, then discard the smaller packets and accept a big one. This is because discarding
these packets may not cause any noticeable delay to the applications, while accepting
big packets is ideal since they will have fewer chances of being corrupted in the small
number of hops. If the number of hops to traverse is large, then bigger packets have
to be dropped since there will be few chances of survival and packets may easily get
corrupted. These are the packets that are not worthwhile to transmit and will just waste
colossal amounts of resources. If the packets have traversed many hops, then we should
accept the big packets that contain no errors. This is because discarding these packets
may waste the already-consumed resources and also transmission time. Small packets
can then be discarded since their loss will only cause least performance degradation.
• Packets that have very low expected lifetime. These packets will not survive before
they reach the final destination. In such situations, the packets that have a very low
expected lifetime TTL which is lower than the estimated time to reach the destination,
should be discarded. The TTL of each packet is determined when each of the sensor node
sets the TTL field in the packets they are sending [120]. Then, each of the forwarding
node will update the TTL by deducting it after traversing each hop. The amount of each
TTL is based on the delay to traverse each hop. Packets with low TTL will have to be
retransmitted since they will not survive transmission. Therefore, the decision to discard
them at the very beginning is found to be a good ruling, apart from saving considerable
resources for other transmissions.
• One of the causes for corrupted packets in WSN is the existence of BER. The higher
the BER, the lossy the channel will be, and vice versa. Transmitting a big packet high
in BER will create a high tendency for the data to be corrupted and thus dropped. Such
a scenario will increase the retransmission rates. On the other hand, transmitting small
packets in high BER will reduce the chances of becoming corrupted, hence will generate
high chances of survival through the network. Based on this assumption, the big packets
should be dropped in high BER and small packets should be accepted for transmission.
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Figure 3.3: Packets dropping scenarios before the packets traversing towards the sink node.
(a) If a small packet has to travel to many hops, accept the packet if it satisfies two criteria:
It contains no errors and is not a duplicated packet. In this scenario, the small packets that
will only be travelling few hops will be rejected (b) If big packets have to travel many hops,
drop the packets before initiating any transmission as they will not survive till the last node.
In this case, the small packets that will only be travelling few hops will be accepted. (c) If big
packets have to travel only a few hops, accept the packets and reject the small ones that have
to travel many hops.
However, if the small packets are still corrupted for some reason, discard them to give
some space to the other waiting packets.
Figure 3.3 and Figure 3.4 show the proposed discarding method in different scenarios consider-
ing both before and after the hops traversing. Brief explanations of the operations are given in
the captions. For simplicity, these illustrations are made on the assumption of high expected
lifetimes and with no duplicated packets which have been considered in the real analysis.
3.4 Multi-Objective Optimization (MOO)
Although SPD has been proven to have the ability to handle huge traffic convergence in con-
gested areas [88, 191], it is still insufficient to just drop the packets without considering the
best possible solution by means of optimization. In other words, the selection of which packets
are to be dropped could be further enhanced using the MOO: this may leave the results in the
best possible state.
In the context of SPD, optimization consists of either minimizing or maximizing certain
objective functions within series of given constraints [38]. The final result should satisfy or
meet all the defined constraints.
As the name suggests, MOO involves optimizing two or more conflicting objective functions
simultaneously. In other words, the MOO will find the best possible single solution that
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Figure 3.4: Packets dropping scenarios after the packets already traversed a number of hops.
Upon arrival to a full buffer, the decision for packets discarding are as follows: (a) If the
packets have already traversed many hops and that the size of the packets are smaller than
the packets that have just travelled a few hops, then reject these packets and accept the bigger
packets. (b) If the packets are big and have survived many hops, accept these packets and
reject those small packets that have just travelled few hops. (c) If the packets are big and
traversed only a few hop, then also accept these packets and discard those that have traversed
many hops. Discarding big packets in such scenarios may waste valuable resources, provided
that the accepted packets are not corrupted and meet all the eligible criteria.
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Figure 3.5: The architecture of the MOO algorithm
minimizes or maximizes these functions at the same time without any conflict. The proposed
MOO is as shown in Equation (3.1) in the following section, while the conceptual view of the
MOO can be seen in Figure 3.5. All the parameters used are defined in Table 3.1.
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Table 3.1: Parameters and Definitions
Terms Definitions
E Set of links
s Source or Ingress nodes
t Destination or egress nodes
T sets of destinations or egress nodes
(i,j) Link from node i to node j
F The flow set
f multicast flow
Tf Destination subset for the multicast flow f
Xfij Indicate whether the link (i,j) is used for flow f
1 = used; 0 = Not used
Cij The available capacity of each link (i,j)
bwf Bandwidth for a flow f
α Link Utilization
r Weighted metric variable
3.4.1 The Objective Functions (OF)
Objective Functions (OF) are a set of parameters to be optimized by meeting the requirements
of the pre-defined constraints. The corresponding OF are shown in Table 3.2. Here, we show
how the OF in our proposed solution are derived. The functions to be optimized are given in
Equation (3.1), while the constraints are presented in Equation (3.2) to Equation (3.7). Here,
we avoid the use of Weighted Sum metrics due to difficulties in determining and assigning the
values for the weight. It is also based on a single solution method and so needs several attempts
to obtain the trade-off information [131].
Our first OF is concerned on the minimization of the number of hops to be traversed by
the packets. This can be presented by
∑
(i,j)∈E X
f
ij where ij is the link from node i to node
j. However, several other concerns also need to be considered in achieving this objective. For
instance, though we want to minimize the number of traversed hops, it might not be the best
option as there might a performance trade-off in other factors, such as the size of the packet,
link delay and the energy consumption, which also play significant roles in determining the
successful delivery of a packet and should thus be given serious consideration. Therefore, the
aim is to find the best possible solution that can satisfy all these factors.
The next OF is the total end-to-end delay of all the traversed hops. This can be calculated
as
∑
(i,j)∈E dij .X
f
ij where di,j represents the time taken to transmit the packets from node i to
node j. This is also important as high end-to-end delay may jeopardize the overall performance.
Multi-Objective Optimization (MOO) 72
Table 3.2: Objective Functions and Constraints [38]
No Performance Metrics Objective Functions
1 No. of Hops to Traverse
∑
f∈F
∑
(i,j)∈E X
f
ij
2 End-to-End Delay
∑
f∈F
∑
(i,j)∈E dij .X
f
i,j
3 Bandwidth Consumption
∑
f∈F
∑
(i,j)∈E bwf .X
f
ij
4 Energy Consumption
∑
f∈F
∑
(i,j)∈E Enij .X
f
ij
5 Packet Loss Rate
∑
f∈F
∏
(i,j)∈E plrij .X
f
ij
6 Packet’s Lifetime (Staleness)
∑
f∈F
∑
(i,j)∈E TTLij .X
f
ij
Where the number of hops to be traversed is low, but the delay for a selected link is high,the
performance of the overall system will be affected. Thus, balancing these two factors is crucial
to satisfy both criteria. We present the next objective function as the summation of the
minimum bandwidth consumption
∑
(i,j)∈E bwf .X
f
ij from node i to node j. Similar to the delay,
the bandwidth consumption of the selected link should also be taken into account in order to
optimize the overall performance. In this chapter, the minimum bandwidth consumption is
desirable and preferable.
Since energy is the main concern in WSN, we also aim to minimize the energy consumption
Enij .X
f
ij . Our target is to achieve the minimum possible energy consumed in transmitting the
packets. This has to be calculated for the total number of hops traversed. We also aim to reduce
the probability of having packet loss. Therefore, the following OF is defined:
∏
(i,j)∈E plrij .
This represents the loss rate at each visited node. In order to ensure the validity of packets
until they reach the destination node, we have also derived the TTL of the packets given by∑
(i,j)∈E TTLij .X
f
ij . This is in accordance with the concern to ensure the validity of the packets
and thus ensure that they are not obsolete upon reaching their destinations.
3.4.2 Problem Formulation
Given the above defined OFs, we formulate the problem. The objective is to choose the
packets with maximum QoS by minimizing the hops traversed, link delay, bandwidth, energy
consumption, packet loss rate and the TTL. These QoS are subject to maximum capacity of
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the link. All the defined OFs should meet certain pre-defined constraints, presented in the
following equation:
MinZ = (r1.
∑
f∈F
∑
(i,j)∈E
Xfij) + (r2.
∑
f∈F
∑
(i,j)∈E
dij .X
f
ij)
+ (r3.
∑
f∈F
∑
(i,j)∈E
bwf .X
f
ij)
+ (r4.
∑
f∈F
∑
(i,j)∈E
Enij .X
f
ij)
+ (r5.
∑
f∈F
∏
(i,j)∈E
plrij .X
f
ij)
+ (r6.
∑
f∈F
∑
(i,j)∈E
TTLij .X
f
ij)
(3.1)
Subject to :
Min α = Max{αi,j} where α =
∑
f∈F bwf .X
f
ij
Cij
(3.2)
In this case, α is the maximum link utilization which should not be exceeded. Variable
rn represents the weight for each OF which are varied in the experiment and the total of rn
should be equivalent to 1.
Constraints:
In achieving all the defined objectives, several constraints need to be satisfied. Equation (3.3)
to (3.7) presents our selected constraints. The first constraint identifies that for every flow f ,
only one path exists from the origin to destination node s. The flow that leaves the node should
be positive, hence has the +1 sign. This flow is equivalent to 1 if the link is used: otherwise it
should be set to 0. This can be presented as follows:
∑
(i,j)∈E
Xfij = 1; f ∈ F ; i = s (3.3)
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On the other hand, the second constraint ensures that for every flow f , only one path can
reach the destination node t. This implies that the flow that enters the other node is negative,
hence has the −1 sign as shown in Equation (3.4).
∑
(j,i)∈E
Xfji = −1; i = t; f ∈ F (3.4)
∑
(i,j)∈E
Xfij −
∑
(j,i)∈E
Xfji = 0; f ∈ F ; i 6= s; i 6= t (3.5)
The third constraint presents the intermediate nodes involved in the transmission using the
selected link from node i to node j. For every flow f , the summation between the intermediate
nodes should be 0 since the exit link (+1) and the entry link (−1) are summed up together.
The fourth constraint reflects the characteristic of WSN where the required bandwidth
(bw) of the flow must be less than the available capacity Cij . This is shown in the following
equation:
∑
f∈F
∑
(i,j)∈E
bwf .X
f
ij ≤ Cij ; (i, j) ∈ E (3.6)
Bandwidth is also the function of the number of hops traversed, and should be multiplied by
the total number of visited nodes.
Xfkij = {0, 1}, 0 ≤ ri ≤ 1,
6∑
i=1
ri = 1 (3.7)
On the other hand, Equation (3.7) reflects that the range of rn depends on the number of OF,
which is 6 in our case.
3.5 The Proposed Multi-Objective Optimization Technique
In order to solve the pre-defined multi-objective QoS maximization problems, we apply the
metaheuristic approach that is based on the Evolutionary Algorithm (MOEA). This section
will show the computational solution to the previously-stated problem. The definition of all
the variables used in this technique is given in Table 3.3.
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Table 3.3: MOEA variables
No Variable Meaning
1 x∗ Potential Pareto Optimal
points
2 pm Probability or mutation
3 P ∗ Pareto Optimal sets
4 F Frontier
5 PF ∗ Pareto Front
6 <k n-dimensional vector of decision variable
7 Pcurrentt Current set of Pareto Optimal Solutions
8 Pknownt Secondary population
9 PFknownt Pareto Front of the secondary populations
10 u, f Objective Functions
11 P restricted Restricted Pareto Front
12 aki,j The i
th entry of the decision
alternative or action
13 α Credible Level
14 u(p¯) Number of Preferences between alternatives
The MOEA is one method used to address multi-objective optimization and uses population
approach in its search operations. This Evolutionary Optimization (EO) includes more than
one solution in every iteration and generates a new solution in each round.This algorithm
is chosen for its simplicity, flexibility and wide coverage of applications [35]. Therefore, the
selection of EO in solving multi-objective optimization is a perfect choice.
MOO will normally result in several Pareto-Optimal1 solutions, and requires further pro-
cessing to obtain a single desirable solution. The use of population in EO helps to automatically
find the non-dominated solutions which represent performance trade-off among the pre-defined
objective functions in a single run. The unique concept of using a population approach (more
than one solution) in each iteration can achieve a faster search and can also provide a vast set
of alternatives. The population-based approach can generate several different sets of solutions
in parallel [69]. This is why it is really useful for solving the multi-objective optimization
problem.
The EO is made up of four main processes: selection, mutation, crossover and elite-
preservation. The initial process begins with selection procedures by creating some random
solutions. Ultimately, only two solutions will be chosen and the better of the two will be se-
1defined as a set of trade-off optimal solutions, in which the improvement of one factor may degrade the
performance of at least one of the other factors.
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lected as the final solution. The crossover operation is used to select two or more solutions
(parents) randomly and create one or more solutions (child) by exchanging the information
among the selected solutions. That means, in any iteration the population of an individual
parent is combined and altered to obtain the child population. The resulting child solution is
then rearranged in its region by mutation operation. Here, every variable is mutated using the
probability of pm. With that, one variable will be mutated per solution. EO will then perform
a local search that is independent of the other solutions. The solution that satisfies all the
design constraints will be considered as a feasible solution.
The solutions may produce trade-offs or conflicts among the listed objectives. Therefore,
one optimal solution is crucially needed. This will sometimes requires compromising the other
objectives. Therefore, this final solution should be on the Pareto-Optimal front. The solution
will also be able to cover the entire range of the Pareto-Optimal front solutions.
Let us refer again to the schematic principle of MOO in Figure 3.5. As shown, although
there are many feasible non-dominated points, the MOO will choose only one solution using
the higher-level information. Thus, the EO is very efficient in solving the multi-objective
optimization problems [20, 35].
The definition of the Pareto-Optimal front can be given as follows.
Definition 1: We classify variable x∗ ∈ F ⊂ <n as a Pareto Optimal solution if it is
non-dominated with respect to F . Pareto Optimal Set is defined as:
P ∗ = {x ∈ F |x is Pareto Optimal} (3.8)
And Pareto Front can be defined as follows:
PF ∗ = {f(x) ∈ <n|x in P ∗} (3.9)
Where <n is nth-dimensional vector of the decision variables and f(x) are the feasible criteria
points. Therefore, minimizing each dimension of the criterion vector is often desirable (e.g.
Minimal energy expenditure and lower end-to-end delay).
A clearer picture of Pareto-Optimal points (blue dots) is illustrated in Figure 3.6, where
the shaded area represents the dominated points. We also highlight the area where the decision
about where the final optimal point is normally takes place .
Therefore, we aim to find multiple different solutions (the so called Pareto Optimal
solutions). There are, however, two concerns in solving this issue. First, how to generate the
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Figure 3.6: Pareto-Optimal Points and the decision region
diversity into the population. The second question obviously concerns how to select the best
possible solution based on the resulting sets of Optimal Pareto front. Because the final results
may have different sets of values, choosing the right final answer is normally challenging.
3.5.1 Mathematical derivation of the MOEA
At each iteration, a current set of Pareto Optimal solutions (P ∗) is determined, and this is
termed as Pcurrent(t) where t represents the generation number. Through a number of gener-
ations, the MOEA also generates a secondary population which is known as Pknown(t). The cor-
responding Pareto Optimal front for each of these sets is given by PFcurrent(t), PFknown and PF
∗.
By the end of the experiment, the following values should be satisfied:
Pknown = P
∗; Pknown ⊂ P ∗ (3.10)
OR
{u¯i ∈ PFknown, u¯j ∈ PF ∗ : ∀i,∀j} (3.11)
Here, we will only seek the solutions that are the most attractive to the decision- maker,
in which the values u, f which represent the Objective Functions (OF) are close to 0. We are
also interested in finding the credibility level α which is close to 1. Then the objective function
u of an individual p¯ measures the amount of infeasibility and can be defined as follows:
u(p¯) = |{(ak, akj) : akiSakj}| (3.12)
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Where i = 1, 2, ...,m, i > j and aki ∈ A = {a1, a2, ..., am}, i = 1, 2, ...,m. In this case,
[k1, k2, ..., km] is a permutation of [1, 2, ...,m]. As shown in the equation, aki outranks akj . The
variable p¯ is considered feasible when u(p¯) = 0 and infeasible happens when u(p¯) > 0.
Since not all the values found in Pareto Front are of significant interest to our objectives,
we wish only to find the restricted Pareto optimal set which can then be defined as follows:
P restricted = {p¯ ∈ P ∗ : ||(u(p¯), f(p¯))| ≤ } (3.13)
Where  is a small, non-negative number. Then, the final set of Pareto Optimal points is
PF restricted(t) = {(P1)t, (P2)t, ..., (Pn)t}. This represents the non-dominated set of solutions
which is regarded as the final result.
3.6 Performance Metrics
The performance of the proposed optimization technique can be evaluated using the following
defined metrics.
3.6.1 Energy Consumption
As energy is limited in every sensor node, we aim to optimize the energy spent for each node
so that the performance can be significantly improved. This ensures that the battery can last
longer and the node can transmit more valuable packets. This issue is becoming crucial as
energy in sensor nodes are irreplaceable, especially when dealing with monitoring services that
require continuous data sensing and transmission process. The loss of power or energy depletion
will create very low capability for the associated nodes to transmit the data. This issue may
cause serious problems that will cause nodes to fail and thus be unable to transmit any data
in emergency situations. Therefore, power depletion should be minimized to avoid serious
performance degradation. This can be reflected in Equation 3.1 which shows our objective in
minimizing energy consumption.
This metric is measured in NS-2 which provides an energy model that allow us to measure
the percentage of energy consumption for each node. This energy model divides the energy con-
sumption separately between states; IDLE, SLEEP, transmission and received. Here, it suffices
to mention that we only consider the energy consumption for data transmission. Therefore,
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the energy consumption in this chapter takes into consideration the total energy spent at each
node so that it can transmit more packets to the destination.
3.6.2 Throughput
Throughput is another important measurement to evaluate the performance of the proposed
technique. The proposed optimization scheme should be able to obtain high throughput while
optimizing and satisfying all defined OFs and constraints.
3.6.3 Packet Delivery Ratio (PDR)
The occurrence of packet loss in a sensor network is very critical as it might lead to other major
consequences. Therefore, we aim to minimize occurrences of packet loss using the proposed
SPD-MOO and thus maximize the packet delivery ratio. Although this method can still result
in some packet loss, the percentage is lower as some selected packets are dropped to minimize
the amount of traffic. Ultimately, we aim to decrease the probability of packet loss to give
room for more important packets to be transmitted. The lower the packet loss rate, the higher
is the packet delivery ratio and vice versa.
3.6.4 Time-To-Live (TTL)
The TTL is the average lifetime of a node that remains in order to transmit incoming packets.
We define the TTL as follows.
TTL = TTL− (transmission delay/hop) (3.14)
The lower the TTL, the higher the chance of packets getting lost and not being forwarded
to their destination nodes. This is because, in such situations, nodes may have very little
energy to transmit the received packets or even the packets that it is generating. Lower TTL
also does not guarantee that the packets could reach their destination in a timely manner and
without errors. Hence, maximizing the TTL is crucial. Using the proposed approach, packets
with very low TTL will be discarded.
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3.6.5 Average Delay
Since applications in WSN mostly operate in real-time, it is crucial to minimize the average
end-to-end delay to each destination in order to preserve high QoS. The average end-to-end
delay in this chapter can be expressed as follows:
Min
Total Delay∑
f∈F | Tf |
= Min
∑
f∈F
∑
(i,j)∈E dij .X
f
ij∑
f∈F | Tf |
(3.15)
As defined in the OF in the previous section, our aim is to minimize the average end-to-
end delay. This function is directly related to the number of hops traversed. Since there are
multiple paths to reach the sink nodes, we seek to obtain the smallest possible average delay.
Note that a small number of hops does not translate into minimum average delay.
3.6.6 Blocking Probability
Blocking Probability (BP) is similar to Packet Loss Rate (PLR). However, unlike a PLR that
analyzes the number of packet received versus total packet transmitted, BP calculates the
number of connections (flow f) that can actually be transmitted over the total number of flows
requested for transmission (| F |). The formulation of BP is expressed in Equation 3.7.
Min BP =
Connectionreal
Connectiontotal
Max Connectionreal =
∑
f∈F
Max(Xfij)λ∈Λ,(i,j)∈,T∈Tf
(3.16)
Let Connectiontotal be the total number of flows requesting transmission. The real number
of connections that can actually be established is given by Connectionreal. Thus, the BP can
be expressed as 1−BP .
3.7 Experimental Evaluation
In this section, we evaluate the performance of the proposed SPD-MOO technique based on
the aforementioned performance metrics. For this purpose, simulation experiments have been
conducted using NS-2. Performance comparisons with the standard WSN setup (STD-WSN)
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Table 3.4: Simulation Setup
No Input Parameters Setup
1 Area of Sensor Field 1000 x 1000m
2 Number of Sensor Nodes 10-100
3 Number of Sink Node 1
4 Bandwidth 250 Kbps
5 Packet Size 30-60 bytes
6 Simulation time 1000s
7 Radio Propagation Model TwoRayGround
8 Antenna OmniAntenna
9 Frequency Band 2.4 GHz
10 Transmission Range 50 meters
11 Energy Model Battery
and the conventional packet discarding technique of DropTail (DT) have also been provided.
Here, the STD-WSN refers to WSN with the normal setting without the deployment of SPD-
MOO. Note that our SPD-MOO is running in WSN and thus the performance with and without
using SPD-MOO are provided. The STD-WSN consists of 10−100 sensor nodes which perform
the sensing mission in a continuous manner and report the data to the cluster head (CH)
which periodically conveys the data to the sink node. We assume that all the sensor nodes are
homogeneous with the same capacity and capabilities. On the other hand, Drop Tail(DT) is
a typical network queue management method that drops packets without setting any priority.
Any incoming packets that arrive to a full buffer will be discarded until the buffer has space to
accept the packets. For compatible comparison with STD-WSN and the SPD-MOO, we have
implemented the DT in WSN and it is sufficient to mention that the DTs referred to in this
chapter are based on WSN scenario.
We provide a performance comparison among these three protocols in order to see how
much improvement the proposed solution can provide. The performance is evaluated as shown
in the next subsection, using the configuration setup in Table 3.4.
3.7.1 The detection of corrupted packets and implementation of Selective
Packet Discarding in NS-2
We have conducted the experiments using NS-2. In NS-2, the packets discarding policy is
handled by an ErrorModel via recv protocol [62]. As an extension, the implementation of
Selective Packet Discarding (SPD) is done using the SelectErrorModel that can be found in
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Figure 3.7: The discarding period which indicates the time in which packet losses are above
certain pre-defined period. It is within this period when the proposed packet discarding method
is being executed, shown by the arrows.
/ns2/queue/errormodel.cc. This built-in method in NS-2 is for general networking settings,
so we have made some modifications to match the WSN scenario. Additionally, the proposed
optimization approach has been appended in this model to further improve the performance.
3.7.2 Packet Discarding Period
Figure 3.7 gives a scenario when congestion is triggered which directly indicates the period
in which the packet discarding period is implemented. The three durations indicated by the
arrows represent a massive number of packet arrivals above the defined threshold. In this
situation, the occurrence of packet loss is inevitable and may trigger sudden fluctuations in the
number of packets lost. Such a situation may require a robust technique to prevent and avoid
further damage to the associated system. It is in this period that the proposed discarding
policy is implemented in order to prioritize packets based on the aforementioned criteria and
discard the less important packets. This method gives more ways to the other packets that
carry more weight in the system. As a result, packet transmission rates are reduced, as well as
the number of packets that have to compete for the limited resources. Therefore, the packet
loss rate can be significantly reduced as seen by the comparison of the average number of
accepted packets shown in Figure 3.8.
Experimental Evaluation 83
852
1121
1368
1636
1863
21452266
2500
1 4 10 20 30 40 50 60 70 80 90 100
Pac
ket
De
liv
ery
Ra
tio
(%
)
Hops Traversed
STD-WSN
SPD-MOO
(a)
853
1148
1365
1685
1858
2057
2284
2500
1 4 10 20 30 40 50 60 70 80 90 100Hops Traversed
STD-WSN
SPD-MOO
(b)
1074
1452
1756
1947
2205
2481
124 710 20 30 40 50 60 70 80 90 100
Hops Traversed
STD-WSN
SPD-MOO
(c)
Figure 3.8: The effect on the number of competing nodes over the average number of packets
accepted at destinations
3.7.3 Number of Hops Traversed vs. Packet Delivery Ratio
Here, we measure the effect of nodes variation against average accepted packets or packet
delivery ratio (PDR) at the sink node. In order to measure the effectiveness of our SPD-
MOO, we investigate the performance in many different network topologies where the number
of connecting nodes abruptly changed. This validates the results in a different number of
competing nodes to ensure robust performance. As shown in Figure 3.8a, the number of packet
delivery ratio decreases with the number of nodes. This accords with the theoretical concept
where the increase in the total number of nodes automatically demonstrates the constant
increase in the number of packets produced. Thus, as the available buffer is limited in sensor
networks, there is strong competition among these packets to get through the network and
some packets may be discarded.
Using the standard WSN (STD-WSN) method resulted in a higher number of packets lost,
as opposed to the number of accepted packets. A massive number of packets struggling to be
accepted at the buffer may result in high collision rates and some packets need to be dropped. In
contrast, the proposed discarding policy (STD-MOO) gives a distinguished performance by the
higher percentage of PDR. A similar pattern is observed in Figure 3.8b and Figure 3.8c using
different scenarios. Therefore, the proposed concept is proven effective with the high packet
acceptance rate even in the massive number of nodes. This is because some unnecessary packets
have been discarded in the early transmission, giving extra valuable space to handle the rest
of the awaiting packets that deserve seamless transmission. This improvement has brought
the increment to over 73% delivery ratio compared to the standard WSN without SPD-MOO.
This improvement highlights the SPD-MOO feature that improves the overall performance.
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Figure 3.9: Performance studies of the resulting throughput with the variation of packets
arrival rate.
3.7.4 Throughput Vs. Arrival Rate
Throughput is among the important criteria used in measuring the effectiveness of the pro-
posed SPD-MOO. For performance comparison, we segregate the received throughputs with
Drop-Tail (DT) and the standard WSN (STD-WSN). Figure 3.9 shows the distribution of
throughputs at the sink node, assuming that the arrival rate is 10 packets per second (pps).
This is done with the deployment of 100 sensor nodes sending data simultaneously through
some cluster heads and a sink node. Obviously presented in the figure, the STD-WSN protocol
gives no increment in the throughput when packet arrival rates increase. While the DT in
WSN can slightly improve the performance, SPD-MOO handles the congestion well enough to
achieve much better performance compared with the other two protocols as demonstrated in
Figure 3.9a to Figure 3.9c. Again, we presented three different outputs for result validation.
However, in all the three cases the throughput started to slow when the packet arrival rate
reached 400 pps. The throughput starts to demonstrate different shapes from the 400 pps
onwards. These scenarios have distinguished the performance of the three studied protocols.
The performance of the selective discarding policy is dramatically improved since more buffer
spaces are emptied during congestion in order to accept more awaiting packets, giving extra
chances for these packets to be accepted.
3.7.5 Blocking Probability Vs. Arrival Rate
Blocking Probability (BP) is the measure of the number of connections blocked by the network
congestion during simultaneous data transmissions. As expected, the packet arrival rate is
directly proportional to the blocking probability as illustrated in Figure 3.10. The proposed
SPD-MOO exhibits the best performance compared with the other two methods by giving the
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Figure 3.10: Comparison on the blocking probability with the increase of packets arrival rate.
lowest BP.
We firmly believe that this improvement is due to the early discarding method that has been
proposed which reduces some amount of the unwanted packets and minimizes the contention
among the other packets. As the number of packets is minimized, so is the number of saturated
links. Therefore, congestion is dramatically reduced. This explains the lowest BP achieved by
the proposed method as compared with DT and STD-WSN. On the other hand, DT achieves
a slightly better performance than the STD-WSN since it employs the discarding policy once
the buffer is full. BP is an important indication of the level of congestion in a network. A lower
BP indicates fewer saturated links with smooth data transmission and a lower probability of
having network congestion.
3.7.6 Percentage Energy Consumption
We also provide a comparison in the percentage energy consumption in Figure 3.11a. Based
on the observation, we can conclude that SPD-MOO is performing better than the other two
mechanisms. This is due to the good characterisation of the discarding criteria. Although
DT achieves better performance than the STD-WSN, its performance still suffers high energy
consumption since it has no characterisation on which packets to discard. This increases the
average energy consumption.
Furthermore, the optimization technique proposed in our method greatly helps to boost
performance. On the other hand, the absence of the optimized discarding policy in STD-WSN
has downgraded its performance.
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delay
1 2 3 4 5 6 7 8 9 10 0
2040
6080
100120
1409091
92
93
94
95
96
97
98
99
100
En
erg
yE
ffic
ien
cy
90
91
92
93
94
95
96
97
98
99
100
Hops Pac
ket 
Size
Figure 3.12: The relationship between energy efficiency with the increase in the number of
hops traversed and the size of the packets.
3.7.7 End-to-End Delay
Figure 3.11b compares the performance in the resulting end-to-end delay. As shown, the delay
in STD-WSN exceeds the real-time applications threshold value of 150ms when the number
of hops traversed increases to 100 nodes. A much better performance can be seen for DT due
to the discarding policy during congestion to reduce the amount of traffic. Nonetheless, the
resulting delay of the proposed SPD-MOO is far below the other two protocols. This reflects
the adoption of the selective discarding policy and the optimization approach which further
enhance the whole performance.
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3.7.8 Energy Efficiency vs. Number of Hops and Packet Size
Figure 3.12 shows the 3D relationship between energy and the number of hops and packet
size for the proposed SPD-MOO. Energy is efficiently spent when the packets are bigger and
have to traverse only few hops as there will be fewer collisions. There is a slightly lower
efficiency when the number of hops grows. However, the overall results obtained still exhibit a
good performance even in heavy traffic conditions. This finding concludes that the proposed
SPD-MOO is a robust technique in any traffic conditions.
3.8 Summary
This chapter presents a Multi-Objective Optimization for Selective Packet Discarding (SPD-
MOO) in solving congestion in WSN. To perform optimization on the pre-defined discarding
criteria, we employed a metaheuristic method called Evolutionary Algorithm (EA) based on
its promising features in solving multi-objective optimization problems. The proposed solution
is able to prevent congestion by discarding some unnecessary packets based on the optimiza-
tion criteria. Special MOEA characteristics that simultaneously optimize multiple objective
functions assists SPD to achieve better performance.
To the best of our knowledge, none of the solutions found have eliminated congestion in
WSN from this perspective, making this mechanism a unique and novel approach. A mathe-
matical model has been presented for the purpose of analyzing the performance of the SPD-
MOO. A comparison of the results is given to verify the accuracy of the model. The numerical
results of several measurements proved the effectiveness of the proposed SPD-MOO technique
in avoiding missing important packets that deserve the transmissions.
Despite our focus within the domain of WSN, we believe that this method will work on
other highly distributed systems. Our subsequent focus includes an investigation into the
performance trade-off between fairness and energy consumption, an issue of paramount im-
portance for WSN. Additionally, we intend to adapt this proposed technique for use in other
distributed networking domains.
Chapter 4
By-Passing Infected Areas
While the previous chapter focused on the method to reduce the chances of losing important
packets when congestion is inevitable, there are yet other concerns to ensure seamless delivery
of data transmissions in WSN. This chapter addresses the third research question by explor-
ing a potential routing technique to detour packet transmissions when nodes become infected.
Considering the need to provide timely delivery of the sensed data streams and the severe
consequences that will be caused if these packets are transmitted into an infected region, this
chapter aims to protect the packets from being trapped and lost inside the region. This is ac-
complished through using a By-Passed Routing (BPR) technique in order to avoid performance
degradation.
Avoiding any infected nodes or area is crucial to save large amounts of resources and speed
up the transmission process, especially in emergency situations. For instance, by avoiding an
infected area in bush fire detection, the sensed data which carry important signals can be
quickly transmitted, minimizing the service time and accelerating appropriate actions on vic-
tims. In contrast, having the packets trapped in the infected region might result in unbounded
delays and obstruction of any emergency procedures, placing the affected people at high risk.
The rest of the chapter is structured as follows. The chapter first describes the background
of the study which includes problem statement, highlights of some limitations of the existing
solutions, the objectives of taking this research, and the contributions in Section 4.1. It then
further explores the related routing techniques found in literature. Next, we present a problem
formulation in Section 4.3 that leads to the proposed solution in Section 4.4. This section
contains the detection of the infected nodes using Fuzzy data clustering. Using the information
about the infected nodes, all collected data are then detoured through non-affected nodes using
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the proposed BPR technique until they reach their destination. This information is also used to
free the trapped packets from the infected regions. In order to prove its efficiency, we conduct
a performance evaluation using simulation in NS-2 and compare the result with two existing
routing methods in Section 4.6. Section 4.7 provides the summary for this chapter.
4.1 Introduction
The detection of certain events in WSN is made viable through data sensing and forwarding
from sensor nodes to a control centre or the so-called sink node for further processing. As
such, the occurrence of any unexpected circumstances normally involves communication of
outstanding data to the sink node. However, energy constraints and limitations in other
resources [134, 154, 197] restrict direct communications between sensors and the sink node.
Therefore, communications in WSN are affected by the proper functionality and state of various
intermediate nodes which in turn forward the received data to another node until they reach
their destination. This saves colossal amounts of energy in each node and prolongs their battery
lifetime while maintaining persistent connectivity.
Abnormalities in sensed data streams indicate the spread of malicious attacks, hardware
failure and software corruption among the different nodes in a WSN. These factors of node
infection can affect generated and incoming data streams resulting in high chances of mis-
leading packet translation and severe communication disruption. This problem is detrimental
to applications with real-time measurements that possess stringent QoS requirements. False
analyses and wrong decision making will result from infected nodes that produce inaccurate
data. The sensed data from other un-infected regions might also get stuck in an infected region
should no prior alternative arrangements are made.
This chapter provides a solution to by-pass the infected nodes dynamically using a twin
rolling balls technique and also divert the packets that are trapped inside the identified area.
The identification of infected nodes is done by adapting a Fuzzy data clustering approach which
classifies the nodes based on the fraction of anomalous data that is detected in individual data
streams. This information is then used in the proposed BPR which rotates the balls in two
directions simultaneously: clockwise and counter-clockwise. The first node that hits any ball
in any direction and is uninfected, is selected as the next hop. We are also concerned with
the incoming packets or the packets-on-the-fly that may be affected when this problem occurs.
Besides solving both of the problems in the existing methods, the proposed BPR technique has
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greatly improved the studied QoS parameters as shown by almost 40% increase in the overall
performance.
4.1.1 Problem Statement
Due to their limited capabilities, sensor nodes are normally susceptible to various sources of
failure. These include malware attacks and hardware failures as well as software corruption
which can reduce nodes’ functionalities. To date, the emergence of malicious code targeting
wireless devices have badly threatened most of WSN operations [30, 46, 163]. These threats
draw serious attention on research communities since this could lead to critical drawbacks such
as partial or complete node failure that causes destructive effects on the underlying monitoring
applications. Nodes experiencing such failures are classified as infected or malfunctional and
will normally fail to perform normal sensing and communication tasks. Hence, they are unable
to observe the timely delivery service which is crucial to maintain high QoS in WSN. Software
corruption as another source of node infection could also cause serious intermittent connection
in the entire network. This leads to incorrect information being transmitted which will severely
affect the end-point decision making.
Moreover, the nature of independent operation in WSN involving no human intervention,
exposes the sensor nodes to high chances of possible software corruption and hardware failure.
This will cause the nodes to malfunction and also disturb the entire sensing processes. As
a result, nodes could totally collapse, causing serious intermittent connection of the entire
networks.
Among the most threatening effects of the afore-mentioned problem is the high tendency
for the infected nodes to produce faulty data. Data generated by this kind of node may contain
anomalies that do not resemble the actual data that is being observed. Here, the term anoma-
lies is used to describe the situation when the actual data under a given set of assumptions
differs from the expected results [2]. For example, a set of a sensed temperature readings can
contain several fluctuations or very low reading points that are totally different from the normal
temperatures observed as the majority. Such a scenario represents the existence of anomalies
which provides the evidence that a given assumption or model does not hold in practice. Pack-
ets containing anomalous data can result in false analyses and in-correct decision making at the
end systems, thus severely degrading the performance. Such a problem will introduce many
other side effects, such as a rise in the packet loss rate and higher consumption of energy:
which are the major concerns in WSN which suffer from scarce resources. This will create
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Infected Areas
(a)
Figure 4.1: The scenario when some nodes are identified as infected due to malware attack,
hardware failure or software corruption, which can cause substantial performance degradation.
major gaps in communications. Some may refer to this scenario as a ’hole‘ or ’hotspot‘ from
which the packets cannot be forwarded to their destinations. These packets might be either
lost in transmission or stuck in the infected area. Some of these packets may carry significant
translation about the occurrence of any emergency situation and their loss is detrimental to
performance. Possible effects include the delay of emergency procedures to the affected region.
The loss of this kind of packet could result in tremendous consequences that may affect the
whole industry or nation utilizing the network. Hence there is an imperative need to timely
detect infected areas and avoid them in subsequent communication and transmission proce-
dures. An example of infected nodes and regions on a WSN is shown in Figure 4.1. Finally,
all these consequences result in the disturbance of the overall routing process and jeopardize
entire performance. This requires fast alternative routes to be reconstructed in order to detour
any incoming packets to their destinations. This could be achieved by effective avoidance of
infected areas.
4.1.2 Existing Solutions and Limitations
Several existing solutions can be used to mitigate the afore-mentioned hole issue or mostly
referred as local minima [3, 9, 24, 26, 49, 105, 119, 203] due to the occurrence of infected nodes.
This generally addresses the classic situation where packets cannot be forwarded to the next
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hop since there exists no other node that has shorter distance to destination than the current
node. However, most techniques are graph-based which require the entire network graph to be
stored, leading to consumption of large memory amounts. On the other hand, the non-graph-
based approaches result in longer routes, thus incurring higher energy consumption. Among
the well-known by-pass approaches are BOUNDHOLE [43] in which operations are based on
sweeping line and Greedy Anti-void Routing (GAR) [106] which is based on a rolling-ball
technique. Although both of the methods can solve the hole’s issue, they suffer from severe
drawbacks that affect the whole performance. For example, the BOUNDHOLE approach is
susceptible of falling into routing loops due to its false boundary detection. When this problem
occurs, packets may not be forwarded to their designated destinations, hence getting trapped
inside the region. Several other effects include higher delays, huge energy expenditure and
communication overheads. Another drawback of BOUNDHOLE is the requirement of a large
memory space to store the entire hole’s shapes.
GAR method is proposed to solve the false boundary detection in BOUNDHOLE. It em-
ploys a rolling-ball technique which has a circle or ball attached on the node that is having local
minima. This ball will rotate in either clockwise or counter-clockwise direction. A node that
hits the ball will be selected as the next node. Though this method exhibits better performance
than BOUNDHOLE, it visits unnecessary nodes, thus resulting in higher energy consumption.
To overcome the rolling ball limitations in GAR and false boundary detection in BOUND-
HOLE, in the context of avoiding infected areas, we propose a twin rolling ball approach which
eliminates the visits to unnecessary nodes, resulting in a shorter routing path and a more
efficient routing protocol.
4.1.3 Objectives
This research is driven by a concern to address the following issues:
• To find a solution that can mitigate the aforesaid problems of local minima and getting
the stuck packets out of infected regions.
• To design a method that can by-pass those infected areas and redirect the incoming traffic
to the unaffected regions.
• To minimize the aforesaid severe effects of infected nodes. Although this problem does
not appear to be too complicated, the effect of trapping the important packets inside the
infected region could be massive.
Introduction 93
4.1.4 Contributions
The proposed solution in this chapter is twofold and can be summarized as follows. First, the
specific infected nodes are identified together with the marking of a set of such nodes as an
infected area in communication space. This is performed via a fuzzy data clustering approach
[86] that partitions the data into groups in order to identify anomalous data comprising both
individual outliers and clustered groups. Once a node is identified as containing a significant
fraction of anomalous data, that node is said to be infected, and is to be avoided in subsequent
routing procedures. This subsequent routing process comprises the main contributions in this
chapter which can be noted as follows.
• An innovative way of reducing the increase in packet loss rate is proposed by avoiding or
by-passing the identified infected regions and redirecting the packets using the un-infected
nodes. The uniqueness of our approach relies on the method to address three different
concerns: Getting the stuck messages out of the infected areas, By-Passed Routing for
the incoming traffic, and the normal Greedy Forwarding (GF) algorithm.
• Uniquely, in order to get the stuck packets out of the infected areas, we propose a twin
rolling balls technique which rotates in two directions simultaneously; clockwise and
counter-clockwise. Packets are passing between nodes when any of the balls hit the first
node in any direction. Different from the previous rolling ball technique, the next hop is
selected when it is touched by one of the balls, given that it is uninfected. This process
terminates when all the nodes within the coverage area of the first node that initiates
the ball are visited.
• We found a vital concern to protect the packets-on-the-fly 1 since transmission processes
of these packets may also be affected by the occurrence of infected nodes. In such critical
situations, packets may have a high tendency to be trapped and lost. Concerned with this
issue, we propose a mechanism to route these packets away from the identified regions.
In this approach, the affected packets will be detoured using different nodes so they
can safely reach their destinations. It is crucial to the detection and classification of
these infected data to recognize which nodes they belong to. The information about the
infected nodes is important to divert the traffic away from the identified regions. Note
that packets are sent to their destinations using normal Greedy Forwarding algorithm
(GF) in the absence of infected nodes.
1Packets that have already been transmitted without knowing that the nodes used in their route are infected
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These are the highlights of our research which differs from other existing methods that only
focus on getting the stuck messages out of the infected regions without being concerned with
the way to handle the incoming traffic. To the best of our knowledge, this is the first attempt
to handle this issue using the proposed routing approach. This proposed BPR technique is
able to provide a seamless routing technique that takes into account the implications should
the packets not be detoured from the infected region. This is proven by the significant results
obtained through simulation using NS-2. The analyses show that the proposed solution is able
to facilitate fewer hops traversed, higher packet delivery ratio and excellent routing efficiency as
compared with BOUNDHOLE and GAR. The proposed technique is also able to minimize the
average end-to-end delay and reduce a considerable amount of communication overhead. Over-
all, our technique shows desirable performance and exhibits substantial improvement compared
to existing methods.
4.2 Related Work
Since batteries in sensor networks are irreplaceable, most of the routing protocols developed
thus far concentrate on energy efficiency by optimizing communications among nodes [6]. Real-
izing the significant needs for efficient communication that aims to reduce energy consumption,
most of these protocols developed their routing information based on the information from the
1-hop neighbour without the requirement to keep the information about the entire networks.
This is known as localized routing where the communication processes are just based on the
local information from each node [83]. In particular, knowing the location of a destination
node, a source node will forward a packet to a destination node using its 1-hop neighbour in-
formation. Here, each node is alerted to its geographic location. This geographic information
is made available either by location service or localization phase [43]. First, it will send the
packet to the nearest 1-hop neighbour. That neighbour will repeat the process until the packet
reaches its intended destination. This technique is proven to be efficient in reducing energy
consumption since it does not incur additional routing overhead. The 1-hop information held
by each node greatly helps to reduce additional communication overhead. However, this ap-
proach suffers from the local minimum phenomena which prevents packets from being sent to
the next hop if the current node is closest to the destination node.
This problem, also referred as a ‘hole’, has attracted much attention from the research
community in the sensor network domain, resulting in various methods as found in [3, 9, 24,
26, 49, 105, 119, 203]. However, some of these methods, which employ a graph-based technique,
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will require the entire network graph to be stored as part of the process, thus leading to poor
scalability. On the other hand, the non-graph-based technique will result in long routing
path and high energy expenditure, and hence is unsuitable for WSN. Here, holes can also be
inferred as the ‘hot spots’ caused by traffic congestion, shortage of power resource or regions
with insufficient sensors and the phenomenon where sensor nodes are destroyed due to natural
disasters such as forest fire or nodes failure. The presence of holes introduces several difficulties
and may cause major changes in the network topology. Identifying holes in sensor networks
will help improve connectivity and reliability.
The idea of by-passing the hot spots area can be found in [43] where routing is adaptively
performed to deliver the real-time traffic in a seamless manner. This approach introduces
an algorithm to define and discover holes in sensor networks and establishes adaptive routes
around the defined holes’ boundaries. First, they identify the stuck nodes where the packets
could possibly be trapped. To by-pass the identified nodes, the authors have proposed a
BOUNDHOLE algorithm which separates the boundary of the holes and routes the packets
based on the 1-hop neighbouring information. The communication between boundary nodes is
done using sweeping lines. However, this method requires that each node remembers the shape
of the hole and the entire shape needs to be saved in order to be used for future transmissions.
This method clearly requires extra memory. Though it does not require the exact shape to
be saved, it still occupies memories which are already limited in practice. Moreover, holes can
always be dynamic in nature and the use of the previous holes’ shapes may just be wasting
the limited memory and energy of sensor nodes. Another major issue of BOUNDHOLE is the
false boundary detection problem that presents a high risk of falling into loop problem. The
false boundary detection leads to longer routing which may quickly deplete the energy of the
nodes. As a result, bigger holes might be created and this will introduce a considerable amount
of communication overhead which will severely degrade the performance.
Greedy Anti-Void Routing (GAR) [106] has been designed to tackle the issue of false bound-
ary detection found in BOUNDHOLE approach. Similar to BOUNDHOLE, the GAR method
will only be applied if the packets fall into local minima problem. However, this GAR protocol
uses a different technique called a rolling ball method which will be attached or hinged at the
starting point of the node having the local minima problem and rotate counter-clockwise with
R/2 radius. The first node that intersects with the rolling ball will be selected as the next
hop. The selected node should be closer to the final destination than the current node. The
ball will then continue the rotation until the next node is hit and the process continues until
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the packet safely arrives at the destination node.
Another technique to by-pass the identified holes is known as planar graph [74]. Using this
technique, packets that are stuck in an identified hot spot area are redirected counter-clockwise
using a right-hand rule along the planar graph. This method solves the local minimum problem
and ensures that all stuck packets will be delivered to their destinations. This algorithm is also
made possible using the integration of the Greedy Forwarding (GF) algorithm and perimeter
routing. This combination technique, however, requires high maintenance and thus incurs
extra costs.
Our proposed technique is basically similar to the rolling ball technique used in GAR.
However, our approach eliminates visits to unnecessary nodes, resulting in a shorter routing
path and more efficient routing protocol.
4.3 Problem Formulation
This section explains the problem formulation of this chapter. All the notations used can be
referred in Table 4.1. Consider a set of nodes N = {Ni|∀ i} within a 2-dimensional (2D)
euclidean plane. The location of the destination node ND is known in advance by the source
node NS . The locations of other nodes in the set are known using the periodic beacon updates.
These positions can be presented by P = {PN |PN (xNi, yNi),∀ i}. We assume that all the
sensor nodes have the same capabilities and characteristics, hence are homogeneous. A set
of N nodes’ transmission ranges can be denoted by D¯ = {D¯(PNi, R)|∀ i} where D¯(PNi, R) =
{x| ||x−PNi|| ≤ R,∀ x ∈ R2}. In this case, the transmission range for each of Ni is given by R
and the centre of the radius is denoted by SN . Since the packet is conveyed to destination using
the 1-hop information as in GF, the neighbouring table is given by TNi = [IDNk , PNk ]| PNk ∈
D¯(PNi , R),∀ k 6= i where IDNk represents the identification number for node Nk. To initiate
the transmission, a source node (NS), knowing the location of the destination node (ND), will
choose the next hop from its routing table TNs that has the distance closer to the destination
node than itself. The same procedures will be applied by all the intermediate nodes until all
the packets have been received by the destination node. The following sections define local
minima problem and the limitations of the existing rolling ball technique.
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Table 4.1: Mathematical Notations for BPR
Number Notation Translation
1 N Set of Sensor Nodes
2 Ns Source Node
3 ND Destination Node
4 Nj Next Node
5 Ni Current Node
6 NLocal Local Minima Node
7 δT Time Window
8 X Set of Observations
9 Jm Objective Function
10 Cj ∈ R Set of Cluster Centroids where R
is a real number
11 Wij Membership degree of
point Xi in j
th cluster
12 U = [Wij ] Fuzzy partition of X
13 T Statistical Threshold
14 PNi(XNi , YNi) Position of Node Ni
15 RB Rolling Ball
16 R Radius of a circle
17 R/2 Radius of a Rolling Ball
18 dc Clockwise direction
19 dcc Counter-Clockwise direction
20 Si Centre Point of RB
21 d(Ni, ND) Distance from node Ni
to destination node ND
22 D Sets of node’s transmission
range
23 TN Neighbouring Table
24 IDN Identification Number of
each node
4.3.1 Local Minima Problem
Local Minima or void is a problem derived from the original GF algorithm. It can be defined
as follows:
Definition 1 (Local minima) [133]. The local minima problem occurs when there exists a
node Nv in the network in such a way that it has no closest 1-hop neighbour to the destination
than itself. In such scenario, the node could not forward the packets that it is holding to the
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next hop since no other node is closer to destination than itself, creating the local minima
problem. This problem can be presented as follows:
{PNk |d(PNk , PND) > d(PNv , PND), ∀ PNk ∈ TNv} = φ (4.1)
Where TNv is the neighbouring table containing the closest 1-hop neighbours of Nv. This
means that all other nodes have longer distances to the destination than Nv and could not be
chosen to be the next forwarding hop.
4.3.2 The Rolling Ball (RB) Limitations
The RB was originally proposed to solve the false boundary detection problem faced in BOUND-
HOLE [43]. This is in order to guarantee reliable data transmission when holes are detected.
As discussed in Section 4.2, both the sweeping line method in BOUNDHOLE and the rolling
ball technique in GAR were proposed to by-pass holes in WSN scenarios. The implementation
of original RB requires three different phases; initiation, boundary traversal and the termina-
tion processes. While RB is proven to be successful in avoiding the identified infected regions,
there exist some limitations that need further improvement. As highlighted in Section 4.1.2,
RB tends to visit unnecessary nodes and results in longer routing delays. The definition of RB
and its problem can be given as follows:
Definition 2 (Rolling Ball) [106]. In a given set of sensor nodes Ni ∈ Nr, we say a circle
is a Rolling Ball (RB) if there exists a circle (RBNi(Si, R/2)) that is hinged or attached at a
centre point Si ∈ R2 with a radius (R/2) which is half of the actual radius R. No other node
such as Nk ∈ N should be located inside the rolling ball as {RBN¯ (Si, R/2) ∩N} = 0 where
RBN¯ (Si, R/2) denotes the open area within the rolling ball.
Problem 1 (False Boundary Detection). As the ball (RBN¯ (Si, R/2)) is hinged at the
centre of the node Ni, it will rotate either clockwise or counter-clockwise until the next node
Nj that touches the rolling ball will be selected as the next hop. Then, the new rolling ball
will be hinged at the centre of the selected node Nj and the same procedures continue until it
enters the termination phase. This can be best illustrated in Figure 4.2. The next node that
touches the rolling ball is chosen to be the next hop.
This algorithm will enter the termination phase and perform the normal greedy forwarding
method once the same node is visited twice in the same round. It means that a closed-loop
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Figure 4.2: The Rolling Ball operation
is about to be formed and thus it becomes essential to find the exit gate node to forward
the packet to the next node located outside the hole area. However, as the ball continues
to rotate, it could not handle the problem of communication intersection, hence resulting in
longer routing path due to visiting the unnecessary nodes. This problem is explained in Figure
4.3 where communication between two nodes is intercepted or “crossed” by another two nodes
which are also communicating with each other. Referring to Figure 4.3, N4 will be selected
as the exit gate to forward the packet to the outside area. The ball will then be hinged and
continue to rotate at node N4, and the procedures repeated.
The inefficiency occurs as the resulting path appears to be longer than the necessary routing
nodes. There is, however, a shorter route to reach the destination which may save substantial
resources.
4.4 The Proposed Solution
The proposed by-passed routing technique comprises two main parts, namely Infected area
detection and by-passed routing. The first part detects the occurrence of infected nodes adapting
a Fuzzy Data Clustering approach to identify anomalies based on the received data signals.
The fuzzy clustering method is chosen as it provides an unsupervised and modular method
for evaluating anomalous data over the different sensor nodes. A data-centric point of view as
The Proposed Solution 100
N4
N1 N2
NLocal
Exit gate node
(a)
Figure 4.3: The communication intersection problem which defines the exit gate node.
with fuzzy clustering is suitable when evaluating whether a node is infected or not, whether it
is through a hardware malfunction, malware attack or software corruption.
The information on nodes that are identified as infected is then directly used for traffic
diversion in the proposed By-Passed Routing (BPR) technique. The second part uses the in-
formation on infected nodes/areas and performs traffic diversion and by-passed routing through
three processes. The novelty of the proposed BPR approach relies on the introduction of the
twin rolling ball technique that detects the next 1-hop neighbour faster than the existing ap-
proach. This is due to simultaneous rolling directions that performs faster search of the next
neighbour. Using this approach, the first uninfected node that hits any ball in any direction is
assigned as the next hop. Further, different way of getting the stuck packets out of the infected
region is another unique contribution of BPR.
This section begins with the details of the fuzzy data clustering approach for infected area
detection which is presented before proceeding to the proposed BPR technique, which is the
heart of the chapter. The overall picture of the proposed BPR technique is shown in Figure
4.4.
4.4.1 Fuzzy Data Clustering
Here, we discuss the initial step of identifying infected nodes on a large scale sensor field. We
define a particular sensor node as an infected node and a set of such nodes which are adjacent
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Figure 4.4: The proposed architecture view for BPR technique
to each other in terms of communication space as an infected area as per the following defini-
tions.
Definition 3 (Infected Node) Given a set of sensor nodes N = [N1, N2, ..., Nn] on a WSN,
a particular node Ni is considered as infected if it satisfies the following conditions.
• Contains some fluctuation points in the collected readings which can be classified as
anomalous measurements. The fraction of anomalous measurements over normal mea-
surements is ≥ 10% of its complete readings over a considered time window δT .
Definition 4 (Infected Area) Given a subset (n) of WSN sensor nodes (n ∈ N), which are
over a particular spatial area A, that area is considered as an infected area if and only if;
• All the sensor nodes in n satisfy the criteria for definition 3.
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• Each node is within one hop communication distance of at least one other node in n.
The actual detection of anomalies in sensor measurements is performed by adapting the
Fuzzy C - means algorithm for data clustering and classification based on the work in [86].
Therefore, soft data partitioning (clustering) is performed in an unsupervised manner at each
of the sensor nodes in the network for the same defined time window of δT . . For a set of
observations X = [X1, X2, ..., Xn], where each data point Xi is a d-dimensional measurement
collected within the considered time window, the following objective function (Jm(U,C;X)) is
minimized as the weighted sum of squared errors according to the Fuzzy C - means algorithm;
Jm(U,C;X) =
k∑
j=1
n∑
i=1
wmij ||xi − cj ||2A, 1 < m <∞
Here, C = (c1, c2, ..., ck) is the set of cluster centroids with each cj ∈ R. The membership
degree for data point Xi in the j
th cluster is denoted by wij . The Euclidean Distance is chosen
as the similarity measure between a particular data point and the cluster centroid as it provides
an effective similarity score with low computational cost. This is defined in the inner product
with norm matrix A. Therefore a fuzzy partition of X is derived by the representing matrix
U = [wij ] consisting of all membership values.
The clustering operation is performed with a user-defined number of expected clusters.
As the work in [86] elaborates, there is little effect in the number of clusters with regard
to identifying the anomalies when used over an expected middle range of (6-12). This is a
valid argument, especially given the small temporal window that the data is aggregated over.
Therefore, this technique sets the number of expected clusters as eight (8) with regard to
avoiding large computational overheads as well as being representative enough for covering the
distribution of data over a small temporal window. Thus, each node produces a set of fuzzy
values U = [wij ] indicating the membership degree of its data points to each cluster from the
determined set of eight centroids.
T = 1/n
n∑
i=1
Xi ±
√√√√1/n n∑
i=1
[Xi − (1/n
n∑
i=1
Xi)2]
As the next step, the soft clustering is de-fuzzified by introducing adaptively derived sta-
tistical thresholds at each node. This threshold (T ) is given in the above equation wth X
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representing any data set to which it is applied. Therefore, one standard deviation away from
the mean with regard to the set of maximum membership values from the obtained fuzzy
partition [max U(wij)] is used to initially identify the anomalies. Data points that cannot be
satisfactorily attributed to a defined cluster centroid using the Fuzzy C - means algorithm is
isolated in this step.
While this gives the anomalous data points that are characterized by their non-membership
in the defined clustering, we are also interested in obtaining the anomalous data that are
composed on to the identified clusters themselves. This is performed by introducing the same
non-parametric threshold given above to a different set of values. Specifically, we evaluate
the abnormality of the formed clusters through thresholding the mean inter-cluster distance
among the eight defined cluster centroids at each sensor node. Therefore, if the mean inter-
cluster distance of a particular centroid falls above the threshold (of one standard deviation
away from the mean) for the set of mean inter-cluster distances, that cluster itself is considered
as anomalous. The combination of the two techniques in identifying anomalies by evaluating
data points for cluster membership and distance comparison for centroids provides the final
anomaly count at each node. Sample data distributions containing normal and anomalous
readings (in this case for temperature and humidity) and the results of the proposed clustering
and anomaly detection are shown in Figure 4.5 and Figure 4.6 respectively.
Once this value indicates that a particular node comprises of 10% or more of anomalous
data within a considered period, that node is marked as infected. We use 10% as the cut-off
due to the fact that it is the lowest value possible to have while still allowing for some flexibility
with regard to occassional fluctuations in the data that can be detected as anomalies. This
information on detected infection is then shared among the immediate 1-hop neighbours of each
node which will then be used in the proposed by-passed routing module in the next section.
4.4.2 By-Passed Routing (BPR)
Realizing the significant need to avoid infected nodes or areas, the aim of this technique is
twofold. First, to get the stuck or trapped packets out of the corrupted regions. These packets
have to be forwarded to their destinations on time (observing real-time application maximum
delays of 150ms) since they might contain information about the emergency occurrence and
possess important measurements for further analysis and actions. Secondly, we are also con-
cerned about the incoming traffic that will have to be detoured in order to avoid these packets
from being sent to the infected region. Once the information about the infected nodes is ob-
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Figure 4.5: (a) Data distribution of normal temperature/humidity readings (no anomalies)
(b) The resulting groups of clusters using the proposed fuzzy clustering approach for anomaly
detection. Each colour represents membership in a different cluster.
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Figure 4.6: (a) Data distribution containing anomalies highlighted by the red points (b) The
results of the proposed fuzzy clustering for the data set in (a). (c) Identified anomalies using
the proposed method for the data set in (a).
tained, the information is used to by-pass the area and redirect incoming traffic to unaffected
nodes. Finally, we provide a detailed explanation about normal routing when there is no node
infection. Having said that, this section comprises of three different parts: Getting the Stuck
Messages Out, By-passed the infected areas, and Normal Routing.
4.4.2.1 Getting the Stuck Messages Out
When nodes are infected, some packets are trapped in the area and cannot be forwarded to the
next hop simply because there is no available node to forward the packet to the next hop. At
this point, all corresponding nodes are malfunctioning and cannot forward the packets to their
destinations. These packets are basically stuck in the corresponding area and should be released
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Algorithm 5: Avoiding Infected Areas
1 Require: Neighbour Information [NextHopID, DistanceTo, (x,y) Location];
2 Require: Source Node Address, Destination Node Address.
3 Source Node (Ns) initiates the transmission using Greedy Forwarding (GF) Algorithm;
4 Each node maintains the information about their 1-hop neighbour location;
5 The next neighbour Nj that has shorter distance to destination node ND than the
current node Ni where (d(Nj , ND) < d(Ni, ND)) will be selected as the next hop;
6 if (Local Minima problem is met) then
7 if (Stuck Messages != 0) then
• Call the Twin Rolling Balls function;
• Get the Stuck Messages out;
8 else
9 Route the incoming packets using BPR;
10 BPR ();
11 else
12 Perform the GF algorithm;
by any means. This is because these messages may have a high possibility of being dropped
if no alternatives are arranged to get them out of the identified infected region. Since these
packets may carry important measurements for certain events such as military surveillance and
the occurrence of natural disasters, they should be quickly conveyed to their destinations. If
not delivered on time, these packets could be stale and no longer resemble the real meaning.
This section explains the detailed implementation of the proposed technique which con-
sists of three parts: the proposed Twin Rolling Balls, Forwarding the Stuck Packets, and the
Derivation of Exit Gate Node. The whole process of avoiding the infected region is presented
in Algorithm 5.
a. The Twin Rolling Balls
Once the infected packets have been detected and the nodes that they are in have also been
identified, we need to define the boundaries of the infected nodes to avoid sending any further
incoming packets to these nodes.
The purpose of boundary detection is to route the packets away from the infected areas.
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The detection of the boundary nodes in the proposed method is inspired by the rolling ball
[106] technique as described in Section 4.3.2. However, unlike the previous method [106], we
rotate the angle in both directions simultaneously; clockwise (dc) and counter-clockwise (dcc).
This is in order to quickly find the next closer node that is able to continue the routing process.
In the existing rolling ball technique which just rotates the ball in one direction, if the first
node happened to be located far away from the ball, it may take some time for this node to
be selected as the next hop.
In order to encounter that problem, we use two different balls that are attached to the
same point (NLocal) and rotate the balls in different directions. The first node that touches
any rolling ball RBiNi(Si, R/2) (where (R/2) presents the radius of the circle) and contains no
anomalous data, will be considered as the next boundary node. The proposed algorithm does
not just consider the intersection between the rolling ball and a node as the next corresponding
boundary node. Instead, it also considers the absence of anomalies in the corresponding node
in order to select the next forwarding node. This will automatically avoid packets from being
forwarded to the wrong nodes and solve the false boundary detection problem as in BOUND-
HOLE. The information of whether a node contains anomalies is obtained through the Fuzzy
data clustering technique outlined in the previous section. Furthermore, the proposed twin
rolling balls ensures faster detection of the next hop since the node can be hit by any of the
balls in any directions. For example, if a node is located closer to the ball in clockwise direction,
rotating the ball in counter-clockwise may result in longer delay.
Moreover, if an infected node is considered in the detection of the boundaries, a close loop
will be formed and this will eventually occupy all the infected nodes as forwarding nodes. As
this assumption is false, no routing can take place as all infected nodes will be used as boundary
nodes. Thus, incoming packets cannot be routed to their destination. We define the following
properties.
Definition 5 (The Twin Rolling Balls). The Twin Rolling Balls is defined as two iden-
tical balls RB1Ni(Si, R/2) and RB2Ni(Si, R/2) with radius R/2 that are hinged at NLocal,
rotate in two directions simultaneously. Each ball is a copy of the other and so has the same
characteristics. The twin rolling ball operation can be found in Algorithm 6. An illustration
of twin rolling balls can be seen in Figure 4.7 which shows the rotation in both directions.
Definition 6 (Direction of Rotation). Assume the twin rolling balls RB1Ni(Si, R/2) and
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Algorithm 6: The Twin Rolling Balls
1 Require: NLocal location and radius R;
2 Check if local minima situation is met: d(NLocal, ND) < (Ni, ND) for all i;
3 if (d(NLocal, ND) < (Ni, ND) == TRUE) then
• Attach 2 rolling balls RB1Ni(Si, R/2) and RB2Ni(Si, R/2) at the center of NLocal
with radius R/2 ;
• Rotate the balls in clockwise
and counter-clockwise simultaneously
if (Any ball hits any node) && (Nodes != Anomalies) then
• Assign that node as the new hop Ni;
• NLocal will pass the packets to Ni;
• Continue moving in the selected
direction;
• Repeat all the steps until
an exit gate node is found
• ExitGateNode ();
4 else
5 Route the packets using normal GF algorithm;
RB2Ni(Si, R/2) that are hinged at node NLocal. They will rotate in clockwise and counter-
clockwise direction simultaneously starting from the centre of the NLocal node until the first
node is hit and this marks the direction of further rotation.
Definition 7 (Exit Gate Node). We exemplify a node Nx as an exit gate node with the
angle of ∠N1N2NLocal in such a way that Nx is in the transmission range of NLocal and out of
transmission range N1 and N2.
For example, in Figure 4.3, Nx is referring to node N4 that represents the way-out from the
affected region and connects to the outside node that will lead the way to the destination node.
The rolling ball will be terminating at N4 and the GF algorithm is automatically initiated to
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Figure 4.7: The Twin Rolling Balls operation
find the next hop. The selection of N4 as an exit node satisfies the condition since no other
unvisited nodes have appeared to be in the coverage area of NLocal. Therefore, N4 is the last
available node in the coverage area of NLocal that can be assigned as the next exit node. The
process can be found in Algorithm 7.
The proposed twin rolling balls is different with the existing method in GAR and the
sweeping line method in BOUNDHOLE in the sense that it selects the exit gate node once the
same node is about to be visited twice. As shown in Figure 4.8, the rolling ball protocol will
choose node Ne as an exit gate node. As the ball will then hinge at Ne, it will rotate and hit
N10 and this process continues until the packet is received by its destination node ND. Not
surprisingly, this method will introduce unnecessary visits to other nodes (Ne, N10, N11, N12)
while there is another, shorter route to the destination.
In contrast, our method will choose N8 as an exit gate node. The selection of this node
is based on the transmission range covered by NLocal. For this reason, we exclude Ne as our
potential exit node and so can avoid visiting the longer route. From here, N8 will proceed with
the normal forwarding method based on GF algorithm and use the 1-hop neighbour information
to relay the packets to destination node ND. The question is, how do we know when is the right
time to stop the rotation and start the normal GF? To avoid the close-loop routing problem,
we terminate the rotation processes when all the nodes within the coverage area of the original
NLocal, including the originating nodes, have been visited. At this stage, we know that the
current node that is holding the packet is the exit gate node. Thus, we stop the process and
forward the packets using the normal GF algorithm.
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Algorithm 7: The Exit Gate Node
1 Require: Neighbour Information [NextHopID, DistanceTo, (x,y) Location];
2 Require: Source Node Address, Destination Node Address ;
3 Require: Nodes can only be visited once;
4 Given that node Nx is the current node
5 Check if all the nodes in NLocal range have all been visited (including source node and
all the intermediate nodes).
6 if (All Ni ∈ R of NLocal have been visited) then
7 Assign Nx as Exit Gate Node;
8 if (d(Nk, ND) < d(Nx, ND == TRUE) then
9 Forward the packet to Nk
10 if (d(Nj , ND) < d(Ni, ND == TRUE) then
11 Forward the packet to Nj
12 Repeat step 10 & 11 until all the packets reach destination node;
13 else
14 Compare the distance of node Ni with Nx;
15 if (d(Ni, ND) < d(Nx, ND == TRUE) then
16 Forward the packet to Ni;
17 else
18 Call LocalMinima();
b. Forwarding The Stuck Messages
We aim to release these stuck packets from the infected areas so they can reach their destina-
tions and provide a meaningful translation to the end stations.
To do so, we based our analysis on BOUNDHOLE [42] and GAR [106]. However, our
method is uniquely different from both methods in many ways. The proposed path selection
technique results in shorter path diversion. This is because we avoid visiting the unnecessary
nodes that will lead to an undesirable longer routing path. Unlike the existing rolling ball,
once the local minima occurs, we will rotate the ball in both directions; clockwise and counter-
clockwise. This process is initiated from the local minima node. The reason is to find the
next hop that is closest to the rolling ball. It will compare the distance of the first node that
hits the rolling ball from both directions. Referring to Figure 4.8, the first node that hits the
ball in clockwise is N5, while for counter-clockwise is N6. Our method suggests that the first
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Figure 4.8: (a) Example of the constructing path using BOUNDHOLE and Rolling Ball Algo-
rithm
node that hits the ball in either direction and not infected, will be chosen as the next hop
(N6 using counter-clockwise rotation). This node also determines the direction for the rest
of the rotation. The ball continues moving in counter-clockwise and the next node that hits
the ball will be selected as the next hop, and the process continues until all the nodes within
the communication range (R) of NLocal are used. This includes the nodes that originated
the packet (e.g. source node and nodes that have already been used). The use of twin balls
that finds the next closest node to destination therefore results in shorter path. In addition,
by avoiding the unnecessary nodes transmission, we save much energy and service time and so
prolong network lifetime.
c. The Exit Gate Node
The last node that hits the ball under this condition is N8. If we select the previously used
nodes, the close-loop routing will occur as in BOUNDHOLE method. Since node N8 is the
last node that hit the ball and contains no anomalies, we regard it as an Exit Gate node. In
other words, N8 presents the last node that hits the ball before looping forwarding occurs.
When arriving at N8, none of the next hops are inside NLocal communication range. At
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this point, we compare the shortest distance of N8’s 1-hop neighbours: in this case it is
(Ne,N9 and N13) to the destination ND. Since Ne and N9 are located further away from
the ND, the suitable candidate for the next hop is N13. Therefore, N13 is selected as the
new hop based on its shorter distance to destination. Node N13 will then forward the packets
to the destination node based on the information it has received from N8. The resulting total
number of hops in this case is 7 which is greatly reduced from the rolling ball technique that
produced 11 visited hops. In this case, we save considerable time and resources by avoiding
the transmission through unnecessary nodes. This differentiates our method from the rolling
ball and BOUNDHOLE approaches.
4.4.2.2 By-Passing Infected Areas
We are also concerned about incoming packets which are ‘on-the-fly’ or packets waiting to be
transmitted at the source node. These packets should not be routed via the stuck or infected
regions, so we provide an alternative method to detour these packets using different routes.
Using this method, the new traffic will not be transmitted using the infected nodes, hence
avoiding them from being trapped in the identified holes.
Initially, the proposed By-Passed Routing (BPR) technique also employs the local knowl-
edge of a node’s 1-hop neighbour. Basically, each node will maintain the list of its 1-hop
neighbours. This includes the neighbours’ location and distance to other neighbours. This
information is obtained through frequent beacon updates so that each node will update their
neighbours’ information in the routing table list.
There are three processes in this method. First, the infected nodes, knowing that they are
carrying the infected data, will send flag notification towards the upstream nodes. This will
be used by the upstream nodes (including the source node) to divert the traffic away from the
identified region. Finally, intermediate nodes will send updates on the current status of the
networks so the source node will be aware of it and use the information for future transmissions.
The detailed explanation of the method can be found in the following sections.
a. Flag Notification of the Infected Nodes
Each node is aware of their current status: either carrying the anomalies or normal data. Once
it realizes it contains anomalies (e.g. high fluctuations in temperature readings as shown in
Figure 4.6), the corresponding node knows it has sensed important information that needs
to be disseminated quickly to the source node so that the source node will be aware of the
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corresponding emergency event that has just occurred. This also ensures that the source node
will no longer send the rest of the packets through nodes in the affected region.
Therefore, the node that contains the anomalies will prepare a back-pressure notification
by triggering an infection flag in the notification packet and send it to the source node via its
1-hop neighbour. Here, the flag is set to 1 if there is any notification, and stays 0 in normal
mode.
The back-pressure is a message sent backwards to notify the senders of any event. This
ensures that no further packets will be sent though the affected node. By this means, source
node will be aware that something is happening and that the packets it is generating should
not be sent through the infected node. It is worth mentioning that the transmission of the
notification message does not use a broadcasting method. This is because broadcasting pro-
cesses will send notifications to all the nodes in the network and this will result in unnecessary
transmissions. This will obviously waste valuable resources, quickly deplete nodes’ energy and
slow the communication processes. Instead, these messages are disseminated only to the nodes
that reside within the same route with the affected nodes from source to sink node.
Each node in our method maintains the table of information about their 1-hop neighbour.
Upon receiving the notification from the downstream nodes, the corresponding upstream node
will check its routing table and delete the entry of the affected node from the table. This
upstream node will in turn forward the notification message to its 1-hop neighbour. The
process is repeated until the notification about the infected nodes reaches the source node.
The source node will perform similar tasks and delete the entry to that particular node from
its table so that it will not send further incoming packets through the corrupted node. This
avoids severe performance degradation and maintains high performance.
b. Traffic Diversion
Each intermediate node knows the position and the shortest distance to their 1-hop neighbour.
This information is obtained through periodic beacon updates between nodes. In order to
send a packet, a 1-hop neighbour with the closest geographical distance to destination will be
chosen. At this point, a node’s routing table will only contain a fresh list of its 1-hop unaffected
neighbours. This will be the nodes located outside the boundaries of the affected regions and
thus will be able to forward the packets to the correct destinations. The source node will then
select its shortest 1-hop neighbour from its table and send the new packets to this neighbour.
Since each node maintains the information about its 1-hop neighbour, they will know the
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suitable nodes to be used for future transmission. The intermediate nodes, upon receiving the
packets, will in turn find their 1-hop neighbour and continue forwarding the packets. Unless
they receive another notification from any affected node, these intermediate nodes will continue
to forward the packets until all the packets reach their final destinations.
Implementing routing with all the infected nodes identified prior to transmission is crucial.
It helps us discover the way to route the incoming traffic away from the infected areas. This
ensures that all the packets may no longer be sent through the infected regions, avoiding the
occurrence of the stuck packets and reducing high packet loss rates.
Since all the selected nodes are free from visiting the infected region, this method avoids
the packets from being trapped in there and lost. This saves considerable time and resources
for retransmissions. Furthermore, this method also prevents the undesirable transmissions to
unnecessary nodes and thus will always ensure that packets are sent with the least possible
delay, minimizing the total end-to-end delay of the entire network. This method also ensures
minimum communication overheads since it only requires the knowledge of the node’s 1-hop
neighbour. If, in any case that this approach meets the local minima problem, the first approach
explained in Section 4.4.2.1 is automatically applied.
c. Beacon Updates
Since most WSN data involved with real-time information require immediate actions in a
timely manner, current updates on the ongoing delivery process are very important. In order
to update the current status of the transmission, an Acknowledgement (ACK) to the source
node is sent every fifth intermediate node.
In this process, every 5th intermediate node will notify the source node of which interme-
diate node is having a problem. We limit the updates to every five intermediate nodes in order
to reduce the routing overheads. We tested the impact of choosing a particular amount of
updates in the evaluation section. The source node will immediately alert if there is anything
happens during transmission. If the ACK is not received from the 5th node after a certain
threshold, the source knows that the packet it sent has not been received by the 5th node.
Thus, it will try to re-transmit the same packet from which the ACK is missing.
In accordance with that, the source node will notify the first node during the retransmission
attempt (piggybacked with the real data) that one or more nodes are having problems and
urge the downstream nodes to avoid sending packets to that particular node. Upon receiving
that notification, the first node will change its next hop information and send the packets to
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the next available hop. This method can ensure that infected areas are always avoided.
The justification of the selected number of intermediary nodes for status updates is as
follows. One of the major issues in WSN is the insufficient resources (e.g. energy and buffer
space). Therefore, the resulting communication overheads need to be kept as low as possible.
While providing the latest information amongst the nodes, the amount of the produced over-
head should be controlled. This can be done by minimizing the number of routing updates to
the source node.
In other words, in ensuring an appropriate number of nodes (intermediary nodes which are
responsible of sending the ACK back to the source node) to perform routing updates (ACK),
the number of routing packets should be kept to the very minimum. This will maintain the
high QoS while satisfying service requirements. For that purpose, a number of simulations
have been carried out to find a suitable number of nodes performing the updates. We vary
the range of updating nodes from 3 to 10 nodes. The results are shown in the late evaluation
section.
Theoretically, it is important to have updates from every node as soon as a packet is
successfully received by the destination node. However, this might create a significant number
of routing overheads, causing other severe problems such as the increase in total number of
packets, packet collisions and high energy consumption that will lead to rapid energy depletion
amongst the affected nodes.
If the ACK is not sent persistently (e.g. every 10 nodes) it is difficult to detect any error
occurring during the transmission. This could also delay any retransmission process and may
waste substantial energy. For example, if the first node is infected during transmission, it can
only be detected after the last packet is received at the 10th node. The data generated from this
node will also be infected. Therefore, there is a huge waste of resources in terms of energy and
transmission time that could be otherwise spent on more accurate and valuable information.
As transmission delays may also increase, this may result in obsolete information which is
critical in WSN with real-time data transmission. The delay of any emergency procedures may
cost human lives.
4.4.2.3 Normal Forwarding Algorithm
In a normal condition when there is no event occurrence (i.e. no infected node is detected) all
the packets are forwarded using the normal GF algorithm. As explained earlier, this algorithm
forwards the packets using the information received from its 1-hop neighbouring nodes. The
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source node which generates the packets will initiate the transmission. Given that the source
node knows the address of the destination node, it will encapsulate the information in the
packets to its 1-hop neighbour. Based on the information specified in the received packet, the
current node learns the address of the destination node and forwards the packets to its next
1-hop neighbour. The identified next hop will also perform similar task and these processes
repeat until the packets reach their destinations. All the processes will continue as normal
unless the local minimal problem is met, when the Fuzzy clustering and the BPR technique
will be automatically applied. The next section presents the proof of the concept for the
proposed BPR method.
4.5 Proof of Correctness
This section provides the proof of correctness of the proposed solution in mitigating local min-
ima and the false boundary detection in the existing rolling ball mechanism.
Theorem 1: Avoiding Local Minima Problem. During local minimal problem where
d(PNv , PND) < d(PNi , PND) for all Ni ∈ i with the angle covered by ∠NiNvNX , then Nv
is the local minima node NLocal and NX is assigned as a potential exit gate node within the
coverage of NLocal. This is based on the following argument.
Proof : Our BPR protocol is automatically applied at the point where local minima problem
occurs (NLocal). To start with, our proposed BPR suggests that the rolling ball moves in both
directions so we can find the shortest distance of the next hop to destination. To justify, as-
sume that the ball just moves in one direction dc and it happens that the node found in the
other direction dcc is closer than in the chosen direction dc, then the first node (Ni) that hits
the ball will not be the closest next hop (d(PNv , PND) < d(PNi , PND)) to transmit the packet
to its destination. Therefore, proposing two rolling balls which rotate in opposite directions is
a better option. This is shown in Figure 4.8 from which we have proven that (see Definition
1 ) our BPR method is able to overcome the local minimal problem while finding the next
available shortest route. Performance evaluation also discovered that this method detects the
next boundary node faster than the existing rolling ball mechanism.
Theorem 2: By-Passing Infected region. In order to by-pass the infected region, a node that
is called an Exit Gate Node should be assigned. Here, the Exit Gate Node should be located
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within the coverage of the local minima node NLocal so that it will avoid traversing unnecessary
paths which are located too far from destination node.
Proof: The correct selection of our BPR technique helps prevent unnecessary use of longer
routes and thus saves considerable resources. For this reason, the exit gate node is selected
within the NLocal communication range R where the rolling ball intersects or hits the last node
before the looping occurs as shown in Figure 4.8. If in any case where the exit gate node is
outside this range, a longer route will result (e.g. Ne as in rolling ball technique). In our
method, the exit gate node Nexit will perform the normal GF algorithm in choosing the next
forwarding hop in such a way that d(Nexit, Nd) < d(Nk, Nd)∀Nk ∈ V (NLocal) where the other
neighbouring nodes are further away than the current Nexit node. In this case, the new hop
should satisfy d(NnewHop, Nd) < d(Nexit, Nd) with a closer distance to the destination node
compared with the Nexit.
4.6 Experimental Evaluation
In this section, we evaluate the performance of BPR through NS-2 simulations using some
pre-defined metrics and a simulation setup.
To rate the performance, we compare the performance of our result with BOUNDHOLE
and GAR approaches using the configuration setup shown in Table 4.2. A general performance
comparison on our proposed technique indicates remarkable improvements.
We conducted several series of experiments with different scenarios. Seven performance
metrics were studied to measure the performance of BPR: (a) Number of Hops Counts, (b)
Energy Consumption, (c) Packet Delivery Ratio, (d) Communication Overheads, (e) Through-
put Variations, (f) End-to-end delay and (g) Performance trade-off between the number of
overheads and the number of intermediate updating nodes.
4.6.1 Experimental Setup
Our simulation is based on a configuration where 100 to 500 nodes, are randomly scattered
in a monitored region of 1000m x 1000m. The sensor nodes perform continuous information
sensing while sending periodic updates to the sink node.
All the data sent through the network are 30 bytes in length. The size of routing signals
are very small, but massive generations of these packets may increase the total traffic and lead
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Table 4.2: Simulation Setup
No Input Parameters Setup
1 Area of Sensor Field 1000 x 1000m
2 Number of Sensor Nodes 100-500
3 Number of Sink Node 1
4 Bandwidth 250 Kbps
5 Packet Size 30 bytes
6 Simulation time 1000s
7 Radio Propagation Model TwoRayGround
8 Antenna OmniAntenna
9 Frequency Band 2.4 GHz
10 Transmission Range 50 meters
11 Energy Model Battery
to high probability of congestion. The simulation was run at least 10 times for each setup and
some of the results were measured with 99% confidence interval.
4.6.1.1 Number of Hops
The reduction in the number of hops traversed may also affect many other performance met-
rics. For instance, it would result in the reduction of end-to-end delays and lower energy
consumption. This is because the more hops a packet traverses, the larger is the delay and
energy consumption. This is true as each hop adds to the total distance and thus increases the
total delay and energy needed for each transmission.
Performance comparisons between our approach and BOUNDHOLE and GAR are shown
in Figure 4.9a. Through simulation, it is obvious that as the number of infected areas become
larger, the number of hops that the packets have to travel also increased considerably. We
tested this case in two scenarios; sparse and dense networks. However, the total number of hop
counts of the proposed method is much lower compared with the BOUNDHOLE technique.
On the other hand, GAR gives better performance than BOUNDHOLE. The reason behind
the GAR improvement is simply due to the used of the rolling ball approach that help limits
the number of traversed hops.
Having said that, our approach exhibits a much better performance than GAR with a
further reduction in the number of hops traversed. This can be seen even in bigger numbers
of infected nodes. Although the overall figure is increasing, the number of hops visited by the
nodes using the proposed approach is still much more smaller than both BOUNDHOLE and
Experimental Evaluation 118
0
10
20
30
40
50
100 200 300 400 500
H
op
 C
ou
nt
s
Infected Area (Meters)
BPR
BOUNDHOLE
GAR
(a)
0
10
20
30
40
50
100 200 300 400 500
H
op
 C
ou
nt
s
Infected Area (Meters)
BPR
BOUNDHOLE
GAR
(b)
Figure 4.9: The resulting (a) Number of hops in sparse network (b) Number of hops in dense
network
GAR. This is a good performance indicator as it reflects that our method can find the shortest
route to destination. However, whether the shorter route is safe and contains no other threat
(e.g. other infected nodes that could affect the performance), other measurements such as the
percentage of packet delivery ratio and end-to-end delay are considered. The next subsection
will show the proof or validation of our claim.
Figure 4.9b shows the same studies for a dense network. Interestingly, the performance of
the BOUNDHOLE and GAR are similar to BPR at the very beginning. As the area grows,
starting from 300 meter, the resulting hop counts for BOUNDHOLE drastically increases,
reaching up to 30 nodes. This has marked a good differentiation with our solution which found
a short-cut route and diverted the packets through uninfected nodes that are closer to those
routed using the BOUNDHOLE method.
4.6.1.2 Packet Delivery Ratio (PDR)
Figure 4.10a shows the ratio of the packets that are successfully delivered to destinations.
This is measured with the increase of the infected area length. The increase in the number of
infected sensors has lowered the delivery ratio.
We believe that the infected nodes may fail to forward the incoming packets to the desired
destination and thus increase the number of associated stuck packets inside the region. In
BOUNDHOLE, the looping condition prevented the packets from being sent outside the region,
so could not be received by destination and thereby lowering the percentage of successful packet
deliveries. That explains the drop in delivery ratio in a larger area.
In contrast, our BPR and GAR methods exhibit much better performance than BOUND-
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Figure 4.10: The resulting (a) Packet Delivery Ratio (b) Routing Efficiency
HOLE. This is because of the proper arrangement that has been made to find the exit gate
node Nexit that can forward the packets to the outside, unaffected nodes. However, wrong
selections of the exit node limits GAR performance in achieving high performance in compari-
son with our technique. We strongly believe that our proposed route diversion method greatly
helps in reducing the amount of stuck packets, thus lowering the loss rate and increase the
delivery ratio.
4.6.1.3 Routing Path Efficiency
This metric is defined as the ratio of the number of hops for the entire networks to the number
of hop counts using the shortest distance. This can be presented as follows:
Routing efficiency =
Total No. of Hops
Shortest distance hops
(4.2)
The resulting routing efficiency is illustrated in Figure 4.10b. The path efficiency for the
BOUNDHOLE scheme increases only gradually, owing to the occurrence of the routing loop,
hence resulting in more hops used. Although our proposed method exhibits a similar trend in
larger infected areas, the resulting path efficiency is much higher. This proves that the proposed
technique is able to provide better performance than the existing BOUNDHOLE and GAR
methods. The higher the routing path efficiency, the better the performance is. In particular,
this is reflected in our ability to find a shorter path than the BOUNDHOLE and GAR and
avoid falling into the looping problem and also visiting unnecessary nodes. Therefore, this has
increased our path efficiency compared with the existing BOUNDHOLE and GAR techniques.
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Figure 4.11: The resulting (a) Energy consumption in sparse network (b) Energy consumption
in dense network (c) Throughput
4.6.1.4 Energy Consumption
Figure 4.11a and Figure 4.11b plot the percentage energy consumption obtained through simu-
lation using the same configuration in Table 4.2. These are the energy used for data transmis-
sion and any dropped bits. As with the other two metrics, we investigated the energy spent in
sparse and dense networks and compared the performance with BOUNDHOLE and GAR. The
figure clearly shows that the energy consumption in a sparse network is much higher than in the
dense network. This is due to fewer hops that can be used to transfer the packets, hence each
node needs to utilize more energy to transfer the packets to destination. The increase in the
infected area has also affected the average energy spent. This situation is applicable for both
protocols which have seen the increase in energy when the area of infection increases. Similar
patterns can be seen in the dense network, but with much lower energy for both methods.
Nevertheless, the average energy spent using our method is far below the BOUNDHOLE
and GAR methods in both scenarios. There is a sudden increase in energy in BOUNDHOLE
when the infected area is larger than 300 meters. This drastic change in the result is due
to the sudden increase of the trapped packets and is mainly caused by the energy used for
retransmission of those lost packets. Moreover, this huge energy expenditure is mainly driven
by improper data dissemination processes while handling the infected data. A lot of stuck
packets generated during this period result in massive amounts of energy being used for data
transmission. Very high energy consumption quickly drains nodes’ energy and shortens network
lifetime.
The infected network prevents a large number of packets from being correctly directed
to the desired destination. Retransmissions processes clearly incur substantial expenses of
energy and other resources to the extent that may collapse the network. This has resulted in
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the sudden increase of energy consumption which quickly deplete a nodes’ energy. Since our
method greatly helps in getting the stuck packets out of the infected regions, we have reduced
the average energy consumption for retransmission of the lost packets.
4.6.1.5 Throughput
Figure 4.11c presents the throughput gained with the change in offered load. The results are
shown with a 99% confidence interval. As can be seen in the figure, there is huge throughput
difference between BPR and BOUNDHOLE from 50,000 offered load upwards. This substantial
gap reflects a high percentage of packets trapped or lost, reducing the chances for the packets to
be received correctly, thus affecting the associated throughput in BOUNDHOLE. In addition,
there is a significant drop of throughput in the BOUNDHOLE method at the final point, making
a huge gap between both studied methods. However, both methods mark decreasing patterns
towards the final loads. Having said that, the proposed BPR method always demonstrates
better performance regardless of any condition.
4.6.1.6 End-to-End Delay
The resulting end-to-end delay can be seen in Figure 4.12a and Figure 4.12b. In both sparse and
dense scenarios, the proposed BPR technique shows remarkable performance with over 51.5%
and 72.2% improvements respectively compared with BOUNDHOLE and GAR techniques.
This is closely related to the resulting number of hops and the packet delivery ratio. The
longer routes in BOUNDHOLE and GAR have resulted in higher end-to-end delay as the
packets need to traverse longer paths and thus increase the average waiting time. As we have
found a better way to route the packets out from the infected regions, the average end-to-end
delay for our method is much lower than both alternative methods in either scenario.
4.6.1.7 Communication Overheads
Figure 4.13a shows performance comparison of the resulting communication overhead between
the proposed BPR method and the GAR and BOUNDHOLE techniques. This is plotted as a
function of sensor nodes density in the infected areas between the source and destination. These
overheads result from the routing packets used for packet forwarding between hops. Given that
the number of nodes increasing with the greater network density (the infected area), massive
routing packets are required to route packets to their destination nodes.
Experimental Evaluation 122
0
10
20
30
40
50
Av
g 
E2
E 
D
el
ay
 (m
s)
Infected Area (Meters)
100 200 300 400 500
BPR
BOUNDHOLE
GAR
(a)
0
20
30
40
50
Av
g 
E2
E 
D
el
ay
 (m
s)
Infected Area (Meters)
100 200 300 400 500
10
BPR
BOUNDHOLE
GAR
(b)
Figure 4.12: The resulting (a) Average End-to-End delay in sparse network (b) Average End-
to-End delay in dense network
High communication overheads may affect performance as they may add up the number of
network traffic, exposing it to a high possibility of congestion and network collision. This will
thus further deteriorate network performance.
The low number of visiting hops in the BPR method involves lower communication over-
heads. This contrasts starkly with the sweeping line approach used in BOUNDHOLE and
the rolling ball method in GAR. Referring to GAR’s performance, this could be attributed
to the large number of visited hops, resulting in much greater communication overheads. In
BOUNDHOLE, its looping problem developed a huge amount of routing overheads since it in-
volves more hops for the packets to reach their destinations. An increased trend is seen in the
larger infected area for all methods. However, the increase in the infected area does not have
so much impact on our BPR method as compared to BOUNDHOLE which shows a sudden
increase from 300 meters onwards.
4.6.1.8 Overhead Vs. Number of Nodes
We again testify the effectiveness of our method using the resulting overheads, measured against
the number of nodes. Here, we compare the performance with only the GAR technique. Due to
the efficient routing approach, the obtained overheads in BPR are far below the GAR technique
due to the reduction in visiting nodes and thus lowering the routing packets. This can be seen
plotted in Figure 4.13b.
In addition, the method of sending the ACK from every fifth intermediate node to the
source node further helps to reduce the total overheads. This method allows reduction in
traffic volumes and reduces the amount of ACK while at the same time keeping the status
up-to-date. This can also be proved by the number of average overheads in Figure 4.13c.
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Figure 4.13: (a) The resulting communication overhead (b) The increase on the number of
nodes and its effect on the resulting overhead (c) Performance trade-off on the number of
intermediate updates nodes and the average produced overhead
4.6.1.9 Performance trade-off: Average Overhead versus Number of
Intermediate Updating Nodes
In regular WSN operations, sensor nodes will send updates or acknowledgements back to the
source node for every packet received. This will originate a large volume of overheads, creating
a critical situation in WSN having only scarce resources. In order to cater for this issue, we
introduce a new technique to reduce the amount of updates, hence curbs the overall overheads.
Instead of sending regular updates, the ACK to the source nodes is sent from every fifth
intermediate node. The reason for choosing this number is shown in Figure 4.13c plotted
against the resulting average end-to-end delay.
Although the regular updates (e.g. every three nodes updates) may keep the system up-
dated with the latest network state, it causes a significant number of overheads which quickly
depletes nodes’ energy. Furthermore, this scenario accumulates more traffic and reduces the
entire network performance. In contrast, if we increase the number of intermediate nodes
to send the update of the transmission status, there will be a huge performance trade-off in
such a way that the average end-to-end delay is too high for seamless data communication in
WSN. Due to the performance imbalance, we take into account a figure that can constitute and
balance both the measurements for optimum performance. As can be seen plotted in Figure
4.13c, performance can be balanced by performing the updates every five intermediate nodes.
While reducing the average resulting overheads, this method can simultaneously reduce the
end-to-end delay and thus achieve desirable performance.
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4.7 Summary
In this chapter, we have studied the effectiveness of our proposed By-Passed Routing (BPR)
in avoiding infected areas and its efficacy in improving the overall performance. The infected
nodes and areas are detected using the Fuzzy data clustering method and the information
collected is used in the proposed BPR technique. With this mechanism, we have solved three
major dilemmas in the traditional routing approaches: local minima, false boundary detection
and visits to unnecessary nodes.
We evaluated BPR using different scenarios in NS-2. For performance measurement, we
defined seven metrics: number of hops counts, energy consumption, packet delivery ratio,
routing overheads, throughput variations and end-to-end delay. We have also shown the routing
path efficiency of the proposed method. From the analysis, we conclude that WSN performance
is substantially increased using the BPR technique. Furthermore, the introduction of dynamic
routing greatly helps to minimize the possibility of false route diversion that may lead to
substantial packet loss and long delays. Not only that, we have also considered the packets-
on-the-fly which need to be handled during an infection period so will not be delivered to the
infected regions. This is to avoid further performance reduction and thus ensure seamless data
transmission once an infected area is recognized.
Our method has been proven to exhibit high performance compared with the other studied
protocols, BOUNDHOLE and GAR. Moreover, the proposed twin rolling balls greatly help to
define the next forwarding node and to mitigate the false boundary detection applicable in the
existing rolling ball technique. We also have a different method of selecting the exit gate node
which shortens the forwarding path to the destination node.
We have also studied the performance trade-off between the number of intermediary nodes
required to send the beacon signals and the resulting overhead with the total energy spent.
We discovered that the number of beacon updates needs significant measurements to ensure
accurate network status. However, frequent beacon updates may result in high overheads and
create heavy traffic. Therefore, we showed by experiment the appropriate number of nodes that
can be used to update the network status but at the same time optimize WSN performance.
Overall evaluation shows favourable and promising performance improvement over previous
methods.
Chapter 5
Distributed Collision Control in
Wireless Sensor Networks
The previous chapters discussed congestion-avoidance technique and the mechanism to avoid
losing important packets, as well as the usefulness of a robust routing method to deal with
infected nodes. Based on the analysis, all the proposed techniques (RT-MMF and SPD-MOO
and BPR) can achieve desirable performance and maintain high QoS. For example, the pro-
posed BPR technique can achieve relatively low end-to-end delay and avoid high packet loss
rates resulting from infected nodes. This chapter addresses the concern in the fourth research
question, where we investigate the usefulness of a collision control method in mitigating packets
contention during simultaneous data transmission in WSN.
Specifically, this chapter addresses the common issue of congested networks in WSN with
the combination technique of Variance-based Distributed Contention Control (DCC-V) and
packet size optimization. The proposed integration technique, which operates on Medium Ac-
cess Control (MAC) layer takes into consideration the packet size advantages as it plays a key
role in determining successful data delivery, given the error-prone nature of WSN. While ensur-
ing fewer corrupted packets, the proposed Contention Window (CW) in DCC-V minimizes the
chances of packet collisions and so alleviates congestion. In this technique, CW is determined
based on Slot Utilization and Average Collision values, which also involve standard deviation
measurements. Simulation analysis using NS-2 shows outstanding performance of the proposed
solution compared with the existing IEEE 802.15.4 protocol.
The remaining content of this chapter is organized as follows. The next section briefly
explains the background of the studies, consisting of a problem statement, followed by a sum-
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mary of some existing solutions and their limitations. Next, we describe the motivation for
undertaking this research, followed by the highlights of our contributions. In Section 5.2, this
chapter proceeds with further discussions of the details of the related research that specifically
target reducing the effect of congestion using MAC. While these methods are able to reduce
the number of collisions, none are suitable for use in WSN due to its unique characteristics.
This chapter further emphasizes the uniqueness of the proposed approach which does not
require keeping any historical data, but one accumulated value to calculate mean and variance.
This is because keeping long collision history values in the network may take up space that is
detrimental to scarce resources sensor network. Our proposed model is presented in Section
5.3, starting with the fundamental concepts of basic MAC layer congestion control, followed by
the proposed enhancement protocol to reduce the number of collisions and hence congestion
in WSN.
This chapter continues with the introduction of a novel packet size optimization and inte-
gration with the studied MAC layer approach. The presentation of three important probability
measurements, known as probability of successful carrier sense, probability of channel-free and
probability of no-collisions, are also given where the relationship between these measurements
is also presented. Experimental simulations have been conducted to measure the effectiveness
of the proposed solution. The results are presented in Section 5.4. Finally, the summary of
the chapter is presented in Section 5.5.
5.1 Introduction
The limited resources problem in WSN is a global issue that has posed significant challenges
for its effective deployments. As discussed in the previous chapters, since sensors in WSN are
battery powered, the deployment of these sensors in various regions for monitoring purposes
such as hostile environments and hazardous areas, make battery replacement difficult. There-
fore, the consumption of energy in each process should be kept to the very minimum. While
data transmission is identified as having the highest energy consumption process, congestion
occurrence which causes retransmissions has been the main reason for power depletion.
Since communication of the sensed data between nodes in WSN involves the use of the
shared wireless medium, the use of resources such as bandwidth and energy should be abso-
lutely minimized. In such a situation, packets from one sensor node will have to be transmitted
over the shared channel with the packets from other sensor nodes. Nevertheless, due to limited
channel capacities, huge reporting rates during simultaneous data convergence will form con-
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tention with other packets from other nodes trying to relay the information using the shared
channel.
This situation can be properly managed if access to the channel is controlled. The prolif-
eration of MAC makes managing this access easier which minimize the occurrence of collisions
among the packets. This is done via Carrier Sense Multiple Access (CSMA) with Collision
Detection (CD). A node that has data to be sent will listen to the channel to check if some
other nodes are also transmitting at the same time. If the channel is idle, the node will place
its packets into the channel and transmit. Otherwise, if the channel is busy, the node will defer
the transmission until the channel is free. This method can avoid collisions between packets
and thus reduce the possibility of packet corruption which would be detrimental to the per-
formance. Nevertheless, the implementation of MAC is challenging in densely deployed WSN
environments and requires special consideration due to its exceptional characteristics.
This chapter aims at the very least to avoid or alleviate the number of collisions that
can lead to congestion in WSN. The success of this study is crucial in order to avoid severe
consequences to underlying applications.
5.1.1 Existing Solutions and Limitations
Congestion in WSN has recently attracted serious attention among researchers. Various ap-
proaches have been proposed to solve the congestion issue pertinent to this domain. In tra-
ditional wireless networks, congestion is normally solved using MAC protocol [39, 41, 45, 73,
138, 150, 171, 190, 198] based on four-way handshakes to handle collisions among contending
packets [137]. The key limitation of these traditional contention-based approaches is high en-
ergy consumption during collision occurrence, as well as during idle periods. In addition, with
the heavy traffic loads during event detection in WSN, these traditional MAC protocols are
unable to exhibit desirable performance.
Having said that, the use of MAC collision controls is still highly relevant in WSN. This
can be seen via several improved approaches that have been engineered specifically for WSN.
For example, Sensor-MAC (S-MAC) [189] avoids packet contention by setting transmission
packet scheduling. In this approach, a node will only be awake for data transmission and
goes to sleep mode for the rest of the time. Although this method can reduce the average
energy consumption, the sleep scheduling mechanism does not really help in massive traffic
convergence which results in high numbers of packets waiting to be accepted at the sensor’s
buffer. An improved version of S-MAC is known as Low-Latency S-MAC (LLS-MAC) which
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caters for the long waiting times in S-MAC. Another slotted MAC known as MACAW [15] has
also been developed but suffers from hidden terminal problems.
Another promising congestion solution is known as Distributed Contention Control (DCC)
[63]. This method combines the back-off algorithm and virtual collision feedback between the
original and the physical access. However, some limitations of DCC, requiring storage of long
collision histories, have lead to further improvements of DCC known as Variance DCC (DCC-
V) [59]. This latter version eliminates the requirements to keep the collision history, but just
one accumulated value.
The proposed collision avoidance technique in this chapter is based on DCC-V which has
an outstanding performance compared to other MAC enhancement schemes. However, DCC-V
- developed for Ad-Hoc network - has not taken into consideration the bursty nature of data
transmission which is the natural phenomenon in WSN. Realizing the promising features offered
by DCC-V in its domain, we see a great opportunity for improvements and implementation in
WSN. The novel contributions of this improvement are elaborated in Section 5.1.3.
5.1.2 Motivations
This chapter aims at the very least to avoid or minimize the packet contention that can lead
to congestion and its related impacts on WSN and its applications. Since such applications
mostly involve real-time transmissions which are very sensitive to the variation in delay and
packet loss, congestion that may cause performance degradation cannot be permitted. More-
over, due to expenditure of extra energy and other resources, to cure congestion is expensive.
This chapter addresses the common issue of congested network in WSN which combines DCC-
V with packet size optimization technique. Since data transmission in WSN involves accessing
a shared wireless medium, this technique aims at controlling the access to the medium in such
a way as to minimize the number of packet collisions which could cause performance deteri-
oration. The proposed technique takes into consideration the advantages of packet size as it
plays a key role in determining the success data delivery in this error-prone nature network.
As such, this technique also considers the existence of high Bit Error Rate (BER) which could
affect WSN performance as a whole. While ensuring fewer corrupted packets due to high
BER, the Contention Window (CW) in DCC-V minimizes the chances of packet collisions,
hence alleviates congestion. In this technique, CW is determined based on Slot Utilization and
Average Collision values, which also involve standard deviation measurements. Uniquely dif-
ferentiating from various existing approaches, this collision control captures collision activities
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as a non-stationary auto-regressive process.
5.1.3 Contributions
The proposed solution aims to provide a robust mechanism targeting the reduction of one of
the main causes of congestion - collisions - and thus avoiding this problem from happening in
the very first place.
The main contributions can be summarized as follows.
• The incorporation of packet size optimization technique with the DCC-V method on the
MAC layer is a unique contribution. The selection of the first method is purely based
on the fact that packet size has a significant role in determining the successful data
delivery in WSN, considering the error-prone nature of wireless transmission. Therefore,
combining these two methods will further improve the performance of the existing MAC
layer approaches. This is proven by the results obtained through simulation using NS-2.
• The proposed method also takes into consideration the channel-free condition and collision-
free probability in such a way that the collision amongst the contending packets can be
avoided in advance. This is crucial in avoiding any congestion symptom so as to achieve
a congestion-free environment.
The latter method has been recognized as one of the most effective approaches to reduce
the number of packet collisions. However, we believe that the performance of WSN can be
further improved, thus introducing the packet size optimization technique into the system
design. Simulation analysis shows good differentiation between our enhancement method and
the existing IEEE 802.15.4 protocol. A good characterization of the collision history by DCC-V
greatly helped in achieving our aims.
5.2 Related Research
Various approaches to cater for congestion problem in WSN have been proposed. Among the
most prominent methods to mitigate congestion in traditional wireless networks is by applying
a collision resolution algorithm in MAC protocol. This is done via Carrier-Sense-Multiple-
Access (CSMA) in combination with four-way handshakes to handle collisions among packets
contending for channel access [137].
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Another well-known algorithm for collision resolutions is the so-called “back-off” technique.
This method has found great acceptance in WSN. The main aim of this technique is to prevent
or at least reduce the number of conflicting packets in every transmission attempt. Using this
approach, the occurrence of packet collision, which is the major cause of congestion, can be
avoided. However, with the presence of high network load in WSN, the performance of MAC
protocol decreases significantly. This is due to a high collision rate, exposing the real challenge
to traditional MAC design. This challenge has invited significant solutions to mitigate the
limitations of the various existing approaches.
One of the enhanced approaches is known as Distributed Contention Control (DCC) [63]
that was initially developed for IEEE 802.11 Wireless Local Area Networks. In this mechanism,
the authors combined the back-off algorithm and virtual collision feedback by adding an extra
process between the original and the physical access. The DCC performs back-off according to
the level of medium utilization. Slot utilization is introduced to estimate the level of contention
for each medium access. A simulation study shows that DCC was better than the original IEEE
802.11 MAC. Further improvements of DCC have been effected by Hu et.al [59]. This latter
version consists of two algorithms known as Simple average method (DCC-A) and Variance-
based method (DCC-V).
Another popular mechanism for congestion mitigation is to keep only a minimum number
of nodes active when necessary, and to put them in a sleep mode when no event is detected.
While this task minimizes energy consumption, it also helps to reduce the amount of traffic.
This strategy reduces congestion as there are fewer nodes involved in transmission attempts,
thus generating fewer packets to be forwarded to the sink node. This method also reduces the
number of packets lost due to packet collision. Although proven to be energy efficient, this
method can cause severe damage to the system. When an event is detected, a congestion is
highly likely to occur since there is a high possibility that excessive packets will overflow the
limited capacity of the sink node [60]. During this state, many important packets are dropped
due to superfluous reporting rates at the sink node. The amount of traffic is likely to be much
more than the sink can handle, hence causing the packets to be dropped and leading to loss of
information.
Medium Access Control (MAC) has become highly relevant as a means to tackle congested
networks [39, 41, 45, 73, 138, 150, 171, 190, 198]. However, traditional MAC protocols suffer
from high collision rates during excessive workload [59]. In addition, the key limitation of
these traditional contention-based approaches is the high energy consumption during collision
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occurrence, as well as during idle period. Since then, various enhancement approaches [15,
18, 142, 169, 176] have been implemented to provide a robust mechanism that can efficiently
reduce the collision rate and improve the overall network performance regardless of the system’s
condition.
Sensor-MAC (S-MAC) is the most popular protocol for WSN. It is based on scheduled idle
and sleep modes [189]. This method reduces energy consumption by introducing periodic sleep
mode. Using this approach, sensor nodes will be put into sleep mode once a data packet has
been sent. This is regardless of the number of waiting packets in the queue, hence causing
boundless delay during emergency periods. To counter the long delays in S-MAC, a technique
called Low Latency S-MAC (LLS-MAC) has been proposed in [200]. When the traffic load
increases, each node will examine the length of the interface queue. Once the threshold value
is about to be exceeded, the node will create a temporary buffer and fetch each of the packets
in the interface queue, hence reducing the corresponding latency.
Another method known as MACAW [15] is proposed based on the work done by [149].
It is a slotted MAC that was developed for ad-hoc networks. By outlining four significant
observations, the authors pointed out that the carrier sense approach is not suitable to ad-
dress the contention issue in wireless networks. They also summarized that congestion can be
fairly mitigated by globally synchronizing the information-sharing about the congestion status
throughout the network. This method has overcome the weaknesses of the local information
learning system by each node. However, MACAW suffers from a hidden terminal problem
which is another issue that needs to be avoided in wireless networking.
Another promising technique is proposed in [11] by taking into account the back-off period
at the contended node using Markov Chain model. The back-off period is defined as the random
waiting time after collision, before a node can make another attempt to transmit data [79].
The back-off period will create a different sending time for each node to prevent and reduce
the number of packet collisions. Closely related to [11], a similar approach has been proposed
in [155] where they inserted some delays before any transmission attempt, thus each node
has different initial transmission times to avoid synchronized data transmissions. Although
these methods can reduce the probability of packet collisions, the mechanisms also suffer from
hidden terminal problems since they were based on the presumption that each node can hear
each other; a presumption that may not always hold in any densely deployed WSN’s system.
Recent research has also seen significantly growing studies concerning the exploitation of
a contention window (CW) in MAC design [19, 56, 85, 96, 135, 175]. In [19], the authors
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adopted the use of CW to reduce the congestion probability. This method calculated the
collision probability by measuring the differences in length of the last idle period and the last
transmission attempt. The value of CW is then adjusted according to the results obtained. In
this method, slot utilization and the average frame size are used to estimate the contention level.
The implementation of these two methods are, however, too costly for the resource-constrained
WSN.
The lack of robust congestion mechanisms could make a WSN system vulnerable to various
problems, particularly when node-to-sink communication is a dominant pattern. Therefore, in
this chapter, we undertake a different approach in relieving network congestion. In particular,
we have taken into account the existence of a noisy communication medium and the bursty
nature of traffic stemming from WSN, together with the natural measurement of packet size
in order to alleviate congestion. We have also considered the existence of error rates in wire-
less transmissions in order to establish a robust mechanism to handle this issue. The reason
that those factors would diminish WSN performance caused us to decide to consider packet
size optimization in the proposed collision resolution technique. This gives an outstanding
performance compared to the other MAC enhancement schemes.
5.2.1 The uniqueness of the proposed method
The proposed approach is based on the previous method found in [59]. We extended this
method by incorporating the appropriate packet size selection that encounters natural existence
of errors in a typical WSN scenario. The original method, which is proposed for Ad-Hoc
network, does not consider the size of a packet in transmission, but rather focuses on a way
to reduce the number of collisions based on slot utilization estimation and collision history.
In contrast, we view the optimal packet size as another helpful way to resolve congestion in a
sensor network, and propose a method to enhance the existing mechanism and performance of
the distributed contention control in [59].
The following provides two of the unique differences that stand out our method compared
with the existing methods.
• Although a packet’s length plays an important role in easing packet’s transmission, no
one has ever adapted this approach to be used in MAC layer approach. On the other
hand, we have incorporated this significant measurement and the bursty nature of WSN
by constituting the BER as two main factors that determine the success of a packet
delivery process.
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Figure 5.1: The seven layers of the Open System Interconnection (OSI) model. The MAC
layer is located at the data link layer.
• We have also included the probabilities of channel-free and of no collision to ensure that
data transmission in WSN is collision-free and thereby reduce packet loss occurrence.
These factors represent the unique contributions of our method which also exemplify the
concrete justifications for undertaking this research, together with the needs to reduce packet
collisions in WSN applications that cannot tolerate any noticeable degradation in overall per-
formance.
5.3 The Proposed System Model
This section provides an in-depth description on the proposed model. To give an overview
of the congestion control in MAC layer, this section also describes the generic idea of typical
MAC layer operations.
5.3.1 MAC layer for congestion control
Medium Access Control (MAC) is in the second layer (Data Link Layer) of the Open System
Interconnection (OSI) model as shown in Figure 5.1. The MAC layer controls the channel
access so that two or more nodes can communicate and perform data transmission through
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the shared medium without any conflict and disruption. The flow control is handled by the
Logical Link Control (LLC) layer that makes up the Data Link Layer (DLL) when combined
with MAC. The second layer receives data directly from the network layer which handles
packets from the sending and receiving hosts.
The process begins when a sender has data to be sent to a receiver. The original data from
a sender will have to go through each layer down to the physical layer. As the packet moves
between layers, the header of each layer is encapsulated within the packet, adding to the total
size of the packet as shown in Figure 5.1.
On the other hand, the typical MAC frame design can be illustrated in Figure 5.2a. A
MAC layer can be further divided into two sub-layers of Distributed Coordination Function
(DCF) and Point Coordination Function (PCF) purposely built to address contention. This is
in order to determine the turn to transmit and avoid a collision. A detailed explanation of the
MAC frame for Figure 5.2b can be found in Section 5.3.3.
5.3.2 Difference between MAC (congestion control) and Network Layer
(flow control)
As mentioned earlier, the MAC and the network layer are both located in the OSI model as
shown in Figure 5.1. It is on the network layer where packet prioritization is done and the best
route is selected for data transmission based on a node’s IP address. This is contrary to the
MAC layer which routes packets based on the MAC address.
MAC layer protocols in a sensor network can be categorized into two: contention-based
[104, 165, 190] and schedule-based [137, 156, 193]. The schedule-based protocol is more energy-
efficient due to the duty-cycle process where sensor nodes take turns in performing sensing and
data forwarding. This method also produces fewer overheads compared to the contention-based
protocols. On the other hand, nodes in a contention-based protocol always have to compete
with other nodes performing simultaneous transmissions. This approach is therefore highly
susceptible to packet collisions and loss.
Congestion control in a MAC layer tries to prevent a source node sending data during a
contention period. Without the control to access the medium, these data will have no option
but to be dropped due to packet collisions and a full buffer scenario. In this method, the total
number of the sent packets is kept below a certain threshold in order to prevent the buffer
overloading and thus maintain high performance.
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The key difference is that data link layer provides error-free data transfer via the collision
control while the network layer mainly handles the routing and data forwarding.
5.3.3 The Inter-Frame Spaces (IFS)
Figure 5.2b shows the proposed contention-window frame. The Inter-Frame Spaces (IFS) have
been introduced in the contention window slots to avoid a collision. This inter-frame is called
backoff period which reflects the random time that a node has to wait prior any transmission
attempt. In general, there are three IFS: Short IFS (SIFS), Point-Coordinated IFS (PIFS)
and Distributed Coordinated IFS (DIFS). Among all, SIFS has the highest priority and it
handles the Request-To-Send (RTS), Clear-To-Send (CTS) and the Acknowledgment (ACK),
which resembles the shortest period. The medium priority, PIFS, sits in the PCF layer and
is suitable to handle time-sensitive applications. DIFS which is located at the DCF layer has
the longest and the lowest priority to be used for asynchronous data services. If the medium
is busy, then the node will defer its medium access to avoid any collision. In this case, the
packets will be queued for the next transmission.
If the back-off period is set to be the same for all nodes, then there is a high possibility of
packet collisions. This is because the waiting nodes will all attempt to transmit at the same
time after the back-off timer expires. Therefore, the random back-off is implemented to avoid
synchronous transmission that will cause the packets to collide with each other. Once the
random back-off is set, an appropriate time for each individual node will be allocated. If a
collision still occurs after the random back-off, the contention window will be increased to allow
wider ranges of random values to be selected and hence decrease the probability of collisions.
In a typical MAC, the contention window is doubled for every collision and can reach up to
the CWMax (1023 slots). It will be decreased by one if there is no station transmitting after
each round.
Our proposed contention slots are different from the typical model. As depicted in Figure
5.2b, the proposed contention window takes into consideration the collision history (collision
average) value and the slot utilization in order to properly adjust the window size and avoid
any congestion. Collisions can be much reduced with the proper adjustment of CW. The CW
should be calculated to handle the heavy traffic loads and avoid collisions from happening
in the first place. The slot utilization described in this chapter is adopted from [59] and its
detailed explanation is in the next subsection.
The Proposed System Model 137
5.3.4 The Estimation of Slot Utilization
As mentioned in [63], slot utilization is another way to detect congestion by locally monitoring
and maintaining information about the contention level. The slot utilization referred to in this
chapter also adopts the same concept. It resembles the proportion of the utilized back-off slots
(busy slots) to the number of randomly selected lengths of back-off periods. The SlotUtilization
in this approach accounts together the busy slots and the initial back-off period. It is important
to measure the average time each slot spends. Since this will give an idea of when to transmit
to the sender, it also avoids transmitting at the same time.
This theoretical concept can be clearly formulated by the following equation:
SlotUtilization =
Number of Busy Slots
Initial Backoff
(5.1)
Each node takes responsibility to learn about this slot consumption before sending any
data towards the sink node. The resulting value should fall between 0 and 1, where 0 indicates
that no slots are being utilized, and vice versa. Any value within the range represents the busy
slots and gives the idea of the number of slots currently occupied. These numbers affect the
decision to transmit. The higher the value, the more slots have been occupied, which reflects
the higher level of contention. However, a lower rate does not automatically mean that fewer
nodes accessing the channel. It is worth mentioning that the SlotUtilization just resembles
the lower boundaries of the contention level but does not picture the overall status. It may,
however, give an initial indication of contention status. It favours brief ideas on the network
status before any transmission attempt in order to reduce contention among the packets trying
to access the limited bandwidth in the shared medium.
The proposed contention window is depicted in Figure 5.3. A beacon period is sent by the
sink node in order to notify other nodes that the Contention-Free Period (CFP) has started
so that sensor nodes know when they can start transmission. The same type of beacon will
be sent again at end of transmission to indicate end of CFP and the start of the Contention
Period (CP). If a sink node requires any packet from sensor nodes, it will send the CF-poll
frame during the CFP before attempting any transmission. This is crucial in order to sense
the current status of the medium and to avoid any collision with other nodes. Upon receiving
the CF-poll from the sink node, the associated sensor node will have to back-off for the period
of SIFS before transmitting the requested packet. Another SIFS will be performed by the sink
as soon as it receives the requested packet from the sensor node. The sink will then send an
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Figure 5.3: The Proposed Contention Window
acknowledgement (ACK) together with a new request to the next sensor node. The process
continues until all the data and ACK are received by the sink node. The same principle
applies when a node has data to be sent to the sink node. This method ensures collision-
free transmission which is important for real-time applications in WSN. The Request-to-Send
(RTS) and Clear-to-Send (CTS) messages are exchanged during this period to avoid potential
collisions with the other nodes which are also trying to send at the same time.
Nevertheless, a collision may still occur during the contention period where nodes no longer
send and receive any CF-poll, so are very prone to packet collisions. During this time, nodes
have no information on the current medium status. Data transmission in this period is exposed
to the high possibility of collisions with other packets from different nodes attempting to
transmit simultaneously.
5.3.5 Variance-based Contention Window (CW ) Approach
Contention Window (CW ) entails the effort to reduce packet collision among the nodes con-
tending for the shared communication channel. Traditional CW methods initially set the
minimum value to CWmin and simply set the value to its maximum (CWmax) when a collision
occurs [12]. However, simply increasing the CW does not always solve the collision occurrence
among the competing nodes.
In our scheme, we have incorporated the use of slot utilization, average number of collisions
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and the standard deviation in determining the right value of CW . In this approach, CW is
regarded as the sum of the average collision value (colAvg) and the summation of the slot
utilization and its varying parameter K. The colAvg is obtained from collision history that is
longer than one back-off period. In this case, K represents the threshold value that decreases
the CW whenever the slot utilization falls below −K. Since this method consolidates the
use of standard deviation, it is referred to as a variance-based collision resolution protocol or
DCC-V. Our defined contention window is expressed by the equation below.
CW = colAvg + colAvg ∗ (SlotUtilization+K)
+ (L ∗D)
(5.2)
Where L is a parameter used to adjust the value of CW through the balance of mean,
SlotUtilization and variance. The variance D in this case, can be derived as follows.
Dn+1 = (1− h)Dn + h | (Xn −Mn) | (5.3)
From Equation (5.3), M is the mean, while h = 0.5 is a parameter where (1 − h) denotes a
decaying parameter that exponentially ignores the historical data. Value X is the measured
number of collisions that has occurred within the history window.
We have seen congestion from different perspective by considering collision activities as a
non-stationary (stochastic) autoregressive processes. In this process, the time-varying mean
and variance have been selected to describe the stochastic process. In order to capture the
variation of the stochastic process, the standard deviation Dn+1 is derived from the dynamic
estimated mean Mn+1 and the variance Vn+1 which can be given by the following equations
respectively.
Mn+1 = (1− g)Mn + gXn (5.4)
and
Vn+1 = (1− h)Vn + h(Xn −Mn)(Xn −Mn)T (5.5)
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Algorithm 8: Variance-Based Collision Resolution
1 Require: Collision Average (ColAvg), Slot Utilization (SlotUtilization), Decaying
parameter (g) and (h), Weight Balancing (L);
2 CW is the Contention Window;
3 Mn+1 is Estimated Mean of the number of collisions at nth step;
4 Vn+1 is Estimated Variance at the nth step;
5 Dn+1 is Standard Deviation;
6 (Xn) is Measured Number of Collisions;
7 Obtain the SlotUtilization;
8 while (0 ≤ SlotUtilization ≤ 1) do
9 Calculate Mn+1;
10 if Mn+1 and Xn+1 6= 0 then
11 Derive Vn+1;
12 Derive Dn+1;
13 Calculate the CW ;
14 else
15 Exit;
16 Only one recursive value is stored as collision history;
Where g and h are the decaying parameters that forget the historical data so that the average
collisions do not require a long collisions window size.
This approach is definitely unique, as the mean and variance are calculated without keeping
any historical data except one accumulated value. The accumulated value represents a collision
history upon which the mean and variance are recursively calculated. This presumes that a
short collision period cannot accurately model the random collision process. Accordingly, this
scheme avoids the use of long collision windows that may take-up large buffer space. In addition,
the deployment of merely a mean value cannot precisely measure the variation of stochastic
process as adopted in DCC-A. In its typical definition, colAvg requires a long collision history
values for accurate collision estimation. However, the use of long collision history might be one
of the factors that deteriorates network performance in WSN, having only scarce resources.
The overall processes are best presented by Algorithm 8. It is important to note that the
algorithm keeps only one recursive value in such a way that it does not need a large buffer to
store the collision history values. Therefore, this algorithm is found to be suitable for WSN
with well-known constraints of limited resources.
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5.3.6 The incorporation of packet size
In order to further improve the performance of a MAC layer in WSN, we have enhanced the
DCC-V method by taking the packet size optimization into consideration. The reason behind
this consideration is mainly driven by the strong influence of packet size in determining the
successful transmission of a packet [125, 146, 196].
Since the size of a packet may significantly affect the decision of successful packet trans-
mission, we believe this method will help in improving the overall performance. The proposed
method ensures successful allocation of the channel based on several probabilities. A successful
channel allocation, which is crucial in order to avoid contention among the packets, is based
on the probability of successful carrier sense and probability that the channel encounters no
collisions. The probability of the successful carrier-sense is given by:
Pcs = 1− (1− (Pcf )K) (5.6)
Where parameter k is the number of re-sensing for one transmission. Since retransmission and
sensing processes involve huge amounts of energy in WSN, the value of k is just set to 2. The
successful channel allocation also depends on the probability of being channel-free which is
important to avoid any collision. The probability of channel-free is given by:
Pcf = e
−λnet(τcs+Tcomm) (5.7)
This channel-free probability is determined by many factors including the total amount
of traffic currently occupying the channel (λnet) and the packet size. This is shown in the
following equation.
λnet = λ
Pcs
Pcomm
(1− (1− Pcomm)Lbit+1) (5.8)
In this case, λ is the total generated traffic in the transmission range of a node and Pcomm is
the probability of successful transmission while parameter Lbit represents the number of bits in
a packet. During heavy traffic conditions, it is highly likely to have a low probability of being
channel-free.
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Pcf is also closely related to the duration of the packet transmission Tcomm and τcs which
is the carrier sense period. A larger packet may tend to have lower Pcf since it will require
the channel for longer in order to transmit the whole frame and vice versa. A successful
transmission also depends on the probability of no collisions in the channel. This is presented
as:
PnoColl = e
λnetτcs (5.9)
Clearly, this probability depends on the overall traffic and the period for carrier sensing.
During this period, nodes which gain access to the channel are free to transmit and will
not experience any collisions. In order to ensure successful packet delivery, a node may also
acquire a successful transmission probability (PcsPnoColl). Therefore, the probability for the
MAC failure can be denoted as:
PMAC−failure = 1− (PcsPnoColl) (5.10)
The chances of a MAC failure can be reduced by maximizing the probability for carrier sense
and the probability that there is no collision in the channel.
5.3.7 The relationship between Lbit, PnoColl and λ
The packet arrival rate λ is highly dependent on the amount of generated traffic and the packet
size (λ = bLbit ) where b represents the sampling rate (bps) and Lbit is the packet size. It is
clear that the increase in the packet length may affect the probability to access the channel
and therefore the overall traffic conditions. Since Lbit is related to Pcs and PnoColl, it has a
direct impact on the PMAC−failure. In terms of collisions, the larger the Lbit, the lower the
chances for MAC failure, and vice versa. This is because larger packets tend to have a higher
probability for carrier sense and also a higher probability of having no collision; the larger
packet size may reduce the number of packets contending for transmission.
However, this theory may only work in low BER. Considering the very nature of WSN
transmission that is highly prone to error, the use of a bigger packet size may lead to high
potential for packet corruption. Each corrupted packet has to be dropped or discarded to
maintain high QoS. Given that, the delay and loss-sensitive of real-time applications in WSN
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Algorithm 9: The incorporation of Packet Size
1 Require: λ, Lbit, τcs, Tcomm, Pcomm, and K;
2 Pcs is Probability of successful carrier sense;
3 Pcf is Probability of channel free;
4 λnet is Overall traffic generated by all nodes;
5 PnoColl is Probability of no collisions;
6 PMAC−failure is Probability for MAC failure;
7 Calculate Pcs, Pcf and PnoColl
8 while (Pcs, PcfandPnoColl 6= 0) do
9 Transmit;
10 if (Transmit == FAIL) then
11 for (K=1; K≤2; K++) do
12 Retransmit;
13 K = K+1;
14 else
15 Transmit = SUCCESS;
16 Recalculate the Pcs, Pcf and PnoColl;
17 Transmission attempt by another nodes;
will require retransmission of each corrupted packet in order to ensure reliability and avoid
missing important information.
In the situation of high BER, the smaller packet size is preferable in WSN to reduce the
chances of MAC failure. This is because smaller packet size can help minimize the probability
of packet loss occurrence. There is, however, a performance trade-off of the total number of
collisions due to the increased number of contending packets. All the procedures involved are
described in Algorithm 9.
5.4 Performance Evaluation
This section provides the methodology used for evaluating the performance of the proposed
scheme, followed by the experimental setup and all the results obtained through simulations.
Our detailed analysis shows that the proposed method is highly resilient both to the packets
dropping probabilities and congestion, and contributes significantly to the reduction of energy
waste due to the excessive flow of the sensed-data. Performance comparisons with the stan-
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Table 5.1: Simulation Setup
No Input Parameters Setup
1 Area of Sensor Field 1000 x 1000m
2 Number of Sensor Nodes 5-30
3 Number of Sink Node 1
4 Bandwidth 250 Kbps
5 Packet Size 30-60 bytes
6 Simulation time 1000s
7 Radio Propagation Model TwoRayGround
8 Antenna OmniAntenna
9 Frequency Band 2.4 GHz
10 Transmission Range 50 meters
11 Energy Model Battery
12 Bit Error Rates 10e−3 to 10e−6
dard IEEE 802.15.4 MAC demonstrate substantial performance improvement of DCC-V. It
is believed that this performance improvement is strongly based on the good classification of
stochastic collision process that greatly helps in reducing the number of collisions.
5.4.1 Evaluation method
The evaluation of the proposed method is based on simulation using NS-2 in a Linux platform.
As in previous chapters, the implementation of WSN in NS-2 is made possible using Mannasim
framework [122].
We then analyzed the results obtained using a trace-file analyzer called Awk Script. Before
integrating DCC-V and packet size optimization method, we first ran the simulation to evaluate
the performance of the original DCC-V. Next, we investigated and evaluated the performance
of the integration schemes to explore their potential for handling congestion and reducing the
number of collisions among contending packets.
The configuration setup for simulation is shown in Table 5.1. All sensors are Zigbee nodes
which have lower power consumption compared with other types of sensor nodes. We have
simulated 5-30 sensor nodes which are randomly scattered within the dimension of 1000 x 1000
square meters. All the sensed data is relayed to a single sink node. We presume all the nodes
(including the sink node) are homogeneous with the same capacities and characteristics. The
packet sizes vary between 30-60 bytes and the performance is analysed from the trace-file.
Accordingly, the BER were set within the range of 10e−3 to 10e−6 that naturally resembles
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Figure 5.4: Performance comparison of average delay per hop with a different number of nodes
and BER rate for (a-d) BER = 10−3 and (e-h) BER = 10−6
the error-prone nature of WSN environment, to study the effectiveness of the proposed method
in hostile conditions.
5.4.2 Results and Analysis
There are seven different parameters used to measure the performance of the proposed solution.
Each subsection describes the simulation observation and summary of the obtained results.
a. Delay
We measure the average delay with the variation of congestion window size (Cwnd) and the
number of nodes ranging from 5 to 30 nodes. This measurement is also under consideration of
two BERs which have a major impact on WSN performance. The resulting delay is given in
Figure 5.4. The graphs are represented in descending BER order of 10−3 to 10−6. As shown
in Figure 5.4a to Figure 5.4h, the higher the BER, the longer is the resulting delay. This
becomes even worse when the Cwnd and number of node increases. This trend is obvious in
both cases. For example, when the node population size is 30, a greater delay is recorded, as
opposed to when there are only 5 nodes. Clearly, more nodes naturally generate more packets
and increase the chances of severe packet contention. That would lead to massive packet loss
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which in turn, results in the increase of retransmission processes and lengthens communication
delays. However, the delay decreases in lower BER (10−6) as seen in Figure 5.4h.
For comparative purposes, we evaluate the performance of our proposed work with the
existing IEEE 802.15.4 protocol. We also take into consideration the variation in two different
packet sizes (30 and 60 bytes) to study its impact on the proposed method. The graphs show
that when Cwnd increases, a smaller packet size results in less delay and vice versa. This is
because larger packets will require longer channel access for retransmissions, hence the longer
packet delay. As the number of nodes increases, so does the resulting delay. Having said
that, our proposed method still performs better than the IEEE 802.15.4 in all cases. This is
especially true for high BER where there is strong improvement in the delay of about 31.5%
and 43.8% for the 60 bytes and 30 bytes respectively. With fewer nodes (5 nodes) and different
BER (10−3 and 10−6), we reduce delay by about 20% and 44.4% for the packet sizes of 60 and
30 respectively.
b. Total Number of Collisions
The total number of collisions is directly related with the number of packets lost and the
average end-to-end delay. Similar to the delay, we measure this parameter against the Cwnd
and the increase in the number of nodes as shown in Figure 5.5. This performance metric also
takes into consideration different levels of BERs and packet size in the evaluation process.
As expected, a higher number of nodes results in much higher collision rates. This is
regardless of any BER as clearly depicted in the figure. Again, for comparison, we measure
this metric with two different packet sizes of 30 and 60 bytes. As expected, the smaller packet
size has a greater probability of having packet collisions. More packets are generated when the
smaller packet size is used, hence creating high tendency for contention and collision amongst
packets. This obvious difference can be seen plotted in all higher numbers of nodes for each
BER. As the BER decreases to 10−6, fewer collisions are observed as illustrated in Figure
5.5e. However, collisions are unavoidable as the number of nodes increases from 5 to 30 nodes.
This can be seen in all four cases which show the increase in the number of total collisions.
Nevertheless, the proposed method with smaller packet size still outperforms the bigger ones
in all cases. This is due to the error-prone nature of WSN in high BER, which validates our
claims.
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Figure 5.5: Performance comparison of total number of collisions in varying number of Cwnd
and number of nodes, measured in different BER (a-d) BER 10−3 and (e-h) BER=10−6
c. Throughputs
Throughput is the number of successfully transmitted packets measured within a specific pe-
riod. Figure 5.6 shows the performance of the proposed solution measured in different Cwnd
and BER. In order to study the effectiveness of our method, we also measure this metric in a
varying number of nodes. As shown, we obtain high throughput in lower BER. The relation-
ship is plotted in the graphs. For example, in Figure 5.6a, the lowest number of nodes has
resulted in the highest throughputs and vice versa. This is due to the following reasons.
Since a network with a small number of nodes will contain a low number of packets, the
chances of having packet contention are very low. Therefore, all the generated packets have a
good chance of being successfully delivered. This is shown in the highest curve in each figure.
Increasing the number of nodes results in more packets being generated. These packets may
have to struggle and compete with the packets from different nodes to get through the limited
buffer space. Due to limited resources, the buffer cannot accommodate all the incoming packets.
Hence, some of the packets will be lost during packet contention. Therefore, increasing the
number of nodes has depreciated the obtained throughputs. The reduction of throughput after
every peak curve represents the increase in the Cwnd which reflects high contention among
the packets. Some packets may be lost due to insufficient resources. However, the performance
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Figure 5.6: Performance comparison of throughput in different Cwnd and BER
is improved in lower BER as shown in Figure 5.6b to Figure 5.6d. Although the performance
of the proposed method is depreciated in high BER and the number of nodes, the overall
throughput obtained is still considered high.
d. Packet Loss Rate
Packet loss rate is an important measurement in any system that has a high risk of congestion.
High packet loss rate is the common indicator for high congestion, besides reflecting poor
performance. Similar to the total collisions and the average end-to-end delay, we measure this
metric in the variation of number of Cwnd, number of nodes and BER. Directly proportional
to the number of collisions, high performance of WSN system can also be presented by lower
packet loss rates. Again, we measure this metric in different BER and variation of packet
size. Figure 5.7 shows the bigger the Cwnd and number of nodes, the higher is the probability
of collisions. This is especially true in high BER (10−3) that has resulted in more than 20%
packet loss for IEEE 802.15.4 as shown in Figure 5.7c and Figure 5.7d. In contrast, the resulting
packet loss rate of the proposed MAC layer method reduces to approximately 15% for bigger
packet size and 12% for smaller packet size in high BER. As the BER is reduced to 10−6, our
proposed MAC layer method achieved much a better performance with much lower packet loss
rates that are close to 2% in 5 nodes and 5% in 30 nodes. Although the IEEE 802.15.4 shows
a slight improvement in lower BER, our MAC layer approach outperforms the IEEE 802.15.4
protocol in all cases.
e. Contention Window Vs. Number of Nodes and Packet Size
This is an important measurement to show the relationship between the packet size and the
congestion window with increasing number of nodes. We would also like to study the ideal
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Figure 5.7: Packet loss rate comparison of different Cwnd and number of nodes in variation of
BER rates - (a-d) BER 10−3 and (e-h) BER=10−6
packet size that can be used in different BER scenarios so that the performance can be further
improved. Figure 5.8a shows the performance of low BER (10−6) while Figure 5.8b shows the
performance for high BER (10−3) in 3D plots.
As the congestion slot increases in low BER, a bigger packet size can be used. This is also
in accordance with the increase in the number of nodes which affects performance. Differently,
in high BER, the higher number of nodes requires smaller packet size. Due to the bursty
nature and high error rates of WSN transmission, in such a scenario, the use of bigger packet
size is more susceptible to error and more easily corrupted. Hence, deploying smaller packet
is preferable and can lead to a better decision in WSN. This is worse with bigger contention
window where many packets are competing with each other to get through the network. If
a bigger packet size is used, the chance of having a high number of packets dropped due to
erroneous bit is also increased. However, the use of smaller packets is affected by the cost of
more overheads and the total number of collisions. These performance trade-offs are important
measurements for optimal packet size in a high BER WSN scenario.
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Figure 5.9: Load vs. Packet size and drop probability with varying number of queue size for
BER 10−6
f. Drop Probability Vs. Packet Size and Number of Loads
Drop probability represents the probability of the number of packets dropped with the increase
in loads and packet size. We measure this probability with different queue size of 100, 200 and
300 as shown in 3D plots of Figure 5.9. The increase in loads also increases the probability of
packets dropped. However, the probability decreases as the size of the packet increases from
30 to 90 bytes. This scenario can be explained as follows.
The larger the packet size, the fewer are the chances of getting dropped due to packets
contention and congestion. This presumes very low BER (10−6) condition. However, this
may not be hold in practice for a high BER scenario where larger packet may have a greater
tendency to be corrupted. We have also studied the impact of increasing the queue size. As the
queue size increases, there is a much lower drop probability, as shown in Figure 5.9b to Figure
5.9c. A bigger queue size makes more room for the queuing packets, hence fewer contentions
are observed, resulting in a much lower drop probability.
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Figure 5.10: Performance comparison of Traffic Intensity vs. Pkt Loss Probability with different
packet size.
g. Packet Loss Vs. Traffic Intensity
This is the study of the relationship between packet loss rates and the traffic intensity in
different packet sizes. Our traffic intensity is defined as the arrival rate (λ) times the packet
length (L) over the transmission rate (R).
λ(pps) ∗ L(bits)
R(bps)
(5.11)
We compare the performance of the proposed method with the existing IEEE 802.15.4
in two different BERs (10−3 and 10−6). As depicted in Figure 5.10, the proposed method
indicates better performance when compared to the existing IEEE 802.15.4 protocol. As the
traffic intensity rises in high BER scenarios, the rate of packet loss also increases. This is due
to the use of larger packets that are susceptible to error, thus easily become corrupted.
Even though a bigger packet size can prevent the formation of heavy traffic and reduce the
number of collisions, the high error rates can easily make the packets corrupted. For example,
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BER = 10−3 means 1 out of 1000 bits will be in error. As the larger packet contains more bits,
the chances of having more erroneous bits are higher, thus increasing the chances of packet loss.
Therefore, the performance of our proposed solution is much better than the IEEE 802.15.4
which exhibits as high as 30% packet loss rate in high BER and 8% in low BER. In contrast,
our proposed method achieves as low as 16% and 2% packet loss rate in high and low BER
respectively.
5.5 Summary
The work described in this chapter specifically addresses the issue of packet collisions within
the context of WSN. Although the congestion issue is receiving considerable research interest,
this issue has not been properly tackled in WSN. As congestion is a resource-sharing problem,
the best way is to handle the access control for the shared medium. Many MAC protocols
developed earlier are not applicable in WSN due to its unique design characteristics and limited
resources.
In this chapter, we proposed an integration technique that makes use of contention window
(Cwnd) to avoid packet collisions. This technique has considered a collision history as a non-
stationary process which does not keep any historical data to save some buffer space. Instead,
we keep just one accumulated value to determine the mean variance that is crucial to assign
an appropriate contention window.
To further enhance this technique, we have also incorporated the packet size optimization
into the system. This is due to the significant benefits it would have in ensuring a successful
transmission in WSN.
A performance evaluation using NS-2 has been carried out and several performance metrics
have been used to analyse the performance. The obtained results have proven the ability of the
proposed technique to alleviate the concern regarding the congestion and its associated conse-
quences. Based on the experiments, we observed that smaller packet size is more favourable
in high BER scenario as larger packets are more susceptible to error and corruption. We also
noticed that the overall results indicate significant performance improvement over the existing
IEEE 802.15.4 protocol. The incorporation of packet size into distributed collision control
proves effective deployment and strong achievements to assist real-time and delay-sensitive
applications in WSN.
Chapter 6
Conclusion
Wireless Sensor Networks (WSN) is becoming increasingly popular in various remote moni-
toring services due to its distinguishing features. Nevertheless, some of its design limitations
prevent reliable implementations for optimal performance achievements. One of its major
drawbacks is the limited resources which can lead to the occurrence of congestion. Congestion
in WSN has been proven to be a critical phenomenon which severely affects its performance
in many different ways.
Considering the level of significance and the valuable interpretations that might be carried
by all the sensed signals, the loss of data might cost human lives. Acknowledging these severe
impacts, in this thesis we have proposed a congestion-avoidance technique that not only focuses
on dealing with congestion but also tackles the subsequent effects on the worst-case scenarios
where congestion still persists or is inevitable.
As such, we have discussed in detail various related approaches in each core chapter. Our
technical discussions span different topics: congestion control and avoidance techniques in both
general networking systems and sensor networks, rate limiting techniques, Selective Packets
Discarding (SPD), Multi-Objective Optimization (MOO), By-Passed Routing (BPR), collision
avoidance and packet size optimizations. This investigation shows that most current techniques
focus on controlling congestion rather than preventing the problem. The most obvious finding
of this study is that these methods lack various significant factors such as fairness, reliability
and optimal performance consideration in a limited resource. Many of these approaches have
focussed on the post-effects rather than trying to avoid this problem from occurring. All these
gaps require serious attention from the research community. The few congestion-avoidance
techniques for WSN that do exist also lack many features, making them infeasible for effective
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deployment in sensor networks. In addition, many of the congestion-avoidance techniques
found in literature are not purposely designed for WSN which possesses unique characteristics,
hence are simply not applicable. The characterized design limitations in WSN require special
attention for effective congestion-avoidance.
This thesis explores the potential of congestion-avoidance approaches and the methodologies
to minimize its consequences without compromising WSN performance. It is also concerned
about the need to preserve the desired Quality-of-Services (QoS). The total contributions of
the thesis are reflected in Chapter 2 to Chapter 5 while the summary of the contributions is
given in Section 6.1 followed by discussions for future research in Section 6.2.
6.1 Concluding remarks and Contributions
This thesis has covered the methodologies for avoiding congestion and several approaches for
minimizing its consequences to maintain high performance in WSN and its derived platform of
Body Sensor Networks (BSN). Our research is divided into four sections which tackle congestion
from different perspectives. These are presented in Chapter 2 to Chapter 5. In particular, all
the objectives outlined in the proposed approaches are in line with the concerns to solve the
research problems as highlighted in Chapter 1.1.
Comprehensively, the proposed approaches in this thesis are shown to be able to handle high
traffic volumes and avoid congestion in advance. The deployment of Relaxation Theory (RT) in
Chapter 2 has successfully prevented the formation of incomplete works which are the packets
still queued in the buffer at end of transmission. This is done by postponing any excessive
packets, hence preventing those packets from being lost. Although postponing or delaying a
packet in reality might compromise the performance of a system, the implementation of RT
ensures that the packet is delayed within an allowable period, thus guaranteeing the desired
service quality. This research has also discovered the limitations of RT which suffered from very
high transmission rates during multiple nodes transmission. This scenario is opposite to the
nature of WSN that suffers from scarce resources, resulting in poor performance. To address
this issue, we have investigated the potential for a technique known as Max-Min Fairness
(MMF) to assist the management of high transmission rates that could otherwise jeopardise
the whole WSN’s performance.
We further study the effectiveness of selecting specific packets to be discarded when conges-
tion is unavoidable. Our proposed technique has also considered multi-objective optimization
method which has facilitated the best selection of which packets are to be discarded, leaving
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WSN at optimum state. This investigation shows that the integration with the proposed opti-
mization technique provides substantial improvements on the selective discarding method while
maintaining the required QoS. The current findings add substantially to our understanding of
the strategy to tackle congestion in a large-scale system like WSN.
This thesis has also examined a unique routing approach to divert packets into different
area in case of nodes infection. This approach is designed to avoid sending packets into infected
areas. This is in accordance with the third research question which revealed the concerns to
avoid packets being trapped in the infected nodes and minimizing the corresponding conse-
quences. This technique exemplifies interesting features of the integration between by-passing
routing and Fuzzy data clustering-based anomaly detection.
The collision-avoidance technique in the final core chapter recommended the use of packet
size optimization which provides a significant contribution in assisting successful transmission
in WSN. Despite the great contribution of the existing collision-avoidance technique in MAC
layer, no previous approach has ever considered this factor, making our technique a distinct
method. Although some packet size optimization methods have been used in sensor networks,
they are more focusing on optimizing energy efficiency, rather than tackling congestion issues.
The summary contributions of our thesis, categorized in each chapter, are now explicated.
6.1.1 Adaptive Rate Control Mechanism in high Traffic Condition
The rate-limiting technique in this thesis was proposed to cater for excessive traffic during
simultaneous data transmissions that may overwhelm the limited buffer space in WSN. This
may cause congestion which is known to be detrimental to WSN performance. This technique
was developed to assist traffic reduction and avoid the formation of packet contention which
can lead to congestion.
Through extensive simulation in NS-2, we showed that the proposed solution has been
able to deal with the nature of the many-to-one WSN dissemination system using Relaxation
Theory (RT). This study discovered that the performance of RT deteriorated in multiple-
nodes transmission where it suffered from the production of very high Engineering Level (EL)
which represents the transmission rates. This problem has overwhelmed a sensor node’s buffer
capacity. Nonetheless, this identified drawback has been solved by integrating RT with an
approach called Max-Min Fairness (MMF). The execution of MMF is made possible with
Progressive Filling Algorithm which controls the EL so that it will not exceed a certain level.
The integration of these two techniques, called RT-MMF, is capable to gracefully man-
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age the high traffic convergence from various sensor nodes and cater for the incoming packets
during concurrent data deliveries. The results of this study indicate that although the ex-
cessive packets have been postponed for later transmissions, the adjustment periods are still
within the allowable period of real-time applications. These achievements have therefore pro-
vided seamless transmission and maintained the standards for real-time and delay-sensitive
applications.
The RT-MMF has also proven to be reliable and able to achieve fairness, which reflects
its robustness. Therefore, it can be inferred that this proposed technique is invulnerable to
massive construction of traffic during simultaneous data transmissions. In contrast, it can
achieve continuous data transmission with low delays and packet loss rates.
While RT-MMF is very helpful in reducing the considerably high EL in RT and has con-
tributed to performance improvement, the findings in this technique enhance our understanding
on the strategy to handle packet loss in severe congestion conditions. From this research, we
learnt the significance of keeping zero packets in the buffer at end of transmission while meeting
the stringent requirements of real-time transmissions.
6.1.2 Selective Packet Discarding with Multi-Objective Optimization
In attempting to resolve the occurrence of congestion, we also take considered the post-effects
that might seriously harm underlying applications should no precautions be taken. For exam-
ple, packets-on-the-fly have no option but to be dropped upon the full buffer. Therefore, the
methodology presented in Chapter 3 sought to tackle the situation when congestion persisted
and the occurrence of packet loss is inevitable. This second approach provides a mechanism
to deal with massive packet loss scenarios that could further depreciate network performance
as a whole. Using this methodology, the collected data were characterized into various levels
of significance using the Multi-Objective Optimization (MOO) technique that can optimize
multiple objective functions at the same time.
Based on certain selection criteria, some least-important packets which were traced to be
ineligible for transmission were discarded to give more space for the incoming packets which
deserve the transmissions. This is in accordance with the objective to avoid losing important
data during emergency event detection. This method saved considerable bandwidth and other
resources. It has also created better prospects for fair bandwidth allocation amongst the
important packets. This allows data to be received correctly in a timely manner. Performance
evaluation and analysis have shown that this approach can ensure the best possible solution
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during the packet-discarding process. Therefore, this approach can be used to tackle the
issue of substantial packet loss rates during a congestion period and thus improves the overall
performance.
6.1.3 By-Passing Infected Areas
This research has also focussed on a method to avoid false routing during event detection such
as a node’s infection that results from malware attacks, hardware failure or software corrup-
tion. Nodes classified as infected will not be able to perform regular duties of data sensing
and forwarding, causing many issues to arise. In Chapter 4, we showed how traffic was being
diverted from the identified infected areas to avoid further damaging the underlying appli-
cations. This has been accomplished using a novel By-Passed Routing (BPR) that operates
on three modules: releasing the stuck packets from the infected regions, diverting incoming
packets away from the identified areas and normal forwarding algorithm.
In this approach, all the incoming traffic was diverted to unaffected areas based on infor-
mation obtained through anomaly detection by adopting Fuzzy data clustering method. Nodes
having the anomalies were identified as infected nodes and clustered together. This informa-
tion was used to route any incoming packets away from the formed clusters. Normal routing
was executed using 1-hop neighbouring information which chooses a node that has a shorter
distance to destination than the current node as the next hop.
This process repeats until the packets reach their final destinations. The advantages of
this approach are threefold. First, this method is stateless where nodes only maintained the
information about its 1-hop neighbours so do not need the knowledge of the entire network.
This approach has greatly contributed in reducing the communication overhead and memory
used, hence greatly minimizing resource consumption. Secondly, since this technique relies on
the local decision of the sensor nodes which have generated much less routing overheads, it
avoids the occurrence of broadcast storming that may significantly consume large bandwidth
and power.
Thirdly, this method also ensured packets are not being trapped in a certain region when
nodes failed to perform their normal duties. This feature guarantees packet delivery which is
crucial in WSN with stringent QoS requirements.
This research has also made an interesting discovery concerning the effective number of
nodes required to send the ACK to update the source node. Recognizing that frequent or
regular updates may create more traffic and contribute to the formation of packets contention,
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we studied the efficacy of reducing the number of updates while still keeping the networks
up-to-date. The results of this study indicate the consequences of having a minimum, medium
and maximum number of intermediate nodes used to generate the ACK and its impact on the
number of produced overheads and the end-to-end delays. Taken together, this performance
trade-off suggests the use of 5 intermediate nodes to send the ACK, thus minimizing the
chances of heavy traffic and optimizing resource consumption. This method has also improved
the overall network efficiency regardless of any network conditions.
6.1.4 Collision Avoidance with Packet Size Optimization
The last core chapter of this thesis tackled packets contention in Medium Access Control
(MAC) with an improvement feature of packet size optimization. This is based on a common
assumption of relatively high chances of error-prone transmission in the WSN domain.
For performance evaluation, we investigated the effectiveness of the proposed method in
different Bit Error Rate (BER). This research found interesting correlations between packet
size, probability of no collision and packet arrival rates. Our observation showed that packet
size has several significant influences in determining successful delivery of a packet. The increase
in packet size may affect access to the channel and thus the allocation of resources. In lower
BER, larger packets require longer channel access, therefore reduced the probability of having
no collisions. Larger packets have also minimized the probability of having packet contention
in the channel.
Differently, smaller packet may increase channel contention although it may only hold
the channel for a short period. For this reason, larger packets are favoured in lower BER
conditions. This assumption, however does not hold in high BER where larger packets have
a greater tendency for bits corruption. Since any corrupted bits may affect the entire packet,
this may create potential for a high packet-dropping scenario which is detrimental to WSN
performance. Retransmissions may incur additional energy and are found to be too costly for
the resource-constrained sensor networks. Our findings show that in such high BER, smaller
packets are more desirable since they can reduce the number of corrupted bits, hence minimizing
the chances of getting dropped. On the other hand, using smaller packets will lead increase
the number of packet contentions.
Considering all the consequences, this chapter has studied the performance trade-off to
help balance the performance and achieve an optimal solution. This method has been able to
meet the required QoS which is important for effective deployment in scarce resources sensor
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networks. Most importantly, this approach is able to minimize the chances of packet contention
and thus alleviate congestion.
In this thesis, the detection of congestion was executed during vast amounts of traffic
convergence where the transmission of packets is the main reason for packet loss and high
energy consumption. However, given that the detection of congestion does not always rely on
the occurrence of packet loss, and given also that buffer space is very limited in WSN, this
thesis regards the full buffer occupancy as a congestion indication.
Nevertheless, based on our discoveries and observations, the following conclusions can be
drawn.
• First, there is a significant need to handle the incomplete packets that remained queued
in the buffer at end of transmission. These packets may hold important signals for final
translation, hence should be assured to reach their destinations. We have successfully
countered this problem using the proposed RT-MMF as discussed in Chapter 2.
• Secondly, through selective packet discarding, we found it essential to optimize the deci-
sion of which packets to be discarded in order to provide the system with best results.
• Third, the decision to avoid infected areas has also shown substantial performance im-
provement. Here, there is an urgent need to pay attention to the packets-on-the-fly when
a node is infected. We have also found that there is an urgent need to limit the number
of updates to curb the high number of overheads that could contribute to the formation
of traffic overload.
• Finally, the outcomes of the final chapter suggest that packet size plays a significant role
in determining the successful delivery of a data where the occurrence of error rates is
a natural phenomenon. This is also due to the unpredictable nature of sensor network
transmissions. These are the key points in ensuring seamless data delivery in sensor
networks.
6.2 Future Research
This thesis has focused on the techniques to avoid congestion and the methods to deal with the
corresponding consequences that could affect WSN and its underlying platforms as a whole.
Although we have achieved desirable performances and have shown substantial performance
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improvements, a number of possible future studies are apparent. Our subsequent focuses
include the following.
• RT-MMF effectiveness in handling high-speed node’s mobility
• Prioritization in packet-discarding policy
• Avoiding the cause of nodes infection
• Handling congestion in sudden burst of emergency data
6.2.1 RT-MMF effectiveness in handling high-speed node’s mobility
Based on the discussion in Chapter 2, RT-MMF handles congestion by controlling the accu-
mulated rates at each intermediate node so that the resulting engineering level will always
be below the threshold. The current models operate mostly on static nodes and have only
considered the slow movement of entities such as the military and patients. The proliferation
of various real-time applications that employ WSN and operate in high-speed mobility nodes
attached to the human body, require further improvement to provide seamless transmission
when signals handover takes place. Issues such as high variation of generated data and the
integration with other data from other nodes in high-speed movement should be important
factors to consider in this case. Therefore, a possible extension of our work includes the inves-
tigation of RT-MMF effectiveness in performing congestion avoidance in high-speed mobility
nodes.
6.2.2 Prioritization in packet-discarding policy
Another potential area to be explored is the information prioritization when applying a packet-
discarding policy. Since the method presented in Chapter 3 uses the multi-objective optimiza-
tion for the selection criteria, there are few more factors that can be considered to further
improve the performance. Since the sensed data might provide useful translation for real-
time systems such as medical and military applications, ensuring the significance of specific
data that most deserve the transmission is an issue of paramount important that can improve
performance. Thus, the subsequent focus would be to integrate our packet-discarding policy
with data prioritization according to their level of importance. This prevents the data that
is essential to the systems from being discarded: for example, the data that contains sensi-
tive information in the sense that the loss of this data may affect the information security of
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the associated system. This sensitive information should arrive and only be accessible to the
trusted parties to prevent information leakage that could create potential threats. The loss of
this kind of packet would be detrimental to the system. Although the current solution chooses
to discard the least important packets based on the defined multi-objective criteria, the per-
formance could have been improved if priority is included, so that when a system decides to
drop a packet, then the system should also consider whether the packet belongs to the highest
priority level. This requirement is in parallel with the aims to optimize the performance when
some packets need to be discarded.
6.2.3 Avoiding the cause of nodes infection
In Chapter 4, we proposed a method to by-pass an infected area. This resulted from various
sources of failures such as malicious attacks, software corruption and hardware failures. The
proposed solution only covers the method to avoid those areas that have already been infected
without dealing with the method of how to avoid the nodes from being infected. This means,
the subject of subsequent focus would be to secure the nodes from those sources of failures
that could jeopardize performance. This is because transmitting the sensed packets through
the infected nodes will have a major disastrous consequence that affects the entire perfor-
mance. Hence, avoiding this problem is a potential future work that could further enhance the
performance and minimize the need to detour the incoming packets to different areas.
6.2.4 Handling congestion in sudden burst of emergency data
Slightly different with the problem discussed in Chapter 2, congestion can also be resulted
merely from the occurrence of emergency situations (e.g. nuclear leakage). This event-driven
type of congestion can suddenly generates huge amount of sensed data streams, carrying im-
portant messages towards the end system. Though it sounds similar with the aforesaid problem
in Chapter 2, this situation slightly differs from the normal WSN monitoring practices which
periodically generate and collect data on the timely basis with advance knowledge of data
rates. In contrast, the immediate surge of data in emergency situation could be unexpectedly
huge, causing destructive effects at the sink node having only scarce resources. The loss of
these kind of important packets is detrimental to performance and thus needs serious attention.
Considering the imperative needs to cater this issue, avoiding and handling congestion in such
emergency situation could be another important, yet exciting possible research to be explored
in the future.
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