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GENERALISED NONCOMMUTATIVE GEOMETRY ON FINITE
GROUPS AND HOPF QUIVERS
SHAHN MAJID AND WENQING TAO†
Abstract. We explore the differential geometry of finite sets where the differential
structure is given by a quiver rather than as more usual by a graph. In the finite group
case we show that the data for such a differential calculus is described by certain
Hopf quiver data as familiar in the context of path algebras. We explore a duality
between geometry on the function algebra vs geometry on the group algebra, i.e. on
the dual Hopf algebra, illustrated by the noncommutative Riemannian geometry of
the group algebra of S3. We show how quiver geometries arise naturally in the context
of quantum principal bundles. We provide a formulation of bimodule Riemannian
geometry for quantum metrics on a quiver, with a fully worked example on 2 points;
in the quiver case, metric data assigns matrices not real numbers to the edges of a
graph. The paper builds on the general theory in our previous work[19].
1. Introduction
Noncommutative differential geometry is an extension of geometry to the case where the
coordinate algebra A may be noncommutative or ‘quantum’. The starting point is a
‘differential structure’ on A defined as a pair (Ω1, d) where the space of ‘1-forms’ Ω1 is
an A-A-bimodule (so one can multiply by the algebra from the left or the right) and
d : A → Ω1 obeys the Leibniz rule. One usually requires that the map φ : A ⊗ A → Ω1
given by φ(a ⊗ b) = adb, a, b ∈ A is surjective. Recently in [19] we began a study of
differentials in noncommutative geometry where this condition is dropped. One still has a
standard differential calculus Ω¯1 = φ(A⊗A) given by the image of this map, but there are
many situations where this image is not easy to describe and where a larger Ω1 is the much
more natural object. This also links in to the wider use of differential graded algebras in
other contexts where such surjectivity need not be assumed. As for usual calculi, (Ω1, d)
is inner if the derivative d can be written as a commutator
da = [θ, a], ∀ a ∈ A,
for some θ ∈ Ω1, but this is now more general as we do not require θ ∈ Ω¯1. Indeed, it is
observed in [19] that any generalised differential calculus can be embedded into an inner
one, thus we will be particularly interested in inner calculi.
We begin by briefly recalling some results from [19] that we will be specialising to the
finite case, in the Preliminaries section. The main difference is that whereas a bicovariant
calculus is usually, following [23], thought about in terms of Ad-stable right ideals in the
augmentation ideal A+ (the kernel of the counit, or in classical geometry the functions
that vanish at the identity), in the generalised case what we are interested in is just all
crossed-module morphisms A+ → Λ1 from a given fixed crossed module (or Drinfeld-
Radford-Yetter module) structure on A+. Another key idea is to augment the notion of
a bicovariant calculus by a degree −1 map i going the other way. This augmented notion
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is then self-dual in the finite-dimensional case, i.e. dualisation gives us the same type of
data but on the dual Hopf algebra.
Section 3.1 specialises the theory of [19] to the case of A = k(G), the functions on a finite
group and dually the codifferentials on a group algebra A = kG. The former generalises
the well-known case of ordinary noncommutative bicovariant differentials given by ad-
stable subsets, now given by Hopf quivers, and connects with the quiver path (co)algebra
in the sense of [21, 9]. By contrast, Section 3.2 covers the dual notion of bicovariant
differentials on kG and codifferentials on k(G), which turn out to correspond simply to
group 1-cocycles ζ ∈ Z1(G,Λ1∗). Such cocycles are principally obtained from characters
or matrix elements of irreducible representations of the group and, remarkably, again turn
out to be characterised by certain Hopf quiver data.
Section 4 turns to some elements of noncommutative differential geometry outlined in
general terms in Section 4.1. In Section 4.2, working with ordinary differential structures,
we explore our duality notions in detail on the group S3 of permutations of 3 elements.
Calculi on its group algebra are given by irreducible representations while eigenvectors for
an associated Laplacian are given by ad-stable subsets, the exact reverse of the situation in
finite group function algebras (where calculi are given by ad-stable subsets as mentioned
above while eigenfunctions of the laplacian are given by matrix elements of irreducible
representations). We also find a natural quantum metric g ∈ Ω1 ⊗A Ω1 for A = CS3 with
its 4D calculus associated to the 2D irreducible of S3 and we find its moduli of bimodule
torsion free and cotorsion free or ‘weak quantum Levi-Civita’ connections to complement
what is known on C(S3) in [16]. In Section 4.3 we show how quiver geometries arise
naturally in the context of quantum principal bundles as invariants Ω(X)G of standard
(graph) calculi on X and give a geometric description of the quiver under certain con-
ditions. Finally, in Section 4.4 we turn to quiver noncommutative geometry itself in the
form of noncommutative Riemannian geometry with generalised differentials, including
two fully worked examples. The second of these is a quiver calculus on C(Z2) and we are
able to find a full 4-functional parameter moduli of quantum Levi-Civita connections for
a given quiver quantum metric given by a matrix at each of the two points.
2. Preliminaries
We work over a field k of characterisitic not 2. Here we briefly recall and slightly improve
some basic results in [19] that will be needed. We also then recall some background on
Hopf quivers.
2.1. Generalised differential structures. Throughout the paper, unless otherwise spec-
ified, a differential calculus will normally mean a generalised one in the sense of a pair
(Ω1, d) where Ω1 is a bimodule and d(ab) = adb+(da)b for all a, b ∈ A. If the surjectivity
of the map φ holds as discussed above, we speak of a standard calculus and in particular
of the standard subcalculus Ω¯1 ⊆ Ω1 associated to any possibly generalised one. Two first
order differential (generalised) calculi (Ω1, d) and (Ω′1, d′) on A are said to be isomorphic
if there exists a bimodule isomorphism ϕ : Ω1 → Ω′1 such that ϕ(da) = d′a for any a ∈ A.
A calculus is connected if kerd = k.1.
We recall that a Hopf algebra is an algebra A equipped with a coalgebra structure (∆, ǫ)
where ∆ : A→ A⊗A, ǫ : A→ k are algebra maps and where we are further provided with
a ‘linearised inverse’ or antipode S obeying (Sa(1))a(2) = a(1)Sa(2) = 1ǫ(a) where we use
the Sweedler notation ∆a = a(1) ⊗ a(2) (summation of such terms understood). We recall
that an A-crossed module is a vector space V which is both a module and a comodule and
these are compatible in the sense (here we work in the right-handed theory)
∆R(v⊳a) = v(0)⊳a(2) ⊗ (Sa(1))v(1)a(3), ∀a ∈ A, v ∈ V,
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where ∆Rv = v(0)⊗v(1) is a notation (summation understood) for the coaction. A coaction
is like an action but with all arrows reversed. We let A+ denote the augmentation ideal,
defined as the kernel of the counit. This forms an A-crossed module with
(2.1) a⊳b = ab, ∆R(a) = a(2) ⊗ Sa(1)a(3), ∀a ∈ A+, b ∈ A
i.e., the right regular action and adjoint coaction respectively. We let π : A → A+,
π(a) = a− ǫ(a) be the counit projection.
In the Hopf algebra case we say that a calculus Ω1 is right-covariant if it is equipped with
a right coaction such that d : A→ Ω1 intertwines this with the right regular coaction of A
on itself given by the coproduct ∆ and where ∆R is a bimodule map. Ω
1 is bicovariant if
this holds and if it is similarly left-covariant under a coaction ∆L, and the two coactions
commute. It is shown in [19, Theorem 2.5] that bicovariant generalised differential calculi
on a Hopf algebra A are isomorphic to ones of the form
(2.2) Ω1 = A⊗ Λ1, da = a(1) ⊗ ω ◦ π(a(2)), ω : A+ → Λ1
given by any data (Λ1, ω) where Λ1 is a right A-crossed module and ω is a morphism
in the category of right crossed modules. Left covariant ones correspond to Λ1 merely a
right A-module and ω : A+ → Λ1 a right A-module map. The image Λ¯1 = ω(A+) and ω
give the standard sub-calculus. Also, it is easy to see that a left covariant (generalised)
calculus is inner if and only if here exists θ ∈ Λ1 such that ω(a) = θ⊳ a for any a ∈ A+.
This inner calculus is bicovariant if and only if we have ∆R making Λ
1 a crossed module
with
θ(0)⊳a(2) ⊗ Sa(1)θ(1)a(3) − θ⊳a(2) ⊗ Sa(1)a(3) = ǫ(a)(∆Rθ − θ ⊗ 1), ∀a ∈ A.
Next we recall the notion of a differential graded algebra over an algebra A, meaning
a graded algebra Ω = ⊕n≥0Ωn with Ω0 = A equipped with map d : Ω → Ω obeying
the super-Leibniz rule d(uv) = (du)v + (−1)nudv for all u ∈ Ωn, v ∈ Ω and such that
d2 = 0. The differential graded algebra is inner if d = [θ, } for some θ ∈ Ω1, where
[θ, u} = θu− (−1)nuθ for any u ∈ Ωn. Clearly the degree 1 component is a (generalised)
differential calculus as above. The standard case is with Ω1 standard (the surjectivity
assumption) and Ω algebraically generated by A,Ω1. It is a crucial question whether a
given (inner) first order calculus extends to higher orders. When A is a Hopf algebra,
notions of left, right and bicovariance extend in the obvious way: we require graded
coactions ∆L,∆R now on all degrees with analogous properties. We slightly extend a
result in [19]:
Proposition 2.1. Any left covariant (or bicovariant) differential graded algebra (Ω, d) on
a Hopf algebra A can be embedded into an inner left covariant (or bicovariant) differential
graded algebra (Ω̂, d̂) such that d̂|Ω = d. If (Ω, d) is standard, then Ω = ¯̂Ω, the standard
sub-calculus of the extended calculus.
Proof. From [19, Proposition 3.3], we know such (Ω, d) corresponds to (Λ, ω, δ) where Λ
is a graded right A-module algebra with Λ0 = k, ω : A+ → Λ1 is a right A-module map
and δ : Λ→ Λ is degree 1 super-derivation (δ(ξη) = (δξ)η+(−1)|ξ|ξ(δη) and δ2 = 0) such
that
(δη)⊳a− δ(η⊳a) = ωπ(a(1))(η⊳a(2))− (−1)|η|(η⊳a(1))ωπ(a(2)),(2.3)
δ(ωπ(a)) + ωπ(a(1))ωπ(a(2)) = 0,(2.4)
for all ξ, η ∈ Λ, a ∈ A. Without loss of generality, we can assume Ω = A⊲<Λ with differen-
tial d(a⊗ η) = a(1) ⊗ ωπ(a(2))η + a⊗ δη.
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Now let Λ̂ = Λ⊗ Λ(kθ) = Λ ⊗ 1⊕ Λ⊗ θ with product ∧ : Λ̂⊗ Λ̂→ Λ̂ given by
(ξ ⊗ θ) ∧ η = ξδη + (−1)|η|ξη ⊗ θ,
ξ ∧ (η ⊗ θ) = ξη ⊗ θ,
(ξ ⊗ θ) ∧ (η ⊗ θ) = ξδη ⊗ θ,
for all ξ, η ∈ Λ. Clearly, Λ̂ is graded with deg θ = 1, and hence Λ̂0 = k, Λ̂1 = Λ1⊗1⊕1⊗kθ,
and Λ̂n = Λn ⊗ 1⊕ Λn−1 ⊗ θ for n ≥ 2. Then we define
(η ⊗ θ)⊳a = (η⊳a(1))ωπ(a(2)) + (η⊳a)⊗ θ. ∀ a ∈ A.
We are making this construction so that (Λ̂,∧) is a graded right A-module algebra. One
can easily see it is true by checking (θ ∧ η)⊳a = (θ⊳a(1)) ∧ (η⊳a(2)). The left-hand side is
(θ ∧ η)⊳a = (δη)⊳a+ (−1)|η|(η ⊗ θ)⊳a,
= (δη)⊳a+ (−1)|η|(η⊳a(1))ωπ(a(2)) + (−1)|η|(η⊳a)⊗ θ),
while the right-hand side is
(θ⊳a(1)) ∧ (η⊳a(2)) = (ωπ(a(1)) + ǫ(a(1))θ) ∧ (η⊳a(2))
= ωπ(a(1))(η⊳a(2)) + θ ∧ (η⊳a)
= ωπ(a(1))(η⊳a(2)) + δ(η⊳a) + (−1)|η|(η⊳a)⊗ θ.
Two sides agree with each other by (2.3). Also (θ⊳a(1)) ∧ (θ⊳a(2)) = 0 = (θ ∧ θ)⊳a follows
from (2.4). Obviously ι : Λ → Λ̂ that maps η to η ⊗ 1 is an injective algebra map that
respects grading and commutes with right A-action.
Consider maps ω̂ : A+ → Λ̂1 and δ̂ : Λ̂→ Λ̂ that are defined by
ω̂(a) = ω(a), δ̂η = δη, δ̂(η ⊗ θ) = δη ⊗ θ, ∀ a ∈ A+, η ∈ Λ.
Clearly ω̂ is a right A-module map and d̂a = a(1) ⊗ ω̂π(a(2)) = a(1) ⊗ θ⊳a(2) − aθ = [θ, a]
while for all η ∈ Λ,
δ̂η = δη = θ ∧ η − (−1)|η|η ⊗ θ = [θ, η},
δ̂(η ⊗ θ) = δη ⊗ θ = θ ∧ (η ⊗ θ) + (−1)|η|(η ⊗ θ) ∧ θ = [θ, η ⊗ θ}.
So we know from [19, Proposition 3.5] that (Λ̂, ω̂, δ̂ = [θ, }) defines an inner left covariant
differential graded algebra (Ω̂ = A⊲<Λ̂, d̂) as θ ∧ θ = 0 in Λ̂. In particular, d̂(a ⊗ η) =
a(1)⊗ ω̂π(a(2))∧η+a⊗ δ̂η = a(1)⊗ωπ(a(2))η+a⊗δη = d(a⊗η) shows that the embedding
ι : Ω→ Ω̂ (extending ι : Λ→ Λ̂) commutes with differential structures and thus becomes
a morphism of left covariant differential graded algebra. In the bicovariant case, one can
simply take the right A-action on θ to be trivial and check Λ̂ is also a right A-comodule
algebra. Again, from [19, Proposition 3.5], the corresponding (Ω̂, d̂) is bicovariant as the
only additional condition [∆Rθ − θ ⊗ 1,∆R} = 0 holds automatically. 
It is known that standard first order bicovariant differential calculi have a ‘minimal’ ex-
tension to a bicovariant differential exterior algebra, due to Woronowicz[23], and which is
known[4] to be a super-Hopf algebra. This motivates the following definition for gener-
alised calculi:
Definition 2.2 ([19]). We say that a differential graded algebra (Ω, d) over a Hopf algebra
A = Ω0 is strongly bicovariant if Ω is a N0-graded super-Hopf algebra with odd/even part
given by the parity of the grading and the super-derivation d is also a ‘super-coderivation’
in the sense that
∆ ◦ d(w) = (d⊗ id + (−1)| | ⊗ d)∆(w), ∀w ∈ Ω,
where ∆ = ( )(1) ⊗ ( )(2) is the graded-super coproduct of Ω and (−1)| |w = (−1)|w|w
according to the degree.
GENERALISED NONCOMMUTATIVE GEOMETRY ON QUIVERS 5
By definition the coproduct respects the grading so that ∆(Ωn) ⊆ ⊕i+j=ni,j=0 Ωi ⊗ Ωj . The
super-coderivation condition in Definition 2.2 is a new observation even in the standard
case and is key to what follows. Our terminology is justified by the fact that any strongly
bicovariant differential exterior algebra is bicovariant [19]. Given data (Λ1, ω) (or (Λ1, θ))
on A, we recall in particular three constructions of strongly bicovariant differential graded
algebras on A in [19, Props. 3.10, 3.11 and 3.13]:
d1) The ‘universal inner’ calculus Ωθ(A) = A·⊲<Λθ(Λ1) with d = [θ, }, where Λθ(Λ1) =
T−Λ
1/〈θ2⊳a, [θ2, η] | a ∈ A+, η ∈ Λ1〉 and ∆Rθ = θ ⊗ 1. Any inner strongly
bicovariant differential graded algebra on A with θ right invariant that is generated
by its degree 0, 1 is a quotient of such Ωθ(A);
d2) The ‘braided-exterior calculus’ Ωw(A) = A·⊲<B−(Λ1), d = [θ, } provided
∆Rθ − θ ⊗ 1 ∈ Λ1A, Ψ(η ⊗ θ) = θ ⊗ η, {∆R − θ ⊗ 1,∆Rη} = 0,
for all η ∈ Λ1. Here Λ1A = {∑ ηi ⊗ ai ∈ Λ1 ⊗ A | ∑ ηi⊳b ⊗ ai = ∑ ηi ⊗
b(1)aiSb(2), ∀ b ∈ A} and Ψ is the crossed module (pre)braiding on Λ1 defined by
Ψ(ξ⊗η) = η(0)⊗ξ⊳η(1) and B−(Λ1) is the braided exterior algebra of Λ1 associated
to this (with relations given by braided-antisymmetrization). This extends the
Woronowicz construction to the generalised case using the braided-Hopf algebra
point of view introduced for this in [17];
d3) The ‘shuffle calculus’ Ωsh(A) = A·⊲<Sh−(Λ1), where Sh−(Λ1) is the super-braided
shuffle algebra of Λ1 in the category of rightA-crossed modules and d is determined
recursively from degree 1 as a super-coderivation with δη = −η(0) ⊗ ωπ(η(1)) so
that
d(a⊗ η) = a(1) ⊗ ωπ(a(2))⊗ η − a(1) ⊗ η(0) ⊗ ωπ(a(2)η(1)), ∀ η ∈ Λ1.
Here Ωsh(A) is inner for some element θ ∈ Λ1 if and only if θ makes (Λ1, ω) inner
and Ψ(η ⊗ θ) = θ ⊗ η for any η ∈ Λ1.
2.2. Codifferential calculi. A first order codifferential structure on a coalgebraH is [19]
a pair (Ω1, i), where Ω1 is a H-H-bicomodule and i : Ω1 → H is a linear map such that
(2.5) ∆ ◦ i = (i⊗ id)∆R + (id⊗ i)∆L.
A codifferential calculus is said to be coinner if the coderivation i is given by
i(η) = 〈ϑ, η(0)〉η(1) − η(−1)〈ϑ, η(0)〉, ∀ η ∈ Ω1,
for some element ϑ ∈ Ω1∗. Here ∆R = ( )(0) ⊗ ( )(1) and ∆L = ( )(−1) ⊗ ( )(0) denote the
right and left coaction respectively, and 〈 , 〉 the evaluation pairing.
When H is a Hopf algebra, we have of course the notion of left, right and bi-covariant
codifferential calculi with respect to left and right actions of H . Thus, a first order
codifferential structure onH is bicovariant clearly means an H-Hopf bimodule Ω1 together
with a bimodule map i : Ω1 → H such that ∆ ◦ i = (i ⊗ id)∆R + (id ⊗ i)∆L. We also
note that any Hopf algebra H is canonically a right H-crossed module in a different way
from (2.1), namely by the right adjoint action and right regular coaction (given by the
coproduct). This projects down to a second H-crossed module structure on H+,
(2.6) g⊳h = Sh(1)gh(2), ∆R = ∆− 1⊗ id, ∀g ∈ H+, h ∈ H.
First order bicovariant codifferential calculi over H are isomorphic to ones of the form
(2.7) Ω1 = H ⊗ Λ1, i : Λ1 → H+
given by data (Λ1, i) where Λ1 is a right H-crossed module and i is morphism of right
H-crossed modules (and extended to Ω1 as a left H-module map). The calculus is coinner
if and only if there exists ϑ ∈ Λ1∗ such that i(η) = 〈ϑ, η(0)〉η(1) − 〈ϑ, η〉1H for all η ∈ Λ1.
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Similarly, a codifferential graded coalgebra on a coalgebra H is defined in [19] to be a
N0-graded coalgebra Ω = ⊕n≥0Ωn with Ω0 = H equipped with i : Ω → Ω of degree −1
with i2 = 0 and obeying the super-coderivation property
∆ ◦ i(η) = (i⊗ id + (−1)| | ⊗ i) ◦∆η, ∀η ∈ Ω,
where (−1)| |η = (−1)|η|η. One necessarily has i = 0 when restricted to H . We say (Ω, i)
is coinner if there exists an element ϑ ∈ Ω1∗ such that
i(η) = 〈ϑ, η(1)〉η(2) + (−1)|η|η(1)〈ϑ, η(2)〉
for any η ∈ Ω. Here ∆ = ( )(1)⊗( )(2) denotes the coproduct of the underlying coalgebra of
Ω. Dual to Definition 2.2, a strongly bicovariant codifferential graded algebra [19] on a Hopf
algebra H is an N0-graded super-Hopf algebra extending H in degree 0 and equipped with
a degree −1, square zero super-derivation and super-coderivation. If (Λ1, i) (or (Λ1, ϑ))
defines a first order bicovariant codifferential calculus on a Hopf algebra H then we have
following constructions of strongly bicovariant codifferential graded algebras on H dual to
those in the preceding subsection [19, Proposition 4.2, Proposition 4.3]:
c1) The ‘maximal’ coinner one Ωϑ(H) = H ·⊲<Bϑ(Λ1), where Bϑ(Λ1) is a sub-braided-
super Hopf algebra of Sh−(Λ
1) and ϑ ∈ Λ1∗ is such that 〈ϑ, η⊳h〉 = ǫH(h)〈ϑ, η〉 for
all η ∈ Λ1, h ∈ H. In fact, any coinner strongly bicovariant codifferential graded
algebra on H with coinner data right-invariant that is ‘cogenerated by its degree
0 and 1’ can be embedded into such Ωϑ(H) as a sub-object;
c2) The ‘Woronowicz’ coinner one Ωw(H) = H ·⊲<B−(Λ1) subject to the dual condi-
tions of (2.1);
c3) The tensor one Ωtens(H) = H ·⊲<T−Λ1, where T−Λ1 is the braided-super tensor
algebra of Λ1 in the category of right H-crossed modules and codifferential is
extended from i as a super-derivation. Moreover, Ωtens(H) is coinner with ϑ ∈
Λ1∗ if and only if its first order is coinner with the same ϑ ∈ Λ1∗ such that
〈ϑ, ξ〉η = η(0)〈ϑ, ξ⊳η(1)〉 for any ξ, η ∈ Λ1.
We will be interested in the self-dual case when we have both a differential and a cod-
ifferential structure at the same time. In the bicovariant case this corresponds to triple
(Λ1, ω, i) where ω : A+ → Λ1 and i : Λ1 → A+ are morphisms for the appropriate right
A-crossed module structures on A+ by superposing (2.2) and (2.7) with H = A. We
say that the calculus corresponding to (Λ1, ω) is augmented by i. A strongly bicovariant
differential graded algebra is similarly augmented if it admits a strongly bicovariant cod-
ifferential structure, etc. In general, the first order data (Ω1, d, i) do not extend to higher
orders automatically. We have [19, Propositions 4.5 and 4.6],
a1) The ‘universal’ inner construction d1) is augmented by i if and only if θ⊳i(θ) is
graded central in Ωθ(A);
a2) For the ‘Woronowicz’ or braided exterior algebra construction d2), an augmenta-
tion i : Λ1 → A+ extends to degree two if η⊳i(ζ) = 0 for all∑ η⊗ ζ ∈ ker(id−Ψ);
a3) The ‘maximal’ coinner Ωϑ(H) = H ·⊲<Bϑ(Λ1) in c1) forms an augmented differen-
tial calculus by ω : H+ → Λ1 if and only if
〈ϑ⊗ ϑ, ξ(0)⊗ω˜(ξ(1))〉ξ(2) = 〈ϑ⊗ ϑ, ξ(0) ⊗ ω˜(ξ(1))〉,
〈ϑ⊗ ϑ, η1(0)⊗ω˜(η1(1))〉η2 ⊗ · · · ⊗ ηn
= (−1)n−1η1 ⊗ · · · ⊗ ηn−1〈ϑ⊗ ϑ, ηn(0) ⊗ ω˜(ηn(1))〉,
for all ξ ∈ Λ1 ⊆ Bϑ(Λ1) and η1 ⊗ · · · ⊗ ηn ∈ Bϑ(Λ1).
In the finite-dimensional case, it is clear that (Ω1, d, i) is an augmented first order bico-
variant differential calculus over A if and only if (Ω1∗, i∗, d∗) is augmented over A∗. If
(Ω, d, i) is augmented strongly bicovariant differential graded algebra on Ω0 = A, then the
graded dual (Ωgr, i∗, d∗) is augmented on A∗. it should be clear that our differential and
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codifferential constructions are similarly related by duality provided the relevant Hopf
algebras, actions and coactions are related by duality. Details are in [19, Lemma 4.10,
Corollary 4.13].
2.3. Hopf quivers. A quiver is a quadruple Q = (Q0, Q1, s, t), where Q0 is the set of
vertices, Q1 is the set of arrows, and s, t : Q1 → Q0 are two maps assigning respectively
the source and the target for each arrow. A path of length l ≥ 1 in the quiver Q is a
finitely ordered sequence of l arrows α1 · · ·αl such that s(αi+1) = t(αi) for 1 ≤ i ≤ l − 1.
By convention a vertex is said to be a trivial path of length 0, an arrow is a path of length
1, and an arrow α is called a loop if t(α) = s(α). We call a quiver is a directed graph or
digraph if it has no loops or multiple arrows. A quiver Q is called finite if both Q0 and
Q1 are finite sets. Let
xQ1
y denotes the set of all the arrows from x to y.
The path coalgebra denoted by kQ is the k-space spanned by the paths of Q with comul-
tiplication and counit defined by ∆(x) = x ⊗ x, ǫ(x) = 1 for each x ∈ Q0, and for each
non-trivial path p = α1 · · ·αn,
∆(p) = s(α1)⊗ p+
n−1∑
i=1
α1 · · ·αi ⊗ αi+1 · · ·αn + p⊗ t(αn), ǫ(p) = 0.
The length of paths gives a natural gradation to the path coalgebra. Let Qn denote the
set of paths of length n in Q, then kQ = ⊕n≥0kQn and ∆(kQn) ⊆ ⊕n=i+jkQi⊗ kQj. Let
xkQ1
y = kxQ1
y denotes the subspace of kQ1 spanned by all the arrows from x to y.
The path algebra also denoted by kQ when the context is clear has the same underlying
vector space as the path coalgebra and the multiplication is defined by concatenation of
paths, i.e.
pq =
{
α1 · · ·αlβ1 · · ·βm, if t(αl) = s(β1),
0, otherwise,
for paths p = α1 · · ·αl and q = β1 · · ·βm. Hence kQ as an algebra is length-graded associ-
ated algebra, as kQi · kQj ⊆ kQi+j for any i, j ≥ 0. In fact, if Q is a finite quiver, then
the graded dual of kQ as the path coalgebra is exactly kQ as the path algebra kQ. This
justifies our notations. Clearly, kxQ1
y is also identified as its own dual space. For brevity,
in view of this, we still use arrows to denote the basis of kxQ1
y when considered in the
path algebra.
Finally, a quiver Q is said to be a Hopf quiver if the corresponding path coalgebra kQ
admits a length-graded Hopf algebra structure [8]. Hopf quivers can be determined by
ramification datum of groups. Let G be a group, C the set of conjugacy classes. A
ramification datum R of the group G is a formal sum
∑
C∈CRCC of conjugacy classes
with coefficients in N0 = {0, 1, 2, · · · }. The corresponding Hopf quiver Q = Q(G,R) is
defined as follows: the set of vertices Q0 is G, and for each x ∈ G and c ∈ C and each
C ∈ C there are RC arrows x −→ xc. We will say that a Hopf quiver is coloured if these
arrows have been enumerated 1, · · · , RC for every c in every C.
For a given Hopf quiver Q(G,R), the isoclasses of graded Hopf structures on kQ is in
one-to-one correspondence with the isoclasses of kG-Hopf bimodule structures on kQ1.
The graded Hopf structures are obtained from Hopf bimodules via the quantum shuffle
product of Rosso [8]. Equivalently, a finite quiver Q is a Hopf quiver if and only if the path
algebra kQ admits a graded Hopf structure and the isoclasses of graded Hopf structures on
kQ are in one-to-one correspondence with the isoclasses of k(G)-Hopf bimodule structures
on kQ1.
We will also need super versions. Thus, a super-quiver is a quiver with Z2 = {0¯, 1¯}-grading
on Q1. Naturally, the path coalgebra kQ has a Z2-grading by assigning |p| =
∑n
i=1 |αi|
to any path p = α1α2 · · ·αn and hence becomes a super-coalgebra, so we call kQ path
super-coalgebra. Then a Hopf super-quiver is a super-quiver whose path super-coalgebra
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admits a length-graded Hopf super-algebra. It can be given by super ramification datum
of groups, which is a pair of formal sums (R0¯ =
∑
C∈CRC,0¯C, R1¯ =
∑
C∈CRC,1¯C) of
conjugacy classes with non-negative integer coefficients. The associated Hopf super-quiver
Q(G,R0¯, R1¯) is defined as follows: the set of vertices is G, for each x ∈ G and c ∈ C,
there are RC,0¯ even arrows and RC,1¯ odd arrows from x to xc. In fact, the isoclasses of
graded Hopf super algebra structures on kQ(G,R0¯, R1¯) are in one-to-one correspondence
with the isoclasses of pairs of k(Q0)-Hopf bimodules on kQ1,0¯ and kQ1,1¯. For our purpose,
we only consider Hopf super-quiver Q(G,R0¯, R1¯) with R0¯ = 0, i.e. all arrows are odd. In
this case, the isoclasses of the graded Hopf super-algebra structures on kQ is in one-to-
one correspondence with the isoclasses of k(Q0) = kG-Hopf bimodule structures on kQ1.
Equivalently, on a finite group, we consider graded Hopf super-algebra structures on the
path algebra kQ with all arrows are odd, whose isoclasses are equivalent to the isoclasses
of k(Q0) = k(G)-Hopf bimodule structures on kQ1.
3. (Co)differentials on group algebras and group function algebras
It is shown in [19] that given a pair (Q¯,Q) of a digraph Q¯ contained in a quiver Q, with
vertex set X , there is an inner first order calculus [19, Example 3.2] Ω1(Q¯,Q) on A = k(X)
given by
(3.1) Ω1 = kQ1 =
⊕
x,y∈X
kxQ1
y, d = [θ, ]
where θ is the sum of all arrows in Q¯. Thus the space of 1-forms has a basis given by all
arrows of the quiver, with left and right module structures given by the source and target
maps s, t (so a.β = a(s(β))β and β.a = βa(t(β)) for every a ∈ k(X) and every arrow
β). Moreover, every first order generalised differential calculus on k(X) is isomorphic to
such a ‘quiver differential calculus’ canonical form (in this direction [19, Example 2.2], any
calculus must have Ω1 an X-bigraded space and be inner; we then define Q¯ as having an
arrow x → y whenever the component θx,y 6= 0). One can think of the the data Q¯ here
as the choice of a distinguished arrow (we will later label it by ‘1’) in Q between any two
distinct vertices for which arrows exist. Different choices clearly give isomorphic calculi,
so isomorphism classes of first order calculi are given by data (Q¯, R) where the digraph
Q¯ is supplemented by a non-negative integer Rx,y = dim k
xQy with Rx,y ≥ 1 whenever
x → y in Q¯ and zero otherwise. It is also shown [19, Corollary 2.3] that this first order
calculus extends to an inner differential graded algebra Ωθ(X) = kQ/Jθ on k(X), where
kQ is the path algebra and Jθ is the graded ideal generated by θ
2a − aθ2, θ2ω − ωθ2 for
all a ∈ A,ω ∈ kQ1. Every inner differential graded algebra on k(X) that is generated
algebraically by its degree 0, 1 components is isomorphic to a quotient of this Ωθ(X).
The dual version of these results apply to a coalgebra C = kX where ∆x = x ⊗ x,
ǫ(x) = 1 for all x ∈ X and X is not assumed to be finite (but is assumed to be nonempty).
Then dual to [19, Example 2.2], first order codifferential calculi on C are in one-to-one
correspondence with pairs (Ω1, ϑ), where
1) Ω1 = ⊕x,y∈XxΩ1y is a X-X-bigraded vector space, and
2) ϑ =
∑
x,y∈X ϑx,y is a formal sum of linear functions in the graded dual⊕x,y∈X(xΩ1y)∗
of Ω1 with components ϑx,y ∈ (xΩ1y)∗ and ϑx,x = 0 for any x, y ∈ X.
and any codifferential calculus is necessarily coinner. Next, to avoid unnecessarily diffi-
culty, we assume that each homogeneous space xΩ1y is finite dimensional. Then a linear
function ϑx,y can be taken as θ
∗
x,y for some element θx,y ∈ xΩ1y for all x, y in X . As result
we can classify the first order codifferential calculi on kX by the same data pairs (Q¯, R)
as above except that Q¯0 = X is not assumed to be finite. Moreover, we can realise such
data as we did before as a digraph-quiver pair Q¯ ⊆ Q; associated to such a pair is a first
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order codifferential calculus on kX given by
(3.2) Ω1 = kQ1 = ⊕x,yxkQ1y, i(x→ y) = 〈ϑ, x→ y〉y − x〈ϑ, x→ y〉
with ϑ(α) = 1 if α ∈ Q¯1 and zero otherwise, extended linearly. Every first order codif-
ferential calculus on kX is isomorphic to such a ‘quiver codifferential calculus’ canonical
form.
For higher orders, dual to Ωθ(X) above, we have from the same data Q¯ ⊆ Q a coinner
codifferential graded coalgebra (Ωϑ(kX), i), where
Ωϑ(kX) =
{
w ∈ kQ | 〈ϑ,w(1)〉〈ϑ,w(2)〉w(3) ⊗ w(4) = w(1)〈ϑ,w(2)〉〈ϑ,w(3)〉 ⊗ w(4)
= w(1) ⊗ w(2)〈ϑ,w(3)〉〈ϑ,w(4)〉
}
is a subcoalgebra of path coalgebra kQ and codifferential
(3.3) i(p) = 〈ϑ, α1〉α2 · · ·αn + (−1)nα1 · · ·αn−1〈ϑ, αn〉
for all path p = α1α2 · · ·αn of Q with ϑ =
∑
α∈Q¯1
δα. Every coinner codifferential graded
coalgebra on kX that is ‘cogenerated by its degree 0, 1 components’ (i.e. there is a coalge-
bra embeding from Ω1 to the cotensor coalgebra CoTkXΩ
1) is isomorphic to a sub-object
of such (Ωϑ(kX), i) for some digraph-quiver pair Q¯ ⊆ Q.
3.1. Differentials on k(G) and codifferentials on kG. We now specialise to the case
X = G a group, which we take finite in the case of k(G). Our goal is to say more in view
of the Hopf algebra theory of Section 2. Again we denote by C the set of all the conjugacy
classes of G. If V is a left G-module we denote by GV the space of invariant elements.
Similarly VG in the right module case. We let Zc ⊆ G be the centraliser of any c ∈ G.
Lemma 3.1. Let G be a finite group and A = k(G). The data (Λ1, ω) in (2.2) for a
bicovariant calculus is equivalent to:
(a) Λ1 a G-graded left G-module Λ1 = ⊕g∈GΛ1g s.t. h⊲Λ1g = Λ1hgh−1 for any g, h ∈ G,
and
(b) a set of pairs {(c, ωc) | c ∈ C, ωc ∈ ZcΛ1c }C∈C,C 6={e}.
Moreover, the calculus here is always inner with θ = θe +
∑
g∈G\{e} ωg ∈ Λ1 where ωg =
h⊲ωc if g = hch
−1 for some h ∈ G, c ∈ C and any θe ∈ Λ1e.
Proof. It is well known that a vector space is a right k(G)-crossed module if and only if it
is a left kG-crossed module. So the right k(G)-crossed module Λ1 is equivalent to the data
a). Note here Λ1g := Λ
1⊳ δg and ∆R(v) =
∑
h∈G h⊲v ⊗ δh. Also, the right k(G)-module
map ω : k(G)+ → Λ1 is uniquely defined by {ωg = ω(δg) ∈ Λ1g| g ∈ G \ {e}} since the
right-module structure corresponds to the grading. We also need h⊲ωg = ωhgh−1 for all
h ∈ G for ω to be a right comodule map where k(G)+ has the right adjoint coaction.
This is equivalent to the data stated in b). Indeed, given the collection {ωg ∈ Λ1g}g 6=e
such that h⊲ωg = ωhgh−1 for all h ∈ G, clearly ωg ∈ ZgΛ1g. We can choose an element
c ∈ C and its associated ωc for each nontrivial C ∈ C. Conversely, suppose we are given
the data b) then for any g ∈ G \ {e} write g = hch−1 for some C and its chosen c ∈ C
and some h ∈ G. One can set ωg = h⊲ωc ∈ Λ1g. This is well-defined because if also
g = h′ch′−1, then h′ = hu for some u ∈ Zc, so h′⊲ωc = h⊲(u⊲ωc) = h⊲ωc. For θ, because
A = k(G) is commutative, we have Λ1A = Λ1A ⊗A. The elements of Λ1A are η =
∑
h ηh
such that ηh⊳δg = ǫ(δg)ηh = δg,eηh for all h ∈ G, which implies Λ1A = Λ1e. So we need
∆Rθ− θ⊗ 1 ∈ Λ1e ⊗ k(G) as the condition in (2.2) for an inner bicovariant calculus. This
means θ =
∑
g∈G θg ∈ Λ1, where θg = θ⊳δg ∈ Λ1g such that h⊲θg = θhgh−1 for any h ∈ G
and g ∈ G \ {e}. Such {θg} g∈G
g 6=e
are the same data as ω, and we also have a free choice of
θe. Note that the data in (b) are equivalent if they define the same map ω, meaning that
for each C we have (c, ωc) ∼ (c′, ω′c′) in the sense that c′ = kck−1, ω′c′ = k⊲ωc for some
k ∈ G. 
10 S. MAJID AND W.-Q. TAO
Recall that a digraph is a Cayley digraph if it is of the form Q¯ = Q(G, C¯) where Q0 = G
is a group, C¯ ⊆ G \ {e} is an ad-stable subset and the digraph has an arrow x → y iff
x−1y ∈ C¯. The set of arrows of a Cayley digraph has canonical and mutually commuting
left and right action h ∗ (x → y) = (xh−1 → yh−1) and (x → y) ∗ h = h−1x → h−1y for
all h ∈ G. If Q(G,R) is a Hopf quiver we let C¯ be the sum of conjugacy classes where
RC 6= 0 and clearly obtain a Cayley digraph. If Q(G,R) is a coloured Hopf quiver (so the
arrows are enumerated x
(i)−→ xc where i = 1, · · · , RC for c ∈ C) then there is a canonical
inclusion Q¯ ⊆ Q as the arrows x (1)−−→ y and moreover ∗ from the right extends canonically
(x
(i)−→ y) ∗ h = h−1x (i)−→ h−1y. We denote these various canonical actions by ∗ and we
define a Hopf digraph-quiver triple (Q¯ ⊆ Q, ∗) to be coloured Hopf quiver with a left action
∗ of G on kQ1 such that
(1) h ∗ kxQ1y = kxh−1Q1yh−1 for all h, x, y ∈ G.
(2) ∗ restricts on Q¯1 to the canonical left action.
(3) ∗ commutes with the canonical right action on kQ1.
Proposition 3.2. Let (Q¯ ⊆ Q, ∗) be a Hopf digraph-quiver triple on a finite group G. The
associated ‘quiver calculus’ Ω1(Q¯,Q) is bicovariant and inner with
Ω1 = kQ1, x
(i)−→ y.f = x (i)−→ yf(y), f.x (i)−→ y = f(x)x (i)−→ y, θ =
∑
x−1y∈C¯
x
(1)−−→ y,
∆L(x
(i)−→ y) =
∑
h∈G
δh ⊗ (h−1x (i)−→ h−1y), ∆R(x (i)−→ y) =
∑
h∈G
h ∗ (x (i)−→ y)⊗ δh,
where i = 1, 2, . . . , RC for x, y such that x
−1y ∈ C.
Proof. To show (kQ1, d = [θ, ]) as recalled the start of the section is bicovariant, it suffices
to show that ∆L and ∆R are k(G)-bimodule map and d = [θ, ] is k(G)-bicomodule map.
Consider ∆R(δk.(x
(i)−→ xg)) = δk,x∆R(x (i)−→ xg) = δk,x
∑
h∈G h ∗ (x
(i)−→ xg) ⊗ δh, then
∆R is left module map iff the last expression equals to
∑
h∈G δkh−1 .h ∗ (x
(i)−→ xg) ⊗ δh,
i.e. h ∗ (x (i)−→ xg) is a linear combination of arrows in Q starting from xh−1. Similarly,
∆R is right module map iff h ∗ (x (i)−→ xg) is a linear combination of arrows in Q ending
with xgh−1. Therefore, ∆R is bimodule map iff h ∗ kxQ1y ⊆ kxh−1Q1yh−1 , which is the
case under our assumptions. Similarly ∆L is a bimodule map. Both ∆L,R are coactions as
they correspond to actions of G. Next, ∆R(dδx) = ∆R(θδx−δxθ) = ∆R
∑
a∈C¯
(
(xa−1
(1)−−→
x) − (x (1)−−→ xa)) =∑a,h ((xa−1h−1 (1)−−→ xh−1) − (xh−1 (1)−−→ xah−1))⊗ δh. On the other
hand, (d⊗ id)∆δx =
∑
h(θδxh−1− δxh−1θ)⊗ δh =
∑
a,h
(
(xh−1a−1
(1)−−→ xh−1)− (xh−1 (1)−−→
xh−1a)
)⊗ δh. The two expressions agree after a change of variables h−1ah 7→ a, hence d
is a right comodule map. Similarly for ∆L. 
We say two Hopf digraph-quiver triples (Q¯ ⊆ Q, ∗) and (Q¯′ ⊆ Q′, ∗′) are isomorphic if
the data RC and C¯ are the same in the two cases and there exists a linear isomorphism
ϕ : kQ1 → kQ′1 that ϕ(kxQ1y) = kxQ′1y and ϕ intertwines ∗, ∗′ and such that ϕ(x
(1)−−→
xa) = x
(1)′−−→ xa for any h, x, y ∈ G, a ∈ C¯.
Theorem 3.3. Let G be a finite group. Every bicovariant differential calculus on k(G)
is isomorphic to a Hopf digraph-quiver calculus of the form in Proposition 3.2. There is
a bijection between the set of isomorphism classes of generalised bicovariant differential
calculi on k(G) and the set of isomorphism classes of Hopf digraph-quiver triples.
GENERALISED NONCOMMUTATIVE GEOMETRY ON QUIVERS 11
Proof. Suppose (Ω1, d) is any bicovariant differential calculus on k(G). By (2.2) and
Lemma 3.1, without loss of generality, we can assume Ω1 = k(G) ⊗ Λ1 for some given
data (Λ1 = ⊕g∈GΛ1g, θ =
∑
g∈G\{e} θg) with θg ∈ Λ1g and θe = 0, where d(δx) =∑
g∈G\{e} δxg−1 ⊗ θg for any x ∈ G.
We construct a Hopf digraph-quiver triple (Q¯ ⊆ Q, ∗) associated to the data (Λ1, θ =∑
g∈G\{e} θg) in Lemma 3.1 as follows. Firstly we take C¯ to be the union of nontrivial
conjugacy classes where θg 6= 0, which defines the Cayley digraph Q¯ = Q(G, C¯). Next,
for any C ∈ C, we take RC = dim(Λ1g) whenever some g ∈ C and let Q = Q(G,R =∑
C∈CRC). We then enumerate the arrows of kQ1 by index i = 1, 2, . . . , RC for each
C ∈ C. After that, we choose a basis {e(i)g }i=1,··· ,RC for each Λ1g such that e(1)g = θg
whenever θg 6= 0 (or g ∈ C¯). Finally, the k(G)-bimodule map ϕ : k(G) ⊗ Λ1 → kQ1
sending δxe
(i)
g to x
(i)−→ xg for all i = 1, · · · , RC transfers k(G)-bicomodule, or equivalently,
G-bimodule structure to kQ1. More precisely, the right G-action (δxe
(i)
g ) ∗ h = δh−1xe(i)g
induces the canonical right G-action on kQ1, while the left G-action of Λ
1 induces the left
G-action on kQ1, i.e., h∗(x (i)−→ xg) = h∗ϕ−1(δxe(i)g ) = ϕ−1(h∗δxe(i)g ) = ϕ−1(δxh−1h⊲e(i)g ).
In particular, h ∗ (x (1)−−→ xa) = xh−1 (1)−−→ xah−1, as h⊲e(1)a = h⊲θa = θhah−1 = e(1)hah−1 for
any h ∈ G, a ∈ C¯. Therefore we have a Hopf digraph-quiver triple (Q¯ ⊆ Q, ∗) associated
to a given (Λ1, θ). One may then verify all the requirements in detail. Clearly k(G)⊗Λ1 is
isomorphic to Hopf quiver calculus kQ1 in Proposition 3.2 under the k(G)-Hopf bimodule
isomorphism ϕ above.
If two bicovariant differential calculi on k(G) are isomorphic, then the corresponding data
in Lemma 3.1 are isomorphic, say (Λ1, θ) ∼= (Λ1′, θ′), this means there is a G-graded left
G-module isomorphism φ : Λ1 → Λ1′ such that φ(θ) − θ′ ∈ Λ1A = Λ1e, namely φ(θ) = θ′
as θe = 0 = θ
′
e. In fact, the map φ is induced by the k(G)-Hopf bimodule isomorphism
φ˜ : k(G)⊗ Λ1 → k(G)⊗ Λ1′ that sends δxe(1)g to δxe(1)g ′. Let (Q¯ ⊆ Q, ∗) and (Q¯′ ⊆ Q′, ∗′)
denote the associated triple to data (Λ1, θ) and (Λ1′, θ′) respectively. By construction,
we know (Q¯ ⊆ Q, ∗) and (Q¯′ ⊆ Q′, ∗′) have equal data R = ∑C∈CRC and C¯. From
previous discussion, there are k(G)-Hopf bimodule isomorphisms ϕ : k(G) ⊗ Λ1 → kQ1
and ϕ′ : k(G)⊗ Λ1′ → kQ′1 Then ψ = ϕ′ ◦ φ˜ ◦ ϕ−1 : kQ1 → kQ′1 is a k(G)-Hopf bimodule
isomorphism and sends inner data to inner data. In particular, ψ is a left G-module
isomorphism and ψ(x
(1)−−→ xa) = ϕ′ ◦ φ(δxe(1)a ) = ϕ′(δxφ(e(1)a )) = ϕ′(δxe(1)a ′)) = x (1)
′
−−→ xa
for any x ∈ G, a ∈ C¯. 
Note that the association of a generalised differential calculus to a Hopf quiver calculus
depends on the choice of the basis element of each Λ1g. But different choices lead to isomor-
phic differential calculi. Also, if Ω1 = kQ1 is a bicovariant calculus of the ‘digraph-quiver’
form the right G-action on arrows of kQ1 may not be a canonical ∗. However, our theo-
rem tells it is isomorphic to a canonical one. In particular, the vectors (e
(i)−→ x−1y) ∗ x−1
provide a basis of kxQ1
y including x
(1)−−→ y. There is a linear transformation that sends
that basis of kxQ1
y to {x (i)−→ y} our labeled basis. These linear maps together constitute
a G-bimodule isomorphism on kQ1 that respects θ, hence provides the isomorphism to a
canonical Hopf quiver calculus in Proposition 3.2.
The dual theory for codifferentials on kG is strictly parallel except that we do not need G
to be finite. In view of this we omit some details as proofs as essentially the arrow-reversal
of the ones already given. Recall that the dual V ∗ of a right G-module V is naturally a
left G-module via 〈h⊲f, v〉 = 〈f, v⊳h〉 for any f ∈ V ∗, v ∈ V, h ∈ G.
Lemma 3.4. Let G be a group and kG, the group Hopf algebra. The first order bicovariant
codifferential calculus data (Λ1, i) in (2.7) is equivalent to
12 S. MAJID AND W.-Q. TAO
(a) Λ1 a G-graded right G-module Λ1 = ⊕g∈GΛ1g such that Λ1g⊳h = Λ1h−1gh for any
g, h ∈ G,
(b) a set of pairs {(c, ιc)| c ∈ C, ιc ∈ Zc(Λ1c)∗}C∈C, C 6={e}.
The calculus is always coinner where one can take ϑ = ιe +
∑
g∈G\{e} ιg ∈ (Λ1)∗ with
ιg = h⊲ιc whenever g = hch
−1 for some h ∈ G, c ∈ C and arbitrary ιe ∈ (Λ1e)∗.
Proof. It is easy to see that right kG-crossed module Λ1 corresponds to (a). For the right
G-crossed module map i : Λ1 → (kG)+, we write i(η) =∑h 6=e l(η)h(h−e). Suppose η ∈ Λ1g
then that i being a right G-comodule map requires i(η) ⊗ g = ∑h 6=e l(η)h(h − e) ⊗ h or∑
h 6=e l(η)h(h−e)⊗(g−h) = 0, this implies i(η) = l(η)g(g−e), namely i(η) = 〈ιg, η〉(g−e)
for some ιg ∈ (Λ1g)∗. In particular ιe ∈ (Λ1e)∗ is arbitrary. Hence in general,
i(η) =
∑
g
〈ιg, η〉(g − e)
as ιg ∈ (Λ1g)∗ picks out the Λ1g component of η. The module map property i(η⊳h) =
h−1i(η)h requires h⊲ιg = ιhgh−1 for any g, h ∈ G. As in the proof of Lemma 3.1, the set
{ιg}g∈G is specified by a subset of values, one for each nontrivial conjugacy class as stated
in (b). Let ϑ =
∑
g∈G ιg ∈ (Λ1)∗ be the formal sum of linear functions ιg, it is an element
in the graded dual of Λ1 = ⊕g∈GΛ1g. It is clear that i(η) = 〈ϑ, η(0)〉η(1) − 〈ϑ, η〉e, so this
codifferential calculus is coinner by (2.2). 
Here the data (Λ1, {(c, ιc)}) on kG in Lemma 3.4 is equivalent to the data (Λ1∗, {(c, ι∗c)})
on k(G) in Lemma 3.1 when the group G is finite. Being dual spaces we canonically
have a left-right reversal of group actions. Similarly, let Q¯ be a Cayley graph in form
Q¯ = Q(G, C¯) for some ad-stable subset C¯ of G and (Q¯ ⊆ Q, ∗) a Hopf digraph-quiver
triple as above. This time we consider that G acts from the right by ·h = h−1∗ (which
now restricts to a canonical right action on Q¯) and we remind ourselves by saying that
(Q¯ ⊆ Q, ·) is right handed.
Proposition 3.5. Let (Q¯ ⊆ Q, ·) be a Hopf digraph-quiver triple on group G as before, but
viewed acting from the right. The associated ‘quiver codifferential calculus’ is bicovariant
with
Ω1 = kQ1, ∆L(x
(i)−→ y) = x⊗ (x (i)−→ y), ∆R(x (i)−→ y) = (x (i)−→ y)⊗ y
g · (x (i)−→ y) = gx (i)−→ gy, (x (i)−→ y) · g =
∑
j
µij(x
−1y, g)(xg
(j)−−→ yg),
with codifferential
i(x
(i)−→ y) =
{
y − x, if i = 1 and x−1y ∈ C¯,
0, otherwise.
and µij(c, g) are the coefficients of the right action ·, i.e. (e (i)−→ c) · g =
∑
j µij(c, g)g
(j)−−→
cg.
Proof. It is easy to see that under the stated G-actions, kQ1 is kG-bimodule and ∆L and
∆R are kG-bimodule maps, so kQ1 is kG-Hopf bimodule. It suffices to show that i is kG-
bimodule map. Indeed, i(g · x (i)−→ y) = i(gx (i)−→ gy) = gy − gx = g(y − x) = gi(x (i)−→ y)
and i(x
(i)−→ y ·g) = i(xg (i)−→ yg) = yg−xg = (y−x)g = i(x (i)−→ y)g if i = 1 and x−1y ∈ C¯.
Otherwise, i(g · x (i)−→ y) = 0 = g · i(x (i)−→ y) and i(x (i)−→ y · g) = 0 = i(x (i)−→ y) · g. 
Then analogous to Theorem 3.3, we have
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Theorem 3.6. Let G be a group. Every first order bicovariant codifferential calculus
over kG is isomorphic to one of the canonical forms in Proposition 3.5 for some right-
handed Hopf digraph-quiver triple. There is a bijection between the set of isomorphism
classes of bicovariant codifferential calculi over kG and the set of isomorphism classes of
right-handed Hopf digraph-quiver triples.
Proof. Suppose (Ω1, i) is a bicovariant codifferential calculus over kG which, without loss
of generality, we take as Ω1 = kG ⊗ Λ1 for some data (Λ1, ϑ = ∑g ιg) with ιe = 0 in
Lemma 3.4, from (2.2). We construct a right-handed Hopf digraph-quiver triple (Q¯ ⊆ Q, ·)
associated to such data as follows. Firstly we take C¯ to be the union of nontrivial conjugacy
classes where ιg 6= 0, take RC = dimΛ1g for some g ∈ G for each conjugacy class C, and
let Q¯ = Q(G, C¯), Q = Q(G,R). We colour Q and embed Q¯ ⊆ Q by marking all arrows in
Q¯ with 1. We then choose a basis {e(i)g } for each Λ1g such that (e(1)g )∗ = ιg whenever ιg is
nonzero. Similar to the proof of Theorem 3.3, the kG-bicomodule map ϕ : kG⊗Λ1 → kQ1
sending x⊗e(i)g to x (i)−→ xg transfers kG-bimodule structure on kG⊗Λ1 (or rightG-module
structure on Λ1) to a kG-bimodule structure on kQ1. Precisely, one can see the left G-
action is the canonical one and (x
(i)−→ xg)·h is defined to be ϕ−1(xh⊗e(i)g ⊳h). In particular,
(x
(1)−−→ xa) · h = xh (1)−−→ xah as e(1)a ⊳h = e(1)h−1ah for any a ∈ C¯. One may then verify all
the requirements on (Q¯ ⊆ Q, ·) being a desired triple and see that calculus kG ⊗ Λ1 is
isomorphic to quiver codifferential calculus kQ1 under the map ϕ above.
If two bicovariant codifferential calculi on kG are isomorphic, then the corresponding data
in Lemma 3.4 are isomorphic, say (Λ1, ϑ) ∼= (Λ1′, ϑ′), this means there is a G-graded right
G-module isomorphism φ : Λ1 → Λ1′ such that ϑ = ϑ′ ◦φ. In fact, the map φ is induced by
the kG-Hopf bimodule isomorphism φ˜ : kG⊗Λ1 → kG⊗Λ1′ that sends x⊗e(1)g to x⊗e(1)g ′.
Let (Q¯ ⊆ Q, ·) and (Q¯′ ⊆ Q′, ·′) denote the associated triple to data (Λ1, ϑ) and (Λ1′, ϑ′)
respectively. By construction, we know those triples have equal data R =
∑
C∈CRC and
C¯. Also, the previous discussion shows that there are kG-Hopf bimodule isomorphisms
ϕ : kG ⊗ Λ1 → kQ1 and ϕ′ : kG ⊗ Λ1′ → kQ′1 Then ψ = ϕ′ ◦ φ˜ ◦ ϕ−1 : kQ1 → kQ′1 is a
kG-Hopf bimodule isomorphism and sends coinner data to coinner data. In particular, ψ
is a left G-module isomorphism and ψ(x
(1)−−→ xa) = ϕ′ ◦ φ(x ⊗ e(1)a ) = ϕ′(x ⊗ φ(e(1)a )) =
ϕ′(x⊗ e(1′)a ) = x (1
′)−−→ xa for any x ∈ G, a ∈ C¯. This shows that the associated triples are
isomorphic. 
The association of a bicovariant codifferential calculus to a Hopf digraph-quiver depends
on the choice of the basis of each Λ1g, but different choices lead to isomorphic triples. If
kQ1 is a bicovariant codifferential calculus over kG that is of quiver form. Though the
right G-action on arrows of kQ1 may not be the canonical one, our theorem tells that it is
isomorphic to a canonical one. In particular, the vectors x · (e (i)−→ x−1y) provide a basis
of xkQ1
y including x
(1)−−→ y, this means there is a linear isomorphism sends that basis of
xkQ1
y to some {x (i)
′
−−→ y} basis.
3.2. Differentials on kG and codifferentials on k(G). In this section we focus on
differentials on kG, and codifferentials on k(G) when G is finite.
Lemma 3.7. Let G be a group and A = kG the group algebra. The data (Λ1, ω) in (2.2)
for a bicovariant calculus is equivalent to
(a) Λ1 is G-graded Λ1 = ⊕g∈GΛ1g and such that Λ1g⊳h = Λ1h−1gh for any g, h ∈ G and
(b) ζ ∈ Z1(G,Λ1e) a group cocycle in the sense ζgh = ζg⊳h+ ζh
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which is inner when ζ is exact, i.e.. ζg = θ⊳g−θ. Inner calculi are given by [θ] ∈ Λ1e/(Λ1e)G.
If the group G is finite and |G| is invertible in k, then any bicovariant calculus Ω1 on kG
is inner with θ = −|G|−1∑g∈G ζg.
Proof. It was already shown in [19, Proposition 2.11] that a left covariant calculus Ω1(kG)
corresponds to a rightG-module Λ1 and ζ ∈ Z1(G,Λ1) where ζg := ω(g−e). The additional
information for the bicovariant case is that Λ1 is a crossed moduele and ζ has its image
in Λ1e for ω to be a kG-module map (because the crossed module coaction on (kG)
+ is
trivial as the Hopf algebra is cocommutative. From the discussion after (2.2), we know
the data for an inner calculus is θ =
∑
h∈G θh where θh ∈ Λ1h such that θh = θghg−1⊳g for
all g ∈ G, h ∈ G \ {e} for the bicovariance condition. This means that it is given by a
set of pairs {(c, θc)| c ∈ C, θc ∈ (Λ1c)Zc}C∈C, C 6={e} and a free value θe. However, any two
inner data correspond to the same derivation, say dg = [θ, g] = [θ′, g] for any g ∈ G, if and
only if θ − θ′ ∈ Λ1G. So we can take θ ∈ Λ1e for an inner calculus, as
∑
h 6=e θh ∈ Λ1G by a
change of variables in the sum so that the relevant data is [θ] ∈ Λ1e/(Λ1e)G. Finally, if the
group G is finite and |G| is invertible in k, we have ζg = θ⊳g− θ for the stated data θ due
to the cocycle condition. It is interesting to note that after a left-right reversal we have
identical data (Λ1, θ) for an inner bicovariant calculus on kG and k(G) according to the
proof here and Lemma 3.1 except that now only the part in Λ1e is significant while before
only the part not in Λ1e was significant. 
From Lemma 3.7, we know that two inner generalised bicovariant differential calculi are
isomorphic if and only if there is a G-graded right G-module isomorphism ϕ : Λ1 → Λ1′
between the corresponding data (Λ1, [θ]) and (Λ1′, [θ′]) such that ϕ(θ) − θ′ ∈ (Λ1e)G. We
are now ready to interpret the inner generalised bicovariant differential calculi on kG in
terms of Hopf quivers. Let Q = Q(G,R) be a coloured Hopf quiver. This time, we consider
kQ1 as having a canonical left G-action, namely h ∗ x (i)−→ y = hx (i)−→ hy for any h ∈ G
where x
(i)−→ y runs all arrows in of Q1, and define a right G-action ∗ on kQ1 such that
(1) xkQ1
y ∗ h = xhkQ1yh for all h, x, y ∈ G;
(2) ∗ commutes with the canonical left G-action on kQ1.
Note that the right G-action ∗ together with canonical left G-action on kQ1 defines a right
G-action ⊳ on ekQ1
e by conjugation
(e
(i)−→ e) ⊳h = h−1 ∗ (e (i)−→ e) ∗ h, i = 1, . . . , R{e}, ∀h ∈ G.
Proposition 3.8. Associated to data (Q = Q(G,R), ∗) defined above on a group G is an
inner bicovariant differential calculus on kG. Its structure is
Ω1 = kQ1, ∆L(x
(i)−→ y) = x⊗ (x (i)−→ y), ∆R(x (i)−→ y) = (x (i)−→ y)⊗ y,
h ∗ (x (i)−→ y) = hx (i)−→ hy, (x (i)−→ y) ∗ h ∈ xhkQ1yh,
dg = g ∗
(
(e
(1)−−→ e)⊳g
)
− (g (1)−−→ g), i.e., dg = [θ, g] with θ = e (1)−−→ e,
for any i = 1, 2, . . . , RC whenever RC 6= 0 and x−1y ∈ C for some C ∈ C and for all
g, h ∈ G.
Proof. It is obviously that kQ1 is a kG-bimodule, ∆L,∆R make kQ1 a kG-bicomodule and
∆L,∆R are left kG-module maps. It remains to show that ∆L,∆R are right kG-module
maps and d is G-bicomodule map. Indeed, ∆L,∆R are right kG-module map if and only
if xkQ1
y ∗ h = xhkQ1yh for all h, x, y ∈ G. As dg = g ∗
(
(e
(1)−−→ e)⊳g
)
− g (1)−−→ g and
g ∗
(
(e
(1)−−→ e)⊳g
)
∈ gkQ1g, we know that ∆Ldg = g ⊗ g ∗
(
(e
(1)−−→ e)⊳g
)
− g ⊗ (g (1)−−→ g)
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= g⊗ dg and ∆Rdg = g ∗
(
(e
(1)−−→ e)⊳g
)
⊗ g− (g (1)−−→ g)⊗ g = dg⊗ g for any g ∈ G. This
means d = [θ, ] is kG-bicomodule map. 
We say two data pairs (Q = Q(G,R), ∗) and (Q′ = Q(G,R′), ∗′) are isomorphic if R = R′
and there exists a linear isomorphism ϕ : kQ1 → kQ′1 that ϕ(xkQ1y) = xkQ′1y and ϕ
intertwines ∗, ∗′ and such that ϕ
(
(e
(1)−−→ e)⊳(h− e)
)
= (e
(1)′−−→ e)⊳′ (h− e) for any h ∈ G.
Theorem 3.9. Let G be a group. Any inner bicovariant differential calculus on kG is
isomorphic to a canonical form in Proposition 3.8 for some data (Q = Q(G,R), ∗). There
is a bijection between the set of isomorphism classes inner bicovariant differential calculi
and the set of isomorphism classes of data (Q = Q(G,R), ∗).
Proof. Without loss of generality, we can assume any inner bicovariant differential calculus
on kG is in form Ω1 = kG⊗Λ1 for data (Λ1, [θ]) given in Lemma 3.7, i.e. Λ1 = ⊕g∈GΛ1g a
G-graded right G-module such that Λ1g⊳h = Λ
1
h−1gh for any g, h ∈ G and [θ] ∈ Λ1e/(Λ1e)G.
We now construct a data pair (Q = Q(G,R), ∗) from (Λ1, [θ]) as follows. Firstly, we take
R =
∑
C∈CRCC with RC = dimΛ
1
g for some g ∈ C, C ∈ C and define coloured Hopf
quiver Q = Q(G,R =
∑
C∈CRCC). The data RC are well-defined as the dimensions of
Λ1g’s are constant on each conjugacy class. Secondly, for each g ∈ C, C ∈ C with RC 6= 0,
we choose a basis {f (i)g }RCi=1 for Λ1g. In particular, the basis {f (i)e }
R{e}
i=1 of Λ
1
e is chosen in
the way that f
(1)
e = θ, any fixed representative for [θ] ∈ Λ1e/(Λ1e)G. Thirdly, noting that
choice of basis elements provides a kG-bicomodule isomorphism ϕ : kG ⊗ Λ1 → kQ1 by
sending x⊗f (i)g to arrow x (i)−→ xg, the map ϕ then transfers the kG-bimodule structure on
Ω1 = kG⊗Λ1 to kQ1. More precisely, the left G-action h.(x⊗f (i)g ) = hx⊗f (i)g determines
the canonical left G-action on kQ1, i.e., h ∗ (x (i)−→ xg) = hx (i)−→ hxg, while the right
G-action on kG ⊗ Λ1, or equivalently, the right G-action ⊳ on Λ1 determines the right
G-action on kQ1 by (x
(i)−→ xg) ∗h = ϕ−1(xh⊗ (f (i)g ⊳h)). Therefore one can verify that we
now have a desired data pair (Q = Q(G,R), ∗). Clearly one can check that Ω1 = kG⊗Λ1
is isomorphic to the inner generalised bicovariant differential calculus kQ1 associated to
this data (Q = Q(G,R), ∗) in Proposition 3.8 under the map ϕ. The bijection on isoclasses
is clear as two data are defined to be isomorphic in the aim of the associated calculi are
isomorphic. 
The association of an inner differential calculus on kG to a Hopf quiver calculus in The-
orem 3.9 depends on the choice of the basis elements of each Λ1g, hence it is not in a
unique way. However, different choices lead to isomorphic differential calculi. And as
we remarked before, the standard sub-calculus Ω¯1 of a generalised differental calculus Ω1
in Proposition 3.8 is not always inner, hence may not be associated to a coloured Hopf
quiver. The following general construction on a finite group algebra provides a canonical
example.
Lemma 3.10. Let G be any group and V any representation, with structure map ρ :
G → End(V ) extended linearly to kG. Let Λ1 = End(V ) be a right-module by right
multiplication via ρ. Then ζ(x) = ρ(x) − id is a cocycle and we have an inner calculus
with θ = id ∈ Λ1.
Proof. Explicitly, ω.x = xωρ(x) and dx = x(ρ(x) − id) for all x ∈ G and ω ∈ Λ1.
If we write ex = x
−1dx = ζ(x) then the commutation relations among these elements
are ex.y = y.(exy − ey) for all x, y ∈ G. Note that the {ex} are not typically linearly
independent nor do they necessarily span. Also note that ee = 0. There is only one
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graded component Λ1e = End(V ) which is closed under ⊳ given by ω⊳h = ωρ(h) which
ensures by Lemma 3.7 that the calculus is bicovariant. 
Here the Hopf quiver has vertices G and dim(V )2-squared loops on each vertex according
to a basis of End(V ) and ∗ given by ρ. The calculus is standard whenever the action
of kG+ generates all arrows from θ = (e
(1)−−→ e). The calculus is also covariant under
conjugation by G acting on either side of End(V ) via ρ.
We now consider codifferentials on k(G) with G finite.
Lemma 3.11. Let G be a finite group and C = k(G). Bicovariant codifferential calculi
data (Λ1, i) in (2.7) are equivalent to
(a) Λ1 a G-graded left G-module Λ1 = ⊕g∈GΛ1g such that h⊲Λ1g = Λ1hgh−1 ;
(b) a group cocycle ζ ∈ Z1(G, (Λ1e)∗) in the sense ζgh = ζg⊳h+ ζh for all g, h ∈ G.
Moreover, the codifferential calculus is coinner if ζ is a coboundary, such calculi corre-
sponding to pairs (Λ1, [ϑ]) where [ϑ] ∈ (Λ1e)∗/(Λ1e)∗G. If |G| is invertible in k, then any
bicovariant codifferential calculus on k(G) is coinner.
Proof. 1) It is clear that Λ1 being right k(G)-crossed module is equivalent to Λ1 being a
left G-crossed module, which is the data in a). In particular, Λ1g = Λ
1⊳δg and ∆R(η) =∑
h∈G h⊲η ⊗ δh. For b), Λ1∗ is canonically a G-graded right G-module via 〈f⊳h, η〉 =
〈f, h⊲η〉 for all h ∈ G, η ∈ Λ1, f ∈ Λ1∗ and (Λ1e)∗ is clearly a submodule of Λ1∗. For the
codifferential structure i : Λ1 → k(G)+, we let
i(η) =
∑
g∈G
δg〈ζg, η〉,
where ζg ∈ Λ1∗ and ζe = 0. That this is a module map means i(ηh) = δh,ei(η) for all h ∈ G
as the right k(G)-action on k(G)+ is δg⊳δh = δh,eδg for any g, h ∈ G, g 6= e, from which
we deduce that ζg ∈ (Λ1e)∗. That i is a comodule map means i(h⊲η) = i(η)( h)− 1i(η)(h)
for all h ∈ G, which means ∑g∈G δg〈ζg⊳h, η〉 =∑g∈G δgh−1〈ζg, η〉 − 〈ζh, η〉 which after a
change of variables is the condition stated in b). The cocycle condition stated entails that
ζe = 0.
2) From (2.7), a codifferential i being coinner means i(η) = 〈ϑ, η(0)〉η(1) − 〈ϑ, η〉1k(G) =∑
h∈G 〈ϑ, h⊲η〉δh −
∑
h∈G 〈ϑ, η〉δh =
∑
h∈G 〈ϑ, (h− e)⊲η〉δh for some ϑ ∈ Λ1∗. This shows
that ζg = ϑ⊳(g − e) for some ϑ ∈ Λ1∗. Note that ϑ, ϑ′ ∈ Λ1∗ define the same codifferential
i iff ϑ−ϑ′ ∈ (Λ1∗)G. For a bicovariant codifferential, the corresponding ζg ∈ (Λ1e)∗ for any
g ∈ G. Putting these two facts together, we know only component of ϑ in (Λ1e)∗ matters
and [ϑ] ∈ (Λ1e)∗/(Λ1e)∗G.
3) Check that i(η) = 〈ϑ, η(0)〉η(1) − 〈ϑ, η〉1k(G) with ϑ = −|G|−1
∑
h∈G ζh ∈ (Λ1)∗e agrees
with i(η) =
∑
g∈G δg〈ζg, η〉. 
As an example, the dual to Lemma 3.10 gives us a bicovariant coinner codifferential cal-
culus on k(G) associated to every finite-dimensional representaion ρ. Moreover, similarly
to the differential side of k(G), we can illustrate coinner bicovariant codifferential calculi
on k(G) by Hopf quivers. Let (Q = Q(G,R), ·) be a coloured Hopf quiver together with a
left G-action · on kQ1 such that
(1) h · k(xQ1y) = k(xh−1Q1yh−1) for all h, x, y ∈ G,
(2) · commutes with the canonical right G-action on kQ1, where (x (i)−→ y) · g =
g−1x
(i)−→ g−1y for any g ∈ G.
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Clearly, these are the exactly the same data (1),(3) for a Hopf digraph-quiver triple defined
in Section 3.1. For all h ∈ G and g in some conjugacy class C with ramification RC ,
denote h · (e (i)−→ g) =∑j λij(h, g) (h−1 (j)−−→ gh−1) by some coefficients λij(h, g) in k with
i, j = 1, 2, . . . , RC . Since left G-action commutes with right canonical right G-action, we
have
h · (x (i)−→ y) =
∑
j
λij(h, x
−1y) (xh−1
(j)−−→ yh−1).
Proposition 3.12. Associated to data (Q = Q(G,R), ·) defined above on a finite group
G is a coinner bicovariant codifferential calculus on k(G). Its structure is
Ω1 = kQ1, f.x
(i)−→ y = f(x)x (i)−→ y, x (i)−→ y.f = x (i)−→ yf(y),
∆L(x
(i)−→ y) =
∑
h∈G
δh ⊗ (h−1x (i)−→ h−1y), ∆R(x (i)−→ y) =
∑
h∈G
h · (x (i)−→ y)⊗ δh,
i(x
(i)−→ y) = δx,y(λi1(x) − δi,1)δx, with ϑ =
∑
x∈G
(x
(1)−−→ x)∗.
where λij(h) := λij(h, e)
Proof. As shown in the proof of Proposition 3.2, the bimodule kQ1 together with ∆L,∆R
is a k(G)-Hopf bimodule. It suffices to show that i : kQ1 → k(G) is a k(G)-bimodule
map such that ∆ ◦ i = i ⊗ id ◦∆R + id ⊗ i ◦∆L. Since i(x (i)−→ y.f) = i(x (i)−→ yf(y)) =
f(y)δx,y(λi1(x) − δi,1)δx = f(x)δx,y(λi1(x) − δi,1)δx = i(x (i)−→ y)f, thus i is a left k(G)-
module map. Similarly i is a right k(G)-module map. Next (i⊗ id◦∆R+id⊗i◦∆L)(x (i)−→
y) =
∑
h∈G δx,y
∑
j λij(h)(λj1(xh
−1) − δj,1)δxh−1 ⊗ δh +
∑
h∈G δh ⊗ δx,y(λi1(h−1x) −
δi,1)δh−1x, after a change of variables, which equals to
∑
h∈G δx,y(
∑
j λij(h)λj1(xh
−1) −
δi,1)δxh−1 ⊗ δh. This equals to
∑
h∈G δx,y(λi1(x) − δi,1)δxh−1 ⊗ δh = ∆ ◦ i(x
(i)−→ y)
due to λi1(x) =
∑
j λij(h)λj1(xh
−1) since λ is the matrix representation of ·. Therefore
∆ ◦ i = i⊗ id ◦∆R + id⊗ i ◦∆L and (kQ1, i) is a coinner bicovariant codifferential. 
Theorem 3.13. Let G be a finite group. Any coinner bicovariant codifferential calcu-
lus on k(G) is isomorphic to one of the canonical forms in Proposition 3.12 for some
pair (Q(G,R), ·). There is a bijection between the set of isomorphism classes of coinner
bicovariant codifferential calculi and the set of isomorphism classes of such pairs.
Proof. Here (Q = Q(G,R), ·) and (Q′ = Q(G,R′), ·′) are isomorphic if R = R′ and
there exists a linear isomorphism ϕ : kQ1 → kQ′1 such that
∑
j λij(h, g)ϕjk(hgh
−1) =∑
j ϕij(g)λ
′
jk(h, g) and
∑
j ϕij(e)(λ
′
j1(x) − δj,1) = λi1(x) − δi,1 for all h, g ∈ G where
ϕ(x
(i)−→ y) = ∑j ϕij(x−1y)x (j)′−−→ y. The assumption entails that ∑j ϕij(e)λ′jk(h) =∑
j λij(h)ϕjk(e) and
∑
j λij(h)ϕj1(e) = λi1(h) + ϕi1(e) − δi,1. Now suppose (Ω1, i) is
any coinner bicovariant codifferential calculus on k(G). By (2.7) and Lemma 3.11 2)-3),
without loss of generality, we can assume Ω1 = k(G) ⊗ Λ1 for some data (Λ1, [ϑ]) where
Λ1 = ⊕g∈GΛ1g a G-graded left G-module such that h⊲Λ1g = Λ1hgh−1 for any g, h ∈ G and
[ϑ] ∈ (Λ1e)∗/(Λ1e)∗G. Clearly, i(δxη) = 〈ϑ⊳(x− e), η〉δx.
We now construct a data pair (Q = Q(G,R), ·) from a given data (Λ1, [ϑ]) as follows.
Firstly, we take R =
∑
C∈CRCC with RC = dimΛ
1
g for some g ∈ C, C ∈ C and define
coloured Hopf quiver Q = Q(G,R =
∑
C∈CRCC). Secondly, for each g ∈ C, C ∈ C
with RC 6= 0, we choose a basis {e(i)g }RCi=1 for Λ1g. In particular, the basis {e(i)e }
R{e}
i=1 of
Λ1e is chosen in the way that (e
(1)
e )∗ = ϑ, any fixed representative for [ϑ] ∈ (Λ1e)∗/(Λ1e)∗G.
Thirdly, noting that choice of basis elements provides a k(G)-bimodule isomorphism ϕ :
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k(G) ⊗ Λ1 → kQ1 by sending δx ⊗ e(i)g to arrow x (i)−→ xg, the map ϕ then transfers the
k(G)-bicomodule structure on Ω1 = k(G) ⊗ Λ1 to kQ1. More precisely, the left k(G)-
coaction ∆L(δx ⊗ e(i)g ) =
∑
h∈G δh ⊗ δh−1x ⊗ e(i)g determines the canonical right G-action
on kQ1, namely x
(i)−→ xg · h = h−1x (i)−→ h−1xg, while the right k(G)-coaction ∆R(δx ⊗
e
(i)
g ) =
∑
h∈G δxh−1 ⊗ h⊲e(i)g ⊗ δh determines the left G-action on kQ1, namely h · x
(i)−→
xg = λij(h, g)xh
−1 (j)−−→ xgh−1, where h⊲e(i)g =
∑
j λij(h, g)e
(j)
g . Therefore one can verify
that we now have a desired data pair (Q = Q(G,R), ·). Under the map ϕ, one can
check that Ω1 = k(G)⊗Λ1 is isomorphic to the coinner bicovariant codifferential calculus
kQ1 associated to this data (Q = Q(G,R), ·) in Proposition 3.12, since i(δx ⊗ e(i)g ) =
〈(e(1)e )∗, (x − e)⊲e(i)g 〉δx = δg,e(λi1(x) − δi,1)δx = i(x (i)−→ xg) and thus i = ikQ1 ◦ ϕ. The
proof for the bijection on isoclasses is straightforward as two Hopf quiver data are defined
to be isomorphic in order that the associated calculi are isomorphic. 
The association of a coinner bicovariant codifferential calculus on k(G) to a ‘quiver cod-
ifferential calculus’ in Proposition 3.12 depends on the choice of the basis elements, but
different choices lead to isomorphic codifferential calculi. Also note that if the given quiver
Q = Q(G,R) has no loops, then the associated codifferential i in Proposition 3.12 is zero.
3.3. Augmented exterior algebras on k(G) and kG. In this section, we study when
the first order bicovariant (co)differential calculi on k(G) and kG in the preceding two
subsections extend to strongly bicovariant (co)differential graded algebras and when these
are augmented.
For the ‘universal inner’ construction in d1) on k(G) we have
Corollary 3.14. Let A = k(G) and (Λ1, θ, ϑ) define an augmented first order inner
and coinner bicovariant calculus with ∆Rθ = θ ⊗ 1 (or θe ∈ GΛ1e) and ϑ ∈ (Λ1e)∗ as in
Lemmas 3.1 and 3.11. The inner strongly bicovariant differential exterior algebra Ωθ(G)
in d1) is augmented with codifferential i automatically extended from first order.
Proof. From ∆Rθ = θ⊗ 1 or θe ∈ GΛ1e, we know (g − 1)⊲θe = 0 for all g ∈ G. This means
i(θ) =
∑
g∈G δg〈ϑ, (g − 1)⊲θe〉 = 0, so θ⊳i(θ) = 0. 
We can also illustrate inner strongly bicovariant differential graded algebra Ωθ(G) in d1)
in terms of Hopf quivers.
Corollary 3.15. Let (Q¯ ⊆ Q, ∗) be a Hopf digraph-quiver triple on a finite group G. The
first order calculus in Proposition 3.2 extends to Ωθ(G) as a quotient of the path super-
Hopf algebra the relation that the element
∑
x∈G,a,b∈C¯ x
(1)−−→ xa (1)−−→ xab is central in the
path algebra. Moreover, any inner strongly bicovariant calculus on k(G) with inner data
right-invariant that is generated by its degrees 0,1 and has the canonical form for degree
one is isomorphic to a quotient of Ωθ(G) for some Hopf digraph-quiver triple.
Proof. We construct Ωθ(G) from d1) noting that θ in Proposition 3.2 is invariant under
∆R, the element stated being θ
2. Here the path super-Hopf algebra is isomorphic to
k(G)·⊲<T−Λ1 as explained. The second part follows from the universal property of the
construction Ωθ(G). 
For the well-known ‘Woronowicz’ construction in d2) on k(G), we have
Corollary 3.16. Let A = k(G) and (Λ1, θ) define an inner generalised bicovariant dif-
ferential calculus as in Lemma 3.1. This extends to an inner strongly bicovariant dif-
ferential graded algebra (Ωw(G), d) in d2) iff ∆Rθ = θ ⊗ 1, i.e. θe ∈ GΛ1e, where
GENERALISED NONCOMMUTATIVE GEOMETRY ON QUIVERS 19
Ωw(G) = k(G)·⊲<B−(Λ1) is generated by k(G),Λ1 with relations, coproduct and exterior
derivative
vδg = δg|v|−1v, ∆δg =
∑
h∈G
δgh−1 ⊗ δh, ∆v = 1⊗ v +
∑
h∈G
h⊲v ⊗ δh, d = [θ, }
for all homogeneous v ∈ Λ1 of G-degree |v| and all g ∈ G.
Proof. The braiding in our case on Λ1 is Ψ(η ⊗ ζ) = ∑ g⊲ζ ⊗ ηδg(|η|) = |η|⊲ζ ⊗ η. If
θe 6= 0, the condition Ψ(η⊗ θ) = θ⊗ η for all η means h⊲θe = θe for h where Λ1h 6= 0. The
condition {∆Rθ− θ ⊗ 1,∆R(η)} = 0 implies {∆R(θe)− θe ⊗ 1,∆R(η)} = 0 for all η ∈ Λ1.
Choose η = θe, we have 2(h⊲θe)
2 = θe(h⊲θe) + (h⊲θe)θe. Since h⊲θe ∈ Λ1e, we can extend
θe to a basis of Λ
1
e to prove that h⊲θe = θe for all h ∈ G, which means ∆R(θe) = θe ⊗ 1
and thus ∆Rθ = θ⊗1. The rest of (Ωw(G), d) is an elaboration of the general construction
of d2). 
For the tensor exterior algebra construction c3) on k(G) we have
Corollary 3.17. Let (Ω1(Q(G,R), ·), i) be the coinner bicovariant codifferential calculus
on k(G) in Proposition 3.12. The associated path super-Hopf algebra kQ automatically
becomes a coinner strongly bicovariant codifferential graded algebra with i extends to higher
degrees as a super-derivation on paths, i.e.
i(p) = i(α1 · · ·αn−1)αn + (−1)nα1 · · ·αn−1i(αn),
for any path p = α1 · · ·αn.
Proof. It is clear that Ωtens(G) = kQ. It suffices to check that 〈ϑ, ξ〉η = η(0)〈ϑ, ξ⊳η(1)〉
for any ξ, η ∈ Λ1. Using the notations in the proof of Theorem 3.13, let ξ = e(i)g =∑
x∈G x
(i)−→ xg and η = e(j)h =
∑
x∈G x
(i)−→ xh be any two basis element in Λ1. Clearly,
η(0) ⊗ ξ⊳η(1) = g⊲e(j)h ⊗ e(i)g =
∑
k λjk(g, h)e
(k)
h ⊗ e(i)g , thus 〈ϑ, ξ〉η = δg,eδi,1e(j)h while
η(0)〈ϑ, ξ⊳η(1)〉 = λjk(g, h)e(k)h δg,eδi,1. These two equations agree with each other if and
only if λjk(e, h) = δj,k, which is always true as λjk(e, h) is the matrix representation of
the action of identity e. 
Example 3.18. Let G = Z2 = 〈g〉, with Q = Q(Z2, R) given by R = 2{g} and Q¯ = e→←g.
Consider the Hopf digraph-quiver triple (Q¯ ⊂ Q, ∗) with ∗ the canonical left action. Denote
the arrows αi : e
(i)−→ g and βi : g (i)−→ e, i = 1, 2, as shown.
◦
e
◦
g
α1
α2
β1
β2
The path super-Hopf algebra is kQ is k〈1, δe, αi, βi〉 modulo the the relations
δ2e = δe, δeαi = αi, αiδe = δeβi = 0, βiδe = βi, αiαj = βiβj = 0, ∀i, j
with grading |αi| = |βi| = 1 and super-coproduct defined on generators by
∆δe = δe ⊗ δe + δg ⊗ δg, ∆αi = δe ⊗ αi + δg ⊗ βi + αi ⊗ δe + βi ⊗ δg,
∆βi = δe ⊗ βi + δg ⊗ αi + βi ⊗ δe + αi ⊗ δg
where δg = 1−δe. The counit is ǫ(δe) = 1, ǫ(αi) = 0, ǫ(βi) = 0. The left-invariant 1-forms
are Λ1 = Λ1g = k-span{e(i)} where e(i) = αi + βi, with (co)action given by e(i)⊳δe = 0 and
∆R(e
(i)) = e(i) ⊗ 1. Then
kQ∼=k(Z2)⊲<T−Λ1 = k(Z2)⊲<k〈e(1), e(2)〉
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with cross relations e(i)δe = δge
(i) for all i, and the tensor product coalgebra as the
coaction is trivial. Hence ∆e(i) = e(i) ⊗ 1 + 1 ⊗ e(i) and ǫ(e(i)) = 0. From Corollary 3.17,
we know kQ is a strongly bicovariant differential graded algebra with i = 0.
Next we compute Ωθ(Z2) in d2). Here θ = e
(1) = α1+β1 so we have θ
2⊳δg = (θ⊳δe)(θ⊳δg)+
(θ⊳δg)(θ⊳δe) = 0 and [θ
2, e(1)] = 0, so
Ωθ(Z2) = k(Z2)·⊲<k〈e(1), e(2)〉/〈e(1)e(1)e(2) − e(2)e(1)e(1)〉.
Equivalently, as δe(e
(1)e(1)e(2) − e(2)e(1)e(1)) = α1β1α2 − α2β1α1 and δg(e(1)e(1)e(2) −
e(2)e(1)e(1)) = β1α1β2 − β2α1β1, it follows that Ωθ(Z2) is kQ modulo the additional rela-
tions
α1β1α2 = α2β1α1, β1α1β2 = β2α1β1.
Here θ2 = α1β1+β1α1 is central and requiring this is equivalent to imposing these relations
as in Corollary 3.15. The new feature not present for the path algebra is the super-
derivation d = [θ, }. Thus
dδe = β1 − α1, δθ = 2θ2, δe(2) = e(1)e(2) + e(2)e(1)
or
dα1 = β1α1 + α1β1, dα2 = β1α2 + α2β1, dβ1 = α1β1 + β1α1, dβ2 = α1β2 + β2α1
extended as a super-derivation with d2 = 0.
Finally, since the braiding is trivial on Λ1, B−(Λ
1) = Bquad− (Λ
1) = Λ(e(1), e(2)), the
usual Grassmann algebra on generators {e(i)} with anticommutative relations and basis
{1, e(1), e(2), e(1)∧e(2)}. Thus the canonical ‘minimal’ calculus as in d1) is k(Z2)⊲<B−(Λ1) =
k(Z2)⊲<Λ(e
(1), e(2)) with cross relations as above. Equivalently, as δee
(i) = αi and δge
(i) =
βi, it follows that Ωθ(Z2) is a quotient of the path algebra by the further relations
α2β1 = −α1β2, β2α1 = −β1α2, αiβi = 0, βiαi = 0, i = 1, 2.
Here θ2 = α1β1 + β1α1 = 0 agrees with θ
2 is graded central in d1). In this quotient we
see that δe(i) = 0 or equivalently
dα1 = dβ1 = 0, dα2 = −dβ2 = β1α2 − α1β2.
We now turn to when a first order bicovariant (co)differential calculus on kG extends to
higher orders and when such strongly bicovariant (co)differential grade algebras on kG are
augmented.
We start with the coinner strongly bicovariant codifferential graded algebra Ωϑ(kG) =
kG·⊲<Bϑ(Λ1) in c1) for some bicovariant data (Λ1, ϑ) in Lemma 3.4. Choose a basis
{e(i)g }RCi=1 for each Λ1g with g in some conjugacy class C such that (e(1)g )∗ = ιg whenever
ιg 6= 0. Then the braided-super Hopf algebra
Bϑ(Λ
1) =
{ ∑
g1,...,gn∈G
i1,...,in
λi1,...,ing1,...,gne
(i1)
g1 ⊗e(i2)g1 ⊗· · ·⊗e(in)gn ∈ Sh−(Λ1) | λi1,...,ing1,...,gnobey (A) and (B)
}
,
where the conditions (A) are∑
a,b∈C¯
ab=g
λ1,1,i3...,ina,b,g3,...,gn =
∑
a,b∈C¯
ab=g
λi1,1,1,i4...,ing1,a,b,g4,...,gn = · · · =
∑
a,b∈C¯
ab=g
λ
i1,i2...,in−2,1,1
g1,g2,...,gn−2,a,b
= 0,
for any g1, . . . gn, g ∈ G with g 6= e, and the conditions (B) are∑
a,b∈C¯
ab=e
λ
1,1,i1...,in−2
a,b,g1,...,gn−2
=
∑
a,b∈C¯
ab=e
λ
i1,1,1,i2...,in−2
g1,a,b,g2,...,gn−2
= · · · =
∑
a,b∈C¯
ab=e
λ
i1,i2...,in−2,1,1
g1,g2,...,gn−2,a,b
,
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for any fixed g1, . . . gn−2 ∈ G and their fixed indices i1, . . . , in−2. The coinner codifferential
is given by
i(h⊗ v1 ⊗ · · · ⊗ vn) = 〈ϑ, v1〉hg ⊗ (v2 ⊗ · · · ⊗ vn) + (−1)nh⊗ (v1 ⊗ · · · ⊗ vn−1)〈ϑ, vn〉,
for all h ∈ G, v1 ⊗ · · · ⊗ vn ∈ Bϑ(Λ1) and v1 ∈ Λ1g for some g ∈ G.
Corollary 3.19. Let A = kG and (Λ1, θ, ϑ) define an augmented inner first order bico-
variant differential calculus with θ ∈ Λ1e, ϑ ∈ Λ1∗ as in Lemmas 3.7 and 3.4. Suppose
〈ϑ, v⊳g〉 = 〈ϑ, v〉 for any v ∈ Λ1, g ∈ G, i.e. ιe ∈ G(Λ1e)∗, then the coinner bicovariant
codifferential calculus Ωϑ(G) = kG·⊲<Bϑ(Λ1) is augmented with d = [θ, }.
Proof. It is suffices to show that the conditions stated for a3) are satisfied. If ιe = 0 there
is nothing to prove. If ιe 6= 0. First, we note that for any v ∈ Λ1, g ∈ G, 〈ϑ, v⊳g〉 = 〈ϑ, v〉
is equivalent to 〈ιe, v⊳g〉 = 〈ιe, v〉 i.e. 〈(g − 1)⊲ιe, v〉 = 0, which means ιe ∈ G(Λ1e)∗. For
any v ∈ Λ1, without loss of generality, say v ∈ Λ1g for some g. Then 〈ϑ⊗ϑ, v(0)⊗ ω˜(v(1))〉 =
〈ϑ⊗ϑ, v⊗ ω˜(g)〉 = 〈ϑ⊗ϑ, v⊗ θ⊳(g− 1)〉 = 〈ιg, v〉〈ιe, θ⊳(g− 1)〉 = 〈ιg, v〉〈(g− 1)⊲ιe, θ〉 = 0.
This completes the proof. 
Corollary 3.14 and Corollary 3.19 taken together imply
Corollary 3.20. Let (Λ1, θ, ϑ) define an augmented first order bicovariant differential
calculus on k(G) for a finite group G with θ ∈ Λ1 right invariant and ϑ ∈ Λ1∗e . (So
(Λ1∗, ϑ, θ) on kG is in the setting of Corollary 3.19.) Then Ωθ(k(G)) = k(G)·⊲<Λθ(Λ1)
in Corollary 3.14 and Ωϑ(kG) = kG·⊲<Bϑ(Λ1∗) in Corollary 3.19 are mutually dually
super-Hopf-algebras with the differential on one side dual to the codifferential on the other
side.
For the ‘Woronowicz’ construction d2) on kG, we have
Proposition 3.21. Let A = kG and (Λ1, θ) define an inner bicovariant calculus in
Lemma 3.7 3). The bimodule relations and exterior derivative are
η.g = g(η⊳g), dg = g(θ⊳g − θ), ∀η ∈ Λ1, g ∈ G.
The conditions for a differential exterior algebra require ∆Rθ = θ ⊗ 1 if the calculus is
connected. The super-Hopf algebra structure of Ωw(kG) = kG·⊲<B−(Λ1) and exterior
derivative are
∆η = 1⊗ η + η(0) ⊗ η(1), ∆g = g ⊗ g, ∀η ∈ Λ1, g ∈ G, d = [θ, }.
Proof. The condition Ψ(θ⊗η) = η⊗θ for all η means∑g θg⊗ (η⊳g−η) = 0 for all η. This
requires the action of g to be the identity whenever θg 6= 0. This is a strong condition and
among other things requires g where θg 6= 0 to commute with all h where Λ1h 6= 0. It also
needs that such g commute with all η in Ω1 as stated. Finally, setting η = θ it also requires∑
g θg⊗dg = 0 which for a connected calculus (where ker d = k{1}) means θ = θe. In this
case we have an exterior super-Hopf algebra Ωw(kG) = kG·⊲<B−(Λ1), where we extend
the above with the relations of B−(Λ
1), the super homomorphism property of ∆ and the
graded-derivation property of d. 
Note that the standard part Λ¯1 ⊆ Λ1e in this case and hence Λ¯ is the usual Grassmann
algebra on Λ¯1 in keeping with the known theory of standard bicovariant calculi on kG.
Corollary 3.22. Both Ωw(G) = k(G)·⊲<B−(Λ1) constructed by (Λ1, θ) in Corollary 3.16
and Ωw(kG) = kG·⊲<B−(Λ1∗) constructed by (Λ1∗, ϑ) in Proposition 3.21 with Λ1 dual to
Λ1∗, are augmented and are mutually dual as graded super-Hopf algebras.
Proof. This is now clear from [19, Proposition 4.9 and Lemma 4.10]. As both sides of Ω1
are inner they both extend to a Ωw from d1) and hence both sides are augmented. 
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For the shuffle construction in d3) on kG we have
Corollary 3.23. Let (Ω1(Q(G,R), ∗), d = [θ, ]) be the inner bicovariant differential cal-
culus on kG in Proposition 3.8. The associated path super-Hopf algebra kQ becomes an
inner strongly bicovariant differential graded algebra with differential given by d = [θ, },
namely
d(p) = θ · (α1α2 · · ·αn)− (−1)n(α1α2 · · ·αn) · θ,
for all path p = α1α2 · · ·αn in Q.
Proof. It is clear that the shuffle construction in d3) is path super-Hopf algebra with
product given by super-quantum shuffle, namely Ωsh(kG) = kQ. The product between
the arrows in kQ1 in our notation can be computed by
α · β = [α ∗ s(β)][t(α) ∗ β]− [s(α) ∗ β][α ∗ t(β)],
where s(α), t(α) denotes the source and target vertices of each arrow α and [ ]’s connected
by concatenation. The formulae for higher orders are refer to [9, (3.1)]. It suffices to
show that braiding Ψ on Λ1 such that Ψ(η ⊗ θ) = θ ⊗ η for all η ∈ Λ1 in d3). In fact,
for any basis element η ∈ Λ1, say η : e (i)−→ g for some i and g ∈ C with RC 6= 0, then
Ψ(η ⊗ θ) = (e (1)−−→ e)⊗ (e (i)−→ g)⊳e = θ ⊗ η. 
We illustrate the construction of Corollary 3.19, Corollary 3.23 in terms of colored Hopf
quivers by the following example.
Example 3.24. Let G = Z2 = 〈g〉 with Q = Q(Z2, R) and Q¯ = Q(Z2, r) , where
ramification data are given by R = {e}+ 2{g} and r = {g}. Denote the arrows αi : e (i)−→
g, βi : g
(i)−→ e, γ : e→ e and ρ : g → g, i = 1, 2, as below.
◦
e
◦
g
α1
α2
β1
β2
γ ρ
Consider the right-handed Hopf digraph-quiver triple (Q¯ ⊆ Q, ·) with · given by
αi · g = (−1)iβi, βi · g = (−1)iαi, γ · g = −ρ, and ρ · g = −γ.
The path super-Hopf algebra kQ is the k-space with grading |αi| = |βi| = |γ| = |ρ| = 1
spanned by all the paths (e.g. α2ρρβ1) ofQ with comultiplication given by de-concatenation
∆e = e ⊗ e, ∆g = g ⊗ g, ∆αi = e⊗ αi + αi ⊗ g, ∆βi = g ⊗ βi + βi ⊗ e,
∆γ = e⊗ γ + γ ⊗ e, ∆ρ = g ⊗ ρ+ ρ⊗ g, ∆(βiγ) = g ⊗ βiγ + βi ⊗ γ + βiγ ⊗ e, etc
ǫ(e) = 1, ǫ(g) = 1, ǫ(p) = 0, for any nontrivial path p.
The multiplication of kQ is given by the quantum shuffle product. Between arrows in
kQ1, we have
α1 · α1 = 0, α1 · α2 = α1β2 − α2β1, α2 · α1 = α1β2 + α2β1, α2 · α2 = 2α2β2,
γ · γ = 0, γ · αi = αiρ+ γαi, αi · γ = αiρ− γαi,
γ · βi = (−1)i(ρβi + βiγ), βi · γ = βiγ − (−1)iρβ2, etc.
The left-invariant 1-forms are Λ1 = k-span{γ, αi} where Λ1e = k{γ} and Λ1g = k{α1, α2}
with the coaction γ⊳g = −γ, αi⊳g = (−1)iαi, i = 1, 2. Then kQ ∼= kZ2·⊲<Sh−(Λ1) has
cross relation γ.g = −g.γ and αi.g = (−1)ig.αi. Let θ = γ ∈ Λ1e, then (Ωsh(kG) = kQ, d =
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[θ, }) is the inner strongly bicovariant differential graded algebra in Corollary 3.23. In
particular,
de = 0, dg = −2ρ
dγ = dρ = 0, dαi = 2αiρ, dβi = (−1)i2ρβi, etc.
Choose ϑ = α∗1 + β
∗
1 ∈ (Λ1g)∗, we can compute Ωϑ(kZ2) = kZ2·⊲<Bϑ(Λ1) from the analysis
before Corollary 3.19. Note that C¯ = {g} and C¯C¯ = {e}, so
Bθ∗(Λ
1) =
{ ∑
g1,...,gn∈Z2
i1,...,in
λi1,...,ing1,...,gne
(i1)
g1 ⊗ e(i2)g1 ⊗ · · · ⊗ e(in)gn ∈ Sh−(Λ1) |
λ1,1,i1...,in−2g,g,g1,...,gn−2 = λ
i1,1,1,i2...,in−2
g1,g,g,g2,...,gn−2 = · · · = λi1,i2...,in−2,1,1g1,g2,...,gn−2,g,g, ∀g1, . . . gn−2, i1, . . . , in−2.
}
with e
(il)
gl ∈ {γ, α1, α2}. One can see that Ω2 = kQ2, Ωn ( kQn for any n ≥ 3 and write
down a specific basis for each degree. For instance, Ω3ϑ(kZ2) has basis
(Q3 \ {α1β1γ, γα1β1, α1β1α2, α2β1α1, β1α1ρ, ρβ1α1, β1α1β2, β2α1β2})
∪{α1β1γ + γα1β1, α1β1α2 + α2β1α1, β1α1ρ+ ρβ1α1, β1α1β2 + β2α1β2}
and dimΩ3ϑ(kZ2) = 50 < 54 = dim kQ3. Similarly, Ω
4
ϑ(kZ2) is spanned by basis elements
like
α1β1γγ + γα1β1γ + γγα1β1, α1β1γα1 + γα1β1α1, α1β1γα2 + γα1β1α2 + γα2β1α1,
α1β1α1ρ+ α1ρα1β1, α1β1α2ρ+ α2β1α1ρ+ α2ρβ1α1,
α1β1α1β1, α1β1α1β2 + α1β2α1β1, α1β1α2β1 + α2β1α1β1,
α1β1α2β2 + α2β1α1β2 + α2β2α1β1, etc,
and dimΩ4ϑ(kZ2) = 138 < 162 = dim kQ4. Thus Ωϑ(kZ2) = kZ2·⊲<Bϑ(Λ1) is an infinite-
dimensional coinner strongly bicovariant codifferential graded algebra on kZ2 with the
codifferential i given by
i(α1) = g − e, i(β1) = e− g, i(γ) = i(α2) = i(β2) = 0
i(α1β1) = β1 + α1, i(α1β2) = β2, i(α1ρ) = ρ, etc.
According to Corollary 3.19, (Ωϑ(kZ2), i) is augmented with inner differential given by
d = [θ, } with θ = γ.
4. Noncommutative differential geometry on quivers
In this section we look at elements of noncommutative Riemannian geometry for gener-
alised differentials, with examples from the digraph-quiver pairs, generalising [18] to the
quiver case. We also explain how quiver geometries naturally arise from discrete finite
group quantum principal bundles in standard noncommutative differential geometry and
we explore the noncommutative geometry of group algebras with the example of the sym-
metric group S3, which is new even with a normal (not generalised) differential calculus
and is dual to the previously known noncommutative Riemannian geometry of k(S3) from
[16].
4.1. Metrics and connections. Here we recap the standard framework[3, 18] with the
small changes needed to extend to the generalised csse. Let A be a unital algebra and
(Ω1, d) a generalised differential calculus over A. A linear (left) connection on a left A-
module E is a linear map ∇ : E → Ω1 ⊗A E such that
∇(aω) = da⊗A ω + a∇ω
for all ω ∈ E, a ∈ A. A connection ∇ is called a (left) bimodule connection if there exists
a bimodule map σ : E ⊗A Ω1 → Ω1 ⊗A E such that
∇(ωa) = (∇ω)a+ σ(ω ⊗A da)
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for all ω ∈ E, a ∈ A. Unlike for a standard calculus, the map σ here is no longer fully
determined by ∇, thus the map σ if it exists is additional data rather than a property of
∇. When Ω2 is defined, the curvature of a connection ∇ are defined by
R∇ : E → Ω2 ⊗A E, R∇ = (d⊗ id− (∧ ⊗ id)(id⊗∇))∇(4.1)
Lemma 4.1. Let X be a finite set and Ω1(Q¯,Q) the calculus on A = k(X) associated to
a digraph-quiver pair with vertex set X.
(i) A left module E means an X-graded space E = ⊕x∈XxE and a left module with left
connection (E,∇) means a quiver representatation of Q in the sense of a collection of
maps Lβ : s(β)E → t(β)E for all β ∈ Q1.
(ii) A bimodule E means an X-X bigraded space E = ⊕x,y∈XxEy and a bimodule with
left bimodule connection (E,∇, σ) means a left connection and σ : E ⊗A Ω1 → Ω1 ⊗A E a
bimodule map satisfying σ(v ⊗A α) = −
∑
β∈Q1
β ⊗A Lβ(s(β)vs(α))t(α) for all arrows α in
the digraph Q¯.
Proof. (i) Recall that a representation of a quiver Q means an assignment of vector spaces
xE to each vertex x ∈ Q0 = X and of a linear map Lβ : s(β)E → t(β)E for each arrow
β ∈ Q1. We identify this information with
∇v =
∑
α∈Q¯1
α⊗A t(α)v +
∑
β∈Q1
β ⊗A Lβ(s(β)v).
where xv is the component of v in xE. We check that
∇(av) =
∑
α∈Q¯1
α⊗Aa(t(α))t(α)v+
∑
β∈Q1
β⊗ALβ(a(s(β))s(β)v) = a∇v+
∑
α∈Q¯1
(a(t(α))−a(s(α)))α⊗Av
which is a∇v + da ⊗A v as required. (ii) To check the bimodule connection property we
assume a bigrading. Then
∇(va)− (∇v)a =
∑
β∈Q1
∑
z∈X
a(z)β ⊗A
(
Lβ(s(β)vz)− Lβ(s(β)v)δz
)
= σ(v ⊗A da)
needs to be well-defined and requires that σ(xvy ⊗A α) = σ(xvy ⊗ dδz) = −
∑
β∈Q1
s(β)=x
β ⊗
Lβ(xvy)δz for all xvy in xEy and α : y → z in Q¯1. 
If we fix Ω2 then having zero curvature of a connection can be interpreted as a certain
composition property of a some quiver representations according to this lemma. We are
particularly interested in the case of a so-called ‘linear connection’ where E = Ω1 in which
case the torsion is defined by
T∇ : Ω
1 → Ω2, T∇ = ∧∇− d.
Note that T∇ and R∇ are both left A-module maps by construction. A metric is defined
to be an element g ∈ Ω1 ⊗A Ω1 together with a bimodule map ( , ) : Ω1 ⊗A Ω1 → A such
that
(4.2) g(1) ⊗A (g(2), ω) = ω, (ω, g(1))⊗A g(2) = ω, ∀ω ∈ Ω1,
where g = g(1) ⊗ g(2). This is equivalent to saying that Ω1 is a left and right self-dual in
the monoidal category of A-bimodules. As for standard differential calculi, this requires
that g be central in Ω1 ⊗A Ω1, i.e. ag = ga for any a ∈ A. When there is a metric g, we
say that ∇ is skew-metric-compatible or cotorsion-free if
(4.3) (d⊗ id− (∧ ⊗ id)(id⊗∇)) g = 0.
A torsion-free and skew-metric-compatible connection is called a weak Levi-Civita connec-
tion. Such a connection does not necessarily exist and if it does may not be unique.
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Lemma 4.2. The torsion of a bimodule connection on Ω1 is a bimodule map if
Im(id + σ) ⊆ ker(∧ : Ω1 ⊗A Ω1 → Ω2).
(we say that ∇ is torsion compatible when this inclusion holds).
Proof. These are both constructed to be left module maps. Light computation shows
T∇(ωa)−T∇(ω)a = ∧(id+σ)(ω⊗A da) so we require the condition at least on exact forms
da. 
Imposing this on all of Ω1 ⊗A Ω1 is a little stronger on a generalised calculus compared
to the standard case and hence and torsion-free (where zero is obviously a bimodule
map) no longer implies torsion-compatible in the stronger sense stated. Next, a bimodule
connection ∇ naturally extends to 1-1-forms, namely
(4.4) ∇g = (∇g(1))⊗A g(2) + (σ ⊗ id)(g(1) ⊗A ∇g(2)),
for g = g(1)⊗g(2) ∈ Ω1⊗AΩ1, and we say that (∇, σ) is metric-compatible in the case of a
metric g if ∇g = 0. A bimodule connection (∇, σ) will be called Levi-Civita if it is torsion-
free, torsion-compatible and metric-compatible. If it exists it may not be unique and will
typically have curvature. A bimodule connection (∇, σ) will be called Maurer-Cartan if
it is metric-compatible and flat (has zero curvature). It this exists it may not be unique
and will typically have torsion. If ∇ is torsion-free and torsion-compatible, then (4.3)
reduces to (∧⊗ id)∇g = 0 which is weaker than being metric-compatible and justifies the
term ‘skew-metric-compatible’ for cotorsion-freeness in the notion of a weak Levi-Civita
connection.
Let A be an algebra and now let Ω1 be an inner generalised differential structure on A.
The corresponding inner data may not unique in Ω1 but it is uniquely determined by some
element [θ] ∈ Ω1/Z(Ω1), where Z(Ω1) = {η ∈ Ω1
∣∣ aη = ηa, ∀ a ∈ A}.
Lemma 4.3. Let A be an algebra and let Ω1 be an inner differential structure on A. Fix
a representative θ ∈ Ω1 for the inner data.
1) Bimodule connections (∇, σ) are in one-to-one correspondence with pairs (σ, α)
σ : Ω1 ⊗A Ω1 → Ω1 ⊗A Ω1, α : Ω1 → Ω1 ⊗A Ω1
of bimodule maps and take the form
∇ω = θ ⊗A ω − σ(ω ⊗A θ) + αω.
2) Given a pair (σ, α) as in 1), for g ∈ Ω1 ⊗A Ω1, we have
∇g = θ ⊗A g − σ12σ23(g ⊗A θ) + (α⊗ id + (σ ⊗ id)(id ⊗ α))g.
3) If Ω1 extends to Ω2 with θ∧ θ ∈ Z(Ω2) and dω = θ∧ω+ω∧ θ for all ω ∈ Ω1, then
T∇ω = − ∧ (id + σ)(ω ⊗A θ) + ∧αω,
R∇ω = θ ∧ θ ⊗A ω + (∧ ⊗ id)R˜∇ω,
R˜∇ω = −σ23σ12(ω ⊗A θ ⊗A θ)
+ (σ23(α⊗ id) + (id⊗ α)σ) (ω ⊗A θ)− (id⊗ α)αω.
4) In the case of 3), (∇, σ) is torsion-free if ∧(id + σ)∣∣
Ω1⊗Aθ
= 0 and ∧α = 0. When
θ ∈ Ω¯1, the converse is also true.
5) Suppose the characteristic of the ground field is not 2, σ(θ ⊗A θ) = θ ⊗A θ, α = 0
and θ ∈ Ω¯1. Then (∇, σ) in part 1) torsion-free and with σ obeying the braid
relations implies R∇ = 0.
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Proof. This lemma is more or less [18, Theorem 2.1]. For completeness, we still provide
the sketch of the proof. 1) Given (∇, α), one can check that (∇, σ) defined in 1) indeed
form a bimodule connection. Conversely, let (∇, σ) be a bimodule connection. Clearly,
∇0ω = θ⊗A ω− σ(ω⊗A θ) is a connection and ∇−∇0 is a bimodule map, which is taken
as α. 2) The formulae displayed are straightforward computed from 1) by definition. In
fact,
∇g = ∇(g(1))⊗A g(2) + (σ ⊗ id)(g(1) ⊗A ∇g(2))
=
(
θ ⊗A g(1) − σ(g(1) ⊗A θ) + αg(1)
)
⊗A g(2)
+ (σ ⊗ id)
(
g(1) ⊗A
(
θ ⊗A g(2) − σ(g(2) ⊗A θ) + αg(2)
))
= θ ⊗A g − σ12σ23(g ⊗A θ) + (α⊗ id + (σ ⊗ id)(id ⊗ α)) g.
3) It is straightforward to check that
T∇(w) = ∧(θ ⊗A ω − σ(ω ⊗A θ) + αω)− dω
= −ω ∧ θ − ∧σ(ω ⊗A θ) + ∧αω
= − ∧ (id + σ)(ω ⊗A θ) + ∧αω,
and
R∇ = (d⊗ id− (∧ ⊗ id)(id⊗∇))(θ ⊗A ω − σ(ω ⊗A θ) + αθ)
= θ ∧ θ ⊗A ω − σ1 ∧ σ(σ2 ⊗A θ) + σ1 ∧ α(σ2) + α1 ∧ σ(α2 ⊗A θ)− α1 ∧ α(α2)
= θ ∧ θ ⊗A ω − (∧ ⊗ id)σ23σ12(ω ⊗A θ ⊗A θ)
+ (∧ ⊗ id) (σ23(α⊗ id) + (id⊗ α)σ) (ω ⊗A θ)− (∧ ⊗ id)(id⊗ α)αω,
where we denote σ1 ⊗A σ2 = σ(ω ⊗A θ) and α1 ⊗ α2 = αω is a shorthand notation.
4) The ‘if’ statement is obvious from 3). We know that if ∇ torsion-free, then ∧(id +
σ)
∣∣
Ω1⊗AΩ¯1
= 0. So when θ ∈ Ω¯1, we have ∧(id + σ)∣∣
Ω1⊗Aθ
= 0. This together with the
formula in 3) implies that ∧α = 0. Therefore the ‘only if’ part is also true.
5) Clearly, 0 = ∧(id + σ)(θ ⊗A θ) = 2θ ∧ θ implies θ ∧ θ = 0, if the characteristic is not 2.
Therefore
R∇ω = (∧ ⊗ id)R˜∇ω = −(∧⊗ id)σ23σ12(ω ⊗A θ ⊗A θ)
= −(∧ ⊗ id)σ23σ12σ23(ω ⊗A θ ⊗A θ)
= −(∧ ⊗ id)σ12σ23σ12(ω ⊗A θ ⊗A θ)
= (∧ ⊗ id)σ23σ12(ω ⊗A θ ⊗A θ)
= −R∇ω
and hence vanishes under our assumptions. 
According to the analysis above, we know that if θ′ is another representative for the same
inner calculus then ∆θ = θ′ − θ ∈ Z(Ω1) and α∆θ(ω) = ∆θ ⊗A ω − σ(ω ⊗A ∆θ) is an
A-bimodule map. It is easy to see that (θ, σ, α) and (θ′, σ, α − α∆θ) provide the same
bimodule connection, thus the inner form in Lemma 4.3 of a bimodule connection does
not depend on the choice of represetative of inner data. Moreover, if ∆θ∧ω+ω ∧∆θ = 0
for all ω ∈ Ω1, then dω = θ ∧ ω + ω ∧ θ = θ′ ∧ ω + ω ∧ θ′. In this case, the bimodule
connections associated to (θ, σ, α) and (θ + ∆θ, σ, α − α∆θ) have the same torsion and
curvature.
Finally, the geometric Laplace-Beltrami operator given a connection ∇ on Ω1 and an
‘inverse metric’ bimodule map ( , ) is defined to be ∆ = ( , )∇d. This may or may not
coincide with a 2nd order operator ∆θa = 2(θ, da) defined for any inner calculus and
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obeying ∆θ(ab) = (∆θa)b+2(da, db)+ a∆θb. These notions are the same as the standard
case in [18].
Example 4.4. LetX be a finite set and Ω1(Q¯,Q) the calculus on A = k(X) associated to a
digraph-quiver pair with vertex set X which is inner as in (3.1). A bimodule connection on
Ω1 by the above is given by (i) a bimodule map α which we can write as α =
∑
γ∈Q1
γ⊗ANγ
for Nγ : s(γ)Ω
1
y → t(γ)Ω1y for all y ∈ X and (ii) a bimodule map σ which we can write as
σ(( ) ⊗A β) =
∑
γ∈Q1
γ ⊗A Nβγ for Nβγ : s(γ)Ω1s(β) → t(γ)Ω1t(β) for all β ∈ Q1. Then the
associated quiver representation is Lγ = Nγ −
∑
α∈Q¯1
Nαγ . One can check that we recover
σ(( )⊗A α) from the formula in Lemma 4.1.
4.2. Geometry of CS3. We specialise the general theory of metrics and connections
above to the case of CS3 with generators u, v with u
2 = v2 = e and uvu = vuv, based
on the natural construction in Lemma 3.10. We construct calculi using Lemma 3.10 from
representations of the group: (i) the trivial representation of S3 gives the zero calculus;
(ii) the sign representation ρ(u) = ρ(v) = ρ(w) = −1 where w = uvu (and others +1)
gives a 1-dimensional calculus with generator θ and relations
θx = ρ(x)xθ, du = −2uθ, dv = −2vθ, dw = −2wθ
and zero otherwise. This is a standard calculus but not connected as d(uv) = d(vu) = 0.
There is a quantum metric g = θ ⊗ θ which is clearly central and nondegenerate. The
associated ∆θx = 2(θ, θx− xθ) = 2(1− ρ(x)x so is diagonalised by conjugacy classes with
eigenvalues 4 for u, v, w and 0 for uv, vu and e; (iii) finally we have the 2-dimensional
representation which we take in the form
ρ(u) =
(
1 0
0−1
)
, ρ(v) =
1
2
(−1√3√
3 1
)
.
To get a feel for this differential calculus we let
eu = u
−1du =
(
0 0
0−2
)
, ev = v
−1dv =
1
2
(−3√3√
3 −1
)
euv = (uv)
−1d(uv) =
1
2
( −3 √3
−√3−3
)
, evu = (vu)
−1d(vu) =
1
2
(−3−√3√
3 −3
)
,
which form a basis, so this is a standard calculus. Here eu + ev + ew = euv + evu = −3θ
where ew is defined similarly. One has relations
euu = −ueu, euv = v(euv − ev), evu = u(evu − eu), evv = −vev
euvu = u(ew − eu), euvv = v(eu − ev), evuu = u(ev − eu), evuv = v(ew − ev).
Here the adjoint action of S3 on CS3 is by permutation of u, v, w and the calculus is
covariant under this, in addition to the bicovariance with respect to the Hopf algebra
coproduct. Indeed, the calculus from Lemma 3.10 is necessarily covariant under the adjoint
action which here is generated by Adw which swaps eu, ev and euv, evu) and by Aduv which
cyclically rotates eu → ev → ew → eu. We look at the noncommutative geometry in more
detail in this calculus, with focus on ad-invariant geometries. The exterior algebra Ω is
generated by the above and the {ei} anticommutative amongst themselves.
Proposition 4.5. There is a quantum metric on Ω1(CS3) given by
g = eu ⊗ eu + ev ⊗ ev + ew ⊗ ew + euv ⊗ euv + evu ⊗ evu − 6θ ⊗ θ,
which is also invariant under the adjoint action of the group. There is a unique ad-
invariant quantum Levi-Civita connection, namely σ = flip and ∇ei = 0. More generally,
there is a 1-parameter family of quantum torsion free cotorsion free ad-invariant connec-
tions with σ = flip, namely
∇eu = λ(
(
eu ev
)(−1 1
1 2
)(
eu
ev
)
+ 3(ev ⊗ θ + θ ⊗ ev) + euv ⊗ evu + evu ⊗ euv)
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∇ev = λ(
(
eu ev
)(2 1
1−1
)(
eu
ev
)
+ 3(eu ⊗ θ + θ ⊗ eu) + euv ⊗ evu + evu ⊗ euv)
∇euv = λ((evu − euv)⊗ euv + euv ⊗ evu), ∇evu = λ((euv − evu)⊗ evu + evu ⊗ euv).
This connection has Riemann curvature
R∇eu = λ
2(euvevu ⊗ (evu − euv) + 3(euev + (eu − ev)θ)⊗ (ev − ew))
R∇ev = λ
2(euvevu ⊗ (evu − euv) + 3(euev + (eu − ev)θ)⊗ (ew − eu))
R∇euv = λ
2euvevu ⊗ (2evu − euv), R∇evu = −λ2euvevu ⊗ (2euv − evu).
and ∆ = ∆θ for all λ. Allowing general σ, there is a 16-parameter moduli of torsion and
cotorsion free connections of which a 3-parameter part is ad-invariant.
Proof. Let
gu,v := (euv − eu)⊗ (euv − eu) + (evu − ev)⊗ (evu − ev) + euvu ⊗ euvu ∈ Λ1 ⊗ Λ1
It is clear that gu,v is central and quantum symmetric. Then the element g =
1
3 (gu,v +
gv,w + gw,u) is a quantum metric and comes out as stated and is ad-invariant. We then
check it is nondegenerate. Indeed, its inverse bimodule inner product on basis elements in
the order {eu, ev, euv, evu} is
(e., e.) =

4
3
1
3 1 1
1
3
4
3 1 1
1 1 2 1
1 1 1 2

We next define the matrices φ, ψ for right action of u, v respectively (by multiplication by
ρ(u), ρ(v)) which on our basis {ei} come out as
φ =

−1 0 0 0
−1 0 0 1
−2−1 1 1
−1 1 0 0
 , ψ =

0 −1 1 0
0 −1 0 0
1 −1 0 0
−1−2 1 1

and we define τ by σ(ei ⊗ ej) = ej ⊗ ei + em ⊗ enτ ijmn. We solve for [(φ ⊗ φ), τ ] =
0, [(ψ ⊗ ψ), τ ] = 0 where (φ ⊗ φ)ijmn = φimφjn and τ are regarded as 16×16 matrices
for ij,mn as multiindices. Similarly we require φ.α = α.(φ⊗ φ) as matrices (and similary
for ψ) where α is regarded as 4 × 16. In each case we suppose α and τ are symmetric
in their last two indices since we are interested in the torsion free case. This gives our
moduli of torsion free connections as 28-dimensional and 6-dimensional respectively for
τ and α. The former are conveniently parametrized by the 15 values of τii
jj other than
τ33
11 (say) and a further 13 values. When we further demand the cotorsion equations
that τ.θ and α are totally symmetric in their three indices, these get cut down to 12
and 4-dimensional spaces respectively. The 12-dimensional moduli space is conveniently
parametrized by τii
jj except for the four values τ33
11, τ44
11, τ44
22, τ44
33. It suffices for full
metric compatibility to restrict to this torsion-free cotorsion free moduli space. Next, we
similarly impose invariance under matrices P,Q for the adjoint action of w, uv respectively,
i.e. we look for Ad-invariant solutions, giving a 2-parameter moduli for τ and 1-parameter
for α of torsion free cotorsion free invariant connections. Setting τ = 0 focusses on the 1-
dimensional moduli space stated and one can check that this is not fully metric compatible
unless λ = 0. One can check that there is no other fully metric compatible connection
in the full 16 parameter moduli either. The quadratic conditions on τ here were checked
using MATHEMATICA and apply over C for this reason.
We now study this 1-dimensional parameter space further. In fact the parameter enters
as a scaling of α which we separate off, so we write ∇ei = λα(ei) where α denotes the
displayed right hand side of ∇ corresponding to λ = 1. Note that while the equations
for α are linear in λ, the connection is not, for example ∇(uei) = du ⊗ ei + uλα(ei). As
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an illustrative check let us verify that this indeed gives a bimodule connection. Thus for
example
∇(euv) = ∇(v(euv − ev)) = dv ⊗ (euv − ev) + v∇(euv − ev)
= σ(eu ⊗ dv) + v(−euv ⊗ euv − 2eu ⊗ eu + ev ⊗ ev − ev ⊗ eu − eu ⊗ ev − 3eu ⊗ θ − 3θ ⊗ eu)
and we want this to equal σ(eu⊗dv)+(∇eu).v for a bimodule connection. Here σ = flip on
the basis means σ(eu⊗dv) = −σ(eu⊗ev)v = −ev⊗euv = vev⊗(euv−ev) = dv⊗(euv−ev)
and meanwhile
(∇eu).v = v(−(euv − ev)⊗ (euv − ev) + 2ev ⊗ ev − ev ⊗ (euv − ev)− (euv − ev)⊗ ev
−3ev ⊗ θ − 3θ ⊗ ev − 6ev ⊗ ev + (eu − ev)⊗ (ew − ev) + (ew − ev)⊗ (eu − ev))
using the form of ∇eu, the bimodule relations for the calculus and θv = vθ + vev. Ex-
panding out −3θ = euv + evu and ew = euv + evu − eu − ev, this equates to the previous
expression from ∇(euv − ev). One can similarly check this for u and for the other 3 basis
elements of Λ1 as well as metric compatibility for the stated quantum metric. Finally,
τ = 0 means that ∆ = ∆θ on functions. Since τ = 0 we can also write the latter as
∆θ = gij∂
i∂j where da =
∑
i(∂ia)ei for all a ∈ CS3 and g =
∑
i,j gijei ⊗ ej . 
One can canonically lift the 2-form values of R∇ by lifting products of the ei antisym-
metrically, and then take a trace via the metric and inverse metric to obtain the Ricci
curvature. This comes out for the stated 1-parameter moduli of connections as
Ricci = 0.
So this noncommutative geometry is Ricci-flat but not flat when λ 6= 0.
Moreover, the ‘Laplacian’ ∆ = ∆θ is diagonal on the given basis of CS3 with u, v, w having
eigenvalue 4/3 and uv, vu eigenvalue 2 and e having eigenvalue 0, i.e. the eigenspaces are
the spans of conjugacy classes. This is the reverse of the situation for the noncommutative
geometry of C(S3) where a choice of conjugacy class provides a natural 3D calculus and
with respect to it ∆θ is diagonalised by matrix elements of the irreducible representations.
Here the trivial class gives the zero calculus {e}, {uv, vu} gives a calculus which is not
connected and {u, v, w} gives the standard 3D calculus afforded by the Bruhat graph.
In the latter case one again has a natural metric g = eu ⊗ eu + ev ⊗ ev + ew ⊗ ew and
(2-parameter) moduli of torsion free cotorsion free connections ∇ in [16] for which one can
check that ∆ = ∆θ is diagonalised by the irreducibles of S3 with the 2D representation
matrix elements having eigenvalue 6, the sign representation having eigenvalue 12 and the
trivial representation eigenvalue 0. There is a similar picture for the quantum geometry
defined by the other nontrivial class {uv, vu} where the eigenvalues are 0 on the trivial and
sign representation and 8 on the 2D representation matrix elements (the general formula
for the eigenvalues of ∆θ for a finite group is 2(1−χ(C))|C| where C is a conjugacy class
and χ is the normalised character of an irreducible representation evaluated on an element
of C, cf. [18]). This indicates a remarkable duality between the noncommutative geometry
of kG and k(G) extending the classical duality between characters and conjugacy classes
and illustrated above for S3. We have focussed on standard calculi but expect a similar
duality to hold at the quiver level as well.
4.3. Quivers from finite homogeneous spaces. A nice thing about quiver calculi on
sets (as opposed to standard ones given by digraphs) is that this category is closed under
quotients by a group action. If (X = Q0, Q1, s, t) is a quiver then an action of a group G
means an action 1on both Q0, Q1 with s, t covariant, i.e. for every arrow x→ y, (x→ y)g
is some arrow xg → yg where ( )g denotes the action of g ∈ G. Even if X has a digraph
calculus and G acts freely, this in general still gives a quiver calculus on X/G (we will give
an example below). To fix this one can define the quotient graph on X/G as one where
there is an arrow between distinct orbits if and only if there exists any arrow between a
representative of one to a representative of the other.
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The Hopf algebra version of this is that if P is a right H-comodule algebra with coaction
∆R and Ω
1(P ) a right-covariant standard differential calculus and we set A = PH (the
coinvariant subalgebra) then Ω1(P )H is a not-necessarily standard differential calculus on
A. This is because d : P → Ω1(P ) restricts to the invariant subalgebra and clearly inherits
all required properties except surjectivity. To fix this one defines the standard calculus
Ω1(A) ⊆ Ω1(P )H as the A-subimodule generated by dA within Ω1(P ). This inherited
calculus on A = k(X/G) in the set case agrees with the quotient graph because the forms
on A are by definition generated by characteristic functions δi on X where δi is a constant
1 on orbit Oi and zero elsewhere, and their differentials
dδi =
( ∑
x→y,x/∈Oi,y∈Oi
x→ y
)
−
( ∑
x→y,x∈Oi,y /∈Oi
x→ y
)
=
∑
j 6=i
ej→i − ei→j
where we only include ei→j =
∑
x→y,x∈Oi,y∈Oj
x→ y if some arrow from Oi to Oj exists
in the digraph on X .
The above data is encountered naturally in the theory of quantum principal bundles in
standard noncommutative geometry. We recall that a quantum principal bundle means
such a right H-comodule algebra P with differential structure such that[5]
(4.5) 0→ PΩ1(A)P →֒ Ω1(P ) ver−−→ P ⊗ Λ1H → 0
is exact, where Ω1(H) = H ⊗ Λ1H is bicovariant and the map ver(u ⊗ v) = u∆Rv at the
level of universal calculus Ω1univP ⊆ P ⊗ P , which we assume descends to a given right-
covariant calculus Ω1(P ). Such data can be obtained first by solving at the level of the
universal calculus on all our algebras, in which case exactness of the above is equivalent
to the similarly defined map
ver : P ⊗A P → P ⊗H
being an isomorphism (i.e. a Hopf-Galois extension) and then requiring that our data de-
scends correctly. A connection on the quantum principal bundle is an equivariant splitting
of ver, which amounts to a right comodule map ω : Λ1H → Ω1(P ) such that verω(v) = 1⊗v
for v ∈ Λ1H . Here H coacts on Λ1H by the right adjoint coaction when the latter is identified
as a quotient of H+. This gives an equivariant left P -module projection Πω on Ω
1(P )
with kernel the horizontal forms PΩ1(A)P , splitting (4.5). Taking the coinvariants of this
at least in nice cases where PΩ1(A)P = PΩ1(A) gives us Ω1(P )H = Ω1(A) ⊕ E as left
A modules, where E = (P ⊗ Λ1H)H is an associated bundle according to the theory in [5]
(classically it would be the sections of the coadjoint bundle with fibre the dual of the Lie
algebra).
Now in our case P = k(X) where X is a digraph and its arrows determine Ω1(P ). We
take H = k(G) for a finite group and Ω1(H) given by the Cayley graph of an ad-stable
subset C¯, i.e. with vertices G and arrows x → xa for a ∈ C¯ ⊆ G \ {e}. We work with a
basis of Λ1H given by ea =
∑
g∈G g → ga for a ∈ C¯. To meet our covariance condition we
require that the digraph of X is covariant under the action of G as discussed above.
Proposition 4.6. A finite group G with Cayley graph given by C¯ acting on a finite digraph
X gives a quantum principal bundle if and only if
(i) Each orbit has cardinality |G|
(ii) The graph within each orbit in X has valency |C¯| with arrows of the form x → xa,
a ∈ C¯.
In this case there is a canonical connection ω(ea) =
∑
x x→ xa for all a ∈ C¯ and if there
is at most one arrow from any x ∈ X to any given different orbit from the one containing
x then there is a splitting
Ω1(X)G∼=Ω1(X/G)⊕ E, E = k(X/G,Λ1H)
as A-modules. The associated quiver then consists of the quotient digraph plus self-loops
labelled by C¯.
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Proof. For a Hopf Galois extension or quantum bundle at the universal level we want the
action of G to be free, which happens if and only if each orbit Oi has cardinality |G|,
which in turn means each orbit is bijective with G on fixing a basepoint xi. In this case
we have a bijection (X/G)×G→ X by i× g 7→ xgi and hence at least when X finite that
P∼=A⊗H as an algebra. This means that P has a trivialisation
Φ(δg) =
∑
i∈X/G
δxgi , Φ
−1(δg) =
∑
i∈X/G
δ
xg
−1
i
which one can check obeys the required conditions [5]. This also provides a flat connection
from the trivialisation at least at the level of the universal calculus though this is not
relevant at the moment. In our case we will see that we have a quotient of the universal
bundle calculus if and only if the graph on X restricted within each orbit has valency |C|
with arrows x→ xa for a ∈ C, i.e. if and only if each orbit is not only isomorphic to G as
a set but as a digraph obtained by restriction from X (dropping any arrows that do not
lie within the orbit). Indeed,
ver(x→ y) = δx
∑
a∈C
δya−1 ⊗ ea =
∑
a∈C,y=xa
δx ⊗ ea
where we use the definition in terms the coaction ∆R projected down to Λ
1
H . By freeness,
there is only one possible a that can contribute so ver(x → xa) = δx ⊗ ea and zero on
arrows not of this form. Meanwhile, the horizontal forms P Ω1AP are spanned by all arrows
from one orbit to another (since these are picked out by δxei→jδy as we vary x, y ∈ X).
If we want this to be exactly the kernel of ver then we need all arrows x → y where x, y
are in the same orbit to be exactly those of the form x→ xa for some a ∈ C. This proves
our assertion about the required structure of the digraph on X . For the canonical flat
connection form we let
ω(ea) =
∑
x∈X
x→ xa
and check that verω(ea) =
∑
x δx ⊗ ea = 1⊗ ea, and
∆Rω(ea) =
∑
g,x
xg → xag ⊗ δg =
∑
x′,g
x′ → x′g−1ag ⊗ δg =
∑
g
ω(eg−1ag)⊗ δg
as required. This connection provides an equivariant left P -module map splitting of (4.5)
via the projection
Πω(x→ y) = ·(id⊗ ω)ver(x→ y) =
∑
a∈C,y=xa
x→ y
which is the identity if x, y are in the same orbit and zero otherwise. Meanwhile PΩ1(A)
is spanned by elements of the form δxei→j =
∑
y∈Oj
x→ y where x ∈ Oi so this coincides
with PΩ1(A)P if and only if each of these sums has only one term which is the condition
stated. In this case taking G-invariants of the splitting provided by Πω gives the stated
splitting with E∼=k(X/G)⊗Λ1H since the bundle is trivial[5]. Here Λ1H has basis {ea}a∈C¯
from which the quiver associated to Ω1(X)G is then clear. 
Note that the flat connection here need not be ‘strong’ in the sense needed for the theory
of associated bundles and likewise the condition PΩ1(A)P = PΩ1(A) need not hold. For
example, it typically does not hold for universal calculi on X and G. Finally, there is an
important case of a quantum bundle namely a finite homogeneous space. Let G ⊆ X be
a nontrivial subgroup of a finite group X and C¯, C¯X define respectively bicovariant and
left-covariant calculi (so C¯X is any subset of X \ {e} while C¯ is an ad-stable subset of
G \ {e}). Then X → X/G by the above gives a quantum principal bundle if and only if
(4.6) C¯ = C¯X ∩G.
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Even in this case the further condition for the splitting need not hold and one can have
quiver calculi Ω(X)G with multiple arrows between vertices in X/G. We give an example
where the condition does hold.
Example 4.7. We take X = S3 with its standard 3D calculus afforded by the Cayley
graph of C¯X = {u, v, w} and G = Z2 generated by u with its universal calculus afforded
by the complete graph on two elements (here C¯ = {u}) and acting by right translation
(which we can view as a right coaction of H = k(Z2) on P = k(S3)). The set X/G consist
of the orbits O0 = {e, u} = Z2,O1 = {v, vu} = vZ2,O2 = {uv, w} = wZ2. The graph
on X , which is the bidirected Bruhat graph, has 18 arrows and meets the conditions of
Proposition 4.6 as we can see from (4.6). The quotient quiver corresponding to calculus
Ω(X)G therefore has half as many, i.e. 9 arrow and in accordance with Proposition 4.6 is
given by
◦ ◦
◦
where the unmarked edges should be read as directed both ways. These form an equilateral
triangle or complete digraph on 3 points (the universal calculus) as the standard calculus
Ω(X/G) of the base. The condition for the splitting holds, for example e→ v holds in X
and connects different orbits and the only other arrows from e are e → u which lands in
the same orbit as e and e→ w which lands in a different orbit from v.
Note that our context was quantum principal bundles with standard differentials and it
was not our purpose here to study quantum principal bundles with general quiver calculi
though this may certainly be done.
4.4. Quiver metrics. We now turn to elements of actual noncommutative geometry on
quiver calculi. We start with a finite set Q0 and let Q = (Q0, Q1) be a coloured quiver.
Define the index set of arrows in Q by EQ := {x → y |x (i)−→ y ∈ Q1, for some i }, and
we call element x → y in EQ index arrow though it is not a real arrow in Q. Denote
E′Q the subset of EQ consisting of all the arrows which have opposite arrow in Q, i.e.
E′Q = {x→ y ∈ EQ | y → x ∈ EQ}. We call a quiver is symmetric if for arbitrary vertices
x and y in Q0, the number of arrows from x to y equals the number of arrows from y to
x. In this case, E′Q = EQ.
Proposition 4.8. Let Q = (Q0, Q1) be a colored quiver, the associated differential struc-
ture Ω1 = kQ1 on A = k(Q0) admits a central metric if and only if the quiver is symmetric.
The metric takes the form
(4.7)
g =
∑
x→y∈EQ
n(x,y)∑
i,j=1
gijx→yx
(i)−→ y (j)−−→ x, (y (j)−−→ x, x′ (k)−−→ y′) = (gx→y)−1jkδx,x′δy,y′δy,
where gx→y = (g
ij
x→y) is an arbitrary n(x, y) × n(x, y) invertible matrices associated to
index arrow x→ y with n(x, y) the number of arrows from x to y in Q.
Proof. For the quiver calculus Ω1 = kQ1 on A = k(Q0), we know Ω
1 ⊗A Ω1 = kQ2
is spanned by elements of form x
(i)−→ y (j)−−→ z. A central metric is an element in kQ2
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commuting with functions. Therefore the general form of metric is
g =
∑
x→y∈E′
Q
n(x,y)∑
i=1
n(y,x)∑
j=1
gijx→yx
(i)−→ y (j)−−→ x, gijx→y ∈ k,
where n(x, y) = dim k(xQ1
y). Thus for each index arrow x → y ∈ E′Q, we assign an
n(x, y)× n(y, x) matrix gx→y = (gijx→y).
Let ( , ) : Ω1 ⊗A Ω1 → A be a bimodule map. Then ( , ) must be in form
(y
(j)−−→ x, x′ (k)−−→ y′) = λjky→xδx,x′δy,y′δy, λjky→x ∈ k,
where λy→x = (λ
jk
y→x) is n(y, x)× n(x, y) matrix.
For each index arrow x→ y in E′Q, (4.2) forces
gx→yλy→x = In(x,y), λy→xgx→y = In(y,x).
This shows that n(x, y) = n(y, x), and matrices gx→y, λy→x are invertible and inverse to
each other. However, (4.2) is not obeyed for index arrow who does not have an opposite
arrow, therefore E′Q = EQ and the quiver must be symmetric. 
We now compute the Riemannian geometry of 4D inner generalised differential calculus
of A = k(Z2) associated to the following quiver.
◦
e
◦
g
α1
α2
β1
β2
Recall that Ω1 = kQ1 is spanned by all the arrows α1, α2, β1, β2 with A-bimodule structure
and derivative given by
δeαi = αi = αiδg, δgαi = 0 = αiδe, δgβi = βi = βiδe, δeβi = 0 = βiδg;
dδe = [θ, δe] = β1 − α1, dδg = [θ, δg] = α1 − β1,
where inner data θ = α1 + β1. Here 1-forms are generated by e
(i) = αi + βi, i = 1, 2 with
relations
e(i)f = (Rgf)e
(i), i = 1, 2, df = (∂f)e(1),
where ∂ = Rg − id and Rg is the right translation Rgf = f(g)δe + f(e)δg. The canonical
‘Woronowicz’ differential graded algebra is the usual Grassmann algebra on e(i). In par-
ticular, Ω2 = span{α1β2 = −α2β1, β1α2 = −β2α1} with wedge product and differentials
αi ∧ βj = αiβj = −αj ∧ βi, βi ∧ αj = βiαj = −βj ∧ αi
αi ∧ βi = 0 = βi ∧ αi, i, j = 1, 2, i 6= j.
dα1 = 0 = dβ1, dα2 = β1α2 − α1β2 = −dβ2.
The general form of a central metric on the above quiver is clearly
g =
2∑
i,j=1
λije
(i) ⊗ e(j) ∈ Ω1 ⊗A Ω1 = kQ2,
where λij = λij(e)δe+λij(g)δg and (λij(e)), (λij(g)) are arbitrary invertible 2×2-matrices.
Note that the values being invertible is equivalent to λ = (λij) is invertible as an element
in M2(A), as λ
−1 = (λij(e))
−1δe + (λij(g))
−1δg.
We now let σ(e(i)⊗e(j)) =∑2k,l=1 σijkle(k)⊗e(l) be a general bimodule map with coefficients
σijkl functions on Z2 and study the associated bimodule connection ∇ defined by (σ, α = 0)
in Lemma 4.3 1). We do not in general demand that σ is invertible but this would be
34 S. MAJID AND W.-Q. TAO
reasonable to also ask for. Light computation shows that ∇ is torsion-compatible (and
thus torsion-free by 4) of Lemma 4.3 as α = 0) if and only if the coefficients σ1212 = σ
12
21 − 1
and σ2112 = σ
21
21 + 1, therefore we can assume that the coefficients of σ take the form
(σij11) = (a
ij) = (a1, a2), (σ
ij
12) = (b
ij)−
(
0 1
−1 0
)
,
(σij21) = (b
ij) = (b1,b2), (σ
ij
22) = (c
ij) = (c1, c2),
(4.8)
where a1, a2,b1,b2, c1, c2 are six 2-vectors with entries in A. Now compute ∇g = e(1)⊗A
g − σ12σ23(g ⊗A e(1)). A lengthy computation shows that:
Lemma 4.9. ∇g = 0, i.e. the associated bimodule connection ∇ is also metric-compatible
if and only if
λ · b1 =
(
λ21(a
11 − 1) + λ22a21 − ∂λ21
λ11c11 + λ12c21 + ∂λ22
)
,(4.9)
M · a2 =
(
Rgλ11
Rgλ12
)
−N · a1, M(b2, c2) = −N(b1, c1),(4.10)
where M = (λ(b1, c1))
Tr and N =
(
λ(a1 −
(
1
0
)
,b1)
)Tr
+ λTr.
Now denote λ(b1, c1) =
(
x y1
y2 z
)
by some functions x, y1, y2, z. Then (4.9) implies y2 = y1+
∂λ22 and (λ21, λ22)·
(
a1 −
(
1
0
))
= x+∂λ21. If we introduce another function w = (λ11, λ12)·(
a1 −
(
1
0
))
, we actually obtain a 4-functional parameter moduli space for a1,b1, c1 :
(4.11) a1 = λ
−1
(
w
x+ ∂λ21
)
+
(
1
0
)
, (b1, c1) = λ
−1
(
x y
y + ∂λ22 z
)
,
where x, y, z, w are any functions on Z2 and provided we can solve for the remaining
a2,b2, c2 as follows.
Proposition 4.10. If M (or (b1, c1)) is invertible in M2(A), i.e. xz − y(y + ∂λ22) 6= 0,
then (4.11) and
(4.12) a2 = M
−1
(
Rgλ11
Rgλ12
)
−M−1N · a1, (b2, c2) = −M−1N(b1, c1)
with M =
(
x, y + ∂λ22
y, z
)
and N =
(
w, x+ ∂λ21
x, y + ∂λ22
)
+ λTr, solve (4.9) and (4.10) and thus
provide a 4-functional parameter moduli space of quantum Levi-Civita bimodule connec-
tions (i.e. torsion-free, torsion-compatible and metric-compatible).
Therefore, in view of Lemma 4.3, the bimodule connections (∇, σ) corresponding to σ
above with α = 0 takes the form
∇e(1) =− (λ−111 w + λ−112 (x + ∂λ21)) e(1) ⊗ e(1) − (λ−111 x+ λ−112 (y + ∂λ22)) (e(1) ⊗ e(2) + e(2) ⊗ e(1))
− (λ−111 y + λ−112 z) e(2) ⊗ e(2)
∇e(2) =− (λ−121 w + λ−122 (x + ∂λ21)) e(1) ⊗ e(1) − (λ−121 x+ λ−122 (y + ∂λ22)) (e(1) ⊗ e(2) + e(2) ⊗ e(1))
− (λ−121 y + λ−122 z) e(2) ⊗ e(2),
with σ(e(1)⊗e(1)) = e(1)⊗e(1)−∇e(1) and σ(e(2)⊗e(1)) = e(1)⊗e(1)−∇e(2).We omit the
tedious formulae for σ(e(1) ⊗ e(2)) and σ(e(2) ⊗ e(2)), but one can always compute them
from (4.12).
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To have a concrete example, for arbitrary central metric g, one can always choose x = z = 1
and y = w = 0. In this canonical case,
∇e(1) =− (∂λ21 + 1)λ−112e(1) ⊗ e(1) − (λ−111 + ∂λ22λ−112)(e(1) ⊗ e(2) + e(2) ⊗ e(1))
− λ−112e(2) ⊗ e(2),
∇e(2) =− (∂λ21 + 1)λ−122e(1) ⊗ e(1) − (λ−121 + ∂λ22λ−122)(e(1) ⊗ e(2) + e(2) ⊗ e(1))
− λ−122e(2) ⊗ e(2).
When the given central metric is symmetric (λ12 = λ21), we obtain σ with coefficients
σij11 =
(
(∂λ21 + 1)λ
−1
12 + 1,
−λ−122+∂λ11+∂λ22(λ
−1
12+∂λ21λ
−1
12+2)+(∂λ22)
2(∂λ21λ
−1
22+λ
−1
22)
−2∂λ21λ−122−(∂λ21)2λ−122,
(∂λ21 + 1)λ
−1
22, −λ−112 − 2− ∂λ21λ−112 − ∂λ22∂λ21λ−122 − ∂λ22λ−122
)
,
σij12 =
(
λ−111 + ∂λ22λ
−1
12,
−λ−121−2+∂λ22(λ
−1
11−λ
−1
22−∂λ21λ
−1
22)−∂λ21λ
−1
21
(∂λ22)2(λ−112+λ−121+1)+(∂λ22)3λ−122,
λ−121 + 1 + ∂λ22λ
−1
22,−λ−111 − ∂λ22(1 + λ−112 + λ−121)− (∂λ22)2λ−122
)
,
σij21 =
(
λ−111 + ∂λ22λ
−1
12,
−λ−121−1+∂λ22(λ
−1
11−λ
−1
22−∂λ21λ
−1
22)−∂λ21λ
−1
21
(∂λ22)2(λ−112+λ−121+1)+(∂λ22)3λ−122,
λ−121 + ∂λ22λ
−1
22,−λ−111 − ∂λ22(1 + λ−112 + λ−121)− (∂λ22)2λ−122
)
,
σij22 =
(
λ−112,−λ−122 + ∂λ22(1 + λ−112) + (∂λ22)2λ−122 − ∂λ21λ−122,
λ−122, −λ−112 − 1− ∂λ22λ−122
)
.
Remark 4.11. If M (or (b1, c1)) is not invertible, i.e. xz = y(y + ∂λ22), we have other
choices of bimodule connection. For instance, we can take x = y = z = 0. In this case
a1 =
(
λ−111w + λ
−1
12∂λ21 + 1
λ−121w + λ−122∂λ21
)
, b1 =
(
λ−112∂λ22
λ−122∂λ22
)
, c1 =
(
0
0
)
,
and the condition (4.10) for being Levi-Civita requires
∂λ22a
22 = ∂λ11 + λ11(λ
−1
21 − λ−112)∂λ21 − λ−122∂λ212 − (λ−112 + λ−121)∂λ21w
− (1 + λ−121λ21 + λ−122λ22)w − λ−111w2,
0 = ∂λ21 − (λ−112λ12 + λ−122λ22)∂λ21 − λ−122∂λ21∂λ22 − λ−121∂λ22w
+ (λ−112 − λ−121)λ22w,(4.13)
∂λ22b
22 = λ11(λ
−1
21 − λ−112)∂λ22 − λ−122∂λ21∂λ22 − λ−112∂λ22w,
0 = −(λ−112λ12 + λ−122λ22)− λ−122∂λ222,
∂λ22c
22 = 0.
We will come to solve these equations in the left-covariant case later.
4.5. Left-covariant connection. When working over a Hopf algebra, we are interested
in left-covariant differential calculi as well as bicovariant ones. There is a notion of left-
covariant connection accordingly.
Definition 4.12. Let (Ω1, d) be a left-covariant differential calculus over a Hopf algebra
H. A linear connection ∇ : Ω1 → Ω1 ⊗H Ω1 is said to be left-covariant if ∇ is a left
H-comodule map. A bimodule connection (∇, σ) is left-covariant if ∇, σ are both left
H-comodule maps. When (Ω1, d) is bicovariant, a bimodule connection (∇, σ) is said to
be bicovariant if ∇, σ are both H-bicomodule maps.
Proposition 4.13. Let (Ω1, d) be a left-covariant differential calculus over Hopf algebra
H.
a) Left-covariant linear connections ∇ : Ω1 → Ω1⊗HΩ1 are in one-to-one correspon-
dence with linear maps ∇L : Λ1 → Λ1⊗Λ1. In one direction, ∇L is the restriction
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of ∇ to the left covariant part Λ1. In the converse direction, ∇ is determined by
∇L via
(4.14) ∇(η) = dη(−2) ⊗H S(η(−1))η(0) + η(−2)∇L(S(η(−1))η(0)), ∀ η ∈ Ω1;
b) Left-covariant bimodule conections (∇, σ) are in one-to-one correspondence with
pairs (∇L, σL) where ∇L : Λ1 → Λ1 ⊗ Λ1 is a linear map and σL : Λ1 ⊗ Λ1 →
Λ1⊗Λ1 is a right H-module map (under right H-action ⊳ : Λ⊗H → Λ1) satisfying
(4.15) σL(ξ ⊗ ωπ(h)) = ωπ(h(2))⊗ ξ⊳(S(h(1))h(3)) +∇L(ξ)ǫ(h) −∇L(ξ⊳Sh(1))⊳h(2)
for any ξ ∈ Λ1, h ∈ H. In addition to the correspondence in a), σL is the restriction
of σ on Λ1 ⊗ Λ1 in one direction. In the converse direction, σ is determined by
σL via
(4.16) σ(ξ ⊗H η) = ξ(−2)η(−3)σL((Sξ(−1)ξ(0))⊳η(−2) ⊗ Sη(−1)η(0)), ∀ ξ, η ∈ Ω1.
c) If (Ω1, d) is bicovariant (Λ1 becomes a right H-crossed module), bicovariant bi-
module conections (∇, σ) correspond to pairs (∇L, σL) in b) whereas in addition
∇L is a H-comdule map and σL is a H-crossed module map.
Proof. a) By definition, ∇ being left-covariant means (id ⊗ ∇)∆L = ∆(2)L ∇ : Ω1 → H ⊗
Ω1⊗H Ω1, i.e. ξ(−1)⊗ ξ(0)1⊗H ξ(0)2 = ξ1(−1)ξ2(−1)⊗ ξ1(0)⊗H ξ2(0) for any ξ ∈ Ω1, where
we use ∇ξ = ξ1 ⊗H ξ2 and ∆L(ξ) = ξ(−1) ⊗ ξ(0) denote the connection and left coaction
respectively. Now let ξ ∈ Λ1, i.e. ξ(−1) ⊗ ξ(0) = 1H ⊗ ξ, then we know 1 ⊗ ∇L(ξ) =
∆
(2)
L ∇L(ξ), this means that ∇L(ξ) ∈ coH(Ω1 ⊗H Ω1) = Λ1⊗Λ1, thus ∇L : Λ1 → Λ1⊗Λ1.
Conversely, given any linear map ∇L : Λ1 → Λ1⊗Λ1, we can extend it to a map ∇ : Ω1 →
Ω1 ⊗H Ω1 by the property of a linear connection, namely
∇(η) = ∇(η(−2).S(η(−1))η(0)) = dη(−2) ⊗H S(η(−1))η(0) + η(−2)∇L(S(η(−1))η(0))
for any η ∈ Ω1. One can check immediately that ∇(hη) = dh ⊗H η + h∇η for any h ∈
H, η ∈ Ω1 by the property of Hopf algebra. Also, linear connection ∇ defined in this way
is left-covariant as
∆
(2)
L ∇η = ∆(2)L
(
dη(−2) ⊗H S(η(−1))η(0) + η(−2).∇L(Sη(−1)η(0))
)
= η(−3) ⊗ dη(−2) ⊗H Sη(−1)η(0) + η(−3) ⊗ η(−2)∇L(Sη(−1)η(0))
= η(−1) ⊗∇η(0),
noting that element Sη(−1)η(0) is left invariant. It is clear that the correspondence by
restriction and (4.14) is one-to-one.
b) If (∇, σ) is a left-covariant bimodule connection, the statement on ∇L is clear due to
a). We can focus on data σ here. In the restriction direction, it is clear that σ restricts
to a linear map σL : Λ1 ⊗ Λ1 → Λ1 ⊗ Λ1, as σ is a left H-comodule map by definition.
Since the right H-action ⊳ on Λ1 is defined by ξ⊳h = Sh(1).ξ.h(2), it is natural that σ
L is
a right H-module map under ⊳, as σ is a bimodule map. For any ξ ∈ Λ1, h ∈ H, noting
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that ωπ(h) = Sh(1)dh(2) ∈ Λ1, we have
σL(ξ ⊗ ωπ(h)) = σ(ξ ⊗ Sh(1)dh(2)) = σ(ξSh(1) ⊗H dh(2))
= ∇(ξSh(1).h(2))−∇(ξSh(1)).h(2)
= ∇L(ξ)ǫ(h)− (d(Sh(3))⊗H S2(h(2))ξSh(1)) .h(4)
− (Sh(3) ⊗∇L((S2h(2))ξSh(1))) .h(4)
= ∇L(ξ)ǫ(h)− (d(Sh(2))⊗H ξ⊳Sh(1)) .h(3)
− (Sh(2) ⊗∇L(ξ⊳Sh(1))) .h(3)
= ∇L(ξ)ǫ(h)− d(Sh(2))h(3) ⊗H ξ⊳Sh(1)⊳h(4)
− Sh(2)h(3) ⊗∇L(ξ⊳Sh(1))⊳h(4)
= ∇L(ξ)ǫ(h)− d(Sh(2))h(3) ⊗H ξ⊳Sh(1)⊳h(4) −∇L(ξ⊳Sh(1))⊳h(2)
= ωπ(h(2))⊗ ξ⊳(Sh(1)h(3)) +∇L(ξ)ǫ(h)−∇L(ξ⊳Sh(1))⊳h(2)
where by (4.14) the fourth equality and by d(Sh(2))h(3) =
(
Sh(3) ⊗ ωπ(Sh(2))
)
.h(4) =
Sh(3).h(4)⊗ωπ(Sh(2))⊳h(5) = ωπ(Sh(2))⊳h(3) = ωπ(Sh(2)h(3))−ǫ(Sh(2))ωπ(h(3)) = −ωπ(h(2))
the last equality hold. We obtain (4.15) as stated.
Conversely, given a linear map ∇L and a right H-module map σL such that (4.15). We
know already ∇ defined by (4.14) is a left-covariant linear connection. Now consider
σ : Ω1 ⊗H Ω1 → Ω1 ⊗H Ω1 defined by (4.16), namely
σ(ξ ⊗H η) = ξ(−2)η(−3) σL((S(ξ(−1))ξ(0))⊳η(−2) ⊗ S(η(−1))η(0)), ∀ ξ, η ∈ Ω1.
It is easy to see that σ is well-defined by checking that σ defined above obeys σ(ξh⊗H η) =
σ(ξ ⊗H hη) for any h ∈ H . The pair (∇, σ) constructed forms a bimodule connection if
(4.17) σ(η ⊗H dh) = ∇(ηh)−∇(η)h
for any η ∈ Ω1, h ∈ H, which we now check. The left-hand side of (4.17) is
σ(η ⊗H dh) = η(−2)h(1) ⊗ σL
(
(S(η(−1))η(0))⊳h(2) ⊗ S(h(3))dh(4)
)
= η(−2)h(1) ⊗ σL
(
(S(η(−1))η(0))⊳h(2) ⊗ ωπ(h(3))
)
= η(−2)h(1) ⊗ ωπ(h(2))⊗ (S(η(−1))η(0))⊳h(3) + η(−2)h(1)∇L((S(η(−1))η(0))⊳h(2))
− η(−2)h(1)∇L(S(η(−1))η(0))⊳h(2).
The right-hand side of (4.17) is
∇(ηh)−∇(η)h = d(η(−2)h(1))⊗H S(η(−1)h(2))η(0)h(3) + η(−2)h(1)∇L(Sh(2)Sη(−1)η(0)h(3))
− (dη(−2))h(1) ⊗H (S(η(−1))η(0))⊳h(2) − η(−2)h(1)∇L(S(η(−1))η(0))⊳h(2)
= η(−2)dh(1) ⊗ (Sη(−1)η(0))⊳h(2) + η(−2)h(1)∇L((Sη(−1)η(0))⊳h(2))
− η(−2)h(1)∇L(S(η(−1))η(0))⊳h(2).
We know two sides of (4.17) meets as dh = h(1) ⊗ ωπ(h(2)) for any h ∈ H. It is left to
check σ is indeed a bimodule map. The left H-linearity is obvious by the form of (4.16).
As to the right H-linearity, we check
σ(ξ ⊗H ηh) = ξ(−1)η(−3)h(1)σL
(
(Sξ(−1)ξ(0))⊳(η(−1)h(2))⊗ S(η(−1)h(3))η(0)h(4)
)
= ξ(−2)η(−3)h(1)σ
L
((
(Sξ(−1)ξ(0))⊳η(−2) ⊗ Sη(−1)η(0)
)
⊳h
)
= ξ(−2)η(−3)h(1)σ
L
(
(Sξ(−1)ξ(0))⊳η(−2) ⊗ Sη(−1)η(0)
)
⊳h
= σ(ξ ⊗H η).h
since σL is right H-module map. This finishes the proof of b).
c) If (∇, σ) is bicovariant bimodule connection, it is obvious that both ∇L, σL are right
H-comodule maps as these maps are restriction of H-comodule maps ∇, σ in which the
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right coaction on Λ1 is the same right coaction on Ω1. The converse is straightforward, as
one can check ∇ defined by ∇L via (4.14) (or σ defined by σL via (4.16)) commutes with
right coaction if ∇L (or σL) does. 
Let (Ω1, d) be a left-covariant differential calculus over Hopf algebra H. If Ω1 extends to
Ω2 with wedge product ∧ : Ω1 ⊗H Ω1 → Ω2. We say Ω2 is left-covariant if 1) Ω2 is a
H-bimodule with left H-coaction ∆L being a H-bimodule map; 2) d : Ω
1 → Ω2 is left
H-comodule map; 3) The wedge product ∧ is a H-bimodule left H-comodule map. Under
these assumptions, we know that if ∇ is a left-covariant connection given by some linear
map ∇L as in Proposition 4.13 a), then the associated torsion T∇ and curvature R∇ must
satisfy T∇(Λ
1) ⊆ Λ2 and R∇(Λ1) ⊆ Λ2 ⊗ Λ1, thus are determined by their restrictions
TL∇ : Λ
1 → Λ2, TL∇ = ∧∇L − δ,(4.18)
RL∇ : Λ
1 → Λ2 ⊗ Λ1, RL∇ =
(
δ ⊗ id− (∧ ⊗ id)(id⊗∇L))∇L(4.19)
respectively, where ∧ : Λ1 ⊗ Λ1 → Λ2 is the restriction of ∧ and δ : Λ1 → Λ2 is the
restriction of d : Ω1 → Ω2. Clearly T∇(a.ξ) = a.TL∇ξ and R∇(a.ξ) = a.RL∇(ξ), due to both
T∇ and R∇ are left H-module map by definition.
We have the following elementary lemma:
Lemma 4.14. Let (∇, σ) be a left-covariant bimodule connection. For g = aξ ⊗ η ∈
Ω1 ⊗A Ω1, ∇g = da ⊗ ξ ⊗ η + a∇L(ξ) ⊗ η + aσL(ξ ⊗ η1) ⊗ η2, where ∇Lη = η1 ⊗ η2.
When g is a metric, under the above assumptions on Ω2, the bimodule connection (∇, σ)
is Levi-Civita if ∧∇L = δ, ∧(id + σL) = 0 and ∇g = 0.
We now apply the above theory to our example. Indeed, the 4D inner generalised calculus
on A = k(Z2) in Section 5.4 is bicovariant with respect to coactions
∆Lαi = δe ⊗ αi + δg ⊗ βi, ∆Rαi = αi ⊗ δe + βi ⊗ δg,
∆Lβi = δe ⊗ βi + δg ⊗ αi, ∆Rβi = βi ⊗ δe + αi ⊗ δg,
and {e(1), e(2)} is the basis of left-covariant 1-forms Λ1 with ∆Re(i) = e(i)⊗1 and δ(e(i)) =
0 for i = 1, 2. From Proposition 4.13, we know that bicovariant bimodule connections
(∇, σ) correspond to pairs (∇L, σL) where ∇L, σL are linear maps and must be in form
∇Le(i) = e(1) ⊗ e(i) − σL(e(i) ⊗ e(1)), σL(e(i) ⊗ e(j)) =
2∑
k.l=1
σijkle
(k) ⊗ e(l),
for some σijkl ∈ k for all i, j, k, l ∈ {1, 2}. It is natural to ask the given metric g =∑2
i,j=1 λije
(i)⊗e(j) is invariant, i.e. left-invariant and right-invariant under the coactions.
This means that the given g is constant metric, i.e. ∂λij = 0, in this example. Similar
to the analysis in Section 5.4, we know that (∇L, σL) provides a bicovariant quantum
Levi-Civita connection if and only if the coefficients of σ (still denoted by ai,bi, ci for
i = 1, 2 as in (4.8)) must be given by some constants x, y, z, w such that 1) a1,b1, c1 are
given by
(4.20) a1 = λ
−1
(
w
x
)
+
(
1
0
)
, b1 = λ
−1
(
x
y
)
, c1 = λ
−1
(
y
z
)
and 2) a2,b2, c2 satisfy
(4.21) M · a2 =
(
λ11
λ12
)
−N · a1, M · b2 = −N · b1, M · c2 = −N · c1,
where M =
(
x, y
y, z
)
and N =
(
w, x
x, y
)
+ λTr.
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Proposition 4.15. If M is invertible, i.e. xz − y2 6= 0, (4.21) has a unique solution of
a2,b2, c2 :
a2 = M
−1
(
λ11
λ12
)
−M−1N · a1, b2 = −M−1N · b1, c2 = −M−1N · c1.
The resulting formulae for ∇L and σL as follows:
∇Le(1) =− (λ−111w + λ−112x) e(1) ⊗ e(1) − (λ−111x+ λ−112y) (e(1) ⊗ e(2) + e(2) ⊗ e(1))
− (λ−111y + λ−112z) e(2) ⊗ e(2)
∇Le(2) =− (λ−121w + λ−122x) e(1) ⊗ e(1) − (λ−121x+ λ−122y) (e(1) ⊗ e(2) + e(2) ⊗ e(1))
− (λ−121y + λ−122z) e(2) ⊗ e(2),
and σL(e(1)⊗ e(1)) = e(1)⊗ e(1)−∇Le(1) and σL(e(2)⊗ e(1)) = e(1)⊗ e(2)−∇Le(2). When
the given metric is symmetric (λ12 = λ21), we get
σL(e(1) ⊗ e(2)) =
(
2xy
m
+ λ−111
w(xy − wz)
m
+ λ−112(w +
x(xy − wz)
m
)− λ−122x
)
e(1) ⊗ e(1)
+
(
−2 + λ−111 x(xy − wz)
m
− λ−112(x− y(xy − wz)
m
)− λ−122y
)
(e(1) ⊗ e(2) + e(2) ⊗ e(1))
+ e(2) ⊗ e(1)
+
(
λ−111
(xy − wz)y
m
− λ−112(y − (xy − wz)z
m
)− λ−122z
)
e(2) ⊗ e(2),
σL(e(2) ⊗ e(2)) = −
(
2x2 − wy
m
+ λ−111
w(x2 − wy)
m
+ λ−112
x(x2 − wy)
m
)
e(1) ⊗ e(1)
−
(
λ−111
x(x2 − wy)
m
+ λ−112
(x2 − wy)y
m
)
(e(1) ⊗ e(2) + e(2) ⊗ e(1))
−
(
1 + λ−111
(x2 − wy)y
m
+ λ−112
(x2 − wy)z
m
)
e(2) ⊗ e(2),
where m = detM = xz − y2. The curvature of corresponding Levi-Civita bimodule con-
nection:
R∇e
(1) =
(
(λ−111y + λ
−1
12z)(λ
−1
21w + λ
−1
22x)− (λ−111x+ λ−112y)(λ−121x+ λ−122y)
)
e121
+
(
(λ−111y + λ
−1
12z)(−λ−111w + λ−122y) + (λ−111x+ λ−112y)(λ−111x− λ−122z)
)
e122,
R∇e
(2) =
(
(λ−121x+ λ
−1
22y)(λ
−1
11w − λ−122y)− (λ−121w + λ−112y)(λ−111x− λ−122z)
)
e121
+
(
(λ−111x+ λ
−1
12y)(λ
−1
21x+ λ
−1
22y)− (λ−111y + λ−112z)(λ−121w + λ−122x)
)
e122,
where eijk are shorthands for e(i) ∧ e(j) ⊗ e(k) for all i, j, k = 1, 2.
The canonical choice (i.e. x = 1, y = 0, z = 1, w = 0) of bicovariant quantum Levi-Civita
bimodule connection is given as follows.
∇Le(1) =− λ−112e(1) ⊗ e(1) − λ−111(e(1) ⊗ e(2) + e(2) ⊗ e(1))− λ−112e(2) ⊗ e(2)
∇Le(2) =− λ−122e(1) ⊗ e(1) − λ−121(e(1) ⊗ e(2) + e(2) ⊗ e(1))− λ−122e(2) ⊗ e(2),
σL(e(1) ⊗ e(1)) = (1 + λ−112)e(1) ⊗ e(1) + λ−111(e(1) ⊗ e(2) + e(2) ⊗ e(1)) + λ−112e(2) ⊗ e(2),
σL(e(2) ⊗ e(1)) = λ−122e(1) ⊗ e(1) + λ−121(e(1) ⊗ e(2) + e(2) ⊗ e(1)) + e(1) ⊗ e(2) + λ−122e(2) ⊗ e(2),
σL(e(1) ⊗ e(2)) = −λ−122e(1) ⊗ e(1) − (2 + λ−112)(e(1) ⊗ e(2) + e(2) ⊗ e(1)) + e(2) ⊗ e(1)
− λ−122e(2) ⊗ e(2),
σL(e(2) ⊗ e(2)) = −(2 + λ−112)e(1) ⊗ e(1) − λ−111(e(1) ⊗ e(2) + e(2) ⊗ e(1))
− (1 + λ−112)e(2) ⊗ e(2).
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The curvature of this canonical bicovariant quantum Levi-Civita bimodule connection is
R∇e
(1) = λ−112(λ
−1
22 − λ−111)e(1) ∧ e(2) ⊗ e(1) + λ−111(λ−111 − λ−122)e(1) ∧ e(2) ⊗ e(2)
R∇e
(2) = λ−122(λ
−1
22 − λ−111)e(1) ∧ e(2) ⊗ e(1) + λ−112(λ−111 − λ−122)e(1) ∧ e(2) ⊗ e(2).
Obviously, this canonical bimodule connection is flat when λ11 = λ22.
Remark 4.16. For M not being invertible, i.e. xz = y2, the simplest case is M = 0, i.e.
x = y = z = 0. In this case, a1 =
(
λ−111w+1
λ−121w
)
, b1 =
(
0
0
)
, c1 =
(
0
0
)
. Then (4.21) (or (4.13)
where ∂λij = 0) reduces to w(λ
−1
11w + 2) = 0.
(i) If w = 0, we know a1 =
(
1
0
)
and thus
∇L = 0, σL(e(i) ⊗ e(1)) = e(1) ⊗ e(i),
and σL(e(i)⊗e(2)) = −δi1e(1)⊗e(2)+ai2e(1)⊗e(1)+bi2(e(1)⊗e(2)+e(2)⊗e(1))+ci2e(2)⊗e(2)
for arbitrary constants ai2, bi2, ci2 (i = 1, 2). Clearly, R∇ = 0 as ∇L = 0.
(ii) As λ−111 6= 0, or λ22 6= 0, there is another solution w = − 2λ−111 . In this case
∇L(e(1)) = 0, ∇L(e(2)) = −2λ21
λ22
e(1) ⊗ e(1),
σL(e(1) ⊗ e(1)) = e(1) ⊗ e(2), σL(e(2) ⊗ e(1)) = 2λ21
λ22
e(1) ⊗ e(1) + e(1) ⊗ e(2).
While σ(e(i)⊗e(2)) = −δi1e(1)⊗e(2)+ai2e(1)⊗e(1)+bi2(e(1)⊗e(2)+e(2)⊗e(1))+ci2e(2)⊗e(2)
for arbitrary constants ai2, bi2, ci2 (i = 1, 2).
These are some illustrative examples of bicovariant quantum Levi-Civita bimodule con-
nections in this degenerate case.
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