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Abstract
Digitisation projects preserve and make available vast quantities of historical text. Among
these, newspapers are an invaluable resource for the study of human culture and history.
Article segmentation identifies each region in a digitised newspaper page that contains
an article. Digital humanities, information retrieval (ir), and natural language processing
(nlp) applications over digitised archives improve access to text and allow automatic in-
formation extraction. The lack of article segmentation impedes these applications.
We contribute a thorough review of the existing approaches to article segmentation. Our
analysis reveals divergent interpretations of the task, and inconsistent and often ambiguously
defined evaluation metrics, making comparisons between systems challenging.
We solve these issues by contributing a detailed task definition that examines the nuances
and intricacies of article segmentation that are not immediately apparent. We provide
practical guidelines on handling borderline cases and devise a new evaluation framework
that allows insightful comparison of existing and future approaches.
Our review also reveals that the lack of large datasets hinders meaningful evaluation
and limits machine learning approaches. We solve these problems by contributing a distant
supervision method for generating large datasets for article segmentation. We manually
annotate a portion of our dataset and show that our method produces article segmentations
over characters nearly as well as costly human annotators.
We reimplement the seminal textual approach to article segmentation (Aiello and
Pegoretti, 2006) and show that it does not generalise well when evaluated on a large dataset.
We contribute a framework for textual article segmentation that divides the task into two
distinct phases: block representation and clustering. We propose several techniques for
block representation and contribute a novel highly-compressed semantic representation
called similarity embeddings. We evaluate and compare different clustering techniques, and
innovatively apply label propagation (Zhu and Ghahramani, 2002) to spread headline labels
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to similar blocks. Our similarity embeddings and label propagation approach substantially
outperforms Aiello and Pegoretti but still falls short of human performance.
Exploring visual approaches to article segmentation, we reimplement and analyse the
state-of-the-art Bansal et al. (2014) approach. We contribute an innovative 2d Markov
model approach that captures reading order dependencies and reduces the structured
labelling problem to a Markov chain that we decode with Viterbi (1967). Our approach
substantially outperforms Bansal et al., achieves accuracy as good as human annotators,
and establishes a new state of the art in article segmentation.
Our task definition, evaluation framework, and distant supervision dataset will en-
courage progress in the task of article segmentation. Our state-of-the-art textual and
visual approaches will allow sophisticated ir and nlp applications over digitised newspaper
archives, supporting research in the digital humanities.
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1 Introduction
Writing systems are conventions for symbolically representing verbal communication. These
representations are called text. In contrast to verbal communication, written text provides a
storable means of communication that transcends the original speaker and listener.
Writing allows expressiveness in dimensions not available to the linear utterances of
spoken language, allowing writers to make choices about the layout of text. Constraints
of the physical media often directed these decisions, and conventions evolved as writing
systems evolved. When humans formed clay into regular shapes, they inscribed text in
lines. Ink on papyrus and later wood-pulp paper allowed more condensed layouts, while
the printing press imposed other constraints, often favouring smaller blocks of text.
The advent of modern computing was pivotal in the evolution of writing. While ink,
papyrus and wood-pulp paper were iterative innovations, and the printing press allowed
text to proliferate, modern computing fundamentally changed how text is produced, stored
and transferred. Text no longer needs to be represented in constrained physical forms; it
can now be represented digitally.
The majority of text in the 21st century is produced and stored digitally. However, a
significant portion of recorded human history exists only in physical form, dispersed among
libraries, museums and private collections. These historical texts include large quantities of
manuscripts, printed books and periodicals, such as magazines and newspapers.
The original purpose of these historical texts varied widely — accounting, news dissem-
ination, direct communication, art and entertainment. To future generations, the availability
of these texts has a profound impact on the understanding of human culture and history.
1
2 Chapter 1. Introduction
1.1 Digitisation
The value of historical text has led to many digitisation efforts, achieving the goals of
preservation and improved access. Digitised documents aremore durable than their physical
counterparts and can be transmitted across the globe instantly. This enables international
collaboration and study of artefacts without risking wear to valuable originals.
The first digital library, Project Gutenberg,1 is a volunteer effort that began in 1971 to
digitise and archive public-domain books. More recently, both industry and government
projects are making large-scale digitisation efforts.
The Google Books project (Google, 2004) aims to digitise the 130 million books they
estimate to have been published (Taycher, 2010) in order to improve access through search.
Similarly, the Google News Archive (Soni, 2008) was a project that endeavoured to di-
gitise vast newspaper archives from partnering newspaper publishers, providing a single
searchable online archive.
The Improving Access to Text (impact) project (Balk and Ploeger, 2009) is a collabora-
tion of European libraries, research institutions, and industry. impact was established to
address the challenges that face many digital libraries, including lack of institutional expert-
ise, high costs, and unsatisfactory automatic text recognition. impact aims to remove these
barriers by sharing expertise and furthering innovation in optical character recognition,
document analysis, and language technology for processing historical documents.
Trove (Holley, 2010) is an online archive developed by the National Library of Australia
to provide access to content from over 1000 libraries, museums and other organisations
across Australia. The National Library partners with these organisations to digitise and
store newspapers, journals and books in Trove. As of February 2019, the archive contains
over 450 million works, the most substantial portion of which are digitised newspapers.2
These projects and many more aspire to deliver ready access to valuable historical texts
for current and future generations.
1https://www.gutenberg.org/
2https://trove.nla.gov.au/system/counts
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1.2 Digital humanities
Digital humanities is an interdisciplinary field that applies digital technology to traditional
humanities disciplines such as literature, history, and philosophy. Access to digitised histor-
ical texts is imperative for the digital humanities. The earliest work in the digital humanities
was by Roberto Busa, who in 1949 began a collaborative effort with ibm to create an index of
the writings of Thomas Aquinas (described in Burdick et al., 2012). Busa used mainframe
computers to automate tasks such as searching, sorting, and counting, allowing researchers
to analyse text on a scale that was unthinkable at the time.
Information retrieval (ir) is the field concerned with developing techniques for identi-
fying material in large unstructured collections that satisfy an information need (Manning
et al., 2009). ir systems are usually built on top of large digitised archives to help users re-
trieve documents of interest, often with keyword-based search interfaces. Natural language
processing (nlp) is a sub-field of artificial intelligence focused on enabling computers to
process and understand human languages (Manning and Schütze, 1999). nlp techniques
can be used to both improve ir systems as well as analyse large collections of documents to
extract structured information automatically.
In the digital humanities, there is growing interest in applying ir and nlp techniques to
navigate and analyse archives of historical text (Piotrowski, 2012; Kim andCassidy, 2015). ir
and nlp techniques are reasonably successful for digitised books. However, applying optical
character recognition to digitise documents with complex layouts, such as newspapers, does
not yield the individual, error-free documents expected by ir and nlp systems.
nlp tasks, such as named entity linking (Bunescu and Pasca, 2006), rely heavily on
context statistics (Hachey et al., 2013). Historical archives often treat whole newspaper
pages of randomly collocated articles, advertisements, and other text, as single documents.
This makes context statistics, and thus many nlp tasks, very unreliable, despite allowing
satisfactory recall-oriented keyword information retrieval. nlp is also particularly sensitive
to noise from even state-of-the-art optical character recognition systems.
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1.3 Article segmentation
Historical newspapers are a valuable record of culture and history. Due to the regularity with
which they are created, newspapers comprise a substantial portion of historical archives.
Historical newspapers contain diverse types of content, each of which useful depending
on the intended goal. Birth, death and marriage announcements facilitate the study of
genealogy, providing the necessary evidence for tracing lineage. Advertisements in historical
newspapers are useful in the study of how product marketing evolved over time.
It is the news articles that interest most people exploring historical newspapers. Articles
are of particular importance to historians and researchers as they provide numerous detailed
accounts of events as both primary and secondary sources. Therefore being able to identify
individual articles within newspaper pages, i.e. having article segmentation, is crucial.
Digitisation projects address article segmentation to various degrees: most do not
perform any article segmentation; some use simple rule-based approaches that do not
generalise (e.g. Google News, Chaudhury et al., 2009); and others rely on expensive manual
zoning by humans (e.g. Trove, Neilson, 2010).
In addition to impairing ir and nlp, the lack of article segmentation also impairs human
exploration of newspaper archives. Existing digitisation interfaces often only allow keyword-
based search, returning pages that match a query. Allowing users to explore archives at the
article level rather than page level increases the likelihood that they will discover relevant
information, as it minimises the noise returned in response to their query.
This thesis defines the task of article segmentation as a natural language and image
processing task for dividing digitised newspapers into articles, while ignoring non-article
content, such as advertisements and structural content. Although articles can contain
images, for our task definition, we are only interested in textual content.
Figure 1.1 shows an example of a digitised page fromThe Sydney Morning Herald, a
prominent Australian newspaper publication. This page contains seven individual articles,
several advertisements, as well as structural content including the title of the publication,
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Figure 1.1: A scanned image of a newspaper page containing seven articles. The superim-
posed colour indicates the correct article segmentation. Only textual content is coloured as
our definition of the task ignores images (see Chapter 4). Page 3 of the smh, 1988-03-12.
6 Chapter 1. Introduction
the date and the page number. The colour superimposed on the text indicates the correct
article segmentation.
1.4 Contributions
In Chapter 2, we review the digitisation pipeline, from acquisition through character re-
cognition. We describe the document analysis process, including geometric and logical
layout analysis, and how article segmentation relates to these existing tasks. We examine
the barriers hindering the application of nlp on noisy digitised historical text. We show
why sophisticated nlp tasks such as named entity linking, which are extremely valuable
over large historical archives, cannot be performed accurately without article segmentation.
We provide a thorough review of the existing approaches to article segmentation in
Chapter 3. We contribute a categorisation of the approaches according to their use of text
and/or visual features, as well as human-crafted rules versus machine learning. We describe
each of the approaches in detail, noting the limitations of each.
We conclude in Chapter 3 that there are several significant problems impeding progress
in article segmentation. The lack of a well-defined task has significantly hindered progress
in article segmentation since it was first explored by Gatos et al. (1999). The task is largely
an empirical one. However, without a clear definition and evaluation framework, progress
cannot be accurately gauged, as approaches can differ in their interpretation of the problem.
The metrics reported by various approaches are not consistent, further complicating the
ability to conduct meaningful comparisons.
We solve these problems in Chapter 4. We clearly define the article segmentation task,
examining the intricacies and nuances of the task that are not immediately apparent, and
provide pragmatic guidelines on how each case should be handled. We contribute a new
evaluation framework that uses common clustering metrics to allow accurate comparison
and insight into existing and future approaches. We also provide an explicit definition of
two commonly used metrics that are ambiguously defined in the literature.
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In Chapter 5, we address another factor hindering progress and widespread attention to
article segmentation. Large datasets for article segmentation are difficult to obtain because
they are costly to manually create. The lack of large datasets limits meaningful evaluations
and hinders training of machine learning algorithms. We develop a distant supervision
approach, utilising two views of Sydney Morning Herald newspapers, to automatically
create a dataset of 3 097 broadsheet pages segmented into 10 230 articles. We manually
annotate a portion of this data to show that our approach achieves quality almost as good
as manual human annotation.
In Chapter 6, we explore textual approaches to the article segmentation task. We
reimplement and analyse the seminal text-based approach (Aiello and Pegoretti, 2006)
using our task definition and large dataset. We propose a new approach that frames the
problem as a clustering task, allowing application of existing clustering techniques. We also
contribute a new technique for semantically representing the text blocks on a newspaper
page using an artificial neural network, further improving on our clustering approach. We
evaluate and compare our new textual approach to Aiello and Pegoretti, and show that it
achieves significantly greater performance, but still falls short of human performance.
Understanding the limitations in purely textual approaches, we look at visual approaches
in Chapter 7. We reimplement and analyse the state-of-the-art visual approach (Bansal
et al., 2014) using our task definition and large dataset. We provide insight into why this
method does not achieve high accuracy. We contribute an innovative approach with a two-
dimensional Markov model that successfully captures important dependencies between
blocks in order to simplify the structured labelling problem. Our novel approach sub-
stantially outperforms Bansal et al., reaching similar accuracy to human annotators and
establishing a new state of the art.
Finally, in Chapter 8, we conclude this thesis with an exploration of the potential future
work in article segmentation. We propose potential improvements to both our textual and
visual approaches, as well as discuss the potential of building hybrid models that combine
textual and visual features. Our task definition, dataset, and two state-of-the-art systems
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will drive progress in article segmentation. These contributions will increase the value
of historical newspaper archives and enable the application of sophisticated ir and nlp
techniques in digital humanities research.
1.4.1 Publications arising from this thesis
Parts of this thesis have been reported in conference proceedings. The two-dimensional
Markov model approach to article segmentation described in Chapter 7, as well as material
from Chapters 4 and 5 describing the task and dataset, appear in:
A. Naoum, J. Nothman, and J. R. Curran, 2019. Article segmentation in digitised news-
papers with a 2D Markov model. In Proceedings of the 15th International Conference
on Document Analysis and Recognition, ICDAR ’19, pages 1007–1014.
2 Background
Digitised historical archives have significant roles in fields such as the digital humanities (dh).
Automatic processing is imperative to allowing large-scale exploration and understanding
of these vast archives. Information retrieval (ir) systems allow users to search and broadly
identify relevant documents. Natural language processing (nlp) techniques, such as named
entity recognition, can be applied to improve textual ir, as well as create systems that
automatically extract structured information from digitised documents. Both ir and nlp
are being applied increasingly in the dh to help analyse large historical archives.
In this chapter, we examine nlp in the dh, and focus on named entity linking (nel) as
an example task. We show why the lack of article segmentation in digitised newspapers is a
significant problem to nel, preventing the application of this useful technique in the dh.
Next, we look at the concept of noisy text and how it affects ir and nlp in digitised
documents. We describe the common types of noise, and we devise a categorisation based
on the sources of error. We review some of the recent work in nlp that attempts to overcome
the challenges posed by noisy text.
We dissect the digitisation pipeline, describing in detail the acquisition, image pro-
cessing, layout analysis and character recognition steps. We focus on layout analysis to
show how it differs from article segmentation. We highlight how the biennial page segment-
ation competitions at the International Conference of Document Analysis and Recognition
(icdar) have greatly aided in advancing approaches in layout analysis. Finally, we show
where article segmentation fits into the existing digitisation pipeline.
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2.1 Natural language processing
Natural language processing is a subfield of artificial intelligence that is concerned with the
computer processing and analysis of natural languages. Unlike formal languages, which
have been constructed for specific applications, natural languages are conventions of com-
munication that evolved naturally in humans. While humans produce and understand
natural languages instinctively, computer processing of natural languages is very challenging
due to their complexity and ambiguity.
2.1.1 nlp in the digital humanities
A popular nlp task is named entity recognition (ner), which involves identifying named
entities in text and classifying them into predetermined categories, such as people, organ-
isations, locations, or events. In the digital humanities, ner is often applied over historical
archives to improve information retrieval as well as enable automatic information extraction.
Byrne (2007) undertakes ner on a large cultural heritage archive with the goal of
producing a large graph of structured information. The graph would include entities and
relationships between pairs of these entities.
Grover et al. (2008) describe and evaluate their system for ner in digitised records of
British parliamentary proceedings. The goal of their system was to extract named entities
to improve the indexing of documents within the collection and thus improve search.
Kim and Cassidy (2015) apply ner over digitised text from the National Library of
Australia’s Trove archives. The goal of their systemwas to create a dataset linking a predefined
list of people to newspaper articles in which they were mentioned. Kim and Cassidy
analysed the results of queries for former Australian prime ministers, with predictable
spikes occurring at times coinciding with their elections. They noticed an additional spike
in the occurrences of Joseph Lyons at a time decades before he was elected.
Kim and Cassidy were encountering the problem of name ambiguity, where different
entities can share the same name. To overcome this, Kim and Cassidy had to disambiguate
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mentions of Joseph Lyons. Utilising the manually annotated article segmentation within
Trove, they created vector representations of mentions of Joseph Lyons that considered
the surrounding words in each article. These vectors were then clustered to identify the
different people with the same name.
Name ambiguity is addressed in the nlp task of named entity linking.
2.1.2 Named entity linking
Named entity linking (nel) is an nlp task of resolving mentions of entities in text to their
respective entries in a knowledge base, commonly Wikipedia. For example, in the sentence
Last week, a poll found that the former Liberal Party leader, John Howard, is
regarded as the best Australian prime minister in the past 25 years.
two entities are mentioned; the Liberal Party, and John Howard, which could be linked to
the Wikipedia pages Liberal Party of Australia and John Howard.
This example highlights the two problems that named entity linking must overcome;
synonymy and ambiguity. Synonymy is where one entity has many names. For example, the
Liberal Party of Australiamay be referred to as simply the Liberal Party; or JohnHowardmay
be referred to asMr Howard, or Honest John. Figure 2.1a shows a graphical representation
of the problem of synonymy. The document contains multiple different mentions referring
to the same entity in the knowledge base.
As discussed in the previous section, ambiguity is where one name may refer to many
entities. In the above sentence, John Howard could refer to John Howard, the former Prime
Minister of Australia, or it could refer to John Howard, the Australian actor. Reading the
excerpt, it would be simple for a human to discern that the discourse regards Australian
politics, and hence John Howard is more likely referring to the former Prime Minister.
Figure 2.1b shows a graphical representation of the problem of ambiguity. Here, a single
mention in the document could be referring to one of two different entities in the knowledge
base. The nel system must decide to which entity the mention is actually referring.
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(a) Synonymy: entities can be referred to by different mention texts.
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(b) Ambiguity: multiple entities can be referred to by the same mention text.
Figure 2.1: Named entity linking must overcome synonymy and ambiguity.
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Figure 2.2: Context is used to disambiguate named entity mentions.
nel systems make use of the context surrounding an entity mention combined with the
information provided within candidate knowledge base entries to correctly disambiguate
entity mentions. By comparing the above sentence with the two candidate Wikipedia pages
in Figure 2.2, we see that the original mention text has more in common with theWikipedia
page for the former Prime Minister than the page for the actor. The presence of the Liberal
Party in both the mention text and the Wikipedia page provides the compelling evidence.
Named entity linking is a vital tool in the study of people, places, organisations, and
events in large historical archives. These historical archives often contain millions of pages.
Searching for entities using keyword-based matches will return numerous results which the
end-user will have to filter through to determine which are actually relevant. Users also
need to perform several searches with different keywords containing alternate names for
the same entities. In effect, the user must manually disambiguate and determine synonyms
for entities of interest. Building nel systems to automatically perform these tasks is vital to
save time and effort, and increase the impact of these large historical archives.
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2.1.3 nel approaches
Hachey et al. (2013) propose a framework for describing nel systems that divides systems
into three distinct components: extractor, searcher, and disambiguator.
Extractor The extractor detects and prepares named entity mentions in source docu-
ments. When mention strings are supplied as part of a query — such as in the Text Analysis
Conferences (McNamee et al., 2010)— some systems perform no additional mention extrac-
tion. Other systems perform canonicalisation of mention strings, coreference resolution,
acronym expansion, etc. (Varma et al., 2009). When no mention strings are provided in
queries, systems typically apply ner to identify mention strings (Cucerzan, 2007).
Searcher The searcher generates a set of candidate knowledge base entities for a mention
query. These typically involve an exact lookup of an entity’s name in the knowledge base.
Additional sets of aliases derived fromWikipedia or other knowledge bases can be queried
to improve recall (Bunescu and Pasca, 2006). For example, aliases for entities can be derived
from redirect pages — pages that redirect to another article. Another common source of
aliases are the titles that appear onWikipedia disambiguation pages— pages that list articles
that have similar, ambiguous, titles.
Disambiguator The disambiguator selects the best candidate knowledge base entity for a
mention. This is framed as a ranking problem over the candidates generated by the searcher.
Candidates are typically ranked using a similarity metric between a representation of the
candidate knowledge base node and the context surrounding the mention query (Bunescu
and Pasca, 2006; Cucerzan, 2007; Varma et al., 2009).
2.1.4 nel challenges in digitised documents
There are two noteworthy attributes common among nel systems: the reliance upon
document context and the assumption of error-free text.
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The disambiguation phase of the majority of nel systems assume the context of mention
queries can be used to rank candidate entities. Treating an entire page of digitised newspaper
text, containing many individual articles along with advertisements and other structural
content, as a single document greatly reduces the effectiveness of the context used to rank
candidates. Consider an example of a newspaper page featuring an article about former
prime minister John Howard, as well as other unrelated articles mentioning Australian
actors. The context statistics used by the disambiguator for a mention of John Howard
would be greatly skewed by these other articles. nel cannot be performed effectively on
digitised newspapers without article segmentation.
Due to its abundance, most of the existing work in nel has concentrated on linking
modern digital-born news text. However, digitised historical newspaper text is not the
error-free text that nel systems are expecting. The search phase of nel systems assume an
exact match for a mention query exists or can be derived somewhere in their knowledge
bases. The errors present in digitised text, called noisy text, prevent these exact matches.
2.2 Noisy text
A significant challenge in building information retrieval systems and applying natural
language processing techniques to historical archives is noisy text. Noisy text is text which
deviates from its original, intended or correct, form (Subramaniam et al., 2009).
The use of the word noise in describing noisy text originates from the signal processing
field, where it refers to unwanted modifications to a signal being transmitted. This is
analogous to noise in the regular sense of theword, which describes an unwanted, unpleasant
or disruptive sound. For example, when having a conversation with someone in a loud
environment, the voice of the person you are trying to hear is the signal, while the unwanted
sounds are the noise.
We categorise noisy text by the source of errors: production errors, processing errors,
and conversion errors.
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Production errors are unintentional errors introduced into text as it was being produced.
For example, typographic, spelling and grammatical errors. These are prevalent in the
unedited text that appears on websites, blogs, emails, social media, and other informal
settings. In newspaper text, this type of error is relatively rare, as these texts typically go
through a rigorous editing process before publication.
Processing errors are as a result of human or computer processing of text that they do
not perfectly understand. This classification of noise is dependant on the interpreter of
the text. What may be considered noisy input for nlp may not be considered noisy when
interpreted by humans. For example, digitised historical newspapers may use old forms
of language that would be considered noisy text to an nlp model developed for modern
newspaper text. The same text could be considered clean or noisy to a human depending
on their understanding of the language used.
Conversion errors result from an imperfect conversion process when a textual represent-
ation is produced from another medium. In contrast to processing errors, conversion errors
produce text that is universally considered noisy. For example, the text within digitised
documents produced using optical character recognition (ocr) often contains many errors
due to incorrectly recognised and missing characters.
We also consider incomplete or imperfectmetadata preservation conversion errors. In
the digitisation of a newspaper page, article segmentation is metadata and is necessary for a
faithful representation of the text. Another example of metadata in digitised text is font
size. Text that is produced without accurate font size is noisy because it does not contain
the required metadata to reproduce the text or convey the intended purpose of the text.
Similarly, an automatic speech recognition (asr) system can produce conversion-error
noisy text when it incorrectly recognises spoken words, or does not insert punctuation and
capitalisation accurately. An asr system can also produce metadata noise, for example,
when the system does not distinguish between multiple speakers in a conversation.
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2.2.1 Processing noisy text
ir and nlp for informal text, such as social media, must handle production-error and
processing-error noise. ir and nlp for digitised text, such as historical newspapers, has to
consider all three sources of noise. We discuss the digitisation process and why noise can
be so prevalent in ocr text later in this chapter (Section 2.3).
Below we review some of the recent work in applying common nlp tasks, such as named
entity recognition and machine translation, to noisy sources of text.
nlp in noisy informal text
Minkov et al. (2005) present two methods for improving the performance of named entity
recognition of people in informal text — various email corpora extracted from the cspace
email corpus (Kraut et al., 2004) and the Enron corpus (Klimt and Yang, 2004). Their
analysis of the highly-weighted features in their conditional random field model (Lafferty
et al., 2001) showed that names in informal text have different, less informative, types of
contextual evidence. For example formal name titles such asMr andMs, as well as job titles
and other pronominal modifiers such as President and Judge were highly weighted in a
typical news dataset, while most of the important features in the email dataset are related to
email-specific structure and metadata, much of which was corpus specific. For example,
quoted excerpts from other email messages would often be prefixed with from author name.
Locke and Martin (2009) were the first to evaluate ner performance on Twitter posts.
They compared the performance of a named entity classifier on conll 2003 shared task
data (Tjong Kim Sang and De Meulder, 2003) and Twitter posts. They achieved 85.72%
𝐹1 measure on the conll data, while only 31.05% on the Twitter dataset, highlighting the
great disparity between performance on clean news text and noisy text when using a model
trained only on clean text.
Ritter et al. (2011) analyse various stages of the nlp pipeline on Twitter messages. By
manually annotating 800 tweets and retraining a part-of-speech (pos) tagger, they are able
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to reduce error by 41% compared to the Stanford pos tagger (Toutanova et al., 2003). By
training the individual components of the nlp pipeline with domain specific data, Ritter
et al. were reducing the processing error type of noise.
nlp in noisy ocr text
Miller et al. (2000) were the first to analyse the effects of noisy ocr text on named entity
recognition performance. In their paper, they evaluate a hiddenMarkovmodel (hmm, Baum
and Petrie, 1966) for named entity extraction applied to news text with artificially introduced
noise. They printed digital documents, scanned the physical copies, and applied ocr to
produce four versions of the same text with varying error rates. Miller et al. demonstrated
that the 𝐹1 measure of the hmm ner model decreases linearly as the word error rate (wer)
increases. They also showed that increasing the number of training examples increases the
performance of their ner model, regardless of the wer.
Packer et al. (2010) extract person names from digitised historical documents with
relevance to genealogy and family history research. Their analysis noted that word order
errors and lost page formatting played a bigger role in poor extraction performance than
character recognition errors.
Chen et al. (2015a) explore both ner and machine translation in digitised handwritten
Arabic documents. They note that the poor sentence boundaries in the ocr output from
handwritten Arabic posed significant problems for both ner andmachine translation. Chen
et al. (2015a) developed a conditional random field based sentence boundary detector to
address the issue.
Jean-Caurant et al. (2017) introduce a technique for post-ocr lexicographical-based
named-entity correction. They produce a graph of named entities and compute edit-distance
similarities and contextual similarities between nodes. They then cluster the graph to
identify entities that are the same. They generated a simulated dataset by converting text
into images, adding visual noise, then processing the images with the ABBYY FineReader
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ocr system. By analysing the reduction in word error rate on their post-processed text,
they indirectly calculate that their method corrected 37% of the named entities.
In summary, nlp models trained on clean news text are sensitive to noise, and errors
in nlp pipelines compound. To better handle noisy sources of text, nlp models should be
trained with domain-specific data. Furthermore, nlp on noisy ocr text struggles more
because of the lack of structural information than because of word error rates. Therefore
more emphasis needs to be placed on extracting structural information during digitisation.
2.3 Digitisation
Digitisation is the process of taking a physical document or document representation and
transferring it into a faithful digital (i.e. computer-readable) representation. The ideal goal
is to preserve all of the information contained within the physical document. This achieves
the goal of preservation, as physical documents deteriorate over time. It also achieves the
goal of improved access, as digital documents can be quickly retrieved from archives and
returned to a user, without them having to be in the same physical location as the document.
Digitisation is necessary to allow sophisticated computer processing of documents.
In the digitisation pipeline, we highlight four key steps: acquisition, image processing,
layout analysis, and character recognition. Figure 2.3 shows the output of each of these steps.
Each of these steps present unique challenges. Since the output of each step forms the input
to the next step, errors early in the process compound and can significantly impact the
faithfulness of the final output.
2.3.1 Optical character recognition
The term optical character recognition (ocr) typically refers to the combined steps of image
processing, layout analysis, and character recognition. The most popular open-source ocr
engine is Tesseract (Smith, 2007). It was developed by Hewlett-Packard between 1984
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and 1994, and open-sourced in 2005. It continues to see widespread use due to ongoing
development efforts sponsored by Google since 2006 (Vincent, 2006).
Tafti et al. (2016) showed that commercial ocr engines, such as ABBYY FineReader,1
outperform, and are less sensitive to the quality of input documents than Tesseract. In
large-scale digitisation projects, commercial tools, such as those produced by ABBYY, are
typically favoured due to the support offered and improved digitisation output.
2.3.2 Acquisition
The first step in digitisation is to acquire images of documents. Documents can be hand-
written, printed, or microfiche — a scaled-down representation of a document on film,
popular in the preservation of historical newspapers. These physical forms of documents
are converted into digital forms using image scanners or digital cameras (Doermann et al.,
2003). Deteriorated paper and microfiche, bleed through, faded text, and distorted scans
are significant challenges in this step (Arlitsch and Herbert, 2004).
2.3.3 Image processing
After a document image has been acquired, these images need to be processed before
further steps in the digitisation pipeline. The key steps of image processing are binarisation,
enhancement, and normalisation (Gatos, 2014).
Images are usually acquired in greyscale or colour. In an 8-bit greyscale image, each
pixel is represented as a number between 0 and 255 indicating intensity of light. Colour
images have multiple numbers for each pixel, each representing intensity of light of a certain
colour. Binarisation is the conversion of greyscale or colour images into a binary image
— one that only has two possible values for each pixel. This significantly reduces storage
requirements, improves legibility of text, and improves the performance of layout analysis
and recognition. Approaches to binarisation are typically threshold based, with global
1https://www.abbyy.com/finereader
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China  keen
on Qld 
spaceport
By ROBERT THOMSON,
Herald Corespondent
    BEIJING,  Tuesday:  China  is 
very  interested  in  using  the 
proposed  spaceport  in  northern 
Queensland  for  commercial  sat-
ellite  launches,  the  Minister  for 
Industry,  Technology  and  Com-
merce, Senator Button, said here.
    Chinese  officials  are  well 
briefed about plans for the centre 
on the Cape York Peninsula, and 
apparently  think  it  would  com-
lement their plans to use the Long 
March III  rocket  for  commercial 
satellite launches.
    Senator  Button  said  the  Aus-
tralian  site  close  to  the  equator 
appeals  to  the  Chinese,  whose 
own   launch    facility   in   the 
south-west  of  the  country  is 
unable  to  put  satellites  in  the 
equatorial orbit desired by launch 
customers.
    And  by  using  a  base  in 
Australia, the Chinese, who have 
grand  plans  for  their  space 
industry,  could  get  around 
restrictions  on  technology  trans-
fers  to  communist  countries  that 
would limit  the sophistication of 
Western satellites they are able to 
launch from their own base.
    “They  see  immense  advan-
tages for their satellite program in 
having  a  launch  closer  to  the 
equator  than  they  are  presently 
able to do.” Senator Button said. 
“Launching closer to the equator 
means  that  your  satellite  has  a 
longer life.”
    China has  signed several  pre-
liminary  agreements  for  the 
launch of satellites for American 
and European companies, but has 
not finalised dates.
    Senator  Button,  who  is  in 
Beijing  for  a  joint  ministerial 
economic  commission  meeting, 
said  two  feasibility   studies  for 
the  spaceport  were  to  be  deliv-
ered in coming months.
    The  Senate  is  investigating 
whether  the  Americans  violated 
the Constitution by desecrating a 
national historical shrine, and is 
trying to establish just who gave 
the gold-diggers a permit to tear 
apart the old walled city and on 
whose authority.
    Manila  police  said  today  they 
may  charge  the  Americans  with 
murder  over  the  death  of  three 
workmen  who  were  buried  alive 
late last month. The police believe 
the  Americans  were  reckless  and 
did not take adequate precautions 
to protect the labourers.
    Dr  McDougald  claims,  how-
ever,  that  the  men  died  in  an 
Egyptian-style  “sand  trap” 
designed to protect the gold from 
looters.  Their  deaths  could  not 
have been anticipated, he says.
    The  dig  leader,  a  self-styled 
Indiana  Jones,  has  stopped  his 
daily  press  briefings  and  guided 
tours  of  the  dig  site.  Sources, 
however,  say  the  Americans  are 
still excavating in secret at night.
    Dr McDougald claims that the 
Japanese occupation forces buried 
a  fabulous  fortune  of  gold  bul-
lion,  jewellery  and  money  — 
known  locally  as  the  Yamashita 
Treasure  —  inside  the  walled 
city’s  torture  chamber when they 
fled the Philippines at the end of 
World War II.
    The treasure hunt has become a 
political  scandal,  splitting  the 
Aquino Government, which stands 
to keep 75 per cent of any treasure 
recovered.
    While  the  Senate  has  ordered 
the site closed on several previous 
occasions,  President  Aquino 
allowed digging to continue until 
the  weekend  and  provided  the 
Americans  with  guards  from her 
own Presidential Security Force.
    Several local newspaper colum-
nists  today  demanded  a  “presi-
dential explanation”.
    One questioned the wisdom of 
relying  on  a  team  of  foreign 
treasure  hunters  to  miraculously 
cure the country’s ailing economy.
    Another said that damage done 
to the old walled city could never 
be repaired and that large sections 
were now in danger of collapsing.
    MANILA,  Tuesday:  Four  US 
treasure hunters who promised the 
Philippines enough gold to repay 
its  entire  foreign debt  have been 
banned from leaving the  country 
and may be charged with murder 
over the death of three workmen 
who were buried alive during their 
excavation.
    The  Senate  has  closed  the 
excavation  site  inside  an  ancient 
torture  chamber  within  the  walls 
of Manila’s 17th century Spanish 
city, one week after the dig leader, 
Dr  Charles  McDougald,  confi-
dently  announced  that  he  was 
within  15  days  of  hitting  a 
legendary  $A280  billion  gold 
cache.
Dr  McDougald  …  Egyption 
“sand trap” killed workers.
By LOUISE WILLIAMS,
Herald Corespondent
PHILIPPINES
Gold-diggers  may  be 
charged  with  murder
Character
Recognition
Article
Segmentation
Physical media (microfilm) Scanned greyscale image Processed binary image
Digitised text
Visual
approaches
Textual approaches
Figure 2.3: The digitisation pipeline and where article segmentation fits in. Excerpt from
the smh 1988-03-09, p. 19.
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thresholding (Otsu, 1979), local thresholding (Gatos et al., 2006) and hybrid approaches
(Tseng and Lee, 2008).
Image enhancement aims to improve image quality by improving contrast and back-
ground uniformity, removing noise in image backgrounds, and reducing bleed through.
Lack of contrast can make it difficult to distinguish between text and background pixels.
Images that have been scanned with an illumination source can often have non-uniform
background intensity. Leung et al. (2005), Likforman-Sulem et al. (2011), and Nomura
et al. (2009) discuss techniques for improving image contrast and background uniformity.
Techniques for removing bleed through in document images include those that have access
to the reverse side of the page (non-blind, e.g. Dubois and Pathak, 2001), and those that do
not have access to the reverse side (blind, e.g. Kim et al., 2002).
Image normalisation determines page orientation and de-skews images. The orientation
of document images is not known implicitly and must be determined so that lines of text
are horizontal.2 This involves detection of portrait or landscape orientation and is typically
accomplished using projection histograms (such as Le et al., 1994) or counting black-to-
white transitions (such as Yin, 2001).
Additionally, scanning or digital photography can capture skewed images if the imaging
sensor is not perfectly parallel to the physical document. Approaches to correct image skew
include using projection profiles (Baird, 1995), Hough transformations (Amin and Fischer,
2000), and nearest-neighbour clusterings (Lu and Tan, 2003).
2.3.4 Layout analysis
Before text can be recognised within a document image, the layout of the image must first
be analysed. The main goal is to separate the image into regions that contain text and those
that do not, so that optical character recognition does not attempt to recognise characters
in non-text regions such as photographs.
2This applies to English text. In some other languages, lines of text need to be oriented vertically.
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A document image consists of physical regions, for example, text blocks, horizontal and
vertical rules, or graphics. In layout analysis, a document image is decomposed into its
component regions and the functional roles of these regions is analysed (Namboodiri and
Jain, 2007). The distinction between the geometric layout analysis and the logical layout
analysis was introduced by Haralick (1994).
Geometric layout analysis, or page segmentation, splits a document image into homo-
geneous regions, each containing the same type of data. For example, a homogeneous text
region would only contain text of similar font, font size and line width. Regions typically
span multiple lines and paragraphs, but do not span more than a single column of text,
Geometric layout analysis also includes the classification of regions into types such as text
or graphics.
Logical layout analysis labels geometric zones into logical units by their function (e.g.
headline, paragraph, etc). Logical layout analysis can also include determining the relation-
ship between these logical units, such as reading order. Figure 2.3 shows an example of
the differences between geometric and logical layout analysis, with text segments further
categorised into headline, byline, and body text in the logical segmentation.
Newspapers, magazines and brochures have complex layouts due to the placement of
figures, titles and captions. While a human can use cues such as context, conventions, and
reading order, it is challenging to develop algorithms for automatic layout analysis.
Geometric layout has been widely explored (Shafait et al., 2008), and two broad cat-
egories of algorithms exist, bottom-up and top-down (Paaß and Konya, 2012). Bottom up
algorithms start with the smallest component of a document image, a pixel, and merge these
smaller components until the required regions are identified. On the other hand, top-down
approaches begin with the entire document image and repeatedly split the image until the
regions are found. Some methods have been proposed that are a hybrid approach.
Lam et al. (1990) were the first to attempt geometric layout analysis on newspaper images.
Their technique involved an analysis of the connected components within a digitised image.
A connected component in an image is a group of contiguous pixels. Lam et al. classified
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(a) Source image, binarised. (b) Picture regions. (c) Text regions.
Figure 2.4: Bloomberg (1991) page segmentation uses a series of image morphology opera-
tions at various resolutions to segment images. Page 19 of the smh, 1988-03-09.
regions of the image as either text or images using rules based on the shape and size of
connected components.
2.3.5 Morphology-based segmentation
One of the seminal methods for page segmentation was by Bloomberg (1991), whose
approach is used in the software library Leptonica, which is still used by the leading open-
source ocr engine, Tesseract. The method uses image morphology operations across a
variety of image resolutions to separate text regions from picture regions. For example,
Figure 2.4a shows a binarised image that we have processed with Bloomberg’s page seg-
mentation method. The extracted picture regions are in Figure 2.4b and the extracted text
regions are in Figure 2.4c.
Image morphology transforms a binary image using a structuring element — a small
binary image — and some operation (Haralick et al., 1987). The structuring element is
transposed over the source image and the output is created depending on how these two
images interact. The two fundamental operations are erosion and dilation.
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(a) Source (b) Eroded (c) Dilated
(d) Structuring element (e) Opened (f) Closed
Figure 2.5: Image morphology operations on a character-sized excerpt. This illustration is
enlarged, with each grey box representing a pixel.
In an erosion, the structuring element is transposed over the source and the output pixels
are only set where the structuring element completely fits in the source image. Consider an
erosion of Figure 2.5a with the structuring element in Figure 2.5d. This 3 × 3 structuring
element would only fit in the source element in the places indicated in Figure 2.5b.
In a dilation, the structuring element is transposed over the source and the output pixels
are set where the structuring element has any overlap with the source image. Consider
dilation of Figure 2.5a with the structuring element in Figure 2.5d. This 3 × 3 structuring
element overlaps with the source image in the places indicated in Figure 2.5c.
Erosions and dilations are combined in different orders to define the operators opening
and closing. In an opening, an image is first eroded, then dilated. This has the effect of only
keeping portions of the image that are at least the same size of the structuring element.
For example, an opening of Figure 2.5a with the 3 × 3 structuring element would result in
Figure 2.5e — only areas that are the same size of the structuring element have been kept.
In a closing, an image is first dilated, then eroded. This has the effect of removing
background portions of the image that are at most the same size of the structuring element
For example, a closing of Figure 2.5a with the 3 × 3 structuring element would result in
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Figure 2.5f — background portions of the image smaller than or equal to the size of the
structuring element have been removed.
Formally, erosion, ⊖, and dilation, ⊕, are defined as:
𝐴 ⊖ 𝐵 = ⋂
𝑏∈𝐵
𝐴−𝑏 (2.1)
𝐴 ⊕ 𝐵 = ⋃
𝑏∈𝐵
𝐴𝑏 (2.2)
where 𝐴 is the binary image, 𝐵 is the structuring element, and 𝐴𝑏 is the translation of 𝐴
along the pixel vector 𝑏. Using these, opening, ∘, and closing, •, are defined as:
𝐴 ∘ 𝐵 = (𝐴 ⊖ 𝐵) ⊕ 𝐵 (2.3)
𝐴 • 𝐵 = (𝐴 ⊕ 𝐵) ⊖ 𝐵 (2.4)
Figure 2.6 shows an example with a paragraph that is 650 × 650 pixels in dimensions
(a), and a structuring element (d) of size 10 × 10 is used for each operation. Intuitively,
erosion has the effect of removing blocks in the image that are smaller than the structuring
element (b). Dilation has the effect of growing all blocks so that they are at least the size of
the structuring element (c). Opening (e) has removed the lines of text in the body, while
closing (f) has merged many of the words to form connected components.
2.3.6 icdar page segmentation competitions
Since 2001, the biennial icdar conference has hosted a page segmentation competition.
The competitions have evaluated systems over many types of documents, and the difficulty
of the competition has generally increased, with documents becoming more deteriorated
or complex in layout.
The first competition (Gatos et al., 2001) provided a dataset of newspaper images which
were to be segmented by participants’ systems. The 24 images were from Greek and English
newspapers which spanned from 1900–1950. Three systems were submitted for evaluation,
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(a) Source (b) Eroded (c) Dilated
(d) Structuring element (e) Opened (f) Closed
Figure 2.6: Image morphology operations on a paragraph-sized excerpt. Excerpt from the
smh 1988-03-09, p. 19.
two of which were bottom-up approaches and the third top-down. The systems were
evaluated in terms of a global performance metric introduced by the shared task, the
newspaper segmentation metric. This metric combined the detection rates and region
accuracies, which in turn were metrics calculated according to the intersection of pixels
in the ground-truth segmentations and the predicted segmentations. The three systems
achieved newspaper segmentation metrics between 25.4% and 38.7%.
The next four competitions (Antonacopoulos et al., 2003, 2005, 2007, 2009) continued
to address the need for objective evaluation of page segmentation algorithms. Rather than
evaluating over only newspaper documents, they used datasets containing a wider variety
of document image types. These included technical articles, memos, faxes, magazine pages,
and advertisements.
Antonacopoulos et al. (2011) was the first competition to use the scenario driven in-
depth performance evaluation for layout analysis (Clausner et al., 2011b). This method
breaks down the evaluation into five distinct types:
Merger segmentations that overlap more than one ground-truth region;
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Split ground truth regions that are overlapped by multiple regions;
Miss/partial-miss ground-truth regions not/not completely overlapped;
False detection segmentations that do not appear in the ground-truth); and
Misclassification a mismatch between ground-truth and predicted segment type.
These error types are reported individually and combined into an overall success rate
according to different evaluation profiles, each containing different weights for each type of
error. Merge errors were most prominent among the systems, comprising approximately
50% of all errors. The competition also focused on historical documents, with the dataset
comprising 100 pages of various types (books, newspapers, journals, legal documents).
The icdar 2013 competition (Antonacopoulos et al., 2013) used historical newspapers as
the evaluation dataset for the task of layout analysis. The dataset contained 50 representative
newspaper pages obtained from a larger dataset of 147,000 pages from the impact project3
and ground truths were manually created. Each of the five systems were evaluated according
to the method outlined by Clausner et al. (2011b). The five systems were also compared
with an open-source system (Tesseract) as well as a leading commercial system (ABBYY
FineReader Engine 10). Both external systemswere evaluated out of the boxwith no training.
The five systems followed a similar bottom-up approach. The ocr-scenario evaluation
profile success rates of each submitted system ranged between 81.4% and 85.2%, while the
commercial ABBYY system achieved 80.3% and the open-source Tesseract 53.3%.
The 2015 and 2017 competitions (Antonacopoulos et al., 2015; Clausner et al., 2017)
evaluated the layout analysis algorithms on contemporary documents with complex layouts.
2.3.7 Recent work in layout analysis
The icdar page segmentation competitions have been quite successful in furthering progress
in state-of-the-art page segmentation. The combination of a well-defined task, large datasets,
and consistent evaluation have enabled meaningful progress to be accurately gauged over
3http://www.impact-project.eu/
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a long period of time. Methods continue to be published in the literature, even outside
the context of the competitions, indicating the task is still popular, and not yet solved for
complex documents.
Rangoni et al. (2012) propose a method for labelling logical structures in document
images (logical layout analysis) using a dynamic perceptive neural network. Their system
utilises the output of geometric layout analysis and the output of ocr, combining geometric,
morphological and semantic information to apply logical labels. It also considers the context
in the labels of surrounding blocks using several cycles of recognition and correction. The
work by Rangoni et al. highlights how semantic information from recognised text can be
a useful input to logical layout analysis and how an iterative approach can incorporate
contextual information to improve the accuracy of logical labels.
Zirari et al. (2013) present an efficient method to separate the textual and non-textual
components of a document image. Their approach models the document image as a graph:
nodes in the graph are pixels and edges are added for pixels that are connected. Each
connected component (i.e. each connected subgraph) is classified as either textual or non-
textual by analysing the size and alignment of connected components. Zirari et al. assume
that textual regions contain aligned components of very similar size (characters), while
non-textual regions contain components of varying size and alignment. They evaluated
their approach on two datasets, the uw-iii and icdar 2009 page segmentation competition
datasets. Zirari et al. showed their method to perform better than the previous state-of-the-
art approach by Bukhari et al. (2010), demonstrating that efficient rule-based systems can
outperform machine learning approaches.
Wei et al. (2013) compare three different classifiers — support vector machines (svm),
multilayer perceptrons (mlp), and Gaussian mixture models (gmm) — for the task of page
segmentation of historical document images. Pixels are classified into one of four categories:
periphery, background, text and decoration (e.g. historiated initials). The features for
classification include pixel coordinates, rgb colour values, and minimum/maximum pixel
values within horizontal and vertical neighbourhoods. Wei et al. evaluate the three classifiers
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and a combined classifier on three datasets of historical manuscripts containing 127 pages
in total. The svm, mlp, and gmm achieved accuracies of 91.86%, 92.64% and 85.63%
respectively over the combined datasets. The combined classifier took the majority vote
label from each of the three classifiers and achieved an accuracy of 92.43%. The svm and
mlp performed better than the gmm across all datasets, and the mlp classifier outperformed
all models, including the combined approach. Wei et al. offer useful insight into the types
of features and models that work well for pixel classification segmentation approaches.
However, the poor performance in classifying decorative pixels suggests improvements are
needed to handle graphical content.
Chen et al. (2015b) propose a solution for page segmentation in historical handwritten
documents. They also treat the problem as a pixel classification task, with the same output
labels as Wei et al. (2013). However, instead of relying on hand-crafted features, Chen
et al. use a convolutional autoencoder (Hinton and Salakhutdinov, 2006) to learn feature
representations automatically. They use these features to train an svm classifier and evaluate
the performance of their system on the same three datasets as Wei et al. (2013). Chen et al.
show that learning feature representations using a convolutional autoencoder performs
substantially better than hand-crafted approaches such as those used in Wei et al. (2013).
Wei et al. (2017) explore using deep learning to fine tune features for document layout
analysis. As in Chen et al. (2015b), Wei et al. use stacked autoencoders to learn input
features for classification. However, Wei et al. also employ fine tuning to adjust the weights
of the encoder layers of the network to the specific task of pixel classification for page
segmentation. They compare the features generated by the stacked autoencoders with and
without fine tuning using a feature selection method. Wei et al. showed that fine tuning
features resulted in higher accuracy in pixel classification. However, most of the features,
fine tuned or not, were redundant, and the earlier autoencoders layers tended to have more
useful features. Wei et al. highlight the shortcomings of features learned using deep neural
networks and demonstrate the value of fine tuning such features for specific tasks.
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Melinda et al. (2017) propose a system for document layout analysis in newspapers
using multi-Gaussian fitting. They fit a selected number of Gaussians to the histogram
of connected component heights in a binarised image. Melinda et al. manually select the
number of Gaussians according to the expected number of categories for components
(e.g. body text, titles, graphics). The result is a set of split points to distinguish connected
components into their respective categories. A limitation of this approach is that it requires
manual selection of the number of Gaussians — newspaper pages that contain varying font
sizes could cause this technique to fail.
Chen et al. (2017) present a system for page segmentation of handwritten historical
document images that utilises a convolutional neural network (cnn) to classify each pixel on
a page according to its type. In contrast to previous cnn approaches to page segmentation,
Chen et al. propose a shallow cnn consisting of only a single convolutional layer. They
evaluate their approach on the same datasets as in Chen et al. (2015b), and the same four
output labels: periphery, background, text and decoration. Chen et al. show their simple
cnn to outperform substantially more complicated network architectures.
Průša and Fujiyoshi (2017) propose a top-down method for document layout analysis
using two-dimensional context-free grammars. They used pdf documents with words and
images as terminal entities, obtaining words by merging adjoining characters with the same
font and size. They manually create a two-dimensional grammar to describe a document
image with two types of rules: horizontal and vertical. The grammar also requires spatial
constraints. They detail a top-down parsing algorithm that can build a derivation tree over
the set of terminal elements. Průša and Fujiyoshi argue that their 2d grammar is sufficiently
expressive to encapsulate the structure of pdf documents. However, they do not detail the
domain of the documents they use in their experiments. Therefore, it is not clear how well
their approach would generalise to other document types such as newspapers.
Alhéritière et al. (2017) propose a method for page segmentation that, instead of rely-
ing on pixel-based segmentation, analyses the line segments from which each connected
component is composed. They classify connected components as either text, separators or
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images, based on the lengths and orientations of their composite line segments. Alhéritière
et al. evaluate their approach using the icdar 2009 page segmentation competition dataset,
showing their approach to be superior to a previous state of the art method (Felhi et al.,
2014). However, a limitation of Alhéritière et al.’s approach is that the thresholds used to
distinguish segment types have to be manually tuned for a given dataset.
2.3.8 Character recognition
Character recognition is the final stage in the digitisation pipeline. This step takes in each of
the textual segments that have been identified in layout analysis, and attempts to determine
which characters are present in the region. In order to do this, character recognition must
further segment the text regions identified in layout analysis into lines, words, and individual
glyphs (Nobile and Suen, 2014). Once individual glyphs are identified, features are extracted
to reduce the dimensionality of the glyph representation. These feature representations are
then compared against a pre-trained model to identify the closest matching character. In
recent years, character recognition has been reshaped by deep learning, providing enhanced
ways of extracting features and greatly improving the performance of character recognition
(Liu et al., 2018).
Usually the language of the document is known and provided as input to the recognition
software. However, documents containingmultiple languages present a difficult challenge in
script identification (Pal, 2014). Handwritten documents also pose challenges to recognition
due to touching or intersecting characters, extraneous strokes, ambiguous characters and
low-quality images (Tulyakov and Govindaraju, 2014).
Once individual characters are recognised, words are reconstructed. White space
between characters is analysed to estimate word boundaries, and typically word-level
language models are employed to find the optimal word sequence (Fink, 2014, Ch. 6).
Character-level language models can also be used to correct character recognition errors
(Tong and Evans, 1996).
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Being at the end of the digitisation pipeline, the text produced tends to be high in noise,
as any errors in the earlier steps have compounded.
2.3.9 Storage
Avariety ofmachine-readable formats are used to store digitised documents. mets and alto
are complementary xml standards maintained by the US Library of Congress (Belaid et al.,
2007), and are commonly used to represent digitised documents in digital libraries. mets,
the Metadata Encoding and Transmission Standard, describes the encoding of metadata
pertaining to digital works, such as books, magazines and newspapers, as well as non-
printed media such as videos and audio files. This metadata includes information about
the work, such as the title, author, year of publication, etc., as well as physical and logical
structural information of the entire work, such as the location of pages, chapters, articles,
etc. The mets file of a work will usually contain references to many alto files. An alto file
(Analysed Layout and Text Object file) contains the content within individual pages of the
work. In a digitised document, this includes recognised text and image objects. alto files
can also include text block and line segmentation, as well as annotations over the text, such
as the location of named entities.
The hocr format is an open standard designed to produce both a machine readable and
a user viewable html file in a single unified format (Breuel, 2007). It has a limited ability to
label the logical structure of elements, with the allowed markup mostly pertaining to books
and magazines. hocr is a common output format of open-source ocr engines.
The page format (Pletschacher and Antonacopoulos, 2010) is a single xml representa-
tion that contains information on image characteristics, document layout and structure,
as well as digitised text. One of the main goals of the format was the ability to store the
output of intermediate steps in the digitisation process that might not be required in the
final digitised documents. This was desired to allow performance evaluation of the output
of these intermediate steps. page has seen increased use since it was adopted by the icdar
page segmentation competitions.
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2.4 Article Segmentation
Article segmentation refers to the process of identifying each region of a newspaper page
that contains a news article. Approaches are diverse and can operate on different units of a
digitised page.
Most article segmentation approaches utilise the output of layout analysis to group
blocks that belong to the same article. Other approaches group pixels that belong to the
same article. It is also possible for approaches to utilise the output of character recognition
to group characters that belong to the same article.
Since approaches can act on units other than blocks, article segmentation should be
considered a separate process to logical layout analysis. Therefore, we place article segment-
ation after character recognition in the digitisation pipeline. This location accommodates
all approaches, including those that group pixels, blocks, and characters.
The level of layout analysis assumed by approaches that operate on blocks differs widely.
Some assume only geometric layout analysis, with blocks classified as either text or graphics,
while others assume some logical layout analysis has identified headline and paragraph
blocks. Logical layout analysis is well researched in newspapers, and since we consider it
separate from article segmentation, either of these approaches is reasonable.
We describe the existing work on article segmentation in detail in the next chapter.
2.4.1 Related tasks
Article segmentation has many similarities to text segmentation (Hearst, 1994; Utiyama
and Isahara, 2001; Brants et al., 2002), the task of dividing linear sequences of text into
cohesive segments (like the individual stories in newswire). Article segmentation extends
this to a second geometric dimension, as there is no implicit ordering of characters on a
page in which to identify topic or article boundaries. While text segmentation requires cuts
along a linear sequence of text to identify topic boundaries, article segmentation requires
these cuts in two dimensions.
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Web page segmentation typically involves distinguishing content from navigation, head-
ers, footers, advertisements, etc. (Yesilada, 2011). Unlike newspapers, when web pages
contain multiple cohesive segments, they typically appear in a linear sequence. For example,
in blogs, forums or social media, individual posts are typically located one below the other,
unlike in digitised newspapers in which there is no implicit ordering of news stories. In web
page segmentation, dom elements can provide structural cues that enable identification of
content boundaries (Adelberg, 1998). Early work in web page segmentation used visual
approaches in conjunction with text-based approaches (Cai et al., 2003), while recent work
has also utilised linguistic knowledge (Gali et al., 2017).
2.5 Summary
There is growing interest to apply information retrieval and natural language processing
systems in the digital humanities to help explore and analyse vast historical archives. The
lack of article segmentation limits the potential of many ir and nlp techniques, such as
named entity linking. nel allows valuable structured information to be extracted from
these archives automatically, but cannot function without accurate article boundaries.
In addition to the lack of article segmentation, the noise produced in the digitisation
process poses unique challenges for ir and nlp systems to overcome. In this chapter, we
devised a categorisation of noisy text according to the source of errors: production errors are
unintentional errors introduced during creation, processing errors result from mismatched
inputs and models, and conversion errors result from imperfect conversion processes. We
noted that digitised documents contain all three types of noise.
We examined the digitisation pipeline, describing in detail the acquisition, image pro-
cessing, layout analysis, and character recognition subtasks. We made careful consideration
in placing article segmentation within this pipeline, noting that approaches are diverse. Art-
icle segmentation provides a combination of rich linguistic evidence with two-dimensional
visual cues and constraints from the scanned image. Therefore, it is a separate task to layout
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analysis and needs to occur after character recognition, as the recognised text can underpin
article segmentation techniques.
We discuss the existing approaches to article segmentation in the next chapter.
3 Existing approaches
In the previous chapter, we explained why article segmentation is needed to enable advanced
analysis, information retrieval (ir) and natural language processing (nlp) techniques. By
examining the digitisation pipeline, we also determined that approaches can group different
units on a digitised page in order to identify articles: pixels, blocks, or characters. For this
reason, we differentiated article segmentation from layout analysis and located it in the
digitisation pipeline after character recognition.
In this chapter, our contribution is a thorough review of the existing work in article
segmentation. For each approach, we identify the units they group to form articles, we
classify the approach as either rule-based or machine learning (ml), and we identify the
types of features they use; visual, textual, or both. We also review the metrics and the
datasets the existing work used for evaluation.
At the end of this chapter, we discuss the limitations in the existing work and propose
solutions to the obstacles hindering progress in article segmentation.
Table 3.1 shows an overview of the approaches we analyse. We mark attributes that
were not specified in the original publication with a (?). Visual approaches use visual or
spatial characteristics of the document image or layout analysis output to segment articles.
Textual approaches instead rely on the ocr output and only use text to determine which
units belong to the same article. Hybrid approaches use a combination of textual and visual
features. Rule-based approaches are identified by their use of hand-crafted rules that group
units to form articles. ml approaches instead use example data to infer a model for article
segmentation. We describe supervised and unsupervised ml in Section 3.2.
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3.1 Rule-based approaches
Rule-based systems require experts to develop hand-crafted rules to filter, prioritise, and
interpret data. These systems can be successful for well-understood data with a consistent
structure. However, they require significant and tedious input from experts with domain-
specific knowledge. This domain-specific knowledge must be encoded as a set of rules that
the system can understand. Rule-based systems are not effective in revealing unknown
patterns in data, nor in generalising to unseen or unexpected data.
In article segmentation, rule-based systems may be developed for a single newspaper
publication from a single era. However, the same systems are typically not effective when
applied to other newspaper publications or periods. This is because the layout conventions
of newspapers differ significantly by publication and period. In large-scale digitisation
efforts, it would be infeasible to manually develop rules for a system to perform article
segmentation on diverse newspaper publications spanning large periods.
Some of the approaches we describe below use machine learning algorithms for the lay-
out analysis on which their article segmentation relies. We still categorise these approaches
as rule-based, as the article segmentation itself is rule based.
3.1.1 Visual rule-based approaches
Visual features are attributes extracted from either the unprocessed document image, the
processed document image, or the blocks output from layout analysis. Examples of visual
features are pixel values, the width or height of connected components or blocks, or the
distance between connected components or blocks. The output from ocr containing optical
characteristics, such as font family and font size, are also visual features.
All of the rule-based approaches we discuss below only use visual features.
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Rules to group regions around headlines
Gatos et al. (1999) was the earliest work that explicitly outlined the problem of newspaper
article segmentation and described a rule-based approach to identify and extract articles
from a segmented newspaper page. Additionally, they proposed a new technique for layout
analysis specific to newspaper images that was based on run length smoothing (Wahl
et al., 1982), labelling of regions, and gradual extraction of image components. Gatos et al.
argued that specific properties of newspaper images, such as their haphazard layout and
the proximity of different regions, limited the effectiveness of standard page segmentation
methods. Lines, images, white space separators, text and title blocks were each extracted
from a newspaper page one after another.
Gatos et al. describe an article as a single headline and its collection of regions having a
logical type of sub-headline, title, text, picture, caption or reference. The rules they propose
accomplish three goals. The first goal is to determine which regions are used to denote the
separation of articles. For example, among the line regions, some may be used to underline
text regions, while others may be used to separate two different articles. The second goal is
to classify title regions as either headlines or sub-headlines. The third goal their rules seek
to accomplish is to group the regions around a headline into distinct articles.
Gatos et al. developed over 40 rules, but only briefly describe them by listing seven
categories into which they classify the rules:
1. Rules to identify the header area of the page using the longest horizontal line that
exceeds a manually specified length.
2. Rules to separate underlines from separator lines. Lines shorter than some threshold
or directly below a title are considered underlines, while lines below other text regions
are considered separators.
3. Rules to identify white space separators — white rectangular boxes that exceed a
certain height and width threshold.
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4. Rules to identify regions that exist in the border of an article by looking for “special
patterns”. Gatos et al. do not provide examples of what these patterns are.
5. Rules to identify headlines by grouping nearby title regions as well as title and text
regions that appear directly below a separator segment.
6. Rules to identify sub-headlines according to their position relative to the headline.
7. Rules that group regions that belong to the same article. These use the results of the
previous rules to overlay a thin “article separator” on the page to separate articles.
The last set of rules are critical, as these rules are responsible for grouping the regions
that belong to the same article. Apart from stating what the goal of these rules are and what
information they use, Gatos et al. do not provide any explanation as to how this part of
their approach functions. Furthermore, none of the thresholds above are explicitly stated,
so it would not be possible to reimplement this rule-based approach accurately.
Gatos et al. evaluate their approach on a set of 100 pages from the Greek newspaper, To
Vima, with publication dates from 1965 to 1974. They report a segment-level accuracy as
well as an article-level precision and recall. The segment-level accuracy is a measure of the
percentage of regions that are assigned to the correct article. For the article-level precision
and recall, an article is considered correct if all their regions are correctly assigned. Note
that if a single region is misclassified, this will result in two articles being incorrect — the
article that gained the spurious region and the article that is missing the segment. Hence
the article-level metrics are expected to be much lower than the segment-level metrics.
The Gatos et al. rule-based approach achieved a segment-level accuracy of 90.23%,
article-level recall of 75.20%, and article-level precision of 77.15%. Gatos et al. attribute
their low article recall and precision to exceptions in which typesetters did not faithfully
adhere to the page layout format of the newspaper. Gatos et al. do not state if they are
referring to a defined set of page layout guidelines for To Vima, or if they are inferring the
expected page layout.
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This highlights one of the main limitations of rule-based approaches — it is challenging
to develop rules that generalise well and account for the large variability in real-world
datasets. Even when using a single newspaper publication over a 10 year period, Gatos
et al. were not able to construct rules to provide full coverage over their dataset due to
unexpected page layouts.
Extending separators to form a segmentation grid
Palfray et al. (2012) describe a complete digitisation pipeline for processing historical
newspapers, specifically including article extraction. The input to their system is binarised
images, and they output alto and mets files.
The Palfray et al. approach utilises their previous logical layout analysis technique
(Hebert et al., 2011). The logical layout analysis technique labels each pixel with one of
ten logical labels: vertical separator, horizontal separator, title (character, inter-character
or inter-word), text line (character, inter-character or inter-word), noise, and background.
They label entire connected components using the most common pixel-level label of each
connected component.
Using these regions with logical labels, Palfray et al. form a grid over the entire page by
extending vertical separators until they reach either a horizontal separator or title region.
Likewise, they extend horizontal separators and title regions until they reach vertical separ-
ators. The resulting grid forms enclosed boxes, each of which is a potential article. They
assign text lines into the box they most overlap. They remove boxes that do not contain a
title and at least one text zone — their definition of an article unit.
Palfray et al. test their method on a dataset of 42 newspaper images from a French
regional newspaper, Journal de Rouen. They evaluate their results visually as they do not
have ground-truth article segmentation. They reported 194 articles correctly detected out
of 226 articles (85% accuracy). However, it is not clear what constitutes a correct article.
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Palfray et al.’s definition of an article lacks necessary details to consistently handle more
complicated situations, such as those we will describe in Chapter 4. Without such details, it
is difficult to provide a meaningful comparison between this system and others.
They only evaluate their approach on a single newspaper source containing 42 document
images. In the examples shown in their paper, each newspaper page has a rigid column
layout, whereby columns of text are strictly ordered across the entire page. In modern
newspaper pages, articles are columned individually, which would prevent Palfray et al.’s
approach from working. Furthermore, their approach relies heavily on straight horizontal
and vertical separators, which are not always present. Deterioration of microfiche often
renders these image features unreliable (Lemaitre et al., 2008).
Instead of relying on a ground-truth dataset with performance metrics that can be
objectively measured, Palfray et al. relied on a subjective visual method for evaluation,
making their approach very difficult to compare with other systems.
Assigning blocks to the nearest title
Sfikas et al. (2016) propose a new method for page segmentation, logical layout analysis,
and article segmentation in newspapers. For page segmentation and logical layout analysis,
they use a fully Bayesian Gaussian mixture model (fbgmm) (Bishop, 2006, Ch. 10). Their
method of article segmentation is effectively a rule-based approach that relies on their
innovative page segmentation and logical layout analysis.
Their model starts with a scanned newspaper image. The first step is to perform con-
nected components analysis to extract page regions. They use their fbgmmmodel to cluster
each of these regions into either content, title or other. With a second use of the fbgmm,
they automatically cluster adjacent title regions to form headline regions. They follow with
a post-processing step splitting regions that overlap with separators.
Once they have labelled content regions and headlines, they segment the page into
articles by assigning each content region to a single headline. The assignment is made using
a single rule: assign each content region to the nearest headline that appears above the
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Figure 3.1: A newspaper article whose headline is below some of its content. A rule-based
approach that assumed all headlines were above their respective content would not be
effective in extracting this article. Excerpt from the smh 1988-03-08, p. 27.
region. Once they assign each content region to a headline, they merge content regions and
their respective headlines to form article regions.
Sfikas et al. have described a novel technique for layout analysis in newspapers that
includes the assignment of logical labels using an fbgmm model. However, the article
segmentation step of their model is rule-based, assuming headlines are always above article
content. Figure 3.1 shows an article with a headline below much of its content that could
not be correctly segmented using this approach.
Sfikas et al. test their article segmentation system using historical samples from a re-
gional Greek newspaper, Tharros. They selected five representative pages of this newspaper
spanning dates from 1901 to 1989 on which to report results. Their analysis is purely qualit-
ative through the visual inspection of the resulting article regions. Sfikas et al. attribute their
lack of objective evaluation to not having a ground-truth dataset with which to compare
their system’s output. Sfikas et al. do not compare their method to any existing approaches,
so we cannot gauge if this method achieves better results than the existing techniques.
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Segmentation with lines and white space separators
Chathuranga and Ranathunga (2017) present a rule-based approach for combined page
and article segmentation in historical, heavily degraded newspaper images. Their dataset
comprises images from Sinhalese Sri Lankan newspapers from 1950–1975.
Chathuranga and Ranathunga’s segmentation approach is a top-down approach. After
binarisation and de-skewing, their approach consists of 12 rule-based steps:
1. Graphics extraction using image morphology operations.
2. White space separator detection using a Hough transform (Amin and Fischer, 2000)
over background pixels.
3. Column separation using a histogram of the detected vertical white space separators.
4. Left and right margin detection using the first and last vertical white space separators.
5. Calculating the average line height using Hough transformations to detect horizontal
white space separators between lines of text within columns.
6. Text extraction using image morphology operations.
7. Line detection using Hough transformations over foreground pixels.
8. Extension of horizontal and vertical lines to page borders.
9. Header and footer detection by removing rows of pixels that have less than a specified
number of foreground pixels.
10. Merging parallel lines with gaps smaller than the text line height.
11. Recursive flood filling and segmentation — segments are filled such that they do not
cross lines or white space separators.
12. Segment smoothing by removing narrow connected components.
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The result at the end of segmentation is that each remaining segment is considered an article.
In effect, their article segmentation is relying on the rule that articles do not cross lines or
white space separators.
Chathuranga and Ranathunga’s evaluation uses a dataset of 44 newspaper pages contain-
ing a total of 755 articles. This dataset has an unusually high ratio of ∼17 articles per page.
They separated the dataset into two groups: pages containing only lines as article separators
and pages containing either lines or white space as article separators. Precision, recall, and
𝐹1 are reported for each of the datasets as well as the overall dataset. Chathuranga and
Ranathunga do not state what these metrics are computed over, but we infer that they are
computed over pixels, and do not state how these metrics are averaged for each article on
each page. For pages with lines only as article separators, their approach has an 𝐹1 score of
75.94%. For pages with both lines and white space as article separators, they achieved an 𝐹1
score of 69.46%. Over all pages they reported an 𝐹1 score of 72.00%.
The difference in performance between pages that use only lines and those that use both
lines andwhite space highlights that white space separators can be challenging to extract and
do not necessarily denote the separation of articles. The fundamental assumption of their
approach is that either lines or white space separate articles. This assumption relies heavily
on the ability to detect lines, which can often be challenging due to degradation and image
skew. Furthermore, white space separators can be difficult to distinguish from column
separators. This rule-based approach is too rigid to apply across a variety of publications
across different periods.
3.1.2 Textual rule-based approaches
Below we describe work by Mantzaris et al. (2000) to link fragmented articles using textual
content. Although this work is not performing article segmentation, its methods are relevant
to textual approaches. Otherwise, there are no textual rule-based approaches to article
segmentation in the literature.
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Linking fragmented articles
In some newspapers, articles can be split across two or more pages. In these cases, the first
fragment of the article will typically appear with a continuation indicator such as Continues
on page…, indicating where the remaining fragment of the article appears. Similarly, a
reverse continuation indicator, such as Continued from page…, is typically placed at the
beginning of subsequent article fragments.
Mantzaris et al. (2000) describe their approach to linking fragmented articles across
multiple pages using textual content. The approach is relevant to article segmentation, as it
could be applied to match article paragraphs on a single page to identify articles.
Mantzaris et al. used the Gatos et al. (1999) rule-based approach to identify articles on
a page. They identified articles that had been fragmented by a set of rules during layout
analysis to identify continuation indicator regions. Their work assumed that articles had at
most two fragments. This is a realistic assumption as articles are rarely split across more
than two pages.
Mantzaris et al. evaluate three separate methods, all based on textual similarity between
article fragments. The first method compares the titles of two fragmented articles, the
second method compares the title of one fragmented article with the body text of another
fragmented article, and the third method compares the body text of two fragmented articles.
They ranked candidate article continuations according to the textual similarity and
selected the continuation with the highest similarity. Mantzaris et al. found the title to
title matching to be too sensitive to ocr errors, and the relatively short texts were difficult
to match. The body text to body text comparison performed the best and was able to
successfully match 96% of articles across pages.
3.2 Machine learning approaches
In contrast to rule-based systems, which rely on manually-crafted rules to perform a task,
machine learning systems learn how to perform a task through experience. Machine learn-
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ing algorithms can learn through either labelled or unlabelled data in processes called
supervised and unsupervised learning. In supervised learning, a machine learning al-
gorithm is input data with the desired outputs already labelled. Using this data, it builds a
mathematical model to learn a mapping from the input to the desired output. In unsuper-
vised learning, a machine learning algorithm infers structure in unlabelled data. Machine
learning algorithms often generalise more effectively than rule-based approaches and can
identify patterns that are not obvious to humans.
In article segmentation, a supervised learning algorithm would require a set of newspa-
per pages along with a labelling of the articles on those pages. The algorithm would then
build a model of how to perform article segmentation. This model could then be applied to
unseen pages to predict the correct article segmentation. A limitation of supervised learning
algorithms is that they require manually labelled training data, which is time-consuming
and costly to create for article segmentation.
On the other hand, an unsupervisedmachine learning approach for article segmentation
would only require the set of newspaper pages. The algorithm finds structure in the data, for
example by clustering or grouping similar blocks that represent articles. Manually labelled
data is still required to evaluate the effectiveness of unsupervised approaches.
3.2.1 Visual machine learning approaches
Machine learning algorithms use features tomodel the characteristics of input data. The pro-
cess of creating features is called feature engineering and is fundamental to the application
of many types of machine learning.
As we defined for rule-based systems, visual features are attributes extracted from either
the document image or the blocks output from document layout analysis. Examples of
visual features include pixel values, the width or height of connected components or blocks,
the distance between connected components or blocks, font family, and font size.
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Fixed-point model to classify blocks
Bansal et al. (2014) describes both an approach for logical layout analysis (labelling blocks as
headline, sub-headline, body, caption, figure), as well as an approach for article segmentation.
We reimplement and describe in detail the Bansal et al. approach in Chapter 7.
Bansal et al. identify a block’s neighbourhood for contextual features. A block’s neigh-
bourhood are the (multiple) adjacent blocks to the left, right, above and below (but not the
diagonals). Bansal et al. consider neighbours at various depths. Depth=1 neighbours are
directly adjacent. A depth=2 neighbour is a neighbour of a depth=1 neighbour in the same
direction, and so on. We provide a graphical explanation in Chapter 7.
The Bansal et al. approach uses the fixed-point model to classify blocks. The fixed-
point model (Li et al., 2013) approximates global decoding when there are label-dependent
contextual features. That is, each instance’s label depends on the labelling of surrounding
blocks. Computing all possible block labellings over the entire page and selecting the most
likely combination is not computationally feasible. Instead, the fixed-point model uses an
iterative approach to approximate the most likely global labelling. Each block is labelled
using a previous global state to determine the value of label-dependent features. At the end
of each iteration, the global state is updated. This repeats until convergence or an iteration
limit is reached. We describe the algorithms for training and inference in the fixed-point
model in Chapter 7.
For logical layout analysis, Bansal et al. use the fixed-point model to label each geometric
block as aheadline, sub-headline, text-block, caption, orgraphics. For
article segmentation, Bansal et al. assume each article has a single headline block. This
is a reasonable assumption that many approaches make. They process the page for each
headline, labelling every other block on the page as article (belonging to that headline)
or a non-article (belonging to another headline or none). The other headline blocks
have a fixed state of non-article since they must belong to other articles (by the assumption
of a single headline per article). Since a block can be labelled as article for multiple
headlines, it is assigned to the headline with the highest article score.
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Bansal et al. evaluate both their block classifying technique and their article segmentation
technique on a dataset of 45 English newspaper images. Theymanually annotate these pages
to form a ground-truth containing 2 268 blocks and 384 articles. For the block labelling
task, they achieve an overall accuracy of 96.0%. For article segmentation, they report
the article-level accuracy, as done by Gatos et al. (1999), of 76%. They also state that the
block-level accuracy of their article segmentation approach was “around” 90%.
Bansal et al. do not state how scores were averaged over the dataset, nor do they make
comparisons to existing approaches for article segmentation. Nonetheless, they describe
their approach in sufficient detail for us to reimplement and establish a baseline visual
approach in Chapter 7.
Convolutional neural network to segment pixels
Meier et al. (2017) describe their approach to newspaper article segmentation using a
convolutional neural network (cnn). A cnn is a neural network that includes convolution
operations in at least one of its layers (Goodfellow et al., 2016, Ch. 9).
Meier et al. argue that segmenting newspapers into semantically related components
(i.e. articles) allows more complex queries, such as co-occurrence of search terms in the
same semantic context. They highlight that article segmentation is difficult due to varying
layouts across multiple publications and varying types of content intermixed with article
content (such as weather reports, advertisements, etc).
They compare the system they developed with a previously unpublished system de-
veloped by Argus Data Insights (argus). The previous system is also a cnn-based approach
that classifies input pixels into two categories: either belonging to an article, or belonging to
an article boundary.
Meier et al.’s cnn is a fully convolutional network (fcn) that maps the input newspaper
image into a segmentation mask. A segmentation mask is an overlay image in which
connected components belong to the same segmentation unit. A fcn is a convolutional
neural network in which the output layer of the network is the same size as the input layer
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(Shelhamer et al., 2017). This is how they are able to output the full segmentation mask
in one classification step (as opposed to the classification of each individual pixel as their
previous approach does).
They use two input images that are 256 × 256 pixels each. The first is the original image,
while the second is the result of page-segmentation output from ocr (i.e. text, horizontal
and vertical rules are mapped to connected components). Meier et al. experimented with
larger image sizes, but found that doing so did not improve the performance of their model.
Their network is 42 layers deep and details/parameters of each layer are provided in their
paper. Their network is divided into three parts: the first contains several convolutional and
max-pooling layers, the second part consists of the up-scaling layers (as in the fcn paper),
and the final collection of layers are refinement layers to reduce noise in the output.
For evaluation, they use a manually annotated dataset from argus. The dataset consists
of approximately 5 500modern scanned newspaper pages from various Swiss newspapers
from the year 2016. The dataset is partially labelled with only 426 pages being fully labelled
with borders around all articles.
They use the full collection of newspaper pages for training, but delete areas of images
for which there was no annotation. Meier et al. remove images that contain non-rectangular
ground-truth article segmentation, making the task artificially easier. The remaining dataset
was 4135 pages in size, with 80% used for training and 20% for testing. They evenly sampled
pages from both the fully labelled pages and the partially labelled pages.
To compare to their previous implementation, they use two evaluation metrics, both
of which are pixel based. The first evaluation metric they use is the diarisation error rate
(der, Kotti et al., 2008). This metric is primarily used in the task of speaker diarisation —
partitioning an audio stream into homogeneous segments according to the active speaker.
It can be considered a measurement of the fraction of time that is not correctly attributed to
a speaker. In the context of article segmentation, Meier et al. have repurposed the metric to
measure the fraction of pixels that have not been attributed to the correct article segment.
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The second evaluation metric they use is the completeness score, a metric previously
defined by argus. The metric represents the fraction of “almost perfect matches of article
polygons to article labels.” Further details for how this metric is calculated are not provided.
Their test set contained 827 images. However, only 81 of those images were fully labelled.
Instead of devising an evaluation that would have to consider partially labelled ground-
truth segmentation, they report the der and completeness metrics only on the 81 fully
labelled images. Their baseline approach had an average der score of 0.2976 and an average
completeness score of 0.2079. Their new fcn approach achieved an average der score of
0.1378 and an average completeness score of 0.5444.
Meier et al. also compare the running time for both training and classification of indi-
vidual pages between their new fcn system and their previous work. The classification time
of their new approach is 47.6 ms on average, as opposed to the baseline’s 1 655 ms per page
on average. This large difference can be attributed to the fact that the baseline approach
had to classify each pixel. While the classification time is dramatically reduced in their new
approach, the training time significantly increased. Their new approach required 5 hours to
train as opposed to the 1.25 hours required by their baseline. Note that the classification
time of 47.6 ms does not include the page segmentation step to obtain their input images.
Diarisation error rate is an unintuitive metric, and Meier et al. did not adequately define
the completeness score. Without comparisons with other state-of-the-art systems, it is
impossible to determine if Meier et al.’s approach is more effective than existing methods.
3.2.2 Textual machine learning approaches
While visual approaches to article segmentation extract features based on either the docu-
ment image or layout analysis, textual approaches extract features based on the recognised
text. Since recognition occurs after layout analysis, text output from recognition is usu-
ally segmented into individual blocks such as paragraphs or headlines. Recognition also
provides the grouping of individual characters into words, the ordering of words within
blocks, as well as the location of individual characters relative to the document image.
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Examples of textual features include the presence or counts of certain characters or
words within a block. More informative and characterising features can be obtained from
text using ir or nlp techniques.
Segmentation through text clustering
The first textual approach to article segmentation was proposed by Aiello and Pegoretti
(2006). They defined and compared three clustering algorithms for the task of article
clustering. We reimplement and describe in detail the Aiello and Pegoretti approach in
Chapter 6.
Aiello and Pegoretti define the task as a partitioning of the text segments on a page into
disjoint sets (i.e. articles), using only the textual content within each segment. In contrast
to the previous methods, Aiello and Pegoretti do not use any visual or spatial information
in their clustering.
All three of Aiello and Pegoretti’s algorithms extend from a general algorithm that
consists of four steps: indexing, weighting, computing similarity and clustering. We describe
these steps in Chapter 6. Each of the three clustering algorithms starts with a connection
graph. In this graph, each block is represented as a node, and edges are added between
textually similar blocks. Each fully connected sub-graph represents an article.
The first clustering algorithm, the simple clustering algorithm (simple), adds edges to the
connection graph if the cosine similarity between tf–idf weighted word vectors is greater
than a threshold. The comparative clustering algorithm (compare), adds edges iteratively,
instead of all at once as in simple. Starting with nodes that are most similar, edges are only
added between sub-graphs if all the nodes in each sub-graph have a similarity greater than
zero. The agglomerative clustering algorithm (agglom), merges each node/text segment as
edges are added to the graph. Similar to the compare, the agglom adds edges to the most
similar nodes first. However, when an edge is added between two nodes, these nodes are
merged, and their term vectors are merged and the similarity matrix is recomputed after
each iteration.
54 Chapter 3. Existing approaches
Aiello and Pegoretti’s experiments were carried out on 24 pages from a single Italian
regional newspaper, L’Adige. They split this dataset into 12 pages used to determine the
threshold parameter, and 12 pages to evaluate the performance of their approach. These
training and testing datasets contained 72 and 89 articles respectively. They report three
metrics and a combined single metric is used to optimise the threshold used for adding
edges to the connectivity graph. The first two metrics are the precision and recall of the
edges in the output connectivity graph relative to the edges in the ground-truth connectivity
graph. The third metric, called distribution, is the number of articles in the output divided
by the number of articles in the ground-truth. The distribution is inverted if the number of
articles in the output is greater than the number of articles in the ground truth.
All three metrics are combined using a weighted harmonic mean (whm), which is
maximised in order to optimise for the threshold parameter. The whm gives less weight to
the distribution metric and is defined as follows:
whm =
5
2
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +
2
𝑟𝑒𝑐𝑎𝑙𝑙 +
1
𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛
(3.1)
During threshold optimisation, their best result was achieved using the agglom cluster-
ing algorithm (whm75.74%). However, both the simple and compare clustering algorithms
performed similarly, with whm of 73.34% and 73.23% respectively. Aiello and Pegoretti
conduct an analysis of the time complexity of each algorithm and argue that simple gives
the best trade-off between performance and runtime.
Using the thresholds determined for each of the clustering algorithms, Aiello and
Pegoretti compare the algorithms on their test set of 12 pages. The simple clustering
algorithm performed best, with whm of 58.9%. The compare algorithm had a whm of
58.3%, while the agglom had a whm of 56.0%. The disparity between whm from the
threshold optimisation and the evaluation shows that either their dataset was too small
to find a general threshold, or using a fixed threshold parameter cannot generalise well to
unseen newspaper pages.
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This article presents some interesting results, but uses relatively unintuitive metrics. The
percentage of articles that were correctly clustered would be much simpler to calculate and
interpret. We reimplement this approach to establish a textual baseline in Chapter 6.
3.2.3 Hybrid machine learning approaches
Hybrid approaches to article segmentation use a combination of visual and textual features
to characterise input. Refer to Sections 3.2.1 and 3.2.2 for definitions of visual and textual
features, respectively.
Language similarity to train geometric rules
Furmaniak (2007) proposed an approach to learn geometric layout rules using textual
similarity metrics. Their approach starts with a page segmented into text blocks. Furmaniak
designed their textual similarity metric to be suitable for short texts. For each block, 𝑏, a
word-indexed vector, 𝑣𝑏, is computed:
𝑣𝑏𝑤 = log(
𝑁𝑏(𝑤)
𝑁(𝑤)
+ 1)
𝑤∈vocabulary
(3.2)
where 𝑁𝑏(𝑤) is the frequency of word 𝑤 in block 𝑏, and 𝑁(𝑤) is the frequency of word
𝑤 in the entire page. This is effectively a tf–idf weighted word vector, as words that are
unusually common in text segments will have larger values.
For each pair of blocks, 𝑏𝑖 and 𝑏𝑗, Furmaniak determines the similarity of the blocks
based on the cosine similarity of their word vectors:
𝑆 =
𝑣1 ⋅ 𝑣2
‖𝑣1‖‖𝑣2‖
(3.3)
Furmaniak uses similarity scores between blocks to develop training data for a geometric
rule-based decision tree. They collect all pairs of adjacent blocks on a page. Pairs of blocks
with a high similarity score are deemed to belong to the same article. Pairs of blocks with a
low similarity score are deemed to belong to different articles. Pairs of blocks with similarity
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scores between the high and low thresholds are discarded to limit noise. Furmaniak does
not specify the thresholds they used.
For each pair of blocks, they extract a feature vector based on positioning and style
features such as spacing between the blocks, font sizes etc. Using these feature vectors and
the inferred output labels they learn the parameters of the geometric rule-based decision
tree. They use separate geometric models for horizontal pairs of blocks to vertical pairs of
blocks due to the different features used in each of these cases.
Furmaniak evaluates their combined approach on five years of “small” newspapers, but
do not state exactly how many images this is. They claim 100% accuracy is achieved on 81%
of pages, but do not give an overall measure of any metric.
Furmaniak does not detail their thresholds for similarity or their geometric decision
tree, making it infeasible to reproduce their approach. Additionally, they do not provide
overall metrics for their experiments, so we cannot gauge the effectiveness of their approach.
Bipartite graph to determine reading order
Gao et al. (2012) frame the article segmentation problem as the finding of an optimal
mapping of a bipartite graph that represents the reading order of the page. They rely on
determining the reading order first in order to perform article segmentation.
In a bipartite graph, nodes are divided into two disjoint sets of nodes such that edges
only exist between each of the two sets, and no edges exist within the same set of nodes.
Gao et al. model a newspaper page’s blocks as nodes in the graph. Each block appears twice
in the graph — once in each disjoint set of nodes. Each node in the first set represents a
block on the page, while each node in the second set represents the block likely to appear
next in reading order after the connected node in the first set. An optimal mapping is the
bipartite graph in which at most one edge exists for each node. A node without an edge to a
next block indicates the last block of an article.
For example, suppose a newspaper page with four blocks. In Figure 3.2 we see such
a page modelled, whereby each block is represented as a node, A–D, and a copy of each
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Figure 3.2: A graphical representation of the Gao et al. (2012) bipartite graph model for
article segmentation.
block representing a block that is following the previous block in the reading order. In the
first diagram, we see that for a given page with 𝑛 blocks, there are 𝑛(𝑛 − 1) edges in the
graph. Finding an optimal mapping of such a graph would be computationally infeasible
for large values of 𝑛, hence Gao et al. propose to remove edges from the fully connected
graph according to a set of rules. Gao et al. do not describe these rules in detail, but state
that they pertain to layout features.
With the set of edges drastically reduced, Gao et al. add weights to each edge according
to the transition likelihoods between blocks. The score is a combination of textual and
visual scores. The textual score comprises a word transition probability from the last word
of the first block to the first word of the second block, a part-of-speech transition probability
from the last word of the first block to the first word of the second block, as well as a content
similarity comparing word vectors formed from each block. The visual score comprises
a distance between blocks as well as a style similarity score based on style features such
as width, height, font and background. All these scores are combined using a weighted
average using unspecified weights.
Once weights are assigned in the reduced bipartite graph, an optimal mapping is found
using the Hungarian algorithm (Papadimitriou and Steiglitz, 1998, Ch. 11). The optimal
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mapping is one that maximises the total score of the graph considering the edge weights.
Once this optimal mapping is found, the reading order between blocks can be determined
by the edges between nodes in the graph. Remaining edge weights below a threshold are
removed, and, as seen in Figure 3.2, the resulting bipartite graph can have disjoint sets of
blocks. Each disjoint set of blocks is considered an article.
Gao et al. evaluate their method on a dataset of 3 312 pages from 92 different Chinese
newspaper publications. They compare their approach with their reimplementation of the
Aiello and Pegoretti (2006) text-only approach (specific clustering algorithm unspecified)
as well as a simple rule based approach (Chen et al., 2000). Gao et al. report precision and
recall over their dataset, but do not specify over which attribute they are measuring (i.e.
blocks or articles), nor how they average these metrics over their dataset. They report an
average precision of 91% and average recall of 94%, which compared favourably to the 83%
average precision and 81% average recall they report using the Aiello and Pegoretti (2006)
method. The work described by Gao et al. would not be reproducible, with much necessary
detail missing. We contacted the first author in 2016, but were informed that the software
had been sold to a third party, and no additional detail could be provided.
Ant colony optimisation to determine reading order
Gao et al. (2013) use a similar methodology to Gao et al. (2012) in determining reading
order as a precursor to article clustering, but frame the problem as a travelling salesman
problem. Using this model, each block exists as a node in a graph, and the optimal path
through the graph represents the reading order. Each edge in the graph is assigned a weight
according to the score given to a pair of blocks, depending on how likely the two blocks
are to be adjacent in the reading order. Scores are assigned similarly to Gao et al.’s 2012
approach. They use the ant colony optimisation algorithm (Dorigo et al., 2006) to find the
path with the highest weight.
A key difference to their 2012 approach is that to segment the page into articles once
reading order is determined, they use an svm model to classify pairs of blocks in the overall
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block sequence, as determined by the ant colony optimisation step. This model classifies
pairs of blocks as either belonging to the same article or not, according to a number of
stylistic, spatial and textual features. When a pair of blocks in the ordered sequence is
classified as not belonging to the same article, all the previous blocks are deemed to be part
of the same article, and a new article is started. By determining reading order first, Gao et al.
reduce the two-dimensional problem of finding article boundaries to a single dimension.
Gao et al. evaluate their method on the same dataset as in 2012, as well as a smaller
dataset of 42 English newspaper pages from three different publications. They also use the
same evaluation metrics, precision and recall, and explicitly state that these are measured
in terms of the logical units on a page (i.e. blocks). On the Chinese newspaper dataset of
3 312 pages, they report an average precision and recall of 91%, but make no comparison to
their 2012 approach. On the English newspaper dataset of 42 pages, they report an average
precision of 87% and an average recall of 89%.
In this paper, Gao et al. (2013) state that they manually correct the output of each stage
of their system before proceeding to the next stage. Hence the above precision and recall
numbers are evaluated assuming the previous step, reading order determination, has been
completed without error. This is an unrealistic evaluation setting and makes the metrics
reported less meaningful as they rely on perfect reading order determination.
Clustering blocks using combined textual and visual representations
Article segmentation in digital-born newspapers (“e-newspapers”) is explored by Nagalavi
and Hanumanthappa (2017). Unlike digitised newspapers, which the approaches discussed
thus far have been analysing, digital-born newspapers are usually presented in pdf form
containing clean (non-noisy) text, font size and family information, as well text-line seg-
mentation and often paragraph segmentation.
Nagalavi and Hanumanthappa apply logical labels to the blocks contained in their
digital-born newspapers depending on whether they are headlines or body text. They use
font, word, and punctuation features to distinguish the two types of blocks. Nagalavi and
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Hanumanthappa do not state how this model is constructed other than that the weights for
the features were calculated using a set of English newspapers.
Body text blocks are grouped according to both style and textual similarity measures.
Style features include block height, width, font, background, and “other” format properties.
For textual similarity, they use a WordNet-adapted Lesk algorithm (Banerjee and Pedersen,
2002) to extract a tf–idf weighted vector for each text block, and compute a similarity
score between blocks in order to group them together. Nagalavi and Hanumanthappa do
not detail what similarity metric is computed, nor how the style and textual similarities
are combined. Once similarities have been computed, they use the graph-based clustering
approach of Aiello and Pegoretti (2006).
Additionally, Nagalavi and Hanumanthappa use two language models — one word
based, and one part-of-speech based — to determine the reading order of blocks in the
same cluster. Nagalavi and Hanumanthappa do not specify which language model they
used in their implementation.
Nagalavi and Hanumanthappa evaluate their method on a dataset of 25 English news-
paper pages which they claim to be representative of the variations in layout of different
newspaper publications. They graph block-level precision, recall and 𝐹1 for each of the 25
newspaper pages — numbers were not explicitly stated; we had to approximate metrics
from the provided graph. Recall for each page varied from approximately 60% to 100%,
precision from 40% to 100%, and 𝐹1 from 50% to 100%. These metrics reached 100%
because they were calculated on individual pages — Nagalavi and Hanumanthappa did not
provide overall metrics for the 25 page dataset.
While Nagalavi and Hanumanthappa have presented some interesting ideas, they have
not provided the level of detail that would be required to reimplement their system, nor
have they reported any meaningful evaluation metrics with which we would be able to
compare existing and future systems.
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A comparison of text and visual approaches
Zeni and Weldemariam (2017) detail a digitisation pipeline that includes article segmenta-
tion. Although we have categorised this technique as hybrid, it is actually a collection of
four different techniques: text similarity, semantic similarity, colour similarity, and layout
analysis. Their main contributions are using colour as a visual feature, extracting semantics
from text, and directly comparing visual approaches with textual approaches.
They focus on a dataset of English newspapers from sub-Saharan Africa. According to
Zeni and Weldemariam, digital data in many African countries is still sparse, and many
printed newspapers do not have digital counterparts published, making the task of newspa-
per digitisation and article segmentation especially important, even for modern newspapers.
A notable feature of their dataset is that many newspaper pages use colour in either the
foreground or background to distinguish articles.
Their system begins with images of newspaper pages on which they perform ocr and
decompose the page into lines, text, and image elements. They provide little detail about
how this geometric layout analysis occurs, other than stating that they use Tesseract.
Zeni andWeldemariam label the page segments according to their logical type: text areas
as either titles, subtitles, or article parts; images as either article images or advertisement
images; and lines as either horizontal or vertical lines. These labels are applied according to
hand-crafted rules which are not described in the article.
For each of the text similarity, semantic similarity and colour similarity approaches, they
construct an𝑚 × 𝑚 similarity matrix, with each segment on the page having a similarity
score comparing it with every other element on the page. Once the matrix𝑀 is populated,
clustering is performed in order to extract articles. Like with the Aiello and Pegoretti (2006)
approach, the matrix is turned into a graph, with each segment representing a node. Edges
are added between nodes if the similarity score between the two segments is greater than a
threshold. Once all edges are added, each fully-connected subgraph is considered an article.
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Text similarity The text similarity is computed using the cosine similarity of the tf–idf
weighted word vectors of each segment.
Semantic similarity This method utilises ibm’s Alchemy api, a proprietary nlp api that
provides access to ibmWatson (Ferrucci et al., 2010). Using Alchemy, they analyse the text
within segments to identify up to three topics from a taxonomy of 1000 topics. These topic
vectors are used to compute similarity between text segments.
Colour similarity Themotivation for this is that in their dataset, articles are often written
in different colours — either foreground or background. They extract a colour vector which
assigns each of the pixels in a segment to one of the sixteen most frequent colours present
in their dataset. Similarity is computed using the colour vectors.
Layout analysis In addition to the three similarity based approaches, Zeni and Welde-
mariam offer a layout analysis approach that employs a set of five hand-crafted rules to
build a decision tree for segmenting articles. This approach does not use the similarity
matrix and directly generates clustered articles. Essentially, the process assigns text blocks
to the nearest headline above or to the left.
Zeni and Weldemariam have access to a dataset of 5 500 newspaper pages, spanning
from 1960 to 2014. To evaluate their approach, they chose a subset containing 100 pages
from 2014 which they manually annotated. They report the accuracy on each of the four
methods, but do not state how this is computed (i.e. if this is the accuracy of the number of
blocks correctly assigned to an article cluster or if it is the number of articles which have
perfect clustering). Zeni and Weldemariam also do not state how their evaluation handles
non-articles (e.g. advertisements and other structural content).
The text similarity approach had an accuracy of 47%, the semantic similarity approach
53%, the colour similarity approach 52%, and the rule-based layout analysis method 84%.
Zeni and Weldemariam note two primary factors limiting performance of the semantic
similarity approach. Firstly, the ibm Alchemy topic analysis performed poorly with short
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sentences. Secondly, articles with similar topics often occurred on the same page. Since
the document images in their dataset were of modern newspapers, they would be lower in
noise than digitised historical documents. Noise present in older documents would have
further reduced the performance of their nlp techniques.
Zeni and Weldemariam do not compare their approaches with any existing methods,
and due to the proprietary nature of their semantic model, the work is not reproducible.
Furthermore, articles being indicated by colour is an unusual paradigm that is not commonly
seen, and would not be a reliable indicator in larger datasets.
3.3 Shared evaluations
In this section, we review the work that has aimed to mitigate the inconsistent evaluations
of article segmentation approaches. Limited work exists in this area, other than that of
Beretta and Laura (2011).
3.3.1 Evaluation using a connectivity graph
Beretta and Laura (2011) propose an evaluation methodology for newspaper article seg-
mentation. They assume the input of the article segmentation phase is the output of page
segmentation and region labelling with logical labels for each segment. The newspaper page
is then transformed into a graph, with each block on the page forming a node. The goal is
to add edges to the graph such that all nodes belonging to the same article are connected in
the graph, forming a clique.
Beretta and Laura argue that by reversing this reduction of the newspaper article seg-
mentation problem to a graph clustering problem, new approaches for article segmentation
can be built by utilising graph clustering algorithms, with a similarity measure defined
between two blocks on a page to determine if they belong to the same article.
Using this model of the newspaper article clustering task, Beretta and Laura motivate
their choice of evaluation metrics in finding one that favours a clustering of a graph that
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separates dense subgraphs. The two metrics used are coverage (Kannan et al., 2004) and
performance (van Dongen, 2000, Ch. 9). The definition of these metrics are below.
Coverage focuses on intra-cluster density. That is, a metric favouring clusterings in
which most edges of the graph are internal to clusters. Performance focuses on extra-cluster
sparsity. That is, a metric favouring clusterings in which few edges are between clusters.
Given a clustering, 𝐶, of a newspaper page and its ground-truth connectivity graph, 𝐺,
define𝑚(𝐶,𝐺) as the number of edges in𝐺 that, by clustering𝐶, are considered intra-cluster.
That is, the number of edges in 𝐺 that are in the same cluster in 𝐶. Likewise, define𝑚(𝐶,𝐺)
as the number of edges in 𝐺 that, by clustering 𝐶, are considered inter-cluster. That is, the
number of edges in 𝐺 that are across different clusters in 𝐶. Coverage is then defined as:
coverage(𝐶, 𝐺) =
𝑚(𝐶, 𝐺)
𝑚(𝐶, 𝐺) + 𝑚(𝐶, 𝐺)
(3.4)
Performance is a measure of the number of pairs of nodes that are in the correct cluster.
It is defined as:
performance(𝐶, 𝐺) =
|𝑎(𝐺) ∩ 𝑎(𝐶)| + |𝑛(𝐺) ∩ 𝑛(𝐶)|
|𝑎(𝐺)| + |𝑛(𝐺)|
(3.5)
where 𝑎(𝐺) returns pairs of nodes that share an edge in the graph 𝐺, i.e. pairs of adjacent
nodes, and 𝑛(𝐺) returns pairs of nodes that do not share an edge in the graph 𝐺, i.e. pairs
of non-adjacent nodes.
Beretta and Laura intended their evaluation methodology to be widely used and as such
made freely available a dataset of 40 pages for evaluation, its accompanying ground-truth,
and a software tool for performing evaluation. Unfortunately, as of 2018, the url1 provided
in their paper is no longer available. We contacted both authors to obtain a copy of the data
and tool, but were informed by Luigi Laura that the data was likely lost.
As opposed to Aiello and Pegoretti (2006), the method proposed by Beretta and Laura
does not assume the output of the algorithm under test is a connectivity graph. It only relies
1http://www.dis.uniroma1.it/~laura/PEANAI/
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on the end clustering of the algorithm to evaluate, even though it does use edges from a
ground-truth graph. It is not intuitive to evaluate based on the edges in the ground-truth.
For article segmentation, evaluating over nodes is more insightful than evaluating over
edges, since downstream tasks require that the nodes of the graph are in the correct cluster,
not the edges. Furthermore, Beretta and Laura do not discuss how non-article clusters
should be handled, which can be non-trivial since introducing noise into non-article clusters
should be less damaging than introducing noise into article clusters (we discuss this further
in Section 4.3.1).
Another major limitation of this evaluation methodology is that it assumes the article
segmentation is over geometric blocks. However, some article segmentations may be done
over pixels, such as Meier et al. (2017), or over characters. These techniques could not be
evaluated using the Beretta and Laura method.
3.4 Discussion
In this section, we summarise the limitations of existing article segmentation approaches.
We also identify common factors that are hindering progress in article segmentation and
suggest potential solutions.
Many of the article segmentation approaches relied on hand-crafted rules to segment
articles. These rule-based approaches were typically only evaluated over a single newspaper
publication from a single period. Rule-based approaches to article segmentation do not
generalise well as they cannot account for the diversity of newspaper layouts often present
in large historical archives.
The lack of large datasets for article segmentation prevents meaningful evaluations of
approaches. Except for Gao et al. (2012, 2013), all of the approaches were evaluated over
datasets containing 100 pages or less. Evaluations using small datasets are less indicative of
performance than evaluations using large datasets. Some approaches were evaluated on as
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few as five pages. It would be impossible for five pages to be representative of the range of
complex layouts present in large digitisation datasets.
The lack of large datasets also limits the ability to use machine learning algorithms for
article segmentation. Machine learning algorithms require large amounts of data in order
to infer patterns and develop models that generalise well.
The lack of shared datasets for article segmentation prevents meaningful comparisons
between approaches. Each dataset for article segmentation can vary widely in the complexity
of layouts. One dataset may contain newspapers with very complex layouts, while another
may contain newspapers with consistent and straightforward layouts. It is not possible to
compare a low article accuracy on a dataset containing complex layouts with a high article
accuracy on a dataset containing simple layouts and conclude that the second approach is
better. Since every approach we reviewed was evaluated on a distinct dataset, we could not
meaningfully compare the performance of these systems, even when they calculated the
same metrics.
Many of the papers lacked the detail necessary for others to reimplement systems. This
makes it difficult to establish a baseline with which to compare new approaches. The lack
of detail combined with the lack of shared datasets means that published results are not
reproducible and we cannot gauge overall progress in article segmentation.
Some evaluations relied on visual inspection to determine the effectiveness of their
proposed approaches. Visual inspection is an ambiguous way of evaluating and cannot be
reproduced reliably. When approaches were evaluated with objective metrics, the metrics
used were often inconsistent and not well defined. Evaluation using different metrics
or different interpretations of metrics prevents the comparison of approaches. Another
common area that was lacking was how evaluations should consider non-article regions.
The metrics that appeared most were accuracy over blocks and accuracy over articles.
These metrics provide intuitive insight into the performance of approaches. However,
many authors defined novel metrics that were often unintuitive and only applicable to the
evaluation of their approach. For example, Aiello and Pegoretti (2006) defined metrics
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relevant to their graph clustering approach. An approach that did not segment articles
by placing edges in a connectivity graph could not be evaluated with this metric. While
intuitive, block accuracy cannot be calculated for approaches that group pixel or character
units. Evaluation metrics should apply to all approaches.
Many of the approaches blurred the line between layout analysis and article segmenta-
tion, often combining the two separate tasks. As we detailed in Chapter 2, layout analysis
in newspaper pages is well researched, evidenced by the successful page segmentation
competitions at icdar. Article segmentation should build on top of these existing methods,
rather than unnecessarily reproduce layout analysis techniques. Combining layout ana-
lysis and article segmentation also hinders analysis of the individual components. Article
segmentation should be done separately to layout analysis.
Different interpretations of article segmentation further complicate our ability to com-
pare approaches. All of the existing work makes assumptions about what type of content
should be considered an article, as well as what content should be included in each article.
For example, none of the existing work explicitly defines whether or not content such as
cartoons, weather reports, or legal notices should be considered articles. The existing work
often neglects to indicate whether or not figures, captions, or metadata such as continuation
indicators, should be considered part of their related articles. Article segmentation needs a
clear task definition in order to remove these ambiguities.
In our hindered analysis of the existing approaches, visual and hybrid approaches
seemed to perform better than textual approaches. However, most of the textual approaches
did not rely on sophisticated nlp techniques. For example, more compressed semantic
representations of text, such as those attainable through word embedding, could be used to
more effectively cluster blocks. There are numerous opportunities for innovation in this
area, and we explore several in Chapter 6.
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3.5 Summary
Our contribution in this chapter was a thorough review of the existing work in article
segmentation. We identified the units each approach grouped to form articles: pixels,
blocks, or characters. We distinguished approaches that were rule-based from those that
employed machine learning, and we categorised approaches by the types of features used:
visual, textual, or both. We also reviewed the metrics and datasets used to evaluate each
approach. Table 3.1 contains a summary of our findings.
We also contributed a detailed analysis and discussion of the limitations of the existing
work in article segmentation. The lack of a well-defined task has significantly hindered
progress in article segmentation since Gatos et al. (1999) first addressed the problem.
The task is mostly an empirical one. However, without a clear definition and evaluation
framework, progress cannot be accurately gauged, since approaches can differ in their
interpretation of the task. The metrics reported by various approaches were inconsistent, or
inadequately defined, further complicating our ability to conduct comparisons. We solve
these problems in Chapter 4, by carefully and thoroughly defining an article segmentation
task and evaluation framework.
The lack of large datasets has impeded meaningful evaluations, as well as the ability
to apply machine learning algorithms to article segmentation. We solve this problem in
Chapter 5, using a novel distant supervision technique to create a large dataset automatically.
In Chapters 6 and 7 we reimplement and evaluate the Aiello and Pegoretti (2006) textual
and Bansal et al. (2014) visual approaches. Our task definition, evaluation framework, and
large dataset allow us to gain accurate insight from our analysis and develop substantially
improved textual and visual approaches to article segmentation.
4 Article segmentation
The type of content within digitised newspapers is diverse, including advertisements, clas-
sifieds, crosswords, weather forecasts, legal notices, and articles. The value of each type
of content varies according to the reader and their objectives. Article segmentation is
concerned only with identifying the articles that appear in newspapers.
The task of article segmentation is not defined in sufficient detail in the literature, which
limits the utility of comparisons between systems, and hinders progress on this challenging
task. Improvements cannot be accurately gauged as approaches can differ substantially in
their interpretation of the task. Although not immediately apparent, there are numerous
borderline cases and assumptions made when segmenting a newspaper image into articles.
The evaluation metrics used to analyse existing approaches are not consistent. Some
evaluate over pixels, while others over blocks. Some use common statistical measures, such
as precision and recall, while others devise their metrics. Even when two evaluations use
the same metric, the metrics are not well defined and are open to interpretation.
In this chapter, we solve these problems. We examine the intricacies and nuances of
article segmentation and contribute a thorough definition of the task. We provide pragmatic
guidelines on how borderline cases should be handled, and define the overlooked concept
of what constitutes an article. We also contribute a new evaluation framework to allow
accurate insight in the analysis of existing and future approaches. Additionally, we provide
an explicit definition of two common metrics that are ambiguously defined in the literature.
The task paradigm has been successful in fields such as nlp, where task definitions typic-
ally precede rapid innovation and progress, and we hope this carries to article segmentation.
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4.1 Task definition
The primary motivation we present for the article segmentation task is for researchers in
the digital humanities to apply advanced information retrieval (ir) and natural language
processing (ir) techniques taking into account the individual article unit on a newspaper
page. While the primary unit of interest to downstream ir and nlp tasks are typically
words, the atomic units output from ocr are the characters, which are grouped into words.
Therefore, we define the article segmentation task in terms of the recognised characters:
Given the image of a newspaper page, the set of characters that have been
recognised on the page (each including 𝑥 and 𝑦 coordinates relative to the
image dimensions), and a grouping of these characters into words, the goal of
article segmentation is to form a strict partitioning clustering of these characters
such that each resulting cluster represents all text directly associated with an
article. All characters that are not directly associated with an article are placed
into a single non-article cluster.
A strict partitioning clustering is one such that each character belongs to exactly one
cluster. We require a single non-article cluster to collect all characters that do not belong to
any article. While multiple non-article clusters could be created, this would add complexity
as the approach would need to individually determine if each cluster is an article or non-
article, as opposed to collecting all remaining characters that have not been assigned to an
article cluster. Furthermore, if multiple non-article clusters existed, our evaluation would
have to consider how to treat characters placed in incorrect non-article clusters.
The 𝑥 and 𝑦 coordinates relative to the image dimensions, as well as the grouping of
characters into words is provided by the majority of ocr systems. The output of the data we
use in Chapter 5 contained this data in addition to limited font size, and was a large driving
factor in our decision to define the task in this way. While the output of ocr systems can
vary widely, this is the minimum data we would expect from ocr.
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An example of an article segmentation is in Figure 4.1. In (a) we have the source
document image — an image of a newspaper page scanned from microfiche. The image
underwent ocr and the output is shown in (b) — each of the characters has been recog-
nised and the ocr engine outputs the 𝑥 and 𝑦 coordinates of each, allowing the text to be
located (mostly) correctly relative to the source image.1 In (c), we have the correct article
segmentation for this page. The characters are coloured according to the cluster they belong
to. There are seven articles each represented with a distinct colour. The structural content,
advertisements and other non-article text are collected in the non-article cluster, indicated
by the grey characters.
Most commonly in the literature, article segmentation has been defined in terms of
blocks on a page (either text blocks or both text and graphical blocks). The motivation for
this is that article segmentation often occurs after layout analysis in the digitisation pipeline,
and blocks are present as input. However, some approaches perform both layout analysis
and article segmentation in the same step (e.g. Chathuranga and Ranathunga, 2017), while
others do not perform any layout analysis as input to article segmentation (e.g. Meier et al.,
2017). A definition in terms of blocks would exclude these approaches.
By defining the article segmentation task in terms of the characters on a page, we do
not preclude approaches that operate at a pixel or block level. In fact, the approaches we
present in Chapters 6 and 7 operate at the block level. Since the newspaper image is an input
to the task, approaches that operate on a pixel level can disregard the ocr characters for
the article segmentation step. As our definition requires a clustering over characters, this
must be obtained by assigning characters into clusters according to which pixel cluster each
character falls. Likewise, approaches that operate at a block level could obtain a character-
level segmentation by assigning each character within the boundaries of a block into the
same cluster as the encasing block.
While our task definition does not preclude approaches that operate at a pixel or block
level, the reverse is not true. If the task were defined as a clustering of pixels in an image,
1The character locations in our dataset were not perfect, especially for characters with large fonts.
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and an approach to article segmentation operated at the character level, it would not be
possible to obtain a segmentation over all pixels on a page — the only pixels with known
segmentation would be those where characters laid. Likewise if the task were defined as a
clustering of blocks on a page, it would not be straightforward to cluster these blocks based
on the character clustering — blocks may contain characters which belong to different
clusters, and some information must be lost in order to assign each block to a single cluster
in these cases.
We hence consider our task definition to be more general and versatile than those that
define article segmentation in terms of pixels or blocks. Not only does our definition allow
for all three approaches to article segmentation — character based, block based, and pixel
based — defining the task in terms of characters is logical as the primary motivation for
this task is information retrieval and natural language processing, which is concerned only
with the textual content. We are not aware of any downstream tasks that rely on articles
segmented into blocks or pixels.
There are some drawbacks to defining the task in terms of the recognised characters.
If characters are missing in the ocr output, these regions of the page will not be correctly
segmented. The same would apply if we defined the task over blocks — blocks that were
not identified could not be correctly segmented into an article. The only case this does not
apply for is pixels. Since recognition is the last phase in the digitisation pipeline, it has the
greatest opportunity to have these kinds of errors. However, if text is missing, there is no
impact from not having article segmentation of these regions to downstream ir and nlp,
since the text is not available to them anyway.
4.1.1 Exclusions
Assigning figures or other graphical content to an article cluster is deliberately excluded
from the task definition. This goes back to the motivation of the task — downstream
ir and nlp to support digital humanities research — which seldom utilises graphics in
language understanding. Image retrieval techniques typically rely on the text in captions
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and surrounding paragraphs to identify images relevant to user queries. While images have
been of importance in recent nlp tasks (e.g. visual question answering, Antol et al., 2015),
for the purposes of this work, we have defined the task in terms of the ocr output only.
Reading order determination of characters or words within an article is also excluded
in the article segmentation task, despite being crucial to most nlp tasks. Approaches to
reading order determination should function better when applied to a single article as there
is significantly less text to order. We hence exclude reading order determination as this
adds an additional level of complexity to the article segmentation task, that would most
likely be best dealt with by a subsequent and separate task that dealt with individual articles
as opposed to an entire page.
Linking articles split across pages is left as a separate task as this would be best dealt with
after articles have been segmented on each page. In the work byMantzaris et al. (2000), they
used text similarity to match fragmented articles. They noted that using smaller amounts
of text (such as headlines) to match fragmented articles was inferior to using the body of
articles. Since having a segmented article substantially improves the likelihood of success
in matching article fragments, as the entire article text can be used to calculate similarity,
we leave this as a separate, subsequent task to article segmentation.
4.2 Article definition
A notable assumption present in discussions of article segmentation is the definition of a
newspaper article. The content within newspapers varies drastically, including news reports,
weather reports, television guides, legal notices, obituaries, etc. It is not immediately
clear which types of content should be considered articles, and interpretations can vary
substantially depending on the application. For example, some research may be concerned
with identifying advertisements to analyse product marketing. Other research may only be
concerned in identifying announcements of births, deaths andmarriages to study genealogy.
In article segmentation, we believe it is journalistic content that is sought most often.
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We define what constitutes an article in a pragmatic manner. We enumerate several bor-
derline cases and describe the decisions we have made regarding what should be considered
article text and what should be considered non-article text. We do not intend our determin-
ations to form a universal definition applicable to all interpretations of article segmentation.
Our determinations are to allow objective, consistent and meaningful comparisons between
systems in our interpretation of the task — the identification of journalistic content.
For our article segmentation task, we define an article as:
A body of text that describes or offers an opinion of one or more events, or
topics. At a minimum, articles have some title, one or more authors (which
need not be explicitly stated), and a body of text.
Articles also commonly have pull-quotes, tables, figures, and captions. An example of an
article along with some common elements is in Figure 4.2. The headline, shown in red,
is the title text describing the article below. The byline, shown in yellow, is the text that
indicates the author of the composed piece. The body, shown in blue, is the text that forms
the main content of the article. A pull-quote, shown in orange, is a quotation taken from
the main text that aims to capture the attention of the reader. A figure, shown in green, is
an illustration, diagram, or photograph that can accompany an article. Figures typically
have a caption, shown in purple, that explains or relates the figure to the article.
4.2.1 Inclusions in article text
All of the text that is directly associated with an article should be included in each article
cluster in an article segmentation. By the definition of an article above, this would include
at minimum some title (such as a headline) and a body of text. In cases where present, text
from bylines, tables, pull-quotes, and captions of figures should also be included in each
article cluster.
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Headline
Byline
Figure
Caption
Body
Pull
quote
Figure 4.2: An example of a newspaper article with a headline, byline, body, pull-quote,
figure and caption. The figure is the only non-textual element in this example and would
not be considered in our article segmentation task. Excerpt from the smh 1986-11-20, p. 19.
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Bylines
Byline descriptions are short sentences, often found at the beginning or end of articles, that
name or describe the author of the article. For example, John Doe is The Age’s Travel Editor,
could be a byline description found at the bottom of an article authored by John Doe in
the travel section of a newspaper. Although this text is metadata rather than the text of the
article, we consider this text directly related to the article and it should be included in the
article’s cluster. Downstream processing may choose to extract and process metadata, such
as bylines, article sources and headlines, separately to the body text.
Article source
Newspapers often republish content from other news publications in a process known as
print syndication. When this occurs it is typical for the source of the article to be explicitly
stated. For example, if an article sourced from the Washington Post was published in the
Sydney Morning Herald, the Sydney Morning Herald version of the article might list the
source in a single line after the article such as Washington Post. We consider this text
directly related to the article and it should be included in the article’s cluster. This is also an
example of metadata as it describes the source of the article.
Tables
Tables are orderly arrangements of data in columns and rows. The content within tables
is usually textual and numerical. Tables are especially common in the sports and finance
sections of newspapers. We consider this content directly related to an article and should
be placed within each article’s cluster.
Pull-quotes
Pull-quotes are quotations typically taken from the main text that aims to capture the
attention of the reader. Some applications might consider these not part of the article, since
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they duplicate content found within the article. However, some pull-quotes are not found
within the article text. We consider all pull-quotes as article text.
Captions
Captions typically accompany figures within articles to either explain the nature of the
content or relate the content to the article. Captions are textual content directly related to
articles and should be included in the related article cluster. However, figures themselves
could not be included in an article cluster as their content is visual rather than textual.
Continuation indicators
Articles are often split across multiple pages. Although not relevant in the article segmenta-
tion task, these textual cues are useful as they indicate that the article is incomplete. In such
cases, the last line of the body includes a statement such as Continues on page 42. Similarly,
the first line of the article continuation often includes a statement such as Continued from
page 1. In both these cases, the continuation indicators should be considered directly
related to the article and be included in the article’s cluster. Downstream processing may
choose to link fragmented articles and remove these indicators.
4.2.2 Non-article text and borderline cases
In general, text that does not fall into the article text is defined as non-article text. Here we
describe common forms of non-article text, as well as examples of ambiguous cases where
text may be considered article text but we deem not to fall under our definition.
Structural content
All textual content pertaining to the structural data of the newspaper itself should not
be considered part of any article. Examples include: the masthead — the often stylised
title of the publication appearing on the front page of the newspaper; the title and date of
publication, and page numbers, typically appearing in the header and footer regions of the
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page; section heading and categories, such as Finance or Sports; and the table of contents —
a page number indexed listing of sections usually found in the front pages of a newspaper.
Generic page links
There are some cases where the last line in an article is a generic statement directing the
reader to related content of a similar topic. This differs from the continuation indicators
described above, as the text is not specifically related to the particular article. For example, an
article about a cricket match might have a line such asMatch reports on Page 64, informing
the reader where to find scores and reports for other matches. This line does not form part
of the body text, and is typically centre-aligned in the column to indicate so. We deem
such text, structural content (see above) of the newspaper, and not directly related to the
article. This text would hence not belong to any article cluster in an article segmentation,
but should belong to the non-article cluster.
Comics and cartoons
The content of an article should be predominately textual. For this reason, we do not consider
cartoons and comics to be articles. Even though a comic may include text, a title, an author
and describe or give an opinion of an event or topic, the content is primarily graphical and
is thus not relevant for the article segmentation task.
Non-authored content
We are only interested in content that was authored by a journalist. For example, we consider
bodies of text that predominantly include data from external sources, like legal notices, the
weather forecasts, or the television guide all non-authored content. These bodies of text
may have required editing or typesetting, but we do not attribute them to any particular
author or authors. Non-authored content may exist within an article, such as scores from a
sporting game or stock prices. In these cases, this content should be considered directly
related to the article and included within its article cluster.
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Figure 4.3: An example of an article without a byline. Despite lacking an explicit author
attribution statement, this article is still authored by a journalist and considered an article.
Excerpt from the smh 1988-03-03, p. 7.
The absence of a printed author (i.e. the absence of a byline) does not preclude content
from falling into the above definition of an article. These cases are rare, but do exist and can
make for a challenging determination of whether or not a body of text constitutes an article.
Text that has been generated would not require a journalist, but an anonymous editorial
would require a journalist and would hence be considered an article by the definition above.
For example, the syndicated article in Figure 4.3 does not contain any byline, but still
required a journalist and would fall under our definition of an article. Another type of
content we consider non-authored is birth, death and marriage announcements. Although
these announcements are authored, they are not authored by a journalist.
Advertisements
We do not consider advertisements and classifieds as articles. We define an advertisement
as content that has been paid for to promote a company, product or service. While it can
be difficult (in most cases impossible) to explicitly determine if the content has been paid
for, it should be evident from textual and visual cues when content is promotional. The
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Figure 4.4: An example of an advertisement that has visual similarities to an article. In this
case, textual comprehension would aid substantially in determining whether or not the
fragment is an article or advertisement. Excerpt from the smh 1986-11-18, p. 19.
newspaper publication may sometimes place a marker such as This is an advertisement to
indicate that the adjacent content is an advertisement.
Sometimes advertisements are not immediately obvious and require textual comprehen-
sion to determine that it is an advertisement. For example, at first glance of Figure 4.4, the
excerpt resembles an article. However, upon further reading it becomes clear that it is indeed
an advertisement due to a combination of features. The text body that is enticing the reader
to purchase a service, the lack of a byline, the centre-aligned title, the detachable coupon,
and the listed sponsoring companies (State Rail and HolidayWA) all enable a human reader
to determine that this is an advertisement. In some cases, different typesetting compared to
regular content may be a strong indicator of advertising content.
Category and section titles
Categories and section titles often occur in newspaper pages to group together articles on
a related topic. For example, the section titles Sport and Business would precede articles
about sports and business respectively. These titles do not directly relate to any particular
article, and we consider them structural content. However, there are often cases where more
specific categorisation titles are given that only relate to a single article. These article-specific
categorisation titles are usually immediately adjacent to the related article. In these cases,
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Figure 4.5: Category and section titles such as Sport are structural text and not considered
part of any one particular article. However, the categories League and Boxing are directly
related to individual articles. Excerpt from the smh 1988-03-09, p. 72.
we consider this text directly related to that article and should be included in the respective
article’s cluster. In Figure 4.5 there is an example of both cases of categorical titles. The
page-wide Sports category is not related to any single title and we consider it non-article
text, while the League and Boxing titles are related to individual articles and we consider
them article text.
Figure attributions
Figure and photograph attribution statements, such as Photo by …, are primarily related to
the adjacent image rather than the related article. Figure attributions differ from captions,
as captions typically associate figures to the article. Figure attributions are metadata about
the figure itself, and we do not consider them directly related to the article. As such, the
correct article segmentation would cluster this text into the non-article cluster as opposed
to the related article’s cluster.
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(a) image from newspaper page
FeraBFtgs
in Australi a
(b) ocr text
Figure 4.6: Text that appears within figures should not be clustered into the related article.
In this example, (a) is a portion of the newspaper page that was given to an ocr engine,
which recognised text within the illustration (b). We consider this text non-article text.
Excerpt from the smh 1986-11-18, p. 19.
Text within figures
Text appearing within figures may occur in diagrams, cartoons, illustrations, as well as
(less commonly) photographs containing textual content. In cases where the ocr engine
recognises such text, it should be considered forming part of the figure and hence belong
to the non-article cluster as opposed to being part of any article. This type of text has
been recognised incorrectly due to errors in page segmentation. An example of text being
recognised in an illustration is in Figure 4.6.
Composite articles
An article may contain multiple article-like segments, which discuss distinct topics under
separate headings and may be typeset with drop-caps — a common cue for new articles. We
group these as one article with a shared headline, except where they list different authors.
Figure 4.7 contains an example of a composite article. This composite article contains four
distinct segments, each discussing a separate topic. We consider the entire composite article
a single article, as each segment is authored by the same person and are all clearly grouped
together underneath the Aches and Pains weekly column.
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Figure 4.7: A composite article— an article withmultiple article-like segments, all composed
by the same author, and treated as a single article. Excerpt from the smh 1987-03-05, p. 15.
4.3 Evaluation
Now that we have a clear definition of the article segmentation task, as well as what con-
stitutes a newspaper article, it is necessary to devise an adequate evaluation framework in
order to meaningfully compare different approaches to the task.
We defined article segmentation as a clustering task over characters. Sincemany existing
methods exist for clustering evaluation, we can choose a metric that best suits our task from
those existing in the literature.
Amigó et al. (2009) evaluate a large variety of metrics for clustering with respect to four
formal constraints: cluster homogeneity, cluster completeness, cluster size versus quality,
and the “rag bag” constraint. The rag bag constraint requires that metrics favour clusterings
that introduce disorder into an already disordered cluster over ones that introduce disorder
into a clean cluster. This is of particular importance to article segmentation, as our definition
includes a single non-article cluster, which is inherently noisy. Introducing disorder into
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the noisy non-article cluster should be considered less harmful than introducing disorder
into a clean article cluster.
Amigó et al. explore several metrics, categorised into four groups: metrics based on set
matching, metrics based on counting pairs, metrics based on entropy, and metrics based
on edit distance. They determine that b-cubed precision and recall are the only metrics to
pass all their formal constraints and the only metrics to pass the rag bag constraint.
4.3.1 b-cubed
For the reasons above, we choose to evaluate our article segmentation task with the b-cubed
precision and recall metrics over the ocr characters.
The b-cubed precision and recall metrics were defined by Bagga and Baldwin (1998) in
the context of scoring co-reference chains across documents. Themetrics evaluate precision
and recall in terms of each element of interest. In our task each element is a character on
the page. The precision of an element represents how many of the elements in the same
candidate cluster are also in the same true cluster. Symmetrically, the recall of an element
represents how many of the elements in the same true cluster are also in the same candidate
cluster. The b-cubed precision and recall metrics are calculated for every element (i.e.
character), and then averaged to calculate the overall b-cubed precision and recall for a
candidate clustering.
Intuitively, b-cubed represents the effectiveness of a clustering when, after accessing
one element, a user also explores the other elements in the cluster. If an element has a
high b-cubed precision, the user explores the rest of the elements in the same cluster,
experiencing minimal noise. If an element has a high b-cubed recall, the user would be
able to find most of the relevant elements in the same cluster.
For each element 𝑒, define 𝑇(𝑒) as the set of elements in the same true cluster of 𝑒, and
𝐶(𝑒) as the set of elements in the same candidate cluster of 𝑒. Then, the b-cubed precision
86 Chapter 4. Article segmentation
(a) true clustering (b) candidate clustering
e
(c) precision(𝑒) = 45
e
(d) recall(𝑒) = 46
Figure 4.8: A visualisation of b-cubed precision and recall calculations shown over blocks.
and recall of the element 𝑒 are calculated as follows:
precision(𝑒) =
|𝑇(𝑒) ∩ 𝐶(𝑒)|
|𝐶(𝑒)|
(4.1)
recall(𝑒) =
|𝑇(𝑒) ∩ 𝐶(𝑒)|
|𝑇(𝑒)|
(4.2)
A visualisation for how b-cubed precision and recall are calculated for a single element
is shown in Figure 4.8. This example is shown over blocks for brevity, but in our article
segmentation definition, it is calculated over characters. The true labels for each of the
elements is shown in (a). The candidate clustering to be evaluated is shown in (b). The
precision of element 𝑒 is calculated as a fraction of the number of elements with both the
same candidate and true cluster as 𝑒 (solid lines, (c)) over the number elements with the
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(c) candidate clustering 2
Figure 4.9: Two incorrect candidate clusterings with equal number of characters incorrectly
clustered. Clustering 1 is worse than clustering 2 as it has introduced disorder into the
otherwise ordered Blow for StarWars cluster. Excerpt from the smh 1988-03-02, p. 13.
same candidate cluster as 𝑒 (solid and broken lines, (c)). The precision of 𝑒 is thus 45 . The
recall of an element 𝑒 is calculated as a fraction of the number of elements with both the
same candidate and true cluster as 𝑒 (solid lines, (d)) over the number elements with the
same true cluster as 𝑒 (solid and broken lines, (d)). The recall of 𝑒 is thus 46 . Since we
defined article segmentation as a clustering of characters, b-cubed precision and recall
are calculated over characters. This example presented b-cubed precision and recall over
blocks to simplify the calculations involved.
The precision and recall of each element is averaged to obtain the overall precision and
recall for a candidate clustering. This is calculated as:
precision(𝐶) =
∑𝑒∈𝐸 precision(𝑒)
|𝐸|
(4.3)
recall(𝐶) =
∑𝑒∈𝐸 recall(𝑒)
|𝐸|
(4.4)
where 𝐸 is the set of all elements on the page.
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Figure 4.9 shows an example of how b-cubed metrics address the rag bag constraint.
The figure shows two incorrect candidate clusterings, both with equal number of characters
incorrectly clustered Coloured text indicate article clusters, while grey text indicate text
belonging to the non-article cluster. Despite having the same number of incorrectly clustered
characters, we consider candidate clustering 1 worse than candidate clustering 2 as it has
introduced disorder into the otherwise ordered Blow for Star Wars cluster. In contrast,
candidate clustering 2 is introducing disorder into the non-article cluster, which is inherently
disordered. As shown by Amigó et al. (2009), the b-cubed metrics will correctly score
clustering 2 higher than clustering 1, due to their resilience to the “rag bag” constraint, as
opposed to metrics such as purity and inverse purity. While the b-cubed recall for both
candidates are equal, 92.9%, the b-cubed precision of clustering 2 is 100% versus 92.8% for
clustering 1.
The b-cubed precision and recallmetrics can be combined into a single score to compare
systems by taking the harmonic mean of the b-cubed precision and b-cubed recall of the
candidate clustering. That is, the 𝐹1 of b-cubed precision and recall:
𝐹1(𝐶) = 2 ⋅
precision(𝐶) ⋅ recall(𝐶)
precision(𝐶) + recall(𝐶)
(4.5)
This will be the primary metric for comparing the performance of approaches to our
article segmentation task.
4.3.2 Other metrics
Since most existing methods in the literature for article segmentation are block centric, we
also define two commonly used metrics: block-level accuracy and article-level accuracy,
both of which evaluate in terms of the blocks on a page. Where possible, we calculate
these metrics in addition to b-cubed 𝐹1 as they provide a means for comparing to existing
methods in the literature. It is possible to calculate these metrics when the technique for
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article segmentation relies upon a block segmentation of the page before proceeding, and
there exists a known true clustering in terms of the blocks.
Block accuracy
Block accuracy is the most reported metric in the literature for article segmentation tasks.
This is most likely due to the intuitive nature of the metric, the fact that most approaches to
article segmentation start with blocks, and the ease of calculation of the metric. However,
there is a significant caveat when calculating an accuracy metric for a clustering task. Unless
headline blocks are known, and there is assumed to be only one headline per article, there
exists no directmapping between true and candidate clusterings. This is typically overlooked
in the literature when approaches are evaluated with block accuracy.
For example, consider the true and candidate clusterings in Figure 4.10. The true
and candidate clusterings are shown by the colours of the blocks and the labels within
them. The true clustering (a) contains two articles, each containing three blocks. The
candidate clustering (b) contains three articles, the first containing three blocks, the second
containing a single block and the third containing the remaining two blocks. Applying a
greedy algorithm to map candidate to true clusters, we would obtain the mapping {𝐴, 𝐵} →
{1, 2}. However, this does not yield the global optimum, as there exists another mapping,
{𝐴, 𝐵} → {1, 3}, that would have a higher block accuracy.
We define block-level accuracy as the percentage of blocks in the true clustering that
have been assigned to the correct cluster in the candidate clustering. The alignment of true
and candidate clusters that maximises the block accuracy must be selected. We hence define
block accuracy as:
block accuracy = max
𝑇→𝐶
∑|𝑇|𝑖=0 |𝐶𝑖 ∩ 𝑇𝑖|
∑|𝑇|𝑖=0 |𝑇𝑖|
(4.6)
where 𝑇 is the list of true clusters and 𝐶 is the list of candidate clusters. 𝑇𝑖 is the 𝑖
th cluster
in 𝑇, which is an unordered subset of blocks from the set of all blocks on the page. Likewise,
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(a) true clustering
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(b) candidate clustering
Figure 4.10: There is no implicit mapping between true and candidate clusterings.
𝐶𝑖 is the 𝑖
th cluster in 𝐶, which is an unordered subset of blocks from the set of all blocks
on the page. 𝑇 → 𝐶 is an alignment between the clusters of 𝑇 and 𝐶.
An example of the block accuracy calculation is in Figure 4.10. Here we see that in the
candidate clustering, the headline for article B has been assigned a different cluster to the
other two blocks in article B. Using the alignment between true and candidate clustering
of {𝐴, 𝐵} → {1, 2}, the block accuracy would be 46 ≈ 67%, as the single block in 2 would
be considered correct, while the two blocks in cluster 3 would be considered incorrect.
Alternatively, the alignment between true and candidate clustering of {𝐴, 𝐵} → {1, 3}, would
result in a block accuracy of 56 ≈ 83%, as the two blocks in cluster 3 would be considered
correct and the single block in 2 incorrect. The latter alignment would be the correct block
accuracy according to our definition above, as it maximises the score and gives a true
representation of the number of correctly clustered blocks.
For large numbers of articles, the computation of the block accuracy can be time
consuming. This is an example of why clustering specific metrics such as b-cubed are
preferred, even though block accuracy has a more intuitive meaning and is widely reported
in the literature.
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Article accuracy
Article accuracy is the percentage of articles that have been perfectly clustered, in terms of
the blocks on a page, relative to the total number of articles in the true clustering. It can
only be calculated if a true clustering in terms of blocks is known. Similar to block accuracy,
the alignment of true and candidate clusters that maximises the article accuracy must be
selected. We hence define article accuracy as:
article accuracy = max
𝑇→𝐶
∑|𝑇|𝑖=0 𝑓(𝐶𝑖, 𝑇𝑖)
|𝑇|
(4.7)
where 𝑇, 𝐶, 𝑇𝑖, 𝐶𝑖, and 𝑇 → 𝐶 have the same meaning as in the block accuracy definition
above. 𝑓(𝐶𝑖, 𝑇𝑖) returns the correctness of an individual cluster paring, only being correct
if the subsets of blocks are identical:
𝑓(𝐶𝑖, 𝑇𝑖) =
{{
{{
{
1, if 𝐶𝑖 = 𝑇𝑖
0, otherwise
(4.8)
Article accuracy is a harshmetric, as it requires all blocks within an article to be correctly
clustered for that article to be marked correct. If a single block is assigned to the wrong
article, two articles will be marked incorrectly — the article which has been erroneously
assigned the block, and the article that should have been assigned the block.
Article accuracy could also be calculated by counting articles that have been perfectly
clustered in terms of the characters instead of blocks. Since there is such a high number of
characters in an article relative to the number of blocks, this metric would be extremely
harsh as even a single character being incorrectly clustered would result in the entire article
being marked incorrect.
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4.3.3 Evaluating over multiple pages
When evaluating an approach for article segmentation, the performance is typically eval-
uated over a variety of pages. When determining an overall score for the approach over
a dataset, the performance of the approach for each page needs to be taken into account.
We propose that the b-cubed 𝐹1 metric is averaged for each page, with weight given to
each page according to the number of ocr characters. Such a weight will prevent images of
higher resolution being weighted higher as in definitions that weigh each page according to
the number of pixels. Thus the b-cubed 𝐹1 for a dataset,𝐷, containing pages 𝑃, is:
b-cubed 𝐹1(𝐷) =
∑𝑃∈𝐷 𝑃𝑐 ⋅ b-cubed𝐹1(𝑃)
∑𝑃∈𝐷 𝑃𝑐
(4.9)
where 𝑃𝑐 is the number of characters in page 𝑃.
Since block accuracy is calculated in terms of correctly assigned blocks, when block
accuracy is averaged overmore than one page, weight should be given to each page according
to the number of blocks on each page:
block accuracy(𝐷) =
∑𝑃∈𝐷 𝑃𝑏 ⋅ block accuracy(𝑃)
∑𝑃∈𝐷 𝑃𝑏
(4.10)
where 𝑃𝑏 is the number of blocks in page 𝑃.
Similarly, when article accuracy is averaged over more than one page, weight should be
given to each page according to the number of articles on each page:
article accuracy(𝐷) =
∑𝑃∈𝐷 𝑃𝑎 ⋅ article accuracy(𝑃)
∑𝑃∈𝐷 𝑃𝑎
(4.11)
where 𝑃𝑎 is the number of articles in page 𝑃.
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4.4 Summary
The lack of a well-defined task has significantly hindered progress in article segmentation.
The task is mostly an empirical one. However, without a clear definition and evaluation
framework, we cannot accurately gauge progress, as differences can arise in interpretations of
the task. Themetrics reported by various approaches are not consistent, further complicating
our ability to conduct consistent and meaningful comparisons.
In this chapter, we contributed a solution to these problems. Firstly, we clearly defined
article segmentation, examining the intricacies and nuances of the task. We provided
practical guidelines on how approaches should handle borderline cases, and we carefully
defined the commonly overlooked concept of what constitutes an article.
We also contributed a new evaluation framework that uses the b-cubed clustering
metrics to allow accurate insight in the analysis of existing and future approaches. Finally,
we provide an explicit definition of two commonly used metrics that are ambiguously
defined in the literature: block accuracy and article accuracy.
Evaluating on large datasets containing diverse layouts is imperative in determining the
effectiveness of approaches. In the next chapter, we describe a novel method for creating
large datasets for use in training and evaluating article segmentation approaches.

5 Distant supervision dataset
The lack of large datasets has hindered progress and widespread attention to the article
segmentation task. Existing approaches are typically evaluated on small datasets. Small
datasets hinder the ability for machine learning algorithms to generalise well and reliable
evaluations to be performed. In this chapter, we create a large dataset for article segmentation
that will both improve the viability ofmachine learning algorithms, and enable us to evaluate
different approaches in a consistent and meaningful way.
It is costly to manually produce large datasets for article segmentation as annotation is
tedious. In this chapter, our contribution is a novel technique that uses distant supervision
— the alignment of an external knowledge base to produce labels on an input dataset —
to generate a large article segmentation dataset. Our input dataset is the ocr output from
the Google News Archive’s digitisation of Fairfax Media newspapers, and the external
knowledge base we draw upon is the Fairfax article archive — text of the same newspaper
articles before they were typeset. We align these two views of the same newspaper text and
automatically identify the location of articles on digitised pages. Our conservative alignment
approach, combined with the highly complementing two views of the same newspaper text,
produces high-quality data. We manually annotate a portion of the resulting dataset to
show that our novel approach yields data comparable with costly manual annotation.
We extend our distant supervision technique to automatically perform layout analysis,
identifying the location of headline and paragraph text blocks. Our final dataset contains
article segmentations over characters as well as blocks, allowing us to implement and
evaluate approaches that use either.
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5.1 Google ocr (gocr)
FairfaxMedia1 is a prominent Australian media company that publishes several newspapers
across Australia. Among these, The Sydney Morning Herald (smh) andThe Age are two
significant daily capital newspapers published in Sydney and Melbourne respectively. The
smh is Australia’s most read newspaper cross-platform (print and digital), and Australia’s
third most read print newspaper (Roy Morgan, 2018).
As part of the Google News Archive project (Soni, 2008), FairfaxMedia providedGoogle
microfiche of historical newspapers to be digitised. Google digitised these microfiche
and published digitised versions of the newspapers to the Google News website. The
digitisation output was provided back to Fairfax Media, who provided us with a copy.
Google’s digitisation pipeline is described by Chaudhury et al. (2009). Although Google
stopped adding new content to the archive in 2011, the previously digitised content is still
available for public access online.2
The resulting Google ocr dataset (gocr) consists of over 20TB of image (both greyscale
and binarised) and ocr data. It contains 22 179 editions of The Sydney Morning Herald
from 1830 to 1990 and 14 719 editions of The Age from 1854 to 2001. In total, there are
489 575 digitised pages of text, with the ocr data encoded in html. The ocr data did not
undergo any manual correction.
The html provides (𝑥, 𝑦) coordinates of every character on the page and a font size
categorisation. Characters are grouped into words using line breaks in the html. The ocr
engine used is unspecified, but, based on the similarities in output, it is a derivative of the
open-source system Tesseract (Smith, 2007).
Here is a single line from the html output that contains the word The:
<font size=5><span style="top:188;left:2286">T</span></font>
<font size=5><span style="top:188;left:2327">h</span></font>
<font size=5><span style="top:190;left:2357">e</span></font>
1Now known as Nine Entertainment Co.
2https://news.google.com/newspapers
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Each character is contained within a <span> element with style attributes indicating the
𝑥 and 𝑦 coordinates. Each <span> is contained within a <font> element with a size
attribute indicating a font size categorisation. There are typically only 3–4 font sizes for
each page, most commonly size=5, size=8, and size=12. Each line in the html
represents a single word.
5.1.1 Problems with data
Below are common problems present in the Google ocr dataset. Many of the problems are
typical for a digitisation dataset, but some present unique challenges for creating an article
segmentation dataset.
Missing characters Optical noise, de-noising and inconsistent printing can lead to char-
acters beingmissed by the ocr engine. While this is very commonwith smaller punctuation,
such as full stops and commas, characters within words can also gomissing. For example, in
Figure 5.1, the red characters indicate text missing from the ocr output. In this example, the
em dash is missing on the second line, and the first three characters of the word Canberra
are missing on the third line.
Missing words Often the characters of whole words will be absent from the ocr data.
It is not clear why this occurs, but is either an artefact of the ocr engine or the post-
processing/storage of the data. Figure 5.1 shows an example of this phenomenon, with red
text indicating text that was missing from the ocr. Here entire words and short sequences
of words are completely missing from the ocr output.
Incorrect characters Characters are often misclassified by the ocr engine. This is more
common with characters not forming words and punctuation marks, as the ocr engine’s
language model typically corrects misclassified characters within words, and punctuation
marks are often small, affected by de-noising and can easily be confused with similar
punctuation marks (e.g. commas and full stops).
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(a) image from newspaper page
GARRY Jack has publicly declared war 
on his Kangaroo understudy of 1986 —
Canberra’s Gary Belcher.
  Jack  has  heard  of  nothing  else  since  his 
return from England that Belcher is going to 
press  him for the Test  fullback spot against 
Great Britain.
   “He’s not getting the spot,  nor is  anyone 
else.”  Jack  told  the  public  when  asked  the 
question  at  a  Leichardt  shopping  centre  on 
Thursday night.
JOIN us today from noon on 2GB for 
Sydney’s   number  one   football   cover
featuring the Balmain v Parramatta match at 
Parramatta  Stadium.  It’ll  be  fun,  and 
accurate,  with constant updated scores from 
other grounds.
(b) ocr text
Figure 5.1: The red coloured text indicates characters that were not present in the recognised
text. Excerpt from the smh 1988-03-13, p. 87.
Font size Characters in the ocr output are typically classified into one of a few sizes only
— most commonly three. These sizes categories do not translate into physical sizes and can
only be used to determine relative difference between characters of different sizes.
Hyphenation It is common for newspaper text to be typeset in a justified alignment.
Words are often hyphenated when text is justified to prevent loose lines — lines that have
been stretched resulting in spaces beyond a visually palatable amount. The ocr output
contains many words that have been split due to hyphenation, and often the connecting
hyphens are absent from the ocr text due to reasons described above. Hyphenation also
results in increased character errors, as the language model in the ocr engine is not as
effective in correcting character errors in parts of words as it is in complete words.
Figure 5.2 shows a two paragraph excerpt where six words have been hyphenated. In
this example, the ocr engine has failed to recognise all six hyphens.
Unordered text Words within the same paragraph tend to be grouped together in the
html file. However, paragraphs are often disordered throughout the html file.
An example of this is in Figure 5.3. Colour indicates the position of characters within
the html file according to the spectrum at the bottom of the figure. For example, characters
coloured in red appear towards the start of the html file, while characters coloured in
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(a) image from newspaper page
   Two tries in three min-
utes,  the  first  by  Tony 
Paton and the second by 
Andrew  Ettingshausen 
made  it  anyone’s  match 
and knocked the compla-
cency  out  of  the  Canter-
bury players.
  It  was  a  see-sawing 
second half  with  Canter-
bury  grabbing  an  18-12 
lead then Cronulla  level-
ling  at  18-all  after  a 
spectacular passing move-
ment.
(b) ocr text
Figure 5.2: Hyphens are often missing from the recognised text — indicated here in red.
Excerpt from the smh 1988-03-13, p. 87.
magenta appear towards the end of the html file. The article on the lower left portion
of the page, Business attitudes a ‘decade out of date’, shows a clear example of adjacent
paragraphs being dislocated in the html file. The first paragraph of the second column is
coloured green–yellow, indicating it is located in the first third of the html file, while the
next paragraph is coloured blue, indicating it is located in the last third of the html file.
Notice also that the colour of text within paragraphs tends to be quite consistent, indicating
the order of words within the same paragraphs tends to be preserved in the html.
Noisy characters The ocr engine frequently incorrectly identifies characters on border
lines towards the edges of articles and images. This is often due to incorrect segmentation
triggering recognition in areas that do not contain any text, such as vertical rules or optical
noise. Figure 5.4 shows an example of this. The left side of this excerpt contains much
optical noise, and the ocr engine has attempted to recognise characters in this region. The
recognition output shows the characters incorrectly recognised in red.
Duplicate ocr lines The ocr engine occasionally duplicates lines of text. An example of
this is in Figure 5.5, which shows the last line of the paragraph being present twice in the
ocr output. We do not know why this occurs.
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Figure 5.3: Colour represents position in the ocr output — showing the scattering of
paragraphs. Page 3 of the smh, 1988-03-12.
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(a) image from newspaper page
 Many  other  important  shopkeepers 
arrived  in  this  period,  among  them 
William  Moffat  and  David  Jones. 
Moffat  founded a  business  which  was 
to become W. C. Penfolds. David Jones 
opened his first shop in 1838 opposite 
the  GPO,  a  convenient  halt  for  the 
bullock wagons which traded with the 
test of the rapidly growing colony.
   In  1838,  Sydney  was  still  a  small 
town of  30,000  people,  but  within  20 
years it had become a flourishing city of 
100,000.  Melbourne,  under  the  infiu-
ence  of  the  gold  rushes,  was  growing 
even  more  rapidly  and  had  a  popula 
ion of 1 40,000 by 1 86 1 .
     These   cities   required   much  more
"
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(b) ocr text
Figure 5.4: The ocr engine has incorrectly recognised characters on the left-hand side of
the article (marked in red). Excerpt from the smh 1988-03-08, p. 27.
(a) image from newspaper page
"Launching closer to the equator 
means  that  your  satellite  has  a 
longer life."
  •China has signed several  pre 
liminary   agreements  for  the 
launch of satellites for American 
and  European  companies,  but 
has not finalised dates.
  Senator  Button,  who  is  in 
Beijing  for  a  joint  ministerial 
economic  commission  meeting, 
said  two  feasibility  studies  for 
the  spaceport  were  to  be  deliv 
ered in coming months.
cred in coinin
(b) ocr text
Figure 5.5: A portion of the last line of the paragraph is recognised by the ocr engine twice
(cred in coinin, marked in red). Excerpt from the smh 1988-03-09, p. 19.
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(a) image from newspaper page
ENISE  and  John  had 
already  got  to  picking 
names.  If  the  child  was  a 
boy, it was to be Luke. Even
now, years  after  they have given up 
all hope of having children, the name 
Luke  has  some  special  meaning  for 
them,  reminding  them  of  what  they 
might  have  had  if  things  had  been 
different.  But  they  just  smile  and 
shrug it off as part of life. They have 
learnt  to  accept   their   infertility.
   To get  to this  point,  though,  they 
had to survive 1 1 years of hoping and 
trying  in  vain;  of  medical  tests  and 
people telling them  that if they  could 
D
(b) ocr text
Figure 5.6: The ocr engine often places drop caps in erroneous places and does not group
the letter with the word to which it belongs. Note the letter D in the top left. Excerpt from
the smh 1987-03-05, p. 15.
Drop caps These are usually not grouped with the other characters of the first word of the
paragraph. The ocr engine often places drop caps in strange places. This is not surprising
since the drop cap region would most likely belong to a different geometric layout analysis
region to the remainder of the paragraph. Thus the ocr engine would likely recognise the
text in each region separately. In Figure 5.6 the ocr engine placed the letter D exceedingly
to the left of the remaining text and could easily be overlooked.
Missing pages The digitisation dataset we obtained from Fairfax Media was not complete.
Many pages that were digitised by Google and available on the Google News Archive website
are missing from the gocr collection. There was confusion at Fairfax about this missing
data, with our contact under the impression that Fairfax had copies of the data, but did not
know the location of the hard drives.
5.2 Distant supervision
Distant supervision is a technique for creating training data for supervised models by
utilising knowledge from existing knowledge sources. By drawing on external knowledge
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sources, heuristics can be developed to automatically label items of interest in your own
dataset, allowing vast amounts of training data to be generated without manual annotation.
The term was first introduced in the field of relation extraction by Mintz et al. (2009).
Relation extraction is the task of extracting relationships between entities that appear in
text. Mintz et al. projected relations (e.g. entity–relationship–entity) that existed in Freebase
(Bollacker et al., 2008) onto their unlabelled textual corpus by identifying sentences that
contained the same entities. They assumed sentences that contained the same entities
as a relation to be evidence for that relation. Mintz et al. then used these sentences and
associated relations as training data to train a relation classifier. Their technique proved
somewhat effective in relation extraction, which remains a difficult task due to the lack of
large high-quality datasets for training.
We can use distant supervision to create a large dataset for article segmentation by
obtaining an alternative view of digitised articles — for example, the article text before it
was typeset. Aligning these two views of the same article text — digitised text from ocr and
pre-print article text — would allow us to automatically perform article segmentation. A
limitation of this technique is that the pre-print article text of a digitised newspaper corpus
would be rare, especially in older publications. However, when the pre-print text is available,
the ability to automatically create vast amounts of high quality training and evaluation data
is extremely valuable.
Distant supervision techniques typically rely on external knowledge sources that are not
directly related to the task at hand. Knowledge bases such as Freebase comprise primarily
user-generated content, with many inaccuracies. Having an indirectly related knowledge
source requires many inferences to be made in order to extract the information that is of
interest. The technique we are proposing — aligning two views of the same newspaper text
— relies on an external knowledge source that is directly related to the source and is thus
much less prone to producing a noisy dataset as with typical distant supervision approaches.
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Figure 5.7: Articles per year and publication in the Fairfax article archive.
5.3 Fairfax article archive (faa)
The Fairfax article archive is an internal Fairfax database containing the digital text of
newspaper articles that were published in The Sydney Morning Herald (smh) andThe Age,
as well as smaller regional publications. The database includes news articles published from
1986 to the present day. The snapshot which we were given access to contains 2 276 831
news articles published between 1986 and 2010. The breakdown by year and publication is
shown in Figure 5.7. The majority of articles are from the smh and the Age, with the smh
being the primary source of articles before 1990.
The database contains the digital source text that would later be typeset and printed. It
is not digitised text that has been reproduced using ocr. As such, this data does not suffer
from ocr and digitisation induced noise. However, it does have some non-digitisation
induced noise.
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The text in the Fairfax article archive is not always identical to the printed version;
printed articles are often modified in typesetting to fit space constraints and editorial needs.
Examples include modified headlines, deleted paragraphs, merged paragraphs, articles split
across multiple pages, and tables placed apart from article text. While high-level categories
are listed for most articles, the faa does not contain sub-headings, or sub-categories that
are often found beneath article headlines in the printed newspaper. Furthermore, the
capitalisation in many of the headlines is missing — headlines are often stored in the faa
in uppercase, even when they were not typeset as such. Since author names are stored as
metadata for each article, the byline phrasing is missing (i.e. the exact text of the byline,
such as By …). The faa does not contain digital versions of images, graphics, figures or
their related captions. Additionally, the faa does not contain most of the syndicated articles
that were present in the printed newspapers.
The Fairfax article archive is an incredibly useful database as it only contains articles.
This enables us to distinguish article text from other text that appears in a printed/digitised
newspaper (such as structural text and advertisements). However, we still have to determine
which articles appear on a given digitised newspaper page, and determine the location of
the individual articles on each page.
5.4 Article segmentation dataset
Our distant supervision approach is a two step process: first we determine which articles in
the Fairfax article archive appear on a given Google ocr (gocr) page, then we determine
the location of the article on the page.
To determine which faa articles are on a gocr page, we compare the unique alphabetic-
only words on each page with the articles for the same day. The metadata present in the
gocr pages and faa articles allowed us to reduce the search space to only include articles
published on the same day. If the proportion of unique overlapping words (relative to the
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Algorithm 1 Find faa articles for each gocr page
Input: 𝐺, the set of pages in gocr
𝐹, the set of articles in faa
𝑡, the threshold
Output:𝑀, the set of matching pairs of pages in gocr and articles in faa
for 𝑔 ∈ 𝐺 do
for 𝑓 ∈ 𝐹 do
if date(𝑔) ≠ date(𝑓) then
continue
end if
if |words(𝑔) ∩words(𝑓)||words(𝑓)| ≥ 𝑡 then
𝑀←𝑀∪ {(𝑔, 𝑓)}
end if
end for
end for
unique words in the faa article) was greater than a threshold, 𝑡, then it was considered to
occur on the page.
The algorithm is formalised in Algorithm 1. In the algorithm, we iterate over every
combination of gocr page, 𝑔, and faa article, 𝑓, whose dates matched. For each combina-
tion, we calculate the number of words that are shared between the gocr page and the faa
article. The text was preprocessed to remove non-alphabetic characters and lowercase the
text to improve the chances of identifying articles. If the number of shared words divided
by the number of unique words in the faa article is greater than the threshold, 𝑡, we record
a match between the page and the article as the tuple (𝑔, 𝑓).
With higher thresholds, the confidence of the matches increase, as more words must
be in common between the gocr page and the faa article. We wish to choose a threshold
that maximises the number of matches, without compromising the quality of the resulting
matches. We performed a grid search to find the optimal threshold, analysing the resulting
matches under the assumption that faa articles should only appear on a single gocr page.
By this assumption, if an article is matched to more than one page, it is being incorrectly
matched to at least one of those pages. If we set the threshold too low, it will cause many
articles to be matched to more than one page. Alternatively, if we set the threshold too high,
articles will not be matched to any pages. The threshold needs to be low enough to account
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Figure 5.8: Analysis of thresholds to match faa articles with gocr pages.
for the noise in the ocr text, hyphenation, as well as the discrepancies between what was
stored in the faa and what was actually printed.
In Figure 5.8, we see that below 30%, every article matches more than one page. As 𝑡
increases to 60%, the number of articles matched to multiple pages decreases. Thresholds
for which articles are only matched to one page range between 𝑡 = 30% and 𝑡 = 90%, noting
that above 90%, the threshold becomes too strict to account for noise and other errors.
While 𝑡 = 58% yields the maximum uniquely matched articles (13 999), we chose 𝑡 = 75%
to reduce false positives, favouring precision over recall. The result was 12 763 faa articles,
each matched to a single gocr newspaper page.
5.4.1 Bounding boxes
To determine an article segmentation of each gocr page, we identify bounding boxes for
each of the faa articles matched by Algorithm 1. Theminimum bounding box for an article
is the smallest (by area) box that completely encompasses each of the ocr tokens on the
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Algorithm 2 Find bounding box of faa article 𝑓 on gocr page 𝑔
Input: 𝑔, the gocr page
𝑓, the faa article
𝑋min,𝑋max, 𝑌min, 𝑌max, the dimensions of the page
𝜏, the maximum number of iterations
Output: (𝑎, 𝑏) and (𝑐, 𝑑), two points representing a bounding box on page 𝑔
𝑖 ← 0
(𝑎𝑖, 𝑏𝑖), (𝑐𝑖, 𝑑𝑖) ← (𝑋min, 𝑌min), (𝑋max, 𝑌max)
while 𝑖 < 𝜏 do
𝑎𝑖+1 ← argmax𝑥∈[𝑋min,𝑋max] cosim(bounded_words(𝑔, (𝑥, 𝑏𝑖), (𝑐𝑖, 𝑑𝑖)),words(𝑓))
𝑏𝑖+1 ← argmax𝑦∈[𝑌min,𝑌max] cosim(bounded_words(𝑔, (𝑎𝑖, 𝑦), (𝑐𝑖, 𝑑𝑖)),words(𝑓))
𝑐𝑖+1 ← argmax𝑥∈[𝑋min,𝑋max] cosim(bounded_words(𝑔, (𝑎𝑖, 𝑏𝑖), (𝑥, 𝑑𝑖)),words(𝑓))
𝑑𝑖+1 ← argmax𝑦∈[𝑌min,𝑌max] cosim(bounded_words(𝑔, (𝑎𝑖, 𝑏𝑖), (𝑐𝑖, 𝑦)),words(𝑓))
if 𝑎𝑖 − 𝑎𝑖+1 = 0 and 𝑏𝑖 − 𝑏𝑖+1 = 0 and 𝑐𝑖 − 𝑐𝑖+1 = 0 and 𝑑𝑖 − 𝑑𝑖+1 = 0 then
break
end if
𝑖 ← 𝑖 + 1
end while
page that belong to that article. Since we do not know which ocr tokens belong to which
articles, we approximate the minimum bounding box by finding the bounding box whose
cosine similarity between vector representations of the enclosed ocr words and the source
faa article words are maximised. An example of a bounding box that is smaller than the
minimum bounding box is one that ignores a single ocr token so as to avoid encompassing
several non-article tokens, which would reduce the cosine similarity.
Our iterative approach is described in detail in Algorithm 2. In this algorithm, the
function bounded_words(𝑔, (𝑎, 𝑏), (𝑐, 𝑑)) returns the ocr words in page 𝑔 that are within
the coordinates (𝑎, 𝑏) and (𝑐, 𝑑), and words(𝑓) returns all the words in faa article 𝑓. The
function cosim(𝑤𝑎, 𝑤𝑏) calculates the cosine similarity between two word vectors 𝑤𝑎 and
𝑤𝑏. The starting point is a bounding box that covers the entire gocr page. Then, each edge
of the box is swept across the entire page in order to find the edge value that maximises the
cosine similarity between the ocr words enclosed by the box and the faa article words.
In a single iteration, each of the edges is swept across the respective search space (either
horizontal or vertical). First, the left edge is swept across the width of the page, then the
bottom edge is swept across the height of the page, then the right edge is swept across the
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Dataset Pages Articles Characters
dev 333 1 145 2 835 129
train 2 666 9 302 22 911 654
test 333 1 155 2 861 514
Total 3 332 11 602 28 608 297
Table 5.1: Article segmentation dataset over characters.
width of the page, and finally the top edge is swept across the height of the page. Once
all four edges have been swept a new iteration begins. The algorithm terminates if the
bounding box does not change between iterations, or if a maximum number of iterations
has been reached. In our experiments, we set the iteration limit to 100, though this was
never reached.
We created article segmentations over characters based on these bounding boxes. Not
all articles can be tightly bound by a rectangle, but it simplified the process. For example, a
rectangle bounding an “L” shaped article can include characters that do not belong to the
article. In our dataset, such occurrences were rare.
Another limitation of using bounding boxes to create article segmentations is that
characters can be enclosed by multiple bounding boxes. For example, Figure 5.9 shows the
bounding box for article Australian swimmers: why they are out of their depth (marked in
red) fully enclosing a smaller article,Mr and Mrs Upton’s $52,000 son (marked in green).
In these cases, where characters are within multiple bounding boxes, we assigned each
character to the bounding box with the smallest area. We did this because in most cases
where characters were within multiple bounding boxes, the larger boxes were incorrectly
enclosing smaller articles or portions of articles.
1 161 faa articles could not be identified on the corresponding gocr page, producing
a dataset of 11 602 unique articles matched to 3 332 pages (∼3.5 articles per page). These
were split into dev, train and test sets (Table 5.1).
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Figure 5.9: Bounding boxes may partially or even completely enclose other articles. Excerpt
from the smh 1988-02-27, p. 60.
5.5. Annotation task 111
Figure 5.10: Source document on left and desired output on right — bounding boxes for
each of the articles on the page. Excerpt from the smh 1988-03-09, p. 72.
5.5 Annotation task
To evaluate the effectiveness of our distant supervision technique, we developed an annota-
tion task for humans to manually validate a portion of our automatically created article
segmentation dataset. The goal given to annotators was to identify the minimal rectangular
bounding boxes that enclosed all the text of each article on a newspaper page. For example,
in Figure 5.10, (a) shows the source newspaper page and (b) the desired result — boxes
surrounding each of the articles.
We provided the bounding boxes generated from the distant supervision technique as a
starting point for each of the annotators. The annotators could then modify bounding boxes
to achieve the required article segmentation. Although this had the potential of influencing
annotators’ decisions, it greatly reduced the time required to annotate each page.
In cases where our distant supervision technique did not identify an article on a page, the
annotator could add bounding boxes. Similarly, where articles were incorrectly identified
on a page, the annotator could remove the unneeded bounding boxes.
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The guidelines provided to the annotators were more detailed than the task definition
(Chapter 4), with numerous explicit examples to facilitate high inter-annotator agreement.
A copy of the guidelines has been attached as Appendix A.
Three annotators corrected dev at various stages. All three annotators were graduate-
level students, fluent in English, and familiar with the newspapers they were annotating.
5.5.1 Annotation interface
We developed a task-specific, web-based, annotation interface. Existing tools, such as the
commonly used (for page segmentation) Aletheia (Clausner et al., 2011a) were considered,
but at the time was limited to computers running MicrosoftWindows, and presented an
interface with many features that were not necessary for this annotation task. We built the
interface to be as simple as possible, minimising distractions so that annotations could be
completed efficiently.
The interface, shown in Figure 5.11, provided an overlay of ocr text on top of the
greyscale image of the original newspaper page. We implemented only the following
features, which we deemed either imperative or time saving, in order to minimise clutter
and allow for efficient annotation.
Move edges or corners To move the edge of a bounding box, annotators could click on
the side that they intend to resize and drag in or out. It was also possible to resize two sides
at once by dragging a corner. This is an intuitive interaction design pattern that exists in
many applications. The mouse pointer turned into an arrow when hovering over an edge or
corner the annotator would like to resize. This arrow was necessary as two edges of different
boxes that are close to each other could be difficult to differentiate.
Move boxes To move an entire bounding box, the annotator could click and drag on the
title of the box, which would appear in the centre of the box when the mouse hovered over.
This functionality was seldom used as it was usually quicker and easier to move an article’s
bounding box by moving the individual edges or corners as described above.
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Figure 5.11: Our annotation interface running in a web browser. The ocr text was overlaid
on top of the original newspaper image. Simple controls were placed at the top of the page.
Excerpt from the smh 1987-01-21, p. 7.
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Create boxes Annotators were given the option to create new bounding boxes using an
Add New Box button at the top of the interface. Clicking this button would create a new
bounding box in the middle of the page that could be resized or moved just like an existing
box. This functionality was necessary as the automatic alignment was not perfect and could
miss entire articles on a page.
Delete boxes Annotators could remove boxes in cases where articles had been incorrectly
recognised. Once a box enclosed zero characters it would be removed from the interface
and marked for deletion in the dataset.
Page navigation Annotators could navigate between pages using previous and next but-
tons at the top of the page. The navigation bar also showed the number of pages remaining
to be annotated.
Automatic saving The interface automatically saved all changes, without the need for the
annotator to manually initiate a save operation.
Colourisation The interface automatically coloured the characters enclosed by each art-
icle’s bounding box with a unique colour for each article. Characters that were not enclosed
by any bounding box remained black. This feature allowed annotators to quickly identify
characters that had not been included in a bounding box.
Newspaper image By default, an image of the newspaper scan appeared as a semi-
transparent background of each page, with the ocr characters aligned with the background
image. The image was usually helpful in aiding the quick identification article boundaries,
however at times it was distracting, especially when the ocr text was not correctly aligned.
In these cases, annotators could temporarily hide the background image using a toggle
button in the navigation bar at the top of the page.
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b-cubed 𝐹1Annotator Pages
DS A B C
A 333 96% 100% 90% 92%
B 118 87% - 100% 93%
C 333 89% - - 100%
Table 5.2: Agreement between annotators and automatically extracted article boundaries
using our distant supervision (ds) technique. We only calculate in one direction as b-cubed
𝐹1 is symmetric.
Box reduction The interface had a feature that automatically reduced the size of bounding
boxes to theminimum required box to encompass the ocr tokens bounded by the annotated
box. Since the task was defined in terms of characters, it is unnecessary to have bounding
boxes larger than they needed to be. A positive side-effect of this functionality is that
bounding boxes expanded by annotators to include figures would automatically be reduced
to exclude the figures, which were not part of the task (e.g. Figure 5.12).
5.6 Annotator agreement
The b-cubed 𝐹1 over characters for the article segmentation appears in Table 5.2 and
was calculated between all pairs of annotators as well as between each annotator and the
automatic distant supervision approach. The biggest issues during annotation were whether
certain types of text were considered articles and when related text blocks should form
composite articles. The task definition evolved during annotation as new issues were
identified. However, annotators did not re-annotate pages as the task definition evolved.
Despite this, all annotators showed high agreement; with inter-annotator b-cubed 𝐹1
between 90% and 93%.
Agreement between annotators and the automatic distant supervision approach was
also high, with b-cubed 𝐹1 between 89% and 96%. Annotator A is the author of this thesis,
and the near-perfect agreement with the automatic article segmentation (b-cubed 𝐹1 96%)
suggests a bias towards the algorithm. Despite the possible bias of annotator A towards the
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Figure 5.12: The article includes a photographic figure, however the correct bounding box
should not include the figure. In this case, the automatic box reduction feature would
prevent the figure from being included in the bounding box as there are no characters
present. Excerpt from the smh 1988-03-12, p. 3.
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algorithm, their agreement with annotators B and C was also very high (90% and 92%).
This implies that any bias that was present would have a minimal impact on the integrity of
the dataset.
The dev dataset averaged 3.48 articles per page and, on average, 0.74 articles per page
were added by annotators and only 0.08 were removed. 0.74 articles being added is high
relative to the number of articles that were originally on each page. However, this was
to be expected, as we specified our threshold value in Algorithm 1 to favour precision of
the resulting matches over recall. Articles were typically added due to the high threshold
parameter causing missing matches, though some articles were added by annotators that
did not exist in the faa. This was typically due to our definition of what constitutes article
text being looser than what Fairfax media had deemed necessary to keep in their archive.
Annotations took approximately one minute per article, and four minutes per page. The
time varied drastically when articles were being added or removed. Significant portions of
time were also spent adjusting boundaries to minimise noisy characters that often appeared
on the edges of articles (see Figure 5.4).
The Fairfax article archive provides a high quality alternative view to the Google ocr
dataset, allowing us to automatically produce large amounts of data with minimal cost. The
inter-annotator agreement shows that, contrary to typical distant supervision approaches,
our technique produces data that is comparable to manual annotations. We thus conclude
that our dataset containing 3 332 pages segmented into 11 602 articles is suitable for training
new approaches to article segmentation, as well as evaluating new and existing systems.
5.7 Article segmentation with blocks
Many existing approaches to article segmentation rely on layout analysis. As stated in
the previous chapter, we consider layout analysis a separate task. We extend our distant
supervision technique to automatically perform geometric and some logical layout analysis
for each page, identifying the headline and body blocks that exist within each article. Our
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automatic layout analysis will allow us to implement block-based approaches that use the
output of layout analysis as input. It will also allow us to report block-level and article-level
accuracy for these approaches.
We use the Smith–Waterman sequence alignment algorithm (Smith and Waterman,
1981) to align faa article text and gocr text. The Smith–Waterman algorithm is used to
identify similar regions between two strings. It is commonly used in the field of biology to
study nucleic acid and protein sequences. In Smith–Waterman, sequences are compared
by calculating the number of substitutions, insertions, or deletions required to go from
one sequence to another. The algorithm uses a scoring function to find the optimal local
alignment between two sequences by identifying the alignment that requires the minimal
number of transformations. We explain our scoring function for the Smith–Waterman
algorithm below.
For each paragraph in the faa article text, we locate the most probable ocr tokens that
match each segment. Knowing which ocr tokens belong to each paragraph, we can identify
the blocks on the newspaper page. The alignment allows us to identify the logical label of
blocks (e.g. paragraphs and headlines) on each newspaper page.
Our alignment technique relies on the reading order of the ocr text in the html file to
be correct. While Figure 5.3 showed that paragraphs were often dislocated in the html,
the text within paragraphs typically had the correct reading order. To overcome this, our
sequence alignment algorithm only processes one paragraph or headline at a time.
We start with an entire paragraph, the query text, and search for the longest matching
sequence of ocr tokens in the newspaper page. The search space is initially limited to the
known article boundaries, but shrinks as portions of text are aligned to previous paragraphs.
In the most common case, the full faa article paragraph is matched to a single sequence of
ocr tokens. In these cases a single application of the Smith–Waterman algorithm is able to
identify the location of a text block and its type (headline or body text).
For example, in Figure 5.13, we use the Smith–Waterman algorithm to identify the ocr
tokens that match the query (a) — the text of the first paragraph. We limit the search space
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SEOUL, Tuesday: President Roh
Tae-Woo’s party rammed an
electoral bill through South
Korea’s National Assembly today,
with guards shielding the Speaker
from angry Opposition members.
(a) Query (b) Search space
SEOUL, Tuesday: President Roh
Tae-Woo’s party rammed an
electoral bill through South
Korea’s National Assembly today,
with guards shielding the Speaker
from angry Opposition members.
(c) Query complete (d) Complete match
Figure 5.13: Alignment with a complete match. Excerpt from the smh 1988-03-09, p. 19.
to the ocr tokens enclosed by the bounding box (b). The result of this particular alignment
is a complete match, as all of the query tokens are found, indicated by the bold text in (c).
The found tokens (d), will be excluded from subsequent searches.
Problems arise when paragraphs flow across columns, as the paragraph can appear
separated in the ocr. In these cases, the Smith–Waterman algorithm will partially match a
portion of the faa article text with the corresponding ocr tokens. When this happens, we
create a partial match and identify a portion of text, and repeat the search for the remaining
portion of the faa text in the remainder of the digitised page.
For example, in Figure 5.14, we use the Smith–Waterman algorithm to identify the
ocr tokens that match the query (a) — the text of the fifth paragraph. We limit the search
space to the ocr tokens enclosed by the bounding box (b), which excludes all the tokens
from previous matches. The result of this alignment is a partial match, as only some of the
paragraph was found, indicated by the bold text in (c). The found tokens for this partial
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match (d), will be excluded from subsequent searches. Since the query is incomplete, we
perform a repeated alignment for the remaining query string (e) in the remaining search
space (f). The result of this repeated alignment is a complete match, as the remaining part
of the paragraph is found, indicated by the bold text in (g). The location of the matched
ocr tokens is shown in (h).
In Smith–Waterman, a positive score is assignedwhen tokensmatch, and negative scores
when tokens mismatch or are skipped. To handle ocr errors and noise in the digitised
text, we award partial scores using the Levenshtein distance (Levenshtein, 1966) when
tokens do not exactly match, but share trigrams. We also assign a positive score when two
concatenated ocr tokens match a single token in the article text, as occurs with hyphenated
words broken across lines. Since punctuation is a common source of errors in the ocr data,
we exclude non-alphabetic characters, and use the word grouping provided in the ocr.
We experimentally set the Smith–Waterman similarity score function between two
words 𝑎 and 𝑏 by qualitatively examining the output matches to guide adjustments:
𝑠(𝑎, 𝑏) =
{{{{{{{{{{{
{{{{{{{{{{{
{
15, if 𝑎 = 𝑏 (match)
10, if 𝑎 = 𝑏 and 𝑎 ∈ 𝑇 (stop word match)
⌊15 × 𝑙(𝑎, 𝑏)⌋ − 5, if trigrams(𝑎) ∩ trigrams(𝑏) (trigram match)
−5, otherwise (mismatch)
(5.1)
where 𝑇 is a list of English stop words (see Section 6.3.1), and 𝑙(𝑎, 𝑏) is a similarity score
between the two words 𝑎 and 𝑏, defined in terms of the Levenshtein distance, 𝑑(𝑎, 𝑏):
𝑙(𝑎, 𝑏) = 1 −
𝑑(𝑎, 𝑏)
max(|𝑎|, |𝑏|)
(5.2)
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The President, inaugurated on
February 25, pledged to end the
authoritarian policies of his
predecessor, Mr Chun Doo-Hwan.
(a) Query (b) Search space
The President, inaugurated on
February 25, pledged to end the
authoritarian policies of his
predecessor, Mr Chun Doo-Hwan.
(c) Query incomplete (d) Partial match
The President, inaugurated on
February 25, pledged to end the
authoritarian policies of his
predecessor, Mr Chun Doo-Hwan.
(e) Repeated query (f) Search space
The President, inaugurated on
February 25, pledged to end the
authoritarian policies of his
predecessor, Mr Chun Doo-Hwan.
(g) Query complete (h) Complete match
Figure 5.14: Alignment with a partial match. Excerpt from the smh 1988-03-09, p. 19.
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The gap penalty is linear and proportional to the mismatch penalty:
𝑊1 = −5 (5.3)
𝑊𝑘 = 𝑘𝑊1 (5.4)
When a word is hyphenated in the digitisation output, it will not align well with the faa
article text. Typically, the first half of the hyphenated word will trigram match with the faa
word, and the second half of the hyphenated word will be scored as a gap relative to the faa
text. For example:
FAA text: This is a hyphenated sentence
GOCR text: This is a hyphen ated sentence
M S S T G M
Score: 15 10 10 4 -5 15
M represents a full match, S a stop word match, T a trigram match and G the gap penalty.
We modify the gap penalty portion of the algorithm to allow proper handling of such
hyphenated words. If a gap is identified, and the previous tokens were trigrammatched, and
the concatenation of the previous and current tokens in the gocr text exactly matches the
faa text, a full match score is awarded, minus the previous trigram match score. Enabling
this modification to the algorithm, the above example is now scored as:
FAA text: This is a hyphenated sentence
GOCR text: This is a hyphen ated sentence
M S S T H M
Score: 15 10 10 4 11 15
The gap score is 11 (15 − 4 = 11) instead of −5, as the concatenation of hyphen and ated
exactly matches hyphenated. We attempt concatenation with and without connecting
hyphens as these were often missing from the digitised text.
In our qualitative analysis of the sequence alignment matches, we observed that the
parameters of the Smith–Waterman alignment were not highly sensitive. Changes to the
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score function, weighting of stop words, and gap penalties did not have a substantial effect
on the output of the alignment technique.
We had to apply some post-processing to our sequence alignment procedure as the
output was not perfect. We removed overlapping blocks by sorting the blocks on a page
by the number of other blocks they overlap with. We removed the most overlapping block
until no blocks remained that overlapped with others. We did this because blocks that
overlapped with many blocks were typically a result of incorrect alignments with distant
words on a page, producing very large boxes. We also removed headline blocks for which
there were no associated body blocks and body blocks for which there were no associated
headline blocks. This resulted in slightly fewer articles and pages in our final dataset than
the bounding box article segmentation dataset.
5.8 Final dataset
Our sequence alignment method allowed us to identify 178 797 text blocks categorised as
either headline or body using the bounding box article segmentation dataset. This final
dataset contains segmentations over characters as well as blocks, allowing diverse methods
to be trained and evaluated. Table 5.3 shows a breakdown of the dataset.
Hereinafter the labels dev, train, test refer to this dataset. Since we generated each
split of this dataset using the same procedure, we expect the accuracy of segmentations
in each split to be similar. Even though we manually annotated the dev portion of the
bounding box article segmentation dataset, we only used the annotations to validate our
automatic procedure, not to correct the data.
5.9 Alternative data sources
Techniques we have presented are not exclusive to the Fairfax and Google datasets. The goal
of our approach is that it could also be applied to many other digitisation projects, where
an alternative view of article text is available. One such example is the Trove archive.
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Dataset Pages Articles Characters
Blocks
Headline Body
dev 305 1 003 2 411 011 1 003 16 519
train 2 481 8 198 19 718 217 8 198 135 177
test 311 1 029 2 465 440 1 029 16 871
Total 3 097 10 230 24 594 668 10 230 168 567
Table 5.3: Final article segmentation dataset in terms of both characters and blocks.
5.9.1 Trove
The Trove archive (Holley, 2010) is an online resource developed by the National Library
of Australia to provide access to content aggregated from over 1000 libraries, museums,
archives and other organisations across Australia. The National Library partners with these
organisations to digitise and store in Trove newspapers, journals and books. As of February
2019, the archive contains over 450 million works, the most substantial portion of which
are digitised newspapers.3
The National Library encourages community members to make corrections in Trove
when they encounter mistakes in the digitised documents. These crowdsourced corrections
include fixes to poorly recognised text, but also enhancements at higher levels, such as adding
tags and merging or splitting works. Volunteer community members make thousands of
corrections every day,4 and as of 2013, 78 million lines of newspaper text had been corrected
(Hagon, 2013). This is a significant number of corrected newspaper articles and an example
of an alternate view of a digitised archive to which our distant supervision approach could
be applied. This plethora of manual text corrections could also be useful for improving
state-of-the-art ocr recognition.
Figure 5.15 shows a screenshot of the Trove interface, with a single article highlighted.
The left sidebar shows the digitised text, and users are able to manually provide corrections.
3https://trove.nla.gov.au/system/counts
4https://trove.nla.gov.au/newspaper/recentCorrections
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Figure 5.15: The National Library of Australia’s Trove archive allows users to manually
correct digitised text.
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5.10 Summary
In this chapter, we have addressed a problem that has been impeding progress in the article
segmentation task. Large datasets for training supervised approaches to the task, as well as
perform meaningful evaluations, are costly and time-consuming to create manually. We
have contributed a distant supervision approach to automatically create large datasets when
two views of the same article text are available. By aligning the Google ocr dataset with the
Fairfax article archive, we created a large amount of high-quality training data.
Our annotation task evaluated the effectiveness of our approach and showed that we gen-
erated data almost as good as costly human annotators. The b-cubed 𝐹1 ranged 87%–96%
between human annotators and our automatic approach, which was quite comparable to
the 90%–93% between human annotators.
We extended our distant supervision approach to automatically perform layout analysis,
segmenting the page into blocks and classifying them as either headlines or body blocks.
Our final dataset of 3 097 pages is segmented into 10 230 articles and contains 24 594 668
characters, 10 230 headlines, and 168 567 body blocks. This dataset will allow sophisticated
supervised learning algorithms to be trained to tackle the article segmentation task and will
allow more meaningful evaluation over a large number of pages.
In the next two chapters, we capitalise on our new dataset to train and evaluate textual
and visual approaches for article segmentation.
6 Textual approaches
Existing article segmentation approaches rarely employ sophisticated natural language
processing (nlp) techniques. Given that text has such an essential role in how humans
understand articles, textual features should have a prominent role in article segmentation
approaches. In this chapter, we advance how text is used for article segmentation by focusing
on purely textual approaches that ignore visual and spatial cues.
We reimplement and evaluate the seminal textual article segmentation approach, Aiello
and Pegoretti (2006), that we introduced in Chapter 3. We analyse and highlight the
limitations of this baseline using our task definition, evaluation framework and large dataset.
We contribute a new framework that separates article segmentation into two distinct
phases. The first is block representation, whereby blocks are represented in a vector space
using their textual content. The second phase is clustering, whereby blocks are grouped
such that those belonging to the same articles belong to the same cluster.
Using this framework we contribute several block representation and clustering tech-
niques. Among our block representation techniques, similarity embeddings use a neural
network to generate highly compressed semantic representations of blocks. Among our
clustering techniques, headprop uses a novel application of the label propagation algorithm
to spread headline labels to textually similar blocks.
Our framework allows us to evaluate several combinations of block representations
and clustering techniques. Our final article segmentation approach performs substantially
better than the baseline. However, comparisons with the performance of human annotators
indicate that our purely textual approach does not yet solve article segmentation.
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6.1 Baseline system
The seminal work in textual article segmentation was by Aiello and Pegoretti (2006). In
contrast to previous and future methods to date, Aiello and Pegoretti do not use any visual
or spatial information in their article segmentation approaches. For this reason, we compare
the textual approaches we propose in this chapter with those of Aiello and Pegoretti. Like
our approach, theirs is block-based, grouping text blocks to form articles.
Aiello and Pegoretti (2006) propose three algorithms for grouping text blocks to form
articles: the simple clustering algorithm (simple), the comparative clustering algorithm
(compare), and the agglomerative clustering algorithm (agglom). Aiello and Pegoretti
showed that compare and agglom algorithms performed slightly better than simple in
training. However, the simple algorithm achieved the best result on their held-out test
data. Aiello and Pegoretti also concluded that the compare and agglom algorithms were
unnecessarily complex compared to simple. Hence, we only consider the simple algorithm
in our reimplementation of their work.
All three algorithms extend from a general algorithm that consists of four steps:
Indexing consists of tokenising each text block to extract an unordered list of words, case
folding, removing stop words, stemming, and obtaining a count vector for each block.
We discuss each of these steps in detail in Section 6.3.1.
Weighting considers how useful each term is in distinguishing or aligning text segments.
Weights for each index term are computed using the term frequency–inverse doc-
ument frequency (tf–idf, Spärck Jones, 1972). We discuss this technique in more
detail in Section 6.3.2.
Computing similarity constructs a similarity matrix,𝑀, by computing the cosine similar-
ity for each pair of text blocks on a page. Each element of the matrix𝑀𝑖𝑗 represents
the textual similarity between blocks 𝑖 and 𝑗.
Clustering partitions text blocks into sets, each representing a single article.
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The simple algorithm for clustering represents each text block as a node in a connection
graph. Edges are added between nodes in the connection graph if they have a similarity
score greater than some threshold, 𝑡. Once edges are added, each disjoint subgraph in the
connection graph represents an article.
Aiello and Pegoretti find the threshold parameter using a grid-search over the valid
threshold space to optimise their weighted harmonic mean (whm) metric. We described
whm in Section 3.2.2.
6.2 A framework for textual article segmentation
We propose a novel framework for textual approaches to article segmentation. Our frame-
work involves two distinct phases: block representation and clustering.
Block representation involves mapping the text blocks on a page into some vector space
using their textual content. Ideally, blocks should be mapped such that those that belong to
the same article are closer in the vector space than those that belong to different articles.
The next phase in our framework, clustering, groups blocks that are close in the vector
space. The output of each clustering technique we propose is a partitioning of blocks into
distinct sets, each of which represents an article. By mapping blocks into a vector space, we
can use any clustering algorithm that operates on vectors.
We explore different techniques for attaining block representations and different clus-
tering techniques. The combination of a block representation technique with a clustering
technique forms a system. We analyse the performance of different systems to identify the
most effective block representation and clustering techniques.
We also evaluate the baselineAiello andPegoretti (2006) approachwithin our framework.
Their indexing and weighting steps are analogous to our block representation phase, and
their computing similarity and clustering steps are analogous to our clustering phase.
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6.3 Block representations
In this section, we describe different block representation techniques, as well as the prepro-
cessing each requires.
Purely lexical representations of text, such as count vectors (described below), are very
sparse. The noise in ocr text exacerbates this sparsity. We do not desire sparse block
representations as they decrease the collision probability between blocks in the vector space,
making it challenging to identify similar or dissimilar blocks.
We need to make block representations more compressed to increase the likelihood
of extracting features that can be used to relate or distinguish blocks. As we make rep-
resentations denser through simple techniques such as case folding, stemming, or more
complex techniques such as similarity embeddings, we are losing information. We make
this trade-off to increase the collision probability between blocks in the vector space and
thus increase our ability to cluster these blocks into articles.
Aiello and Pegoretti used tf–idf vectors of stemmed words. We propose three more
compressed block representation techniques: a simple semantic representation using word
embeddings, a highly compressed semantic representation using an innovative model we
call similarity embeddings, and a combined approach.
6.3.1 Preprocessing
All of the block representation techniques in this section require some preprocessing to
obtain a basic representation of the text within each block on a newspaper page. We discuss
the preprocessing steps below, and, unless specified otherwise, we employ all steps for every
block representation technique.
Extraction
The blocks extracted in Section 5.7 are represented as two (𝑥, 𝑦) coordinates indicating the
top left and bottom right coordinates on a page. The ocr output is in a html format with
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the coordinates of each character, as well as a grouping of characters for each word. In order
to extract the text for a given block, we first calculate for each word (as grouped by the ocr
engine) its top-left and bottom-right coordinates. Then, for each text block, we find all the
words whose boundaries are wholly or partially within the bounds of the text block. Words
can only be assigned to a single text block. In cases where a word overlaps with more than
one block, the block with the highest overlapping area takes precedence.
Tokenisation
Tokenisation is the process of splitting a text string into individual units or tokens, such as
words and punctuation, for subsequent processing. A simple method could split a string
every time a space is encountered. For example, the stringMy name is John. could be split
into four tokens: [My, name, is, John.]. In this simple method, the full stop was left on the
last token. In ir and nlp applications, it is typically desired to have punctuation in separate
tokens. A more advanced method for tokenisation would tokenise the above sentence into
five tokens: [My, name, is, John, .]. Other examples of more complex tokenisation include
splitting contractions such as isn’t into tokens is and n’t.
We tokenise the ocr text intowords and discard punctuation using theNatural Language
Toolkit (nltk, Bird et al., 2009) “Punkt” tokeniser (Kiss and Strunk, 2006). We use the
pre-trained model included in nltk for applying this tokeniser over English text.
The ordering of words within a text block is not used by our clustering techniques below,
but it is necessary for proper tokenisation. While we have shown the ordering of text within
an entire page of digitised text to be poor (see Section 5.1.1), the ordering of text within
paragraphs tends to be quite good. For application of the Punkt tokeniser, we maintain the
ordering of text within text blocks using the ocr output. This ordering is discarded in the
vectorisation step below.
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Case removal
Words with the same spelling but different casing often share the same meaning. For
example, white andWhitemay both refer to the colour white, with the latter capitalised
because it occurred at the beginning of a sentence. However, this is not always the case —
Whitemight be a proper noun referring to a person with the surname White.
Treating words with different casing as two distinct tokens in the vocabulary hinders
our goal of attaining dense block representations. Typically the lowercase form of common
words occur much more frequently than their uppercase counterparts. This would make
it much more difficult to infer meaning from the presence ofWhite than white. In our
processing, we remove case to increase the density of block representations.
Stop word removal
Stop words are terms that are filtered out of a document because they do not aid later
processing steps. For example, function words such as the, and, and is, do not convey
meaning when processed individually. For our goal of article segmentation, these words
would not provide utility in determining which text blocks belong to the same article. Note
that this is typically only the case in “bag-of-words” models (those that ignore the ordering
of words), such as our models for block representations in this chapter. In more advanced
nlp techniques, such as sentence parsing, these words are essential. In our experiments, we
remove stop words from text blocks as found in the standard nltk English stop words list.
Stemming
Stemming is the process of reducing words to their grammatical roots. For example, the
word processing could be reduced to process by removing the -ing suffix. We employ a
simple suffix-stripping stemming algorithm, as done by Aiello and Pegoretti. We use the
nltk implementation of the English Snowball stemmer (Porter, 1980).
This step is only applied to the tf–idf block representation technique.
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Vectorisation
We represent each text block on a page as a count vector. A count vector is a vector of length
equal to the vocabulary size for a given corpus, with the value of each element in the vector
corresponding to the number of times a particular term appears in that text block. For
example, consider a page with two text blocks. The first block contains the textmy name
is john, and the second block contains the text hello john. The total vocabulary consists
of 5 words: hello, is, john, my, and name. The first element of a count vector with this
vocabulary would represent the number of times hello appeared in the block, while the
second element in the count vector would represent the number of times is appeared in
the block, and so on. Hence, the first block would have count vector [0, 1, 1, 1, 1], and the
second block would have count vector [1, 0, 1, 0, 0].
6.3.2 tf–idf vectors
Themotivation behind term frequency–inverse document frequency (tf–idf, Spärck Jones,
1972) is to identify important terms in a collection of documents. The tf–idf statistic
increases as the frequency of a particular term increases within a document, and decreases
the more common that term is in other documents. It is commonly defined as:
tf–idf(𝑡, 𝑑, 𝐷) = tf(𝑡, 𝑑) ⋅ idf(𝑡, 𝐷) (6.1)
where 𝑡 is some term, 𝑑 is some document,𝐷 is the collection of all documents, tf(𝑡, 𝑑) is
the number of occurrences of term 𝑡 in document 𝑑, and idf(𝑡, 𝐷) is computed as:
idf(𝑡, 𝐷) = 1 + ln
|𝐷|
df(𝑑, 𝑡)
(6.2)
where𝐷 is the collection of all documents and df(𝑡, 𝐷) is the number of documents in𝐷
that contain the term 𝑡. In our implementation, we use a modified definition of idf(𝑡, 𝐷)
that includes smoothing. We add one to the numerator and denominator as though an
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extra document was seen containing every term in the collection exactly once, preventing
errors from division by zero:
idf(𝑡, 𝐷) = 1 + ln
|𝐷| + 1
df(𝑑, 𝑡) + 1
(6.3)
In our experiments, we treat each block as a document, and the collection of all blocks
on a page as the collection of all documents. We found this more effective than defining all
blocks in train as the collection of all documents.
In order to attain tf–idf block representations, we transform the count vectors obtained
in Section 6.3.1 using the tf–idf definition above. We do this by multiplying each element
in the count vector by its tf–idf statistic. Note that the tf–idf statistic is defined in terms
of a term 𝑡, a particular document 𝑑, and the collection of all documents 𝐷. Hence the
statistic must be computed for every element in the count vector of every block.
These tf–idf block representations are identical to the combination of the indexing
and weighting steps of the Aiello and Pegoretti system.
A limitation to tf–idf vectors is that for a particular dimension to be strong in two
blocks, these two blocks must contain the exact same word or word stem if stemming has
been applied. For example, if block A contains the word queen, while block B contains the
wordmonarch, tf–idf vectors would not be able to highlight any similarity between these
two blocks, even though they contain words that are related.
6.3.3 Word embeddings
Word embeddings are a technique used in nlp to map individual words to some vector
space, whereby words similar or related in meaning would be close in the resulting vector
space. The concepts behind word embeddings stem back to the area of distributional
semantics (Harris, 1954) — the field that studied how words that appeared in similar
contexts would be more likely to share similar meanings. tf–idf vectors (discussed in
the previous section) are examples of the earliest forms of a vector space model for terms.
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Reducing the dimensionality of tf–idf vectors with latent semantic analysis (Deerwester
et al., 1990), can be interpreted as a form of word embedding.
A common approach to modelling a document (a collection of individual terms) is to
map each term to a vector space using word embeddings, and then average these vectors to
produce a single vector representing the document. We apply this concept to the collection
of terms within a text block on a newspaper page in order to produce a representation of
each block.
Universal word embeddings are word embeddings that have been trained on a generic
dataset with the intention of being utilised in other tasks. Although deemed “universal”,
such word embeddings are typically only useful if the text you are using is very similar to
the type of text used to train the universal word embeddings. Universal word embeddings
are typically trained on Wikipedia text. Our dataset consists of Australian newspaper text
from the last century, and this is quite different to Wikipedia. To overcome this, we train
our own word embeddings using our digitised dataset.
We use the fastText word embedding library (Bojanowski et al., 2017) to learn domain-
specific word embeddings. We chose fastText as it allows out-of-vocabulary words to be
represented, which is especially important in noisy ocr text. We use fastText’s skipgram
model to learn word embeddings.
The skipgram model learns word embeddings by training a neural network to predict
the context of a given word. The network consists of three layers: an input layer, a hidden
layer, and an output layer. The input layer has a size equal to the vocabulary, and a word is
one-hot encoded as input. The hidden layer is a linear, fully-connected layer with a size
equal to the desired dimensions of the word embeddings. The output layer is a softmax
classifier layer, outputting the probability of each word in the vocabulary appearing in the
context of the input word. After training, the final layer is discarded, and the first two layers
can be used to generate word embeddings.
We use 100 dimensions and learned fastText embeddings over the train dataset. We
used fastText’s default parameters except number of epochs. Increasing the number of
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epochs to 100 reduced fastText’s training loss and the resulting embeddings performed
better in our article segmentation experiments. Word embeddings are calculated for each
word, and then averaged over each block to produce a vector representation of that block.
6.4 Similarity embeddings
When word embeddings are averaged over a document, the location of these averaged
vectors in the vector space does not have the same implication as the location of individual
words. That is, documents similar in meaning are not necessarily mapped to the same area
in the vector space when simply averaging the word embeddings within a document.
To solve this problem we define similarity embeddings— representations for words such
that when averaged over a block of text, blocks belonging to the same article are near in the
vector space and blocks belonging to different articles are distant. We learn these similarity
embeddings using a Siamese neural network (Bromley et al., 1994; Lu and Li, 2013; Severyn
and Moschitti, 2015; Yin and Schütze, 2015).
In a Siamese neural network, certain subnetworks are duplicated in the network and
share all parameters and weights. Siamese networks are commonplace in text similarity
tasks, for example Mueller andThyagarajan (2016) developed a Siamese recurrent neural
network to classify similar sentences.
The architecture of our network is shown in Figure 6.1. The input is two blocks of text
(headline or body) from the same page, and the output is a Boolean indicating if the two
blocks belong to the same article (1) or not (0). Note the duplicated layers of the network —
the first set of layers apply to block𝑎, while the second set apply to block𝑏. The weights of
these duplicated layers are shared between the two branches of the Siamese network and
are updated simultaneously in training.
At the top of the Figure 6.1, each block is represented as an array of 𝑛 words. Each block
passes through an embedding layer to map each word to a vector of length 𝑑. Thus, the
output of this layer is an 𝑛 × 𝑑matrix representation of each block. This embedding layer
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Figure 6.1: The architecture of our Siamese network used to learn similarity embeddings.
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uses the fastText model we trained in the previous section and its weights are fixed (i.e. the
weights do not change in training).
After the embedding layer, each 𝑛 × 𝑑 block passes through a densely connected layer.
This first dense layer uses relu activations. We initialise the bias vector of the layer to zero
and the kernel weights using the Xavier uniform initialiser (Glorot and Bengio, 2010). The
weights of this layer are not fixed, and are updated when the model is trained. Since this
layer is densely connected, its output is also an 𝑛 × 𝑑matrix for each block.
After the first dense layer, each 𝑛 × 𝑑 block passes through a second dense layer. This
second dense layer uses sigmoid activations and the same initialisation procedure as above.
Like the first dense layer, the weights of this layer are not fixed, and the output is also an
𝑛 × 𝑑matrix for each block.
The resulting vectors for each block are then averaged over words to form a block
representation vector. The output of this averaging layer is a vector of length 𝑑 representing
the block. Each block’s vector is then passed through a cosine similarity layer to produce a
single output value ranging from 0 to 1.
To train the network we collect 5 771 218 pairs of blocks from train by permuting every
pair of blocks on each page, with the target values being 1 or 0 depending on whether or not
the blocks belong to the same or different articles. We implement our neural architecture
using the open-source Keras library (Chollet et al., 2015). We use the Adam optimiser
(Kingma and Ba, 2015) and the contrastive loss function (Hadsell et al., 2006). The learning
rate, 𝛼, used in the Adam optimiser is 0.001, while 𝛽1 and 𝛽2 are 0.9 and 0.999 respectively.
To prevent over-fitting, we add a 20% dropout (Srivastava et al., 2014) after the embedding
layer. We train the model for 5 epochs in mini-batches of 128 samples. The model achieves
a validation loss of 0.15 and validation accuracy of 78.2% over dev.
Once trained, we utilise the first three layers of the network (embedding, dense relu, and
dense sigmoid) to obtain similarity embeddings. Similarity embeddings are calculated for
each word and averaged over each block to produce a vector representation for the block.
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6.4.1 Hybrid approach
Our final approach to block representation concatenates tf–idf vectors and similarity
embedding vectors for each block. This approach combines the lexical features of the
tf–idf vectors with the highly compressed semantic features of the similarity embeddings.
6.5 Clustering techniques
The goal of the clustering phase is to group blocks into distinct sets of blocks. Each distinct
set of blocks represents an article. Since we mapped blocks into a vector space in the block
representation phase, we can use any algorithm that clusters vectors. In this section, we
propose novel applications of commonly used clustering algorithms to the specific task of
article segmentation.
6.5.1 kmeans
K-means clustering (MacQueen, 1967) is a simple and commonly used clustering technique
in data mining. Given 𝑛 objects, the goal of k-means clustering is to find 𝑘 clusters, such
that each object is mapped to the cluster whose centroid is closest, and the variance of the
objects within each cluster is minimised. The centroid of a cluster is the centre of all its
composite objects by some definition of centre.
The standard iterative approach to finding a k-means clustering was proposed by Lloyd
(1982) and consists of two steps which are repeated until convergence:
1. assign each object to the nearest cluster, then
2. re-compute cluster centroids as the centre of each cluster’s composite objects.
The input to the algorithm is:
• 𝑛 objects;
• 𝑘, the required number of clusters;
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• a distance metric that can be applied between objects and centroids; and
• a centroid metric to compute the centre of a group of objects; and
• 𝑘 initial cluster centroids to be used by the algorithm.
In our application of k-means clustering to the task of article segmentation, we treat
each text block as an object which is to be clustered into one of 𝑘 sets of blocks. Each
resulting set of blocks will comprise a single article.
We represent each block by some vector, 𝑥𝑖 of 𝐷 dimensions. To compute centroids,
we take themean of each cluster’s composite object vectors. Distance is computed in this
vector space using the Euclidean distance. The Euclidean distance between two objects with
vector representations 𝑥𝑖 and 𝑥𝑗 of𝐷 dimensions is defined as:
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥𝑖, 𝑥𝑗) = √
𝐷
∑
𝑑=1
(𝑥𝑑𝑖 − 𝑥
𝑑
𝑗 )
2 (6.4)
Convergence is defined in our implementation as the point at which the squared Eu-
clidean distance between cluster centroids and the previous iteration’s cluster centroids
drops below a specified tolerance. This tolerance is expressed as a percentage of the average
variance over each vector dimension on a given page. A maximum number of iterations is
also specified to ensure the algorithm will terminate even if the specified tolerance is not
reached. In all our experiments, we required a tolerance of ≤ 0.01% of the average variance,
and had a limit of 300 iterations, though this limit was never reached.
6.5.2 One headline per article hypothesis
In many applications of k-means clustering, determining the number of clusters, 𝑘, is a chal-
lenging task for whichmanymethods have been proposed. For example, the “elbowmethod”
(see Tibshirani et al., 2001) involves examining the percentage of variance explained by
each clustering for various values of 𝑘.
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However, in our application we can utilise latent knowledge regarding the number of
clusters present in the data. By invoking the one headline per article hypothesis, we can
assume that the number of articles on a page is equal to the number of headline text blocks.
This is a logical and common assumption made by existing article segmentation approaches
(e.g. Gatos et al., 1999; Bansal et al., 2014; Sfikas et al., 2016). In our manual annotation, we
never encountered an example of an article with multiple headlines.
Making this assumptionmeans that we now require logical layout analysis to distinguish
headline blocks from body blocks. However, we consider layout analysis a separate task
to article segmentation, and visual methods for layout analysis are well researched in
newspapers. In the next chapter, we reimplement the Bansal et al. (2014) method for logical
layout analysis. Their method achieves 96.0% accuracy in classifying blocks according to
their type. In our reimplementation and evaluation on our large dataset, we achieve 97.7%
accuracy. Therefore, we consider it reasonable to assume that logical layout analysis can be
reliably done as a precursor to article segmentation.
Using the one headline per article hypothesis, we specify the target number of clusters, 𝑘,
as being the number of headline text blocks that appear on the given page. Furthermore, we
set the initial cluster centroids to be used by the algorithm to be the vector representation of
each headline text block. The motivation for this is that we anticipate the vector representa-
tions of each of the headline text blocks being close to the centres of the resulting clustering
for each page. We did attempt to randomly initialise cluster centres (as is commonly done
in k-means clustering), but using the headlines as initial points substantially out-performed
the random cluster centres.
6.5.3 cop-kmeans
Setting the initial cluster centres in the k-means clustering algorithm does not prevent
these centres from moving to vastly different locations in the vector space. In many cases,
cluster centres could be moved such that the resulting k-means clustering of a page would
result in more than one headline text block being assigned to a single article cluster, or
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no headline text blocks being assigned to an article cluster. This would be in violation of
the one headline per article hypothesis, which typically results in severely degraded article
segmentation performance.
Constrained k-means (cop-kmeans) (Wagstaff et al., 2001) is an extension of k-means
that allows constraints to be incorporated into the clustering algorithm. Wagstaff et al.
define two sets of constraints that can be included: must-link constraints and cannot-link
constraints. Must-link constraints are a set of pairs of objects that must be placed into the
same cluster, while cannot-link constraints are a set of pairs of objects that cannot be placed
into the same cluster.
Step 1 of the k-means algorithm above is then modified to assign each object to the
nearest cluster such that neither themust-link nor the cannot-link constraints are violated. If
an object cannot be assigned to the nearest cluster as one of the constraints would be violated,
the next nearest cluster is tried until one is found that would not result in a violation of
constraints. If no cluster can be assigned to an object that would not violate the constraints,
the algorithm terminates early as a clustering could not be found.
In our article segmentation task, we only implement cannot-link constraints. The set of
cannot-link constraints consists of every combination of pairs of headline text blocks on
a page. These constraints will ensure the cop-kmeans produces a clustering containing
exactly one headline text block per article cluster.
The rest of the algorithm remains identical to standard k-means, including the setting of
𝑘, initial cluster centres, tolerance for convergence, maximum number of iterations, distance
metric and centre metric.
It is important to note that the constraints applied to the clustering are applied at a local
level. That is, in each iteration, before the selection of a cluster for each object, the constraints
are checked. This can result in a non-globally optimal clustering. For example, consider
the case where putting headline 𝑎 into cluster 𝐼 would result in a constraint violation since
cluster 𝐼 already contains headline 𝑏. However, there could exist a scenario whereby cluster
𝐼 should indeed contain headline 𝑎, while headline 𝑏 should belong to another cluster. This
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clustering could never eventuate using cop-kmeans as the constraints are checked before
each object is placed into a cluster — headline 𝑎 could not move into cluster 𝐼 as that would
result in an immediate constraint violation.
We used the open-source implementation of cop-kmeans provided by Babaki (2017).
6.5.4 Label propagation (headprop)
Label propagation (Zhu and Ghahramani, 2002) is a semi-supervised machine learning
algorithm. Label propagation is applied in datasets where the labels of some objects are
known. These labels then spread to similar objects whose labels are unknown.
The algorithm begins with every object represented as a node in a connected graph.
A function, 𝑤(𝑖, 𝑗) is supplied to the algorithm to calculate the weights of edges between
objects 𝑖 and 𝑗. Edges between similar objects should have higher weights than edges
between dissimilar objects.
Given 𝑛, the total number of nodes, an 𝑛 × 𝑛 transition probability matrix, 𝑇, is defined
whereby 𝑇𝑖𝑗 represents the probability of a label propagating from node 𝑗 to node 𝑖. Each
value in 𝑇 is calculated as follows:
𝑇𝑖𝑗 = 𝑃(𝑗 → 𝑖) =
𝑤(𝑖, 𝑗)
∑𝑛𝑘=1 𝑤(𝑘, 𝑗)
(6.5)
Given 𝐶, the total number of labels, a 𝑛 × 𝐶 label matrix, 𝑌, is also defined representing
the soft labels of each object as a probability distribution over all possible labels. That is, the
𝑖th row in 𝑌 represents the label probability distribution of node 𝑖.
The algorithm then repeats the following three steps until convergence:
1. Propagate 𝑌 ← 𝑇𝑌, then
2. row-normalise 𝑌, then
3. clamp 𝑌 to restore the labels of nodes with known labels.
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Step 1 multiplies the previous iteration’s label distribution matrix by the transition
probability matrix to produce the current iteration’s label distribution matrix. Step 2 row-
normalises the label distribution matrix guaranteeing that each row sums to 1, ensuring
the value of each 𝑌𝑖𝑐 can still be interpreted as a probability over all possible labels. Step 3
ensures that the labels from nodes whose labels are known are not eroded, by setting the
value of 𝑌𝑖 to its initial value for nodes with known labels. Some implementations instead
set a clamping factor in step 3, allowing the nodes whose labels are known to change.
The initial values for 𝑌 are 0 for all nodes with unknown labels. For nodes whose label
is known, the column which represents the label is 1, while other columns are 0.
To utilise label propagation in the clustering phase, we treat each block as an object
that needs to be assigned a label representing the article to which it belongs. Like in the
k-means clustering technique, we invoke the one headline per article hypothesis and set the
number of labels, 𝐶, to the number of headlines on a page. We then assign a unique label to
each headline block on a page, establishing the headline blocks as the set of objects with
known labels. We run the label propagation algorithm to propagate these headline labels
to the body blocks whose labels are unknown. Once the algorithm converges, we select
the label for each object whose probability is highest. The result is a label for each of the
body blocks on a page indicating to which headline they most likely belong. We consider
each set of blocks with the same label a single article. We call our novel application of label
propagation headprop, as headline labels propagate to the other blocks on a page.
In our experiments, we calculated edge weights using the radial basis function kernel,
which is defined in terms of Euclidean distance:
𝑤(𝑖, 𝑗) = exp(−𝛾
𝐷
∑
𝑑=1
(𝑥𝑑𝑖 − 𝑥
𝑑
𝑗 )
2) (6.6)
where 𝑥𝑖 is the vector representation of node 𝑖 containing 𝐷 dimensions and 𝛾 is a free
parameter. The implementation of label propagation we used had a default value of 𝛾 = 20.
We found this to be effective in our experiments and did not change the value.
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We determine convergence to have occurred when the sum of the absolute difference
between the current label distribution matrix 𝑌 and the previous label distribution matrix
is less than 0.001. We also specified a maximum of 1000 iterations to ensure the algorithm
will terminate if our required tolerance is not reached. This limit was not reached in any of
our experiments.
6.5.5 Dimensionality reduction
The dimensionality of our block representations are much larger than the expected number
of clusters. The clustering techniques we use compute Euclidean distances, and these
distances are not as meaningful in high dimensions as they are in lower dimensions (Beyer
et al., 1999). A common approach to clustering when it is known a priori that only a small
number of clusters exists is to reduce the dimensionality of the vector space before clustering
(Steinbach et al., 2004). In our framing of the problem, we specified that the number of
clusters is equal to the number of headlines. For these reasons, we reduce the dimensions
of all our block representations by applying a truncated singular value decomposition (svd)
with number of components equal to the number of headlines.
A singular value decomposition of an𝑚 × 𝑛matrix𝑀 is a factorisation of the form:
𝑀 = 𝑈𝛴𝑉𝑇 (6.7)
where 𝑈 is an𝑚 × 𝑚 orthogonal matrix, 𝛴 is an𝑚 × 𝑛 diagonal matrix, and 𝑉 is an 𝑛 × 𝑛
orthogonal matrix.
In a truncated svd, only the 𝑘 column vectors of𝑈 and 𝑘 row vectors of𝑉𝑇 correspond-
ing to the largest singular values are kept. This reduces the dimensionality of the matrix to
the 𝑘most representative components. Applying truncated svd to a set of tf–idf vectors is
effectively latent semantic analysis.
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To compute the truncated svd, we use the scikit-learn (Pedregosa et al., 2011) imple-
mentation of the randomised svd solver described byHalko et al. (2011). We use 5 iterations
of this algorithm.
6.6 Results and discussion
In this section, we report the results of our reimplementation of the baseline Aiello and
Pegoretti (2006) approach. We evaluate all our proposed techniques for block representation
and clustering, and compare our approach to Aiello and Pegoretti.
6.6.1 Baseline system results
Aiello and Pegoretti report three metrics and a combined metric. The first two metrics are
the precision and recall in terms of the edges in the connectivity graph. The third metric,
distribution, is the count of connected components (i.e. number of articles) in the output
connectivity graph divided by the count of connected components in the ground-truth
connectivity graph. Distribution is inverted if the number of articles in the output is greater
than the number of articles in the ground truth. The three metrics are combined using the
weighted harmonic mean (whm, defined in Equation 3.1), where edge precision and recall
are weighted twice as much as distribution. To be consistent with Aiello and Pegoretti, we
maximise whm in order to optimise the threshold parameter used in the clustering step.
We report Aiello and Pegoretti’s four metrics in our reimplementation of their system in
addition to block accuracy, article accuracy and b-cubed 𝐹1 as defined in Section 4.3. We do
not report Aiello and Pegoretti’s metrics on our approaches below as these metrics are only
applicable to Aiello and Pegoretti’s implementation, since they depend on a connectivity
graph model with edges between blocks.
The baseline results are shown in Table 6.1. We performed a grid search in order to find
the threshold that achieves the highest whm. Over our train dataset, this was 0.23. Note
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that a new grid search for simple has to be performed each time the block representation
changes in order to find the optimal threshold value.
Since we are not evaluating over the same dataset, the comparison between our cal-
culated metrics and Aiello and Pegoretti’s is not very meaningful. Nonetheless, the whm
of 54.7% in our reimplementation compares well with the whm reported by Aiello and
Pegoretti, 59.8%. Similarly, our edge precision (58.3%) and edge recall (77.0%) compare
well with Aiello and Pegoretti’s reported edge precision (65.4%) and edge recall (59.4%). The
distribution of our reimplementation was 55.2%, versus the 82.0% reported by Aiello and
Pegoretti. We attribute differences to the fact that our datasets are substantially different.
We also report our metrics of block accuracy, article accuracy and b-cubed 𝐹1. Block
accuracy provides intuitive insight into the performance, showing the Aiello and Pegoretti
method correctly groups 45.6% of blocks on a page. Looking at the harsh article accuracy
metric, we see that the Aiello and Pegoretti system is only able to perfectly cluster 4.0%
of articles. The b-cubed 𝐹1 of 65.6% shows that there is much room for improvement,
especially compared with the ∼90% b-cubed 𝐹1 of the human annotators (an upper limit
in this task).
A significant problem with the Aiello and Pegoretti approach is that it requires a
threshold to be determined and set across the entire evaluation set. In our experiments, we
noticed that the required threshold varied drastically depending on which page was being
clustered. Having to set a single threshold over the entire evaluation dataset means that
the set threshold will be too high for some pages and too low for others. This is especially
problematic when the dataset being evaluated is large in size, containing diverse documents.
6.6.2 Comparison of clustering techniques
In this section, we provide a direct comparison between the baseline simple clustering
algorithm and our proposed clustering techniques: kmeans, cop-kmeans and headprop.
We explored all combinations of block representations and clustering techniques, and
differences in clustering performance were consistent regardless of block representation. As
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Metric
Aiello and Pegoretti (2006)
(baseline, 𝑡 = 0.23)
Edge precision 58.3%
Edge recall 77.0%
Distribution 55.2%
whm 54.7%
Block accuracy 45.6%
Article accuracy 4.0%
b-cubed 𝐹1 65.6%
Table 6.1: Results of our reimplementation of the Aiello and Pegoretti (2006) baseline system
on dev. The first four metrics are defined by Aiello and Pegoretti and are reported here to
compare our results with theirs. We defined the last three metrics in Chapter 4.
Clustering technique
Accuracy b-cubed
Block Article 𝐹1
simple (𝑡 = 0.23) (baseline) 45.6% 4.0% 65.6%
kmeans 58.5% 9.9% 67.5%
cop-kmeans 60.6% 10.5% 68.2%
headprop 63.5% 11.5% 71.5%
simple* (𝑡 = 0.78) 50.0% 9.8% 67.2%
kmeans* 72.3% 12.9% 78.5%
cop-kmeans* 73.6% 13.3% 78.7%
headprop* 74.5% 13.9% 78.9%
Table 6.2: Comparison of various clustering techniques on dev using stemmed tf–idf
block representations. Dimensionality reduction using a truncated svd is indicated by *.
such, we only report differences in clustering techniques with the same block representations
that were used by the simple approach — tf–idf vectors with stemming.
The performance of the four clustering techniques without dimensionality reduction
are compared in the first half of Table 6.2. We report our three metrics, block accuracy,
article accuracy and b-cubed 𝐹1 over the dev dataset. All three of our proposed clustering
techniques perform better than the baseline Aiello and Pegoretti (2006) approach across all
of the reported metrics. While the baseline only achieved a block accuracy of 45.6%, our
kmeans technique achieved 58.5%. Our cop-kmeans technique was slightly better than its
non-constrained counterpart, reaching a block accuracy of 60.6%. The best performing
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Block representation technique
Accuracy b-cubed
Block Article 𝐹1
tf–idf vectors (baseline) 74.5% 13.9% 78.9%
fastText (Universal) 60.8% 11.0% 69.8%
fastText (train) 67.0% 12.7% 74.4%
Similarity embeddings 70.5% 13.1% 76.4%
tf–idf vectors + similarity embeddings 76.9% 15.4% 80.9%
Table 6.3: Comparison of various block representations on dev using our headprop*
clustering technique.
clustering technique was headprop, with a block accuracy of 63.5%. All three metrics
correlated across all techniques, and the 71.5% b-cubed 𝐹1 of headprop was substantially
better than the baseline’s 65.6%.
Dimensionality reduction
Introducing dimensionality reduction using the truncated svd, improved the performance
of all clustering techniques across all metrics, including the baseline Aiello and Pegoretti
(2006) approach. Our comparison of the four clustering techniques with dimensionality
reduction are in the lower half of Table 6.2 (indicated by *). Applying the truncated svd
improved the block accuracy of the baseline from 45.6% to 50.0%. Similarly, kmeans im-
proved from 58.5% to 72.3%, cop-kmeans improved from 60.6% to 73.6%, and headprop
improved from 63.5% to 74.5%. Article accuracy and b-cubed 𝐹1 also increased for all
techniques. The ranking of clustering techniques was the same regardless of whether or not
we reduced the dimensionality of the block representations, with all three of our proposed
methods performing better than the baseline even with dimensionality reduction. The best
performing clustering technique was headprop with dimensionality reduction, achieving
b-cubed 𝐹1 of 78.9%.
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6.6.3 Comparison of block representations
We explored all combinations of block representations and clustering techniques, and
differences in block representation performance were consistent regardless of clustering
technique. We use the best of our clustering techniques, headprop with dimensionality
reduction (headprop*), to demonstrate these differences. We report the block accuracy,
article accuracy and b-cubed 𝐹1 over dev with various block representations in Table 6.3.
Combining headprop* with universal fastText word embeddings achieved a block
accuracy of 60.8%. This was substantially lower than the baseline tf–idf vectors, which
achieved a block accuracy of 74.5%. Using learned fastText word embeddings over our
train dataset provided substantial improvement, with block accuracy reaching 67.0%.
This is not surprising since our dataset contains vastly different text (1980s Australian
newspaper) to the text on which the universal fastText word embeddings were trained
(English Wikipedia).
Using similarity embeddings to form block representations achieves 70.5% block accur-
acy. Here we see that learning similarity embeddings for words with the specific intent of
maximising the similarity between blocks belonging to the same article provides a substan-
tial 5% improvement over the trained word embeddings.
Neither of the fastText embeddings nor our similarity embeddings performed as well as
tf–idf vectors. The high prevalence of out-of-vocabulary terms in newspaper articles is
the main contributing factor to why tf–idf vector representations perform better than the
more compressed representations.
Our best result, 76.9% block accuracy, was achieved by combining tf–idf and similarity
embedding representations. This shows that the tf–idf vectors and our highly compressed
semantic representations are complementary, and combining the two allow our headprop*
clustering technique to achieve state-of-the-art performance in textual article segmentation.
Article accuracy and b-cubed 𝐹1 of the various block representations techniques correl-
ated with block accuracy. Concatenating tf–idf and similarity embedding vectors achieved
6.6. Results and discussion 151
an article accuracy of 15.4%, a notable improvement over the 13.9% article accuracy of the
baseline tf–idf vectors. While this number is still low, it is quite a harsh metric as an entire
article is marked incorrect if a single block is incorrect. The b-cubed 𝐹1 of our best block
representation technique was 80.9%.
6.6.4 Error analysis
Figure 6.2 shows an example of output from our headprop* clustering technique with
combined tf–idf vectors and similarity embeddings block representations. This page
contains eight individual articles, a small correction piece that was not matched to the faa
dataset, and a continuation of a split article that too was not matched to faa. The colour
superimposed on each block indicates the cluster membership. The true clustering is shown
in (a), while the predicted clustering is shown in (b). The block-level accuracy on this
page was 86% and the article-level accuracy was 25%. To compute b-cubed 𝐹1, we obtain
clusterings over characters by assigning each character contained within a block to the same
cluster as the block. The b-cubed 𝐹1 on this page was 85%.
Figure 6.2 highlights some of the limitations of textual article segmentation. Since the
process does not consider any visual or spatial information, adjacent blocks are just as likely
to be clustered together as distant blocks. For example, consider the cyan block marked
with a blue arrow in (b). This block has been mistakenly assigned to the Offshoots help lift
Standard Chartered article, despite being quite distant from that article’s other blocks and
being surrounded by blocks belonging to different articles.
Another important aspect of textual approaches is that they are limited by the length
of the segments being clustered. In Figure 6.2, two of the blocks (marked on (b) with red
arrows) are only a single line, consisting of five and six words each. These blocks are incor-
rectly clustered by our textual approach as they are too short for the block representations
to encode useful information for clustering.
152 Chapter 6. Textual approaches
(a
)
tr
ue
cl
us
te
ri
ng
(b
)
pr
ed
ic
te
d
cl
us
te
ri
ng
Fi
gu
re
6.
2:
E
xa
m
pl
e
ou
tp
ut
fr
om
ou
r
h
ea
d
pr
o
p*
cl
us
te
ri
ng
te
ch
ni
qu
e
w
it
h
co
m
bi
ne
d
tf
–i
d
f
ve
ct
or
s
an
d
si
m
ila
ri
ty
em
be
dd
in
gs
.O
n
th
is
pa
ge
fr
om
d
ev
,b
lo
ck
ac
cu
ra
cy
=
86
%
,a
rt
ic
le
ac
cu
ra
cy
=
25
%
,a
nd
b-
cu
be
d
𝐹 1
=
85
%
.P
ag
e
23
of
th
e
sm
h
,1
98
8-
02
-2
6.
6.6. Results and discussion 153
System
Accuracy b-cubed
Block Article 𝐹1
simple (𝑡 = 0.23) (baseline)
tf–idf vectors 46.0% 4.2% 64.6%
headprop*
tf–idf vectors + similarity embeddings 76.4% 13.8% 79.6%
Table 6.4: Results of the baseline Aiello and Pegoretti system and our best system on test.
6.6.5 Final results
Our best performing system used the headprop* clustering technique and the combined
tf–idf vectors and similarity embeddings block representations. We report the block
accuracy, article accuracy and b-cubed 𝐹1 over our held-out test dataset for our best
system as well as the baseline Aiello and Pegoretti system in Table 6.4.
The results correlate with those on dev with our system achieving 76.4% block accuracy,
a remarkable improvement over the 46.0% block accuracy of Aiello and Pegoretti. Similarly,
the article accuracy of 13.8% and b-cubed 𝐹1 79.6% are substantial improvements over the
baseline’s article accuracy of 4.2% and b-cubed 𝐹1 of 64.6%.
By invoking the one headline per article hypothesis, our innovative headprop* tech-
nique is able to cluster text blocks to segment articles far better than Aiello and Pegoretti’s
simple algorithm. Since our technique does not require a single threshold to be specified
over the entire evaluation set, it generalises well and accommodates the diverse pages in
our large dataset. Furthermore, combining tf–idf vectors with our highly compressed
similarity embeddings, was able to form the best representation of blocks in the setting of
textual article segmentation.
While our final approach was a substantial improvement over the previous textual
approaches, the b-cubed 𝐹1 of 79.6% was notably lower than the human annotators (∼90%).
This shows that there is still room for improvement, and perhaps that visual approaches
need to be considered for the task of article segmentation.
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6.7 Summary
In this chapter, we explored textual approaches to the article segmentation task. We reim-
plemented and evaluated the seminal textual approach (Aiello and Pegoretti, 2006). Our
analysis over our large dataset showed that the requirement of a threshold parameter was
hindering the performance of Aiello and Pegoretti’s approach.
We contributed a new framework for article segmentation that separates the task into two
distinct phases: block representation and clustering. We explored both lexical and semantic
block representation techniques, developing a highly compressed semantic representation
called similarity embeddings. Additionally, we proposed three novel applications of existing
clustering techniques, kmeans, cop-kmeans, and headprop.
Combining our headprop clustering technique with a combination of tf–idf vectors
and similarity embeddings, our innovative approach was able to achieve a b-cubed 𝐹1
of 80%. This result was a substantial improvement over the baseline Aiello and Pegoretti
approach, which only achieved b-cubed 𝐹1 65%.
Since our best textual approach has not reached the performance of human annotation,
we explore visual approaches to the task of article segmentation in the next chapter.
7 Visual approaches
In this chapter, we develop visual approaches to the article segmentation task. In the previous
chapter, we developed a new state of the art for textual article segmentation, but this was not
as accurate as human annotators. The noise present in ocr text makes it difficult to extract
useful semantic representations of text regions. In our manual annotation in Chapter 5,
text comprehension was rarely required to identify article boundaries. Human annotators
instead examined the page visually, exploiting the rich spatial cues in a newspaper page,
such as how regions are located relative to each other.
We introduced the Bansal et al. (2014) visual approaches to logical layout analysis and
article segmentation in Chapter 3. In this chapter, we reimplement and evaluate these
approaches using our task definition, evaluation framework, and large dataset. Bansal et al.
identify a block’s neighbourhood to extract both local and contextual features, and use a
fixed-point model (Li et al., 2013) to approximate the optimal article segmentation. We
demonstrate that the fixed-point fails to achieve convergence for a significant number of
pages, hindering its performance in article segmentation.
We contribute a two-dimensional (2d) Markov model approach that captures reading-
order dependencies between blocks on a newspaper page. We show how our 2d Markov
model can be decoded using a modified Viterbi (1967) algorithm, with time complexity
similar to the Bansal et al. approach. Our new model achieves substantially better perform-
ance than our textual approaches in the previous chapter and the Bansal et al. approach.
The article segmentations provided by our 2d Markov approach are of similar quality to
those performed by costly human annotators.
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7.1 Baseline
We implement the Bansal et al. (2014) approach to article segmentation, as it is a recent
approach that achieves state-of-the-art performance, has been described in sufficient detail
to reimplement, and the first author has provided clarifications about their approach.1
They propose a single approach that applies to both logical layout analysis (i.e. block type
labelling as headline, sub-headline, body, caption, or figure), as well as article segmentation.
We reimplement their method for both logical layout analysis and article segmentation, and
analyse the performance using our article segmentation dataset and evaluation metrics.
7.1.1 Block neighbourhoods
Bansal et al. identify a block’s neighbourhood for contextual features. A block’s neighbour-
hood is the (multiple) immediately adjacent blocks to the left, right, above and below (but
not the diagonals). Bansal et al. also identify neighbourhoods at increased depths. Neigh-
bours at depth one are directly adjacent to the target block. A neighbour at depth two is a
neighbour of a depth one neighbour in the same direction. That is, if the neighbour at depth
one is to the left of the target block, the adjacent blocks to the left of that neighbour will
form the target block’s left neighbours at depth two. This is repeated in all directions and
up to a maximum depth of nine in Bansal et al.’s approach.
Figure 7.1 shows an example that considers only textual blocks. The target block is in
blue. The depth one neighbours are directly adjacent in the four directions (red). The depth
two neighbours extend in the same directions (green). Similarly, depth three (orange) and
four (purple) neighbours extend in the same directions. Here a depth two block skips over
the image. This is because we are computing neighbourhoods based on textual blocks only,
and there are no constraints on physical distance.
As defined above, diagonal blocks are not considered neighbours. However, it is often
the case that diagonal blocks share some horizontal or vertical overlap with the target and
1We thank Anukriti Bansal for answering our questions via e-mail.
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Figure 7.1: The neighbourhood of the blue block at depth=1 (red), depth=2 (green), depth=3
(orange), and depth=4 (purple). Excerpt from the smh 1988-03-12, p. 9.
are hence directly adjacent. For example, in Figure 7.1, the red block to the top right of
the blue target block appears to be diagonal to the target. However, it is only considered a
neighbour because it shares vertical overlap with the target. There is no minimum amount
of overlap required for a block to be considered adjacent.
7.1.2 Fixed-point model
The Bansal et al. method uses the fixed-point model (Li et al., 2013) to address the structured
labelling problem—where labels are both the input and the output to the predictor function.
In the case of article segmentation, the label of each block or character is dependent on the
label of the other blocks or characters on the page. The perfect solution would consider
each possible state combination as a unique label, thus jointly labelling all objects on the
page. However, this is infeasible when there are a large number of objects on a page as the
running time is exponential: 𝑂(𝑐𝑛) where 𝑐 is the number of states for an object and 𝑛 is
the number of objects.
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Algorithm 3 Learning the predictor function in the fixed-point model
Input: the true state 𝑄𝑛 for each node 𝑛 ∈ 𝑁
the contextual features function 𝐶(𝑛, 𝑌)
the local features function 𝐿(𝑛)
Output: the trained predictor function, 𝑓
for 𝑛 ∈ 𝑁 do
𝑌𝑛 ← 𝑄𝑛
end for
for 𝑛 ∈ 𝑁 do
(𝑋𝑐)𝑛 ← 𝐶(𝑛, 𝑌)
(𝑋𝑙)𝑛 ← 𝐿(𝑛)
end for
train 𝑓 ∣ 𝑌 = 𝑓(𝑋𝑐, 𝑋𝑙)
return 𝑓
The fixed-point model approximates the most likely global labelling when there are
label-dependent contextual features using an iterative approach. After an initial block
labelling is set, each block is relabelled using the previous global state, and then the global
state is updated. This repeats until convergence or an iteration limit is reached.
The algorithm for training the predictor function is shown in Algorithm 3. It requires
the known true state of all nodes, and two functions: 𝐶(𝑛, 𝑌) and 𝐿(𝑛). 𝐶(𝑛, 𝑌) returns
the contextual features for a node, 𝑛, given the current state of labels for all nodes, 𝑌. 𝐿(𝑛)
returns the local features for a node 𝑛. These context-independent features do not change,
even when the labels of other nodes change. The algorithm creates training instances for
each node, 𝑛, as tuples of true label, 𝑌𝑛, contextual features, (𝑋𝑐)𝑛, and local features, (𝑋𝑙)𝑛.
The collection of all these training instances, 𝑌, 𝑋𝑐, 𝑋𝑙 is then used to train a predictor
function, 𝑓, that maps from contextual and local features to a predicted label.
Once trained, the predictor function can be used in Algorithm 4 to infer labels for
nodes whose labels are unknown. Each node is labelled iteratively until the global state, 𝑄𝑖,
converges. The contextual features function, 𝐶, generates contextual features for the node,
𝑛, based on the global state from the previous iteration, 𝑄𝑖−1. The local features function, 𝐿,
generates local features for node, 𝑛, that do not change between iterations. The predictor
function, 𝑓, takes the contextual and local features and predicts the label for the node in the
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Algorithm 4 Inference with the fixed-point model
Input: the nodes to be labelled 𝑛 ∈ 𝑁
the trained predictor function 𝑓
the contextual features function 𝐶(𝑛, 𝑌)
the local features function 𝐿(𝑛)
the maximum number of iterations 𝜏
Output: the predicted state 𝑄𝑛 for each node 𝑛 ∈ 𝑁
𝑄0 ← 0
𝑖 ← 0
while 𝑖 < 𝜏 do
for 𝑛 ∈ 𝑁 do
(𝑄𝑖)𝑛 ← 𝑓(𝐶(𝑛, 𝑄𝑖−1), 𝐿(𝑛))
end for
if 𝑄𝑖 = 𝑄𝑖−1 then
break
end if
𝑖 ← 𝑖 + 1
end while
return 𝑄𝑖
current iteration, (𝑄𝑖)𝑛. When the labels of the current iteration, 𝑄𝑖, do not change from
the previous iteration, 𝑄𝑖−1, convergence has occurred and the algorithm terminates. The
algorithm also allows for a maximum number of iterations, 𝜏, to be specified to prevent
cases where convergence does not occur.
Li et al. experimentally show for three structured labelling problems that the fixed-point
model does converge within a small number of iterations (2 ∼ 5). While they do provide
a theoretical basis for the fixed-point model to be a contraction mapping in specific cases,
we will show below that when applied to article segmentation as used by Bansal et al.,
convergence does not always occur.
7.1.3 Logical layout analysis
Bansal et al. label each geometric block as aheadline,sub-headline,body-block,
caption, and graphics. An example of this showing only headline and body text
blocks is in Figure 7.2. Green blocks are headlines and blue blocks are body blocks.
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Figure 7.2: A newspaper page with logical layout analysis for text blocks: headlines (green)
and body blocks (blue). Excerpt from the smh 1988-03-12, p. 9.
Bansal et al. extract both appearance and contextual features for logical layout analysis.
The appearance features are local, as they do not change when the labels of the blocks
change. The appearance features are the width and height in pixels of the block, the height
in pixels of the second largest connected component in a block, the aspect ratio of the block,
and the ratio of black to white pixels.
The contextual features are counts of the neighbouring block label in each direction
at each depth up to the maximum depth of nine. Using Figure 7.1 as an example, the
target block has three body-block blocks to the right at neighbourhood depth one. All
the non-zero contextual features of this example are listed in Table 7.1. In this particular
example, the target block has no neighbours from depths 5–9.
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Contextual Feature
Value
Direction Depth Type
left 1 (red) body-block 1
right 1 (red) body-block 3
top 1 (red) body-block 1
bottom 1 (red) body-block 1
left 2 (green) body-block 2
right 2 (green) body-block 5
top 2 (green) headline 1
bottom 2 (green) headline 1
right 3 (orange) body-block 3
bottom 3 (orange) body-block 4
bottom 4 (purple) body-block 3
Table 7.1: Non-zero contextual features for the target block in Figure 7.1.
7.1.4 Article segmentation
For article segmentation, Bansal et al. assume each article has a single headline block. They
process the page for each headline, labelling every other block on the page as article
(belonging to that headline) or a non-article (belonging to another headline or none).
Therefore, a block can be labelled as article for multiple headlines. It is assigned to the
headline with the highest article score, as determined by the predictor function, 𝑓.
For example, in Figure 7.2 we identified three headline blocks. We treat each headline
as a separate article. Hence, in this page there are three articles. In Figure 7.3a, we select the
first headline block as the target article. We label this headline block as article (green),
and all other headlines blocks as non-article (red). This is the input to the algorithm.
Then, we label every non-headline block as either article or non-article. For this
first article, the desired labels for all blocks are shown in Figure 7.3b. After the first headline,
we select the second headline as the target article. In Figure 7.3c, we label this second
headline as article, and other headlines as non-article. The desired block labels
for the second article are shown in Figure 7.3d. Similarly, the third headline is selected as
the target in Figure 7.3e, and its desired output is in Figure 7.3f.
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(a) article one input (b) article one output
(c) article two input (d) article two output
(e) article three input (f) article three output
Figure 7.3: For each headline, Bansal et al. (2014) label every other block as article (green)
or non-article (red). Excerpt from the smh 1988-03-12, p. 9.
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The local appearance features for article segmentation are: the horizontal overlap with
the current headline block (i.e. the percentage of the block’s width that overlaps with the
headline’s width along the horizontal axis); the horizontal and vertical distance to the
headline block; and the block type label (e.g. body-block or caption, etc).
Like the block labelling task, the contextual features are the neighbourhood label counts
(article or non-article). In addition, the neighbourhood block type label counts
(headline or body) are also calculated as contextual features. Neighbourhoods are
considered in all four directions up to a maximum depth of nine.
For both the logical layout analysis and article segmentation tasks, Bansal et al. train a
linear svmmodel (liblinear, Fan et al., 2008) using Algorithm 3 with the local and contextual
features. Bansal et al. use Algorithm 4 for inference with a maximum of five iterations.
Combination label features
In addition to the standard contextual features used by Bansal et al., we added features
combining the block type label and current article label for neighbouring blocks in each
direction and depth. These combination label features separate article and non-
article neighbours by their block type, which provides further insight into the function
of neighbouring blocks. For example, a label=article, type=headline block in the
top, depth=1 neighbourhood would be a stronger indicator that the current block is an
article than a label=article, type=body block in the top, depth=1 neighbourhood.
7.2 Baseline results
We evaluate the Bansal et al. system and our improved combination features version for
both tasks. We train each system on our 2 481-page train article segmentation dataset
described in Chapter 5.
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7.2.1 Logical layout analysis
For logical layout analysis, we only use two labels: headline and body, as opposed to
the five described in Bansal et al., since we could only derive these two labels using our
automatic alignment approach. We achieved similar results (97.9% accuracy on dev, 97.7%
on test) to the accuracy reported by Bansal et al. of 96.0% (noting our dataset and labels
are very different). We did not focus on logical layout analysis further as this accuracy was
very high, and we consider this a separate task to article segmentation.
7.2.2 Article segmentation
For article segmentation, we report all three evaluation metrics: block-level accuracy, article
level-accuracy and b-cubed 𝐹1 in the first row of Table 7.2. Our reimplementation achieved
78.4% block accuracy, but only 34.0% article accuracy and a b-cubed 𝐹1 of 80.8%. Adding
combination label features improved the results substantially to 83.6% block accuracy, 48.7%
article accuracy, and 85.6% b-cubed 𝐹1. This validates our hypothesis that knowledge about
the type of a block in addition to its label provides further evidence for the machine learning
algorithm about the function of neighbouring blocks.
Bansal et al. reported 76.3% article accuracy using their dataset. After discussion with
Bansal, we are confident that our implementation is consistent with theirs, and attribute the
difference to two factors. Firstly, they used significantly larger geometric blocks. Vertically
merging body blocks in our dataset resulted in 66.0% article accuracy and 87.4% block
accuracy, a substantial improvement over using paragraph-sized body blocks. Secondly,
their dataset comprises modern newspaper images, which have less optical noise than our
dataset, which is derived from scanned microfiche from the 1980s. Bansal et al. were not
able to provide us with the data used in their experiments.
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System
Accuracy b-cubed
Block Article 𝐹1
Baseline (Bansal et al.) 78.4% 34.0% 80.8%
Combination label 83.6% 48.7% 85.6%
Table 7.2: Bansal et al. baseline approach and extended features results on dev.
Figure 7.4: The iteration of convergence for Bansal et al.’s fixed-point model.
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7.2.3 Fixed-point convergence
Bansal et al. used a maximum of five iterations in their approach. This was not sufficient in
our dataset to achieve the maximum number of articles whose labels converged. This too is
related to the size of their geometric blocks and hence the number of blocks on each page.
Since their blocks are significantly larger, there are significantly fewer blocks on each page.
With fewer blocks, convergence is faster and more likely to occur.
Figure 7.4 shows the number of articles whose labels converged at iterations 1–50.
NC represents articles whose labels did not converge within 50 000 iterations. Setting the
maximum iterations to five only resulted in the labels of 19.5% of articles in dev converging.
Our results above were computed using a maximum of 30 iterations, which resulted in the
labels of 89.6% of articles converging. Since no articles had their labels converge between 50
and 50 000 iterations, we consider it reasonable to conclude that the labels of the remaining
articles will never converge with the fixed-point model. Our analysis of several of these
articles revealed that labels would cycle between two or more states, preventing convergence.
7.3 2dMarkov model
TheBansal et al. approach relies on the convergence of its iterative fixed-point model, which,
as shown above, does not always occur. Consistent with English reading order, we define
a first-order two-dimensional (2d) Markov model, where the state of each block depends
only on the states of the blocks to the left and above. This model allows for joint labelling
not over the entire page (which would be infeasible), but over groups of blocks, partitioned
such that reading-order dependencies are accounted for.
Figure 7.5 shows a 4-block example of this model. Block 1 is the first to be labelled,
with three possible labels: a, b, or c. We can now label the blocks to the right and below it,
either block 2 or 3 respectively. Block 4 can only be labelled after both of blocks 2 and 3.
For each state in the current block, we calculate the states of the left and above depend-
encies that give the maximum score. In Figure 7.5, the green lines highlight that the state of
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Figure 7.5: A 2d Markov model: green transitions show that block 1’s state affects the states
of blocks 2 and 3. Blue transitions show that the states of blocks 2 and 3 affect block 4’s state.
The block colour indicates the order in which blocks can be decoded.
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block 1 impacts the state of blocks 2 and 3. Likewise, the blue lines show that we consider
all possible states of blocks 2 and 3 when selecting the state of block 4.
Two-dimensional Hidden Markov Models (hmm) were used by Li et al. (2000) in the
context of image classification. They divide an image into regular blocks and model depend-
encies between these blocks in the vertical and horizontal directions using a hmm. They
estimate the hmm parameters using the expectation maximisation algorithm (Dempster
et al., 1977) and classify images by selecting classes that achieve the maximum a posteriori
probability jointly across all blocks.
However, the blocks on a newspaper are not regular and cannot be represented as a
regularly divided image in the horizontal and vertical directions.
7.3.1 2dMarkov graph
We define the graph, 𝑮, as an ordered list of groups of blocks, where 𝐺𝑖 is the 𝑖
th group in 𝑮.
For example, in Figure 7.5, there are four blocks, 1, 2, 3, 4. These blocks belong to three
groups: the red group, 𝐺1, containing block 1; the orange group, 𝐺2, containing blocks 2
and 3; and the yellow group, 𝐺3, containing block 4. Thus we note the graph, 𝑮, as:
𝑮 = 𝐺1, 𝐺2, 𝐺3
= {1}, {2, 3}, {4}
Then, we denote the dependencies for each block, 𝑏, as𝐷𝑏. The dependencies for a block
are all the blocks in the immediate left and above neighbourhoods of 𝑏. For example, the
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dependencies for the blocks in Figure 7.5 are as follows:
𝐷1 = ∅
𝐷2 = {1}
𝐷3 = {1}
𝐷4 = {2, 3}
The graph, 𝑮, is a 2d Markov graph if the following condition is satisfied:
𝐷𝑏 ⊆ 𝐺𝑖−1 ∀ 𝑏 ∈ 𝐺𝑖 ∀𝐺𝑖 ∈ 𝑮 (7.1)
That is, the 2dMarkov graph must satisfy the condition that the blocks in each group within
the graph depend only on blocks in the immediately preceding group.
In Figure 7.5, the graph 𝑮 = 𝐺1, 𝐺2, 𝐺3 = {1}, {2, 3}, {4} is indeed a 2d Markov graph.
The dependencies of block 4 in 𝐺3 (blocks 2 and 3) are in the immediately preceding group,
𝐺2. Similarly, the dependencies of blocks 2 and 3 in𝐺2 (block 1) are also in the immediately
preceding group, 𝐺1. And finally, block 1 in 𝐺1 has no dependencies, so the 2d Markov
graph condition is met.
7.3.2 Approximate 2dMarkov graph
Blocks on a newspaper page typically have more irregular, complex layouts than shown in
Figure 7.5. A block may have multiple neighbours to the left or above. However, dependen-
cies from multiple neighbours cannot always be represented in a 2d Markov graph, since
one neighbour may in turn depend on another. For example, in Figure 7.6 we can see that
the labelling of block 3 depends on the labelling of blocks 1 and 2. However, block 3 cannot
examine all the states of block 1 without impacting the state calculations for block 2. Hence
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Figure 7.6: Limitations of the 2d Markov model: some block placements can lead to
immediate neighbours of the current block not being considered in the Markov model.
we cannot formulate a graph 𝑮 containing the blocks and dependencies in Figure 7.6 that
satisfies the 2d Markov graph condition above.
To resolve this we approximate the full neighbourhood, such that each block is only
dependent on its nearest neighbours to the left and above. This is an extension of theMarkov
assumption for these blocks. Nearest is defined as the neighbour for which there are no
other neighbour dependencies (i.e. the length of the longest dependency path is one). In
Figure 7.6, block 3’s set of nearest neighbours consists only of block 2 — block 1 cannot be
a nearest neighbour as block 2 depends on it. Similarly, block 4 is only dependent on block
3, since block 2 is a dependency for block 3.
To determine which of a target block’s neighbours should become its nearest neighbours,
we identify the neighbours that share a dependency with the target block. For example, in
Figure 7.6, consider block 3 as the target block. Block 3 has two dependencies: block 1 and
block 2. Both block 3 and block 2 have a dependency on block 1. Therefore, block 2 is a
nearest neighbour, and block 1 becomes a non-nearest neighbour.
In an approximate 2d Markov graph, non-nearest neighbours cannot be in the im-
mediately preceding group to their target block. Since non-nearest neighbours must be
dependencies of nearest neighbours, non-nearest neighbours must occur in earlier groups
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than nearest neighbours. Looking again at Figure 7.6 with block 3 as the target block. Since
block 1 is a non-nearest neighbour, it should occur in an earlier group than block 2, as block
2 depends on block 1.
Consequently, all the dependencies of a block, nearest or not, must be satisfied in any of
the preceding groups to the current. Therefore, the graph, 𝑮, is an approximate 2d Markov
graph if the following condition is satisfied:
𝐷𝑏 ⊆
𝑖−1
⋃
𝑗=1
𝐺𝑗 ∀ 𝑏 ∈ 𝐺𝑖 ∀𝐺𝑖 ∈ 𝑮 (7.2)
That is, the approximate 2d Markov graph must satisfy the condition that the blocks in each
group within the graph depend only on blocks in any of the preceding groups.
The approximate 2d Markov graph for the example in Figure 7.6 would be:
𝑮 = 𝐺1, 𝐺2, 𝐺3, 𝐺4 (7.3)
= {1}, {2}, {3}, {4}
This graph satisfies the approximate 2d Markov condition above, as the dependencies for
block 4 in 𝐺4 (blocks 2 and 3) are in the preceding groups, 𝐺3 and 𝐺2; the dependencies for
block 3 in 𝐺3 (blocks 1 and 2) are in the preceding groups, 𝐺2 and 𝐺1; the dependency for
block 2 in𝐺2 (block 1) is in the preceding group,𝐺1; and block 1 in𝐺1 has no dependencies.
Figure 7.7 provides a visualisation of a 2d Markov graph of the body blocks on a
newspaper from our dataset. In this real-world example, each block has been assigned into
a group using Algorithm 7 (discussed in Section 7.3.4). In this diagram, the text in each
block contains its group number and its block number. There are 46 groups and 85 blocks.
The first group, G1, contains only one block, b1 (outlined in blue). The second group,
G2, contains two blocks, b2 and b3 (outlined in blue). By our Markovian assumption, the
labels of blocks in G2, blocks b2 and b3, depend only on the labels of the blocks in the
preceding group (G1), block b1.
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Figure 7.7: Example of a 2d Markov graph computed using Algorithm 7. Blocks with the
same group number/colour belong to the same group. Page 39 of the smh, 1987-03-04.
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b1 = A
b2 = A
b3 = N
b2 = A
b3 = A
b2 = N
b3 = N
b2 = N
b3 = A
b1 = N
b4 = A
b4 = N
End
G1 G2 G3
Figure 7.8: In our implementation of the Viterbi algorithm over the 2d Markov graph, we
treat each group of blocks,𝐺𝑖, as an individual event. The bold lines represent the transitions
which scored highest according to our svm model.
Figure 7.7 also demonstrates the approximation of our 2d Markov graph in that not
all immediate neighbours can be dependencies. Note that block b4 (outlined in blue) has
a dependency on b1. However, block b4 also has a dependency on b2, which in turn has
a dependency on b1. Therefore the dependency of b4 on b1 cannot be encoded in the
Markov graph. This is indicated in the graph by the two blocks not being in adjacent groups.
Block b4 is in group G3, while block b1 is in group G1.
7.3.3 Decoding with Viterbi
We use the Viterbi algorithm (Viterbi, 1967) to decode the 2d Markov graph combined
with a linear svm model over the train set to learn a function that maps a block’s local and
contextual features to its predicted label. To train the svm, we use the liblinear library (Fan
et al., 2008) via scikit-learn (Pedregosa et al., 2011).
We only decode over body blocks, since the state of headline blocks is fixed —
article for the current headline and non-article for others. We use the same block
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features as the Bansal et al. approach, including our combination label features. The bottom
and right contextual features are always zero for body blocks by the definition of our 2d
Markov model. However, the bottom and right contextual features can be positive for
headline blocks, so we keep these features.
The Viterbi algorithm is defined in terms of a sequence of events. The goal of the
algorithm is to find the most likely sequence of states for each of the events. In our imple-
mentation of the Viterbi algorithm to decode the 2d Markov graph, we treat the labelling
of each group of blocks 𝐺𝑖 as a single event, with the state space comprising of all possible
combinations of states (article, A; non-article, N) for each block in the event. Now
the Viterbi can be applied in a similar fashion to a one-dimensional Markov model, the
main difference being the state space varies for each event, as the number of blocks per
group varies.
Figure 7.8 demonstrates aViterbi decoding over the simple four block casewe introduced
in Figure 7.5. In this diagram, the dashed boxes represent groups of blocks, 𝐺𝑖, and each of
the circles within these boxes represent states in the state space. The first group of blocks,
the red group 𝐺1 contains block 𝑏1. This group only has two possible states, the first being
𝑏1 = A, and the second being 𝑏1 = N. The second group, the orange group 𝐺2 contains
two blocks, 𝑏1 and 𝑏2. As such, this group contains four possible states: 𝑏2, 𝑏3 = A,A;
𝑏2, 𝑏3 = A,N; 𝑏2, 𝑏3 = N,A; and 𝑏2, 𝑏3 = N,N. The third group, yellow, 𝐺3, only has one
block, 𝑏4 and two possible states: 𝑏4 = A and 𝑏4 = N.
In the Viterbi algorithm, for each state in the current group, we select the previous state
that has the highest score using our svm model. In Figure 7.8, the bold lines represent the
previous state that was scored the highest relative to the current state. Once the end state is
reached, the highest scoring transitions (the bold lines) are traced back to determine the
final labelling for each block. In Figure 7.8, this is 𝑏1 = A; 𝑏2, 𝑏3 = A,A; 𝑏4 = A.
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Algorithm for 2d Viterbi decoding
We define 𝑆𝑖 as the set of possible combinations of states for the group of blocks at 𝐺𝑖. The
size of 𝑆𝑖 grows exponentially relative to the size of 𝐺𝑖. For example:
|𝐺𝑖| = 1 → 𝑆𝑖 = {A,N}
|𝐺𝑖| = 2 → 𝑆𝑖 = {AA,AN,NA,NN}
|𝐺𝑖| = 3 → 𝑆𝑖 = {AAA,AAN,ANA,… ,NNN}
We define𝑋 and 𝑌 as two-dimensional arrays — the first dimension represents a group
in the 2d Markov graph, and the second dimension represents a state in the state space. 𝑋
stores the maximum scores for each state in each block group. 𝑌 stores back pointers to the
previous state that resulted in the maximum score for each state in each block group. For
each potential labelling of blocks 𝑐 ∈ 𝑆𝑖 in group 𝐺𝑖:
𝑋[𝑖, 𝑐] = max
𝑝∈𝑆𝑖−1
(𝑋[𝑖 − 1, 𝑝] + ∑
𝑏∈𝐺𝑖
𝑓(𝑏, 𝑐, 𝑝)) (7.4)
𝑌[𝑖, 𝑐] = argmax
𝑝∈𝑆𝑖−1
(𝑋[𝑖 − 1, 𝑝] + ∑
𝑏∈𝐺𝑖
𝑓(𝑏, 𝑐, 𝑝)) (7.5)
The function 𝑓(𝑏, 𝑐, 𝑝) uses the block, 𝑏, current state, 𝑐, and previous state, 𝑝, to
generate the local and contextual features and output a score using our svm model. The
final state combination is selected based on the highest score in𝑋 and the previous states
are retrieved using the back pointers stored in 𝑌.
Time complexity analysis
The state space for each event in the Viterbi decoding increases exponentially relative to the
size of each group of blocks. Where𝑚 is the number of groups in the graph, 𝑮, the time
complexity of the Viterbi decoding of our 2d Markov graph is:
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𝑇(|𝑆1||𝐺1| + |𝑆1||𝑆2||𝐺2| + |𝑆2||𝑆3||𝐺3| + … + |𝑆𝑚−1||𝑆𝑚||𝐺𝑚|)
= 𝑇(2|𝐺1||𝐺1| + 2
|𝐺1|2|𝐺2||𝐺2| + 2
|𝐺2|2|𝐺3||𝐺3| + … + 2
|𝐺𝑚−1|2|𝐺𝑚||𝐺𝑚|) (7.6)
Introducing 𝑘 as the maximum number of blocks in a single group (max𝑚𝑖=0 |𝐺𝑖|), and 𝑛 as
the number of blocks on the page (∑𝑚𝑖=0 |𝐺𝑖|), the time complexity is bound by:
𝑂(2𝑘𝑚𝑘) = 𝑂(2𝑘𝑛) (7.7)
Accounting for the number of features used by our svm model, 𝑗, the overall time
complexity of our approach is bound by:
𝑂(2𝑘𝑛𝑗) (7.8)
Defining 𝑖 as the number of iterations and ̂𝚥 as the number of features, the time com-
plexity of the Bansal et al. (2014) approach is bound by:
𝑂(𝑖𝑛 ̂𝚥) (7.9)
The Bansal et al. method requires an order of magnitude more contextual features, since
it requires a neighbourhood depth of nine versus the depth of one in our proposed 2d
Markov model. Additionally, we will show below that our practical algorithm for producing
a 2d Markov graph results in a maximum of eight blocks per group in our dev set. As a
result, the time complexity of our approach is similar in magnitude and less than the Bansal
et al. method in practical application. Using 𝑘 = 8, 𝑗 = ̂𝚥9 , 𝑖 = 30:
28𝑛
̂𝚥
9
< 30 ̂𝚥𝑛
∼28.4 < 30 (7.10)
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7.3.4 2dMarkov graph algorithms
We propose three algorithms, each of which are able to derive an approximate 2d Markov
graph satisfying Equation 7.2. We compare the algorithms in terms of the running time of the
Viterbi decoding for each algorithm’s resulting graph, inferred from the maximum number
of blocks in a single group and our big O analysis above. We also compare the algorithms
in terms of the dependencies captured relative to the true and encoded dependencies.
A true dependency is one that exists between two blocks on a page because one block is
in the left or top neighbourhood of another block. Looking back at Figure 7.7, we can see
that block b2 depends on block b1 as b1 is in the top neighbourhood of b2 (both outlined
in blue). Therefore, the dependency of b2 on b1 is a true dependency.
An encoded dependency is one that exists within the approximated 2d Markov graph
and will be considered in the Viterbi decoding. A dependency between two blocks is
considered in the Viterbi decoding when one block occurs in the immediately previous
group to another block. Looking again at Figure 7.7, the dependency of block b2 on block
b1 is encoded because block b1 occurs in group G1, which is immediately preceding block
b2’s group, G2. Since this particular dependency is both encoded and true, we call it a
captured dependency.
Note that not all encoded dependencies are true. For example, in Figure 7.7, block
b67 is in group G37, and block b68 is in group G38 (both outlined in red). Since these
two blocks are in adjacent groups in the 2d Markov graph, the dependency of block b68
on b67 has been encoded. However, block b67 does not occur in the immediate left or
top neighbourhood of block b68. Therefore, the dependency of b68 on b67 is not true (a
spurious dependency), so we do not deem it captured.
We calculate the true dependencies on a page, 𝑷, by enumerating all the dependencies
for all blocks on the page:
𝑇(𝑷) = {(𝑏, 𝑑) ∣ 𝑑 ∈ 𝐷𝑏 ∧ 𝑏 ∈ 𝑷} (7.11)
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We calculate the encoded dependencies in a 2d Markov graph, 𝑮 as:
𝐸(𝑮) = ⋃
𝐺𝑖∈𝑮
{(𝑎, 𝑏) ∣ 𝑎 ∈ 𝐺𝑖−1 ∧ 𝑏 ∈ 𝐺𝑖} (7.12)
We calculate the dependencies captured by a graph 𝑮 for a page 𝑷 as:
𝐶(𝑮) = 𝑇(𝑷) ∩ 𝐸(𝑮) (7.13)
The ideal approximate 2dMarkov graph captures as many true dependencies as possible,
while minimising spurious dependencies encoded in the graph, which are detrimental to
runtime and should have little to no effect on accuracy.
Algorithm 5 derives aminimal approximate 2dMarkov graph. For each group of blocks,
𝐺𝑖, the minimal algorithm selects only one block from the set of available blocks. Blocks
are deemed available if they have no remaining unvisited dependencies. This algorithm
finds an approximate 2d Markov graph with the smallest state space in each group, as each
group of blocks contains only a single block. The advantage of this is fast computation.
However, it loses a significant number of dependencies between blocks — blocks that are
not in adjacent groups cannot have dependencies accounted for in the Viterbi decoding.
Algorithm 6 derives a maximal approximate 2d Markov graph. For each group of
blocks, 𝐺𝑖, the maximal algorithm selects all blocks from the set of available blocks. This
algorithm finds an approximate 2d Markov graph with the largest state space in each group,
as each group consists of all blocks that have no remaining dependencies, even if these
blocks have no dependencies in common. This algorithm captures the maximum number
of dependencies in the graph, but does so at the cost of encoding spurious dependencies.
Algorithm 7 derives a practical approximate 2d Markov graph. We consider a hybrid
approach between the minimal and maximal algorithms. Firstly, we select a single available
block to form a group. Then, we select available blocks whose dependencies contain a block
from the current group to form the next group. If a point is reached where no available
blocks exist that also contain a dependency from the current group, the algorithm repeats
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Algorithm 5 2d Markov graph: Minimal
Input: 𝐵, the set of body blocks
𝐷𝑏, the dependencies for each block 𝑏
Output: 𝑮, theminimal Markov graph
𝑉 ← ∅
𝑖 ← 1
while 𝐵 ⧵ 𝑉 ≠ ∅ do
// Select a remaining block whose dependencies have all been visited:
𝑏 ∈ 𝐵 ⧵ 𝑉 such that𝐷𝑏 ⧵ 𝑉 = ∅
𝐺𝑖 ← {𝑏}
𝑉 ← 𝑉 ∪ 𝐺𝑖
𝑖 ← 𝑖 + 1
end while
Algorithm 6 2d Markov graph: Maximal
Input: 𝐵, the set of body blocks
𝐷𝑏, the dependencies for each block 𝑏
Output: 𝑮, themaximal Markov graph
𝑉 ← ∅
𝑖 ← 1
while 𝐵 ⧵ 𝑉 ≠ ∅ do
// All remaining blocks whose dependencies have been visited:
𝐺𝑖 ← {𝑏 ∈ 𝐵 ⧵ 𝑉 ∣ 𝐷𝑏 ⧵ 𝑉 = ∅}
𝑉 ← 𝑉 ∪ 𝐺𝑖
𝑖 ← 𝑖 + 1
end while
from the start, selecting any one available block. We consider this the practical algorithm
as it captures a large number of dependencies while minimizing spurious dependencies.
7.4 Results and discussion
Firstly, we compare our three proposed 2d Markov graph algorithms over dev in terms
of the dependencies captured and theoretical runtime. Table 7.3 contains the results of
our analysis. The dependency precision is defined as the ratio of dependencies captured to
the dependencies encoded. The dependency recall is defined as the ratio of dependencies
captured to the true dependencies.
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Algorithm 7 2d Markov graph: Practical
Input: 𝐵, the set of body blocks
𝐷𝑏, the dependencies for each block 𝑏
Output: 𝑮, the practical Markov graph
𝑉 ← ∅
𝑖 ← 1
while 𝐵 ⧵ 𝑉 ≠ ∅ do
𝑏 ∈ 𝐵 ⧵ 𝑉 such that𝐷𝑏 ⧵ 𝑉 = ∅
𝐺𝑖 ← {𝑏}
while 𝐺𝑖 ≠ ∅ do
𝑉 ← 𝑉 ∪ 𝐺𝑖
// All remaining blocks whose dependencies have been
// visited and have a dependency in the current group:
𝐺𝑖+1 ← {𝑏 ∈ 𝐵 ⧵ 𝑉 ∣ 𝐷𝑏 ⧵ 𝑉 = ∅ ∧ 𝐷𝑏 ∩ 𝐺𝑖 ≠ ∅}
𝑖 ← 𝑖 + 1
end while
end while
Algorithm
Dependency Group size Relative
Precision Recall Average Maximum Runtime
Minimal 64.9% 32.3% 1 1 1
Maximal 27.1% 59.2% 3.13 14 8 192
Practical 50.8% 58.5% 1.88 8 128
Table 7.3: Comparison of the three proposed 2d Markov graph algorithms analysed by
dependencies captured in dev and runtime inferred from maximum group size.
The highest dependency precision is attained by the minimal algorithm, which also
has the fastest runtime. However, the minimal algorithm captures the least number of
dependencies that are available in the dataset, indicated by its low dependency recall.
In contrast, the maximal algorithm has the highest dependency recall and captures the
maximum number of available dependencies. However, it does so at the significant cost of
runtime, as it encodes many spurious dependencies — encoded dependencies that are not
true and should have little impact on accuracy — indicated by its low dependency precision.
The practical algorithm has a dependency recall nearly as high as the maximal recall, but
does so with a much higher dependency precision. The runtime of the practical algorithm
is substantially faster than the runtime of the maximal algorithm because it encodes fewer
spurious dependencies.
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System
Accuracy b-cubed
Block Article 𝐹1
headprop* (Chapter 6) 76.9% 15.6% 80.9%
Baseline (Bansal et al.) 78.4% 34.0% 80.8%
Combination label 83.6% 48.7% 85.6%
2d Markov: minimal 79.3% 41.6% 84.0%
2d Markov: maximal 94.1% 81.5% 94.3%
2d Markov: practical 93.5% 79.9% 94.3%
Table 7.4: Results of our Viterbi decoded 2d Markov model on the dev set.
The results of our 2d Markov model over dev are shown in Table 7.4. We compare each
of our three 2d Markov graph algorithms, as well as the Bansal et al. baseline system, our
best fixed-point system (combination label), and our best textual approach from Chapter 6
(headprop* with tf–idf vectors and similarity embeddings).
The 2d Markov model with maximal graph algorithm achieves the best results, with
block accuracy of 94.1% and article accuracy of 81.5%. This is a substantial absolute
improvement of 15.7% in block accuracy, 47.5% in article accuracy and 13.5% in b-cubed
𝐹1 over Bansal et al.
The baseline visual approach was comparable to our best textual approach, with b-
cubed 𝐹1 within 0.1%. All other visual approaches performed substantially better than our
best textual approach. This suggests that purely visual approaches are superior to purely
textual approaches in the article segmentation task.
The 2d Markov model with practical graph algorithm achieves metrics nearly as good
as the maximal algorithm, with block accuracy of 93.5% and article accuracy of 79.9%. The
2d Markov model with minimal graph algorithm achieves substantially lower performance.
This was expected as our analysis in Table 7.3 showed that the minimal algorithm captures
approximately half of the dependencies available in the approximated graph.
The correlation between dependencies captured and performance in article segmenta-
tion confirms the premise on which our 2dMarkov approach was justified: that the labelling
of blocks depends only on the neighbours immediately to the left or above a block.
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Figure 7.9: Our 2d Markov model only requires neighbourhoods of depth one.
Figure 7.9 shows that our 2d Markov approach does not deteriorate when neighbour-
hood depth is lowered. In contrast, Bansal et al. decreases substantially in performance
with smaller neighbourhoods (73.3% b-cubed 𝐹1 at depth=1 versus 80.8% at depth=9).
This reduction in required neighbourhood depth provides further validation of the key
assumption of our 2d Markov model, that blocks are only dependant on the adjacent blocks
to the left and above.
7.4.1 Error analysis
Figure 7.10 shows an example of output from our 2d Markov approach with practical
graph algorithm. This page contains seven articles, and the colour superimposed on each
block indicates the article to which the block belongs. The true labelling is shown in (a),
while the predicted labelling is shown in (b). In this example, there was missing ocr (see
Section 5.1.1), and these regions have no true or predicted labels (outlined in blue). The
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block-level accuracy on this page was 99%, the article-level accuracy was 71%, and the
b-cubed 𝐹1 was 94%.
In analysing the output of our system, we noted two sources of error. Firstly, the model
highly weighted the article/non-article label of a block’s top neighbour. As a result, blocks
were sometimes incorrectly labelled in cases where the above neighbour did not belong
to the same article. For example, in Figure 7.10, two blocks have been incorrectly labelled
(marked with red arrows). These blocks should have been assigned to the article UK soccer
results and tables (red) but were instead assigned toMcClair the saint becomes a sinner
(purple). The headline of the articleUK soccer results and tables had uncommon formatting
(centre justification and excess horizontal padding). Since the headline did not span the full
width of the article, the first two paragraphs did not have any blocks in their dependencies
that did belong to the same article. In this particular example, the missing ocr could also
have played a role in the incorrect labelling.
Another source of error in our experiments was due to noise in our evaluation data.
Due to the distant supervision approach we used to create our dataset, there were several
cases where paragraphs were incorrectly aligned to articles to which they did not belong.
These cases were rare, but since the error rate of our approach was quite low, they formed a
notable portion of the errors.
7.4.2 Final results
While the maximal 2d Markov graph algorithm achieved the highest accuracy, it takes
64 times as long to decode using Viterbi than the practical algorithm. Even though the
absolute running time for the maximal algorithm is not infeasible, since the difference in
accuracy between the two Markov graphs is negligible, we select the practical algorithm to
run our final experiments. The maximal algorithm may be more suited for datasets which
contain larger geometric blocks and hence fewer blocks in total.
We selected the Bansal et al. (2014) baseline, the fixed-point model with combination
label features, the 2d Markov model with practical graph algorithm, and our best textual
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System
Accuracy b-cubed
Block Article 𝐹1
headprop* (Chapter 6) 76.4% 13.8% 79.6%
Baseline (Bansal et al.) 77.4% 34.4% 79.7%
Combination label 82.4% 46.3% 84.2%
2d Markov: practical 92.9% 78.7% 92.9%
Table 7.5: Final test results of our baseline Bansal et al. reimplementation and the best
performing fixed-point model and 2d Markov model configurations.
approach from Chapter 6 to evaluate on our held-out test set. The results, shown in
Table 7.5, are consistent with the dev set and suggest our model generalises well.
The best system, our 2d Markov model with practical graph algorithm, achieves 92.9%
block-level, and 78.7% article-level accuracy on the test set. Although this evaluation is
more generous (since starting with article blocksmeans our system can automatically cluster
the non-article text), the b-cubed 𝐹1 of 92.9% is within the range of annotator agreement
that was achieved in Section 5.6, implying we are close to human performance in this task.
These results demonstrate that Viterbi over our 2d Markov model is vastly superior
to the fixed-point model for article segmentation. By encoding the dependencies between
blocks, our approximated 2dMarkov graph provides an alternative solution to the structured
labelling problem that does not rely upon the convergence of an iterative algorithm.
7.5 Summary
In this chapter, we reimplemented the state-of-the-art Bansal et al. (2014) approach for
article segmentation. We trained and evaluated this baseline approach using our large
dataset of 10 230 articles. Our analysis showed that the underlying fixed-point model
employed by Bansal et al. failed to converge for over 10% of articles.
We contributed a novel approach that encoded a simplified block neighbourhood
consisting of reading-order dependencies in a 2d Markov graph. We showed that due to
the complex layouts of newspaper pages, a 2d Markov graph could not always capture all
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of the reading-order dependencies between blocks. Hence, we proposed three different
algorithms for generating approximated 2d Markov graphs.
We showed that the algorithms that captured more of the reading-order dependencies
performed better, validating our assumption that not all directions and distances need to
be considered in a block’s neighbourhood. We showed how our 2d Markov graphs could be
decoded using a modified Viterbi algorithm, with similar time complexity to the Bansal
et al. approach due to the vastly reduced neighbourhood size.
Our 2d Markov approach performed considerably better than our previous textual
approaches and the Bansal et al. approach. While the Bansal et al. achieved a b-cubed
𝐹1 of 79.7%, our new approach achieved a b-cubed 𝐹1 of 92.9%. This result compares
favourably to the inter-annotator b-cubed 𝐹1 we measured in Chapter 5, which ranged
between 90% and 93%. Our 2d Markov approach is a substantial contribution that achieves
article segmentation performance similar to human annotators.
8 Conclusion
Newspaper archives are a valuable record of culture and history. Large-scale digitisation,
through industry and government projects, aspires to enable ready access to these docu-
ments for current and future generations. There is a growing interest in the digital humanit-
ies to apply information retrieval (ir) and natural language processing (nlp) techniques to
help navigate and analyse vast historical archives.
In Chapter 2, we reviewed the digitisation pipeline, describing in detail the subtasks
of acquisition, image processing, layout analysis and character recognition. We asserted
that article segmentation belongs after character recognition in the digitisation pipeline, as
the recognised text can underpin textual approaches to article segmentation. We devised a
categorisation of the types of noisy text based on the source of errors: production errors,
processing errors, and conversion errors. We examined the barriers hindering the applica-
tion of ir and nlp on noisy digitised text and showed why valuable tasks such as named
entity linking could not be performed accurately without article segmentation.
In Chapter 3, we provided a thorough review of the existing approaches to article
segmentation. We contributed a categorisation of the existing approaches according to
their use of text and/or visual features, as well as manually crafted rules versus machine
learning. We described each approach in detail, identifying their limitations. We concluded
that there had been three significant impediments to progress in article segmentation: the
lack of a well-defined task, inconsistent evaluations, and the lack of large datasets.
Firstly, the lack of a well-defined task has significantly hindered progress in article
segmentation since Gatos et al. (1999) first tackled the problem. Identifying the articles on
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a page is mostly an objective process whose performance should be measurable empirically.
However, the existing approaches to article segmentation do not adequately define the
problem, or how they deal with borderline cases. This lack of task definition prevents
meaningful comparisons between systems, as differences can arise from conflicting inter-
pretations. Secondly, the metrics reported by various approaches are not consistent, further
complicating the ability to conduct meaningful comparisons.
We solved these first and second problems hindering progress in article segmentation in
Chapter 4. We clearly defined the article segmentation task, examining the intricacies and
nuances of the task that are not immediately apparent, and we provided practical guidelines
on how approaches should handle each case. Our contribution included a new evaluation
framework that uses the b-cubed clustering metric to allow accurate comparison and
insight into existing and future approaches. We also provided an explicit definition of two
commonly used but ambiguously defined metrics: block accuracy and article accuracy.
In Chapter 5, we solved the third issue hindering progress and widespread attention to
article segmentation: the lack of large datasets to allow for training supervised approaches
and conducting meaningful evaluations. We contribute a distant supervision technique for
creating article segmentation datasets, enabling the generation of large amounts of datawhen
two views of the same newspaper text are available. We applied our technique to Fairfax
Media newspapers to produce a dataset containing 3 097 broadsheet pages segmented into
10 230 text articles. Wemanually annotated a subset of this data and showed that our distant
supervision technique achieved quality almost as good as human annotation, with b-cubed
𝐹1 87%–96% between humans and automatic technique, versus 90%–93% between humans.
In Chapter 6, we explored textual approaches to the article segmentation task. We
reimplemented and analysed the seminal text-based approach (Aiello and Pegoretti, 2006)
using our task definition and large dataset, showing that a fixed threshold cannot account for
the diverse pages in a large dataset. We proposed a new approach that frames the problem
as a clustering one, allowing application of existing machine learning algorithms such as
label propagation.
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We also contribute a new technique for generating highly compressed semantic rep-
resentations of the text blocks within newspaper pages: similarity embeddings. Combining
similarity embeddings with tf–idf vectors, and applying our headprop clustering tech-
nique, our innovative approach was able to achieve b-cubed 𝐹1 80%. Our approach was a
significant improvement over the work by Aiello and Pegoretti, which achieved b-cubed 𝐹1
65%, but still fell short of human performance in the task.
Understanding the limitations in purely textual approaches, we looked at visual ap-
proaches in Chapter 7. We reimplemented and analysed the state-of-the-art visual approach
(Bansal et al., 2014) using our task definition and large dataset. We demonstrated that the
fixed-point model used by Bansal et al. to approximate the optimal article segmentation
does not always achieve convergence.
We contributed an innovative approach with a two-dimensional Markov model that
successfully captured important dependencies between blocks in order to simplify the
structured labelling problem. We proposed three different algorithms for encoding depend-
encies in a 2d Markov graph and showed that the graphs that captured more dependencies
performed better. While Bansal et al. achieved a b-cubed 𝐹1 of 80%, our novel approach
achieved a b-cubed𝐹1 of 93%. Our approach reached similar accuracy to human annotators
and established a new state of the art in article segmentation.
8.1 Future work
Using our task definition, evaluation framework, and large article segmentation dataset, it
is now possible to compare other approaches in the literature in a meaningful way. We have
already provided objective analysis of two important systems: Aiello and Pegoretti (2006)
and Bansal et al. (2014); but several others could be worthwhile analysing. For example, the
Meier et al. (2017) convolutional neural network pixel-based approach, or the Gao et al.
(2013) hybrid textual/visual approach that relies on reading-order detection.
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Our large dataset for article segmentation has removed a significant impediment to
progress. The blocks we present to our models are those that exist within the dataset and
are hence known to be article text. This limitation is due to how we identified blocks in
the ocr by using the sequence alignment method (see Section 5.7). The vast amount of
high-quality training and evaluation data we were able to generate using our novel approach
was a worthwhile trade-off to make. In future work, we want to create a dataset that also
includes non-article blocks such as advertisements and figures.
8.1.1 Textual approaches
In our textual approach, the first area we would like to explore is de-hyphenation (Schäfer
et al., 2012; Tiedemann, 2014). Newspaper text is usually justified in alignment, creating
hyphenated words split across lines of text. These hyphenated words create many problems
in downstream nlp tasks. We could develop a technique for de-hyphenation using a
language model and features encoding the words’ positions in their respective lines. We
could generate large amounts of synthetic training data for this task by employing different
typesetting programs and justifying text to widths similar to newspaper columns. While
this synthetic data would not have the same noise as ocr text, it could improve the training
of such a technique.
A significant problem with word embeddings is handling words that the model did
not encounter in training. The noisy text produced from ocr greatly exacerbates the
prominence of these out of vocabulary words (oov). Some approaches, like the fastText
embeddings, use character n-grams in order to produce approximations for oov words.
Other embeddings, such as the ELMo deep contextualised word representations (Peters
et al., 2018), are purely character based allowing more robust representations for oov words.
These embeddings could be more resilient to the noise produced by ocr.
Our strategy to forming block representations using embeddings has been to calculate
embeddings for each word and average these to form a representation of the block. While
we did experiment with other methods of combining word-level representations (summing,
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concatenation, as well as averages weighted by inverse document frequency), arithmetic
mean provided the best performance. Instead of averaging each word, we could split a
block into sentences, compute sentence-level embeddings, and then average these. We could
also look at modifying sentence-level embeddings to produce multi-sentence, block-level
embeddings. Recent models for sentence embedding, such as Universal Sentence Encoder
(Cer et al., 2018), or InferSent (Conneau et al., 2017), have achieved improved results in
benchmark tasks and would be a worthwhile avenue to pursue.
8.1.2 Visual approaches
In our visual approach, the first thing we would like to explore is how we could develop
higher fidelity 2d Markov models. As discussed in Section 7.3.2, we cannot create a 2d
Markov graph that keeps the Markov assumption for all blocks on a page. It is not clear how
we could preserve more or all the dependencies in a 2d Markov graph. However, it would
be worthwhile exploring algorithms that could preserve the most informative dependencies.
We could also incorporate other important visual cues into ourmodel to further improve
its accuracy. For example, horizontal and vertical lines are commonly used to separate
articles on a newspaper page and could be incorporated as a contextual feature in our model.
Additionally, it could be worthwhile investigating how to weight edges of the 2d Markov
graph to incorporate these and other visual cues, such as the degree of physical overlap
between blocks.
It would also be valuable to explore how our approach to article segmentation could be
applied to related tasks in different domains. Our 2d Markov model approach could benefit
any task that aims to identify the logical structure of documents. For example, magazine
article extraction, advertisement segmentation, and web page segmentation each contain
groups of semantically-related segments on a page that need to be separated.
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8.1.3 Hybrid approaches
We explored textual and visual approaches to article segmentation separately. Since the
performance of our textual approach was significantly lower than the performance of our
visual approach, we did not consider combined approaches. However, with the suggestions
above, our textual approach could reach performance levels closer to that of the visual
approach, making hybrid models more interesting.
We could incorporate visual features into our textual headprop model by modifying
the algorithm to only allow labels to propagate between adjacent blocks. Alternatively, we
could introduce textual features into our visual 2d Markov model with a feature indicating
the distance between neighbouring blocks according to their block representations.
8.1.4 A note on ocr
Ourwork in this thesis has provided uswith insight into the state ofmodern optical character
recognition. We found that the performance of state-of-the-art ocr is not sufficient to apply
natural language processing with useful output.
The ocr text in the Google ocr dataset was riddled with missing and incorrectly
recognised characters. This was especially true of punctuation, which is important for
tokenisation. The ocr engine’s language model struggled greatly to correct hyphenated
words, further highlighting the need for de-hyphenation features in these models.
The physical characteristics of the text were not adequately preserved, with font size only
approximated and the location of characters defined ambiguously. The order of text within
paragraphs was often quite poor, which further hindered natural language processing.
It is worthwhile for the recognition community to explore solutions to these issues.
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8.2 Summary
In this thesis, we defined an article segmentation task for digitised newspapers. Our task
definition, evaluation framework, and distant supervision technique for creating large
datasets have solved significant problems that have hindered progress in this task.
Article segmentation can exploit rich linguistic, image, and geometric features in com-
plex models. We have developed both textual and visual approaches to the task, each
achieving state-of-the-art performance in their respective categories, performing signific-
antly better than existing approaches. There is exciting future potential for both of our
approaches as well as combinations thereof.
In the burgeoning digital humanities, calls for sophisticated information retrieval and
natural language processing over digitised newspaper archives can now be met. Our state-
of-the-art approaches will enable advanced ir and nlp applications that require article
segmentation. With performance nearly as good as human annotators, our work has
removed a significant barrier to the navigation and analysis of digitised newspaper archives.

A Annotation guidelines
Below is a copy of the annotation guidelines we provided to annotators for the article
segmentation task as described in Chapter 5.
A.1 Introduction
The goal of this task is to identify the minimal rectangular bounding boxes that enclose
all the text of individual articles on a newspaper page. For example, in Figure A.1, on the
left-hand side we see the source newspaper page and on the right-hand side we see the
desired result — boxes surrounding each of the articles.
Figure A.1: Source document on left and desired output on right — bounding boxes for
each of the articles on the page.
The task does not require the annotator to create all the bounding boxes on a page
from scratch — we have given a significant head start to the annotator. A “pre-annotator”
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algorithm has been implemented to create a “best guess” of the bounding boxes for each of
the articles on a page. The algorithm is not perfect, and thus we require that the annotator
fixes the pre-created boundaries that the algorithm outputs. In some cases, the algorithm
does not identify the existence of an article on the page. In such a case, the annotator will
be required to create a new bounding box. In other cases, the algorithm has incorrectly
determined the presence of an article. In these cases, we require that the annotator deletes
the unneeded bounding box.
The pages have had ocr run on them. It is the ocred text that the bounding boxes are
required to enclose. The annotation interface shows the original image of the newspaper
page as a guide that the annotator can disable if found distracting. In some cases, the ocr
system misses complete sections of text. In these cases the image should be ignored as the
bounding boxes need only cover the ocr text.
A.2 The annotation interface
The annotation interface is a web-based interface that we have tested in Google Chrome
only. It does not require any authentication — the url we give the annotator is unique,
and they should not share it with anyone. The interface, shown in Figure A.2, provides an
overlay of ocred text on top of an image of the original newspaper image. The interface
provides the following functionality (we describe in greater detail below):
• Resize any edge of bounding box
• Move bounding box
• Create new bounding box
• Delete bounding box
• Go to the next page
• Go to the previous page
A.2. The annotation interface 197
Figure A.2: The annotation interface running in a web browser. The ocred text is overlaid
on top of the original newspaper image. Simple controls are placed at the top of the page.
• Toggle newspaper image
• Colourise individual articles and their tokens
• Automatic bounding box minimization
To resize an edge of a bounding box, click on the side that you wish to resize and drag in
or out. It is possible to resize two sides at once by clicking on a corner. The mouse pointer
will turn into an arrow when hovering over an edge the annotator would like to resize. This
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arrow is useful when there are two edges of different boxes that are close to each other. The
arrows point outwards from the centre of the bounding box, and this should enable the
annotator to distinguish which box they are about to resize.
To move an entire bounding box, the annotator should click on the title of the box
found in the centre. The title only appears when the mouse is hovering over the box. This
functionality tends not to be as useful as resizing as it becomes easy to mess up all edges
of the box quite easily (especially with automatic bounding box minimization described
below).
To create a new bounding box, click the “AddNew Box” button at the top of the interface.
Clicking this button will create a new box in the middle of the page that can be resized or
moved just like a pre-created box.
The interface automatically colour-codes each article and its enclosed text. This feature
is quite useful in identifying tokens that the annotator has not included in a bounding box.
To delete a bounding box, resize the box so that it does not cover any tokens. The
interface will automatically remove the box once this happens.
To go to the next and previous pages, click the “Next >” and “< Prev” buttons at the top
of the page. In between these buttons you will find a count showing the number of pages
that has been assigned to you as well as which page you are up to in the process.
By default, an image of the newspaper scan appears as a semi-transparent background
of the page. This image is usually quite helpful in quickly identifying article boundaries.
However, at times it can become distracting, especially when the ocr text is not correctly
aligned. In these cases, you can temporarily disable the background image by clicking the
“Toggle BG” button at the top of the page. To re-enable the image, click the button again.
To aid in distinguishing the enclosed words of each bounding box, the interface colour-
ises all tokens that are enclosed by a bounding box with that box’s colour. Tokens that are not
enclosed by a box will be black. This is useful for identifying tokens that the annotator has
left off the edges of articles. In cases where tokens are enclosed by two different bounding
boxes, the token will adopt the colour of the box which was created last. This can cause
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problems as it is not always immediately obvious that a token is within two boxes. We
recommended that in cases where the edges of two boxes overlap or are very close, the
annotator should resize one of the edges away from its neighbouring edge so that it becomes
clear which tokens are enclosed by that edge. Once one edge is done, the annotator should
move the other edge back into its appropriate place.
The interface has a feature that automatically reduces the size of the bounding box
only to include those ocr tokens that are bounded by the current box. This feature can
be confusing initially, but once the user is accustomed to it, the time required to find the
optimal bounding box will be greatly reduced.
The interface automatically saves all changes, and there is no need for the annotator to
manually initiate a “save” operation. Note that there is no “undo” functionality built into the
interface. If the annotator requires us to reset a page to its initial state, they should contact
Andrew Naoum (details below).
A.3 What is an article?
For this annotation task, we have defined an article as a body of text that describes or offers
an opinion of a past, current or future event, or of a specific topic (such as a political figure
or travel destination, etc.). At a minimum, articles have some title, an author (byline), as
well as a body of text. Articles also commonly have pull-quotes, tables, figures, and captions.
An example of these elements is in Figure A.3. The annotator should include all the text
directly associated with the article.
Since the annotation task is to encapsulate only the ocr text, it often is the case that
the minimal bounding box excludes parts or all of a figure associated with an article. The
example in Figure A.4 shows that the correct bounding box excludes the photograph, despite
that photograph clearly belonging to the article.
During the annotation process, the number one priority is to include all the text asso-
ciated with the article. If you have to include text that isn’t associated with the article to
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Headline
Byline
Figure
Caption
Body
Pull
quote
Figure A.3: An example of a newspaper article with a headline, byline, body, pull-quote,
figure and caption.
achieve this goal, that is acceptable. It can also be the case that the bounding box of one
article completely encloses another article as seen in Figure A.5.
If the pre-annotator has created a boundary, the annotator should not assume that the
box is enclosing an article as defined for this task. Although this situation should be rare,
it is possible and should be documented and the bounding box removed. If an article is
present without a pre-annotated bounding box, the bounding box should be added and this
situation documented. In these cases, the only documentation required from the annotator
is the url as well as whether they added or deleted an article.
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Figure A.4: The article titled “Scorching run by Jay Bee’s Fella upsets ‘Kid’ ” includes a
photographic figure, however the correct bounding box should not include the figure.
A.4 Exceptions
Although the definition we offered of an article is rather specific, it can leave the door
open to certain content that the annotator should exclude from this annotation task. The
examples below are scarcely automatically annotated by the pre-annotator algorithm and
should not pose a significant burden to the annotator as they will usually not have to take
any action when encountering such examples.
A.4.1 Comics and cartoons
The content of an article for our annotation purposes should be predominately textual.
For example, we do not consider cartoons and comics articles. Even though a comic may
include text, a title, an author and give an opinion of an event, the content is primarily
graphical and is thus not relevant for this annotation task.
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Figure A.5: Bounding boxes may partially or even completely enclose other articles.
A.4.2 Non-authored content
We are only interested in content that required an author. For example, bodies of text that
predominantly include data from external sources, like legal notices, the weather, or the TV
guide is all non-authored content that regularly appears in the newspaper. These bodies of
text may have required editing or typesetting, but we do not attribute them to any particular
author(s). Note, however, that non-authored content may exist within an article, such as
scores from a sporting game or stock prices in an article in the finance section. In these
cases, this content should be included within the bounding box of the relevant article since
it is directly related to that article. Also, note that the absence of a printed author does not
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always preclude content from falling into our definition of an article — the annotator needs
to determine whether or not an author wrote the article.
A.4.3 Structural content
Structural data about the newspaper itself, for example, the masthead, dates, page numbers,
sections headings, table of contents, etc. should not be included in the bounding boxes of
any articles.
A.4.4 Advertisements
We do not consider advertisements and classifieds articles. We define an advertisement as
content that has been paid for to promote a company or service. While it can be difficult
to determine if the content has been paid for, it should be evident when it is promot-
ing a company or service. The newspaper may sometimes place a marker “THIS IS AN
ADVERTISEMENT” to indicate that the adjacent content is an advertisement.
Sometimes advertisements are not immediately obvious and require the annotator to
read the text to determine that it is an advertisement. For example, at first glance of Fig-
ure A.6 the text and accompanying figure resemble an article. However upon further reading
it becomes clear that it is indeed an advertisement. In some cases, different typesetting
compared to regular content may be an indicator of advertising content.
A.5 Common problems
Below are common problems that the annotator may encounter and the guidelines for
dealing with them.
A.5.1 Noisy characters
Theocr system frequently incorrectly identifies characters on border lines towards the edges
of articles and images. The annotator should not include these stray noisy characters. Some
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Figure A.6: An example of an advertisement that, upon first glance, may seem like an article.
may be unavoidable as they must be included for the valid ocr tokens to be encapsulated
by the bounding box as seen in Figure A.7
A.5.2 Duplicate ocr lines
The ocr system occasionally duplicates lines of text (see example in Figure A.8). The
annotator should exclude these duplicate lines of text.
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Figure A.7: The ocr system has incorrectly recognised characters on the left-hand side of
the article. These noisy characters should be excluded from boundaries though some may
be inevitable.
Figure A.8: The last line of the paragraph, “on Weston…”, is recognised by the ocr system
twice.
A.5.3 Categories
Categories should only be included within an article’s bounding box if they are directly
related to that article alone. If they are overall sections like “Sport” or “Business” they should
be excluded, as in Figure A.9.
A.5.4 Drop caps
The ocr system often places drop caps in strange places. The annotator should take care to
look out for drop caps and include the relevant text. In Figure A.10 we see the ocr system
placed the letter ‘O’ exceedingly to the left of the remaining text and could easily be missed
by the annotator.
206 Chapter A. Annotation guidelines
Figure A.9: Overall section titles such as “Sport” should not be included as part of any one
particular article, though sections that belong to a specific article, like “Cricket” belongs to
the article “Rookie Hookey ends the…”, should be included in the bounding box for the
article.
Figure A.10: The ocr system often places drop caps in erroneous places.
A.5.5 Bylines
Byline descriptions, often found at the bottomof articles, should be included in the bounding
box of the relevant article. For example, “John Doe is the SMH’s Travel editor”.
A.5.6 Article source
Sources listed at the bottom of articles, such as “Washington Post”, should be included in
the bounding box of the relevant article.
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A.5.7 Page links
Articles are often split across multiple pages. In such cases, the last line is usually “Continues
on…” followed by the appropriate page number. In these cases, the “Continues on…” line
should be included in the bounding box of the relevant article. However, there are some
cases when the last line is generic, such as “Match reports on PAGE 64”. The annotator
should not include these cases as they are not directly related to that article and can be
deemed structural content of the newspaper.
A.5.8 Text in figures
While annotators should include tables and captions in the bounding boxes of relevant
articles, text that appears in figures should not be included. Text appearing in figures may
occur when photographs of street signs have been taken, or simpler cases where figures are
graphs or diagrams (as in Figure A.11).
Figure A.11: Text that appears in figures should, where possible, not be bound by the
respective article’s bounding box.
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A.6 Further issues
If unsure about any step in the annotation process, or you encounter a challenging or border
case, please do not hesitate to contact Andrew Naoum at redacted.
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