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ABSTRACT 
We examine an additive rank property for a sum of matrices, which we call a 
quasidirect addition or, if the sum is given, a quasidirect decomposition. Intimately 
connected with this decomposition are certain (1,2)-inverses of the sum. We charac- 
terize quasidirect decompositions, and give some applications. Next, we specialize the 
condition to matrices which are unitarily quasidirect, and also characterize these 
matrix sums and their connection with the Moore-Penrose inverse. Finally, we 
introduce a matrix projector which is associated with a given rectangular matrix A and 
a generalized inverse of A. 
I. INTRODUCTION 
Suppose A is an m X n matrix over the complex field @, and X is an 
n X m matrix over @. Consider the following equations: 
AXA=A, (1) 
XAx=x, (2) 
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(AX)* =AX, (3) 
(xA)* = XA. (4 
A matrix X which satisfies equation (1) is called a l-inverse of A (see [I]), 
and if, in addition, X satisfies equation (2), then X is called a (1,2)-inverse of 
A. Finally, if X satisfies all four conditions above for A, then X is called the 
Moore-Penrose inverse of A, denoted A+. It is well known that the 
Moore-Penrose inverse is unique, whereas, for m + n > 3, the (1,2)-inverse 
is not unique. We will use the following important fact concerning (1,2)- 
inverses. 
LEMMA A [l]. Let A be an m x n matrix over @, and let AG be a 
(1,2)-inverse of A. There exist nonsingular matrices P and Q such that 
A = P f, i Q and AC = Q-l[ i i]P-‘, 
[ I 
where the partitioning of AG is transposed with respect to that of A. 
In Section 2, we investigate the decomposition of a rectangular matrix A 
into a sum A = B + C where rank A = rank B + rank C. We call such a 
decomposition quasidirect [2]. To characterize such decompositions, we note 
the role that (1,2)-inverses play in such a decomposition. This additive rank 
property has also been investigated by Marsaglia and Styan [4]. We extend 
this notiton to the sum of rank-one matrices, where the number of summands 
depends on the rank of A. If A is square and singular, we characterize the 
(1,2)-inverses of A. Finally, we define quasidirect summa& of a matrix A 
and characterize these summands. 
In Section 3, we say that a sum B + C is unitarily quasidirect if there 
exist unitary matrices U and V and nonsingular matrices B,, C, of orders 
rank B, rank C respectively such that 
B=U [ 
B, 0 0 
0 
0 
0 0 OV*, 1 0 
and both matrices on the right are partitioned conformally. 
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A sum of matrices can be quasidirect and yet not unitarily quasidirect. For 
example, 
and C = 
are such that B + C is quasidirect but not unitarily quasidirect. We leave the 
verification of this statement to the reader. 
The Moore-Penrose inverse enters our discussion of unitarily quasidirect 
decompositions in a natural manner. We show that if A = B f C is a 
unitarily quasidirect decomposition, then A+ = B + + C+, and investigate the 
unique unitarily quasidirect decomposition of a matrix as a sum of positive 
multiples of partial isometries. We complete Section 3 with a characterization 
of unitarilg quasidirect summa&s. We note that the spectral theory for 
rectangular matrices is discussed in the seminal work of Roger Penrose [6]. 
In Section 4, we reintroduce a matrix which is closely connected with the 
authors’ previous work [3]. If A is an m X n matrix and AG is a generalized 
inverse of A, we define an (m + n) X (m + n) matrix PG(A), which is a 
projection. We then show that a quasidirect decomposition of A leads to a 
natural quasidirect decomposition of PG( A). 
2. QUASIDIRECT DECOMPOSITION OF MATRICES AND (1,2)- 
INVERSES 
In this section the entries of matrices and vectors can belong to any fixed 
field F. We shall use the symbol AC for some (1,2)-inverse of the matrix A. 
If B, C are matrices of the same size, and BG, CG are some (1,2)-inverses, 
we say that BG,CG are related if all four relations 
BCG = 0, CGB = 0, CB’ = 0, BGC = 0 
hold. 
THEOREM 2.1. Let B and C be ,matrices, both m X n. Then the following 
are equivalent: 
(i) rank B + rank C = ranks B + C); 
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(ii) there exist nonsingular matrices P and Q, and nonsingular matrices 
B, of order rank B and C, of order rank C, such that 
where the partitioned matrices on the right-hand sides are partitioned 
conform&y; 
(iii) the column space of B + C is the direct sum of the column space of B 
and the column space of C; 
(iv) the row space of B + C is the direct sum of the row space of B and 
the row space of C; 
(v> there exist related (1,2)-inverses B’, Cc of B, C, respectively. 
In addition, if one-and thus all-of the conditions (i)-(v) are satisifed, 
then BG + CG for BG,CG from (v) is a (1,2)-inverse of B + C. 
Proof. Since the dimension of the column space (and row space as well) 
of a matrix is its rank, (i) is equivalent to both (iii) and (iv). 
Clearly, (ii) implies (i). To prove the converse, set P = rank B, y = 
rank C, and suppose that (i) holds. Then (iii) holds, and we can choose a basis 
in F’” so that its first P vectors belong to the column space of B and its last 
r_ vectors to the column space of C. Thus, there exists a nonsingular matrix 
Q such that B@ has nonzero entries just in the first P columns and CQ has 
nonzero entries just in the last y columns. Since also (iv) is satisfied, there 
exists similarly a nonsingula: matrix P’ such that @B has nonzero entries just 
in the first p rows and PC has nonzero entries just in the last y rows. 
Altogether, setting P = k’ and Q = Q-‘, B and C will have the form 
in (ii). 
To prove that (ii) + (v), and the final statement, it suffices to choose 
p-’ 
(with transposed partitioning of that for B and C). Clearly, BC and Cc are 
related. 
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To prove the implication (v) + (ii), we shall use the well-known fact that 
for any (1,2)-inverse M G of a matrix M, 
rank hii = tr MM” 
Suppose that (v) holds. Th en Bc + Cc is a (1,2)-inverse of B + C. Hence, 
rank(B + C) = tr(B + C)(B’ + Cc), which is tr BBC + tr CC”, and thus 
the sum of the ranks of B and C. n 
We shall say that the sum B + C is quasidirect if one-and thus all-of 
the conditions (i)-(v) of Theorem 1 is satisfied. In general, a sum A, + 
A, + **= +A,., r > 2, is quasidirect if rankCr_, Aj = Cr=, rank Ai. We shall 
also say that A = B + C is a quasidirect decomposition of the matrix A if 
the sum B + C is quasidirect. 
The following two theorems are easy consequences of Theorem 2.1. 
THEOREM 2.2. If A is a matrix of rank r, then there exist r matrices 
A,, . , A, of runk one such that 
A= i-4, 
i=l 
is quasidirect. 
In addition, there exist (1,2)-inver.ses A:, . , A: of A,, . , A,. respec- 
tively which are mutually related. The matrix Cr= 1 Aj: is then a (1,2)-inverse 
of A. 
TFIEOREM 2.3. Let a nonsingulnr m&-ix A be expressed as a quasidirect 
sum 
Then there exists a system of matrices Bi, i = 1, . , r-namely, the mutually 
related (1,2)-inverses Bi = A:--J;)r which 
AiBiAi = Ai, i=l ,...,r, 
B, Ai Bj = Bi, i=l ,...,r, 
A,Bj = BjAi = 0 for all i,j = l,..., r, i #j. 
170 MIROSLAV FIEDLER AND THOMAS L. MARKHAM 
These matrices Bi also satisfy 
Bi = A-IA&‘, i = l,...,?-, 
A-’ = k B,, 
i=l 
and this last sum is quasidirect. 
Let us add a simple observation. 
THEOREM 2.4. Let A be an n X n singular matrix; let X be an n X n 
matrix. Then the following are equivalent: 
(i) X is a (1,2)-inverse of A. 
(ii) There exist nonsingular matrices P and Q such that 
where the partitionings on the right-hand sides are transposed. 
(iii) There exists an n x n matrix B such that A + B is nonsingular, 
n = rank A + rank B, 
and 
X= (A + B)-‘A(A + B)-‘. 
(iv) There exists an n x n matrix C such that A + C is nonsingular, 
n = rank A + rank C, 
and 
X = $( A + C)-’ + +( A - C)-‘; 
under the given conditions, A - C is nonsingular as well. 
Proof. The implication (i) + (ii) is done by Lemma A. (ii) + (iii) fol- 
lows easily by choosing 
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To prove + (iv), us show first by assumptions in 
A( A + B)-‘B = 0, 
B( A + B)-‘A = 0. 
Indeed, the rank condition in (iii) implies 
Ax = By + Ax = 0 
by the equivalence of (i) and (iii) of Theorem 2.1 Thus, the identities 
A( A + B)-‘B = B[ I - (A + B)-‘B] 
(5) 
(6) 
and 
A[Z-(A+B)-‘A] =B(A+B)-1~ 
yield (5) as well as 
A(A +B))‘A =A, 
(7) 
B( A + B)-‘B = B. 
Choose C as B from (iii). Then A + C is nonsingular, and A - C is 
nonsingular, since 
(A-B)x=O 
implies by (6) that AX = Bx = 0, whence (A + B)x = 0 and x = 0. There- 
fore, by (5) and (7), 
A=A(A+B)-‘(A-B), 
so that 
A(A -B)-’ =A(A + B)-’ (8) 
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Now, 
+( A + C)-’ + +( A - C)-’ 
= $( A + B)-l([A - B] + [A + B])( A - B)-’ 
= (A + B)-‘A( A - I?-’ 
= (A + B)-‘A( A + B)-’ ibY @)I 
= x. 
(iv) + (i): Choose 
Q=XA, (9) 
P^=AX. (10) 
The assumptions in (iv) yield analogous identities to (51, (71, and (8) with C 
instead of B. In particular, 
Since 
A( A + C)-’ =A(A -C)-’ 
(A + C)(A + C)-’ = (A - C)( A - C)-‘, 
we obtain 
C[(A+C)-‘+(A-C)-‘] =O: 
i.e. 
Since also 
cx = 0. (11) 
t = A( A + C)-‘, 
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we obtain that 
A@=AXA=A(A+C)-‘A 
=(A+C)(A+C)-‘A 
= A, 
XP^=XAX=(A+C)-lAX 
= (A + C)-‘(A + C)X 
= x. 
i.e. (i). n 
In the last theorem of this section, we shall say that for matrices A and B 
of the same size, B is a quasidirect summand of A if the sum 
B+(A-B) 
is quasidirect. 
TWEOREM 2.5. Let A, B be matrices of the same size. Then the following 
are equivalent: 
(i) B is a quasidirect summand of A. 
(ii) There exist (1,2)-inverses BG of B and AG of A such that 
AB” = BB”, 
BcA = B’B, 
AGB = B’B, 
BAG = BBC. 
(iii) There exist related (1,2)-inverses BG of B and (A - B)’ of A - B. 
(iv) The column space R(B) of B is contained in the column space R(A) 
of A, and there exists a projector P (i.e, P” = P> such that PA = B. 
(v> The row space R( B T > of B is contained in the row space R( AT) of A, 
and there exists a projector Q such that AQ = B. 
Proof. The equivalence of (i> and (iii) follows immediately from the 
equivalence of (i) and (v) in Theorem 2.1. 
174 MIROSLAV FIEDLER AND THOMAS L. MARKHAM 
To show that (iii) implies (ii), observe that the matrix BG + (A - B>’ is 
a (1,2)-inverse AC of A for which the conditions (ii) are satisfied. Also, (ii) 
implies (iii), since the matrix AC - BG is easily seen to be a (1,2)-inverse of 
A - B related to BG. 
Now, (ii) -+ (iv), since it suffices to take P as BBC. Also, R(B) g R(A), 
since from x = Bw for some w it follows that x = BBGBw, which is 
ABGBw. 
Let us show that (iv) implies (i), i.e. that the column space R(A) is the 
direct sum of R( A - B) and R(B) [cf. (iii) of Theorem 2.11. Obviously, 
R(A) & R(A - B) + R(B). Since R(B) &R(A), we have R(A) = RCA - 
B) + R(B). To show that R(A - B) I? R(B) = {O}, let 
(A-B)r=By. 
Premultiplying this equality by P, we obtain [since P( A - B) = 0, PB = B] 
in fact By = 0. 
In an analogous way, (ii) + (v> --f (il. n 
3. UNITARILY QUASIDIRECT SUMS AND THE MOORE- 
PENROSE INVERSE 
In this section, we assume that all matrices we deal with are complex. We 
denote by A4* the conjugate transpose of the matrix M. 
We say that matrices B, C of the same size (not necessarily square) are 
completely orthogonal if both equalities 
B*C = 0, CB* = 0 
hold. We also say that the sum B + C is unitarily quasidirect if there exist 
unitan/ matrices U and V and nonsingular matrices B,, C, of orders rank B, 
rank d, respectively, such that 
B=U 
with the same partitionings. 
B, 0 0 
0 0 0 
0 0 0 I 
vu, (12) 
(13) 
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THEOREM 3.1. Let B, C be matrices of the same size. Then the following 
are equivalent: 
(i) the sum B + C is unitarily quasidirect; 
(ii) B and C are completely orthogonal; 
(iii) the sum B + C is quasidirect, and both equalities 
(B + C)( B + C)* = BB* + CC*, 
(B + C)*(B + C) = B*B + C*C 
hold: 
(iv) both sums 
BB* + CC*. B*B + C*C 
are unitarily quasidirect; 
(v) the sum B ’ + C’ is unitarily quasidirect; 
(vi) both BC’ = 0 and C+ B = 0 hold; 
(vii) both CB+= 0 and B+C = 0 hold. 
Proof. Observe first that for B and C in (12) and (131, 
(14) 
u*. (15) 
Clearly, (i) implies (ii). Let us show that (ii) also implies (i): By the 
singular-value decomposition, there exist unitary matrices U, and V, and a 
diagonal matrix D, of rank equal to rank B such that 
B = U, V1*. 
Let the matrix 6 = UTCV, be partitioned conformally with the right- 
hand side of (16): 
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It follows from BC* = 0 and C*B = 0 that 
and 
Thus, 6,*, = 0, c’,*, = 0, c’& = 0, so that, setting by the singular-value 
decomposition 
with D, nonsingular with rank equal to that of C, U,, V, unitary, (i> is 
fulfilled for 
Since (ii) implies 
as well as 
BB*CC* = 0 
B*BC*C = 0, 
it follows by the equivalence of (i) and (ii> that (ii) + (iv). The implication 
M*Mx=O + Mx = 0 
now shows that from (iv) 
BB*CC* = 0 and B*BC*C = 0, 
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which implies 
B*C = 0 and BC* = 0, 
i.e. (ii). 
By (14) and (15), (i) + (v). Since CM+)+= M, (v> also implies (i>. 
(i) + (vi) being trivial, let us prove (vi> + (9. 
Using the singular-value decomposition for B, we have 
D 0 
U*BV = o o , ( ! 
where D is a diagonal, invertible matrix of size rank B. Let 
where the partitioning is transpose to that for U*BV. Now 
BC+=O - U*BC+U = 0 
+ DC,, = 0 and DC,, = 0 
+ d,, = 0 and CT,, = 0 
Similarly, C+B = 0 implies c,, D = 0 and c’,, = 0. Hence, 
0 0 
c+ =I7 0 6,, i I u*. 
and 
0 0 
c = u 0 C& 
i 1 V* 
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It is now clear that B + C is unitarily quasidirect. 
Similarly, (i) is equivalent with (vii). 
Finally, we show the equivalence of (i> and (iii>. Since it is clear that (i> 
implies (iii), we will prove that (iii) implies (ii). The first equality of (iii) can 
be rewritten as BC* = -CB*. Since the sum B + C is quasidirect, this 
implies that BC* = 0. Similarly, from the second inequality, we get C * B = 0, 
and B and C are completely orthogonal. This completes the proof. l 
Let us formulate a corollary: 
COROLLARY 3.2. Let A = B + C be a unitarily quasidirect decomposi- 
tion of A. Then for the Moore-Penrose inverses, A’ = B+ + Ct. 
THEOREM 3.3. Every complex matrix A of rank r is a unitarily quasidi- 
rectsumofrmatricesA,, i = l,..., r, of rank one. In addition, every two of 
these matrices are completely orthogonal, and the Moore-Penrose inverse Ai 
of A is the sum of the Moore-Penrose inverses A,?. The decomposition 
A = CA, is unique (up to the ordering of the Ai’s> if and only if the 
(nonzero) singular values of A are mutually distinct. 
Proof. The first part follows from the singular-value decomposition of 
A, from (ii) of Theorem 3.1, and from Corollary 3.2. To prove the second 
part, observe that the nonzero singular values cj of the A,‘s are also singular 
values of A, and the vectors a,, ai in the (unique up to a multiple by a 
complex unit at ai and the complex conjugate unit at Gi> expression 
are unit eigenvectors of AyAi Ai AT respectively corresponding to a,. n 
To present a more detailed decomposition theory, let us recall the notion 
of a partial isomety introduced by von Neumann [5]. In our notation, it is a 
matrix A which has all nonzero singular values equal to one or, equivalently, 
satisfies A’ = A*. 
The following is then immediate: 
THEOREM 3.4. Every complex matrix can be expressed, uniquely up to 
the order of summands, as a unitarily quasidirect sum of positive multiples of 
partial isometries. 
In the last theorem, we shall say the B is a unitarily quasidirect summand 
of a matrix A of the same size if the sum 
B+(A-B) 
is unitarily quasidirect. 
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THEOREM 3.5. Let A, B be matrices of the same size. Then the following 
are equivalent: 
(i) B is a unitarily quasidirect summand of A; 
(ii) B is a partial sum in som.e unitarily quasidirect decomposition of A 
into rank-one summands; 
(iii) there exist orthogonal projectors P, Q (i.e., P” = P, P* = P, etc.) 
such that both conditions 
B =AP, B = QA 
are satisfied. 
Proof. (i) + (ii>: The sum of the rank-one unitarily quasidirect decom- 
positions of both B and A - B is clearly a rank-one unitarily quasidirect 
decomposition of A. 
(ii) + (iii): Let A = Cr= r Ai, B = Cf= 1 Aj, s $ r, be rank-one unitarily 
quasidirect decompositions of A, B satisfying (ii). Then the matrices 
P= i A’A, Q= GALA+ 
i=l i=l 
are orthogonal projectors fulfilling (iii). 
(iii) + (i): B = AP implies 
(A - B)B* =A(Z - P)P*A* 
= 0. 
B = QA implies similarly B*(A - B) = 0, i.e. (i), by Theorem 3.1. n 
4. ASSOCIATED PROJECTORS 
In this section, we shall assign to every m x n matrix A and its 
generalized inverse AG a square matrix PC(A) of order m + n: 
P”(A) = ;(“$ GA). 
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It is easily seen that [ PG( A)]” = Pc( A) whenever A” is a (1,2)-inverse 
of A. Therefore, we call I”( A) a (1,2)-projector in this case. We call any 
associated P’(A) an associated Moore-Penrose projector if AC is the 
Moore-Penrose inverse A+ of A. 
THEOREM 4.1. Let A be a matrix of rank r. Then every associated 
(1,2)-projector Pc( A) of A also has rank r. 
Proof. Follows from the factorization 
THEOREM 4.2. Let A = B + C be a quasidirect decomposition of A, and 
let AC be any (1,2)- inverse of A. Then there exist (1,2)-inverses BG, Cc of B 
and C, respectively, such that 
P”(A) = P”(B) + P”(C) (17) 
and this sum is quasidirect. 
Proof. By Lemma A from the Introduction, there exist nonsingular 
matrices P and Q such that 
where the partitioningsA of, AC o,n the right-hand sides are transposed. 
Definite matrices B, C by B = P-‘BQ-‘, C = P-‘CQ-I. Clearly, 
n 
and the sum is quasidirect. By (iii) of Theorem 2.1, both B^ and C have a 
partitioned form with zeros in the last block row; by (iv) of Theorem 2.1, also 
the last block column of B^ and c^ consists of zeros. Thus, 
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B, + c, = I, 
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(18) 
where the sum is again quasidirect. 
Postmultiplying (18) by B,, we obtain 
B,( z - B,) = C,B,. 
As in (6), both sides are equal to zero, i.e., 
B,2 = B,, C,B, = 0. 
Analogously, 
Define now 
c,z = c,, B,C, = 0. 
(in AG, BG, CG the partitioning is transpose to that of A, B, Cl. 
It is then easily checked that (17) 1s satisfied, and the sum is quasidirect 
by Theorem 4.1. n 
Let us show now that an analogous result holds for P’( A). 
THEOREM 4.3. Let A be a complex matrix; let A = B + C be a unitarily 
quasidirect decompo.sition of A. Then 
P+(A) = P+(B) + P+(C), (19) 
and this sum is unitarily yunsidirect. 
Proof. By (ii> of Theorem 3.1, it suffices to show that both 
[P+(B)]*P+(c) = 0 
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and 
P+(C)[P+(B)]* = 0 
hold. This however, follows from the fact that all the equalities 
B*C = 0, CB* = 0, 
B+C = 0, CB+= 0 
C+B = 0, lx+= 0, 
(B+)*C+= 0, C+( B+)* = 0 
hold by Theorem 3.1. n 
Let us conclude with an observation the proof of which is immediate. 
THEOREM 4.4. Let A be a complex matrix. Then A is a partial isomety if 
and only if P’(A) is Hermitian, in which case P’(A) is an orthogonal 
projector. 
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