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Abstract 
Default correlation is a crucial in risk management. The aim of this paper is to introduce a new method for measuring default 
correlation. In this paper we recall tetrachoric correlation coefficient which is a measure of association between two continuous 
variables that have each been measured on a dichotomous scale. We presented the applicability of tetrachoric correlation as a 
default risk correlation measure. 
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1. Introduction 
The default probability and default correlation are the key drivers for risk management. In the financial world, 
individual companies are usually linked together via economic conditions, so default correlation, defined as the risk 
 in credit analysis with applications 
to joint default, credit derivatives, asset pricing and risk management (Zhou, 2001). Default correlation refers to the 
uster. The first is 
systematic. It is caused by common factors that affect all firms, such as contracting economic growth. The second is 
contagion. This occurs when the default of one firm cascades and causes default in other firms. Contagion has at 
least two possible channels, one is through firm-to-firm business relationships, and the other is through investors as 
they observe unexpected credit events and then, in turn, update their beliefs regarding default risk (Bobey, 2007). 
There is still a lot of research to do for estimating the default correlation. We can distinguish three different 
approaches to model default correlation in the literature of intensity credit risk modeling.  The first approach 
 making them dependent on a set of common variables Xt and 
on a firm specific factor. These models have received the name of conditionally independent defaults (CID) models, 
t intensities are independent as are 
the default times that they generate. Apparently, the main drawback of these models is that they do not generate 
sufficiently high default correlations. However, Yu (2002) indicates that this is not a problem of the model per se, 
but rather an indication of the lack of sophistication in the choice of the state variables. 
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Two direct extensions of the CID approach try to introduce more default correlation in the models. One is the 
possibility of joint jumps in the default intensities and the other is the possibility of default-event triggers that cause 
joint defaults (Elizalde, 2006). 
The second approach to model default correlation, contagion models, relies on the works by Davis and Lo (1999) 
and Jarrow and Yu (2001). It is based on the idea of default contagion in which, when a firm defaults, the default 
intensities of related firms jump upwards. In these models default dependencies arises from direct links between 
firms. The default of one firm increases the default probabilities of related firms, which might even trigger the 
default of some of them (Elizalde, 2006). 
The last approach to model default correlation makes use of copula functions. A copula is a function that links 
univariate marginal distributions to the joint multivariate distribution with auxiliary correlating variables. To 
estimate a joint probability distribution of default times, we can start by estimating the marginal probability 
distributions of individual defaults, and then transform these marginal estimates into the joint distribution using a 
copula function. Copula functions take as inputs the individual probabilities and transform them into joint 
probabilities, such that the dependence structure is completely introduced by the copula (Elizalde, 2006). 
2. Default Correlation 
Since simulation studies have showed that Pearson product moment correlation coefficients are underestimated 
for grouping variables (Wylie, 1976), in usual way, default correlation is calculated as follows: 
Take two firms A and B as an example, let whose probabilities of default are AP and BP  respectively. Then the 
default correlation can be defined as 
AB A B
AB(simple)
A A B B
P P P
P (1 P )P (1 P )
        (1) 
where ABP  is the probability of joint default. 
We briefly describe the procedure used for determining the default correlations. The first step was to determine 
the default probability for the relevant time horizon. 
If firm A has a default probability of AP  and AX  is a binomial random variable that is one if the firm A defaults 
and is zero otherwise, the standard deviation of AX  is: 
A A AP (1 P )           (2) 
If default correlation between two firms, A and B, is defined as the correlation between the binomial random 
variables AX  and BX , which indicate the occurrence of default of firms A and B, respectively, the correlation can 
be obtained from the covariance of  A BX X  (Servigny, 2002). The complete specification of the default correlation is 
given by the joint distribution of default times. 
3. Tetrachoric Correlation Coefficient 
The measure of association in 2 2 contingency tables known as tetrachoric correlation coefficient is recalled. 
These measures rely on two assumptions: 1) there exist continuous latent variables underlying the contingency table 
and 2) joint distribution of corresponding standard normal deviates is bivariate normal. It is shown that, in practice, 
the tetrachoric correlation coefficient is an estimate of Pearson correlation coefficient between latent variables. 
Consequently, these measures do not depend on bias nor on marginal frequencies of the table, which implies a 
natural and convenient partition of information (carried by the contingency table), between association, bias and 
probability of the event and subsequently enables the analysis of how other scores depend on bias and marginal 
frequencies. 
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We consider a 2 2 contingency table of frequencies given in Table 1. Here ijf  ( , 0,1i j ) is cell frequency. AP  
and BP  are marginal probabilities corresponding to 00f + 10f /N and 00f + 01f /N respectively. 
 
Table 1. Definition of elements of contingency table 
 
 AX   
0 1 
 
BX  
0 00f  01f  00f + 01f  BP  
1 10f  11f  10f + 11f  1 BP  
 00
f + 10f  01f + 11f  N  
AP  1 AP   
 
Any continuous random variable X may be transformed into standard normal variable XZ  by the formula:  
1( ( ))X XZ X           (3) 
Here, the X  is cumulative distribution function (c.d.f.) of X, while  is c.d.f. of standard normal distribution. 
Variable XZ  is called standard normal deviate (SND) corresponding to X. 
Let 1( )A Az P and 
1( )B Bz P  be the standard normal deviates corresponding to marginal probabilities AP  
and BP , respectively. The tetrachoric correlation coefficient, introduced by Pearson (1900), is the correlation 
coefficient tet  that satisfies  
0
00
1 2 1 2( , , )
F
tetz z
f x x dx dx
N
         (4) 
where 1 2( , , )tetx x  is the bivariate normal p.d.f. 
2 2
1 2 1 1 2 222
1 1( , , ) exp ( 2 )
2(1 )2 1
tet tet
tettet
x x x x x x      (5) 
The lines 1 Ax z  and 2 Bx z  divide this bivariate normal into four quadrants whose probabilities correspond to 
relative frequencies in the 2 2  table. 
Clearly, the SNDs Az  and Bz  are uniquely determined by AP  and BP , respectively. The double integral in 
Equation 4 can be expressed as: 
2 2 200
arccos
1 1exp ( 2 cos )cos
2 2tet A B A B
f
z z z z w ec w dw
N
     (6) 
showing that the joint frequency 00f
N
 is a monotone function of tet  for any fixed Az  and Bz . 
It follows that the tetrachoric correlation tet  is well defined by Equation 4. To calculate tet  from the 2 2  table 
one may use tetrachoric series expansion of Equation 4 developed by Pearson (1900) for which the approach that 
has been adopted by Brown (1977). Variance of the tetrachoric estimator was also derived so that it is also possible 
to find standard error estimate of the tetrachoric correlation for large samples (Hamdan, 1970). 
Equation 6 is solved iteratively for tet . Several computing aids have been proposed over the years (Browne, 
1977). Programs in FORTRAN and MATLAB that use numerical integration are available. They are also computing 
routines for tetrachoric correlation in statistical software such as SAS, SPSS and STATA. 
Let  (or any taransformation of this) probability density function is normal and joint asset 
value distribution of firms A and B is bivariate normal. It is showed that solving Equation 4 for tet  yields the 
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maximum likelihood estimate of  (Good, 2006). Since tet  is the unique maximum likelihood estimation of , 
while ( )AB simple  in Equation 1 is not a maximum likelihood estimation.  
4. Application 
In this section, we will demonstrate how our tetrachoric correlation is used for measure default correlation of 
firms. Figure 1 represents past and future asset value (or normalized, lagged etc.) asset value for firm A. Let asset 
value distribution is bell shaped and approximately normal for a long time period [0,T]. 
 
 
Figure 1. Past and future asset value 
Figure 2 illustrates the ranges of possible asset values for firm A and firm B. The two intersecting lines represent 
the default points for two firms. The intersecting lines divide the range of possibilities into four regions. The upper 
right region represents those asset values for which neither firm A nor firm B will default. The lower left region 
represents those asset values for which both will default. In Table 2, data for default (0) and non-default (1) 
occurrences to Firm A and B in the period [0,T] are demonstrated. 
Figure. 2. Default and non-default ranges 
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If the data in Table 2 is arranged like a contingency table in Table 1, 00f =10, 01f =50, 10f =20 and 11f = 920. 
Marginal probabilities were found AP =0.03, BP =0.06. Tetrachoric correlation estimate using for a default 
correlation measure was 0.52053 with 0.09629 standard error. Using the same data, simple default correlation 
( AB(simple) ) in Equation 1 was found as 0.44013 which is smaller than the tet . 
 
Table 2. Data for default (0) and non-default (1) occurrences  
 
Time Firm A Firm B 
0 1 1 
1 1 1 
2 0 1 
3 1 0 
4 1 1 
5 1 0 
6 1 1 
7 0 0 
. . . 
. . . 
. . . 
T 1 1 
5. Discussion 
Default correlation is a crucial in risk management and has a key role in calculating unexpected loss for 
portfolio (e.g. measurement of portfolio diversification). We proposed an alternative measure for default correlation. 
We provided an example of tetrachoric correlation confirming the applicability to default correlation measure. 
Furthermore, it is also possible to obtain standard error estimate for tetrachoric correlation. Therefore tetrachoric 
correlation may be useful in measuring default correlation in addition to usual methods such as simple default 
correlation. 
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