ABSTRACT Real-world optimization tasks often have more than three objectives, hence are Many-objective Optimization Problems (MaOPs). MaOPs are challenging because of the difficulties in obtaining the true Pareto front of high dimensionality. The number of objectives can be reduced. However, existing objective reduction methods are computationally expensive as they need to identify non-dominant solutions by running multi-objective evolutionary algorithms (MOEAs). In this paper, we propose an efficient yet effective objective reduction method, named Objective Reduction using Sampling and Affinity Propagation (ORSAP). First, a sampling method is used to collect points that can represent objectives by calculating objectives' improvements. Second, affinity propagation is adopted to cluster the objectives, so redundant objectives may group together. Then, only the centroid objectives are kept as non-redundant objectives. The experiments on a range of benchmark MaOP instances show that ORSAP can successfully retain non-redundant objectives and remove redundant ones with low computational cost. It is highly competitive compared to the state-of-the-art objective reduction methods. In addition, ORSAP can significantly improve optimization performance when integrating with MOEAs.
I. INTRODUCTION
In the field of engineering and science, non-trivial problems are often Many-objective Optimization Problems (MaOPs) as they have more than three objectives. When objectives are less, as in Multi-objective Optimization Problems (MOPs), Multi-Objective Evolutionary Algorithms (MOEAs) have been proven efficient and effective in finding solutions. These MOEAs use the Pareto-dominance relation to compare solutions of the population and to push the solutions closer to the Pareto optimal, [1] , [2] . However, their search performance deteriorates severely when the number of objectives increases, hence not ideally for MaOPs [3] . The challenges in MaOps are: firstly, the proportion of non-dominant solutions increases fast when the number of objectives increases. That means most solutions are non-dominant hindering the search The associate editor coordinating the review of this manuscript and approving it for publication was Roberto Pietrantuono.
to go further. As the result, the converge over the Pareto front becomes very poor in many objective scenarios. Secondly, the dimensionality of the Pareto front also increases with the number of objectives. A much larger number of non-dominant solutions would be needed even to approximate the Pareto front of MaOPs for every additional objective dimension.
In recent years, many algorithms have been proposed for solving MaOPs. We divide the algorithms into two categories. The first category aim to reduce objectives. In real-world applications of optimization, the number of true objectives that can represent the Pareto front is less than the number of actual objectives. These redundant objectives can be removed or reduced so only non-redundant objectives need to be considered. Much related work on removing redundant objectives can be found in the literature [4] - [10] . However, these algorithms have limitations. They still rely on a large amount of non-dominant solutions by using evolutionary algorithms. The computational costs are hence expansive. The second category are to ignore the redundancy of objectives. Some use preference ordering relation-based approaches, e.g., [11] , [12] , some use preference incorporation-based approaches, e.g., [13] , [14] , some use indicator-based approaches, e.g., [15] , [16] , and some algorithms use decomposition-based approaches, e.g., [17] , [18] . These algorithms ignore redundancy but they could perform better with non-redundant objectives.
In order to address the aforementioned limitations, we propose a new objective reduction algorithm in this paper. This novelty is that it does not need representative non-dominant solutions or to calculate the correlation matrix [4] - [6] , [8] , [9] . This algorithm uses affinity propagation [19] to group the objectives based on some objective values. The efficiency and effectiveness can be shown in our experiments.
This paper is organized as follows. The necessary background is presented in Section II. Section III details the proposed algorithm, namely Objective Reduction Using Sampling and Affinity Propagation (ORSAP). Section IV is the design and settings of our experiments. The experimental results are listed and discussed in Section V. Section VI presents the comparison of optimization with and without integrating ORSAP. Section VII concludes the study.
II. BACKGROUND A. PROBLEM DEFINITION 1) MANY-OBJECTIVE OPTIMIZATION PROBLEMS
A multi-objective optimization problem can be described as (1) [20] .
where x = (x 1 , x 2 , . . . , x k ) is the decision vector, M is the number of objectives, is the search space, and f i (x) is the i-th objective function in the objective space. When the number of objectives is more than three then the problem is referred as many-objective optimization problem (MaOP) as the characteristics and the complexity of the problem become significantly different when exists more than three objectives.
2) PARETO DOMINANCE
Solution x = (x 1 , x 2 , . . . , x k ) is considered dominating Solution y = (y 1 , y 2 , . . . , y k ), denoted as x ≺ y, if and only if f (x) is better than f (y) on all objective measures, {1, . . . , M }. That means, when smaller is better, f m (x) ≤ f m (y) and ∀m ∈ {1, . . . , M }, where f m (x) < f m (y).
3) PARETO OPTIMAL SOLUTION
A solution x = (x 1 , x 2 , . . . , x k ) is considered as an optimal solution if and only if there does not exist a solution y = (y 1 , y 2 , . . . , y k ) that y dominates x.
4) PARETO OPTIMAL SET AND PARETO FRONT
Pareto optimal set is the set that consists of all Pareto optimal solutions which are non-dominant. No objective can be further improved without sacrificing other objectives. The set represents the frontier in the objective space, hence often referred as Pareto Front.
B. RELATED WORK
As mentioned in the introduction, object reduction is often used in handling MaOPs. A number of algorithms have been proposed in the literature. Deb and Saxena proposed PCA-NSGA-II based on principal component analysis (PCA) [4] . The main idea is that if two objectives are negatively correlated, then these objectives conflict with each other. Conflicting objectives are essential and should not be removed. Eigenvalues and the corresponding eigenvectors of correlation matrix R are used to identity the most conflicting objectives. Non-redundant objectives are identified when the cumulative contribution of the eigenvalues exceeds a threshold. Based on that work Saxena et al. further proposed L-PCA and NL-MVUPCA algorithms for both linear and nonlinear objective reduction using correlation and PCA [5] . These algorithms rely on the non-dominant solution set to compute the correlation matrix. In other words this set needs to be obtained first by MOEAs.
Brockhoff and Zitzler proposed a new definition of conflict [6] . The aim is to find a subset of the original objectives. In their method, a greedy and an exact algorithm are used to solve the k-EMOSS and the δ-MOSS problems [7] . The k-EMOSS is to find an objective subset of size k with the minimum possible error, and δ-MOSS is to find the minimum objective subset according to a given error. However, the k-EMOSS and δ-MOSS problems have been proven NPhard. Therefore exact algorithms are not suitable for practical instances which are relatively large in size [7] .
Singh et al. proposed a method called PCSEA by using boundaries of the Pareto front called corner solutions [8] . By this method the true dimensionality of the Pareto front can be predicted. If one objective is omitted from the objective set and the change in number of non-dominant solutions in the population is negligible, then that objective can be regarded as redundant. The authors introduced a parameter R to quantify the change. However, this method also need to obtain the non-dominant solutions first. Furthermore the computational cost for many-objective problems would be high as the algorithm goes through all objectives to test whether an objective is redundant or not.
In the work of Jaimes et al., an unsupervised feature selection technique is introduced to remove redundant objectives [9] . This method also uses a correlation matrix of a set of non-dominant solutions to measure the conflicts between each pair of objectives. The objective set are divided into homogeneous neighborhoods. The conflicts between objectives are represented as the distance between them. Thereafter, the most compact neighborhood is chosen. VOLUME 7, 2019 All objectives except the center cluster are removed. The removal process repeats until the stopping criterion is met. This feature selection technique is originally introduced by Mitra et al. [21] . The limitation is that the neighborhood size q needs to be specified. It also relies on the correlation matrix obtained by representative non-dominant solutions.
Yuan et al. view objective reduction as a multi-objective search problem [10] . They introduced three different multi-objective formulations of this problem, aiming to preserve either the correlation structure or the dominance structure of the given sample sets. Their study showed the effectiveness of this multi-objective approach. However, its needs to generate sample sets by a MOEA and the quality of the sample sets has a direct impact on the behavior of the search process.
Aiming to overcome the limitations of the above algorithms, we introduce a new objective reduction algorithm, which does not require representative non-dominant solutions. It also does not need to specify parameters. The details are presented in the next Section.
III. OBJECTIVE REDUCTION USING SAMPLING AND AFFINITY PROPAGATION (ORSAP)
The proposed method, Objective Reduction Using Sampling and Affinity Propagation (ORSAP), identifies non-redundant objectives in three major steps. First, it obtains M (M is the number of objectives) points that represent M objectives by sampling. Second, it clusters the obtained M points. Third, its singles out the non-redundant objectives from clusters. The integrated main process of ORSAP is shown in Algorithm 1. The details of these three steps are explained in the following three sub-sections.
Algorithm 1 Main Process
Input : decision matrix X of N decision vectors; objectives Objs; Output: non-redundant objectives NObjs 1 P ← obtainDataPoints(X ); 2 Cls ← clusterPoints(P); 3 NObjs ← pickOutNonRedundent(Cls, Objs);
A. SAMPLING DATA POINTS Purshouse and Fleming established an evolutionary multiobjective optimization theory through consideration of the relationships between pairs of objectives [22] . There are conflict and harmony relationships between objectives. For conflicting objectives, when one objective improves, the other deteriorates. For harmonious objectives, the objective improves or deteriorates in synchronization. Obviously. when two objectives are conflicting, we should consider these objectives together. When two objectives are harmonious, we can omit one objective during optimization. In other words, harmonious objectives are redundant. In the proposed ORSAP, the relationships between objectives are obtained by sampling. For example, Fig. 1 shows three simple objectives, where Apparently there is a redundant objective and we can omit either g(x) or h(x). As shown in Fig. 1 , when a variation is introduce to the decision variable x, we can observe the changes on each objective. The more samples we take, the more relationships between objectives can be identified. Hence the analysis of the sampling can be used to find the redundancy.
The actual sampling process works as below. First, it randomly initializes N decision vectors distributed in decision space as the sampling starting positions, where N represents the number of samples. Each decision vector
Second, it calculates objective values by above N sampling starting positions and obtain objective value matrix A: 
Lastly, it computes matrix C by B−A, where C ij = B ij −A ij . Each value C ij in matrix C represents the variation trend of objective i in sample j. Value C is normalized, if C ij > 0, it means that in sample j, the variation trend of f i is positive, C ij is set to 1. If C ij < 0, it means that in sample j, the variation trend of f i is negative and we set C ij to −1. By normalization, we get pure variation trends of objectives. If an objective is redundant, its variation trends must be similar to that of another object, as g(x) and h(x) shown in Fig. 1 . We can take each row of matrix C as a high-dimensional point, which can approximately represent an objective. For example, the point that represents f 1 is (C 11 , . . . , C 1N ), then M points can represent the objectives. The procedure of sampling M points that represent the M objectives is given in Algorithm 2, where
Algorithm 2 Obtaining Objective Points by Sampling
Input : decision matrix X of N decision vectors; Output: data points array P;
1 A ← calculateFuncVal(X );/*calculate each objective's value by each decision vector and obtain matrix A*/ 2 X new ← tinyIncrement(X );/*give a tiny positive increment to each decision vector in every dimension*/ 3 B ← calculateFuncVal(X new ); 4 C ←B − A; 5 C ← normalization(C); 6 for each row ∈ C do 7 P.add(row);/*each row of C is a point that represents an objective, add it to P*/ 8 end
B. CLUSTERING SAMPLE POINTS
After generating M points as describe above, affinity propagation algorithm [19] is applied on them for clustering. Objectives of the same clusters should be relatively harmonious, and objectives of different clusters should be relatively conflicting. Affinity Propagation (AP) is an unsupervised clustering algorithm proposed by Frey and Dueck. Unlike most other clustering algorithms, such as k-means clustering [23] , AP does not require manual setting of the number of clusters. AP takes a collection of similarity measures between data points, and a preference value for each data point as inputs. Data points with larger preference values are more likely to be chosen as exemplars. The similarity s(i, j) reflects how well suited data point P j is to be the exemplar of data point P i . When the goal is to minimize the squared error, each similarity is set to a negative squared error (Euclidean distance): s(i, j) = − P i −P j 2 , i = j for points P i and P j . As all data points that represent objectives are equally suitable to be exemplars, the preferences should be set to a common value. The shared value could be the median of the similarities (resulting in a moderate number of clusters) or their minimum (resulting in a small number of clusters) [19] . In this paper, we set the preference to the median of the input similarities for making ORSAP general to different problems. These two parameters are calculated from data points rather than manual setting.
The procedure of AP clustering algorithm is as below. First, all data points are viewed as potential exemplars. Two kinds of information messages (named responsibility and availability messages) are exchanged between data points. The responsibility r(i, j) is sent from data point P i to candidate exemplar point P j . It reflects how well suited P j is to be the exemplar for point P i . The availability a(i, j) is sent from candidate exemplar point P j back to point P i . It indicates how appropriate it would be for P i to choose P j as its exemplar. Besides, the self-responsibility r(i, i) and self-availability a(i, i), both reflect accumulated evidence that P i is an exemplar. The update equations for r(i, j) and a(i, j) are written as:
In addition, a damping factor λ ∈ [0, 1] is added to avoid numerical oscillations during message exchange between data points. Oscillations prevent the algorithm from converging. Each message is set to λ times its value from the previous iteration plus 1-λ times its prescribed updated value.
In this paper, we use a damping factor λ = 0.5 similar to that in [19] . Two messages are updated iteratively until the messages converge and a set of exemplars with corresponding clusters are identified. The clustering procedure of M points is shown in Algorithm 3. Introducing AP has two motivations. The first is to reduce the artificial disturbance of clustering, so the clusters can be more realistic, no prior knowledge of the data points that represent objectives is available and the number of objective clusters are no unknown beforehand. AP algorithm does not require setting the number of clusters, and the similarities and preference are calculated by datasets. The damping factor λ is used to make the clustering algorithm more stable and it can be set to a default value without requiring prior knowledge of datasets. The second motivation is about the centers of VOLUME 7, 2019
Algorithm 3 Clustering of the Sample Points
Input : data points array P; Output: clusters of points Cls; 1 S ← similarities(P);/*calculate the similarities between points*/ 2 pref ← median(S);/*the preference is the median of similarities*/ 3 Cls ← AffinityProp(S, pref );
clusters. In ORSAP, centers of the clusters are exemplars of objectives, and data points that represent objectives are compared with these exemplars to pick out redundant objectives. These centers are very important and they should be the real data points rather than some calculated dummy points like k-means algorithm [23] . In AP algorithm, all data points can possibly become the centers of clusters and the centers are from the data points rather than calculated.
Recently, some new clustering methods have been proposed, e.g., [24] - [28] . PD2-clustering [24] can generate representatives for each cluster, but parameters k min , σ , and δ should be set by the prior knowledge of the datasets and the expected clustering result. Reference is designed for clustering probability density functions (pdfs) rather than data directly [25] . Probability density functions are often employed to model complex datasets like images. Besides, despite [25] does not need setting the number of clusters, a scale parameter τ is required, and the centers of clusters are not clear, that is to say, we cannot get the exemplars of objectives. Reference is also designed for pdfs [26] . It can obtain a suitable number of clusters, but the centers of clusters are not clear too. In [27] , the number of clusters is selected based on a new cluster validity index. However, with the number of clusters, we still need other clustering algorithms and how to get real data points as centers of clusters remains a problem. A novel objective function based clustering technique for the clustering of different types of images has been proposed in [28] , which can detect the optimal number of clusters. However, its clustering is based on an objective function, so the centers of the clusters are not clear too and we cannot get the exemplars of objectives. Based on the limitations of other clustering algorithms and the design of ORSAP, we choose AP clustering.
C. IDENTIFYING NON-REDUNDANT OBJECTIVES
After point clustering, we have several clusters and centers. As demonstrated in Section III-B, objectives of different clusters are relatively conflicting, and objectives of the same clusters are relatively harmonious. In other words, the centers of each cluster are exemplars of objectives and they are non-redundant objectives. Objectives of the same clusters may be redundant objectives.
The following algorithm is proposed to omit redundant objectives. For each cluster, let C i represent the center, and let P i represent a point of this cluster. Dis P i is the Hamming distance between the point P i and C i . The Hamming distance between two strings of equal length is the number of positions at which the corresponding symbols are different. So Dis P i represents the difference between the objective and its cluster center, and it represents the importance of the corresponding objective. If Dis P i is relatively low, then the objective corresponding to P i might be a redundant objective. Based on the analysis above, there should be a value R to determine whether P i is a redundant objective or not. This paper adopts the parameter shown in (7),
where N is the number of sampling as discussed in Section III-A. It is also the dimensionality of P i . If R is lower than a threshold, the objective is therefore removed. The removal process repeats until all points (not including the centers) are processed. The remains are non-redundant objectives. The algorithm is detailed in Algorithm 4.
Algorithm 4 Identifying Non-Redundant Objectives
Input 
IV. EXPERIMENT DESIGN AND SETTINGS
Then we show the statistical testing results of the proposed algorithm compared with other objective reduction algorithms. Firstly, we show the accuracies of obtaining real non-redundant objectives. Secondly, we will show the average numbers of non-redundant objectives obtained. Thirdly, we present the average computation time of the algorithms. Lastly, t-test is used to evaluate the algorithm's performance.
In order to show the improvement of MOEAs after omitting the redundant objectives, we then integrate the proposed objective reduction algorithm into NSGA-II [2] and NSGA-III [18] to compare the evolution performances of DTLZ5(I,M) and WFG3(M) before-and-after omitting the redundant objectives. These test functions are described below.
A. TEST FUNCTIONS
To evaluate the proposed ORSAP method, we experimented on test problems DTLZ2(M) [29] , DTLZ5(I,M) [4] and WFG3(M) [30] . The first problem has no redundant objectives, and this can test whether the proposed algorithm could omit objectives mistakenly. The second and the third problems do contain redundant objectives.
(1) DTLZ2(M) Deb et al. proposed a scalable test suite DTLZ, and DTLZ2(M) is one of the test problems. M represents the number of objectives, and M can be defined by users. This problem has no redundant objectives and by using this test problem, the algorithm proposed by this paper can be tested whether it would omit objectives mistakenly. If this algorithm omits any objective of this problem, then this algorithm is ineffective. The Pareto optimal front satisfies
In this problem, none of the objectives is redundant.
(2) DTLZ5(I,M) DTLZ5(I,M) is also from the DTLZ test suite. It is modified to construct a set of redundant problems termed as DTLZ5(I,M). Here, M is the original number of objectives and I represents the actual dimensionality of the Pareto front. By using these problems, the accuracies of omitting redundant objectives can be tested. The Pareto optimal front follows the relationship: 
B. PARAMETER SETTING
There are three parameters mentioned in the proposed algorithm: , N and R. The parameter is the tiny increment of each decision variable. Mathematically the directional derivative represents the instantaneous rate of change of the function in one direction. For a function f in decision variable x, the directional derivative is shown in (8),
where is a tiny increment of x. Equation (8) represents function's current variation trend along x. If is positive, the direction of the derivative is positive, and if is negative, the direction is negative. To different samples and different dimensions of decision vector x, should be always positive or always negative, so we can get the variation trends of objectives in same directions. Despite there is no influence on the algorithm if we set always negative, we recommend to set always positive. Besides, in order to avoid the loss of generality, to different samples, should be set always positive but different. The value should also be a tiny value according to (8) . For example, we can set it to 0.001*rand in each sample, where rand is a random and different number in each sample which is lower than 1 and higher than 0. The rand makes different in different samples. It also can be set to other tiny positive value and the algorithm works same as there is a normalization step in Algorithm 2. The parameter N , represents the number of sampling. If too small, the information of objectives will be inadequate and it would difficult to find redundant objectives effectively. If too large, the computational cost would be high. Based on empirical studies from a wide range of problems, we suggest the parameter N to be set in the range [1000, 5000]. For example, Fig. 2 show the frequencies of success in identifying the real non-redundant objectives out of 30 runs for three test instances with different N , where the minimum value of N is 100, the parameter is set to 0.001*rand as discussed above, and the parameter R is set to 0.05. The details of the test instances can be found in IV-A. Fig. 3 shows the average computational time for three test instances with different N , and the minimum value of N is also 100. The experiment is implemented in Matlab and run on an Intel 2.50-GHz Core processor with 8.0 GB of RAM. From Fig. 2 and Fig. 3 , we see that the computational time of the proposed algorithm is approximately linear with N , and despite setting N to a bigger number may improve the algorithm's effect, the computational time will be higher.
The parameter R represents the threshold value of identifying redundant objectives. If it is set too high, essential objectives will usually be omitted by mistake. An extreme example is if it is set to 1, then all objectives are viewed as redundant objectives except the cluster centers. If it is set too low, the algorithm will not have the necessary ability of identifying redundant objectives. Similar objective reduction algorithms also have thresholds of identifying redundant objectives, like NSGA-II-δ which is introduced in [10] and Greedy-δ which is introduced in [7] . The authors suggest to use the threshold values within the range [0.1, 0.2] based on their experience with many problems and different non-dominant solutions that their algorithms need [10] . However, our objective reduction algorithm does not need non-dominant solutions and its procedure is different from their algorithms, so the threshold of ORSAP is different. Depend on our experience with many problems and a large number of experiments, we suggest to use the threshold around 0.05 within the range [0.04, 0.06], which suits most problems. If the threshold is set too high or too low, the success rates will reduce. For example, Fig. 4 shows the frequencies of success in identifying the real non-redundant objectives out of 30 runs for three test instances with different R, where the minimum value and maximum value of R is 0.01 and 0.19, the parameter is set to 0.001*rand as discussed above, and the parameter N is set to 2000. We can see that the results become bad if the threshold is set too high or to low.
Based on the above discussion, in the following experiments, the tiny positive increment in III-A is set to 0.001*rand in each sample, where rand is a random and different number in each sample which is lower than 1 and higher than 0. We set the times N of sampling for each objective in III-A to 2000 which has relatively low computational cost. If results are good by setting N to 2000, setting N to a bigger number can obtain better results. The parameter R, determines whether the objective is viewed as redundant. We set the threshold of R to = 0.05 in the experiments. As to compare the performance before-and-after integrating the proposed algorithm, in NSGA-II and NSGA-III, the population size is 100, the crossover probability is 0.9, the mutation probability is 1/k (where k is the number of decision variables), and the number of evaluations is 10000.
V. RESULTS

A. CLUSTER RESULT OF DTLZ2(M) AND DTLZ5(I,M) 1) DTLZ2(5)
There are no redundant objectives in DTLZ2(M), so the non-redundant objective set of DTLZ2 (5) 
After clustering the obtained points by Affinity Propagation and computing Hamming distance between each objective to its cluster center, one representative result of DTLZ2 (5) is shown in Table 1 .
As shown in Table 1 , the centers are f 2 and f 5 ,and each parameter R of the objectives is greater than 0.05. So, none of the objectives is omitted, and the obtained non-redundant objective set is {f 1 , f 2 , f 3 , f 4 , f 5 }, which is exactly the same as expected. So, to DTLZ2(5), the proposed algorithm is exactly correct.
2) DTLZ2(7)
The non-redundant objective set of DTLZ2 (7) is {f 1 , . . . , f 7 }. The result on DTLZ2 (7) is shown in Table 2 .
As shown in Table 2 , the obtained non-redundant objective set is
None of objectives is omitted. That is exactly the true Pareto optimal front set of DTLZ2(7).
3) DTLZ5(4,7)
As discussed before, {f k , f M −I +2 , . . . , f M } defines the true Pareto optimal front of DTLZ5(I,M), where k ∈ {1, 2, . . . , M − I + 1}. So the non-redundant objective set of DTLZ5 (4,7) is {f k , f 5 , f 6 , f 7 }, k ∈ {1, 2, 3, 4}. The result of ORSAP on DTLZ5(4,7) is shown in Table 3 .
As shown above, f 1 , f 2 and f 4 are viewed as redundant objectives, hence removed. The obtained non-redundant objective set of DTLZ5(4,7) is {f 3 , f 5 , f 6 , f 7 }, which is exactly correct. 
4) DTLZ5(5,10)
The true Pareto optimal front set of DTLZ5 (5,10) is 10 }, where k ∈ {1, 2, . . . , 6}. Table 4 shows the results obtained by our proposed ORSAP.
As shown in Table 4 , {f 1 , f 2 , f 3 , f 5 , f 6 } are viewed as redundant objectives and the obtained non-redundant objective set is {f 4 , f 7 , f 8 , f 9 , f 10 }. The reduction result is again perfectly correct.
Experimental results on above four test problems are very promising. That shows ORSAP algorithm does not omit objectives incorrectly for non-redundant problems but omits redundant objectives accurately. In the following, we will show comparison between ORSAP and the state-of-the-art objective reduction algorithms.
B. COMPARISON ON IDENTIFYING THE NON-REDUNDANT OBJECTIVES
Here we compare the proposed ORSAP with leading algorithms including NSGA-II-δ, which is introduced in [10] , and Greedy-δ, which is introduced in [7] . The comparison is based on the success rates of obtaining true non-redundant objectives. These two algorithms for comparison need sample sets generated by a MOEA. In this paper, we adopt the one given in [10] which is obtained by SPEA2-SDE [31] with 200 generations. Table 5 shows the results of all the algorithms with respect to the frequencies of success out of 30 runs.
As shown in Table 5 , these three algorithms would not omit objectives mistakenly for DTLZ2(M) problems. When the number of objectives is relatively small for DTLZ5(I,M) problems, these three algorithms successfully obtained the true non-redundant objective set. For WFG3(M), all these three algorithms could not obtain the true non-redundant objective set successfully. That is also the case when the number of objectives is relatively large for DTLZ5(I,M) problems. In comparison ORSAP achieved better results than the other algorithms in most cases. Although these algorithms would not obtain the non-redundant objectives perfectly, they will omit non-redundant objectives. We can make a comparison of the average numbers of objectives identified as non-redundant by the algorithms to get more statistical results, which are shown in Table 6 .
As shown in Table 6 , in most cases, the numbers of objectives identified as non-redundant by ORSAP is closer to the real numbers than the other two algorithms for DTLZ5(I,M) problems. On DTLZ5(10,50) test problem, though the numbers of objectives obtained by NSGA-II-δ and Greedy-δ are closer to the real numbers, they omit more essential objectives. On DTLZ2(M) problems, ORSAP obtains similar good results as the other two algorithms. On WFG3(M) problems, NSGA-II-δ could achieve better results. ORSAP shows the similar performance to Greedy-δ.
Since the proposed ORSAP does not need obtain solutions by a MOEA, it has advantage in terms of computational cost. Table 7 reports the average computational time of NSGA-II-δ, Greedy-δ and ORSAP for solving some DTLZ5(I,M) problems. NSGA-II-δ and Greedy-δ are implemented in Java and run on an Intel 3.20-GHz Xeon processor with 16.0 GB of RAM [10] , and ORSAP is implemented in Matlab and run on an Intel 2.50-GHz Core processor with 8.0 GB of RAM. From Table 7 , it can be seen that the proposed algorithm ORSAP VOLUME 7, 2019 requires much lower time compared to NSGA-II. The speed advantage is highly desirable in real world scenarios.
C. SIGNIFICANT TEST
Due to stochastic nature of the methodology, adequate methods should be used to evaluate the algorithm's performance, such as a hypothesis test. In this paper, we use the t-test [32] .
Before conducting the t-test, the first step is to check the distribution for normality [33] . The samples are the errors of ORSAP from the real numbers of non-redundant objectives, which could be found in Table 6 . The test of normality is shown in Fig. 5 . Since the Shapiro-Wilk Test [34] is more appropriate for small sample sizes, it is used as our numerical means of assessing normality. It can be seen from Fig. 5 that the Sig. value of the Shapiro-Wilk Test is 0.303 and greater than 0.05, so the data is normal and the t-test could be conducted.
The hypotheses is defined as: H 0 : µ = 0 and H 1 : µ = 0. One-sample t-test is conducted, where H 0 : µ = 0 means the proposed algorithm is accurate in obtaining the non-redundant objectives and the errors are approximate to 0. The t-test results are found in Fig. 6 .
We see that the p value, denoted by ''Sig. (2-tailed)'' is 0.513 and greater than 0.05, so we accept the hypothesis H 0 . From the t-test results, we may safely draw a conclusion that, the proposed objective reduction algorithm ORSAP is accurate in obtaining non-redundant objectives and the errors are small.
In the following, as to illustrate how the algorithm can be useful for minimizing a scalar function over the Pareto Front, ORSAP is integrated into NSGA-II and NSGA-III, and experiments of comparing the performance before-and-after omitting redundant objectives is conducted.
VI. IMPROVEMENT AFTER INTEGRATING ORSAP
In this section, we compare the before-and-after scenarios of integrating the proposed algorithm ORSAP to further demonstrate its benefits. This is to show whether the performance can be improved by omitting redundant objectives by ORSAP.
A. COMPARISON OF PARETO FRONTS
We firstly compare the Pareto front before-and-after integrating ORSAP. NSGA-II and NSGA-III are both used to solve the many-objective optimization problem DTLZ5(5,10), which has redundant objectives. The comparisons are shown in Fig. 7 , where x-axis shows the objective number, y-axis shows the values of each objectives. Each line is a non-dominated solution.
From Fig. 7 , we can see that the true Pareto front of DTLZ5(5,10) is concentrated in five dimensions. Before integrating ORSAP, NSGA-II's solutions are poor. After integrating ORSAP, the Pareto front of is much more closer to the true Pareto front which is also concentrated in the last five dimensions. That is the same case for NSGA-III, ORSAP helps produce a Pareto front similar to the true Pareto front.
B. COMPARISON OF IGD VALUES
Here NSGA-II and NSGA-III are integrated with ORSAP to solve DTLZ5(I,M) and WFG3(M) problems. The Inverted Generational Distance (IGD) which is a variant of GD [35] is used for measurement. The smaller IGD value is, the better the result is. The average IGD values of above experiments after execution for 15 times is shown in Table 8 and Table 9 . The percentiles in the parentheses are the change rates of the IGD values after integrating ORSAP.
From Table 8 and Table 9 , it is clear that after integrating the proposed objective reduction algorithm ORSAP, IGD values were reduced in most cases. In some cases, the improvement is very substantial. For example, the IGD value of NSGA-II reduced by 87.9% for DTLZ5(3,10) and 97.3% for DTLZ5 (5, 10) . The average percentage of change rate is −23.2%.
C. COMPARISON OF HV VALUES
Hypervolume (HV) [36] is a widely used metric for comparing MOEAs. HV provides information about both the convergence and the diversity of the results and larger HV values indicate a better algorithm.
The average HV values of before-and-after integrating ORSAP after execution for 15 times are shown in Table 10 and Table 11 . From Table 10 and Table 11 , we see that after integrating ORSAP, most of the HV values of the test problems increase except 0, which prove that after integrating ORSAP, results are generally better. 
D. WILCOXON SIGNED RANKS TEST
In recent years, experimental analysis has growing interest in the field of MOEAs. Inspired by [37] concerning the use of statistical techniques for analyzing MOEA's behavior over optimization problems, we compare results before-and-after integrating ORSAP based on the non-parametric statistical test: Wilcoxon signed ranks test, to find whether the results that are obtained after integrating ORSAP differ from the results of the original MOEAs in a statistically significant way. As there are many zero values of HV, we use the IGD values as the samples. We conduct the test at the 5% significance level and if most of the p-values are less than 0.05, it proves that the performance of ORSAP is statistically significant and is not occurred by chance. The Wilcoxon signed ranks test is shown in Table 12 , where the bold values are less than 0.05.
From Table 12 , we see that after integrating ORSAP, results are statistically different from original MOEAs: NSGA-II and NSGA-III in 7 and 5 problems, respectively, out of 8 problems. The results prove that the performance of ORSAP is statistically significant.
The above results prove that the objective reduction algorithm is a good method to improve the search ability for MaOPs.
VII. CONCLUSIONS
In this paper the aim is to propose a novel objective reduction algorithm for Many-objective Optimization Problems. Hereby we introduce a method, namely ORSAP, which is based on sampling and Affinity Propagation clustering to group redundant objectives together for removal. It does not rely on generating the Pareto set by MOEAs beforehand. Throughout a series of experiments on benchmark MaOP instances, we can see ORSAP is highly successfully in retaining non-redundant objectives yet effective in removed redundant objectives. In addition, the computational cost of ORSAP is low which makes it a strong candidate for real world scenarios. When integrating with MOEAs, the optimization performance can be significantly improved in most cases. Therefore we conclude that the proposed ORSAP method, which is based on objective sampling and affinity propagation, is efficient and effective in objective reduction and can improve Many-Objective Optimization algorithms.
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