Introduction

7.1
This visualization of all insurance objects. CE At the same time, risk processes are basic instruments for any non-life actuary -they are needed to calculate the amount of loss that an insurance company may incur. They also appear naturally in rating-triggered step-up bonds, where the interest rate is bound to random changes in company ratings, and catastrophe bonds, where the size of the coupon payment depends on the severity of catastrophic events.
A typical model of insurance risk, the so-called collective risk model, has two main components: one characterizing the frequency (or incidence) of events and another describing the severity (or size or amount) of the gain or loss resulting from the occurrence of an event (Klugman et al., ; Panjer and Willmot, ; Teugels and Sundt, ) . Incidence and severity are both generally assumed to be stochastic and independent of each other. Together they form the backbone of a realistic risk process. Consequently, both must be calibrated to the available historical data. All three visualization techniques discussed in Sect. .: mean excess function limited expected value function probability plot are relatively simple, but at the same time they provide valuable assistance during the estimation process.
Once the stochastic models governing the incidence and severity of claims have been identified, they can be combined into the so-called aggregate claim process,
where the claim severities are described by the random sequence X k with a finite mean, and the number of claims in the interval (, t] is modeled by a counting process N t , often called the claim arrival process. The risk process R t t  describing the capital of an insurance company is then defined as
where the non-negative constant u stands for the initial capital of the company and c(t) is the premium the company receives for sold insurance policies. The simplicity of the risk process (.) is only illusionary. In most cases no analytical conclusions regarding the time evolution of the process can be drawn. However, it is this evolution that is important to practitioners, who have to calculate functionals of the risk process, like the expected time to ruin and the ruin probability. This calls for efficient numerical simulation schemes (Burnecki et al., ) and powerful inference tools. In Sect. . we will present four such tools: ruin probability plot density evolution plot quantile lines probability gates.
All four of these techniques permit an immediate evaluation of model adequacy and the risks faced by the company based on visual inspection of the generated plots. As such they are especially useful for high-level managers who are interested in a general overview of the situation and do not need to study all of the computational details underlying the final results.
To illustrate the usefulness of the presented visualization tools, throughout this chapter we will apply them to two datasets. The first one, studied in detail, is the Property Claim Services (PCS) dataset, which covers losses resulting from catastrophic events in the USA. The data include - market loss amounts in US dollars (USD), adjusted for inflation using the Consumer Price Index. Only natural events that caused damage exceeding five million dollars were taken into account, see Fig.  .. The second dataset, used here solely to illustrate the risk process inference tools, concerns major inflation-adjusted Danish fire losses of profit (in Danish Krone, DKK) that occurred between  and  and were recorded by Copenhagen Re. Visualization tools would not be very useful without adequate software. All of methods discussed in this chapter are demonstrated using two software libraries and one standalone application. The Insurance Library of XploRe (www.xplore-stat.de) is a collection of quantlets that illustrate various topics related to insurance (Čižek et al., ) . It is accompanied by online, hyperlinked web tutorials that are freely downloadable from the Web (www.xplore-stat.de/tutorials/_Xpl_Tutorials.html).
The Ruin Probabilities toolbox for MATLAB is a set of m-functions with a graphical user interface (GUI) that is primarily created to visualize risk processes and evaluate ruin probabilities (Miśta, ) . It can be downloaded from www.im.pwr.wroc.pl/ hugo/stronaHSC/Podstrony/Programy.html. The SDE-Solver is a standalone application for the Windows environment. It enables the construction and visualization of solutions of stochastic differential equations (SDEs) with Gaussian, Poisson, and stable random measures (Janicki et al., ) ; for SDE modeling concepts, the reader should consult (Kloeden and Platen, ) . The graphics make use of quantile lines and density evolution techniques and introduce the interesting concept of interactive probability gates, which give the probability that the simulated process passes through a specified interval at a specified point in time (for details see Sect. ..). More information about the software can be found at www.math.uni.wroc.pl/~janicki/solver.html.
Fitting Loss and Waiting Time Distributions
7.3
The derivation of loss and waiting times (interarrival) distributions from insurance data is not an easy task. There are three basic approaches: empirical, analytical, and moment-based. The analytical approach is probably the one most often used in practice and certainly the one most frequently adopted in the actuarial literature. It reduces to finding an analytical expression that fits the observed data well and is easy to handle (Daykin et al., ) .
Having a large collection of distributions to choose from, we need to narrow our selection to a single model and a unique parameter estimate. The type of objective loss distribution (the waiting time distribution can be analyzed analogously) can easily be selected by comparing the shapes of the empirical and theoretical mean excess functions. Goodness-of-fit can be verified by plotting the corresponding limited expected value functions or drawing probability plots. Finally, the hypothesis that the modeled random event is governed by a certain loss distribution can be statistically tested (but is not discussed in this chapter; for a recent review of goodness-of-fit hypothesis testing see Burnecki et al. () ).
In the following subsections we will apply the abovementioned visual inference tools to PCS data. They will narrow our search for the optimal analytical model of the loss and waiting time distributions to one or two probability laws. Moreover, they will allow for a visual assessment of the goodness-of-fit.
Mean Excess Function
7.3.1
For a random claim amount variable X, the mean excess function or mean residual life function is the expected payment per claim on a policy with a fixed amount deductible of x, where claims of less than or equal to x are completely ignored:
In practice, the mean excess function e is estimated byê n , based on a representative sample x  , . . . , x n :ê
Note that in a financial risk management context, switching from the right tail to the left tail, e(x) is referred to as the expected shortfall (Weron, ) . When considering the shapes of mean excess functions, the exponential distribution with the cumulative distribution function (cdf) F(x) =  − exp(−βx) plays a central role. It has the memoryless property, meaning that whether or not the information X x is given, the expected value of X − x is the same as if one started at x =  and calculated E(X). The mean excess function for the exponential distribution is therefore constant. One can in fact easily calculate that e(x) =  β for all x  in this case.
If the distribution of X has a heavier tail than the exponential distribution, we find that the mean excess function ultimately increases, and when it has a lighter tail e(x) ultimately decreases. Hence, the shape of e(x) provides important information on the sub-exponential or super-exponential nature of the tail of the distribution at hand. That is why, in practice, this tool is used not only to discover the relevant class of the claim size distribution, but also to investigate all kinds of phenomena. We will apply it to data on both PCS loss and waiting times.
Mean excess functions of the well known and widely used distributional classes are given by the following formulae (selected shapes are sketched in Fig log-normal distribution with cdf
where Φ(ċ) is the standard normal (with mean  and variance ) distribution function;
Pareto distribution with cdf
where Γ(ċ) is the standard gamma function and B(ċ, ċ, ċ) is the beta function; Weibull distribution with cdf
where Γ(ċ, ċ) is the incomplete gamma function;
where F(x, α, β) is the gamma cdf; mixture of two exponential distributions with cdf
A comparison of Figs. . and . suggests that log-normal, Pareto, and Burr distributions should provide a good fit for the loss amounts. The maximum likelihood estimates of the parameters of these three distributions are as follows: μ = . and σ = . (log-normal), α = . and λ = .   (Pareto), and α = ., λ = .   and τ = . (Burr). Unfortunately, the parameters of the Burr distribution imply that the first moment is infinite, which contradicts the assumption that the random sequence of claim amounts X k has a finite mean. This assumption seems natural in the insurance world, since any premium formula usually includes the expected value of X k . Therefore, we exclude the Burr distribution from the analysis of claim severities.
The classification of waiting time data is not this straightforward. If we discard large observations, then the log-normal and Burr laws should yield a good fit. However, if all of the waiting times are taken into account, then the empirical mean excess functionê n (x) approximates a straight line (although one that oscillates somewhat), which suggests that the exponential law could be a reasonable alternative. 
Limited Expected Value Function 7.3.2
The limited expected value function L of a claim size variable X, or of the corresponding cdf F(x), is defined as
The value of the function L at point x is equal to the expectation of the cdf F(x) truncated at this point. In other words, it represents the expected amount per claim retained by the insured on a policy with a fixed amount deductible of x. The empirical estimate is defined as follows:
In order to fit the limited expected value function L of an analytical distribution to the observed data, the estimateL n is first constructed. Thereafter, one attempts to find a suitable analytical cdf F such that the corresponding limited expected value function L is as close to the observedL n as possible.
The limited expected value function (LEVF) has the following important properties: (i) the graph of L is concave, continuous and increasing
is the derivative of the function L at point x; if F is discontinuous at x, then the equality holds true for the right-hand derivative L (x+).
The limited expected value function is a particularly suitable tool for our purposes because it represents the claim size distribution in the monetary dimension. For example, we have L( ) = E(X) if it exists. The cdf F, on the other hand, operates on the probability scale, i.e., it takes values of between  and . Therefore, it is usually difficult to work out how sensitive the price of the insurance -the premium -is to changes in the values of F by looking only at F(x), while the LEVF immediately shows how different parts of the claim size cdf contribute to the premium. Aside from its applicability to curve-fitting, the function L also turns out to be a very useful concept when dealing with deductibles Burnecki et al. () . It is also worth mentioning that there is a connection between the limited expected value function and the mean excess function:
The limited expected value functions (LEVFs) for all of the distributions considered in this chapter are given by the following formulae: exponential distribution:
log-normal distribution:
Pareto distribution:
Burr distribution:
Weibull distribution:
gamma distribution:
mixture of two exponential distributions:
From a curve-fitting point of view, the advantage of using the LEVFs rather than the cdfs is that both the analytical function and the corresponding observed functionL n , based on the observed discrete cdf, are continuous and concave, whereas the observed claim size cdf F n is a discontinuous step function. Property (iii) implies that the limited expected value function determines the corresponding cdf uniquely. When the limited expected value functions of two distributions are close to each other, not only are the mean values of the distributions close to each other, but the whole distributions are too. Since the LEVF represents the claim size distribution in the monetary dimension, it is usually used exclusively to analyze price data. In Fig.  ., we depict the empirical and analytical LEVFs for the two distributions that best fit the PCS catastrophe loss amounts (as suggested by the mean excess function). We can see that the Pareto law is definitely superior to the log-normal one.
Probability Plot
7.3.3
The purpose of the probability plot is to graphically assess whether the data comes from a specific distribution. It can provide some assurance that this assumption is not being violated, or it can provide an early warning of a problem with our assumptions. The probability plot is constructed in the following way. First, the observations x  , ..., x n are ordered from the smallest to the largest: x () ... x (n) . Next, they are plotted against their observed cumulative frequency, i.e., the points (the crosses in Figs. .-.) correspond to the pairs (
.., n. If the hypothesized distribution F adequately describes the data, the plotted points fall approximately along a straight line. If the plotted points deviate significantly from a straight line, especially at the ends, then the hypothesized distribution is not appropriate. Figure. . shows a Pareto probability plot of the PCS loss data. Apart from the two very extreme observations (corresponding to Hurricane Andrew and Northridge Earthquake), the points more or less constitute a straight line, validating the choice of the Pareto distribution. Figures . and . present log-normal probability plots of the PCS data. To this end we applied the standard normal probability plots to the logarithms of the losses and waiting times, respectively. Figure  . suggests that the log-normal distribution for the loss severity is not the best choice, whereas Fig.  . justifies the use of that particular distribution for the waiting time data. Figure  . depicts an exponential probability plot of the latter dataset. We can see that the exponential distribution is not a very good candidate for the underlying distribution of the waiting time data -the points deviate from a straight line at the far end. Nevertheless, the deviation is not that large, and the exponential law may be an acceptable model. These probability plots suggest that, as far as the loss amounts are concerned, the Pareto law provides a much better fit than the log-normal distribution. In fact, apart from the two very extreme observations (Hurricane Andrew and Northridge Earth-quake), it does provide a very good fit. Note that the procedure of trimming the top - % of the data before calibration is known as "robust estimation" and it leads to very similar conclusions (see a recent paper by Chernobai et al., ) .
From the probability plots, we can also infer that the waiting time data can be described by the log-normal and -to some degree -the exponential distribution. The maximum likelihood estimates of the parameters of these two distributions are given by μ = −. and σ = . (log-normal) and β = . (exponential).
Risk Process and its Visualization
7.4
The risk process (.) is the sum of the initial capital and the premium function minus the aggregate claim process governed by two random phenomena -the severity and incidence of claims. In many practical situations, it is reasonable to consider the counting process N t (responsible for the incidence of events) to be (i) a renewal process, i.e., a counting process with interarrival times that are i.i.d. positive random variables with a mean of  λ, and (ii) independent of the claim severities X k . In such a case, the premium function can be defined in a natural way as c(t) = ( + θ)μλt, where μ is the expectation of X k and θ  is the relative safety loading on the premium which "guarantees" the survival of the insurance company. The (homogeneous) Poisson process (HPP) is a special case of the renewal process with exponentially distributed waiting times.
Two standard ways of presenting sample trajectories of the risk process are displayed in Figs. . and .. Here, we use the Danish fire losses dataset, which can be modeled by a log-normal claim amount distribution with parameters μ = . and σ = . (obtained via maximum likelihood) and a HPP counting process with a monthly intensity λ = .. The company's initial capital is assumed to be u =  million DKK. In Fig.  ., five real (discontinuous) sample realizations of the resulting risk process are presented, whereas in Fig.  . the trajectories are shown in a continuous fashion. The latter way of depicting sample realizations seems to be more illustrative. Also note that one of the trajectories falls below zero, indicating a scenario leading to bankruptcy of the insurance company.
Ruin Probability Plots
7.4.1
When examining the nature of the risk associated with a business portfolio, it is often interesting to assess how the portfolio may be expected to perform over an extended period of time. This is where the ruin theory (Grandell, ) comes in handy. Ruin theory is concerned with the excess of the income c(t) (with respect to a business portfolio) over the outgoings, or claims paid, S(t). This quantity, referred to as the insurer's surplus, varies over time. Specifically, ruin is said to occur if the insurer's surplus reaches a specified lower bound, e.g., minus the initial capital. This can be observed in Fig.  ., where the time of ruin is denoted by a star. One measure of risk is the probability of such an event, which clearly reflects the volatility inherent in the business. In addition, it can serve as a useful tool when planning how the insurer's funds are to be used over the long term.
The ruin probability in a finite time T is given by
Most insurance managers will closely follow the development of the risk business and increase the premium if the business behaves badly. The planning horizon may be thought of as the sum of the following: the time until the risk business is found to behave "badly, " the time until the management reacts, and the time until the decision to increase the premium takes effect (Grandell, ) . In Fig.  ., a three-dimensional (-D) visualization of the ruin probability with respect to the initial capital u (varying from zero to eight million DKK) and the time horizon T (ranging from zero to five months) is depicted. The remaining parameters of the risk process are the same as those used in Figs. . and ., except that the relative safety loading was raised from θ = . to θ = .. We can see that the ruin probability increases with the time horizon and decreases as the initial capital grows.
The ruin probability in finite time can always be computed directly using Monte Carlo simulations. Naturally, the choice of the intensity function and the distribution of claim severities heavily affects the simulated values and the ruin probability. The graphical tools presented below can help in assessing whether the choices made result 
Density Evolution
7.4.2
Density evolution plots (and their two-dimensional projections) are a visually attractive method of representing the time evolution of a process. At each time point t = t  , t  , ..., t n , a density estimate of the distribution of process values at this time point is evaluated; see Fig.  . (the same parameters of the risk process as those in Fig. . were used) . Then the densities are plotted on a grid of t values. The threedimensional surface obtained can be further rotated to better present the behavior of the process over a particular interval.
A two-dimensional projection of the density evolution plot (see Fig.  .) reveals equivalent information to that represented by the quantile lines (see Sect. ..). However, in this case, the presented visual information is more attractive to the eye, but not that rigid. Depending on the discretization of the time and process value intervals and the kernel density estimate used, slightly different density evolution plots can be obtained (Janicki and Izydorczyk, ; Miśta, ) .
Quantile Lines
7.4.3
The functionx p (t) is called a sample p-quantile line if for each t [t  , T],x p (t) is the sample p-quantile, i.e., if it satisfies F n (x p −) p F n (x p ), where F n is the empirical Recall that for a sample of observations x  , . . . , x n , the edf is defined as
in other words, it is a piecewise constant function with jumps of size  n at points x i Burnecki et al. () . Quantile lines are a very helpful tool in the analysis of stochastic processes. For example, they can provide a simple justification of the stationarity of a process (or the lack of it); (see Janicki and Weron, ) . In Figs. ., ., and ., they visualize the evolution of the risk process.
Quantile lines can be also a useful tool for comparing two processes; see Fig.  .. It depicts quantile lines and two sample trajectories of the risk process and its diffusion approximation; consult Burnecki et al. () for a discussion of different approximations in the context of ruin probability. The parameters of the risk process are the same as in Fig.  .. We can see that the quantile lines of the risk process and its approximation coincide. This justifies the use of the Brownian approximation for these parameters of the risk process.
We now return to the PCS dataset. To study the evolution of the risk process we simulate sample trajectories and compute quantile lines. We consider a hypothetical scenario where the insurance company insures losses resulting from catastrophic events in the United States. The company's initial capital is assumed to be u =  its models. A "probability gate" gives the so-called cylindrical probability P X t (a, b] that the simulated process X t passes through a specified interval (a, b] at a specified point in time t  (Janicki and Izydorczyk, ; Janicki et al., ). Two probability gates are defined in Fig.  .; Monte Carlo simulations can be used to obtain the probability estimates. One yields the probability of the risk process falling below  billion after four years, i.e., P R  (, ] = .. The other yields the probability of the risk process being in the range (, ] billion after eight years, i.e., P R  (, ] = .. Additionally, product probabilities of the process passing through all of the defined gates are provided. In the above example, the product probability of the risk process first falling below  billion (after four years) and then recovering to over  billion but less than  billion (after eight years) is equal to P R  (, ], R  (, ] = .. The parameters of the α-stable Lévy motion approximation (Furrer et al., ) of the risk process were chosen to comply with the catastrophic data example.
