Purpose: Accurately predicting outcome (i.e., overall survival (OS) time) for higher grade glioma (HGG) has great clinical value and would provide optimized guidelines for treatment planning. Radiomics focuses on revealing underlying pathophysiological information in biomedical images for disease analysis and demonstrates promising prognostic clinical performance. In this paper, we propose a novel sparse representation-based radiomics framework to predict if HGG patients would have long or short OS time. Methods: First, taking advantages of the scale invariant feature transform (SIFT) feature in image characterizing, we developed a sparse representation-based method to convert a local SIFT descriptor into a global tumor feature. Next, because preserving sample structure is beneficial for feature selection, we proposed a locality preserving projection and sparse representation-combined feature selection method to select more discriminative features for tumor classification. Finally, we employed a multifeature collaborative sparse representation classification to combine the information of multimodal images to classify OS time. Results: Three experiments were performed on the two datasets provided by different institutions. Specifically, the proposed model was trained and independently tested on dataset 1 (135 subjects), on dataset 2 (86 subjects), and on the combination of dataset 1 and dataset 2, respectively. Experimental results demonstrated that the proposed method achieved encouraging prediction performance, exhibiting a testing accuracy of 93.33% on dataset 1 (one modality), 92.31% on dataset 2 (two modalities), and 87.93% on the combined dataset (one modality). Conclusions: The sparse representation theory provides reasonable solutions to feature extraction, feature selection, and classification for radiomics. This study provides a promising tool to enhance the prediction performance of HGG patient's outcome.
INTRODUCTION
Higher grade gliomas (HGG), the World Health Organization (WHO) grade III and IV gliomas, not only exhibit a very poor outcome but also demonstrate a significant difference in terms of overall survival (OS) time. An accurate preoperative outcome prediction, that is, predicting if HGG patients would have long or short OS time, would be highly valued by clinicians because it helps direct treatment planning.
The relationship of OS time to the WHO histopathological grading, imaging characteristics, and basic clinical information has been widely investigated. [1] [2] [3] [4] [5] Pope et al. 1 analyzed 15 T1 magnetic resonance imaging (MRI) features and found that nonenhancing tumor, edema, and multifocality/satellites were statistically significant OS predictors. Macyszyn et al. 3 used approximately 60 features including imaging characteristics and clinical information to derive imaging predictor for survival time via a machine learning algorithm. Tumor growth may change both structural and functional brain connectivity. Therefore, Zacharaki et al. 4 and Pillai et al. 5 extracted features from diffusion tensor imaging (DTI) and functional magnetic resonance imaging (fMRI) images, respectively, to study OS time for glioblastoma patients. However, most of these methods used handcrafted and engineered features guided by previous clinical experience, which often limits the ability to take full advantages of all of the underlying pathophysiological information in biomedical images.
Recently, radiomics has achieved notable success in some clinical diagnostic and prognostic applications. [6] [7] [8] [9] By converting medical images into mineable high-throughput features, radiomics provides a more comprehensive quantification of the entire tumor and subsequently makes an effective decision using these data. 402 radiomic features extracted from the peritumoral brain zone (PBZ) were used to evaluate the efficacy of PBZ features at predicting glioblastoma survival. 7 Zhang et al. 8 combined 255 radiomic features and 15 clinical features to predict OS and progression-free survival via four machine learning models and achieved promising prediction performance. Multimodality radiomics features were also combined to predict the OS time for HGG. 9 Among these radiomics applications, extracting and selecting effective features for specific problems are two core steps, as good features lead directly to accurate classification.
Gray-level co-occurrence matrix (GLCM)-based and graylevel run-length matrix (GLRLM)-based texture features are the best-known radiomics analysis features. [10] [11] [12] [13] [14] These texture features represent the statistical relationships between a collection of adjacent pixels in four particular directions (0°, 45°, 90°, and 135°), while ignore the statistical relationships in other directions, such as 30°, 60°, and so on. Scale invariant feature transform (SIFT) is an effective tool to obtain local image features by calculating the gradient magnitude and orientation of each keypoint. 15 As the SIFT feature is invariant to image scaling and rotation and is insensitive to image intensity and noise, it has been successfully applied to image registration, 16 object recognition, 17, 18 video tracking, 19 and so on. For image classification, particularly tumor image classification (the shape and size vary from tumor to tumor), converting a large amount of local SIFT descriptors into global image features with the same dimensions is a critical issue. In the last decade, bag-of-features (BoF) has been regarded as a bridge that has been extremely popular for converting local features into global image representation. [20] [21] [22] [23] Generally, BoF methods consist of three steps: extracting local image features, constructing a coding dictionary through k-means clustering, and coding the local features over the constructed dictionary to obtain a global histogram of features. A large number of methods have been studied for coding, such as improved Fisher encoding, 24 super vector encoding, 25 and kernel codebook encoding. 26 However, to our best knowledge, most current BoF methods use one kmeans clustering-based dictionary to code different types of images. As each class of images has its own structural and textural features, discriminating features are compromised by the use of one coding dictionary to code different class of images.
To improve classification accuracy and reduce computational complexity, numerous feature selection methods have been proposed to choose more discriminative features from the original feature set. The statistical t-test-based P-value comparison is the most commonly used feature selection method in clinical research. 27, 28 These methods compute the P-value of each feature and then select features with smaller P-values to perform classifications. As most of these methods evaluate each feature independently, the correlations of features that play an important role in subsequent classification are ignored. Recently, minimal-redundancy-maximal-relevance criterion 29 and sparse linear regression, that is, least absolute shrinkage and selection operator (LASSO), have been widely used for feature selection 30, 31 and biomarker selection. 32, 33 In contrast with P-value comparison, these two methods select discriminative features by simultaneously analyzing the correlations between the features and labeling the correlations among the features, thereby outperforming the Pvalue comparison in most cases. Most recently, sparse representation (SR) and locality preserving projection (LPP)-combined feature selection methods have achieved promising performance for reducing the dimensions of features because they consider both structural preservation of high-dimensional data and feature selection. 34 The rationale is to preserve local structures in high-dimensional data via locality preserving projection and to remove redundant features via sparse regression. Indeed, to enhance classification performance, the sample structure in the new low-dimensional space should show more similarity for within-class samples than for between-class samples. However, in practice, unexpected noise and redundant information may lead to contrasting results in the calculation process, that is, some computed similarity of between-class samples are higher than that of within-class samples. Consequently, undesired structural information may not ensure the power of selected features to discriminate class.
In this paper, considering the previously described issues, we propose a novel SR-based radiomics framework to predict if HGG patients would have long or short OS time. It consists of three steps: SIFT descriptor SR-based feature extraction, LPP and SR-combined feature selection, and multifeature collaborative SR classification. Specifically, to better mine the exclusive texture features for each class of tumor images, we developed an SR-based method to convert local SIFT descriptors into high-throughput global features. To enhance the classification performance of global features, instead of constructing one k-means clustering-based coding dictionary, we used a K-singular value decomposition (KSVD)-based learning method 35 to construct dictionaries for each image class in advance and then used the combination of constructed dictionaries to code local SIFT descriptors. As each class of dictionary contained the exclusive structural information for the corresponding class of images, the histogram features obtained by sparse coding are easier to classify (more details are presented in Section 4.B). Second, for the issue reported in paragraph 5, we propose a novel model combining LPP and SR to select the most discriminative features. To overcome the adverse effects of undesired structural information on feature selection, we first computed the structural information for within-class and between-class samples in a supervised manner, and then constructed within-class and between-class structural preservation regularization terms to preserve sample structural information. In addition, we exploited an iterative strategy for feature selection to improve robustness. 36 Third, different medical image modalities provide different types of lesion information, and the effective use of the internal relationships among different features further improves classification accuracy. Thus, we used multifeature collaborative SR classification to combine multimodal classification features.
The remainder of the paper is organized as follows. In Section 2, we describe the materials and image preprocessing. In Section 3, we present the proposed SR-based radiomics framework, which contains local SIFT descriptors SRbased feature extraction, SR and LPP-combined feature selection, and multifeature collaborative sparse representation classification. In Section 4, we elaborate on the experiments and discuss the results. In Section 5, we discuss the effects of some regularization parameters. In Section 6, we conclude the proposed method.
MATERIALS AND IMAGE PREPROCESSING

2.A. Subjects
We used datasets provided by two research centers to validate the proposed method. In dataset 1, a total of 135 subjects with corresponding patient information and high-quality T1 contrast MR images were provided by the Neurosurgical Center, Huashan Hospital, Fudan University, Shanghai, China. The T1 contrast MR images were acquired on a Magnetom Trio 3T (Siemens AG, Erlangen, Germany) scanner. The voxel resolution and size of the T1 contrast MR images were 0.6875 9 0.6875 9 5 mm 3 and 320 9 256 9 20, respectively. In dataset 2, a total of 86 subjects with corresponding patient information and T2-weighted and T1 contrast MR images were provided by the Department of Neuro-surgery/Neuro-oncology, Sun Yat-sen University Cancer Center, Guangzhou, China. The T2-weighted and T1 contrast MR images were acquired on a Magnetom Trio 3T (Siemens AG, Germany) scanner. The voxel resolution and size of the T2-weighted MR images were 0.4688 9 0.4688 9 5 mm 3 and 512 9 512 9 20, respec tively. The voxel resolution and size of the T1 contrast MR images were 0.6875 9 0.6875 9 5 mm 3 and 320 9 256 9 20, respectively. The patient informations of the two datasets were summarized in Table I . The study was approved by the ethics committee of Huashan Hospital and Sun Yat-sen University Cancer Center.
All patients in the two datasets were followed up in a scheduled time, for example, 3, 6, 12, 24, 36, 48 months after discharging. Tumor-related death was reported to us to let us calculate the OS time. The last follow-up time for each patient was after its death. We cast the outcome prediction problem as an OS time classification task and divided the data into two categories based on survival, long survivors (>22 months), and short survivors (<22 months). The reason of selecting 22 months as a threshold is that 22-month survival rate for HGG patients is approximately 50%. 37 
2.B. Tumor image preprocessing and segmentation
We first intensity normalized and skull and scalp stripped all of the MRI images in the two datasets. Note that, the intensity normalization performed here was used to separately normalize the intensities of each image into [0-255].
Next, we applied a convolutional neural network (CNN)-based method that we proposed in our previous work to segment the tumor regions. 38, 39 Finally, we performed some posttreatments on the segmentation results, including the removal of regions with less than 50 voxels, finding the largest connected region, and filling the holes in the tumor regions. Figure 1 shows the tumor segmentation results on the T1 contrast (first row) and T2-weighted MR images (second row).
METHOD 3.A. SR-based feature extraction
Tumor phenotypic information, specifically textural information, has been widely used for tumor diagnosis and prognosis analysis. [6] [7] [8] [9] In this paper, inspired by the BoF concept, we propose SIFT descriptors for SR-based feature extraction, which first performed sparse coding for local SIFT descriptors and then used the histogram of the coding coefficient to represent global features. Figure 2 shows a flowchart of SRbased feature extraction. First, we extracted local SIFT descriptors from the segmented tumor images. Specifically, we multiplied the 3D image matrix by the segmentation label matrix to obtain segmented tumor images and then distributed the keypoints in the segmented images every 8 voxels. For each keypoint, a 16 9 16 pixels neighborhood was grouped into 16 subregions with a size of 4 9 4 to calculate the gradient and orientation. Grouping the 16 9 8 = 128 dimension SIFT features of all of the keypoints together, we obtained the local SIFT descriptors of one subject S 2 R 128Âd , in which d denotes the number of keypoints in one subject. We denote the extracted SIFT descriptor sets corresponding to short survivors and long survivors by S S 2 R 128Âd S and S L 2 R 128Âd L , respectively, in which d S and d L denote the number of SIFT descriptors. Second, we trained two dictionaries D S 2 R 128Âk and D L 2 R 128Âk from S S and S L , respectively, using the K-singular value decomposition algorithm, 35 in which D S denotes the short survivor dictionary (S-dictionary), and D L denotes the long survivor dictionary (L-dictionary). Last, we put the two training dictionaries together to construct the final feature extraction dictionary D ¼ ½D L ; D S 2 R 128Â2k . Importantly, the two subdictionaries are learned from images of the corresponding classes. They contained some exclusive textural features of each class of images. Thus, using D to sparsely represent the test image, the statistical distribution of representation coefficients can naturally reflect the correlation between the testing image and these two classes of images. Suppose S ¼ ½s 1 ; Á Á Á s i ; Á Á Á s d represents the local SIFT descriptors extracted from a testing image, in which s i 2 R 128 denotes the SIFT descriptors of i-th keypoints. The proposed feature extraction model is formulated as:
is the SR coefficients corresponding to s i , / is a regularization parameter. f 2 R 2k kis the final obtained feature. The orthogonal matching pursuit (OMP) algorithm could be used to solve the SR model in Eq. (1). 35 
3.B. SR and LPP-combined feature selection
The extracted high-dimensional feature contains much redundant information, which not only increases the computational complexity but also exhibits negative effects on classification. Thus, we propose an SR and LPP-combined feature selection method to select discriminating features for classification. The feature selection method combined LPP and SR and demonstrates promising performance, 34 in which the model is formulated as:
in whichX 2 R CÂN denotes a coding matrix of class labels,
2kÂN denotes high-dimensional feature data, f i denotes the features of the i-th subject, and 2k,N, and C are the number of feature variables, subjects, and classes, respectively. h 2 R 2kÂC is a coefficient matrix whose zero rows correspond to redundant features. L 2 R NÂN is the graph Laplacian matrix that maintains structure information between samples. trðh T FLF T hÞ and h k k 2;1 are the structure preservation and sparse regularization terms, respectively. k 1 and k 2 are the tuning parameters. As (2) ensures the class-discriminative power of selected features and the preservation of the neighborhood structure of data points simultaneously, it has been successful in classification applications. For model (2) , theoretically, the structural information reflected in L should reflect that the similarity of within-class samples is higher than that of between-class samples. However, in practice, unexpected noise and redundant information can generate opposite results in the calculating process of L. Consequently, the undesired structural information stored in L may not ensure the class-discriminative power of selected features. Thus, we constructed within-class and between-class structure preservation regularization terms to preserve the structure information of samples, respectively. In addition, we exploited the SR-based effective distance to measure structural information. 40 Specifically, first, we computed the similarity matrix S ¼ fS i;j g N i;j¼1 based on the effective distance, 40 in which S i;j denotes the similarity between f i and f j . Next, according to S and the class information of the samples, we constructed two disjointed sets for each sample: 
in which f j i is the j-nearest sample to f i , and n is a constant. Based on (3), we define two weight matrices S w ¼ fS 
To effectively maintain the sample structural information in the feature selection, we defined the following regularization term:
in which the first and second terms in Eq. (6) 
in which
Finally, we formulate our SR-based feature selection model as:
in which the regularization parameters l 1 and l 2 are used to balance the trade-off between the three regularization terms. The objective function (8) can be solved using the accelerated proximal gradient method. 34 Once we obtain the sparse matrix h, we rank the l 2 -norm value of each row of h in descending order and select features corresponding to the top-ranked rows.
Compared with the feature selection model (2), which directly preserves the computed topological structure in sparse regression framework, (8) subtly constructs two regularization terms in a supervised manner to preserve the within-class structure and eliminate between-class structure, respectively. Figure 3 shows the structural information of 90 samples. In the process of feature selection, model (2) preserves the topological structure stored in L, whereas (8) exploits the two regularization terms to preserve the structure L w as well as eliminate between-class structure L b , which will maintain within-class samples close together while between-class samples will be far away in the dimensionreduced feature space, resulting in an easier classification of samples.
Importantly, for the SR of (8), the sparsity of h decreases with an increasing number of samples. As a result, increasing the amount of training data shows little improvement on feature selection. To overcome this weakness, we designed an iterative strategy for (8) 
The iteration stops if o ¼ O, in which O is a maximum number of iterations.
3.C. Multifeature collaborative SR classification
The SRC has been successful classifying patterns due to its good properties handling errors and avoiding overfitting. 41 In addition, the different modal features of a sample contribute differently to classification, and effectively combining them will benefit final classification accuracy. Thus, we applied a novel SRC model called relaxed collaborative representation (RCR) to combine multimodal features to classify the OS time. 42 Suppose f ¼ ½ f 1 ; Á Á Á f m ; Á Á Á f M represents the multimodal features of a testing sample, in which f m is the feature selection result of the m-th modal feature f m ; F m is the training feature set. The RCR model can be formulated as:
m¼1 x m , s 1 and s 2 are scalar regularization parameters, and x m is the weight assigned to the m-th modal feature. Note that, in this paper, the weight x m is prelearned by the training set. Once the representation coefficients φ m are computed, the testing sample feature f ¼ ½ f 1 ; Á Á Á f m ; Á Á Á f M is assigned to the object class by:
in which d c (Á) is used to select the coefficients associated with the c-th class.
3.D. Experiments design
Three experiments were conducted on two datasets provided by different institutions to objectively validate the proposed method: (a) training and testing using dataset 1 with 135 subjects; (b) training and testing using dataset 2 with 86 subjects; and (c) training and testing using a combination of the two datasets. In order to keep the balance between the two datasets in the combined dataset, 88 patients in dataset 1 were randomly selected to combine with the 86 patients in dataset 2. For each of the three datasets, all patients were sorted by time, and then were divided into training set and independent testing set at a ratio of approximately 2:1 based on the sort. Finally, for the three experiments, 90, 60, and 116 subjects were used for training, respectively. Moreover, the remaining 45, 26, and 58 subjects were used for independent testing, respectively.
For the training set, we first extracted the multimodal features of all subjects by using the model described in Section 3.A. We then utilized the iterative feature selection model to identify the most discriminative features. Finally, we applied leave-one-out cross validation (LOOCV) to validate classification performance of the proposed framework using either a single modality or two modalities combined. We directly applied the model trained on the training set (including the feature extraction dictionaries, selected discriminative features, and classification dictionaries) to classify subjects in the independent testing set.
EXPERIMENTAL RESULTS
In this section, we provide the experimental results and corresponding discussion. Specifically, in Section 4.A, we provide details of the proposed method parameters as well as the metrics to access performance. In Section 4.B, we quantitatively analyze the extracted features to demonstrate its good properties for subsequent classification. In Section 4.C, we validate the performance of the proposed method through the three experiments. In Section 4.D, we discuss the effects of some crucial parameters.
4.A. Parameter settings
In the proposed method, the distance between adjacent keypoints is 8 pixels wide. The dictionaries are trained with twofold redundancy; thus, the sizes of D S , D L , and D are 128 9 256, 128 9 256, and 128 9 512, respectively, and the dimension of extracted features is 512. The sparsity of the OMP algorithm for solving (1) is set to 3/512. l 1 , l 2 , and b in (8) are set to 0.1, 1, and 0.9, respectively. O and g are set to 60 and 20, respectively, for (9) . s 1 and s 2 in (10) are set to 0.0005 and 0.005, respectively. Three metrics, that is, the accuracy (ACC), the sensitivity (SENS), and the specificity (SPE), 39, 43 are calculated to assess the prediction performance. All of the experiments are performed in Matlab 8.6.0.
4.B. Feature extraction
In feature extraction, each subdictionary in dictionary
½ is trained from the corresponding class of local SIFT features. Each feature contains the structure of the SIFT features for the corresponding class. Thus, by performing sparse coding on the local SIFT features of different classes of testing image, the representation coefficients are prone to exhibit differences in distributions. Figure 4(a) and 4(b) show the extracted features of a short survivor and a long survivor, respectively. It can be clearly seen that the amplitudes of the first part of short survivor features (the part before burgundy dotted line, which corresponding to the S-dictionary) are higher than that of the latter part of short survivor features (the part behind burgundy dotted line, which corresponding to the L-dictionary) in most cases. However, the long survivor features demonstrate the opposite performance behavior. This critical result also reflects the fact that the local SIFT features of short survivors are primarily composed of bases from the S-dictionary, while the local SIFT features of long survivors are primarily composed of bases from the L-dictionary. Figure 5 shows the comparison of the sum of each class of sample features. Figure 5(a) shows the sum of 71 short survivors features, and Fig. 5(b) shows the sum of 64 long survivors features. The points in the yellow lines denote the mean value of 50 feature amplitudes before and after the feature index associated with this point. We can see that the overall features of both sample classes also exhibit obvious differences that are similar to the differences between individual samples, that is, the feature amplitudes in the first region are higher than that in the latter region in (a), whereas the feature amplitudes in the latter part are higher than in the first part in (b).
4.C. Classification accuracy
For dataset 1, T1 contrast MR images were used for outcome prediction. The prediction results of the proposed framework is reported in Table II . For "T1-CV" and "T1-IT," the parts before the dash represent the used image modality; the part behind dash represents validation methods including cross-validation (CV) on training set and independent testing (IT). It can be observed from Table II that the two validation experiments using the proposed method all achieve encouraging results. T1-CV exhibited the best differentiation performance, and the accuracy, sensitivity, and specificity reached 95.56%, 100.0%, and 90.24%, respectively, which demonstrated the effectiveness of the proposed feature extraction and selection method. In addition, the classification accuracy of the independent testing set reached 93.33% and more objectively validates the proposed framework. Figure 6 shows the curves of classification accuracy vs different numbers of selected features (the classification results of 90 cross-validation subjects), in which "Model2" refers to using (2) to select features. 34 The regularization parameters for structure preservation and sparse were set to 0.1 and 1, respectively, in the two feature selection models. Figure 7 shows the 95% confidence interval of the accuracies in Fig. 6 . We can see that in the case of the same extracted features and classifier, the proposed feature selection method achieves overall better performance than model2. Specifically, our method improves accuracy by more than 2% model2 in terms of the highest classification accuracy. In addition, by using the same number of selected features, the proposed method achieves higher classification accuracies than model2 in most cases. The comparison of the two results in Fig. 6 demonstrates the effectiveness of constructing two regularization terms in the model (8) .
For dataset 2, T1 contrast and T2-weighted MR images were used for outcome predict. The prediction results are reported in Table III. In the first column of Table III , the T1_T2 represents the combination of the two modalities. First, comparing Table III with Table II as a whole, we see that the achieved classification performance of our method on dataset 2 was similar to that on dataset 1, and the classification results under independent testing are also lower than that under cross-validation. Specifically, T2-CV achieves the best classification performance, and the accuracy, sensitivity, and specificity reach 98.33%, 96.97%, and 100.0%, respectively. The prediction performance of our method based on T1 contrast MR images is close to that based on T2-weighted MR images. Compared with T1-IT and T2-IT, T1_T2-IT combines the multimodal image features for classification and outperforms each of the single models. This result demonstrates that the multifeature collaborative SRC model effectively combines multimodal information from tumors, that is, T1 contrast and The ACC, SEN, and SPE of cross-validation were demonstrated with 95% confidence interval.
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To further validate the performance of the proposed method, we performed outcome prediction experiments on a mixed dataset from the two research centers. The new mixed dataset contained 174 subjects, with 88 subjects (44:44) from dataset 1, and 86 subjects (47:39) from dataset 2. The prediction results are reported in Table IV . Comparing these results with those in Table II and Table III , we observed that the prediction performance of our method exhibited little degradation, which further validates the effectiveness and robustness of the proposed method.
4.D. Parameters' sensitivity
φ, l 1 , and l 2 are three important regularization parameters in our feature extraction and selection model. In this section, we discuss the effects of these parameters. In (1), the regularization parameter φ was used to control the trade-off between data fidelity and sparsity. When we use the OMP algorithm for sparse coding, this trade-off is controlled by the number of nonzero elements in the coefficients. Here, we denote q as the number of nonzero elements; larger values of q correspond to lower sparsity, that is, smaller values of φ. Hence, we discuss the effects of q on classification performance. Figure 8 shows classification performance with respect to q (the classification results of 45 independent testing subjects in dataset 1). We can see that when q ¼ 3 or q ¼ 5, most of the classification accuracies exceeded 80%, and a small portion reached 90%. In particular, when q ¼ 3, the accuracies of two cases achieved the highest value of 93.3%. The accuracies corresponding to q ¼ 1 and q ¼ 10 are lower than those corresponding to q ¼ 3 and q ¼ 5 in most cases. This is because if q is too small (for example, if q ¼ 1), then the sparsity in (1) is high. In addition, the fidelity is poor, leading to an imprecise coding of local SIFT features. Hence, the differences between two classes of local SIFT features are difficult to effectively reflect. However, as q increases, the sparsity of the representation coefficients in (1) decreases. Specifically, when q is relatively large, local SIFT features are more likely to be represented by other classes of subdictionaries, which reduces the discrimination ability of the representation coefficients (i.e., the features). We set q ¼ 3 to solve the sparse model of (1). Figure 9 depicts parameter sensitivity by changing values l 1 and l 2 in Eq. (8) (the classification results of 45 independent testing subjects in dataset 1). We can clearly see that when l 2 ≤ 1, the accuracy slightly fluctuates when the change in the two parameters and all accuracies are higher than 90%. The best parameter combination was found to be l 1 = 0.1 and l 2 = 1.
DISCUSSION
Accurate preoperative prediction of gliomas patient's outcome would provide essential guidelines for their treatment planning. The association between the outcome and WHO grade, pathological subtype, and molecular markers have been widely studied. However, Jeanette et al. have found that the patients' outcome often has no relation to their grade, and a low-grade glioma could progress to higher grade rapidly. 44 Although pathological subtype and molecular markers have been found to have strong association with the outcome, the acquisition of this indicators is damaging. Hence, mining some deep pathological features from tumor images to directly predict prognosis is particularly important and valuable. For this end, in this study, we proposed a sparse representation-based radiomics framework to predict HGG patient' outcome based on MRI images.
Comparing with some conventional radiomics studies, [6] [7] [8] [9] 45, 46 this study had the following novelties and significances: First, this study offered a complete set of sparse representation-based radiomics model for preoperative outcome prediction of HGG patients. Different from most existing radiomics studies that attempted to improve the performance of radiomics only by constructing more perfect features, [6] [7] [8] [9] we focused on extracting more discriminative features, designing more effective feature selection model and selecting more suitable classifier simultaneously. In addition, in some conventional radiomics studies, features guided by previous clinical experience were designed for some specific clinical issues. For example, some structural and functional connectomics features 7 and spatial habitat features 45 were extracted for prognosis prediction of GBM. These designed features would not be applicable to some other clinical issues. While in this study, some exclusive features of different class of images were adaptively learned, and this may offer potential to extend the proposed model to solve different clinical issues.
Second, this is the first study in which SR and dictionary learning were used to convert the local SIFT features into the global features. The SIFT feature has been widely used in the community of image processing due to its advantages of being invariant to image scaling and rotation. However, for tumor image analysis, different tumor size and shape bring dimensional differences to the extracted SIFT features. As the result, the SIFT features with different dimension are difficult to be directly used for subsequent classification analysis. For this end, we developed a novel SR and dictionary learningbased model to convert the local SIFT feature to global feature with unified dimension. More importantly, because the dictionary learning has potential to learn some exclusive features of different class of images, the global features obtained by sparsely representing the local SIFT features over the learned dictionaries were more discriminative. The analysis of the extracted features shown in Fig. 4 demonstrated the effective of the proposed feature conversion model.
Third, feature selection is a key step in radiomics, since selecting few discriminative features could both improve the classification performance and reduce the computational complexity. Most existing radiomics models selected features through independently evaluating each feature. For example, Lee et al. evaluated the importance of each feature through the corresponding P-value. 45 Li et al. calculated the concordance index of each feature to select some discriminative features. 46 However, they neglected the influence of the combination of features. In this study, we proposed a SR and LPP-combined model for feature selection. In the proposed model, the SR was designed to remove redundant features based on considering the effects of combined features. The LPP was designed to keep the structures between samples, which may lead to easier sample classification. As shown in Fig. 6 , less than 100 features selected from a total of 512 features had achieved encouraging performance.
Fourth, sufficient subjects were used to validate the proposed model in this study. Lee et al. used threefold crossvalidation to validate their model on 74 subjects. 45 Li et al. trained and validated their model on 60 subjects and 30 subjects, respectively. 46 While in this study, 221 subjects from two institutions were used to validate the proposed method through three experiments with independent testing which more objectively demonstrated the performance.
In this study, we proposed a set of radiomics framework including feature extraction, feature selection, and multifeature combined classification. Although the proposed framework was used to predict the outcome of HGG patients in this study, due to the fact that it adaptively learns useful features without specially designing features for specific clinical issues, it could be easily extended to more image processingbased clinical issues, such as tumor identification, molecular typing prediction, and so on. What is more, each individual step can be integrated into other radiomics methods. For example, features extracted by the proposed method can be used together with traditional clinical features or deep learning-based deep network features for radiomics analysis. The multifeature collaborative SR classification in this study combined the multimodal features based on the internal relationships among them. It could be used to replace the method of directly stitching multimodal features for classification in traditional radiomics.
Although the proposed method has achieved encouraging performance on the three independent testing sets, this study still has limitation. When we trained the proposed model with data from one institution and tested the model with data from another external institution, the classification accuracy was only about 70%. Two reasons lead to the decline in classification performance. On the one hand, due to the different imaging machines and imaging parameters (including the pulse repetition time, echo time, and inverse time), there are some differences in intensity distribution and tissue imaging sensitivity of the images from different institutions. 47 On the other hand, instead of directly calculating some shape and texture features, the proposed method exploited dictionary learningbased method to adaptively learn some distinctive features between different classes of images. Hence, the distinctive information learned from images in one institution failed to reflect well on images in another institution. As a result, a model trained with data from one institution was inadequate for testing data from another external institution. Two approaches could improve the performance of the proposed model in dealing with multi-institutional data. The first approach is to integrate the multi-institutional data to construct the training model, which is similar to the third experiment in this study. The second approach is to perform image normalization on the multi-institutional data in advance. Hence, in our future work, we will add the image normalization before our method and investigate the feature reproducibility in the multi-institutional data.
CONCLUSION
In this paper, we focused on SR-based radiomics framework to predict HGG patient' outcome. Based on the assumption that tumors with different OS times exhibit different textural features, we first developed an SR-based method to convert local SIFT descriptors into global tumor image features. Next, we designed a feature selection method combining sparse representation and LPP to select the most discriminating features. Finally, an RCR classifier that effectively combined multimodal features was selected to predict if HGG patients would have long or short OS time. Three independent testing experiments were conducted on a total of 221 subjects to validate the proposed method. An average prediction accuracy of over 90% was achieved on the three experiments, which demonstrated the promising performance of the proposed method on HGG patient's outcome prediction. This finding further demonstrated that there is a close relationship between tumor texture image and OS time.
