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Abstract
The Letac–Mora class of real cubic natural exponential families has been characterized by a prop-
erty of 2-orthogonality of an associated sequence of polynomials (see [G. Letac, M. Mora, Natural
real exponential families with cubic variance functions, Ann. Statist. 18 (1990) 1–37; A. Hassairi,
M. Zarai, Characterization of the cubic exponential families by orthogonality of polynomials, Ann.
Probab. 32 (2004) 2463–2476]). The present paper introduces a notion of transorthogonality for
a sequence of polynomial on Rd to extend the characterization to the multivariate version of the
Letac–Mora class of real natural exponential families.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let F = {P(m,F); m ∈ MF } be a natural exponential family (NEF) on Rd parame-
terized by its domain of the means MF and let VF (m) denote the covariance operator of
the probability distribution P(m,F). Then the function m → VF (m), called the variance
* Corresponding author.
E-mail address: abdelhamid.hassairi@fss.rnu.tn (A. Hassairi).0022-1236/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2005.09.005
70 A. Hassairi, M. Zarai / Journal of Functional Analysis 235 (2006) 69–89function of the family F plays an important role in the study of F . Indeed, VF character-
izes the family F within the class of all natural exponential families. Furthermore several
classifications of NEFs by the form of the variance function have been realized. Morris [9]
describes the class of real NEFs such that VF (m) is a polynomial of degree at most 2 in
the mean. Letac and Mora [8] have extended the work of Morris by classifying all real
cubic NEFs with polynomial variance function of degree less than or equal to three. These
classes cover the most common real distributions and have many interesting characteris-
tic properties. A remarkable result concerning the Morris class is due to Feinsilver [2]
who shows that certain sequences of polynomials naturally associated to a NEF F(μ) are
μ-orthogonal if and only if the family is in the Morris class. This characterization has
been extended to the Letac–Mora class of cubic NEFs by Hassairi and Zarai [4]. These au-
thors have introduced a notion of 2-orthogonality for a sequence of polynomials and they
have shown that the cubicity of the variance function of a NEF F(μ) is equivalent to the
(μ−2)-orthogonality of the associated polynomials. In higher dimensions, the whole class
of quadratic NEFs on a linear space E is not completely determined. However Casalis [1]
has described the so called class of simple quadratic NEFs on Rd that is NEFs such that the
variance function is of the form VF (m) = am⊗m+B(m)+C, with m⊗m(θ) = 〈θ,m〉m
and B linear in m. This class represents the multivariate version of the Morris class and
is also characterized by the orthogonality of the associated polynomials (see [2,5]). Let
us mention that the simple quadratic NEFs are not the only NEFs which have a quadratic
variance function. A Wishart NEF has an homogeneous polynomial variance function of
degree two in the mean. The present paper is a continuation of the characteristic results
concerning the classes of NEFs with polynomial variance functions and based on the no-
tion of orthogonal polynomials. In fact, after the classification of simple quadratic NEFs,
Hassairi [3] has introduced a class of natural exponential families on Rd with polynomial
variance function of degree less than or equal to three in the mean. This class represents the
multivariate version of the Letac–Mora class of real cubic NEFs and contains the simple
quadratic ones, we will call it the class of simple cubic NEFs. Our aim is then to extend the
notion of 2-orthogonality for a sequence of polynomials on R in a notion of transorthog-
onality for a sequence of polynomials on Rd and to show that a simple cubic NEF on Rd
is characterized by the transorthogonality of the associated family of polynomials. Having
done this, one may ask if we can go further, that is if we can find a property of orthogonality
which characterizes the multivariate exponential families whose the variance function is a
polynomial of degree k  4. In fact, the characterizations of the simple quadratic and the
simple cubic NEFs are motivated by the fact that these families are entirely described and
that they cover the most common multivariate distributions. In these classes, the variance
function is not any quadratic or any cubic polynomial, it has a specific form, and the most
important in the characterizations is that the property of transorthogonality implies that the
family is not only cubic but simple cubic and that the property of ordinary orthogonality
implies that the family is not only quadratic but simple quadratic. Out of the simple cubic
and the Wishart NEFs, we have yet no other examples of multivariate NEFs with poly-
nomial variance functions and so we have not any idea about the form of a multivariate
polynomial variance function of degree k  4. Accordingly, we cannot define a property of
orthogonality which correspond to a real situation and we think that assuming that the vari-
ance function has the general form of a polynomial of degree k  4 is artificial and has no
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any example of distribution belonging to this class, has no probabilistic interest. The paper
is organized as follows. In Section 2, we present the class of simple cubic NEFs on Rd .
It is obtained from the simple quadratic NEFs by some specific action of the linear group
GL(Rd+1) on the space Ls(Rd) of symmetric linear operators on Rd . In Section 3, we state
and prove our main result concerning the characterization of the simple cubic NEFs of Rd .
2. Simple cubic exponential families
2.1. Natural exponential families
For an accurate presentation of the simple cubic natural exponential families, we first
introduce some general facts concerning exponential families and their variance functions.
Our notations are the ones used by Letac [6]. Let E be a linear vector space with finite
dimension d , let E∗ be its dual and let E∗×E → R : (θ, x) → 〈θ, x〉 be the duality bracket.
We denote by Ls(E∗,E) (respectively Ls(E,E∗)) the space of the symmetric linear maps
from E∗ to E (respectively from E to E∗). If μ is a positive Radon measure on E, we
denote
Lμ(θ) =
∫
E
exp〈θ, x〉μ(dx)+∞
its Laplace transform and we denote by Θ(μ) the interior of the convex set D(μ) = {θ ∈
E∗; Lμ(θ) < ∞}. M(E) will denote the set of measures μ such that Θ(μ) is not empty
and μ is not concentrated on an affine hyperplane of E. If μ is inM(E), we also denote
kμ(θ) = logLμ(θ), θ ∈ Θ(μ),
the cumulant function of μ. To each μ in M(E) and θ in Θ(μ), we associate the proba-
bility distribution on E
P(θ,μ)(dx) = exp{〈θ, x〉 − kμ(θ)}μ(dx). (2.1)
The set
F = F(μ) = {P(θ,μ); θ ∈ Θ(μ)}
is called the natural exponential family generated by μ. If μ and μ′ are in M(E), then
F(μ) = F(μ′) if and only if there exists (a, b) in E ×R such that μ′(dx) = exp{〈a, x〉 +
b}μ(dx). Therefore, if μ is inM(E) and F = F(μ),
BF =
{
μ′ ∈M(E); F(μ′) = F}
is the set of basis of F .
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diffeomorphism between Θ(μ) and its image MF . Since k′μ(θ) =
∫
xP (θ,μ)(dx), MF is
called the domain of the means of F . The inverse function of k′μ is denoted by ψμ and
setting P(m,F) = P(ψ(m),μ) the probability of F with mean m, we have
F = {P(m,F); m ∈ MF },
which is the parameterization of F by the mean. The density of P(m,F) with respect to μ,
fμ(x,m) = exp
{〈
ψμ(m), x
〉− kμ(ψμ(m))}, (2.2)
will play an important role in the definition of a sequence of polynomials associated to F .
Now the covariance operator of P(m,F) is denoted by VF (m). Clearly
VF (m) = k′′μ
(
ψμ(m)
)= (ψ ′μ(m))−1 ∈ Ls(E∗,E). (2.3)
We now examine the influence of an affine transformation on the elements of a NEF. Let
ϕ be in the affine group of E, i.e., ϕ(x) = A(x) + b where A is in the linear group GL(E)
and b is in E, and let F = F(μ) be a NEF on E. The following facts are easily checked:
ϕ(F ) = F (ϕ(μ)),
Mϕ(F) = ϕ(MF ),
Vϕ(F )(m) = AVF
(
ϕ−1(m)
)t
A.
Eventually, we consider the influence of taking powers p of convolution in NEFs, where
p is a positive number, but not necessarily an integer. If μ is inM(E), let us introduce the
Jørgensen set
Λ = {α > 0; there exists μα inM(E) | Θ(μα) = Θ(μ) and kμα (θ) = αkμ(θ)}.
Denoting Fα = F(μα) where α is in Λ, one has
MFα = αMF and VFα (m) = αVF
(
m
α
)
.
The transformation F → Fα is the Jørgensen transformation with parameter α.
The importance of the variance function stems from the fact that it characterizes the
family F in the following sense: If F and F ′ are two NEFs such that VF (m) and VF ′(m)
coincide on a nonempty open subset of MF ∩ MF ′ , then F = F ′.
A NEF F on E is said to be reducible if there exist two subspaces E1 and E2 and two
NEFs F1 on E1 and F2 on E2 such that E = E1 ⊕ E2 and F = F1 × F2. In this case,
MF = MF × MF and VF (m1,m2) = VF (m1) ⊗ VF (m2).1 2 1 2
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In the course of his study of the different characterization of the Morris class of
quadratic real natural exponential families, Letac and Mora [8] has introduced the notion of
polynomials associated to a real natural exponential family. He has used these polynomials
to give an interpretation of the Meixner and Feinsilver results as characterizations of the
Morris class. This notion has then been extended to the multivariate exponential families
by Labeye-Voisin and Pommeret [5] who has also extended the Meixner and Feinsilver
characterizations to the Casalis class of multivariate simple quadratic exponential families.
Next, we show how these polynomials are defined, our notations are the ones used in [5–7].
Let (e1, . . . , ed) be the canonical basis of Rd . Then, for n = (n1, . . . , nd) =∑di=1 niei
in Nd , we set |n| = n1 + · · · + nd , n! = n1! . . . nd !, and for x ∈ Rd , we write xn =
x
n1
1 . . . x
nd
d .
A polynomial of degree k in x can be written,
Q(x) =
∑
q∈Nd ;|q|k
cqx
q,
where at least one of the coefficient cq such that |q| = k is nonnull.
Consider now a natural exponential family F = F(μ) and take μ = P(m0,F ) with m0
fixed in MF . For m ∈ MF , the density fμ(·,m) of P(m,F) with respect to μ is given
by (2.2) with fμ(·,m0) equal to 1. The Taylor expansion in m of the analytic function
m → fμ(x,m) in the neighborhood of m0 is
fμ(x,m) = exp
{〈
ψμ(m), x
〉− kμ(ψμ(m))}= ∑
n∈Nd
(m − m0)n
n! Pn(x), (2.4)
where for all n in Nd ,
Pn(x) = ∂
|n|
∂mn
fμ(x,m0), (2.5)
is a polynomial in x of degree |n|.
Hence, for each m0 in MF , we have a sequence of polynomials Pn(x) associated to the
natural exponential family F = F(μ). These polynomials have been used by Letac [7] and
by Labeye-Voisin and Pommeret [5] for the characterization of the real and multivariate
simple quadratic NEFs. We will use them to characterize the multivariate simple cubic
NEFs.
2.3. Simple cubic exponential families
The class of the simple cubic exponential families in a real linear space E with di-
mension d is the natural extension of the Letac–Mora [5] class of real cubic exponential
families. It has been defined by Hassairi and Zarai [4] as the class of exponential fami-
lies obtained from the Casalis class of simple quadratic exponential families of E by the
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instance, an element g = [ α β
γ δ
]
of the linear group G is defined by its blocks (α,β, γ, δ)
in R×E∗ ×E ×L(E) (L(E) is the space of endomorphisms on E). Its respective actions
on R× E and R× E∗ are defined by(
x0
x
)
→ g
(
x0
x
)
=
(
αx0 + 〈β,x〉
γ x0 + δ(x)
)
and
(k, θ) → (k, θ)g = (kα + 〈θ, γ 〉, βk + δ∗(θ)),
where δ∗ is the adjoint of δ. For g in G and m in E, we denote
dg(m) = α + 〈β,m〉 and hg(m) =
(
dg(m)
)−1(
γ + δ(m)).
If U is an open set of E and g is in G, we denote
Ug =
{
m ∈ E; dg(m) > 0 and hg(m) ∈ U
}
.
It is easily seen that if m is in E such that dg(m) = α +〈β,m〉 = 0, then the differential
h′g(m) of hg at m is an isomorphism of E (see Hassairi [3]).
Let g be an element of G and let U be a nonempty open subset of E such that Ug = 0.
For V :U → Ls(E∗,E), we define TgV :Ug → Ls(E∗,E) by
(TgV )(m) =
(
dg(m)
)−1(
h′g(m)
)−1
V
(
hg(m)
)(
h′g(m)
)∗−1
.
In particular, if E = R the action of an element g of GL(R2) on a real NEF F is given
by
(TgVF )(m) = (α + βm)
3
(αδ − βγ )2 VF
(
γ + δm
α + βm
)
.
It is easy to see that if α = 1 and β = 0, the image F1 of F by the affinity x → δ(x) + γ
satisfies
VF1 = TgVF .
Also if α is in the Jørgensen set of F and if we denote by I the identity operator of
the space E, then, for g = [ α 00 I ], Tg corresponds to the Jørgensen transformation with
parameter α.
Let G0 be the subgroup of G whose the elements are such that β = 0 and α > 0. An
element g0 of G0 may be written as a product of a Jørgensen transformation and an affine
transformation. More precisely, we have
g0 =
[
α 0
γ δ
]
=
[
α 0
0 I
][
1 0
γ δ
]
=
[
1 0
γ /α δ
][
α 0
0 I
]
.
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transformations, that is up to G0-orbits. In fact, the Morris class of real quadratic NEFs has
six G0-orbits and the Letac–Mora class of real cubic NEFs has twelve G0-orbits distributed
in four G-orbits in the following way:
1st G-orbit Gaussian
1
Inverse Gaussian
m3
2nd G-orbit Poisson Gamma Abel Ressel
m m2 m(1 + m)2 m2(1 + m)
3rd G-orbit Binomial Negative-binomial Takács
m(1 − m) m(1 + m) m(1 + m)(1 + ( 1+aa )m)
a > 0
4th G-orbit Hyperbolic Large arcsine Strict arcsine
1 + m2 m(1 + 2m + 1+a2
a2
m2
)
m(1 + m2)
a > 0
Observe that each variance function of degree three is in the G-orbit of a quadratic one.
More generally, if E is a linear space with dimension d and if we denote by C(E) the
class of simple quadratic NEFs on E, then C(E) contains (2d + 4) G0-orbits; (d + 1)
Poisson–Gaussian G0-orbits, (d + 1) negative multinomial-gamma G0-orbits, a multino-
mial G0-orbit, and an hyperbolic G0-orbit built from particular mixtures of families of
normal, Poisson, gamma, hyperbolic on R and (negative) multinomial distributions (see [1]
for more details). We come now to the definition of the simple cubic natural exponential
families. It is based on the fact that, for all g in G and F a simple quadratic exponential
family, TgVF is a polynomial of degree less than or equal to three. In fact, according to
this result and to the observation concerning the real case, the class of simple cubic natural
exponential families on E is defined as the class G(C(E)) of natural exponential families
on E obtained by the action of the linear group G = GL(R,E) on the class C(E) of simple
quadratic NEFs on E. The classification of simple cubic NEFs is entirely determined by
Hassairi [3], in (d + 3) G-orbits.
3. Characterization of the simple cubic NEFs on Rd
In this section, we extend the characterization of the real cubic natural exponential fam-
ilies in the Feinsilver way (see [4]) to the class of simple cubic natural exponential families
of Rd .
3.1. Main results
We first introduce a specific norm on Rd which will serve in the definition of a notion
of transorthogonality of a sequence of polynomials.
Let (e1, . . . , ed) be the canonical basis of Rd . Then it is easy to verify that the map x =
(x1, . . . , xd) → ‖x‖+ = max(−∑x−i ,∑x+i ) defines a norm on Rd such that for n ∈ Nd ,‖n‖+ = |n| = n1 + · · · + nd .
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if for all n and q ∈ Nd , ∫ Qn(x)Qq(x)μ(dx) = 0 when ‖n − q‖+  inf(|n|; |q|).
Note that the notion of transorthogonality generalizes the 2-orthogonality defined in
Hassairi and Zarai [4], since when d = 1, ‖n − q‖+  inf(|n|; |q|) is nothing but n  2q
or q  2n.
Next, we state our main result which characterizes the class of multivariate simple cubic
natural exponential families by the transorthogonality of the associated polynomials. For
the sake of simplification, we will restrict our statement to the simple cubic natural expo-
nential families F such that for an element m0 of MF , VF (m0) is diagonal. This is justified
by the fact that, up to a linear transformation, any exponential family has this property and
the class of simple cubic natural exponential families is invariant by linear transformations.
Theorem 3.1. Let F be a irreducible natural exponential family on Rd and let m0 be
in MF . Then F is simple cubic with VF (m0) diagonal if and only if the sequence of poly-
nomials (Pn)n∈Nd defined by (2.5) is P(m0,F )-transorthogonal.
3.2. Proof of Theorem 3.1
(⇒) If we write the variance function VF (m) as VF (m) = (Vij (m))1i,jd , then from
the simple cubicity of the NEF F , there exist real numbers α, (vi)1id , (ai)1id , and
(bkij )0i,j,kd such that
Vij (m) =
d∑
s=1
as(m − m0)i(m − m0)j (m − m0)s + α(m − m0)i(m − m0)j
+
∑
l,k∈T
alb
k
lj (m − m0)i(m − m0)l +
∑
l,k∈T
alb
k
li(m − m0)j (m − m0)l
+
d∑
k=1
bkij (m − m0)k + viδij .
On the other hand, we know that there exists r > 0 such that, for all m ∈ B(m0, r) and for
all x ∈Rd ,
∑
n∈Nd
(m − m0)n
n! Pn(x) = exp
{〈
ψμ(m), x
〉− kμ(ψμ(m))}.
Denoting θ = ψμ(m), this may be written as
exp(θx) =
( ∑
n∈Nd
(
k′μ(θ) − m0
)n Pn(x)
n!
)
exp
{
kμ(θ)
}
.
Taking the derivative with respect to θi gives
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∑
n∈Nd
Pn(x)
n!
(
d∑
s=1
ns(m − m0)n−es ∂
2kμ
∂θi∂θs
(θ) + (m − m0)n ∂kμ
∂θi
(θ)
)
× exp{kμ(θ)},
which is equivalent to
∑
n∈Nd
(m − m0)n
n! xiPn(x) =
∑
n∈Nd
Pn(x)
n!
(
d∑
s=1
ns(m − m0)n−es Vis(m) + (m − m0)nmi
)
.
By identification, we get
xiPn(x) = 1Aei (n)
[
d∑
s,k=1
akni(ns − δis)(nk − δik − δks)Pn−ei−ek (x)
+
d∑
s=1
αni(ns − δis)Pn−ei (x) +
d∑
s,k,l=1
alb
k
ilnk(ns − δks)Pn−ek (x)
+
d∑
s,k,l=1
alb
k
lsni(nk − δik)Pn+es−ei−ek (x)
+
d∑
s,k,l=1
alb
k
isnk(ns − δks)Pn+es−ek (x)
]
+ niPn−ei (x) + m0iPn(x) + viPn+ei (x),
with Aq =
{
n ∈ Nd | |n| 2|q|}. (3.1)
Now, to show the transorthogonality of the polynomials Pn(x), we need only to verify
the two following facts.
(a) For all n ∈Nd \ {0}, ∫ Pn(x)μ(dx) = 0.
(b) There exist real numbers αsn,q , βsn,q and λsn,q such that, for all n,q ∈ Nd \ {0} such
that |n| |q| and ‖n − q‖+  |q|,
xqPn(x) = 1Aq (n)
[ ∑
p∈Nd ;|p|=|q|
α
p
n,qPn−q−p(x) +
∑
|n|−2|q|+1|s||n|−|q|
βsn,qPs(x)
]
+ λ0n,qPn−q(x) +
∑
|n|−|q|+1|s||n|+|q|
λsn,qPs(x),
where {
λ0n,q = 0, if n − q /∈Nd,
p d
(3.2)
αn,q = 0, if n − q − p /∈ N .
78 A. Hassairi, M. Zarai / Journal of Functional Analysis 235 (2006) 69–89Proof of (a). We first observe that
∫
∂
∂m
fμ(x,m)μ(dx) = ψ ′μ(m)
∫
(x − m)fμ(x,m)μ(dx)
= ψ ′μ(m)
∫
(x − m)P (m,F)(dx)
= 0.
Since, for all n, we have
∫ ∣∣∣∣ ∂n∂mn fμ(x,m)
∣∣∣∣μ(dx) =
∫ ∣∣Pn(x − m)∣∣fμ(x,m)μ(dx)
=
∫ ∣∣Pn(x − m)∣∣P(m,F)(dx) < +∞
then
∫
∂
∂m
{
∂n
∂mn
fμ(x,m)
}
μ(dx) = ∂
∂m
∫
∂n
∂mn
fμ(x,m)μ(dx).
Hence we obtain that, for all n ∈ Nd \ {0},
∫
∂n
∂mn
fμ(x,m)μ(dx) = 0.
This, for m = m0, gives
∫
Pn(x)μ(dx) = 0.
Proof of (b). We can write (3.1) as
xiPn(x) = 1Aei (n)
[
d∑
k=1
αekn,ei Pn−ei−ek (x) +
∑
|s|=|n|−1
βsn,ei Ps(x)
]
+ λ0n,ei Pn−ei (x) +
∑
|n||s||n|+1
λsn,ei Ps(x),
where
{
λ0n,ei = 0, if n − ei /∈ Nd,
α
ek
n,ei = 0, if n − ei − ek /∈Nd .
(3.3)
For a fixed n in Nd \ {0}, let us show by induction on k  |n| that for all q ∈ Nd \ {0}
such that |q| = k and ‖n − q‖+  k,
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[ ∑
p∈Nd ;|p|=|q|
α
p
n,qPn−q−p(x) +
∑
|n|−2|q|+1|s||n|−|q|
βsn,qPs(x)
]
+ λ0n,qPn−q(x) +
∑
|n|−|q|+1|s||n|+|q|
λsn,qPs(x),
where {
λ0n,q = 0, if n − q /∈Nd,
α
p
n,q = 0, if n − q − p /∈ Nd .
For k = 1, this is nothing but the equality (3.3).
Suppose now that (3.2) is true for 1  k < n, and let (q ′, q) be in (Nd)2 such that
|q ′| = k + 1, q ′ = q + ei and ‖n − q ′‖+  k + 1. Then, from the assumptions, we get
xq
′
Pn(x) = xi
(
xqPn(x)
)
= 1Aq (n)
[ ∑
p∈Nd ;|p|=|q|
α
p
n,qxiPn−q−p(x) +
∑
|n|−2|q|+1|s||n|−|q|
βsn,qxiPs(x)
]
+ λ0n,qxiPn−q +
∑
|n|−|q|+1|s||n|+|q|
λsn,qxiPs(x)
= 1Aq (n)
[ ∑
p∈Nd ;|p|=|q|
α
p
n,q
{
1Aei (n − q − p)
(
d∑
k=1
α
ek
n−q−p,ei Pn−q−p−ei−ek (x)
+
∑
|s|=|n−q−p|−1
βsn−q−p,ei Ps(x)
)
+ λ0n−q−p,ei Pn−q−p−ei (x)
+
∑
|n−q−p||s||n−q−p|+1
λsn−q−p,ei Ps(x)
}
+
∑
|n|−2|q|+1|s||n|−|q|
βsn,q
{
1Aei (s)
(
d∑
k=1
αeks,ei Ps−ei−ek (x)
+
∑
|s′|=|s|−1
βs
′
s,ei
Ps′(x)
)
+ λ0s,ei Ps−ei (x) +
∑
|s||s′||s|+1
λs
′
s,ei
Ps′(x)
}]
+ λ0n,q
{
1Aei (n − q)
(
d∑
k=1
α
ek
n−q,ei Pn−q−ei−ek (x) +
∑
|s′′|=|n−q|−1
βs
′′
n−q,ei Ps′′(x)
)
+ λ0n−q,ei Pn−q−ei (x) +
∑
′′
λs
′′
n−q,ei Ps′′(x)
}|n−q||s ||n−q|+1
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∑
|n|−|q|+1|s||n|+|q|
λsn,q
{
1Aei (s)
(
d∑
k=1
αeks,ei Ps−ei−ek (x)
+
∑
|s′|=|s|−1
βs
′
s,ei
Ps′(x)
)
+ λ0s,ei Ps−ei (x) +
∑
|s||s′′||s|+1
λs
′′
s,ei
Ps′′(x)
}
.
Hence there exist (αs
n,q ′)s∈Nd , (β
s
n,q ′)s∈Nd and (λ
s
n,q ′)s∈Nd such that
xq
′
Pn(x) = 1Aq′ (n)
[ ∑
p′∈Nd ||p′|=|q ′|
α
p′
n,q ′xiPn−q ′−p′(x)
+
∑
|n|−2|q ′|+1|s||n|−|q ′|
βsn,q ′xiPs(x)
]
+ λ0n,q ′xiPn−q ′(x) +
∑
|n|−|q ′|+1|s||n|+|q ′|
λsn,q ′xiPs(x),
where
{
λ0
n,q ′ = λ0n,qλ0n−q−p,ei = 0, if n − q ′ /∈ Nd,
α
p′
n,q ′ = αpn,qαekn−q−p,ei = 0, if n − q ′ − p′ /∈ Nd .
(⇐) We will do this in three steps. In the first step, we show that VF (m0) is diagonal, in
the second step, we show that F is cubic and in the third step we show that it is precisely
simple cubic. The following property of symmetry of a variance function due to Letac [6]
will play a crucial role in the proof.
(
V ′F (m) · VF (m)(u)
)
(v) = (V ′F (m) · VF (m)(v))(u), ∀u,v ∈ Rd .
In particular, when F is a cubic NEF on Rd with variance function
VF (m) = X(m,m,m) + A(m,m) + B(m) + C,
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the following terms are symmetric in (u, v):
• X(X(m,m,m)u,m,m)v + X(m,X(m,m,m)u,m)v + X(m,m,X(m,m,m)u)v +
A(X(m,m,m)u,m)v + A(m,X(m,m,m)u)v;
• X(B(m)u,m,m)v + X(m,B(m)u,m)v + X(m,m,B(m)u)v + A(A(m,m)u,m)v +
A(m,A(m,m)u)v + B(X(m,m,m)u)v;
• X(B(m)u,m,m)v + X(m,B(m)u,m)v + X(m,m,B(m)u)v + A(A(m,m)u,m)v +
A(m,A(m,m)u)v + B(X(m,m,m)u)v;
• X(Cu,m,m)v + X(m,Cu,m)v + X(m,m,Cu)v + A(B(m)u,m)v +
A(m,B(m)u)v + B(A(m,m)u)v;
• A(m,Cu)v + A(Cu,m)v + B(B(m)u)v;
• B(Cu)v.
(3.4)
Step 1. (2.4) allows us to claim the existence of r > 0 such that, for all m in B(m0, r) and
for all x in Rd ,
fμ(x,m) = exp
{〈
ψμ(m), x
〉− kμ(ψμ(m))}= ∑
n∈Nd
(m − m0)n
n! Pn(x).
The μ-transorthogonality of the polynomials (Pn) implies that, for all (m,m′) ∈
(B(m0, r))2,
g(m,m′) = exp{kμ(ψμ(m) + ψμ(m′))− kμ(ψμ(m))− kμ(ψμ(m′))}
=
∫
fμ(x,m)fμ(x,m
′)μ(dx)
=
∫ ∑
n,q∈Nd
(m − m0)q(m′ − m0)n
n!q! Pn(x)Pq(x)μ(dx)
= 1 +
∑
‖n−q‖+<inf(|n|;|q|)
(m − m0)q(m′ − m0)n
n!q!
∫
Pn(x)Pq(x)μ(dx)
= 1 +
∑
‖n−q‖+<inf(|n|;|q|)
anq(m − m0)q(m′ − m0)n
with anq = 1n!q!
∫
Pn(x)Pq(x)μ(dx).
Taking the derivative with respect to mi , we get, for all (m,m′) ∈ (B(m0, r))2,
〈
k′μ
(
ψμ(m) + ψμ(m′)
)− k′μ(ψμ(m)),ψ ′μ(m)ei 〉g(m,m′)
=
∑
qianq(m − m0)q−ei (m′ − m0)n. (3.5)‖n−q‖+<inf(|n|;|q|)
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(m′ − m0),ψ ′μ(m0)ei
〉= aeiei (m′ − m0)i ,
which is true for all m′ ∈ B(m0, r). Denoting ψμ = (ψ1,ψ2, . . . ,ψd), we get for 1 
k  d ,
∂ψk
∂mi
(m0) = aeiei δik.
Hence VF (m0) = (ψ ′μ(m0))−1 is a diagonal matrix with diagonal elements (a−1e1e1, . . . ,
a−1eded ) = (v1, . . . , vd).
Step 2. Again we take the derivative of (3.1) with respect to mj . For all (m,m′) in
(B(m0, r))2,
[〈
k′′μ
(
ψμ(m) + ψμ(m′)
)(
ψ ′μ(m)ej
)− k′′μ(ψμ(m))(ψ ′μ(m))ej ,ψ ′μ(m)ei 〉
+ 〈k′μ(ψμ(m) + ψμ(m′))− k′μ(ψμ(m)), (ψ ′′μ(m)ej )ei 〉+ 〈k′μ(ψμ(m) + ψμ(m′))
− k′μ
(
ψμ(m)
)
,ψ ′μ(m)ei
〉〈
k′μ
(
ψμ(m) + ψμ(m′)
)− k′μ(ψμ(m)),ψ ′μ(m)ej 〉]g(m,m′)
=
∑
‖n−q‖+<inf(|n|;|q|)
qi(qj + δij )anq(m − m0)q−ei−ej (m′ − m0)n. (3.6)
If we set m = m0 in (3.6), then the transorthogonality of the polynomials Pn(x) gives, for
all m′ ∈ B(m0, r),
〈
k′′μ
(
ψμ(m
′)
)− k′′μ(0)(ψ ′μ(m0))ej ,ψ ′μ(m0)ei 〉+ 〈m′ − m0, (ψ ′′μ(m0)ej )ei 〉
+ 〈m′ − m0,ψ ′μ(m)ei 〉〈m′ − m0,ψ ′μ(m)ej 〉
=
∑
‖n−ei−ej ‖+<inf(|n|;2)
(1 + δij )an,ei+ej (m′ − m0)n
=
∑
n∈{ei+el;ej+el;ei+ej+es }
(1 + δij )an,ei+ej (m′ − m0)n
= (1 + δij )
[
d∑
l=1
aei+el ,ei+ej (m′ − m0)ei+el +
d∑
l=1
aej+el ,ei+ej (m′ − m0)ej+el
+
d∑
s=1
aei+ej+es ,ei+ej (m′ − m0)ei+ej+es
]
.
Therefore, for all m′ ∈ B(m0, r),
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′) =
d∑
s=1
asij (m
′ − m0)i(m′ − m0)j (m′ − m0)s + αij (m′ − m0)i(m′ − m0)j
+
d∑
l=1
βlij (m
′ − m0)i(m′ − m0)l +
d∑
k=1
βlji(m
′ − m0)j (m′ − m0)l
+
d∑
k=1
bkij (m
′ − m0)k + Vij (m0),
where
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
bkij = −vivj ∂
2ψk
∂mi∂mj
(m0),
βlij = (1 + δij )vivj a(ei+el )(ei+ej ),
αij = βjij + βiji − 1,
asij = (1 + δij )vivj a(ei+ej+es )(ei+ej ).
(3.7)
This implies that the degree of VF is less than or equal to three and so we can write,
VF (m) = X(m − m0,m − m0,m− m0) + A(m − m0,m − m0) + B(m − m0) + VF (m0),
where
X(m,m,m) =
(
mimj
d∑
s=1
asijms
)
1i,jd
,
A(m,m) =
(
αijmimj +
∑
l =j
βlijmiml +
∑
l =i
βlj imjml
)
1i,jd
and
B(m) =
(
d∑
k=1
bkijmk
)
1i,jd
.
Step 3. In order to show that F is simple cubic, we will prove that if for all i, j in T =
{1, . . . , d}, there exists l0 such that al0ij = 0, then F is simple cubic, and if for all i, j, s
in T , asij = 0, then F is simple quadratic. Any other situation corresponds to a reducible
variance function such that each block satisfies one of the two last conditions.
Writing the condition of symmetry of VF for u = ei and v = ej (see (3.4)), we get the
symmetry in (i, j) of the following expressions:
as
(
al + al )+ al (as + as ), (3.8)kj ij si kj ij li
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s=1
askj
(
αkimimk +
∑
l∈T ,l =k
βlikmiml +
∑
l =i
βlkimkml
)
msmj
+
d∑
s=1
askj
(
αijmimj +
∑
l∈T ,l =j
βlijmiml +
∑
l =s
βljimjml
)
mkms
+
d∑
s=1
askj
(
αsimims +
∑
l∈T ,l =i
βlsimsml +
∑
l =s
βlismiml
)
mkmj
+ αkj
d∑
l=1
alikmimjmkml + αkj
d∑
l=1
alijmimjmkml
+
∑
s,l∈T ,l =j
βlkj
(
asik + asil
)
mimsmkml +
∑
s,l∈T ,l =k
βljk
(
asij + asil
)
mimjmsml, (3.9)
d∑
l,s=1
alkj b
s
limkmjms +
d∑
l,s=1
alkj b
s
ijmkmlms +
d∑
l,s=1
alkj b
s
kimlmjms +
d∑
l,s=1
blkj a
s
limlmims
+ αkjαijmimjmk +
∑
l =k
αkjβ
l
ikmimjml +
∑
l =i
αkjβ
l
jimlmkmj +
∑
l =j
αkjβ
l
ijmimkml
+
∑
l =j
βlkjαlimimkml +
∑
l =k
βljkαlimimjml +
∑
l =k
βljkαijmimjml
+
∑
l =j,s =i
βlkj β
s
limsmkml +
∑
l =j,s =l
βsilβ
l
kjmsmkmi +
∑
l =k,s =i
βsliβ
l
jkmsmlmj
+
∑
l =k,s =l
βsilβ
l
jkmsmimj +
∑
l =j,s =k
βsikβ
l
kjmsmlmi +
∑
l =k,s =i
βsjiβ
l
jkmsmlmj
+
∑
l =k,s =j
βsij β
l
jkmsmlmi, (3.10)
vi
(
δikmj
d∑
l=1
alkjml + mjmkaikj
)
+
d∑
l,s=1
blkj
(
αlimlmi +
∑
s =i
βslimlms +
∑
s =l
βsilmsmi
)
,
(3.11)
vi
(
δikαkjmj + βikjmk +
d∑
l=1
βlkj δikml +
d∑
s,s′=1
bskj b
s′
sims′
)
, (3.12)
and
vib
i = vjbj . (3.13)kj ki
A. Hassairi, M. Zarai / Journal of Functional Analysis 235 (2006) 69–89 85We will first show that if all the entries of VF are cubic, then asij does not depend on i
and j .
Lemma 3.1. Suppose that for all i, j ∈ T = {1, . . . , d}, the degree of Vij is 3, then for
l0 ∈ T , we have the following statements:
(a) If ∀s ∈ T \ {l0} al0l0s = 0 then ∀i, j ∈ T a
l0
ij does not depend on i and j .
(b) If ∀s ∈ T al0l0s = a
l0
ss = 0 then ∀i, j ∈ T al0ij = 0.
(c) If there exists i0 ∈ T such that al0l0i0 = 0 then ∀i, j ∈ T a
l0
ij = 0.
Proof. (a) Without loss of generality, we suppose that l0 = 1. From (3.8), we have
a1kj
(
a1ij + a11i
)= a1ki(a1ij + a11j ).
Setting k = i = 1 and j = 1, we get
a11j
(
a11j + a111
)= a111(a11j + a11j ),
and it follows that a11j = a111, ∀j = 1.
Hence, for j = 1 and k, i ∈ T , we have
a111
(
a111 + a111
)= a1ki(a111 + a111),
that is a1ki = a111.
(b) We use again the fact that ∀i, j and k ∈ T
a1kj
(
a1ij + a11i
)= a1ki(a1ij + a11j ).
As ∀s ∈ T a11s = a1ss = 0, then a1kj a1ij = a1kia1ij . Let k = i, since a1ii = 0, then a1ij = 0.
(c) From (b) it is sufficient to show that ∀s ∈ T a11s = a1ss = 0.
Suppose first that there exists s0 ∈ T such that a11s0 = 0. Then taking s = l = j = k = 1
and i = s0 in (3.8), we get
a111
(
a11s0 + a11s0
)= a11s0(a11s0 + a111).
Hence
a1s01 = a111 = 0. (3.14)
On the other hand, for s = l = j = 1 and i = i0 in (3.8) we get
a1
(
a1 + a1 )= a1 (a1 + a1 ).ki0 1s0 11 1k 1i0 1i0
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a111
(
as1i0 + as1i0
)+ as11(a11i0 + a1si0)= a11i0(as1i0 + as11)+ as1i0(a11i0 + a1s1).
Therefore
2a111a
s
1i0 = as1i0a11s .
From (3.14), ∀s ∈ T as1i0 = 0, i.e., degree of V1i0 is less or equal two. This is in contradic-
tion with the hypothesis and so, ∀s ∈ T a11s = 0 and we deduce that
a1ij a
1
sj = a1ij a1si . (3.15)
Now suppose that there exists s0 ∈ T such that a1s0s0 = 0. Then setting l = i = 1 and
k = j = s0 in (3.8), we get
as1s0
(
a11s0 + a1ss0
)+ a11s0(as1s0 + as1s0)= a1s0s0(as1s0 + as11)+ ass0s0(a11s0 + a111)
and so
a1s0s0
(
as1s0 + as11
)= as1s0a1ss0 . (3.16)
If a1ss0 = 0 then, from (3.15) and (3.16), we get a1ss0 = a1s0s0 = a1ss = 0. It follows that
as11 = 0.
If a1ss0 = 0 then, from (3.15), we get as1s0 + as11 = 0 and from (3.16), asss0 + as1s = 0.
Taking in (3.16), l = i = 1 and j = s0, we obtain
as11
(
as1s0 + asss0
)= as1s0(as1s0 + as1s).
Thus ∀s ∈ T as11 = 0, which contradicts the hypothesis. Hence from (b),
a1ij = 0, ∀i, j ∈ T . 
The following corollary is an immediate consequence of Lemma 3.1.
Corollary 3.1. With the same notations we have the following statements:
(1) ∀i, j, s ∈ T asij does not depend on (i, j).
(2) For all i, j ∈ T and l ∈ T \ {i, j}, the βlij does not depend on i.
(3) F is simple cubic and
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d∑
s=1
as(m − m0)i(m − m0)j (m − m0)s + αij (m − m0)i(m − m0)j
+
d∑
l=1
hlj (m − m0)i(m − m0)l +
d∑
k=1
hli(m − m0)j (m − m0)l
+
d∑
k=1
bkij (m − m0)k + viδij .
Proof. (1) follows from (a) and (b) of Lemma 3.1.
(2) We know that there exists s0 ∈ T such that as0 = 0.
Take first l = s0. Then identifying the coefficients of m2s0m2i in (3.9), we get
as0β
s0
ij = as0βs0s0j and it follows that β
s0
ij = βs0s0j . (3.17)
Now assuming that l ∈ T \ {i, j, s0} and identifying the coefficients of ms0m2i ms0 in (3.9),
we get
alβ
s0
ij + as0βlij = alβs0s0j + as0βls0j
and so
βlij = βls0j . (3.18)
Also identifying the coefficients of m2s0mjml in (3.9), we obtain
2
(
as0β
l
jj + alβs0jj
)= 2as0βls0j + alβs0lj + alβs0s0j .
Hence
βls0j = βljj . (3.19)
Finally from (3.17)–(3.19), we conclude that βlij does not depend on i.
(3) From (1) and (2) we can write
Vij (m) =
d∑
s=1
as(m − m0)i(m − m0)j (m − m0)s + αij (m − m0)i(m − m0)j
+
d∑
l=1
hlj (m − m0)i(m − m0)l +
d∑
k=1
hli(m − m0)j (m − m0)l
+
d∑
k=1
bkij (m − m0)k + viδij
with as = asij and hlj = βlij . 
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Proof. If we set s = l in (3.8), we get
askj
(
asij + assi
)= aski(asij + assj ). (3.20)
Let k = i0 and i = s in (3.20). Then since asi0i0 = 0, we obtain that assi0 = 0.
Now setting k = i = i0 in (3.20), then since asi0i0 = 0 and assi0 = 0, we get asi0j = 0∀s, j ∈ T . Hence the degree of Vi0j is less than or equal 2. 
Proposition 3.1. If F is quadratic, then it is simple quadratic.
Proof. If we suppose that F is quadratic, then for all i, j, s ∈ T , asij = 0 and it follows that
Vij (m) = αij (m − m0)i(m − m0)j +
∑
l∈T \{j}
βlij (m − m0)i(m − m0)l
+
∑
l∈T \{i}
βlji(m − m0)j (m − m0)l +
d∑
k=1
bkij (m − m0)k + Vij (m0). (3.21)
In order to show that F is simple quadratic, we have to show that ∀i, j and ∀l ∈ T \ {j},
βlij = 0.
We first make k = j in (3.10) and identify the coefficients of m3i to obtain
βiij
(
βiij − βijj
)= 0 for all i = j. (3.22)
Identifying in (3.10) the coefficients of m2l mi , we get for all l ∈ T \ {j},
βlij
(
βlij + βllj − 2βljj
)= 0. (3.23)
Suppose that βlij = 0. Then from (3.23) we get
βlij + βllj = 2βljj ,
and from (3.22) we can deduce that βlij = (1 + lj )βljj with
lj =
{
0 if βllj = 0,
1 if βllj = 0.
Hence βlij does not depend on i, we write it βlj . Now identifying the coefficients of m
3
i
in (3.22) gives β2 = 0, which is a contradiction.ij
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Vij (m) = αij (m − m0)i(m − m0)j +
d∑
k=1
bkij (m − m0)k + Vij (m0),
then necessarily F is simple quadratic, that is the αij are independent of i and j . This has
been done in [5]. 
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