ABSTRACT. In this note we show the optimal gradient estimate for heat kernels of stable-like operators by providing a counterexample.
It is well known that if for some K 0 1,
r<|y|<R κ(y)dy = 0, 0 < r < R < ∞, (1.1) then there is a smooth fundamental solution p κ (t, x) to the operator L κ satisfying (see [3, 4, 5] )
Moreover, p κ (t, x) enjoys the following two-sided estimates: for some
and gradient estimate: for some
The above estimates can be found in [4, 5] . Notice that for λ > 0, if we let κ λ (y) := κ(λ 1/α y), then p κ has the following scaling property:
Moreover, when κ(y) = 1, it is well known that
where c α,d > 0 and ∆ α/2 := −(−∆) α/2 is the usual fractional Laplacian. In this case, it is also well known that the sharp gradient estimate takes the following form: for some
Indeed, let S t be the α/2-subordinator and φ(t, x) = (2πt) −d/2 e −|x| 2 /(2t) be the Gaussian heat kernel. By the subordination we have
(1.4)
t (ds) Cts −1−α/2 e −ts −α/2 ds, by elementary calculations, it follows that (see [1] )
Notice that the right hand side of (1. Below we assume d = 1, and simply write
Suppose that κ satisfies (1.1) and f : R → [0, 1] is a measurable function so that
Let N λ t be a Poisson process with intensity λ and ξ 1 , · · · ξ n , · · · a sequence of i.i.d. random variables with common distribution density q(x) := f (x)|x| −1−α /λ, which are independent with N λ . Let ξ 0 := 0 and
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Then Y f t is a compound Poisson process with Lévy exponent
Let Z κ t be an independent Lévy process with Lévy measure κ(y)|y| −1−α dy. The sum Z κ t +Y f t is still a Lévy process with Lévy measure (κ(y)+f (y))|y| −1−α dy. In particular, we have
and for some z 0 ∈ (−1, 0), ε, δ ∈ (0, 1) and γ, A 1,
Then there are constants C = C(α, δ, γ) > 0 and
Proof. For a > 1, let
By (2.1) and the definition of
For J 0 , by (2.2) we have
For J 2 , we have
Combining the above calculations, and thanks to 2ε(a + ε)
we obtain that for a (2γ/δ) 2+α ∨ 2,
Thus we complete the proof.
Recalling that p 1 (x) = p 1 (1, x) is given by (1.4) , in the following we may fix z 0 ∈ (−1, 0) and ε ∈ (0, |z 0 |/2) so that
In particular, by Lemma 2.1 we have Corollary 2.2. There are constants C = C(α, δ, z 0 ) > 0 and A > 0 such that for any a > A, one can find an even function κ : R → [1, 2] depending on a such that
The above corollary implies that it is not possible to find a constant C that only depends on the bound of κ so that for all κ : R → [1, 2] and x ∈ R,
In fact, it has already given a negative answer to our question. Nevertheless, we are still interested in finding an even function κ : R → [1, 2] so that (2.5) holds for some sequence a n → ∞. We prepare the following lemma. 
Proof. (i) By (2.1) with κ = 1 there, we have
where q(x) := f (x)|x| −1−α /λ and q * k stands for the k-order convolution. In particular, one can choose λ 0 small enough so that
Estimate (2.6) then follows by definition (2.4).
(ii) We make the following decomposition:
, by (1.3) and |x| > A 2 , we have
For J 2 , by Stirling's formula and λ 1, we have
Combining the above calculations, we obtain (2.7).
Now we are in a position to give
Proof of Theorem 1.1. Let h : R → [0, 1] be a measurable function with
Let A A 0 be a large number, whose value will be determined later, where A 0 is from Lemma 2.1. For k ∈ N, define
Clearly, κ(−x) = κ(x). We want to show that for some
First of all, by definition we have
For n ∈ N, define
and for some γ = γ(α) 1,
Using these two estimates, and by Lemma 2.1 we derive that for some By symmetry, we obtain the desired estimate.
