The present study analyzes pump sump flows with various discharges and gate submergence. Investigations using a threedimensional large eddy simulation model and an acoustic Doppler velocimeter are performed. Flow patterns and velocity profiles in the approaching flow are shown to describe the flow features caused by various discharges and gate submergence. The variation of a large-scale spanwise vortex behind a sluice gate is examined and discussed. The suction effect on approaching flow near the pipe column is examined using numerical modeling. To gain more understanding of the vortices variation, a comparison between timeaveraged and instantaneous flow patterns is numerically conducted. Additionally, swirl angle, a widely used index for evaluating pump efficiency, is experimentally and numerically examined under various flow conditions. The results indicate that the pump becomes less efficient with increasing discharge and gate submergence. The fluctuation of the free surface over the pump sump is also discussed.
Introduction
Large-scale pumps with capacities of 1-10 m 3 /s are extensively used in circulating cooling system for electric power plants, flood-control systems, and sewage-treatment plants. A typical pump sump consists of a suction pipe and a sump. Designers may consider various structures or components, such as a sluice gate or screening, for specific applications. Multipump systems are widely used, but few studies have addressed this configuration due to the complexity and high computation cost [1] [2] [3] . Ansar and Nakato [4] and Chuang and Hsiao [5] found that cross flow induced by large circulating flow in a pump sump may seriously degrade pump efficiency. Poor pump sump and intake structure designs thus often lead to serious problems [6] . There are some guidelines for engineering applications, including the "The Hydraulic Design of Pump Sumps and Intakes" published by the British Hydromechanics Research Institute [7] and the "American National Standard for Pump Intake Design" [8] . Flow problems, such as vortices induced by a fluid passing through obstructions, can remarkably reduce pump efficiency or even damage pump components [9, 10] . The cavitation induced by an air-entraining vortex may seriously damage the impeller fans. Nonuniform flow in the suction pipe may oscillate the impeller or other mechanical components, increasing maintenance costs [10] . Some common solutions used for eliminating undesirable flow conditions include flow-straightening devices such as baffle bars and perforated plates. Local solutions for suppressing the formation of subsurface vortices include the installation of horizontal floor-corner fillets, vertical sidewall-backwall corner fillets, and floor-and backwall-attached splitters [11, 12] .
Many guidelines have been updated based on recent research effort. However, these guidelines are only applicable to sumps with a simple geometry. Most pump sump design problems are site specific. Moreover, with the advanced progress achieved on the accessories in the approaching flow, the pump intake problem is difficult from the viewpoint of flow characteristics. For instance, to improve filtering efficiency, travelling water screens have gradually been changed from a traditional through-flow screen type to a center-flow screen type, which can degrade flow conditions 2 Mathematical Problems in Engineering [10] . Ansar and Nakato [4] studied three-dimensional (3D) pump intake flows with and without a cross flow. In their work, acoustic Doppler velocimetry (ADV) was employed to examine the flow pattern in the approaching flow. Hwang and Yang [10] experimentally evaluated pump efficiency with various flow-straightening devices beneath the bell mouth. Their measurements using ADV and a swirl meter provide valuable information for practical applications. With regard to numerical modeling, Constantinescu and Patel [13] developed a 3D multiblock Reynolds-averaged NavierStokes (RANS) model with the choice of a near-wall twoequation turbulence model ( -and -) for high and low Reynolds numbers. Instead of marking progress to viscous model, Ansar and Nakato [4] adopted an inviscid solution to establish the flow patterns in the approaching flow with and without cross flow. The simulated patterns and quantities agreed with the measurements, but not for the region close to the solid boundary. Thus, they suggested that the viscosity effect be considered when numerically modeling a pump sump flow. Li et al. [14] applied a RANS model to compare the streamwise velocity distribution with measurements not only in the approaching channel, but also above the pump throat. They found that the steady-state solution fails to describe the flows at the pump throat in the cross-flow case. They conjectured that the nature of the RANS model may limit its usefulness for investigating pump sump flows. Tokyay and Constantinescu [15] compared the predictions of large eddy simulation (LES) and RANS models with measurements taken using particle image velocimetry (PIV) [16] . They showed that a nondissipative LES model produces better predictions of the statistical velocity magnitude and vorticity, streamlines, and turbulent kinetic energy distribution than those obtained using the shear-stress transport (SST) RANS model. Chuang and Hsiao [5] numerically studied the same issue [4] by including the effect of fluid viscosity and more realistic simulation conditions. Their results showed that viscosity affects the prediction of flow patterns and that the streamwise velocity can be better captured by including cross flow (i.e., considering a larger domain) instead of imposing a given boundary condition.
The objective of the present study is to experimentally and numerically investigate the influence of the submergence sluice gate and discharge on pump sump flows. Measurements in an approaching flow are conducted using ADV in a scaled-down circulating-water pump sump model. Timeaveraged flow patterns and streamwise and vertical velocity profiles are shown. To evaluate pump efficiency, the most widely used apparatus, swirl meter, is applied, and its motion is recorded by a camera. The time-averaged and maximum swirl angles under various flow conditions are calculated and a comparison is made with numerical results. For better understanding of the flow field where measurements are not feasible, a 3D numerical model that considers a realistic suction bell is also performed. The simulation results are first validated with measurements through velocity profiles and compared with measured flow patterns. The flow field, including the vorticity inside the suction pipe, is investigated at high spatial resolution. The free surface fluctuation in the pump sump is also examined.
Intake Model Description
A 1 : 10-scale intake model of a circulating-water pump sump similar to that utilized in Shen-Ho Power Plant, Keelung, Taiwan, was built. Since Shen-Ho Power Plant was built along a rocky coastline, the opening of the sluice gate is thus site-restricted, with an opening height of 3.63 m. This small opening size may disturb the uniformity of approaching flow, lowering pump efficiency. One objective of this paper is to better understand how the submergence of the sluice gate affects the pump efficiency. Of note, the scale effect is of great concern when conducting hydraulic model tests. Padmanabhan and Hecker [17] found no significant scale effects on the formation of vortices when the approaching Reynolds number, based on submergence and approaching flow velocity, is greater than 3×10 4 . Jain et al. [18] studied vortex formation at vertical pipe intakes. They found that there is no influence of surface tension on critical submergence when the Weber number, based on diameter and pipe-intake velocity, is greater than 120. In this paper, all studied cases meet the above criteria to minimize possible scale effects.
For sump flow problems, two notable air-entrained problems are free surface vortex and subsurface (wall-induced) vortex. As reported by Quick [9] , the formation of airentraining vortex requires two conditions.
(1) Vorticity exists in the approaching flow.
(2) The submergence Froude number, based on submergence and pipe-intake velocity, must be greater than 1.
Most layouts of pump sump may easily meet the first requirement. But for the second one, a supercritical approaching flow must be excluded in the design stage. In operation, care should be taken when water depth is lower than optimal elevation. In this study, as listed in Table 1 , the submergence Froude numbers are all less than 1. Among them, the maximum value 0.79 is the only numerically investigated case, of which the flowrate is twice the operating flowrate. Also, none of the air-entrained vortices was ever reported throughout the experiments of case study. Therefore, there is no need to model multiphase flow and air entrainment in simulation.
The measurements were carried out in the Tainan Hydraulics Laboratory (THL), National Cheng Kung University, Tainan, Taiwan. As shown in Figures 1(a) and 1(b) , the hydraulic model mainly consists of a tank, a forebay, a sluice gate, a suction pipe (a cylindrical pipe connected with a suction bell mouth), and a pipe column. The diameter of cylindrical pipe was = 160 mm and the width of the approaching channel was = 427 mm. The mean water depth ( ) was kept at 450 mm throughout the experiments. The intake submergence (ℎ ) was 350 mm.
The design discharge, = 2.5 × 10 −2 m 3 /s, is the optimal operating discharge. The maximum-limited pumping discharge is = 3.7 × 10 −2 m 3 /s. A higher discharge of = 5.1×10 −2 m 3 /s was used only in the numerical simulation to investigate the effect of the Reynolds number. Since the Shen-Ho Power Plant is located along a rocky coastline, 
Acoustic Doppler Velocimetry
ADV measures instantaneous 3D velocities based on the acoustic Doppler principle. The velocities are derived from the frequency difference caused by scattering waves as acoustic waves bounce off floating particle tracers in the water. Typically, an ADV sensor mainly consists of three components: a measurement probe, a signal-conditioning module, and a signal-processing module. The probe has one transmitting and three receiving transducers. The azimuth of the interval between each receiving transducer is 120 ∘ . The angle between each receiver, transmitter, and sampling volume is 30 ∘ . The measuring volume is located 50 mm below the probe.
The ADV sensor, manufactured by SonTek (ADV laboratory 16 MHz), has a 25 Hz sampling rate in a sampling volume of about 90 mm 3 . The velocity measurement accuracy is around ±3 mm/s. The density of seeding particles is crucial for the quality of the measurement signal. In the measurement process, the signal-to-noise ratio (SNR) should be controlled to be above the suggested value of 15 dB. The method reported by Rusello et al. [19] was further used to control the system noise levels. The data correlation was 95%, higher than the 85% suggested by the manufacturer. To ensure the accuracy in measuring the turbulent flow, a socalled spike [20, 21] in the record should be eliminated. The method developed by Goring and Nikora [21] was adopted to detect and replace spikes in ADV data sequences.
Two ADV sensors (see Figure 1 (b)) were utilized throughout the experimental procedure. One ADV sensor was installed on a 3D movable trolley. A fine-tuning trolley was regulated by a screw rod, with pitches of 6.5 mm and 1.3 mm per rotation in the -axis and -axis directions, respectively. A total of 395 measurement points were distributed between the sluice gate and the front face of the suctionpipe-supporting deck in the approaching channel, as shown in Figure 2 . Note that sections 13 to 16 were selected to examine the velocity profile near the suction pipe by numerical modeling. Based on a previous study [22] , 120 s was chosen as the sampling time for each measurement point. However, doubt must be given over such time period due to different layout and flow conditions. To address this issue, another ADV sensor, located 100 mm above the floor at the upstream centerline of the channel, served as a reference probe. The time-series velocities and their standard deviations were compared among repeated measurements. The results (not shown here) verified that the steady-state data collected within 120 s are confident.
Swirl Meter and Camera
Some studies [16, 23, 24] have employed PIV to quantify the flow near the suction pipe and entrance. They examined the flow fields near the suction bell, where the flow pattern is supposed to much more directly reflect the influence of the approaching flow. However, the flow inside the suction pipe remains unclear due to the difficulty of implementing a nonintrusive measurement technique. The pump efficiency here is well determined by flow conditions, the most crucial index in design or redesign. Practical applications utilize the swirl meter as an indicator [10, 22] . In the present study, a swirl meter with low-friction bearing was installed inside the suction pipe. The swirl meter had four rectangular fans, one of which was painted red as a reference. The definite location, elevation, and diameter of swirl meter referred to in [8] are shown in Figure 3 . Generally, a swirl meter often randomly revolves during pump operation. In this study, the revolving motion was recorded by a camera (SONY-NV500) capable of capturing 30 frames per second. The observation period was 10 min. In the process, several time points were tracked when the reference fan passed through a checkpoint. Figure 4 shows a sample record. According to the time-series record, the instantaneous and time-averaged revolutions per second (rps) can be determined. The swirl angle is an important and widely used index for empirically practical evaluating pump efficiency. The nonuniformity or unsteadiness of the approaching flow contributes to the swirl angle of the flow in the suction pipe. The swirl angle, Φ, is defined as
where Φ is the tangential velocity, is the mean axial velocity (= 4 / 2 ) of the cylindrical pipe flow, and is the rps of the reference fan of the swirl meter.
Flowmeter
An electromagnetic flowmeter (Danfoss MAG 3100 W) was employed at the end of the pipe line. To ensure that discharge can be precisely and stably controlled in the experimental process, calibration was done using a 1.2 m 3 standard steel tank. A series of tests verified the discharge control, with an error of around ±0.5% during pump operation. 
Numerical Model
A 3D viscous numerical model developed by Los Alamos National Laboratory (LANL) in the United States, TRUCHAS, was applied to simulate the pump sump flows. TRUCHAS provides a multiphysics computational platform for modeling a wide range of physical problems involving materials and/or incompressible flow. In recent years, the nature of 3D solver made TRUCHAS more popular to those scholars who are interested in hydrodynamics. Modules, such as interface tracking, moving boundary, turbulence model, and wavemaker, were modified, refined, or implemented to gain wider range of applications or develop various divisions. Several studies have validated TRUCHAS simulations using measurements and used the simulations to gain insight into wave-structure interactions [25] [26] [27] [28] , multiphase flows [28, 29] , and moving boundary [30, 31] . 
Governing Equations and LES Model
TRUCHAS solves Navier-Stokes equations with LES turbulence modeling. The main idea of LES is to explicitly solve the large-scale (grid-scale) eddy motion by filtering out the small-scale eddy motion and modeling the small-scale turbulent fluctuations. Here, the Navier-Stokes equations were filtered using the method proposed by Deardorff [32] , which spatially filters out the variables with a filter function with filtered variable defined as
where is defined as
Mathematical Problems in Engineering where ∀ is the volume of a computational cell. By applying (2) and (3) to Navier-Stokes equations, the filtered mass and momentum equations are, respectively, derived as 
where is the Kronecker delta operator, is the turbulence shear-stress component, and ] is the sub-grid-scale eddy viscosity, which is modeled as
where is the filtered rate of strain, = 0.5( / + / ), and ℓ is the Smagorinsky length scale defined as the product of the Smagorinsky coefficient and the filter width Δ.
is a model parameter whose value ranges from 0.1 to 0.2 depending on the types of flow problem. Under the isotropic turbulence condition ( ∼ 0.2), tests have confirmed that on (5) Reynolds number with no obvious difference was found due to different values of in above suggested range. Therefore, is set to 0.15 in this study. To well resolve the near-wall viscous sublayer region, a near-wall damping function, derived by Cabot and Moin [34] , is applied to approximate the eddy viscosity at the first cell in the vicinity of the wall. The near-wall treatment is expressed as
where ] is the near-wall eddy viscosity, ] is the kinematic viscosity, is the shear velocity, is the von Karman's constant ( = 0.41), = 19 , and is the distance from the solid wall to the center of the first cell adjacent to the wall.
Finite Volume Method
The finite volume method [35, 36] is applied to discretize the governing equations in the computational domain consisting of hybrid structured and unstructured meshes. An arbitrary quantity in the general conservation equation is defined as
where u is the velocity vector and is the source term related to . Integrating (8) over any volume with the aid of Gauss divergence theorem to transform the volume integral into a surface integral yields
Then, (9) can be discretized as
where denotes the th time step, ∀ is the th cell volume, subscript is the cell surface, A is the surface area vector, and Δ ( +1 − ) is the time step increment. represents the average arbitrary quantity in the th cell volume. On the lefthand side of (10), the surface integral is approximated as a summation over the cell faces. and can be, respectively, expressed as
The integral form of momentum equation can be readily obtained as
where is the velocity specified in the momentum equation and is the gravitational acceleration in the direction.
Two-Step Projection Method
The momentum equation is solved using the two-step projection method proposed by Chorin [37, 38] :
Equation (13) is called the predictor step and (14) is called the corrector step. Interim velocity u * can be solved explicitly using (13) , with +1 derived from volume of fluid (VOF) equation. Equation (14) relates u +1 to u * . Combining (13) with (14) yields
Equation (15) is the Poisson pressure equation. New time step pressure +1 can be solved from (15) , and cell-face pressure gradient ∇ +1 is calculated from a stencil corresponding to that of the density interpolation to faces. Equation (14) is then used to calculate a solenoidal face velocity field:
Since we use forward differencing in time and upwind scheme in space, the accuracy of this algorithm is first order in time and space. From the numerical experiments and several numerical simulations of breaking waves [25, 26, 28] , this accuracy is high enough for studying the complex hydrodynamics problems.
Volume of Fluid
Unlike previous numerical studies [1, 4, 13, 16] in which the free surface was treated as a flat plane, TRUCHAS is here implemented with VOF to simulate the free surface. The method adopted in this study was originally developed by Hirt and Nichols [39] . Chuang and Hsiao [5] showed that the free surface is strongly disturbed under the conditions of a high Reynolds number or low water depth, especially with the latter. In modeling, fluids are assumed to be immiscible. The density of the th fluid is . Expressing by volume fraction based on the mass conservation equation, the VOF equation can be written as
Equation (17) can be discretized based on (10) yielding
The volume fraction is bounded by 0 ≤ ≤ 1. In this study, the background is assumed to be void. Therefore, directly represents the ratio between water and the void fraction in the local cell.
= 1 denotes that local cell is full of water. This study defines = 0.5 as the wave-void interface, that is, the free surface.
Once is determined, piecewise linear interface calculation (PLIC) will establish further step to reconstruct the free surface. The fluid-fluid interface within a cell is assumed to be planar. For more details refer to Wu [25] and Hu et al. [27] .
Boundary Conditions
In this study, the no-slip condition was imposed on the solid wall boundary. The inflow and outflow boundary conditions were velocity Dirichlet boundary conditions, which specify a determined value on a specific surface and give rise in flow-in or flow-out boundary, that is, uniform flow condition given at the approaching flow inlet and intake-pipe outlet. When solving VOF equation (18) for a specified surface, u and u are given determined values, as well as the predicted velocity u * . That is, no other boundary conditions are required.
To obtain the stable solution, the standard von Neumann stability analysis states that defined as Max(|u|)( / ), where is the time step restricted by the advection term and is a measure of cell size, should be between 0.5 and 0.85. To maximize the time step, a value of 0.85 was chosen.
Computational Meshes
Cubit software (Sandia National Laboratories) was adopted to generate computational meshes. Cubit is capable of generating structured, unstructured, or hybrid meshes with a complex geometry. In this study, the geometry included a complex bell-shaped intake that was effectively resolved using both structured and unstructured meshes. As shown in Figure 5 , a fine mesh was used near the solid wall region to capture the boundary-layer feature and small-scale fluid physics. Other regions were filled with a coarser mesh. The size ratio between two adjacent grids was ensured to be no smaller than 1/7.2, compared to the suggested ratio of 1/10.
Mesh Independence and Convergence
Mesh independence was examined by comparing the results from mesh systems with 2 million, 1.2 million, and 0.5 million grid cells. The influence of grid size on the velocity profiles was analyzed in the approaching flow for case SL. This case was chosen because the detailed experimental measurements were also available. The computation results indicated that the difference among the mesh systems in terms of velocity profiles in the approaching flow was less than 1%. Considering moderate resolution and efficiency, the mesh system with 1.2 million grids was adopted in this study.
Convergence is of great concern for the LES approach. Wu [25] suggested that at least a 10 × 10 grid is required to resolve the local largest eddy. However, ADV measurement provided poor resolution, so the size of the local largest eddy was unknown. This issue was addressed by Wu et al. [28] , who also applied LES model to investigate wave-structure interaction through macroscopic and microscopic modeling. Gullbrand and Chow [40] gave two suggestions for selecting the appropriate grid size in LES modeling. First, the grid must be able to resolve the important physical characteristics of the flow field. Second, the grid should be fine enough to avoid a solution that is remarkably affected by numerical errors. For the mesh systems used in this study, the resolution tends to converge, and the accuracy and quality of the numerical results are good compared to measurements in terms of the pump sump flows for various gate submergence and Reynolds numbers. 
Computational Resources
Due to the huge computational burden for a 3D problem, the computation was distributed to 24 processors over a clusterbased platform. The execution time ranged from 10 days (case SL) to 18 days (case SE), mainly depending on the Reynolds number. The time-averaged stable solution was determined from the variation of time-series velocities. In this study, the acceptable variable magnitude was less than 0.1%.
Time-Averaged and Instantaneous Flow Patterns in Approaching Flow
Figures 6, 7, and 8 compare the time-averaged flow patterns between numerical and experimental results on theplanes in sections 1, 3, and 5, respectively. To clearly show the flow patterns from numerical results, only the streamline is shown, with the data near the pipe removed. Note that the horizontal line at = 450 mm marks the mean water depth. Flow patterns in sections 1, 3, and 5 have three main flow-disturbing geometries: sluice gate, bottom step, and pump suction. Taking Figure 6 for example, the flow separates at the tip of the sluice gate. The return flow occurs near the free surface on the lee side of the gate and a large counterclockwise vortex forms. The bottom step forces the near-bottom water body to move upward. For the water body approaching the pipe, the pattern of streamlines, converging toward the entrance caused by suction, becomes much more visible. For the flow field near the bell mouth, the vertical velocity component increases in the negative -axis direction, and the horizontal velocity component increases in the streamwise (defined as positive -axis) direction in the lower water body.
In Figures 6 to 8 , both the computation results and measurements with increasing discharge infer a trend that the large vortex enlarged, with its core moving further downstream and its affected area extending in the streamwise direction. The vortex core from numerical results is located at a higher elevation and more downstream compared to that of measurements. However, the measured flow patterns indicate that the location of the vortex changed slightly with increasing discharge. As the sluice gate intruded deeper (see Figure 8) , the horizontal velocity gradient around the gate tip became larger. The measured vortex enlarged in the streamwise and vertical directions and its core slightly moved further downstream. Comparing with numerical results, the same trend over the vortex extension and influenced region was well predicted, but not the precise location of the vortex core. In addition, compared to section 3 in Figure 8 , the numerical results for section 1 show an obvious deformation of the large vortex due to the suction effect, but the measured patterns do not show this feature. This may be partly due to the insufficient resolution and area limitation of ADV measurement. More specifically, the upper vector field in Figure 8 (e) near the pipe does not fully compensate for the shape of the large vortex as presented in the streamline. The full-field measured flow field is more likely to result in the streamline pattern of the numerical result, as shown in Figure 8 (b), provided that sufficient spatial resolution is used in the experiment. The streamline pattern may sometimes lead to misunderstanding with limited measured area. Figure 9 compares the simulated flow patterns for case SL and case SE to examine the effect of discharge. The comparison shows that both the strengths and locations of the vortex core are different. In general, the overall pattern gives no further surprise for the Reynolds numbers up to 10 5 . Figures 10 and 11 show the comparisons of time-averaged and instantaneous flow pattern in section 3 for case SL and case SLB, respectively. The frame amid the gate and the pipe is shown. The time-elapsed patterns, as shown in Figure 10 , show an evolutionary process of transporting and merging between two vortices. Figure 11 gives a more complete process: two separate vortices exist clearly at 0.47 , and with the small one (left) moving forward toward the large one near the pipe wall with time. At 0.70 , the two vortices merged into one vortex, and then a new small vortex formed at 0.73 . The evolutionary process of transporting and merging in all cases is highly unsteady and has no Mathematical Problems in Engineering consistent period. The time-elapsed streamline indicates that the flow of the lower region is quite steady and uniform. Of note, the chaotic region extends near the elevation of the bell mouth in case SLB, as shown in Figure 10 . This may account for the increasingly undesirable flow with deeper gate submergence, which leads to poor pump efficiency [7, 8, 10, 22] . Figure 12 shows the time-averaged comparisons of numerical and experimental flow patterns in the -planes for sections 2 and 4, located below and above the suction mouth, respectively. As expected, the overall flow patterns are line symmetric with respect to the = 0 plane. The flow was quite uniform before = 800 mm for both the numerical and experimental results. At = 800 mm, both results show that the flow field begins converging toward the pipe center. Being obstructed by geometry, the measurement of the flow field near the suction pipe or bell mouth is not available. As a result, the numerical model extends the overall flow pattern. Near the suction pipe, two typical pairs of wallinduced vortices appear in the pattern in section 4, which agrees with the results reported by Constantinescu and Patel [13] . The calculated streamline corresponding to the suctionpipe center, as shown in Figure 12(a) , is slightly asymmetric. This may be induced by nonlinear effects and the disturbance of the sluice gate.
Time-Averaged Streamwise and Vertical Velocity Profiles
Figures 13 and 14 show time-averaged streamwise velocity ( ) and vertical velocity ( ) profiles in section 3, respectively, for case SL and case SLB. The -axis and -axis coordinates are, respectively, normalized by the mean axial velocity of the cylindrical pipe flow ( ) and the diameter of the cylindrical pipe ( ). Among sections 1 to 5, the largest discrepancy between measurements and numerical results was found for section 3 for all cases. As a result, profiles in section 3 are particularly shown and discussed.
As shown in Figure 13 , the effect of the intruding gate dominated the upper profiles. In section 7 (near the front of the bottom step), a subtle detail in vertical velocity profile, around / = 0∼0.5, was well captured and extended by the numerical model. This detail describes the water body being obstructed by the bottom step and being forced to move upward. Comparing the profiles in sections 7 and 8, there is an overall greater magnitude in section 8 than that in section 7 due to the reduction of flow area. In sections 8 and 10, both the numerical and experimental results reveal that the streamline only slightly converged into the entrance. An examination of sections 14 and 16 clearly shows the strong influences of the cylindrical pipe on both velocity components. Figure 14 shows the velocity profiles for case SLB. The features of the velocity profiles are almost identical to those of case SL, except for the affected region of the intruding gate.
The dimensionless velocity distributions for the approaching flow Reynolds number, ranging from 4.9 × 10 4 to 10 5 , have the same patterns and little discrepancy in magnitude. This means that the discharge has little impact on the flow field in the approaching flow. A comparison of velocity profiles for various gate submergence levels is shown in Figure 15 . The upper streamwise profiles indicate that flow was obstructed by the sluice gate. Furthermore, the magnitude of the streamwise velocity around the level of the bell mouth became larger with increasing gate submergence. In other words, increasing gate submergence increases the momentum of flow in the pipe. The rise of nonlinearity and turbulence would disturb the impeller operation and further deteriorate the pump efficiency. 
Swirl Angle
The swirl angle is the most widely used evaluation index of pump efficiency in hydraulic models. A worse approaching flow condition often leads to larger swirl angles. In industrial applications, a commonly acceptable magnitude is 5 ∘ [10, 22] .
The maximum swirl angle, as shown in Figure 16 , grows in proportion to the submergence Froude number and gate submergence. The worst flow condition, with ℎ = 0.56 and 171 mm gate submergence, yields even three times magnitude than general operation (case SL). However, for the timeaveraged swirl angle, shown in Figure 17 , the differences caused by the submergence of the sluice gate and the Froude number become much less appreciable in comparison with measurements of the maximum swirl angle. Although a linesymmetric pump sump is considered, the highly unsteady and nonuniform flow conditions due to the high flow rate and strong turbulence gave rise to undesirable magnitude in swirl angle. Generally, an instantaneous rising swirl angle negatively affects the impeller during long-term operation, even though the probability of occurrence may not be high. Therefore, it is worth noting that the maximum swirl angle should play a confident evaluation index instead of timeaveraged measurement.
Calculation of Swirl Angle by Numerical Simulation
This study determined the swirl angle from numerical results using a simple mathematical approach. It should be noted that no real swirl meter or moving object was implemented in the numerical modeling; an imaginary massless swirl meter was used instead. To calculate the swirl angle, the swirl is viewed as a forced vortex in which the flow in the pipe follows one axis of the swirl. A total of 36 cross sections (above the bell-mouth neck) in the pipe were selected from the simulation results. The rotation states of the 36 horizontally sliced discs were calculated. Theoretically, the circulation is defined as the line integral around a closed curve of the fluid velocity and can be related to vorticity by the Stokes theorem, which is written as
where Γ is the circulation. and are, respectively, the vorticity and the area occupied by . Note that is a circular area with radius 0.75 , which is identical to the radius of the swirl meter (see Figure 3) , as shown in Figure 18 . Assuming that the pipe flow is a forced vortex or rotational flow, the mean (over circumference) angular velocity ( ) of each disc can be evaluated as
Combining (1) and (20) yields
Note that the real pipe flow condition is not uniform in the tangential direction at a radius of 0.75 /2; therefore, (21) is only an approximate expression. This configuration is a compromise; this way the swirl angle can be estimated without the presence of a swirl meter.
The maximum and time-averaged results for cases SL, SLB, and SLA are, respectively, shown in Figures 16 and 17 . In Figure 16 , the magnitude of the numerical results is quite close to that of the measurements in case SL and case SLA, with errors of about 1.7% and 5.9%, respectively. For case SLB, the error is 22.9%. The magnitudes for case SM and case SH are 3.9 ∘ and 4.4 ∘ , respectively, corresponding to errors of 15.9% and 21% in comparison with measurements. Figure 17 shows that the numerical results agree well with measurements. The largest error, 30%, was found in case SL. For time-averaged results, both the numerical and experimental results indicate that the time-averaged swirl angle was not sensitive to changes of discharge and the gate submergence level. Although the time-averaged swirl angles varied from 1.0 ∘ to 1.8 ∘ , the influence of such magnitude on usual pump operation is insignificant. In the experiment, the interaction between the swirl meter and the undesirable flow condition may result in a more complicated flow field that increases the magnitude of the swirl angle. The existence of the swirl meter may thus partly account for the increasing error with increasing gate submergence and discharge. As stated above, the swirl meter was not modeled in the numerical simulation. The deviation between measurements and computed results may arise from neglecting the complex motion of the swirl meter interacting with the fluid flow in the simulation. In summary, the trend of the computed swirl angles was consistent with that of measurements. The magnitudes for most cases are acceptable. However, for industrial applications, experiments should be used to evaluate pump efficiency via swirl angle. Figure 19 shows the time-averaged and instantaneous patterns of the free surface for case SE. The instantaneous patterns of the free surface within the time-averaged period were examined. The free surface for each case slightly oscillates The inflow velocity dominates the stability of the free surface. A similar phenomenon was described by Chuang and Hsiao [5] . An increase in the Froude number results in stronger fluctuation on the free surface, especially for the water body near the pipe wall. Although such kind of examination drew no conclusive conclusion to evaluate pump efficiency, this numerical model, TRUCHAS here, did further provide a more realistic simulation and another vision for pump sump problems.
Free Surface

Conclusion
Numerical and experimental investigations of pump sump flows with various discharges and gate submergence levels Section X16 Section X14 Section X10 Section X8 Section X7 Section X3 Figure 15 : Comparison of time-averaged velocity profiles in section 3 among cases SL, SLA, and SLB. were conducted and the results were compared. The main conclusions of this study are as follows.
(1) The flow interacting with the sluice gate, bottom step, and intake pipe was described by a streamline pattern and velocity profile. Notably, a large counterclockwise vortex formed in the upper water body between the gate and the suction pipe. The numerical and experimental results indicate that the vortex core moved downstream with increasing discharge. In addition, the vertical range of the vortex extended in the negative -axis with deeper gate submergence. By examining the evolution of the large vortex through numerical results, it was found that the vortex formation is highly unsteady and has no consistent period for all cases. The vortex deformation caused by the suction effect was well captured by numerical modeling. However, the ADV measurement failed to capture the whole vortex pattern due to its area limitation.
(2) The velocity profile in the approaching flow was determined using numerical simulation and laboratory measurement. Numerical modeling was quantitatively validated and then applied to examine the flow field where the ADV measurement was not available. The suction effect reflects the velocity profiles close to bell mouth. The -axis velocity reached 0.4 in section X16 around the entrance level. The local Froude number based on the clearance (64 mm) for case SE was calculated as 0.41. (3) The swirl angle is a straightforward and fairly effective indicator for evaluating pump efficiency. Its magnitude should be as small as possible, at least no larger than 5 ∘ . In this study, it was shown that the swirl angle increases with increasing discharge and/or deeper gate submergence. Acceptable value was found using time-averaged swirl angle as an evaluation index. However, the instantaneous data indicated unfavorable magnitudes in most cases. As addressed by Hwang and Yang [10] , the sudden rise of the swirl angle with great magnitude may significantly reduce pump efficiency, though this occurrence is not frequent. Numerical results were used to obtain the swirl angle. Instead of modeling a moving object, the vorticity was used to calculate circulation, and then angular velocity was determined by assuming rotational pipe flow. The predicted values agree well with measurements in terms of trend and magnitude. This broadens the application for TRUCHAS for simulating flow with different geometries and layouts.
(4) By examining the time-averaged and instantaneous free surface, it was observed that fluctuation is obvious only near the pipe wall. The fluctuation intensity increased with increasing discharge but remained invariant with gate submergence.
(5) Measurements confirmed that TRUCHAS can both qualitatively and quantitatively predict pump sump flows with a complex geometry. However, some phenomena, such as a free surface vortex (air entrainment), cannot be described due to the assumption of a void background. In addition, the addition of the impeller in the simulation should gain more valuable information on cavitation and water-impeller interaction for engineering design. TRUCHAS is able to handle multiphase flow and moving boundaries, but more development and refinement are required since the use of the built-in module is quite limited. Mean streamwise velocity of approaching inlet flow :
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