Abstract. The standard autocorrelation measures similarities between a binary sequence and its any shifted form. In this paper, we introduce the concept of the k-autocorrelation of a binary sequence as a generalization of the standard autocorrelation. We give two applications of the k-autocorrelation. The …rst one is related the additive circulant codes over F 4 in coding theory. We use the k-autocorrelation to determine the minimum distance of additive circulant codes over F 4 . The second one is related the (7; 3; 1)-BIBD in design theory. The k-autocorrelation coe¢ cients give us information about the lines in the (7; 3; 1)-BIBD.
Introduction
Autocorrelation is used to measure similarities between a sequence and its shifted forms. It has applications in communication systems and cryptography. Let a = (a 0 ; a 1 ; a 2 ; : : : ; a n 1 ) be a binary sequence and a = (a ; a 1 ; a 2 ; : : : ; a n 1 ) be its shifted forms for = 1; 2;
; n 1. In this paper, indices of all sequences are in modulo n. The standard autocorrelation of the sequences a and a is de…ned by c (a) = n 1 X i=0 ( 1) ai+ai :
fc (a)g n 1 =0 sequence is called autocorrelation coe¢ cients. In this study, we introduce k-autocorrelation for a binary sequence and its k 1 shifted forms. This concept is the generalization of standard autocorrelation. For given 1 ; 2 ; : : : ; k 1 2 Z such that 1 1 < 2 < < k 1 n 1, we de…ne k-autocorrelation of the sequence a as follows: where a = (a 0 ; a 1 ; a 2 ; : : : ; a n 1 ); a 1 = (a 1 ; a 1 1 ; a 2 1 ; : : : ; a n 1 1 ); :
a k 1 = (a k 1 ; a 1 k 1 ; a 2 k 1 ; : : : ; a n 1 k 1 );
for any k = 2; 3; : : : ; n. The sequence fc 1; 2 ;:::; k 1 (a)g is called k-autocorrelation coe¢ cients. If we take k = 2, then we get the standard autocorrelation. Moreover, we call s = a 1 + a 2 + : : : + a k 1 total shift sequence for any binary sequence a, the k-autocorrelation measures the similarity between the sequence a and the total shift sequence s.
For example, we calculate the standard autocorrelation and the 3-autocorrelation for the sequence a = (0; 0; 1; 0; 1; 1) in Table 1 and Table 2 , respectively. Table 1 . This paper is organized as follows: In Section 2, we give basic de…nitions and theorems. In Section 3, we determine the minimum distance of additive circulant codes over F 4 by the k-autocorrelation. In Section 4, we would like to motivate 674   HAYRULLAH ÖZ ·  IM AM O ¼  GLU, M URATŞAHIN, AND OKTAY Ö LM EZ our de…nition by providing an example related to design theory. In this speci…c example, we explain the relation between k-autocorrelation values of a sequence and corresponding lines in the (7; 3; 1)-BIBD.
Preliminaries
The Hamming weight of u 2 F n q , denoted wt(u), is the number of nonzero components of u. The Hamming distance between u and v, denoted d(u; v), is wt(u v). We assume that the binary sequence a = (a 0 ; a 1 ; a 2 ; : : : ; a n 1 ) is a vector in F n 2 . There is a relation between the standard autocorrelation c (a) and the Hamming distance d(a; a ). It is given in the next lemma. Lemma 1. For any binary sequence a = (a 0 ; a 1 ; a 2 ; : : : ; a n 1 ) of length n,
where a is the shifted form of the sequence a [2] .
Since d(a; a ) = wt(a+a ) for any binary sequence a, then we have the following corollary.
Corollary 2. For any binary sequence a = (a 0 ; a 1 ; a 2 ; : : : ; a n 1 ) of length n,
where a is the shifted form of the sequence a.
We generalize Corollary 2 in the next theorem.
Theorem 3. For any binary sequence a = (a 0 ; a 1 ; a 2 ; : : : ; a n 1 ) of length n, and for any k = 2; 3; : : : ; n, we have 2wt(a + a 1 + a 2 + + a k 1 ) + c 1; 2 ;:::; k 1 (a) = n;
where a j are the shifted forms of the sequence a for j = 1; 2; : : : ; k 1.
Proof. Let ( 0 ; 1 ; : : : ; n 1 ) = a + a 1 + a 2 + + a k 1 ;
for i = 0; 1; : : : ; n 1. Moreover,
Let i = ( 1) ai+ai 1 +ai 2 + +ai k 1 , for i = 0; 1; : : : ; n 1, then we have
for i = 0; 1; : : : ; n 1. As a result, by (1) , (2) and (3), we obtain 2wt(a + a 1 + a 2 + + a k 1 ) + c 1; 2;::
for i = 0; 1; : : : ; n 1. Then, we have Theorem 1.4.3 in [3] as follows:
A linear code C of length n over F q is a k dimensional subspace of F n q ,denoted [n; k], and the vectors in C are codewords of C. Specially, codes over F 2 are called binary codes. The minimum distance d of the linear code C is the smallest Hamming distance between distinct codewords. For the linear code C, the minimum distance d is the same the minimum Hamming weight of the nonzero codewords of C. A generator matrix for the linear [n; k] code C is any k n matrix G whose rows form a basis for C. The generator matrix of the form [I k jA], where I k is the k k identity matrix, is said to be in standard form. There is the (n k) n matrix H, called a parity check matrix for the [n; k] code C, de…ned by
T jI n k is a parity check matrix for C (Theorem 1.2.1 in [3] ). The minimum distance d of a linear code C is related to a parity-check matrix of C. Any d 1 columns of H are linearly independent and H has d columns that are linearly dependent if and only if C has minimum distance d (Corollary 4.5.7 in [4] ).
Two linear codes C 1 and C 2 are permutation equivalent provided there is a permutation of coordinates which sends C 1 to C 2 . Thus, C 1 and C 2 are permutation equivalent provided there is a permutation matrix P such that G 1 is a generator matrix of C 1 if and only if G 1 P is a generator matrix of C 2 . Then, if two linear codes C 1 and C 2 are permutation equivalent, the minimum distance of these codes are the same. Theorem 4. Let G n 3n = [I n n : A n 2n ] be the generator matrix in the standard form of the binary [3n; n] code C, and
be the parity check matrix of the C, where x i is a binary column in the matrix A T , and wt(x i ) = m for 1 i n.
Let S be any binary column set in the matrix A T , and 1 s n. We denote 
Proof. ()) :
We choose a column x i in the matrix A T for any 1 i n. Let e ij be a column in the identity matrix I 2n 2n for any 1 i j 2n. Since wt (x i ) = m, there is a column set fe i1 ; e i2 ; : : : ; e im g in the matrix I 2n 2n such that
The set fx i ; e i1 ; e i2 ; : : : ; e im g with m + 1 elements is linearly dependent. Then, we need to show that any column set with m elements in the parity check matrix H is linearly independent.
(i) Let S be any column set with m elements in the matrix A T and 1 s m.
S = x i1 + x i2 + : : : + x is is any linear combination of the columns in the set S for 1 i j n. Since by hypothesis wt( S ) m s + 1
1;
S isn't equal to zero vector. Then the set S is linearly independent. (ii) Let T be any column set with m elements in the matrix I 2n 2n and 1 t m. T = e i1 + e i2 + : : : + e it is any linear combination of the columns in the set T for 1 i j n. Since wt( T ) = t 6 = 0, T isn't equal to zero vector. Hence the set T is linearly independent. (iii) Let S be any column set with s elements in the matrix A T , T be any column set with t elements in the matrix I 2n 2n , 1 s; t < m and s + t = m. We for 1 i j n, and so S + T is any linear combination of the columns in the set S [ T with m elements. Since wt( T ) = t, by the de…nition in (4) we have
Since by hypothesis, (5) and (6),
S + T isn't equal to zero vector. Then the set S[T is linearly independent. (() : Let S be any column set in the matrix A T , and 1 s n.
S = x i1 + x i2 + : : : + x is is any linear combination of the columns in the set S for 1 i j n. Assume that for any 1 s n ,
Let r ij = [e ij : x ij ] be a row of the generator matrix G, where e ij is a row in the identity matrix I n n , and x ij is a row in the matrix A n 2n for any 1 i j n. By (7), we have wt(r i1 + r i2 + + r is ) < s + m s + 1 = m + 1;
and this is contrary to the fact that the minimum distance of the code C is m + 1. Then the proof is completed.
Finding minimum distance of the additive circulant codes over F 4
Given a …nite …eld F and a sub…eld K F such that [F : K] = e, a K-linear subset C F n is called F=K-additive code (De…nition 1 in [6] ). We denote F 4 = f0; 1; w; w 2 g, where w 2 = w + 1. An additive code C over F 4 of length n is additive subgroup of F n 4 . C contains 2 k codewords for some 0 k 2n; and can be de…ned by a k n generator matrix with entries from F 4 , whose rows span C additively. C is called an (n; 2 k ) code. The minimum distance d of the code C is the minimal Hamming distance between any two distinct codewords of C. Since C is an additive code, the minimum distance is also given by the smallest nonzero weight of any codeword in C. 
Let g = (w; g 1 ; g 2 ; : : : ; g n 1 )
be the generator vector of an additive circulant code C with length n over F 4 , where g i 2 f0; 1g F 4 for i = 1; 2; : : : ; n 1. Now we construct a binary sequence by the vector g as follows:
We apply the map : F 4 ! F 2 2 ; 0 ! (0; 0); 1 ! (1; 1); w ! (1; 0); w 2 ! (0; 1) to the coordinates of the generator vector g, and so we de…ne the binary sequence a = ( (w); (g 1 ); (g 2 ); : : : ; (g n 1 )):
Note that the length of the sequence a is 2n, and
We determine whether the minimum distance of additive circulant code C over F 4 is wt(g).
Lemma 6. Let g be de…ned in (8), and a be de…ned in (9). For even integers i such that 2 1 < 2 < : : : < k 1 2n 2, we have wt(a + a 1 + a 2 + : : :
Proof. Let = ( 0 ; 1 ; 2 ; 3 : : : ; 2n 2 ; 2n 1 ) = a + a 1 + a 2 + + a k 1 . Since (w) = (1; 0) and (g i ) = (0; 0) or (1; 1) for i = 1; 2; : : : ; n 1, there are exactly k pair ( j ; j+1 ) = (1; 0) or (0; 1) for some j = 0; 2; : : : ; 2n 2 in the vector . Then, we have wt( ) k.
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Lemma 7. Let g be de…ned in (8), and a be de…ned in (9). For even integers i such that 2 1 < 2 < : : : < k 1 2n 2, if k wt(g), we have c 1; 2;:::; k 1 (a) s k , where s k = 2n 2wt(a) + 2k 2.
Proof. By hypothesis and (10),
) 0 2k wt(a) 1;
and since wt(a + a 1 + a 2 + : : : + a k 1 ) k by Lemma 6, we get 2wt(a + a 1 + a 2 + : : : + a k 1 ) 2k:
By Theorem 3, (11), (12) and (13), we obtain c 1; 2;:::; k 1 (a) = 2n 2wt(a + a 1 + a 2 + : : :
Theorem 8. Let g be de…ned in (8), and a be de…ned in (9). For even integers i such that 2 1 < 2 < : : : < k 1 2n 2, if for all k = 2; 3; : : : ; wt(g) 1 c 1; 2 ;:::; k 1 (a) s k ;
where s k = 2n 2wt(a) + 2k 2, the minimum distance d of the additive circulant code C over F 4 is equal to wt(g) , otherwise the minimum distance d isn't equal to wt(g).
Proof. Let G 1 be a generator n n matrix of the additive circulant code C. If we apply the map in Lemma 5 to G 1 , we have a n 3n matrix G 2 . Let (C) be the generated code with matrix G 2 . If we apply one permutation to columns of the matrix G 2 , so we can obtain the generator matrix in the standard form
Since the generated codes by G 2 and G 3 are equivalent, the minimum distances d( (C)) of these codes are the same. The parity check matrix of the generated code by G 3 is 
By Lemma 7, if k wt(g), c 1; 2;:::; k 1 (a) s k ;
and by hypothesis, for all k = 2; 3; : : : ; wt(g) 1 c 1; 2;:::; k 1 (a) s k :
Since by Theorem 3, (15) and (16), for all k = 2; 3; : : : ; n, c 1; 2 ;:::; k 1 (a) = 2n 2wt(a + a 1 + a 2 + : : : + a k 1 ) 2n 2wt(a) + 2k 2;
we have wt(a + a 1 + a 2 + : : :
Since for all k = 1; 2; : : : ; n, wt(a + a 1 + a 2 + : : :
by (14) and (17), and so by Theorem 4 ; d( (C)) = wt(a) + 1. Then by Lemma 5 and (10), the minimum distance d of the code C is equal to
Assume that for 9k = 2; 3; : : : ; wt(g) 1; c 1; 2;:::; k 1 (a) > s k . Since by Theorem 3 c 1; 2;:::; k 1 (a) = 2n 2wt(a + a 1 + a 2 + : : : + a k 1 )
> 2n 2wt(a) + 2k 2;
we get wt(a + a 1 + a 2 + : : :
By Theorem 4 and (19), d( (C)) 6 = wt(a) + 1 and then by Lemma 5, the minimum distance d(C) of the code C isn't equal to wt(g).
Example 9. Let g = (w; 1; 1; 1; 0; 0) be a generator vector of the additive circulant code C of length 6 over F 4 . So, the generator matrix of the code C is :
If we apply the permutation p to the columns of the matrix G 2 , where p = 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 3 6 9 12 15 18 1 2 4 5 7 8 10 11 13 14 16 17 ;
we obtain the generator matrix in the standard form : Then, the parity check matrix of generated code by the matrix G 3 is 
