Probabilistic rough set over two universes and rough entropy  by Ma, Weimin & Sun, Bingzhen
International Journal of Approximate Reasoning 53 (2012) 608–619
Contents lists available at SciVerse ScienceDirect
International Journal of Approximate Reasoning
j ou rna l homepage : www . e l s e v i e r . c om / l o c a t e / i j a r
Probabilistic rough set over two universes and rough entropy
Weimin Maa, Bingzhen Suna,b,∗
a
School of Economics and Management, Tongji University, Shanghai 200092, PR China
b
School of Traffic and Transportation, Lanzhou Jiaotong University, Lanzhou, Gansu 730070, PR China
A R T I C L E I N F O A B S T R A C T
Article history:
Received 1 March 2011
Received in revised form 26 December 2011
Accepted 29 December 2011
Available online 10 January 2012
Keywords:
Rough set
Probabilistic approximation
space over two universes
General Shannon entropy
In this paper, we discuss the properties of the probabilistic rough set over two universes
in detail. We present the parameter dependence or the continuous of the lower and upper
approximations on parameters for probabilistic rough set over two universes.We also inves-
tigate some properties of the uncertainty measure, i.e., the rough degree and the precision,
for probabilistic rough set over two universes. Meanwhile, we point out the limitation of
the uncertainty measure for the traditional method and then define the general Shannon
entropy of covering-based on universe. Then we discuss the uncertainty measure of the
knowledge granularity and rough entropy for probabilistic rough set over two universes by
the proposed concept. Finally, the validity of the methods and conclusions is tested by a
numerical example.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Rough set theory [1,2], a tool for data analyzing, was first proposed by Pawlak in 1982. As a newmathematical theory to
model incomplete knowledge, it can dealwith problemswith inexact data or imprecise information for complicated systems
effectively. Being a theory that discovers and analyzes implied knowledge andpotential rules, it has been successfully applied
tomanyfields such as datamining, decisionmaking, pattern recognizing,machine learning, intelligent controlling, etc. [2–7].
Classical Pawlak rough set model can most commonly be generalized into three forms according to the requirements
of the theories and applications. One is to relax the restriction of the equivalence relation on universe. The equivalence
relation is usually generalized to binary relation, similarity relation and neighborhood relation over the universe. A large
number of generalized models were derived from this idea [5,8–22]. Another way to innovate the model is to introduce a
precision parameter to the lower and upper approximations so that there can get various variable precision rough setmodels
[23–28]. Thirdly, there also have been many rough fuzzy set models and fuzzy rough set models proposed by combining
fuzzy set and rough set [12–16,29–34]. This is also the most flourishing researched field of rough set theory in past years.
There are many papers about the theory and applications of various rough fuzzy set and fuzzy rough set based on the same
universe. Other researches of rough set focus on the knowledge reducing in decision making process of information system
based on the classical Pawlak rough set or fuzzy rough set. The method of knowledge granular computing and uncertainty
measure by using applied mathematics theories for various information system have been widely studied by many authors
[29,31,35,36]. Researches about combining the rough set with other uncertainty theories such as vague set, support vector
machine and the gray theory also abound. Several important conclusions have been proposed in this field.
Many studies also existed in the field of probabilistic rough set and its applications. Apart from the classical Pawlak
probabilistic rough set model established by combing the theory of probability with classical Pawlak rough set, various
generalized probabilistic rough setmodels also emerges [27,37–41]. The key in probabilistic rough set theory lays in defining
probability measure on the subset cluster which is formed by equivalence relation of the universe in classical Pawlak
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approximation space. Then the lower and upper approximations for any subset on universe is defined by introducing the
probability parameter to the subset cluster of the classical Pawlak approximation space, respectively.
However, so farmost researches have been conducted on the assumption of the same universe. But in reality, the possible
two ormore different universes and their interrelationshipmay invalidate the current rough set theory, making the research
on two universes or multi-universes a necessity. One of the main applications of probabilistic rough set over two universes
is the disease diagnosis decision. In general, for a certain sufferer, he or shemaybe showsmany symptoms in the same time.
Meantime, it also could include many basic symptoms for a concrete disease in the clinic. Then an effectively method to
describe this problem is using two different universes. Where one is the set of all sufferers and another is the set of all the
possible symptoms in clinic. The probability measure defined on this two universes stands for the possibility of one sufferer
have a certain disease. Then we will obtain a reasonable decision for every sufferer in clinic by using the probabilistic rough
set model over two universes. At the same time, the probabilistic rough set over two universes also could be used to other
fields such as the personalized marketing, spam filtering and etc.
Some results have been generated in the rough set theory over two universes [37,42–52]. In [42–44], by interpreting
the theory as interval structure, the authors gave a general framework of the two universes based rough set model. In
[45,46], Zhang and Wu defined a rough set model based on random set, in which, the lower approximation and the upper
approximation were generalized to two universes. Subsequently, they proposed a general model of the interval-valued
fuzzy rough set on two universes by integrating the rough set theory with the interval-valued fuzzy set theory according
to the constructive and axiomatic approaches [48]. In [47], Li discuss the rough approximation and its fuzzy extensions
over two universes. In [49], the author gives a definition of fuzzy rough set by a fuzzy compatible relation between two
universes. In [50], based on the idea of the classical variable precision rough sets model, the author define the variable
precision rough setsmodel over two universes. Then the Ziarko’s variable precision rough setsmodel was generalized to two
universes. Furthermore, they present the algebraic method for the rough sets over two universes [51]. In [52], the rough set
over dual-universe was proposed and an effectively algorithm for obtaining the lower and upper approximations was also
presented.
The concept of the probabilistic rough set over two universes was firstly defined by Gong and Sun [53]. In [53], the
authors only present the basic definition of the probabilistic rough set over two universes and also discuss the relationship
between the classical rough set model with probabilistic rough set over two universes. In this paper, wemainly focus on the
properties of probabilistic rough set over two universes. We discuss the parameter dependence or the continuous of lower
and upper approximations about the parameter α and β for every type probabilistic rough set model over two universes in
detail.Meanwhile, we also investigate the properties of the uncertaintymeasure. i.e., rough degreeρP(X, α, β) and precision
μP(X, α, β). Several interesting conclusions of rough degree and precision are established. As amatter of fact, the traditional
uncertainty measure, rough degree ρP(X, α, β) and precision μP(X, α, β) have the intrinsic limitation. So we firstly point
the limitation of the traditional uncertainty measure by a numerical example. In order to overcome the intrinsic limitation,
we define a new uncertaintymeasure for the probabilistic rough set over two universes by introducing the Shannon entropy
[54] to non-empty finite universe. Then the rough entropy of probabilistic rough set over two universes is defined and
the limitation of the traditional uncertainty measure was overcome successfully. Meanwhile, some properties and useful
conclusions were also investigated for the rough entropy of probabilistic rough set over two universes.
The paper is organized as follows. Section 2 briefly introduces some important notions of classical Pawlak rough set,
Pawlak rough set model over two universes and the concept of probability measure. Section 3 investigates the properties of
probabilistic rough set model over two universes and illustrates some related conceptions in detail. In Section 4, we define
the conception of general Shannon entropy covering-based on universe and discuss the uncertaintymeasure of probabilistic
rough set over two universes. Then we test our conclusions by a numerical example. At last we conclude our research and
set further research directions in Section 5.
2. Preliminary
Let U be non-empty finite universe. E is an equivalence relation on U × U. We call (U, E) Pawlak approximation space.
For any x ∈ U, [x]E denotes the equivalence classes of x. Given any X ⊆ U, we call
E(X) = {x ∈ U|[x]E ⊆ X} = ∪{[x]E|[x]E ⊆ X}, E(X) = {x ∈ U|[x]E ∩ X = ∅} = ∪{[x]E|[x]E ∩ X = ∅},
lower approximation and upper approximation of X about (U, E).
We call pos(X) = E(X) positive region of X, neg(X) = U−E(X) negative region of X and bn(X) = E(X)−E(X) boundary
region of X.
If for any X(X ⊆ U), there is E(X) = E(X), then we call X definable set about (U, E). Otherwise, X is called rough set in
(U, E) [1,2].
In following, we give the definition of the set-valued mapping over two universes.
Definition 2.1 [42,43]. Let U and W be two non-empty universes. If for any element x(x ∈ U), there exists y(y ∈ W)
satisfying xRy. Then y is called the image of x about set-valued mapping R. Denote R(x) = {y ∈ W|xRy} be the element set
in universeW which has the relation R about element x. We call R the set-valued mapping from universe U toW .
In following,the set-valued mapping will be called the general binary relation between universe U andW .
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It is easy to understand that binary equivalence relation (which satisfy the requirement of the reflexive, symmetric and
transitive) and similarity relation(which satisfy the requirement of the reflexive and symmetric) both are special case of the
set-valued mapping. Furthermore, the set-valued mapping Rwill be binary neighborhood relation between universe U and
W when the image set R(x) = {y ∈ W|xRy} of element x(x ∈ U) is regarded as the neighborhood of x(x ∈ U). That is,
various special binary relations between universe U andW have been included by set-valued mapping.
Definition 2.2 [42,43]. Let U,W be two non-empty finite universes. R ⊆ U × W be binary relation on U and W . i.e.,
R : U −→ 2W , R(x) = {y ∈ W|(x, y) ∈ R, x ∈ U}. We call (U,W, R) general approximation space. For any Y ⊆ W, we
define the lower and upper approximations of Y about approximation space(U,W, R) as follows, respectively.
apr
R
(Y) = {x ∈ U|R(x) ⊆ Y}, aprR(Y) = {x ∈ U|R(x) ∩ Y = ∅}.
If apr
R
(Y) = aprR(Y), then we call Y definable set or crisp set about (U,W, R). Otherwise, we call Y rough set.
Remark 2.1. If U = W, then R(x) is the neighborhood of x about binary relation R. The rough set defined in above is the
rough set model based on general relation [1,2].
3. Probabilistic rough set model over two universes
In [53], Gong and Sun define the probabilistic rough set over two universes as follows. In this section, we focus on the
properties of the probabilistic rough set over two universes.
Definition 3.1 [53]. Let U,W be two non-empty finite universes. R ⊆ U ×W is the set-valued mapping from universe U to
W . P is a probability measure defined on the σ algebra formed by the image (that is, the subset classes of the universe W) of
element x(x ∈ U). Then, A = (U,W, R, P) is called probabilistic approximation space over two universes.
Basedonprobabilistic approximationspaceover twouniverses, the lowerandupperapproximationsof anysetonuniverse
U is defined as follows, respectively.
Let A = (U,W, R, P) be probabilistic approximation space over two universes. For any 0 ≤ β < α ≤ 1, X ∈ 2W . Then
the lower and upper approximations of X about Awith parameter α and β as follows, respectively.
aprα
P
(X) = {x ∈ U|P(X|R(x)) ≥ α}, aprβP (X) = {x ∈ U|P(X|R(x)) > β}.
Meanwhile, the positive region, boundary region and negative region of X in Awith parameter α and β could be given as
follows, respectively.
pos(X, α) = {x ∈ U|P(X|R(x)) ≥ α}, bn(X, α, β) = {x ∈ U|β < P(X|R(x)) < α},
neg(X, β) = {x ∈ U|P(X|R(x)) ≤ β} = U − aprβP (X).
If aprα
P
(X) = aprβP (X). Then X is called definable set in probabilistic approximation space over two universes. Otherwise,
X is called probabilistic rough set over two universes. Furthermore, it is easy to test that the following relationships hold.
apr
β
P (X) = pos(X, α) ∪ bn(X, α, β), or bn(X, α, β) = aprβP (X) − pos(X, α).
On the other hand, we can easy to verify that the following relationships not hold in A = (U,W, R, P).
aprα
P
(X) = ∪
{
R(x)|P(X|R(x)) ≥ α, x ∈ U, X ∈ 2W
}
= {x ∈ U|P(X|R(x)) ≥ α},
apr
β
P (X) = ∪
{
R(x)|P(X|R(x)) > β, x ∈ U, X ∈ 2W
}
= {x ∈ U|P(X|R(x)) > β},
neg(X, β) = ∪
{
R(x)|P(X|R(x)) ≤ β, x ∈ U, X ∈ 2W
}
= {x ∈ U|P(X|R(x)) ≤ β},
bn(X, α, β) = ∪
{
R(x)|β < P(X|R(x)) < α, x ∈ U, X ∈ 2W
}
= {x ∈ U|β < P(X|R(x)) < α}.
In general, the above relationships will be satisfied when R is an equivalence relation on universe U andW .
Remark 3.1. If U = W , then probabilistic rough set over two universes will be degenerated probabilistic rough set based
on general binary relation.
Remark 3.2. If U = W and set-valued mapping R(x) = {y ∈ W|xRy} be an equivalence relation, then probabilistic rough
set over two universes will be degenerated classical probabilistic rough set on the same universe [38].
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Remark 3.3. If α = 1, β = 0 and Let P(X|R(x)) = P(X∩R(x))
P(R(x))
= |X∩R(x)||R(x)| (where |R(x)| stands for the cardinality of the set. In
the following the symbol | • | has the same means as this section). Then
(1) aprα
P
(X) = {x ∈ U|P(X|R(x)) ≥ 1} = {x ∈ U|R(x) ⊆ X} = apr
R
(X),
apr
β
P (X) = {x ∈ U|P(X|R(x)) > 0} = {x ∈ U|R(x) ∩ X = ∅} = aprR(X).
This is the rough set model based on random set [45,46].
In fact, from the above definition and the definition in reference [45,46], we can easy to know that rough set based on
random set also can be regarded as a probabilistic rough set over two universes. However, the rough set based on random
set is defined by the included relation between the random set and the object set. Probabilistic rough set over two universes
is defined by the conditional probability of the set-valued mapping and the object set. Particularly, the probabilistic rough
set over two universes will be the rough set model random set-based when α = 1 and β = 0.
(2) If R(x) = {y ∈ W|xRy} is an equivalence relation, Then probabilistic rough set over two universeswill be degenerated
the probabilistic rough set based on equivalence relation over two universes. Furthermore,we know that the probabilistic
rough set over two universes will be degenerated classical Pawlak rough set when U = W [37,38].
It is easy to know that lower approximation aprα
P
and upper approximation apr
β
P define a pair of approximation operators
from universeW to U.
Like the probabilistic rough set on one universe, we also can present the basic properties of the approximation operators
by the constructivemethod [53].Hereweonlypresent the conclusions. In following,we study theother interestingproperties
for probabilistic rough set over two universes in detail.
Theorem 3.1. Let A = (U,W, R, P) be probabilistic approximation space over two universes. For any 0 ≤ β < α < 1, X, Y ∈
2W. The lower approximation operator and upper approximation operator satisfy the following properties.
(1) aprα
P
(∅) = aprαP (∅) = ∅, aprαP (W) = aprβP (W) = U,
(2) aprα
P
(X) =∼ apr(1−α)P (∼ X), aprβP (X) =∼ apr(1−β)P (∼ X),
(3) aprα
P
(X ∩ Y) ⊆ aprα
P
(X) ∩ aprα
P
(Y), apr
β
P (X ∪ Y) ⊇ aprβP (X) ∪ aprβP (Y),
(4) aprα
P
(X ∪ Y) ⊇ aprα
P
(X) ∪ aprα
P
(Y), apr
β
P (X ∩ Y) ⊆ aprβP (X) ∩ aprβP (Y),
(5) If X ⊆ Y . Then aprα
P
(X) ⊆ aprα
P
(Y), apr
β
P (X) ⊆ aprβP (Y),
(6) If α1 ≤ α2, β1 ≤ β2. Then aprα2P (X) ⊆ aprα1P (x), aprβ2P (X) ⊆ aprβ1P (X).
According to (6) of Theorem 3.1, we know that positive region will increase with parameter α decrease, negative region will
increase with parameter β increase and boundary region will dwindle for two universes probability rough set. In the next theorem
we present the regulation for lower approximation, upper approximation and boundary region with parameters α and β.
Theorem 3.2. Let A = (U,W, R, P) be probabilistic approximation space over two universes. For any 0 < r < 1, X ∈ 2W .
The following relationships hold.
(1) limα→r+ aprαP (X) =
⋃
α>r apr
α
P
(X) = aprrP(X),
(2) limβ→r− apr
β
P (X) = ⋂β<r aprβP (X) = aprrP(X).
(3) limβ→r−;α→r+ bn(X, α, β) = ⋂β<r<α
(
apr
β
P (X)\aprαP (X)
)
= aprr
P
(X)\aprrP(X) = {x ∈ U|P(X|R(x)) = r}.
Proof. (1) By the definition of lower approximation we know aprα
P
(X) = {∈ U|P(X|R(x)) ≥ α} ⊆ {x ∈ U|P(X|R(x)) >
r} = aprrP(X) is satisfied when α > r. Furthermore, we have aprαP (X) increase with α decrease by property (6) of Theorem
3.1. Therefore, limα→r+ aprαP (X) =
⋃
α>r apr
α
P
(X) ⊆ aprrP(X).
Conversely, if there exists x0 ∈ aprrP(X)\
⋃
α>r apr
α
P
(X),for any α > r. P(X|R(x0)) > r and P(X|R(x0)) < α. That is,
P(X|R(x0)) ≤ r. It is contradict with P(X|R(x0)) > r, i.e., x0 ∈ ⋃α>r aprαP (X). Therefore,
⋃
α>r apr
α
P
(X) = aprrP(X). Then
we prove this conclusion: limα→r+ aprαP (X) =
⋃
α>r apr
α
P
(X) = aprrP(X).
(2) By the definition of upper approximation we know apr
β
P (X) = {x ∈ U|P(X|R(x)) > β} ⊇ {x ∈ U|P(X|R(x)) ≥
r} = aprr
P
(X) is satisfied when β < r. By property (6) of Theorem 3.1, we know apr
β
P (X) decrease with β. Therefore,
limβ→r− apr
β
P (X) = ⋂β<r aprβP (X) ⊇ aprrP(X).
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Conversely, if there exists x0 ∈ ⋂β<r aprβP (X)\aprrP(X). For any β < r, P(X|R(xo)) > β and P(X|R(x0)) < r is satisfied.
Meanwhile, by P(X|R(x0)) > β and β < r we have P(X|R(x0)) ≥ r. It is contradict with P(X|R(x0)) < r. That is,
x0 ∈ aprrP(X). Therefore,
⋂
β<r apr
β
P (X) = aprrP(X).
So, we prove this conclusion: limβ→r− apr
β
P (X) = ⋂β<r aprβP (X) = aprrP(X).
(3) It is easy to know that aprr
P
(X)\aprrP(X) = {x ∈ U|P(X|R(x)) = r} ⊆ bn(X, α, β) is satisfied. Furthermore, we know
that when α decreased to r and β decreased to r, the boundary region bn(X, α, β) will decrease. Therefore, we have the
following relations:
aprr
P
(X)\aprrP(X) = {x ∈ U|P(X|R(x)) = r} ⊆ lim
β→r−;α→r+
bn(X, α, β) = ⋂
β<r<α
(
apr
β
P (X)\aprαP (X)
)
.
Conversely, if thereexistsx0 ∈ ⋂β<r<α(aprβP (X)\aprαP (X))\{x ∈ U|P(X|R(x)) = r}, thenP(X|R(x0)) > β, P(X|R(x0)) <
α and P(X|R(x0)) = r satisfy for any β < r < α. Furthermore, there is P(X|R(x0)) ≥ r according to P(X|R(x0)) > β and
β < r. As similar as above, there is P(X|R(x0)) ≤ r by P(X|R(x0)) < α and α > r. This is a contradiction. Therefore, there
is P(X|R(x0)) = r. That is, {x ∈ U|P(X|R(x)) = r} = ⋂β<r<α
(
apr
β
P (X)\aprαP (X)
)
. 
Theorem 3.2 shows that with β increases to r and α decreases to r, the boundary region bn(X, α, β) will decrease to
{x ∈ U|P(X|R(x)) = r}. Based on this conclusion, we define the absolute boundary region for probabilistic rough set over
two universes as follows.
Definition 3.2. Let A = (U,W, R, P) be probabilistic approximation space over two universes. For any 0 < r < 1, X ∈ 2W .
Denote bn(X, r) = {x ∈ U|P(X|R(x)) = r}. Then we call bn(X, r) absolute boundary region of X in A.
Theorem 3.3. Let A = (U,W, R, P) be probabilistic approximation space over two universe. For any 0 < r < 1, X ∈ 2W . The
following relationships hold.
(1) limα→r− aprαP (X) =
⋂
α<r apr
α
P
(X) = aprr
P
(X),
(2) limβ→r+ apr
β
P (X) = ⋃β>r aprβP (X) = aprrP(X).
Proof. (1) By the definition, there is aprα
P
(X) ⊇ aprr
P
(X) when α < r. Furthermore, by property (6) of Theorem 3.1 we
know aprα
P
(X) will decrease with α. Therefore, limα→r− aprαP (X) =
⋂
α<r apr
α
P
(X) ⊇ aprr
P
(X).
Conversely, if there exists x0 ∈ ⋂α<r aprαP (X)\aprrP(X), and for any α < r, there are P(X|R(x0)) ≥ α and P(X|R(x0)) <
r. We have P(X|R(x0)) ≥ r by P(X|R(x0)) ≥ α and α < r. That is contradicted with P(X|R(x0)) < r. Therefore,⋂
α<r apr
α
P
(X) = aprr
P
(X). That is, limα→r− aprαP (X) =
⋂
α<r apr
α
P
(X) = aprr
P
(X).
(2)Wehave apr
β
P (X) ⊆ aprrP(X)whenβ > r.Meanwhile, by conclusion (6) of Theorem 3.1, we know aprβP (X) decreases
with β. Therefore, limβ→r+ apr
β
P (X) = ⋃β>r aprβP (X) ⊆ aprrP(X).
Conversely, if there exists x0 ∈ aprrP(X)\
⋃
β>r apr
β
P (X), there are P(X|R(x0)) > r and P(X|R(x0)) ≤ β for any β > r.
Meanwhile, we have P(X|R(x0)) ≤ r by P(X|R(x0)) ≤ β for any β < r. Therefore,⋃β>r aprβP (X) = aprrP(X).
That is, limβ→r+ apr
β
P (X) = ⋃β>r aprβP (X) = aprrP(X). 
Theorem 3.3 shows that lower approximation aprα
P
(X) is left continuous with α but upper approximation is right con-
tinuous with β.
Remark 3.4. Let A = (U,W, R, P) be probabilistic approximation space over two universes. For any 0 < r < 1. the
following conclusions do not hold.
(1)limα→r+ aprαP (X) = aprrP(X), (2)limβ→r− aprβP (X) = aprrP(X).
That is, lower approximation aprα
P
(X) is not right continuous with α and upper approximation apr
β
P (X) is not left con-
tinuous with β.
The following example will illustrate this assertions.
Example 3.1. Given two universes U = {x1, x2, x3, x4, x5} and W = {y1, y2, y3, y4}. Define set-valued mapping R on
universe U andW as follows:
R(x1) = {y1, y3, y4}, R(x2) = {y3, y4}, R(x3) = {y1, y2, y3, y4}, R(x4) = {y1, y2, y3, y4}, R(x5) = {y2, y3}.
Let X = {y2, y3, y4} and P(X|R(x)) = |X∩R(x)||R(x)| .
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We calculate the probability value for set-valued mapping as follows:
P(X|R(x1)) = 0.67, P(X|R(x2)) = 1, P(X|R(x3)) = 0.5, P(X|R(x4)) = 0.5, P(X|R(x5)) = 1.
Then, we can obtain the following relations:
apr0.5
P
(X) = {x1, x2, x3, x4, x5}, limα→0.5+ aprαP (X) = {x1, x2, x5}. So, limα→0.5+ aprαP (X) = apr0.5P (X).
As similar as above, we have the following relations:
apr0.5P (X) = {x1, x2, x5}, limβ→0.5− aprβP (X) = {x1, x2, x3, x4, x5}. So,limβ→0.5− aprβP (X) = apr0.5P (X).
In following, we study the traditional uncertainty measure for probabilistic rough set over two universes.
Definition 3.3 [53]. LetA = (U,W, R, P) be probabilistic approximation space over twouniverses. For any 0 ≤ β < α ≤ 1,
X ∈ 2W . Then the precision ρP(X, α, β) and rough degree μP(X, α, β) of X(X ∈ 2W ) in Awith α, β is defined as follows:
ρP(X, α, β) = 1 −
|aprα
P
(X)|
|aprβP (X)|
, μP(X, α, β) = 1 − ρP(X, α, β) =
|aprα
P
(X)|
|aprβP (X)|
.
By the definitions of rough degree and precision, we know that X(X ∈ 2W ) is definable in A about α, β iff (if and only if )
precision is 1 and rough degree is 0. Furthermore, the following conclusions are clear.
Theorem 3.4 [53]. Let A = (U,W, R, P) be probabilistic approximation space over two universes. For any 0 ≤ β < α ≤ 1,
X ∈ 2W . Then rough degree ρP(X, α, β) and precision μP(X, α, β) of X(X ∈ 2W ) in A with α, β have the following properties:
(1) 0 ≤ ρP(X, α, β) ≤ 1, 0 ≤ μP(X, α, β) ≤ 1,
(2) ρP(X, α, β) does not decrease about α, and does not increase about β,
(3) μP(X, α, β) does not increase about α, and does not decrease about β.
Theorem 3.4 shows that impreciseness is described by rough degree and the quality of approximation is described by precision
in probabilistic rough set over two universes. Clearly, the more the precision, the higher the quality of approximation.
The following theorem gives the correlation between rough degree and precision in probabilistic approximation space over two
universes with different subsets on universe.
Theorem 3.5. Let A = (U,W, R, P) be probabilistic approximation space over two universes. For any 0 ≤ β < α ≤ 1,
X, Y ∈ 2W , X ⊆ Y .
(1) If apr
β
P (X) = aprβP (Y). There is ρP(Y, α, β) ≤ ρP(X, α, β), μP(X, α, β) ≤ μP(Y, α, β).
(2) If apr
β
P (X) = aprβP (Y). There is ρP(X, α, β) ≤ ρP(Y, α, β), μP(Y, α, β) ≤ μP(X, α, β).
(3) If apr
β
P (X) = aprβP (Y) and aprβP (X) = aprβP (Y). There is ρP(X, α, β) = ρP(Y, α, β), μP(Y, α, β) = μP(X, α, β).
Proof. (1) By Theorem 3.1, there is aprα
P
(X) ⊆ aprα
P
(Y) when X ⊆ Y . Furthermore, there is aprβP (X) = aprβP (Y). Then, we
prove the conclusions by definition 3.3.
(2) and (3) can be proved as similar as the way (1). 
Theorem 3.6. Let A = (U,W, R, P) be probabilistic approximation space over two universes. For any 0 ≤ β < α ≤ 1,
X, Y ∈ 2W . Then the following relationships hold for rough degree and precision of X, Y, X ∪ Y and X ∩ Y .
(1) ρP(X ∪ Y, α, β)|aprβP (X) ∪ aprβP (Y)| ≤ ρP(X, α, β)|aprβP (X)| + ρP(Y, α, β)|aprβP (Y)| − ρP(X ∩ Y, α, β)|aprβP (X) ∩
apr
β
P (Y)|.
(2) μP(X ∪ Y, α, β)|aprβP (X) ∪ aprβP (Y)| ≥ μP(X, α, β)|aprβP (X)| + μP(Y, α, β)|aprβP (Y)| − μP(X ∩ Y, α, β)|aprβP (X) ∩
apr
β
P (Y)|.
Proof. By the definition, we have ρP(X ∪ Y, α, β) = 1 −
∣∣∣aprα
P
(X∪Y)
∣∣∣∣∣∣aprβP (X∪Y)
∣∣∣ = 1 −
∣∣∣aprα
P
(X∪Y)
∣∣∣∣∣∣aprβP (X)∪aprβP (Y)
∣∣∣ ≤ 1 −
∣∣∣aprα
P
(X)∪aprα
P
(Y)
∣∣∣
|aprβP (X)∪aprβP (Y)
∣∣∣∣∣ .
Therefore, ρP(X ∪ Y, α, β)|aprβP (X)∪ aprβP (Y)| ≤ |aprβP (X)∪ aprβP (Y)| − |aprαP (X)∪ aprαP (Y)|. As similar as the above, we
have ρP(X ∩ Y, α, β) = 1 − |apr
α
P
(X∩Y)|
|aprβP (X∩Y)|
= 1 − |aprαP (X)∩aprαP (Y)||aprβP (X∩Y)| ≤ 1 −
|aprα
P
(X)∩aprα
P
(Y)|
|aprβP (X)∩aprβP (Y)
∣∣∣∣ .
So, there isρP(X∩Y, α, β)|aprβP (X)∩aprβP (Y)| ≤ |aprβP (X)∩aprβP (Y)|−|aprαP (X)∩aprαP (Y)|.Meanwhile, the following
relation holds for any sets A and B according to the set-theory of Contor. |A ∪ B| = |A| + |B| − |A ∩ B|. Then,
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ρP(X ∪ Y, α, β)
∣∣∣aprβP (X) ∪ aprβP (Y)
∣∣∣ ≤ ∣∣∣aprβP (X) ∪ aprβP (Y)
∣∣∣− ∣∣∣aprα
P
(X) ∪ aprα
P
(Y)
∣∣∣
=
∣∣∣aprβP (X)
∣∣∣+
∣∣∣aprβP (Y)
∣∣∣−
∣∣∣aprβP (X) ∩ aprβP (Y)
∣∣∣−
∣∣∣aprα
P
(X)
∣∣∣−
∣∣∣aprα
P
(Y)
∣∣∣+
∣∣∣aprα
P
(X) ∩ aprα
P
(Y)
∣∣∣
=
∣∣∣aprβP (X)
∣∣∣+ ∣∣∣aprβP (Y)
∣∣∣− ∣∣∣aprα
P
(X)
∣∣∣− ∣∣∣aprα
P
(Y)
∣∣∣− {∣∣∣aprβP (X) ∩ aprβP (Y)
∣∣∣− ∣∣∣aprα
P
(X) ∩ aprα
P
(Y)
∣∣∣}
≤
∣∣∣aprβP (X)
∣∣∣+ ∣∣∣aprβP (Y)
∣∣∣− ∣∣∣aprα
P
(X)
∣∣∣− ∣∣∣aprα
P
(Y)
∣∣∣− ρP(X ∩ Y, α, β)
∣∣∣aprβP (X) ∩ aprβP (Y)
∣∣∣
Furthermore, by the relation of ρP(X, α, β) = 1 −
∣∣∣aprα
P
(X)
∣∣∣∣∣∣aprβP (X)
∣∣∣ and ρP(Y, α, β) = 1 −
∣∣∣aprα
P
(Y)
∣∣∣∣∣∣aprβP (Y)
∣∣∣ , we have
∣∣∣aprβP (X)
∣∣∣ −
∣∣∣aprα
P
(X)
∣∣∣ = ρP(X, α, β)|aprβP (X) and
∣∣∣aprβP (Y)
∣∣∣− ∣∣∣aprα
P
(Y)
∣∣∣ = ρP(Y, α, β)|aprβP (Y).
Therefore, we have ρP(X ∪ Y, α, β)
∣∣∣aprβP (X) ∪ aprβP (Y)
∣∣∣ ≤
∣∣∣aprβP (X)
∣∣∣+
∣∣∣aprβP (Y)
∣∣∣−
∣∣∣aprα
P
(X)
∣∣∣−
∣∣∣aprα
P
(Y)
∣∣∣− ρP(X ∩
Y, α, β)
∣∣∣aprβP (X) ∩ aprβP (Y)
∣∣∣ = ρP(X, α, β)
∣∣∣aprβP (X) + ρP(Y, α, β)
∣∣∣ aprβP (Y) − ρP(X ∩ Y, α, β)
∣∣∣aprβP (X) ∩ aprβP (Y)
∣∣∣ .
So, we prove Eq. (1).
(2) It can be easily proved by the relationship ρP(X, α, β) = 1 − μP(X, α, β). 
It can be easily seen there is other forms for probabilistic rough set over two universes with α and β. In [53], the author
also gives other three generalized probabilistic rough set over two universes by the sameway. Therefore, we also have some
conclusions which are analogous to Theorem 3.1 for the other three generalized probabilistic rough set over two universes
with α and β. As a matter of fact, the three generalized probabilistic rough set over two universes have the same results in
terms of mathematic limitation.
4. The rough entropy for probabilistic rough set over two universes
From the discussion in Section 3, we know that the uncertainty of any set about probabilistic approximation space
over two universes can be described by the rough degree ρP(X, α, β) and precision of the probabilistic rough set over two
universes. However, only objects included in the lower approximation and upper approximation are used, other knowledge
and information related to the whole approximation space have not been utilized. Therefore, there are some limitations in
the uncertainty description of the probabilistic rough set over two universes. The rough degree ρP(X, α, β) and precision
μP(X, α, β) take into account the number of elements in each of the approximations and are good metrics for evaluating
uncertainty of any object set X on the universe U. However, the precision and rough degree do not provide the information
that is caused by the uncertainty related to the binary relation and the probability measure between the universe U andW .
Their limitation is revealed by the following example.
Example 4.1 (Continued Example 3.1). Given two universes U = {x1, x2, x3, x4, x5} and W = {y1, y2, y3, y4}. Define set-
valued mapping R over universe U andW as follows.
R(x1) = {y1, y3, y4}, R(x2) = {y3, y4}, R(x3) = {y2}, R(x4) = {y1}, R(x5) = {y2, y3}.
Define another set-valued mapping Q over universe U andW as following.
Q(x1) = {y2}, Q(x2) = {y3}, Q(x3) = {y4}, Q(x4) = {y1, y2, y3}, Q(x5) = {y1, y2}.
Set X = {y2, y3, y4} and P(X|R(x)) = P(X|Q(x)) = |X∩R(x)||R(x)| = |X∩Q(x)||Q(x)| .
We calculate the probability value for the set-valued mapping R and Q as follows, respectively.
P(X|R(x1)) = 0.67, P(X|R(x2)) = 1, P(X|R(x3)) = 1, P(X|R(x4)) = 0, P(X|R(x5)) = 1.
P(X|Q(x1)) = 1, P(X|Q(x2)) = 1, P(X|Q(x3)) = 1, P(X|Q(x4)) = 0.67, P(X|Q(x5)) = 0.5.
Let the parameters value of β and α be β = 0.6 and α = 0.8, respectively.
Then, the lower and the upper approximations of X about probabilistic approximation space over two universes A =
(U,W, R, P) and A = (U,W,Q , P) could be shown as follows, respectively.
apr0.8
P
(X) = {x ∈ U|P(X|R(x)) ≥ 0.8} = {x2, x3, x5}, apr0.6P (X) = {x ∈ U|P(X|R(x)) > 0.6} = {x1, x2, x3, x5}.
apr0.8
P
(X) = {x ∈ U|P(X|Q(x)) ≥ 0.8} = {x1, x2, x3}, apr0.6P (X) = {x ∈ U|P(X|Q(x)) > 0.6} = {x1, x2, x3, x4}.
It can be easily seen that both of the lower and upper approximations of object set X about the set-valuedmapping R and
Q are not identical. However, we obtain the precision and rough degree of X about the probabilistic approximation space
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over two universes A = (U,W, R, P) and A = (U,W,Q , P) by definition 3.3 are equal.
ρP(X, 0.8, 0.6) =
|apr0.8
P
(X)|
|apr0.6P (X)|
= 3
4
, μP(X, 0.8, 0.6) = 1 − ρP(X, 0.8, 0.6) = 1 − 3
4
= 1
4
.
Therefore, it is necessary to introducemore effective uncertaintymeasures. In 1948, Shannonfirstly proposed the concept
of entropy [54] and applied it to measure the uncertainty of a system. The concept of entropy regards the uncertainty which
is produced by the information and knowledge in whole approximation space. In [55], Bianucci and Cattaneo systemically
studied the covering information entropy. In particular the entropy in the case of incomplete information systems. In [36],
Liang and Li discussed the granularity measure and rough entropy in detail by using the Shannon entropy.
From thediscussion in Section 3,we know there is a covering but not a partition onuniverseW according to the set-valued
mapping which defined between U and W . So far most of the existed research for uncertainty measurement for rough set
in approximation space depend on the partition of the universe by an equivalence relation. In this paper, we try to give a
new generalization of the classical Shannon entropy by using the ideas of Ref. [36]. Then a new description of the classical
Shannon entropy is given by the covering of the universe. Andwe also study the uncertaintymeasure for probabilistic rough
set over two universes, the knowledge granularity and the rough entropy of probabilistic approximation space over two
universes by using the concept of the general Shannon entropy.
Above all, we give the definition of the Shannon entropy [36,54,55].
LetU be non-empty finite universe, R be binary equivalence relation on universeU.U/R = {X1, X2, . . . , Xn} is a partition
determined by the equivalence relation R. pi = P(Xi) = |Xi||U| is the probability distribution on U/R. We call
H(U/R) = −
n∑
i=1
pi log2 pi
the information entropy of U/R.
If there is pi = 0 or Xi = ∅, then define 0 log2 0 = 0.
Based on the definition of Shannon entropy, we give the definition of general Shannon entropy of covering-based on
universe as follows.
Definition 4.1. Let U be non-empty finite universe, C = {C1, C2, . . . , Cn} be a covering of universe U. i.e.,⋃ni=1 Ci = U and
Ci ∩ Cj = ∅. Denote pi = P(Ci) = |Ci||U| . Then pi is a generalized measure of U. Define,
H(C) = −
n∑
i=1
1
|U| log2 pi
is called general information entropy of U about the covering C.
If there exists Ci ∈ C and Ci = ∅. Then, define pi = P(Ci) = 0 and H(C) = 0.
Theorem 4.1. Let U be a non-empty finite universe. C is the covering of U. H(C) is the general Shannon entropy in U based on
covering C. Then, H(C) satisfies the following properties.
(1) 0 ≤ H(C) ≤ log2 |U|.
(2) If there exist Ci ∈ C and Ci = U, Cj = ∅, j = 1, 2, . . . , n, i = j, then H(C) = 0. For this case, we call the covering
C a triviality covering of U.
(3) If Ci is single-point set for any Ci ∈ C, i = 1, 2 . . . , n, then H(C) takes maximum value log2 |U|.
(4) H(p1, p2, . . . , pn) = −∑ni=1 1|U| log2 pi is a continuous function.
Proof. It can be easily verified by the definition. 
Given the concept of thegeneral Shannonentropyof covering-based.Wepresent theuncertaintymeasure forprobabilistic
rough set over two universes and probabilistic approximation space over two universes as follows, respectively.
Let A = (U,W, R, P) be probabilistic approximation space over two universes, RU(2W ) = {R(x1), R(x2), . . . , R|U||xi ∈
U, i = 1, 2, . . . , |U|} be a covering which determined by the binary relations R from universe U toW .
Definition 4.2. Let A = (U,W, R, P) be probabilistic approximation space over two universes, RU(2W ) be the covering of
W . Then, the uncertainty measure of approximation space A is defined as
G(A) = −∑
x∈U
1
|W| log2
|R(x)|
|W| .
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It is easy to know that G(A) ∈ [0,+∞) and G(A) = H(RU(2W )) ≥ 0.
Furthermore, the uncertainty measure G(A) of approximation space A is called granular measure of A, too. In fact, G(A)
describe the knowledge granular formed by the binary relation R of the approximation space A.
Theorem 4.2. Let A = (U,W, R, P) be probabilistic approximation space over two universes. G(A) be the granular measure of
A. Then the following properties satisfy:
(1) 0 ≤ G(A) ≤ log2 |W|.
(2) If R(x) ∈ 2W is single-point set for any x ∈ U, then granular measure G(A) takes maximum log2 |W|.
(3) If R(x) ∈ 2W is the triviality covering of W for any x ∈ U, then the granular of A takes minimum value 0.
Proof. It can be easily verified by the definition. 
Definition 4.3. Let A = (U,W, R, P) be probabilistic approximation space over two universes. RU(2W ) be the covering of
W . Then, the rough entropy of approximation space A is defined as
Er(A) = −
∑
x∈U
1
|W| log2
1
|R(x)| .
Theorem 4.3. Let A = (U,W, R, P) be probabilistic approximation space over two universes. Denote Er(A) be rough entropy of
A. The following assertions hold:
(1) 0 ≤ Er(A) ≤ log2 |W|,
(2) If R(x) ∈ 2W is single-point set for any x ∈ U, then rough entropy Er(A) takes minimum value 0,
(3) If RU(2
W ) is a triviality covering of W for any x ∈ U, then rough entropy Er(A) takes maximum value log2 |W|.
Proof. It can be easily proved by the definition. 
Theorem 4.4. Let A = (U,W, R, P) be probabilistic approximation space over two universes. RU(2W ) be a covering of W . Then,
the relationship between granular measure and rough entropy of A satisfy the following equation.
G(A) + Er(A) = |U||W| log2 |W|.
Proof. By the definition, we have G(A) = −∑x∈U 1|W| log2 |R(x)||W| = −
∑
x∈U 1|W|
(
log2 |R(x)| − log|W|2
)
= −
(
−∑x∈U 1|W|
log2
1
|R(x)|
)
+∑x∈U 1|W| log2 |W| = −Er(A) + |U||W| log2 |W|.
That is, G(A) + Er(A) = |U||W| log2 |W|. 
The result of Theorem 4.4 indicates that granular measure is inversely related to rough entropy for probabilistic approx-
imation space over two universes. That is, for a certain probabilistic approximation space over two universes, the granular
measure will decreased while the rough entropy increased and vice versa.
In following, We give the uncertainty measure for the probabilistic rough set over two universes by using the rough
entropy of the probabilistic approximation space over two universes.
Definition 4.4. Let A = (U,W, R, P) be probabilistic approximation space over two universes. For any X ∈ 2W , the set
cluster RU(2
W ) is the covering ofW . μP(X, α, β) is the rough degree of X in A. Then, the rough entropy of object set X in A
is defined as follows.
Er(X) = −μP(X, α, β)
∑
x∈U
1
|W| log2
1
|R(x)| .
Clearly, by the rough entropy Er(A) of the probabilistic approximation space over two universes, the rough entropy of
object set X can also be described as follows.
Er(X) = −μP(X, α, β)Er(A).
According to the rough entropy of any object setX(X ∈ 2W ) inW , the uncertainty or the rough entropy of the probabilistic
rough set over two universes not only related to the approximation quality of object set X(X ∈ 2W ) but also related to rough
entropy of the probabilistic approximation space over two universes.
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Remark 4.1. If U = W and RU(2W ) be the covering of the universe W . Then, the above definitions and theorems is
satisfied for the rough set based on the same universe. Then the above definitions and theorems are identical with the
reference [36].
We use a numerical test in following paragraph to illuminate the conclusions of the probabilistic rough set model over
two universes and its uncertainty measure method proposed in this section.
Example 4.2 (Continued Example 4.1). Given two universes U = {x1, x2, x3, x4, x5} and W = {y1, y2, y3, y4}. R and Q are
two different set-valued mappings over U and W, respectively. Based on the Example 4.1, we could obtain the following
results.
Firstly, we obtain the knowledge granularity measure and rough entropy for probabilistic approximation space over two
universes A = (U,W, R, P) according to Definitions 4.2 and 4.3 as follows, respectively.
G(A) = −∑
x∈U
1
|W| log2
|R(x)|
|W| = −
1
4
(
log2
3
4
+ log2 2
4
+ log2 1
4
+ log2 1
4
+ log2 2
4
)
= 2 − 1
4
log2 3,
Er(A) = −
∑
x∈U
1
|W| log2
1
|R(x)| = −
1
4
(
log2
1
3
+ log2 1
2
+ log2 1 + log2 1 + log2 1
2
)
= 1
2
+ 1
4
log2 3.
Then, we have the following relationship:
G(A) + Er(A) = 2 − 1
4
log2 3 + 1
2
+ 1
4
log2 3 = 5
2
= 5
4
log2 4 = |U||W| log2 |W|.
It validate the conclusion of Theorem 4.4.
Secondly, we calculate the rough entropy for A = (U,W,Q , P) as follows.
Eq(A) = −
∑
x∈U
1
|W| log2
1
|Q(x)| = −
1
4
(
log2 1 + log2 1 + log2 1 + log2 1
3
+ log2 1
2
)
= 1
4
+ 1
4
log2 3.
By Definition 4.4, we obtain the rough entropy of object set X about the probabilistic approximation space over two
universes A = (U,W, R, P) and A = (U,W,Q , P) as follows, respectively.
Er(X) = −μP(X, α, β)Er(A) = 1
4
(
1
2
+ 1
4
log2 3
)
= 1
8
+ 1
16
log2 3.
Eq(X) = −μP(X, α, β)Eq(A) = 1
4
(
1
4
+ 1
4
log2 3
)
= 1
16
+ 1
16
log2 3.
It is easy to show that Er(X) = 18 + 116 log2 3 = 116 + 116 log2 3 = Eq(X).
Therefore, the newuncertaintymeasure could avoid the limitation of the traditional uncertaintymeasure for probabilistic
rough sets over two universes.
5. Conclusion
This paper has significantly investigated the properties of four types probabilistic rough set models over two uni-
verses. The continuous of lower and upper approximations about the probability parameter, the relationship between
the boundary region with the lower and upper approximations and the rough degree (precision) inequality were dis-
cussed in detail. All these results would enrich the probabilistic rough sets over two universes both of aspect on theory and
applications.
In order to avoid the limitation of the traditional uncertainty measure approach to probabilistic rough sets over two
universes. A new method of uncertainty measure, the general Shannon entropy of covering-based over two universes, was
established. It is also an extension of the uncertainty measure method of partition-based on the same universe for classical
Pawlak rough set model. A numerical example is used to verify the basic concepts and conclusions about the probabilistic
rough set over two universes.
The paper focuses on the basic theory of rough set in probabilistic approximation space over two universes. In fact, the
research of the decision method in the context of the uncertainty based on probabilistic rough set model over two uni-
verses in practise values more both in theory and applications. On the other hand, there may be much complementarity
of the other uncertainty theories with probabilistic rough set over two universes in many practical applications. There-
fore, further research may include how to establish decision method based on the theory of probabilistic rough set over
two universes and how to combine the proposed models with uncertainty theory for decisions making in the context of
uncertainty.
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