ABSTRACT. It is first shown in this paper that, whenever it exists, the coincidence degree of the left-hand member of an autonomous differential equation
I. INTRODUCTION In this paper we are concerned with the periodic boundary value problem (BVP) (1.1 ) ( 1.2) X' = F(t, x),
where F: [0, w] x Rm ----+ Rm is a Caratheodory function (w> 0). We recall that if F : R x Rm ----+ Rm is w-periodic in the first variable, then any solution of (1.1 )-( 1.2) can be extended to a classical (i.e. absolutely continuous) wperiodic solution of (1.1) defined on the whole real line. Accordingly, without overindulging in terminology, we call in what follows w-periodic any solution of (1.1) satisfying (1.2).
The periodic BVP plays a central role in the theory of ODEs for its significance in several applications (see [30, 58, 59] ). Many authors have treated problem (1.1 )-( 1.2) by means of topological methods; in such a framework, continuation theorems tum out to be specially suitable for the existence problem. Basically, the "continuation" is performed through an admissible homotopy carrying the given problem to a simpler one. This simpler one may be an autonomous equation whose w-periodic solutions consist in an odd number of nondegenerate equilibria, like in Stoppelli's pioneering work [63] , or a linear equation having only the trivial w-periodic solution (see e.g. [43] , references for Theorem IV.5). By the fundamental properties of topological degree theory, such an approach will only succeed in problems having an odd degree.
where e(t, x) satisfies suitable growth conditions and the performed homotopy IS 
f(t, X; A) = g(X) + Ae(t , x).
A first class of results are of perturbational type, i.e. require leloo to be sufficiently small. In this case, the assumptions upon g are rather mild and the results generalize in various ways earlier contributions of Amel'kin-GaishunLadis [1], , Cronin [9, 10, 11 ], Gomory [23] , Halanay [25, 27] , Hale-Somolinos [28] , Lando [32, 33] , Pliss [56] , Srzednicki [62] and Ward [66] . A second class of results, of global type, deals with the case where g is positively homogeneous of some order and the corresponding results improve in various directions earlier contributions of Dancer [13] , Fonda-Habets [17] , Fonda-Zanolin [18] , Fucik [19] , Krasnosel'skii-Zabreiko [31] , Lazer-McKenna [36] , Lasota [34] and Muhamadiev [47, 48] .
In §IV, an extension of Theorem 2 to flow-invariant Euclidean Neighbourhood Retracts is performed (Theorem 5). We recall that a metric space C is an ANR (Absolute Neighbourhood Retract) if and only if it is homeomorphic to a neighbourhood retract of a Banach space Y. If Y is finite dimensional, we say that C is an ENR (Euclidean Neighbourhood Retract). In such a general framework we use (continuous vector fields and) the fixed point index of compact operators defined on the space of continuous functions which take values in the given ENR. Moreover, Theorem 5 enables us to deal with some cases when the phase space is not the whole Rm but e.g. a regular manifold, a closed convex set or a conical shell. Beside a flow-invariance condition for the given ENR, we introduce the so-called "property (A)", which ensures that the ENR we work with is invariant not only for the flow induced by x' = fo(x) but for the flow induced by x' = qJk(X) as well, where (according to the Kupka-Smale's theorem) (qJk) is the sequence of functions approximating 10. We point out that property (A) holds (obviously) true when the phase space is Rm itself (as in § §II and III); moreover, it is always satisfied in the cases we quoted above (e.g. regular manifolds and closed convex sets) as well. The proof of Theorem 5 is carried out by embedding (1.1)-(1.2) in a functional-analytic framework which is inspired by the study of the Poincare map (like in [6] ); on the other hand, we use, instead of the Brouwer degree, the "index of rest points".
We end this section with a list of notations. The m-dimensional real euclidean space Rm is endowed with the usual scalar product ('I')!' norm I· I and distance d(·, .). Given two subsets Cl , C2 of Rm, we denote by
the distance between the sets Cl and C2• R+ is the set of nonnegative reals.
Given Xo E Rm and R > 0, we denote by B(xo, R) (resp., B [xo, R] ) the open (resp., closed) ball of center Xo and radius R. Given any metric space W, for A c B c W by intBA, frBA, clBA we mean, respectively, the interior, boundary and closure of the set A relatively to B. We omit the subscript when
If W is a normed space, I· Iw denotes its norm and Iw the identity operator in W. As a usual convention, the subscript is omitted for
W=Rm.
For a closed set S c Rm, by
T(z; S):= {v E R m : liminfd(z + hv, S)/h = o} , h-+O+
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use we mean the (Bouligand) tangent cone to S at z, while, for a closed convex set K c Rm we denote by N(z, K) the set of (nonzero) outer normals to K at z E fr K. [24, 50] ). By dB and deg we mean, respectively, the usual Brouwer degree in Rm and the Leray-Schauder degree in a normed vector space.
II. THE MAIN RESULT
We deal with the periodic boundary value problem:
2) As we mentioned in the introduction, we assume that for A = 0 the map f is autonomous, i.e. there exists a continuous function 10 : Rm --+ Rm such that (2.4) fo(x) := f(t, x; 0)
for almost every t E [0, OJ] and each x E Rm . A particular but significant case in which such a situation occurs is when f splits as
this is examined in detail in §III. The proof of continuation results for problem (2.1 )-(2.2) is based, essentially, on the homotopy invariance of the topological degree and on estimates for the degree of some operators associated to system (2.5) x' = fo(x).
This second goal is achieved showing that, under certain circumstances, it is sufficient to evaluate the (finite dimensional) Brouwer degree of the vector field
10.
In the first part of this section, we prove some results in which the above programme is developed for various operators related to (2.5 
, for some linear isomorphism T (see [43, 44, 55, 65] ). In the sequel, for simplicity, we take J:= I (the identity in Rm).
Let Q c X be bounded and open (relatively to X).
It is a standard fact to check that Ro : clxQ --t X is compact. Therefore, the coincidence degree of Land Mo in Q is defined by
From [43, p. 19] we know that the definition of the coincidence degree is independent of the projectors P and Q. We note that a similar framework may be introduced by a different choice of the function spaces. In particular, the use of Z := Li( [O, OJ] , Rm) is not necessary at this point. However, such a choice is convenient as we deal later with nonautonomous nonlinearities satisfying only the Caratheodory conditions (see [43, Chapter VI] ).
The following theorem, which is crucial for the proof of Theorem 2, may be considered of some independent interest as a contribution to the coincidence degree theory.
Theorem 1. Assume that there is no x(·)
Proof. First of all, we observe that, as Q is bounded, there is a constant R > 0 such that Ixloo < R, for every x E clxQ. Furthermore, we point out that the assumption is equivalent to (2.8)
is well defined.
The proof is performed by means of a corollary of the Kupka-Smale's theorem [7, p. 68 This fact will imply, in particular, that (2.10)
Then, a classical compactness argument ensures that, for any k ~ ko, there is
To obtain (2.9), it is sufficient to observe that the sequence of operators Nk,Ji converges, as k --t +00, to Mo in Z uniformly on clxQ x [0, 1] and that, by
Hence, the claim is proved and, using the homotopy property of the coincidence degree (see [22, Theorem III.2]), we can write
for every k ~ ko and, in particular, Therefore the claim is proved. Now, the solutions of (2.15) correspond, by the transformation
to the solutions of the problem
Thus, problem (2.16) has, by construction, no nontrivial (i.e. nonequilibrium) solution on clxQ and, by assumption, no rest point on frxQ (as its rest points are the same as those of (2.14) and all its possible solutions in B(O, R) are rest points). Now, as (2.14) has no solution on frxQ, the homotopy invariance of coincidence degree implies that
for all w::; Wi < r. Fix some Wi E (w, r). Now, by excision, EfrxB(zj, 6) such that 
The result follows by (2.17), (2.20) and (2.13). The proof is complete.
Theorem 1 is a generalization of Lemma VI.1 in [43] , where the case 10 = -V'V, with VEC\(Rm,R) and OnRm=B(O,r), r>O, is treated. We remark that (2.19) holds for any linear orientation preserving isomorphism J : Rm ----+ Rm (see [43] ), and so (2.7) is independent of the choice of P, Q, J, whenever det J > 0. In the more general case in which J : 1m Q = Rm ----+ ker L = Rm is an arbitrary linear isomorphism, we can write, instead of (2.7),
From Theorem 1, using the duality theorems developed in [43, Chapter III] and [31, Chapter III], we can find other relations between the degree of some fixed point operators related to (2.5)-(2.2) and the Brouwer degree of 10. To this end, the following maps <1>; :
All the <1>;, i = 1 , 2, 3, are completely continuous and their corresponding fixed points are exactly the solutions of (2.5)-(2.2). Moreover, <l>31x :
Let 0 c Y be bounded and open (relatively to Y). In [43] , the following equalities are proved, provided that there is no x E fryn, solution of (2.5)-(2.2):
Indeed, it is sufficient to apply, respectively, Theorem III. 1 , Theorem III.4 and Proposition III.5 in [43, Chapter III] . Related results can be found in [31, 28] . Now, we have Corollary 1. Assume that there is no x EX n fryn such that x' = fo(x). Then, for i = 1 , 2, 3,
and then Theorem 1 can be applied.
In [48] , the author stated the equality deg(/y -4>" n, 0) = dB{-fo, nnR m , 0) for the case when n is a ball and fo is positively homogeneous of order 1, assuming that equation ( Finally, we give an analogous result for the Poincare map. Suppose that equation (2.5) defines a flow in Rm, i.e. assume uniqueness and global existence for the solutions of the Cauchy problems associated to (2.5). For each z E Rm, we denote by x(', z) the solution of (2.5) with x(O, z) = z. Thus, the Poincare-Andronov operator on [0, OJ] is defined by
Let GeRm be an open bounded set. Then, the following result holds. 
Corollary 2. Assume that
proved under the stronger condition that x(t, z) i-z for all t E (0, OJ] and Z E fr G (that is, assuming that all the points of fr G are of OJ-irreversibility [30] ). Now, we are in position to state some existence results.
Continuation theorems.
In the sequel, we use the notation introduced at the beginning of the chapter. Recall that
First, we give our main result for the solvability of (2.1 ) (2.2)
Theorem 2. Let Q c X be an open-bounded set such that the following conditions
are satisfied:
Proof. We use the framework of coincidence degree theory as in Theorem 1. The classical Leray-Schauder continuation theorem [37] could be used instead, by the equivalence stated at the beginning of the §II.l. Besides the spaces and the operators considered there, we further define M :=
M(x;A):Xx[O,I] ...... Z: M(x; A)(t) := f(t, x(t) ; A).
Observe that M(·; 0) = Mo.
Without loss of generality, we suppose that (pd holds for A E [0, 1] in (2.1;.). Otherwise, the result is proved for x E frxQ. Accordingly, by the definition of M(.; A) and using (pd we have
for all x E domL n frxQ. Thus, we can apply the homotopy property of the coincidence degree and obtain:
Assumption (PI) (for A = 0) ensures that Theorem 1 can be applied, so that (2.7), (2.24) and (P2) imply 
Proof. It is sufficient to define (in the setting of Theorem 2):
and to check that (PI) and (P2) are fulfilled. For brevity, we omit the details.
Remark 1. Corollary 3 is a continuation theorem analogous to [39] . Namely, in [39] the bound set condition is required for equation
with h(t, x; 1) = F(t, x), and, in place of (j2), the 
which comes from the study of the equivalent second order scalar equation
It is easy to prove that Corollary 3 can be applied with
Indeed, in this case a priori bounds for the lV-periodic solutions are available (see [13, 19] ). On the other hand, if we consider the system
the a priori bounds for the lV-periodic solutions can be found only if Example 1 deals with a periodically perturbed autonomous system. In the case of a general nonautonomous equation
a natural choice for the homotopy in applying Theorem 2 is to take
where F is the averaged vector field defined by
w 0 Example 2. We consider the problem 
::k ifa<l, and 
so that v is constant and Ivloo = 1. From (2.29) we also get
and hence, letting A ---+ +00,
Hence,
and by Theorem 1 and our assumption, 
2) has at least one solution. This last situation is related to earlier work of Halanay [26] and Mawhin [42] .
A simple consequence of Corollary 3 is based on the fact that, whenever a priori bounds for the solutions of (2.1;.) can be performed, then the "bound set" condition Ud is satisfied. More precisely, we have 
Then (2.1 )-(2.2) has at least one solution with values in K.
A result analogous to Corollary 3 can be performed in the case when the phase space is not Rm but a closed convex subset C of Rm with nonempty interior, provided that a flow-invariance condition for the set C is satisfied. More precisely, we have For the proof of Theorem 3, it is sufficient to use the claims in Theorem 1 and to argue as in [5] , where a continuation theorem for the existence of solutions to (2.1 )-(2.2) which remain in a convex set is performed. Obviously, Corollary 4 can be modified accordingly.
In §IV we prove a continuation theorem which is a generalization of Theorem 2 to the case when the phase space is an Euclidean Neighbourhood Retract (ENR); however, the proof of this result is obtained by embedding (2.1 )-(2.2) in a functional-analytic framework which is different from [43] .
Another consequence of Corollary 3 can be deduced in the case of planar systems (m = 2) for which equation (2.1,d takes the form 
Corollary 3 is satisfied with respect to the solutions of (2.30)-(2.2). The choice of the constant M 2' : R follows by the estimates developed in [46] and [51] . We omit the rest of the proof referring to these papers for the needed computations. We note that Corollary 5 (or some slight variants of it) is the basic tool for the proof of some recent results concerning the periodic BVP for some Lienard and Duffingequations under one-sided growth restrictions on the restoring term 1f12 (see [15, 16] 
for all possible solutions x(·) of
satisfying the boundary condition (2.32). Suppose that, for r 2:: R,
Then (2.31 )-(2.32) has at least one solution.
The proof follows straightforwardly from Corollary 4, arguing like in [40] , and therefore it is omitted.
We recall that in [14, p. 677] a similar result has been obtained for a second order scalar equation using a different approach based upon some equivariant degree theory.
As a final result, we give a continuation theorem based on the study of the Poincare map. Extensions to differential-delay equations may be performed as well, combining Theorem 1 with the arguments developed in [41] .
III. ApPLICATIONS
In this section we deal with the problem of the existence of solutions x(·) to
We state some consequences of Theorem 2 and of its corollaries which illustrate the range of applicability of our main result.
Throughout this section, we assume that the nonlinear field F splits as 
F(t, x) = g(x) + e(t, x),
where the function g : Rm --+ Rm is continuous and e : [0, w] x R m --+ Rm satisfies the Caratheodory assumptions. First, we consider the case of "small perturbations"; then, we study large perturbations of positively homogeneous vector fields. By Ascoli-ArzeUt's theorem we have that there is an w-periodic solution x* (.) of (3.4), with x*(t) E cl G "It, such that (up to subsequences) Xn ---+ x* uniformlyon [0, w]. Moreover, for tn ---+ t*, we have x*(t*) E frG. Thus, passing to the limit in (3.5), a contradiction with (kl ) is reached and the claim is proved, so that Ud is satisfied for e(·, .) sufficiently small. Thus we can apply Corollary 3 and the proof is complete.
With elementary changes in the proof it can be seen that the result is still true when e(t, x) = e(t) and bounds for leII are considered.
Corollary 7 enables us to recover a number of previous results, thanks especially to the rather weak condition (kl ). For example, (kl ) is satisfied whenever the flow nO induced by (3.4) is dissipative (i.e. there is a compact set K c Rm such that for each x E Rm there is tx ;::: 0 with n°(t, x) E K for all t ;::: tx) ; indeed, if this is the case, then dB(g, G, 0) = (-I)m X(Rm) = (-I)m, for every G:J K, where X is the Euler-Poincare characteristic (see [31] , [61, Theorem 6 .1]). Hence, Corollary 7 guarantees the existence of periodic solutions for small periodic perturbations of autonomous dissipative systems. In this manner, we recover some classical results contained in [11, 28, 56] . Now, we discuss other results for the existence of solutions to (3.1 )-(3.2) where some conditions less general than (kl ) are required.
In the two-dimensional case, J. Cronin [9, 10, 11] and A. C. Lando [32, 33] deal with periodic perturbations of autonomous systems of the form:
Following Gomory's approach [23] , the authors are led to construct a simple closed curve J (containing the origin in its interior) such that the unperturbed system (3.7)
has no closed orbits intersecting J. Clearly, in this situation (kl ) is satisfied and condition (k2) either is explicitly required (see [32, 33] ), or it is an implicit consequence of other hypotheses. For instance, in [9, 10, 11] it is assumed that "the point at infinity is strongly stable relative to (3.7)". However, in this case it can be proved that On the other hand, we observe that none of the above quoted theorems is suitable for dealing with systems like (3.8)
(see [10, p. 159] ), while Corollary 7 applies. We also note that many regularity hypotheses which are required in [9, 10, 11, 32, 33] are avoided using our approach.
Another condition (stronger than (kd /\ (k2» leading to the existence of wperiodic solutions of (3.6) was given in [1, Theorem 2] , where it is assumed that the origin is an isolated critical point with nonzero index and it is not an isochronous center of period wlk (k EN). In fact, in this case it is sufficient to take G = B(O, 0), with 0 > 0 sufficiently small. On the same line, see [3, Theorem 2] . Finally, we mention that, by means of Corollary 7, we can give an easy proof of Nemitzkii's Conjecture (first settled by A. Halanay [25] ). If the autonomous system (3.7) has a limit cycle, then there is least one w-periodic solution of (3.6) , for e sufficiently small.
Again, Corollary 7 may be applied, choosing G such that fr G is "sufficiently close" to the limit cycle.
In the higher dimensional case, Corollary 7 is an improvement of [1, Theorem 1], [3, Theorem 1], [27, Theorem 3.13] , where, besides (k2) , various specific conditions are required, such as, e.g. [27] , "The origin is the only critical point of (3.7) in a neighbourhood G of itself, and (3.4) has no periodic solutions of period w', 0 < w' $ w, passing through points of fr G ". Corollary 7 is also a generalization of [62, Theorem 4] , [66, Theorem 4.1, (cd], where, instead of (kd, the existence of a compact isolating neighbourhood K for the flow induced by (3.4) is required.
Indeed, if this is the case, then G = int K is suitable for the validity of Corollary 7. Again, equation (3.8) provides an example of applicability of our result while [62, 66] cannot be used (see also Example 3 below).
We end this subsection with an example of a system which is nondissipative and such that, furthermore, the corresponding autonomous system has the origin as a global center. For related results see [20, 53] .
Example 3. We deal with the forced nonlinear second order scalar equation:
where /{I: R -+ R is continuous and p : R -+ R is continuous, w-periodic and such that
As is well-known, equation (3.9) is equivalent to the phase-plane system:
where
We assume that the function /{I satisfies: From (3.10) and (3.11), it follows that the origin in R2 is a global center for the autonomous system (3.12) On the other hand, in order to use Corollary 7 it is sufficient to find a bound set G for (3.12), i.e. an open bounded set with 0 E G such that there is no w-periodic solution of (3.12) "tangent" to fr G. To this end, we consider, for any c > 0, the sublevel set \}Ie := {(x, y) E R2 : (1/2)y2 + \}I(x) < c}. Then, fr\}le is a periodic orbit with minimum period:
J\}I(c/-\}I(e;) de; , 
Ixl-++oo
Systems of the form (3.13) have been widely studied; see, for instance, [31, 34, 36, 45, 47, 48] . In [31, §41] , [47] the more general case in which the function g may depend on t is considered too. However, as we show below, there are situations that can be settled in the framework of Corollary 4 but do not fit in [31, 48] .
In the first result of this subsection we consider the case of g homogeneous of degree one. 
Then there is at least one w-periodic solution to (3.13).
Note that, from (L3) , the origin is the unique singular point of g, and (Ld, (L4) imply that dB (g , B(O, R) , 0) =f. 0, for every R > O. Ae(t ,x) . In order to find R and, as a consequence, to prove the existence of a priori bounds for the solutions of (3.1;.), assume by contradiction that there is a sequence (xn ) of w-periodic functions, with IXnloo ---> +00 and such that, for every n EN, (3. 15) x~=g(xn)+Ane(t,xn),
Proof. We apply Corollary 4, with K
= B[O, R] for R > 0 sufficiently large, G = B(O, Rd, R, > R, fo = g, f(t, x; A) = g(x) +
AnE[O,I].
Now we set, for all n EN,
Yn(·):= xn(·)/lxnl oo ,
so that, dividing (3.15) by IXnloo and using (Ld we get
xn)/lxnloo) .
We observe that we can apply Ascoli-Arzela's theorem; therefore, there exists y*, with IY*loo = 1, such that (up to subsequences) Yn ---> y* uniformly on [0, w]. Thus, taking the limit as n ---> +00 in (3.16) and using (L2) we obtain
Therefore, by (L 3 ), y* = 0, which is a contradiction.
Thus, we have proved that there is R > 0 such that, for every w-periodic solution x(·) of (3.14), x(t)EB [O,R] for all tE [O,W] . Therefore, using (L4) we see that Corollary 4 is applicable and we get the existence of an wperiodic solution of (3.13) such that
The proof is complete.
Remark 3. Corollary 8 is a generalization of the results (in the case a = 1) in [48] , where, besides (Ld, (L2) and (L4) , the fact that there are no cycles or nontrivial equilibrium states for the autonomous system x' = g(x) is assumed. In other words, (L3) must hold for periodic solutions of any period. Hence, the range of applicability of our corollary is wider than Muhamadiev's one. For instance, Muhamadiev's theorem does not apply to Example 1 in §II; indeed, in that situation, for Ii, v > 0, the origin is a global center for the autonomous system I I + -X,=X2, X2=-IiX, +vx, ' while our result applies, provided that (Ii, v) does not belong to the DancerFuCik spectrum [19] .
We also point out that, apparently, Corollary 8 (or, more precisely, the evaluation of the Leray-Schauder degree ofthe Nemitzkii operator induced by (3.14)
in terms of the Brouwer degree of g) cannot be obtained by means of the techniques developed in [31] . To this regard, see the problem raised in [31, p. 256] . Now, we state the analogue of Corollary 8 for nth order systems of the form (3.17) x, x' , ... , x(n-I»).
Corollary 9. Assume that the following conditions are satisfied:
, is the only w-periodic solution of
Then, (3.17) has at least one w-periodic solution.
As for the proof, it is sufficient to repeat the argument in the proof of Corollary 9 and to apply Corollary 6. [36] ). Corollary 9 improves the result in [36] , where system
is studied. Indeed, besides assumptions analogous to (fd, (f2) , (f3) , it is assumed in [36] that Vex) > 0 for x =f. 0 so that (f4) holds as well (see [31, Theorem 12.6] ). This remark shows that Corollary 9 contains the classical theorems in [13, 19] on jumping nonlinearities, where asymptotically homogeneous autonomous equations are considered, and some of the results in [17, 18] . An easier proof of the theorem in [36] has been recently obtained in [45] .
As a second consequence of Corollary 4, we perform a result for asymptotically positively homogeneous systems of order a, with a =f. 1.
Corollary 10. Assume (LI ), (L2) , (L4) and suppose, respectively, either
Then, (3.13) has at least one w-periodic solution.
The proof can be obtained by repeating essentially the proof of Corollary 8, or following Muhamadiev's argument [48] .
By means of [48] and Corollary 4 it is easy to extend the result to systems of the form (3.18)
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use using a homotopy between (3.18) and either the "freezed" system x' = g (O, x) for a > 1, or the "averaged" system x' = g(x) for a < 1.
We do not give any new contribution for (3.18), except for the abstract theorem we use; hence, we do not state such results in detail.
Finally, we mention that by means of the (continuation) Theorem 2 it is possible to obtain a result on the so-called "regular guiding functions" (see [4] , [31, §14] ). In this way, we can easily recover [8, 12, 23] , where a perturbation of a polynomial in R2 is studied.
IV. AN EXTENSION TO FLOW-INVARIANT ENRs
In a recent paper [6] , a variant of Mawhin's continuation theorem has been obtained for differential systems inducing a flow on some closed ENRs. In what follows we give a similar extension of Theorem 2, provided that a Kupka-Smale approximation property holds.
Let C c Rm be a closed ENR. In this section, our goal is to prove the existence of a solution x(·) to ( 4.1) (4.2)
such that, for all t E [0, w], x(t) belongs to a certain subset of C.
The particular case when C = Rm has been treated in the previous sections.
As before, we assume that Once for all, we point out that such assumption is not strictly necessary in our proofs, but it provides the uniqueness of the solutions to all the Cauchy problems which we will consider henceforth. Moreover, we assume that for A = 0 the map f is autonomous, i.e. there exists a function fo : C ---+ Rm such that (4.4) fo(x) = f(t, x; 0),
In this more general situation, we need a "flow-invariance" hypothesis ensuring that system Nagumo's theorem (see [49, 67] ) ensures that this fact holds true if and only if
where T(z; C) is the (Bouligand) tangent cone to C at z. In other words, condition (i,) means that the function f is "subtangential" to C at z E fr C.
Remark 5. Assumption (id is obviously satisfied in the case when C = Rm. If set C is a regular manifold and f( t , .; A) is a tangent vector field, then f(t, z; A) E T(z; C) n -T(z; C), so that (id holds (see [21] ). If C is a closed convex set with nonempty interior (like in [5] We stress the fact that if the set C is a manifold (with or without boundary) and fo is a tangent vector field to C, then property (A) is satisfied. Indeed, this is a consequence of the Kupka-Smale theorem. In particular, property (A) is satisfied in the case when C = Rm (as in §II above). If the set C is a closed convex set with nonempty interior (as in [5] ), then it is easy to prove that property (A) is satisfied. Indeed, if (4.5) holds one can show, by a standard perturbation argument, that there are sequences (I/fk) and (15k) ! 0 such that I/fk ---t fo uniformly on compact sets and (l/fk(z)ll1) :::; -15k < 0 for all z E fr C, 11 E N(z). Now, by the Kupka-Smale theorem, we have that, for each kEN, there is a sequence (qJk,n)~o satisfying (a'), (b') and (c'). Finally, a diagonal argument leads to the conclusion. Before stating our main result, we recall the definition of the "index of rest points".
Assume (i,) and consider system (4.8) x' = fo(x).
The locallipschitzian continuity of the function fo ensures that (4.8) induces a local semidynamical system nO with phase space C. We recall that if (id holds then, taking A = 0 in (id, it is immediately seen that the set C is positively invariant for (4.8). Let G c C be a bounded set, open relatively to
fo(x) =f. 0 for all x E freG, then there exists eo > 0 such that the" e-Poincare map" n~ : x f-+ nO(e, x) is fixed point free on the set freG, for all 0 < e :::; eo. Hence, the fixed point index ic(n~, G) is defined and it is constant with respect to e E (0, eo] (see [61] ). Thus, the integer
is well defined, and it is called the "index of rest points".
Remark 6. We recall some facts about the computation of the index of rest points.
, where X denotes the Euler-Poincare characteristic (see [21, 61] ). If clG c intC, then J(nO, G) = (-l) m dB Uo, G, 0) (see [31, 61] ). If C is a closed convex set with nonempty interior, then J(nO, G) = ic(r(J + 10) , G), r: Rm -t C being the canonical projection (see [5] ). If C is a manifold (satisfying suitable assumptions) and 10 is a vector field tangent to C, then J(n o , G) = X( -10), where X is the "characteristic of the vector field" 10 introduced in [21] .
In what follows, we denote by r the complete metric space of the continuous
IXl -x2100 . We recall the following crucial result (see [29] ): the space (r, d*)
is a metric ANR if and only if the set C is an ANR. This theorem will enable us to work with the fixed point index of compact operators defined in the function space r.
Notice that in what follows points of C will be identified with constant functions. Now, we are in position to state our main result. 
Then (4.1 )-( 4.2) has at least one solution x(·) E clrQ. Proof. We begin by observing that, as Q is bounded, there is a constant R> 0 such that Ixloo < R, for every x E clrQ. Now, consider a sequence of locally lipschitzian functions (qJk) , qJk : C -t Rm, with qJk -t 10, uniformly on C n B [O, R] , and satisfying (a') and (c') , according to property (A).
As a first step, we claim that, without loss of generality, we can suppose that (d') for each kEN, the problem
has no nontrivial solution in C n B(O, R).
Indeed, consider the singular orbits (i.e. rest points and closed orbits) with minimal period in [0, w + 1] of the system x' = qJk(X). By (c') , there exist finitely many such orbits Sl, ... ,Snk ' which are contained in C n B(O, R).
Let Zj (1 ::; i ::; Pk, Pk 2: 0 an integer) be the rest points among the Sj . Arguing as in the proof of Theorem 1 (from step (2.14) to step (2.17)), we can find, for each kEN, a constant rk > w such that, for each w < w' < rk , R] , which satisfies (a') (by the cone property of T(z; C)) and such that the problem
has no nontrivial solution in C n B(O, R). The claim is thus proved.
Then, in the sequel, we can assume (d'). As a next step, we proceed along the lines of the proof of Theorem 1 in [6] . We suppose that (h) holds with A E [0, 1] in (4.1;J (otherwise, the result is proved for x E frrn ).
Let us consider the Cauchy problem (4.10) (4.11)
Without loss of generality, we can assume f bounded, possibly replacing it by a modified function like f(t, x; A)p(lxl) , as in the proof of Theorem 1 in [6] . Since, in this situation, uniqueness and global existence for (4.10)-(4.11) are guaranteed, then if we denote by u( 0' , Z , 0; A) the solution of (4.10)-(4.11) a one-parameter family of processes is defined.
Besides, we introduce a one-parameter family of compact operators defined on r License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Thus, for each kEN, a one-parameter family of dynamical systems is defined. Assumptions (id and (A) imply that the set C is flow-invariant for the dynamical systems nk, Jl as well. Indeed, this follows from the convexity and the cone property of some tangent cones which can be equivalently used in place of T(z; C) (cf. Lemma 1 in [6] for the detailed proof of an analogous result).
On the other hand, assumption (i2) implies that Io(z) =1= 0 for all z E frrO n C; hence, by the compactness of frrO n C, we obtain that there is eo E (0, w) such that (4.12) for all z E frrO n C, e E (0 Now, we introduce a third homotopy by whom, roughly speaking, we "move along the orbits" of the dynamical system n'f!.
We define an operator H on r x [0, 1] as follows:
H(x; P) := n'f!(x(w) , (1 -p)eo + p.). Finally, by the choice of k*, we can use (4.16), so that License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use ic(nfo' n n C) = ic(n~o' n n C) = ic(n~ , n n C), for e E (0, eo].
In conclusion, we have proved that ir(M(.; 1), n) = ic(n~, Q n C) is constant with respect to e, for e > 0 small enough.
Then,
ir(M(.; 1), Q) = lim ic(n~, n n C) = [(nO, n n C).
£--+0+
Assumption (h) provides the existence of a fixed point x E n of M(·; 1).
Remark 7. We point out that a generalization of Corollaries 3 and 4 to the case of flow-invariant ENRs can be performed arguing as in §II. Besides an analogous "bound set" or "a priori bounds" condition (respectively), it is sufficient to assume, according to Remark 7, that AKNOWLEDGMENT We thank C. Fabry, M. Ramos and M. Willem for stimulating discussions leading to an improvement of the proof of Theorem 1.
