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The growing adoption of the Session Initiation Protocol (SIP) has motivated the devel-
opment of tools capable of detecting valid SIP dialogues, in order to potentially identify
behavioural traits of the protocol. This thesis serves as a starting point for characterising
SIP dialogues, in terms of distinct signalling sequences, and providing a reliable classifi-
cation of SIP sequences. We start by analysing sequential pattern mining algorithms in an
off-line manner, providing valuable statistical information regarding the SIP sequences.
In this analysis some classical Sequential Pattern Mining algorithms are evaluated, to
gather insights on resource consumption and computation time. The results of the analy-
sis lead to the identification of every possible combinations of a given SIP sequence in a
fast manner.
In the second stage of this work we study different stochastic tools to classify the SIP
dialogues according to the observed SIP messages. Deviations to previously observed
SIP dialogues are also identified. Some experimental results are presented, which adopt
the Hidden Markov Model jointly used with the Viterbi algorithm to classify multiple
SIP messages that are observed sequentially. The experimental tests include a stochastic
dynamic evaluation, and the assessment of the stochastic similarity. The goal of these
tests is to show the reliability and robustness of the algorithms adopted to classify the
incoming SIP sequences, and thus characterizing the SIP dialogues.





A crescente adoção do Protocolo de Iniciação de Sessão (SIP) motivou o desenvolvimento
de ferramentas capazes de detetar diálogos válidos de SIP, com o propósito de identi-
ficar características comportamentais do protocolo. Esta tese serve como ponto de par-
tida para caracterizar os diálogos SIP, em termos de sequências de sinalização distintas
e fornecendo uma classificação fidedigna das sequências SIP. Começamos por analisar
algoritmos de identificação de padrões sequenciais de uma maneira off-line, os quais pos-
sibilitam a obtenção de informações estatísticas sobre as sequências SIP. Nesta análise,
alguns algoritmos clássicos de Identificação de Padrões Sequenciais são avaliados para
obter informações sobre o consumo de recursos e o tempo de computação. Os resultados
da análise levam à identificação de todas as combinações possíveis de uma determinada
sequência SIP de uma maneira rápida.
Na segunda etapa deste trabalho estudam-se diferentes ferramentas estocásticas para
classificar os diálogos SIP de acordo com as mensagens SIP observadas. Também são
identificados desvios aos diálogos SIP previamente observados. São apresentados alguns
resultados experimentais, os quais adotam o Hidden Markov Model usado conjuntamente
com o algoritmo Viterbi para classificar múltiplas mensagens SIP que são observadas se-
quencialmente. Os testes experimentais incluem uma avaliação dinâmica estocástica e a
avaliação da similaridade estocástica. O objetivo destes testes é mostrar a fiabilidade e
robustez dos algoritmos adotados para classificar as sequências SIP de entrada e, assim,
caracterizar os diálogos SIP.
Palavras-chave: Identificação de Padrões, Identificação de Padrões Sequenciais, Protocolo
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Over recent years the need to extract and organize information has become essential, and
has been heavily demanded in today’s market. With the increasing number of smart
devices that can communicate with each other, the size of databases has increased expo-
nentially and the amount of information to process and analyse has simply become too
much to handle.
Keeping in mind the amount of time spent analysing information and the performance of
the available resources, data-mining has gained an important role in data analysis, with
a plethora of algorithms capable of running these tasks autonomously .
In telecommunications the problem of data gathering and analysis has also become rel-
evant. The amount of data and signalling transmitted between different protocols in
a given period of time can be hard to analyse and, more importantly, hard to identify
patterns that could be relevant to better understand the current operational conditions.
Consequently, there is a need to find a reliable approach to analyse the behaviours of
different protocols and take conclusions about the obtained results from the data that is
available.
1.1 Motivation
This thesis is motivated by the need of analytical tools to diagnose and characterize the
behaviour of the protocols currently adopted in telecommunication networks. Another
motivation comes from the advantages that machine learning techniques provide in su-
pervising signalling from multimedia communication sessions. This work is mainly
considering the SIP protocol that is used to initiate and control communication sessions
that support multiple multimedia services such as VoIP and IMS. The growing adoption
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of this protocol is associated with the need of implementing analytical tools capable of
analysing SIP signalling messages. The goal is to predict the behaviour of the SIP protocol,
having the intent of detecting anomalies in the communication sessions. The motivations
take into account three major cornerstones:
• Technical Diagnosis: With the rise in the volume of data, the time used in diagnosis
has become too extensive, consuming many people and resources in order to fulfil
a specific analysis. The goal here is to make diagnosis faster and more accurate,
making problem resolution simpler. For instance, in a specific network if packet
drop rate increases we want to know what caused the increase as quickly as possible
in order to solve the problem before it escalates into something more serious.
Big Data algorithms can have an important role in selecting important data, since
it can label sets of data into different groups, therefore making it easier to analyse
in detail each of these individual sets, and can give additional information that
otherwise could be inaccessible in naked eye.
• Planning: Given that observing a series of raw data can be very complex and time
consuming, predicting what will happen in the future to the system according with
the known data may be even more complicated. This thesis aims to aid in the
decision making of plans and procedures in order to identify in an early stage what
is happening in the system and if that behaviour will later affect the performance or
damage the system as a whole. This may be useful in multiple scenarios. Imagine
several packet drops are observed, and by analysing the pattern of the messages
it is concluded that if the system keeps going on that direction it will eventually
crash, within a week. With the aid of a data mining analysis it is possible to take
additional decisions to avoid the crash. This can be achieved by planning the system
with parameters that will directly affect the future outcome, therefore preventing
the crash.
• Security: This thesis also intends to improve the security of a given system and
prevent external intrusion to information that it may store in a database. This is
accomplished again by analysing the behaviour of the system, and finding relations
in the patterns that are extracted. If we get a frequent pattern that is deviating
from the normal behaviour of the system, we can conclude that something is wrong
and that an attack may be in course and it is needed to act on it. By making this
verification we are ensuring the integrity and security of our system.
These three points are the major motivations for this thesis, but besides them we can
also aim to hit the market with a solution to these problems, since protocol behavioural
analysis in telecommunications is an area that has not been deeply researched. Addi-
tionally, it is vital to maintain a system functioning with little to no errors and safe from
attacks, and this can only be done by analysing permanently how the system is behaving.
2
1.2. THESIS STRUCTURE
1.1.1 Objectives and Contributions
This subsection describes the objectives that were defined for this thesis as well as a few
contributions of this work.
Objectives:
• Elaborate a bibliographic survey on different algorithms that are able to categorize
large amounts of data, and extract useful information and knowledge from them.
The goal here is to study which algorithms can be used to classify a series of raw
data, so the analysis becomes simpler, by extracting information in form of patterns
that can predict the behaviour of the system.
• Propose a data categorization framework with low computational complexity, in
order to process faster.
• Be efficient and accurate in categorizing the data. To do so will require an extensive
analysis on the selected algorithms for the pattern extraction to identify the most
efficient ones and use only those which ensure better results.
• Apply classic algorithms to innovative scenarios in telecommunications. Here the
algorithms chosen that meet the above requirements will be applied to analyse
telecommunications Protocol Behaviours. To do so requires the utilization of se-
quential pattern mining algorithms and try to incorporate their functionalities and
use them in the data selected from message logs provided by these protocols.
Expected Contributions:
• Implement different sequential pattern mining algorithms in the context of com-
puter networks. These algorithms will be used to find frequent patterns in telecom-
munications protocols, such as SIP and GSM signalling.
• Classify protocol behaviours as ’normal’ behaviours or as ’deviations’ from their
normal state. The behaviour analysis can have many different applications such as
protocol’s security, by analysing how a certain protocol is expected to behave, or
anomaly detection.
• Identify in real time when a deviation of behaviour occurs, always with the aim of
understanding why it happened in the first place and where to act to correct it.
1.2 Thesis Structure
This thesis is organized as follows. Chapter 2 outlines the related research in sequential
pattern mining, where the basic notions of data mining are introduced, as well as a
description of the most used sequential pattern mining algorithms. Chapter 3 reports
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the performance results obtained with different sequential pattern mining algorithms.
Chapter 4 introduces a theoretical framework to identify SIP sequences and to measure
its similarity to a known dataset of sequences. Finally, Chapter 5 presents experimental
results obtained with the framework presented in Chapter 4. Chapter 6 ends the thesis












Sequential pattern mining (SPM) was first introduced by Agrawal and Srikant [1]. In
order to understand how this technique works lets start by showing a practical example.
Assuming the 4 sequences: <(ab)>, <(abc)>, <(abc)d> and <(abc)dc>, the goal is to dis-
cover which of these sequences (or their subsets) are frequent. To accomplish this, it is
necessary to determine the frequency with which items belong to each sequence. A min-
imum frequency, refered to as minimum support, is usually considered. Looking again
at the sequences, and assuming a minimum support of 3, we can classify the sequence
<(abc)> as frequent since it appears three times, in <(abc)>, <(abc)d> and <(abc)dc>.
The same can be said of <(ab)>, which is present in all four sequences. On the other hand,
considering the sequence <(abc)d>, we observe that it reaches the minimum support
threshold, since it does not verify the minimum support equal to 3, appearing only in the
last two sequences.
In a more formal way, sequential pattern mining is defined by several other authors
[22][30] as a data-mining technique that discovers sequences of frequent item-sets. These
sequences can be seen as specific patterns in a sequence database, and the goal of se-
quential pattern mining is to extract those sequential patterns whose support exceeds a
pre-defined minimum support. All the items in one item-set must have the same time
stamp or happen within a certain pre-defined window of time in order to be associated
to a sequence. A typical example of a sequential pattern is “Customers who buy a digital
camera are likely to buy a color printer within a month”.
Sequential pattern mining has become a very popular data-mining technique with a
5
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vast range of applications, such as customer purchase patterning analysis, correlation
analysis, and software bug tracking or in the case we present in this thesis, protocol be-
haviour analysis. To better introduce SPM we first need to learn some core concepts of
this data-mining technique.
2.1.1 Types of Data
There are many types of data that can be mined with mining techniques. Because differ-
ent data is available, the knowledge extracted will also be different, which is very useful
to take different conclusions about the problem we are trying to understand.
Essentially we can categorize data into two different types: Qualitative, and Quantita-
tive. In qualitative type data information is characterized by a symbolic value, because
their attributes cannot be measured. An example of qualitative data are colors. If we want
to describe a color we can define it as a code (e.g. Black #000000). By doing this, we are
transforming colors into categorical variables, where we assign a number that without a
context has no meaning at all, but grouped in the category of numbers we can understand
what they mean. However, in this type of data it does not make sense to determine a sum
of colors or an average, since it has no meaning.
On the other hand, quantitative data can be quantified and verified, being used in sta-
tistical manipulation. An example of such data can be seen looking at the example of a
shopping cart, where we can define the price of the items and apply arithmetic. In short
we can say that quantitative data defines, whereas qualitative data describes. With that
in mind we can classify data-mining in different categories acording to the data they are
applied to as defined in [30].
• Relational database – Here data is described by a set of attributes which are stored
in tables, being a highly structured data repository. Data mining in these relational
databases focuses mainly on discovering patterns and trends, being used in banks
and in supermarkets to acquire customer behavioural information, such as customer
spending habits, and profiling clients into categories such as high and low spenders.
• Transactional database – Refers to a collection of transactions (e.g. sale records),
where data-mining enters to find a correlation between items and transaction records.
These types of databases have gained popularity due to the increase in e-commerce,
with a fast growing community of people that start to make all of their shopping
online.
• Spatial database – Contains traditional data as well as geographic information of




• Temporal and time-series database – For each temporal data item, the correspond-
ing time is associated. Can extract more useful information from an individual, by
analysing it’s temporal behaviour.
Looking at the problem that this thesis aims to solve, we can define our initial database
as a time-series, since in telecommunications when a protocol is running the packets sent
and received by a terminal are logged into several files across the network with all the
important meta data associated to that instance such as ID, type of message, source, des-
tination and finally a time-stamp.
Time stamp is an important attribute to any dataset and, consequentially, important
to data mining since it can add more knowledge to the process of extracting informa-
tion. For that reason, sequential pattern mining has an important role in these types of
databases, since it is used to find the relationships between occurrences of sequential
events, although it is used in a special case of time series databases known as Sequential
databases that can come whit or without a concrete notion of time.
2.1.2 Types of Mining
In the context of data mining it is possible to identify several types of mining, each of
which applies different techniques to the data, extracting distinct knowledge. Data min-
ing can be classified into two separate classes acording to the data they are applied to,
defined in [30] as: descriptive mining that has the goal to summarize general properties
of data, and prescriptive data that performs inference on current data to make predictions
of what will come next.
Given these two classes of data mining we can identify several techniques, reported with
a few examples.
Association Rules – First introduced in [3], an association rule aims to extract interest-
ing correlations, frequent patterns and associations between sets of items in a database.
In a more formal explanation let L = I1, I2, ..., In be a set of items. An association rule
means a relationship of the form X => Ij , being X some set of items from L and Ij a single
item not belonging to X. The rule is satisfied if for a confidence factor 0<c<1 at least c%
of the transactions in a database satisfy both X and Ij .
Now looking at a more tangible example let’s assume we have the following statement:
“70% of the people who buy running shoes also buy a sports water bottle” Here we can
observe that the antecedent of the rule is “running shoes”, the consequent “sports water
bottle” and finally the confidence factor is set at 70%. Given this information a sports
outlet could rearrange it’s stock and sales according to the customer habits. This type of
mining technique is widely used in areas such as telecommunications.
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Classification - Described in Han and Kamber (2000)[15], the objective of this tech-
nique is to automatically build a model that can classify a class of objects, in order to
predict the classification of future objects. Data classification can be seen as a two-step
process.
In the first step, a classifier is built to describe a set of predetermined data classes, be-
ing called the learning step. Here a learning algorithm is used to build the classifier by
analysing a set of data called training set. In this collection of training data, the classes
and concepts that they belong to are predefined and provided so we can also define this
step as supervised learning. The final step is used to test the classification accuracy by
using the model to classify other test examples. Since the classifiers tend to overfit the
data, a test set is used to be classified by the model. The final accuracy will depend on
the percentage of accurate classifications the model does to the test set.
An example of a classifier could be a model to categorize bank loan applications as safe
or risky, or catalogue a car as Sports car or Family van.
Clustering - Contrary to the classification method, clustering uses an unsupervised
learning process, which means that there are no predefined classes to the initial data
set (training set) which is very common in large databases, because assigning classes
to every single object can become quite costly. As defined by Han and Kamber (2000)
[15] clustering is the process of grouping a set of physical or abstract objects (data) into
classes of similar objects also known as clusters. Objects within a same cluster have high
similarity, but are very dissimilar to objects in other clusters. Similarities are defined
by functions, usually quantitatively specified as distances or other measures defined by
domain experts.
Clustering applications are manly used in market segmentation, that categorize cus-
tomers into different groups so that organizations can provide personalized services to
each group.
Regression analysis - This method is the most widley used aproach for numeric pre-
diction, which is the the task of predicting continuous (or ordered) values for a given
input [15]. Regression involves learning a function that maps a data item to a real-valued
prediction variable [10], and can be used to model the relationship between one or more
independent/predictor variables and a dependent/response variable. In the context of data
mining, the predictor variables are the attributes of interest describing the tuple (i.e., mak-
ing up the attribute vector). Generally, the values of the predictor variables are known,
being the response variables predicted by these methods.
Regression has a vast range of applications focusing on prediction. The applications of
regression analysis can range from Buiseness such as predicting customer demands for
a new product or in medicine by estimating the probability that a patient will survive
given the results of a set of diagnostic tests [10]. Many regression-based methods exist
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such as Poisson regression, log-linear models and non-linear regression, although most
of the problems can be solved simply by using linear regression.
Summarization - Consists in methods used to find a compact description for a sub-
set of data[10]. This type of techniques are often used in interactive exploratory data
analysis and automated report generation. Data summarization is very important in data
preprocessing and is used for measuring the central tendency of data (e.g. mean, median
and mode), measuring the dispersion of data (e.g. range, variance and standard devia-
tion) and graphical representations such as histograms and scatter-plots are also useful
to facilitate the visual inspection of the data [15].
Anomaly detection - This method builds models of normal network behaviour defined
as profiles which are then used to detect the presence of new patterns that significantly de-
viate from the generated profiles [15]. These deviations may represent actual intrusions
in the system or simply new behaviours that are not included in the profile. The advan-
tage of this technique stands on the fact that it can detect novel intrusions that have not
yet been observed, a human analyst needs to sort through all the deviations to ascertain
which ones are real intrusions. A limitation of this method is the high percentage of false
positives, which can be somewhat corrected by adding the new behaviours of the system
to the profile. The new patterns of intrusion can be added to the set of signatures for
misuse detection.
All these mining techniques are still used until this day and remain effective depend-
ing on the paradigm they are inserted into, having many research papers dedicated to
study each of these techniques in detail [30]. The next section of this chapter will bring
more light to the case in study in this thesis, sequential pattern mining.
2.2 Introduction to Sequential Pattern Mining
2.2.1 Problem definition
This section defines the problem of mining sequential patterns, and also give some in-
sights on the concepts used in this area. The basis for this definition was taken from [22],
and can be viewed as follows. Given:
(i) A set of sequential records (sequences) representing a sequential database D.
(ii) A minimum support threshold.
(iii) A set of k unique events or items I =i1, i2, . . . , ik .
The problem of sequential pattern mining consists on finding the set of all frequent
sequences S, in the given database that supports the minimum threshold (minimum
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support), in order to describe the data or predict future data. In order to better under-
stand this problem we introduce different definitions that represent the roots of different
techniques capable of mining sequential patterns.
Definition 1 Let I = I1, I2, I3, ..., In be the set of all items. A item-set can be viewed as a
non-empty, unordered collection of items.
The item-set is denoted (xl x2 ... xq), where xk is an item. The brackets are omitted if an
item-set has only one item, that is, (x) is written simply as x. An example of an item-set
can be seen in a grocery store, where the items can be represented by a list of products
bought at the same time such as bread, milk and cheese, represented by (abc). Note that
the items all belong in the same event since they were all bought at the same transactional
time.
Definition 2 A sequence is a lexicographically ordered list of item-sets (events), such as S =
<e1 e2 e3 ... el> where the order of the item-sets has an important role, in this case e1occurs
before e2, which occurs before e3, and so on. The event ej is also called an element of S [15].
Let S be represented by <(ab)b(bc)c(cd)>. An item can occur only once in a given item-set,
but it can have multiple instances in different item-sets of a sequence. In sequence S, the
item b has three instances, appearing in the item-sets (bc), (b) and in (ab). However, if we
were to add the item-set (dcd) to the sequence S it would not be possible, since it contains
two instances of the same item.
Definition 3 Given a sequence S, its support, denoted as σ (S), can be defined as "The total
number of sequences of which S is a subsequence divided by the total number of sequences in
the database D", whereas the support count of a sequence S is the total number of sequences
in D of which S is a subsequence.
A sequence can only have the classification of frequent if its support count (frequency) is
greater or equal to the user-defined minimum support. An example of what a sequential
database may look like is shown in table 2.1.
Table 2.1: Sequential database.





Looking at table 2.1 we can observe that the sequential database is composed of a set of
tuples, <SID,S>, where SID is the Sequence ID, and S is the Sequence of items.
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Definition 4 A subsequence S’ of S is denoted by S’ ⊆ S. Formally, a sequence a=<a1, a2...an>
is a subsequence of b=<b1b2...bm>, and b is a supersequence of a, if there exist integers 1 ≤
i1 < i2 < . . . < in ≤ m such that a1 ⊆ bi1, a2 ⊆ bi2, . . . , an ⊆ bin [4].
Finnally, we can have a formal definition of Sequential pattern, which is a sequence of
itemsets that frequently occurred in a specific order. All items in the same itemsets are
supposed to have the same transaction-time value or be included within a time gap [30],
which will be defined as max-gap. Observing a client transaction sheet all of its trans-
actions can be viewed together as a sequence, where each individual transaction can be
represented as an item-set of that sequence, that are ordered in a certain transaction-time.
2.2.2 Taxonomy
This thesis adopts the taxonomy defined in [22], where sequential pattern mining algo-
rithms are categorized in three main categories: Apriori-based, Pattern-growth and Early-
prunning. This taxonomy is used to classify sequential pattern mining algorithms based
on the characteristics that the different techniques provide. It also helps to better under-
stand and distinguish these techniques before-hand, having some previous knowledge of
the characteristics and capabilities of a given algorithm, by looking at what category it
belongs.
This section gives examples in some of the key characteristics from each of the categories
mentioned above. The focus is on the characteristics that are intrinsic to the algorithms,
which include, SPADE[29], GSP[26] and PrefixSpan[17].
Apriori-based: Algorithms that fit into this category depend mainly in the apriori prop-
erty which states that “All nonempty subsets of a frequent itemset must also be frequent” [22].
Besides that apriori algorithms are also described as being antimonotonic or downward-
closed, which means that if a given sequence cannot pass a pre-defined minimum support
test, all of its supersequences will also fail the test, and consequently will be discarded
as candidates of frequent sequences. There are three key characteristics that are used in
apriori-based methods which are discussed bellow:
1. Breadth-first search: This characteristic is used to describe apriori-based algo-
rithms because all of the k-sequences are constructed together in each kth iteration
of the algorithm as it travels trough the data. So suppose the goal is to construct the
length-3 sequences. In this method, all of the length-2 sequences must be solved
first in order to proceed. This makes available a lot of information that can be
used in pruning, but comes with a trade-off between information availability and
memory consumption.
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2. Generate-and-test: Introduced by the Apriori algorithm in [3], uses exhaustive join
operators, where the pattern continues growing one item at a time, being always
tested against the minimum support to ensure the given sequence is frequent. This
causes the generation of an enormous number of candidate sequences, that can
consume a lot of memory in the early stages.
3. Multiple scans of the database: As the name suggests, this characteristic is based
on scanning the original database every time it needs to ascertain if the generated
candidate sequences are frequent. This scanning keeps on going as long as there
exists candidate sequences that need to be verified. This method is very costly in
terms of processing time and I/O. A solution to this limitation comes with the
introduction of the next category.
Pattern-Growth: Algorithms that fit this category usually display better performance
than apriori-based, both in processing time and in memory consumption. This method
was implemented to serve as a solution to the problem of generate-and-test that was
present in the early apriori algorithms. The goal of this technique is to avoid the candi-
date generation step altogether, and the search is only done in a restricted portion of the
initial database. In order to fulfil the needs of pattern-growth algorithms different key
characteristics must be considered, including:
1. Candidate sequence pruning: Pattern-growth algorithms like PrefixSpan and oth-
ers, attempt to use a data structure that allows pruning of candidate sequences in
the early stages of mining. Algorithms that do so have a smaller search space, which
in return results in a more directed and narrower search procedure. This charac-
teristic is also present in early-pruning techniques, that will be discussed later in
this section. The difference is that early-pruning algorithms try to predict future
candidate sequences, in an effort to avoid generating them in the first place.
2. Search space partitioning: This characteristic can be seen in some apriori-based
algorithms like SPADE, in spite of being a characteristic of pattern-growth. As the
name suggests it provides partitioning of the search space generated, being mostly
used in large sets of candidate sequences. This characteristic plays an important
role in pattern-growth algorithms, since it is used by nearly everyone of them, with
the goal to generate as few candidate sequences as possible. This in extent pro-
vides an efficient memory management. There are different ways to partition the
search space. SPADE represents the search space as a lattice structure which will
be discussed in more detail in later sections. Others such as WAP-mine[24] use a
tree-projection structure (this algorithm will not be covered in this thesis).
3. Suffix/Prefix growth: Used in algorithms that are dependent on projected databases
(PrefixSpan), it first starts by finding the frequent k-sequences and then chooses
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each frequent item as a prefix or a suffix, after that the candidate sequences are built
around these items and are mined recursively. This is done taking in account that
frequent subsequences can always be found by growing a frequent prefix/suffix.
This characteristic greatly reduces the amount of memory required to store the
different candidate sequences that share the same prefix/suffix.
4. Depth-first traversal: In this case each pattern is constructed separately, in a re-
cursive way. All the subsequences are processed at each level before moving on
to the next [28]. This characteristic uses less memory and less candidate sequence
generation than breath-first search, having in extent a more directed search space.
SPAM [5] is an algorithm that relies heavily in this characteristic. SPADE can also
employ this method.
Early-Pruning: These types of algorithms are defined as using some sort of position in-
duction to prune candidate sequences at a very early stage in mining. This technique used
in the LAPIN algorithm as defined in [27], is used during the mining process and checks
the items last position to see if it is smaller than the current prefix position. When this
condition is verified, the item cannot appear behind the current prefix in the same cus-
tomer sequence. By doing this, the support counting is avoided as much as possible and
the generation of infrequent candidate sequences is kept at a minimum. Characteristics
of this category are as follows:
1. Support counting avoidance: The idea behind this characteristic is to compute
support of a candidate sequence without carrying a count throughout the mining
process, and thus avoid scanning the sequence database each time it is needed to
compute this support. The advantage of this characteristic is the removal of the
sequence database from memory once it stores candidate sequences along with their
corresponding support count.
2. Vertical projection of the database: This characteristic is also used in the SPADE
algorithm [29] needing only to visit the sequence database once or twice, which then
proceeds to construct a bitmap or position indication table for each frequent item,
thus, obtaining a vertical layout of the database which is represented in tables 2.3
and 2.4. These tables are used in the mining process to generate candidate sequences
and count their support. This characteristic has the advantage of reducing memory
consumption, but on the other hand requires quite a lot computational power.
3. Position-coded: As refereed above, postion-coded (or position induction) is used in
early-pruning algorithms to look-ahead and avoid generating infrequent candidate
sequences, thus, avoiding the calculation of its support.
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2.2.3 Structure definition
Being SPM a data-mining technique it has to follow the same structure as any data-mining
algorithm would do. The operation cycle of data mining is divided in 3 stages [30]:
• Preprocessing - It is performed before any data-mining techniques are put into
work, having the goal of cleaning and selecting the data for use from a raw database.
• Data mining process - At this stage the different data mining techniques are used
in order to extract information and knowledge from the selected data.
• Postprocessing - Evaluates the mining result according to the user requirements.
The work-flow of the previously mentioned processes begins with cleaning and integrat-
ing the initial databases where we will get our raw data. The need to do so arises from
the fact that information may come from several databases with different names to define
the same concept, or even in the same database some inconsistencies may be found with
missing or duplicate information. Suppose we have a supermarket that needs to check
the sales revenue from a certain item in its store and there are lots of brands on sale but
all of them have the same base vending item. In this case, we need to group all sales of
each brand together in order to have a notion of the big picture and get a general overview
of the sales of the item to analyse.
Since not all of the data in the database is related to our mining task, after cleaning
and integrating the data, the next step is to select the task related data. Taking the ex-
ample of this thesis we shape the information in order to obtain a sequential database,
with sequences from telecommunication protocols, which will leave our database not
only smaller, but ready to be mined.
The second process involves the use of data mining techniques applied to the selected
data in order to extract different information or different knowledge [30]. The range of
information extracted may vary depending on the adopted algorithm. In the particular
case of Sequential pattern mining the knowledge we acquire consists in frequent item-set
patterns.
Finally, we evaluate the knowledge achieved with the mining algorithm in order to assert
that our goals have been reached. The evaluation may depend on what the end result is
expected to have and varies with the user requirements.
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2.2.4 Architectures
Being Sequential pattern mining a particular case of data mining, we can describe its
architecture in a typical data mining system. Data mining can have a broad view in
functionality. It is described in [15] as the process of discovering interesting knowledge
from large amounts of data stored in databases, data warehouses, or other information
repositories. So a typical data mining system can have several components distributed
across the different processes associated to this technique. Taking into account the struc-
ture defined for SPM we can look at the architecture as follows:
• Pre-processing: This step intends to treat the data to be mined, so it starts with
a Data Repository. This can be either one or a set of databases/other kind of infor-
mation repositories where the information to be analysed is going to be extracted.
Usually, the data contained on these repositories may be in a “raw” state, meaning
that before extracting information, data cleaning and integration techniques may
need to be done. These techniques involve removing any noise or inconsistent data
that can be found in the initial repositories, combining distinct data sources into a
whole and begin the selection of the pieces of data that are relevant for our mining
task.
After the initial “cleanse”, the information extracted comes in the form of clean data.
The data extracted is then transformed to a format that is ready to be mined, by
performing different techniques such as summary or aggregation operations.
• Data mining process: This step is where the user interacts with the system, by giv-
ing the initial parameters to start the sequential pattern mining. These parameters
can vary from minimal supports, to the selection of the Algorithm used.
• Data Post-processing: After applying the SPM techniques on the selected data,
some knowledge will come out of that mining, in the form of frequent sequential
patterns. These results are then evaluated, asserting if the outcome is the desired.
If the information extracted is insufficient or has no substantial value to the prob-
lem the system is trying to solve, the data mining process repeats until these final
conditions are reached. In the repeating process the user inserted parameters are
changed in order to obtain different results.
Figure 2.1 shows a summarized visual representation of the core steps that are present in
any sequential pattern mining architecture.
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Figure 2.1: Sequential pattern mining Architecture
2.3 Sequential Pattern Mining Algorithms
This thesis will cover three of the most popular algorithms in sequential pattern mining,
that possess the most bibliography available which will later be used to implement the
protocol’s behavioural analysis. The objective of this section is finding the differences
between each of these implementations. It will include a brief overview of the selected al-
gorithms, ending with several evaluation results capable of comparing their performance.
2.3.1 GSP
Generalized Sequential Patterns (GSP), proposed by Agrawal and Srikant (1996) [26],
is categorized in the proposed taxonomy as an apriori-based algorithm. GSP uses the
downward-closure property of sequential patterns and adopts a multiple-pass, candidate
generate-and-test approach[18]. The first pass over the data determines the support of
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each item, which means it counts the number of occurrences of the item in the data-
sequences. At the end of this first pass, the algorithm knows which items pass the min-
imum support test, and consequently determine which of them are frequent. This pass
generates a seed set which represents the frequent sequences found, that are to be used on
the next iteration of the algorithm. The seed set is used to generate candidate sequences
that have one more item than the seed set, and consequently all candidate sequences
will have the same number of items. The support of the candidate sequences is found
during the pass over the data, being based on the minimum support. These candidate
sequences are tested to determine if they are frequent or not. If they become frequent
they will be used as the seed for the next candidate generation. The algorithm only stops
when no frequent sequences nor candidate sequences are generated at the end of the pass.
GSP is described as having two sub-processes:
Sequence candidate generation: In this process candidate k-sequences are generated
based on the set of all frequent (k-1)-sequences. First lets introduce the notion of a con-
tiguous subsequence as it is presented in [26].
Definition 5 Given a sequence S = <S1 S2...Sn> and a subsequence C, C is a contiguous
subsequence of S if any of the following conditions hold:
1. C is derived from S by dropping an item from either S1 or Sn.
2. C is derived from S by dropping an item from an element Si which has at least 2 items.
3. C is a contiguous subsequence of C′, and C′ is a contiguous subsequence of S.
For example, consider the sequence S = <(ab)(cd)(e)(f)>. The sequences <(b)(cd)(e)>,
<(ab)(c)(e)(f)> and <(c)(e)> are some of the contiguous sequences of S. However <(ab)(cd)(f)>
and <(a)(e)(f)> are not.
Candidates are generated in two steps, similarly to the candidate generation procedure
for finding association rules described in [2].
• Join Phase- here a sequence S1 joins another sequence S2 both belonging to the seed
set Lk , if the subsequence obtained by dropping the first item in S1 is the same as
the subsequence formed by dropping the last items in S2. The generated candidate
sequence by joining S1 and S2 is the sequence S1 extended by the last item of S2
(e.g., abcd is the result of joining abc with bcd).
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• Prunning Phase- those candidate sequences that have a contiguous subsequence
whose support count is less than the minimal support (infrequent) are deleted.
An example of this can be seen in Table 2.2. In the join phase, the sequence <(1,
2)(3)> joins with <(2)(3, 4)> to generate <(1, 2)(3, 4)> and with <(2)(3)(5)> to gener-
ate <(1,2)(3)(5)>. In other hand the sequence <(1, 2)(4)> does not join with any se-
quence since there is no sequence of the form <(2)(4, x)>. In the prune phase the se-
quence <(1,2)(3)(5)> is dropped since there is no support for its contiguous subsequence
<(1)(3)(5)>.
Table 2.2: Candidate Generation Example.
Frequent sequences After join After prunning
<(1, 2)(3)> <(1, 2)(3, 4)> <(1, 2)(3, 4)>





Candidate support count: This final sub-process starts by using an adaptation of the
hash-tree structure of [2] to reduce the number of candidates to check the support count.
After that the Contain Test is introduced to check if a data sequence D contained a
candidate sequence S, being composed of two phases:
• Forward phase: GSP finds successive elements of the candidate sequence S in the
data sequence D as long as the difference between the end-time of the element just
found and the start-time of the previous element is less than the user defined time
constrain max-gap. If the difference is more than max-gap, the algorithm switches to
the backward phase. If an element is not found, the data-sequence does not contain
S.
• Backward phase: The algorithm backtracks and “pulls up” previous elements. Sup-
pose the current element is represented by S i and the end-time (S i)=t. The algorithm
checks if there exists transactions containing S i-1 and their transaction-times are af-
ter t-max-gap. Since after pulling up S i-1 the difference between S i-1 and S i-2 may not
satisfy the gap constraints, the algorithm moves backwards until either the max-gap
constraint between the element just pulled up and the previous element is satisfied,
or the first element has been pulled up. Then the algorithm switches to the forward
phase. If any element can not be pulled up the data-sequence D does not contain S.
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2.3.2 SPADE
SPADE is an algorithm developed by Zaki (2001) [29], and it relies on the Lattice The-
ory defined in [7]. The goal is to find frequent sequences using efficient lattice search
techniques and simple join operations. All the existing sequences are usually discovered
with only two or three passes over the database. Besides that, SPADE utilizes combina-
torial properties to decompose the original problem into smaller portions, which can be
independently solved in main-memory. The sequential database is transformed into a
vertical data format as in the example in Table 2.3, where the new database becomes a set
of tuples of the form <itemset : (sequence_ID,time_ID)> [18] and each item id is associated
with the corresponding sequence and time stamp. An example of the tuples present in
the itemset <(a)> are (1,23), (6,6) and (21,2).
Table 2.3: Vertical database.
<(a)> <(b)> <(c)> <(d)> <(e)>
(SID , TID) (SID , TID) (SID , TID) (SID , TID) (SID , TID)
(1 , 23) (2 , 36) (1 , 26) (6 , 12) (6 , 23)
(6 , 6) (7 , 18) (21 , 26)
(21 , 2)
SPADE can be seen as a three step method. Firstly, it scans the vertical database to com-
pute frequent 1-sequences in an apriori-like way. For each database item, the id-list is
read from the disk to memory, and then the id-list is scanned and the support is incre-
mented for each new sequence ID (SID) found.
The next step involves finding the frequent 2-sequences. A vertical-to-horizontal transfor-
mation is preformed on the database. For each item i, its id-list is scanned into memory.
We then look for each (SID,TID) pair abbreviated as (s, t). We group those items with the
TID (i,t) and order in increase of SID, and the resulting database is shown in table 2.4.




6 (a,6) (e,12) (g,23)
7 (b,18)
21 (a,2) (h,26)
In the final step the 2-sequences are used to construct the lattice, the only problem is
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that the lattice can grow very big and cannot fit in the main memory. In order to solve
this problem, Zaki (2001) [29] proposed that the lattice can be decomposed into disjoint
subsets called equivalence classes, by assigning sequences with the same prefix items to
the same class. With this partition, each subset can be loaded and searched seperatly
in main memory. The lattice is then traversed for support count and enumeration of
frequent sequences[22]. There are two methods used to traverse the lattice, which are
breadth-first (BF) and depth-first (DF) used in the SPAM algorithm [5].
In breadth-first search, the classes are generated in a recursive bottom-up manner [30]
(e.g., to generate the 3-item sequences all the 2-item sequences have to be processed).
Depth-first search only needs one 2-item sequence and a k-item sequence to generate a
(k+1)-item sequence. Pruning is also applied in this third step, using the apriori property
[2] when intersecting id-lists (temporal joins) and counting support[22]. Comparing the
two methods, we can conclude that Depth-first search dramatically reduces computation
and the number of id-lists generated, needing less memory. However, breadth-first search
has the advantage of having more information to prune candidate k-item sequences.
2.3.3 PrefixSpan
PrefixSpan [17] is based on the general idea of examining only the prefix subsequences
and project only their corresponding postfix subsequences into projected databases. In
each projected database, sequential patterns are grown by exploring only local frequent
patterns. This algorithm employs database projection in order to shorten the database
on the next pass, which in return speeds up computation. In this method, there is no
need for candidate generation, since it recursively projects the database according to their
prefix.
To illustrate the idea of projected databases, consider <a>, <(ac)> and <(ac)h> from
the sequential database in Table 2.5a. These are prefixes of the sequence <(ac)h(efg)>. On
the other hand we can call <(_c)h(efg)> the postfix of the sequence <a>. An example of a
Projected Database, assuming a support count of 2, can be seen in Table 2.5b, containing
a portion of all the lenght-1 sequences.
There are three different projection methods that can be used in PrefixSpan, which are
level-by-level, bi-level and finally pseudo projection [30]. The first method presented acts in
three steps:
1. Scan the sequential database to obtain the length-1 sequences.
2. Divide the search space into different partitions, where each partition corresponds
to the projection of the sequential database that contains the length-1 sequences as
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Length-1 sequence Projected Database
<a> <b> ; <(_c)h(efg) ; <(_cb)>
<b> <(ci)a>
<c> <h(efg)> ; <b> ;<(_i)a>
<(ac)> <d(efg)> ; <(_b)>
<g>
(b) Level-by-Level Projected Database
a prefix (e.g., for the frequent 1-sequence <a> as the prefix the projected database
is shown in Table 2.5b). The projected database only contains the postifx of these
sequences.
3. Find subsets of sequential patterns where these subsets can be mined by construct-
ing projected databases, and mining each one recursively. This process is repeated
until the projected database is empty or no more frequent length-k sequential pat-
terns are generated.
In this method, there is no candidate generation process, although it costs time and space
to construct the projected databases.
The next method, bi-level projection, relies on the S-Matrix, introduced in [16], and was
proposed to reduce the number and size of projected databases. It starts by performing
the same first step as the previous method, which is finding all length-1 sequential pat-
terns. Assuming the database S in Table 2.5 we have: <a>, <b>, <c>, <(ac)> and <g>.
In the second step a 5x5 lower triangular matrix M is constructed as shown in Table 2.6,
that represents all the supports for the length-2 sequences, for example M[a,c]=(2,1,2)
counts the support for <ac>, <ca> and <(ac)> respectively. Since the information in
cell M[c,a] is symmetric to that in M[a,c], a triangle matrix is sufficient, this matrix is
called S-Matrix[17]. After this the S-Matrix for the frequent length-2 sequences is con-
structed, and the process are iterated until no other frequent sequences can be found or





c (2,1,2) (1,1,1) 0
(ac) (0,0,0) (0,1,1) (0,0,0) 0
g (1,0,0) (0,0,0) (1,0,0) (1,0,0) 0
a b c (ac) g
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Pseudo projection is used to make the projection more efficient when the projected
database can be fitted in main memory. In this method, no physical projected database
is constructed in memory, instead each postfix (projection) is represented by two pieces
of information: pointer to the sequence in the database and offset of the postfix in the
sequence for each size of projection [22].
2.4 Conclusions
This section presents a comparison between the sequential pattern mining algorithms
discussed before, focused on the computation time and memory consumption.
GSP is based on the apriori-based category, as it explores a candidate generation-and-
test approach [2] to reduce the number of candidates to be examined. However, this
technique inherits some costs that are independent of the implementation techniques
used [25].
1. Excessive candidate sequence generation. The set of candidate sequences includes
all the possible permutation of elements and repetition of items in a sequence,
which in turn generates an explosive set of candidate sequences.
2. Multiple scans of the database. The length of a candidate sequence grows by one
each time the database is scanned. In a short, to find the sequential pattern with a
length of l the database needs to be scanned at least l times.
3. Difficulty in mining long sequential patterns. A long sequential pattern contains
a combinatorial explosive number of subsequences, and such subsequences must be
generated and tested in the a priori-based mining. Thus, the number of candidate
sequences is exponential to the length of the sequential patterns to be mined.
The implications of these problems make apriori-based algorithms, such as GSP, compu-
tationally expensive due to maintaining the support count for each subsequence being
mined, which leads to a huge memory consumption in the early stages of mining. The
explosive number of candidate sequences also introduces I/O delay, due to the need to
utilize a secondary storage in case the number of sequences gets to big. Despite that,
GSP and its predecessor AprioriAll [1] generate all the sequential patterns although being
inefficient. They are also the basis of further researches on mining sequential pattern,
since they first introduced sequential pattern mining.
SPADE is classified as a Apriori-Based and Pattern-Growth Hybrid since it has key charac-
teristics from both classes. Experiments confirm that SPADE outperforms GSP by a factor
of two [29]. It relies on the same generate-an-test characteristic from GSP, which in turn
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leads to an excessive generation of candidate sequences. However, SPADE finds a solution
to this problem by including some Pattern-Growth characteristics such as search-space
partitioning, which includes the vertical database layout defined in [28]. This technique
reduces scans of the sequence database, making the algorithm faster. Also, the inclusion
of lattice structure partitioning allows to load the decomposed search space into main
memory to be mined separately. This strategy provides a more efficient memory manage-
ment and minimizes I/O costs [29].
On the other hand, the basic search methodology of this algorithm relies on breadth-first
search and Apriori pruning. Despite the pruning, it has to generate large sets of candidates
in breadth-first manner in order to grow longer sequences. Thus, most of the difficulties
suffered in the GSP algorithm occurs in SPADE as well [15]. One way to minimize this
problem is to use a depth-first search strategy that requires less memory.
PrefixSpan falls under the Pattern-Growth category, and like many other algorithms
of this type the key idea for this method is to avoid the candidate-generation step alto-
gether, which is the most time consuming part of apriori algorithms such as GSP [30]. It
employs the database projection technique to make the database for the next pass much
smaller turning the algorithm faster because the search space is reduced at each step
(increasing the computation time in the presence of small support thresholds) [4]. This
characteristic greatly reduces memory consumption in terms of candidate sequences.
The main cost of PrefixSpan lies in the projected database generation process, which
can be computationally expensive if the databases have to be generated physically. To
solve this problem, pseudo-projection was suggest to replace the physical projection of
a sequence by a sequence identifier. However, this method can only be applied if the
projected databases can be fitted into main memory. PrefixSpan also outperforms other
algorithms if the sequential pattern is very long, since it can handle its treatment more
efficiently.
A performance comparison of GSP, SPADE, and PrefixSpan shows that PrefixSpan has
the best overall performance [25]. SPADE, although weaker than PrefixSpan in most
cases, outperforms GSP. The comparison also found that when there is a large number of











Off-line Evaluation of Mining Algorithms
3.1 Introduction
This chapter focuses on SIP signalling anomaly detection based on probabilistic hypothe-
ses, which may also be adopted to support SIP signalling behaviour prediction, this work
is a first step to analyse SIP dialogues in terms of occurrence of signalling patterns.
We start to describe the considered SIP dialogue and the different SPM algorithms
capable of identifying similar SIP signalling sequences and their occurrence rate. Af-
ter describing how SIP signalling messages are filtered, we evaluate the computation
performance of the SPM algorithms for multiple SIP dialogues. The evaluation metrics
include the computation time and memory required to identify all SIP sequences and
subsequences that form the SIP dialogue. The performance results show that both compu-
tation time and memory usage linearly grow with the number of SIP dialogues, allowing
the use of the adopted algorithms for high number of SIP dialogues. This conclusion is
of particular relevance to future adoption of SPM algorithms in real-time SIP signalling
anomaly detection schemes.
This chapter is organized as follows. Section 3.2 identifies related work on SIP
anomaly detection. Section 3.3 introduces the SIP architecture adopted in this work.
The evaluation of the performance achieved by the SPM algorithms applied to the SIP
dialogues is described in Section 3.4. Finally, Section 3.5 concludes the chapter.
3.2 SIP Anomaly Detection
The majority of literature on SIP anomaly detection is particularly oriented to the prob-
lematic of malformed SIP messages. The detection of malformed SIP messages has been
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studied in multiple works, since attacks may be attempted by simply changing the text-
based SIP message headers. Malicious SIP messages are usually detected through intru-
sion detection systems (e.g. firewalls) [21], learning techniques [23] and/or identification
of deviations from a priori statistics [19]. The focus of our work is not on the malformed
SIP messages but rather on the identification and characterization of SIP dialogues. In
[11] support-vector-machine classifiers were adopted to label incoming SIP messages as
good or bad. A SIP message lexical analysis was developed to filter the messages that are
not formed according to the standard and in a second stage a semantic filter was applied
to the stream of the surviving messages to remove syntactic errors. The work in [14]
models the SIP operation as a discrete event system where the state transitions of the SIP
dialog are described through a probabilistic counting deterministic timed automata. The
description includes the characterization of the SIP sequences and their timmings, which
are used a posteriori to detect deviations from the models. Contrary from [14], in our
work we do not assume a fixed probabilistic model of the SIP operation. Instead, we are
interested in monitoring the SIP messages to characterize the SIP dialogues through the
sequences and subsequences that compose them, as well as their occurrence probability.
3.3 System Description
3.3.1 Experimental Testbed
The data repository used in this work was obtained through the generation of SIP mes-
sages considering multiple SIP dialogs. The SIP dialogs were generated with SIPp [13],
which is a free Open Source SIP traffic generation tool. SIPp allows the creation of cus-
tomized XML dialogues to define which messages are exchanged between the SIP end
users, allowing the occurrence of errors in the transmission of the SIP messages.
The structure of the experimental testbed is illustrated in Figure 3.1 and is based on
the architecture described in [9], which merges a GSM radio network with an IMS core
network. The OpenBTS architecture [6] is also integrated, which includes a SIP server
(Asterisk) a Short Message Service (SMS) server (SMQueue) and a SIP authorization server
(SipAuthServe). The Asterisk SIP server is connected via an Access Point to the SIP gener-
ator (SIPp). SIP messages can also be generated by GSM terminals supported by a GSM
cell implemented through Software Defined Radio. The GSM terminals are supported
by the OpenBTS software package, which converts the GSM signalling in SIP signalling
and vice versa. Additionally, an IMS core is also available in the experimental testbed,
allowing the generation of SIP messages that can be routed to the Asterisk SIP server.
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Figure 3.1: SIP Experimental Testbed.
3.3.2 Data Acquisition and Preparation
In the architecture in Figure 3.1, SIPp was used to establish SIP dialogues with the Aster-
isk Server. The flow of the SIP messages starts from the SIPp Generator, being then routed
to the Asterisk server, which analyses the received SIP messages and acts accordingly.
(a) INVITE Request. (b) REGISTER Request.
Figure 3.2: SIPp Custom Dialogues.
To generate traffic in the SIP Traffic Host a few SIP dialogues were defined before-
hand, as shown in Figure 3.2. These dialogues were used to generate the SIP sequences
to mine. In addition, some errors were introduced in the SIP dialogues, forcing the
loss of packets. The loss of packets was implemented in the SIPp XML file, with the
intent of simulating real-time events and represent deviations that could occur during
the SIP dialogue. The generated data from these dialogues was recorded in internal logs
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generated by the SIPp application, detailing each of the SIP messages sent and received.
The logs were then cleaned and converted into a more compact format to be mined by the
sequential pattern mining algorithms studied in this work (GSP, SPADE and PrefixSpan).
To achieve this goal, the SIPp log files were processed using bash scripting with the intent
of isolating each message, whether it is a SIP REQUEST or a SIP RESPONSE, by their
type (e.g. INVITE, REGISTER, 200 OK), and by Call-ID. The Call-ID is a globally unique
identifier of a SIP call. A set of received and sent SIP messages can contain the same
Call-ID, therefore representing a time-ordered sequence of messages that constitute a
given SIP dialogue. The aggregation of messages by Call-ID and by type represent the
time-ordered SIP sequence to be mined.
Assuming the dialogue in Figure 3.2a, which represents a successful INVITE request,
an ordered sequence of events can be defined through the signalling messages exchanged
between the client and the server. The session starts by sending an INVITE message,
which then waits for the server response. After the acknowledgement by the client origi-
nating the invite, the session is established until one of the actors (caller/callee) ask to end
the call by sending a BYE message. A possible sequence of SIP messages forming the SIP
dialogue can be represented by: <INVITE, 100 Trying, 180 Ringing, 200 OK, ACK, BYE,
200 OK>. This sequence of events represents the INVITE dialogue, which is associated to
an unique Call-ID. Adopting a specific and predefined alphabet to represent the different
types of SIP messages, such as the one represented in Table 3.1, the SIP dialogue can be
simply represented by the sequence <1, 15, 16, 21, 2, 3, 21>.
Table 3.1: SIP message alphabet.








The goal here is to quantify the performance of the sequential pattern mining algorithms,
a java implementation of these algorithms was used in the performance tests. The SPMF
library [12] was adopted in our work, which contains an implementation of the three al-
gorithms (GSP, SPADE and PrefixSpan). The input file format for the algorithms consists
of a text file where each line represents a SIP sequence. Each item from a sequence is a
positive integer and the items from the same itemset within a sequence are separated by
single space. The value −1 indicates the end of an itemset. The value −2 indicates the end
of a sequence (e.g. ”1 -1 15 -1 16 -1 21 -1 2 -1 3 -1 21 -1 -2” stands for the sequence <1,




Several dialogues were considered in the mining task. The outcome of the mining algo-
rithms consists on all frequent SIP signalling sequences and subsequences found in the
logs, allowing a descriptive and frequentist analysis. Since both algorithms receive the
same sequences as input, they will reach the same outcome of frequent subsequences,
therefore the performance evaluation is centred on the computation time and memory
required by each algorithm. To evaluate the performance of the selected algorithms, two
simple dialogues were chosen. The first one involves a longer SIP dialogue, i.e. having
higher number of exchanged SIP messages, in which the establishment of a session can
have up to a length-9 SIP sequence. The second dialogue consists in a two message SIP di-
alogue resulting in a shorter sequence. The goal is to analyse how each sequential pattern
mining algorithm behaves in the presence of different sizes of sequences, which would
result in the mining of a different number of subsequences. The sequential databases
(obtained from the logger) for each of the dialogues contain multiple samples of the same
sequence (e.g. < 5 -1 21 -1 > ).
To conduct this experiment, two types of analysis were performed for each algorithm:
memory usage and processing time. Each algorithm was computed five times for each
sequential database, since the memory usage and computation time are not deterministic.
The results obtained in each computation were then used to determine the average, the
standard deviation and the error interval for a confidence level of 95%. The SPMF soft-
ware was run in a 64 bit Windows 10 OS system with 8 GB of RAM and running over a
Intel(RM) Core(TM) i7-6700HQ CPU @ 2.60GHz.
3.4.1 Long sequence
In this test, the size of the sequential database ranges from 100k sequences to 800k, being
its size restricted by the available RAM. Figure 3.3 represents the memory usage and
computation time for the different number of sequences. For each SPM algorithm, the
markers with the error bars represent the average values, while the lines approximate
the linear trend that best fit the average values. Analysing the results depicted in Figure
3.3b, it can be seen that in terms of computational time, PrefixSpan is by far the fastest
algorithm. PrefixSpan also confirms this observation as the number of sequences in the
database increases from 100k to 800k. Regarding the SPADE algorithm, although slower
than PrefixSpan still outperforms GSP in terms of computing time. In Figure 3.3a, GSP
appears to be the most efficient in memory consumption, while SPADE is the one that
consumes more RAM. An explanation for this can reside in the fact that the test was run
with a data-set that did not use prunning, since the same sequence was repeated several
times in the database. By doing so the support count was virtually non-existent since
every sequence would pass the support test. In this case, it is expectable that SPADE
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Figure 3.3: Long sequence performance analysis
under-performs because the lack of prunning leads to higher memory consumption.
3.4.2 Short sequence
In this case the size of the database ranged from 1 million sequences to 5 millions, due to
fact that smaller sequences would result in fewer subsequences, consuming less memory.
The results obtained in the short sequence dialogue, plotted in Figure 3.4, show that the
computation time increases with the number of sequences considered in the sequence
database. A linear trend is observed in the three algorithms as the number of sequences
grows, similar to the observed in longer sequences. However, unlike in the previous test,
SPADE is now the slowest algorithm with an exception to a few points, were GSP ob-
tains a similar computation time. Despite the experimental results pointing to a change
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in behaviour of the algorithms in face of smaller sequences, by analysing the pattern
deviation of the obtained results we can observe that there is a big uncertainty (see the
error interval). The uncertainty could be explained by the fact that the implementation
of the algorithms are not efficient enough to handle small sequences that do not require
pruning, since they generate additional resources (vertical and projected databases) that
are not needed in this case.
In terms of memory, PrefixSpan proved to outperform the other algorithms when han-

















































Figure 3.4: Short sequence performance analysis.
3.5 Final Remarks
From the experiments conducted we can conclude that sequential pattern mining algo-
rithms could potentially be a great aid in identifying behavioural anomalies in telecom-
munication protocols, and categorizing their data.
Given a SIP message log in the form of a sequence S, these techniques can be used
to discover every possible combination of subsequences that can be formed from S, in
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a relatively short time, especially when the PrefixSpan algorithm is adopted. This is
observed for both long and short sequences.
The subsequences extracted from the SIP dialogue can also add a great value as they
represent statistical information of the larger sequences, and because each subsequence
has a probability to belong to a known sequence. The off-line analysis of the SPM al-
gorithms can support other algorithms to predict SIP dialogues in real-time, by using
the probabilities of observing certain sequences and subsequences. SPM algorithms are
also useful in the classification of each dialogue by their frequent sequences, since for
a given sequence S the sequential pattern mining algorithms always generate the same
subsequences that can be built by decomposing the sequence S. The set of subsequences
can be seen as a Fingerprint of the original sequence and may be used to identify a longer
sequence that corresponds to a certain type of SIP dialogue (e.g. anomalous or non
anomalous).
As mentioned before, this chapter represents a first step to analyse SIP dialogues in










SIP’s Behaviour Stochastic Model
When receiving a SIP message, it is important to understand if the message is expected to
appear in the current dialogue, in order to assure the normal behaviour of the protocol.
A good way to ensure the good functioning of the SIP session is to classify the received
messages, taking in to account the classification of previously known sequences.
This chapter tackles the formal steps to draw a solution for the classification problem.
The Hidden Markov Model or HMM concept is introduced. The HMM is a sequence
model, which is defined as a model whose job is to assign a label or class to each unit in a
sequence [20], resulting in mapping a sequence of observations into a sequence of labels.
This chapter will cover the definition of Markov Chain in Section 4.1, the definition of a
HMM and their adaptation to the SIP Dialogue considered in this work.
4.1 Markov Chains
A Markov Chain is defined by a set of states and a set of transitions between states, where
each arc is associated with a probability (the probabilities on all arcs leaving a node
must sum to 1), and in which the input sequence uniquely determines which states the
chain will go through [20]. A Markov chain also has the characteristic of only assigning
probabilities to unambiguous sequences, due to the fact it can not represent inherently
ambiguous problems.
The event of observing a given SIP message can be seen as a probabilistic case, there-
fore it can be defined as a Markov chain. Figure 4.1 shows a Markov chain used to assign
probabilities to different types of dialogues of SIP messages.
In a formal definition, a Markov Chain can be viewed as a probabilistic model, being
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Figure 4.1: Markov Chain for SIP dialogues.
specified by the following components:
(i) Q = q1, q2, . . . , qn: A set of N states.
(ii) A = a01, a02, . . . , an1, . . . , ann: A transition probability matrix A, each aij repre-
senting the probability of moving from state qi to state qj .
(iii) q0, qf : A special start state and end state that are not associated with observations.
Figure 4.1 represents the SIP dialogues (as well as start and end states) as circular
nodes in the graph, with the transitions between each node as edges. In a Markov chain,
the probability of a particular state depends only on the previous state:
Definition 6 Markov Assumption: P (qi|q1 . . . qi−1) =P (qi|qi−1)
An alternative representation of the Markov chain excludes the start and end states,
and instead represents the distribution over initial states and accepts states explicitly.
(i) π = π1, π2, . . . , πn: An initial probability distribution over states. πi is the
probability that the Markov chain will start in state i. Some states j may have πj=0,
meaning that they cannot be initial states. Also, the sum of all πi must be equal to




(ii) QA = { qx, qy , ... } : A set QA ⊂ Q of legal accepting states.
Considering these points, the probability of state 1 (REGISTER dialogue) being the
first state can be represented either as a01 or as π1.
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4.2 Hidden Markov Model
A Markov chain is useful to compute the probabilities of a sequence of events. However,
there are some events that can not be directly observable in the world. Such is the case of
a SIP dialogue, since we can not observe these dialogues but instead receive SIP messages
as input, and infer the correct SIP dialogues from the sequence of observed messages. In
the Hidden Markov Model, we have both observed events, such as the SIP messages re-
ceived as input, and hidden events, which refer to the SIP dialogues that are represented
as causal factors in our probabilistic model.
Introducing a formal definition of a hidden Markov model, focusing on how it differs
from a Markov chain, it is specified by the following components:
(i) Q = q1, q2, . . . , qn : A set of N states.
(ii) A = a11, a12, ..., an1, ..., ann : A transition probability matrixA, each aij representing
the probability of moving from state qi to state qj .
(iii) O = o1, o2, ..., oT : A set of T observations.
(iv) B =bi(ot) : A sequence of emission probabilities, each expressing the probability of
an observation ot being generated from a state i.
(v) q0, qF : A special start state and end state that are not associated with observations,
together with transition probabilities a01, a02, ..., a0n out of the start state and a1F ,
a2F , ..., anF into the end state.
There is also an alternative representation similar to what happens in Markov Chains,
which does not rely in start or end states, and focuses on a distribution of initial accepting
states,represented by the π notation.
(i) π = π1, π2, . . . ,πn: An initial probability distribution over states. πi is the prob-
ability that the Markov chain will start in state i. Some states j may have πj=0,





(ii) QA = { qx,qy ,... } : A set QA ⊂ Q of legal accepting states.
Taking into account this definition, it is now simpler to use HMMs to analyse a SIP
session. By receiving a sequence of observationsO, where each observation is represented
by the incoming SIP messages (e.g. INVITE, 200 OK, ACK, ...), the goal is to identify the
correct hidden sequence H of SIP dialogues. In the particular case of SIP, the hidden
sequence H must always contain the same repetition of hidden states throughout the
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sequence, and should be the same size of our dialogue. To better understand this point,
let us assume the INVITE dialogue which is defined by the following sequence according
to the adopted alphabet: <1, 15, 16, 21, 2, 3, 21>. Here, since this sequence is a length-7
sequence and is classified as "Dialogue 1", the output of our hidden sequence H must be
a length-7 repetition of the states that compose the "Dialogue 1". If this does not occur,
we can conclude that an error has happened in the categorizing procedure due to the
presence of an abnormal/unknown sequence.
A hidden Markov model instantiates two assumptions. The first one, similar with a
Markov chain, states that the probability of a particular state depends only on the pre-
vious state, as defined by the Markov Assumption in Definition 6. Finally, the second
assumption states that the probability of an output observation oi depends only on the
state qi that produced the observation oi and not on any other states or any other observa-
tions.
Definition 7 Output Independence: P (oi|q1, ..., qi , ..., qT , o1, ..., oi , ..., oT ) =P (oi|qi)
In Figure 4.2 a simplified HMM of a SIP session is shown. In this example, only two
hidden states are considered, which correspond to the INVITE and REGISTER dialogue.
The observations are drawn from adopted alphabet for this work, where each observation
ok corresponds to a certain SIP message(alphabet).
Figure 4.2: Hidden Markov Model for relating SIP messages received to the known Dia-
logues.
In this HMM, there is a (non-zero) probability of transitioning between any two states.
Such an HMM is called a fully connected or ergodic HMM.
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4.3 Solution: Viterbi Approach
As it has been stated in this work, the task of classifying a given sequence of observed SIP
messages as a known SIP dialogue can be modelled as a HMM. However, in this particular
case, it is important to take into account the likelihood of the previous states, to guarantee
the choice of the best SIP dialogue. In order to make this classification in real-time, we
have modified an implementation of the Viterbi Algorithm, which was implemented in
Matlab.
The Viterbi algorithm is a very common decoding algorithm for HMM. In the SIP do-
main, given a sequence of observed SIP messages, the task of the decoder is to identify
the best hidden SIP dialogue sequence. As such, the Viterbi can be seen as a kind of
dynamic programming algorithm [20]. This kind of algorithms use tables to keep record
of intermediate values as it builds up the probability of the observation sequences, and
make use of a dynamic programming trellis.
Figure 4.3: The Viterbi trellis.
In Figure 4.3 the Viterbi trellis is presented. Hidden states are represented by circles
while the squares represent the observations of the system (SIP Messages in our case) that
occurred in a given instance k. The goal is to compute the best hidden state sequence
of SIP dialogues (S1, S2) for the given observation sequence of SIP messages (M1, M2,
M3). The viterbi algorithm processes the observation sequence left to right, filling out
the trellis, where each cell ck(j) represents the probability that the HMM is in state j after
seeing the first k observations. The possible hidden states that can be chosen in a given
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instant are shadowed by a gray ellipse in the k=1 iteration, where the cell belonging to
the path with the higher probability will be chosen. The value of each cell is computed
recursively, taking into account the most probable path to lead to this cell.
Listing 4.1: Viterbi Pseudo-code
1 function VITERBI (O,Q, π ,Y ,A,B):X
2 for each state i∈ {1,2,. . .,K}do
3 T1[i,1] ← πi · Biy1
4 T2[i,1] ← 0
5 end for
6 for each observation i=2,3,. . . ,T do
7 for each state j ∈ {1,2,. . . ,K} do
8 T1[j,i] ← maxk (T1[k,i-1] · Akj · Bjyi )
9 T2[j,i] ← argmaxk (T1[k,i-1] · Akj · Bjyi )
10 end for
11 end for
12 zT ← argmaxk (T1[k,T ])
13 xT ← QzT
14 for i ← T ,T − 1,...,2 do
15 zi−1 ← T2[zi,i]




In Listing 4.1 a Pseudo-code representation of the Viterbi algorithm is given. The
Viterbi algorithm is used for finding the most likely sequence of hidden states (called
the Viterbi Path) that results in a given sequence of observations. Looking at Figure 4.3,
some relations can be extracted as follows:
This algorithm generates a path X=(x1, x2, ..., xT ), where each xk ∈Q=(q1, q2, ...., qN ), that
represents a sequence of states, or in our case represents the known SIP dialogues. The
input observations are represented by Y=(y1, y2, ..., yT ), with yk ∈O= (o1, o1, ..., oT ) repre-
senting the observation space, the observation space represents the SIP alphabet present
in Appendix B, whereas the input sequence Y represents the given SIP messages at the
time t. In the algorithm, two 2-dimensional tables of size NxT are constructed, where
N represents the number of states (known dialogues) and T represents the observation
dimension.
• Each element of T1[j,i] represents the probability of the most likely path so far.
• Each element of T2[j,i] represents the most likely path so far, in form of an array.
With this characterization, it is possible to use the Viterbi algorithm to start classifying
our SIP sequences.
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4.4 Data Acquisition and Preparation
In order to acquire relevant information from our SIP sequences using the Viterbi algo-
rithm, some definitions must be taken into consideration.
Definition 8 Let S = < m1,m2, ...,mk−1,mk > be a SIP sequence of size k, where each mn
represents a SIP message that belongs to a specific Call-ID. Sequence S represents the SIP
dialogue, and the SIP messages mn represent a specific observation.
Looking at definition 8, we can define a SIP dialogue from a given Call-ID as the
observation input that will be fed to the Viterbi algorithm, which will later be classified.
Definition 9 Given a set of experimental SIP dialogues {Dialogue e1, Dialogue e2, ..., Dialogue
et−1, Dialogue et}. The set of experimental SIP Dialogues represent the set of hidden states from
our HMM. Each SIP dialogue can be viewed as a SIP sequence.
By defining each SIP dialogue as a hidden state, it becomes possible to compute
the best SIP dialogue, for a given Sequence of observations, thus characterizing our SIP
sequences. After defining the observation sequences and hidden states, some other defi-
nitions can be created.
Definition 10 Each transition from a SIP dialogue to another is represented by a probability.
The probabilities for each transition are stored in an Transition Matrix, and are dependent on
a data repository R.
Definition 11 The probability of a given SIP message mn belonging to a certain SIP Dialogue
Dg is represented in the Emission Matrix. Each dialogue can have multiple SIP messages, and
the same type of SIP message can occur in multiple SIP dialogues.
These definitions help make a better characterization of the SIP dialogues, thus model-
ing the SIP problem as an Hidden Markov Model. To conduct the real-time classification
of received SIP messages, a Matlab implementation of the Viterbi algorithm was used by
adapting the original one available at [8]. The inputs of the algorithm are as follows:
(i) Set of SIP states represented by the different dialogues proposed in this thesis;
(ii) Observation sequence, which represents our SIP message input that will be anal-
ysed in order to determine the current dialogue;
(iii) Start probabilities for each of the defined states;
(iv) Transition matrix which stores the transition probability of transiting from each of
the different states to one another;
(v) Emission matrix that stores the probability of observing a certain SIP message o
from a given state s;
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These inputs are then sent to the forward_ viterbi.m script (available in the Appendix C)
which contains the Matlab implementation of the Viterbi algorithm. The algorithm then
returns an output array with the most probable sequence of hidden states. To fulfil these
requirements, a few Matlab scripts were written to define each of the probabilities and
matrices required. The main script can be seen as a two part model, which contains the
pre-processing step to create the input variables and feed them to the Viterbi algorithm,
and the post-processing step which acts upon the output received from the algorithm and
makes changes to the matrices according to the received data. Each of these steps will de
detailed further in the thesis.
4.4.1 Pre-Processing Step
To generate the input variables the run.m script was created (see Appendix C). The script
starts by defining the initial set of known sequences, being gathered before running the
Viterbi algorithm. These sequences are used to serve as reference for the classification of
the incoming observation input, which will be classified as a known SIP dialogue. The
known sequences are extracted from an external text file named data.txt and stored into
an array that will be used to aid in the construction of the input matrices.
Alongside the sequences, their Dialogue IDs are also retrieved from an external text
file, to generate the hidden states. The set of hidden states in this algorithm are repre-
sented by the different SIP dialogues defined in this work, and each of the SIP messages
are characterized by our created alphabet, which identifies each of the different types of
messages. Without loss of generality, in the tests conducted in this work a few experimen-
tal dialogues were defined in order to simplify the generation of the results.
After retrieving all the external data needed for the algorithm, a synthetic database needs
to be generated in order to simulate a real dataset of SIP message exchange in a given
telecommunications network. To do so, some samples were randomly generated from the
known sequences. Each sample element represents a certain SIP dialogue, which is asso-
ciated to a known sequence. With this in mind, the samples can be seen as a randomly
sorted set of SIP dialogues. For this thesis the starting dataset contained 100 randomly
generated dialogues, which are stored in a vector S with the size 1×100. The samples
are only generated once in order to keep the same matrices throughout the tests, so after
generating the Sample array this variable is saved and loaded when need to the Matlab
environment.
The final steps for the preparation of the data involve defining the start probabilities for
each of the hidden states, and creating both the Emission Matrix and Transition Matrix,
with the help of initial generated samples of data. The generation of these variables goes
as follows:
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• The selection of the start probabilities is a simple straightforward method, and
involved going through the sample array and calculating the occurrence of each
dialogue in terms of percentage. In an initial phase of the tests each of the samples
were generated randomly, although having the same probability of being chosen,
which led to the starting probabilities between the different dialogues to be similar
to each other. Later in this thesis, depending on the type of test being conducted,
this percentage can be chosen according to the needs of the evaluation being made.
• For the Transition Matrix, first a matrix of size N was created, where N refers to
the dimension of the hidden states, and the transitions between different states are
counted, as well as transitions when staying within the same hidden state (e.g. an
Invite dialogue is terminated and another Invite dialogue to a different Call-ID is
established). After counting these transitions, the probabilities for each of them are
calculated and inserted into the Transition Matrix.
• In the Emission Matrix, the goal is to calculate the probabilities of receiving an
observation o in a give state s. To do so, a matrix of size N ×K is constructed, which
allows to traverse the data vector S and count the number of occurrences of a given
observation from our known alphabet in our different SIP states. Finally, after the
occurrence the final probabilities are calculated to determine the Emission Matrix.
All these input variables are then fed to the Viterbi algorithm. The algorithm then
calculates the probabilities for each of the hidden sequences according to the received
observation sequence, in order to fill out the trellis. As a result of the calculations, the
algorithm returns an array of possible dialogues for the given sequence of SIP messages.
The next section will cover post-processing done to the data in order to confirm the data
and change the matrices accordingly.
4.4.2 Post-Processing Step
Once the algorithm is finished calculating the best sequence of SIP dialogues, three dis-
tinct variables are returned as output: argmax which contains the best path for the hidden
states, valmax that represents the highest probability correspondent to the chosen path,
and total that represents the sum of all the probabilities, including the observations. In
this thesis however only the argmax variable will be analysed, since it contains the most-
likely classification of the SIP observations. Then, the first step of the post-processing is
analysing what the algorithm output is, and check if the classification was successful or
not.
However, some notions need to be gathered in order to correctly processes the output,
since the observation input can vary widely, and can be categorized as three distinct types
of SIP sequences:
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• known sequences - The observation sequence was composed of a set of SIP mes-
sages that would result in one of the known SIP dialogues.
• Error sequences - The received sequence contained a deviation from one of the SIP
dialogues, where some SIP messages where either missing or added to the original
dialogue, causing a deviation error from the known sequences.
• Unknown sequences - The Viterbi algorithm received a sequence with SIP mes-
sages that were not initially present when creating the matrices, thus generating an
unknown situation.
Each of these different types of messages produces different types of categorizations
by the algorithm. In some experiments, it was found that for an observation of a known
sequence with size k, the Viterbi algorithm would return a sequence of size k + 1, where
each element would refer to the correct SIP dialogue, having thus a classification of
the most probable dialogue for each observation, and showing in the end the next most
probable state for the observation (e.g. when receiving an observation <1, 15, 16, 21, 2,
3, 21> which corresponds to Dialogue 1, the output of the algorithm would generate a
vector of size 8 where each item contains the classification "Dialogue 1", as demonstrated
in Figure 4.4).
Figure 4.4: Matlab Viterbi Implementation Scheme.
With this knowledge of the input and output behaviour, a few flaw detections can be
made by analysing the output vector, in two different ways:
1. Size of output sequence: The size of the output sequence needs to be the same size
as the attributed dialogue classification, excluding the extra element for the next
state (if the observation is a replica of a "Dialogue 1” sequence, the size of the output
should be the same size as a typical "Dialogue 1” sequence, which is lenght-7, plus
the classification for the next hidden state, which ends with a lenght-8 sequence).
2. Output sequence content: All the elements from the output sequence should be-
long to the same SIP dialogue, due to a given dialogue only having one correspond-
ing sequence that represents it. Therefore, if the algorithm returns a path with
several dialogues, we can assume that an error has occurred either in the classifica-
tion by the algorithm, due to the probabilities, or by a SIP sequence error.
For the unknown sequence, the output of the viterbi algorithm returns an empty
vector, due to the fact that if in the Emission and Transition matrices there are no oc-
currences of a given SIP message, the algorithm gives a probability of 0 to that message,
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which results in not finding any fitting dialogue to classify the observed event.
Returning to the post-processing step, which is implemented in the run.m script, after
receiving the output variables, the argmax array is analysed for its content, and checked
for each of the three types of possible SIP sequences.
If argmax returns an empty array, it can be concluded that the observed sequence repre-
sents an unknown sequence. Therefore, the observation sequence is stored in the data.txt
file, and a new dialogue ID is generated for the observation. The sequence is saved us-
ing the saveSequence.m script which preforms the previous actions, as well as storing the
observation ID in the sample array, in order to recalculate the probabilities of the matrices.
Next, the elements of the argmax array are verified for similarity. In the case where
all elements are equal to one another, the observation sequence is checked in the known
sequence array to see if it matches the given classification. If the observation is equal to
the given SIP dialogue, a correct classification has occurred, and the dialogue ID is saved
in the sample array to solidify the probability of the given SIP dialogue.
However, if the observation differs from the classified dialogue sequence, we can con-
clude to have occurred an incorrect classification. In this case, the observation sequence
is checked in the full extent of the known sequence array to see if it has any occurrence in
the array. If the observation sequence exists, then only its ID is saved in the sample array.
If the dialogue does not exist at all, the full sequence is saved as it happens in the case of
an unknown sequence. The same process described in this paragraph is made when the
elements from the argmax array are different from each other.
At the end, after finishing the analysis of the output array, the number of correct classifica-
tions is counted in order to understand how much iterations are needed for the algorithm
to correctly classify a given sequence. In the next chapter, an example of some of the tests












This chapter is focused on testing the SIP stochastic model, that was presented in the
previous chapter, analysing the performance of the suggested implementation for the
Viterbi algorithm, when in the presence of different types o SIP sequences. In the follow-
ing sections a description of the different tests and an analysis of the data gathered will be
presented, starting with a dynamic evaluation in Section 5.1, and a similarity evaluation
in Section 5.2, and ending with some final remarks on the conclusions taken from each
experiment in Section 5.3. These tests were conducted in a 64 bit Windows 10 OS system
with 8 GB of RAM, and running over a Intel(RM) Core(TM) i7-6700HQ CPU 2.60GHz.
5.1 Stochastic Dynamics Evaluation
To generate the initial database for the SIP tests, a Matlab script was used to generate a
set of 100 randomized samples from the known sequences in Table 5.1. The samples are
identified by their dialogue ID throughout the sample array and are generated according
to their corresponding percentage (e.g. sequence <1, 15, 16, 21> represented by the
experimental dialogue ID "1"(Dialogue e1) accounts to 60% of the samples in the sample
array). After the initial generation, the samples were randomly sorted to simulate a real
data set of SIP dialogues, which in turn provided transitions in the sample array that
were considered to calculate the Transition matrix in the pre-processing step.
The first test to be conducted aimed to gather insights on the performance of the Viterbi
algorithm in the presence of new datasets unknown to the algorithm. The initial sample
set of known sequences consists in the length-4 sequences described in Table 5.1. Each of
the three sequences are differently distributed accordingly to their percentages through-
out the sample array, which will influence the creation of the Emission and Transition
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matrices.
Table 5.1: Known Sequences.
Dialogue ID SIP Sequence Percentage
e1 <1, 15, 16, 21> 60%
e2 <1, 15, 4, 21> 30%
e3 <6, 30, 6, 21> 10%
The proposed test involves generating 100 samples of an unknown sequence, and
then counting the number of iterations needed for the algorithm to correctly classify the
new sequence. In Figure 5.1, we can observe the number of iterations needed to correctly
classify each of the different sequences. In a first observation, it can be seen the differences
in the convergence of each of the sequences to their correct classification, which is directly
related to the probabilities of the Emission and Transition matrices.
Figure 5.1: SIP Dynamic Evaluation.
In Sequence 1, which represents the sequence <1, 21, 16, 21>, as shown in Table
5.2, it took 43 iterations for the Viterbi algorithm to successfully identify the sequence.
Looking to the known sequences, we can observe that sequence <1, 15, 16, 21>, or in
short Dialogue e1 is the most frequent sample in our database with 60% of occurrences.
This makes it the sequence with the higher number of transitions in the database, which
in turn leads to a higher probability of transitioning from a given sequence to a Dialogue
e1 message. Also, each of the elements (SIP messages) in Dialogue e1 have a greater
chance of belonging to this sequence, due to the number of occurrences of this sequence
in the sample array. In return, this leads to the probabilities in the emission matrix to rise
for this messages, making it more likely to belong to the SIP Dialogue e1.
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Table 5.2: Sequence Mapping.
Sequence 1 <1, 21, 16, 21>
Sequence 2 <1, 21, 4, 21>
Sequence 3 <1, 15, 30, 21>
Sequence 4 <6, 15, 6, 21>
Sequence 5 <7, 15, 40, 21>
This leads to the algorithm taking much longer to correctly identify the new sequence,
since in the emission matrix there is more probability of addressing the new input to
Dialogue e1, rather than to point to the newly observed Sequence 1. Since Sequence 1
contains the SIP message with the code 16, which is present in Dialogue e1, the algorithm
in the early stages classifies the new input as a Dialogue e1. Once the sample array is en-
riched with the new sequence and the emission and transition matrices are reconstructed,
the probabilities become more balanced and the algorithm correctly classifies the inputs.
Next in Figure 5.1, we have Sequence 2, which consists in the SIP sequence <1, 21,
4, 21>. The number of iterations for this sequence to converge now decreases to 21, since
its similar candidate is Dialogue e2, represented by <1, 15, 4, 21> with an occurrence of
30% in the sample array. Once again, the decisive element is SIP message 4, that only
occurs in Dialogue e2, but since this dialogue has less representation in the sample array,
the algorithm is much faster at correctly identifying the new input.
In Sequence 3 the case is different, since it contains elements from both dialogue e1
and e1 the probabilities from the emission matrix disperse through both dialogues, mak-
ing the probabilities low. By doing so the algorithm needs less iterations to identify
Sequence 3. In Sequence 4, the algorithm converges quickly due to the fact that dialogue
e3 represented by sequence <6, 30, 6, 21> has a low occurrence in the sample matrix,
therefore the algorithm has less difficulty in detecting the new SIP dialogue.
Finally, for the last SIP dialogue, Sequence 5 represents an unknown sequence that con-
tains SIP messages that were not previously observed by the algorithm thus not showing
in the Emission Matrix, namely message 7 and 40. Since the algorithm has no previous
representation of this kind of sequence, after the first reconstruction of the matrices, the
algorithm immediately detects the new sequence from then on.
5.2 Stochastic Similarity Evaluation
Another important feature to consider in this experimental test, is to verify the robustness
of the algorithm when processing similar sequences with slight deviations from one
another. In this section, the goal is to preform a similarity test to the Viterbi algorithm.
This is done by checking if the presence of nearly identical sequences will have any effect
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in the correct classification of the input sequence. In this case scenario, the initial database
is equally repartitioned, where each sequence is given the same amount of samples, as
shown in Table 5.3.
Table 5.3: Similarity Test Database.
Dialogue ID SIP Sequence Percentage
e1 <2, 15, 5, 21> 33%
e2 <1, 20, 7, 21> 33%
e3 <1, 18, 4, 41> 33%
The core of the test however stays unchanged, which involves generating 100 samples
of new sequences that are similar with each other, and with the database sequences.
For this test the proposed input sequences are represented in Table 5.4. Each sequence
differs at least one item from each other, and every SIP message form the input sequences
needs to be present in the database, in order to maintain as much similarity between the
sequences as possible.
Table 5.4: Similarity Sequences.
Sequence 1 <1, 18, 4, 21>
Sequence 2 <1, 18, 5, 21>
Sequence 3 <1, 20, 5, 21>
Sequence 4 <2, 20, 5, 21>
Figure 5.2 shows the number of iterations per sequence, required for a valid classifi-
cation adopting the Viterbi algorithm. Unlike the results presented in the dynamic test
of Figure 5.1, here the number of iterations remains practically constant for each of the
different sequences, with the exception of Sequence 4 that required less iterations. This
results may be explained by the composition of the similarity database. Since each known
sequence is equally repartitioned in the sample array, the probabilities of the Transition
matrix do not vary too much for each transition, making the probabilities similar, which
leads to each new added sequence to require nearly the same amount of iterations to
converge.
Another important aspect is the Emission matrix that reflects the same experience.
Each item present in the three known sequences from our similarity database, does not
appear more than two times, which leads to the probabilities being more centred around
only one sequence. This is the reason why Sequence 4 requires less iterations to be
correctly classified, since the SIP message that corresponds to the character 2 is only
present in the first dialogue <2, 15, 5, 21>.
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Figure 5.2: SIP Similarity Evaluation.
5.3 Final Remarks
From these experiments, some evidence was gathered for accepting the Viterbi algorithm
as a reliable technique for classifying sequences of SIP messages. By defining each hidden
state as a SIP dialogue, and having a data set that contains information about each known
sequence, it is possible to classify a given sequence as one of these established states.
The Viterbi algorithm proved to be efficient both in the dynamic evaluation and in the
similarity test, needing only a few iterations to correctly identify the received SIP se-
quences as their attributed dialogue. These tests are a step to guarantee the robustness
of this technique, while showing the adaptability to different case scenarios that could












This work presents a characterization of SIP dialogues, in order to provide a tool capa-
ble of diagnosing and detecting erratic SIP sequences. In the tests preformed using the
algorithms studied in this work, we demonstrate different tools capable of classifying dif-
ferent sequences of SIP messages. The next sections include some final remarks regarding
the developed work in this thesis, as well as some contributions made, ending with some
analysis on the future work this thesis leaves to be explored.
6.1 Final Remarks
Starting with a bibliographic survey of data mining techniques that were capable of
analyse big bulks of sequential data, a study on sequential pattern mining algorithms
was preformed in Chapter 2. These algorithms provide techniques capable of detecting
frequent patterns of data, which could prove to be useful in order to characterize SIP
dialogues. To do so, three classical sequential pattern mining algorithm were studied
and tested in depth, namely the GSP, SPADE and PrefixSpan algorithms. Each of these
algorithms were studied to better understand their functionality, and learn what different
benefits they could provide to our solution.
A few experimental tests were conducted in Chapter 3, where an off-line analysis of
the SPM algorithms was made. In these tests, the three studied algorithms were evalu-
ated in terms of performance for their processing time, and memory consumption. The
goal of this test was to understand the efficiency of each algorithm, and learn what useful
knowledge could be mined from the data. Some materials included in Chapter 3 were
published in a paper in INForum 2018 conference, in Appendix D. The work developed
aided in the characterisation of the SIP sequences, adding valuable statistical information
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from the different subsequences mined with the proposed algorithms.
The statistical information studied in Chapter 3 was not enough to fully characterize
the SIP dialogues. With that in mind, a new bibliographic survey was performed, cov-
ering methods capable of classifying incoming sequences of data. The solution we have
adopted in this work was based on Hidden Markov Models (HMM). The HMM allowed
the definition of a sequence model capable of characterizing each SIP message in a se-
quence. In the study, we were able to define SIP sequences as a set of states, with the
use of Markov Chains. This technique was used to determine transitions between each of
these states and allowed to classify the SIP dialogues.
The conducted tests in Chapter 5 focused on evaluating the robustness of the Viterbi
algorithm in the presence of different types of input SIP sequences. First, a dynamic test
was made using random SIP sequences, and finally a similarity test was conducted in
order to determine the number of required iterations to classify the SIP sequences. The
tests proved to be effective and were fast to classify the input sequences. In terms of con-
tributions, Chapter 5 provides a correct classification of sequences of SIP messages, thus
being an effective tool capable of characterising the SIP dialogues in a fast and efficient
way.
6.2 Future Work
After finishing the tests for the different studied algorithms, it was shown that the imple-
mentations adopted in the work were capable of characterising SIP dialogues in a short
window of time. The different techniques were capable of not only providing interesting
statistical information from off-line data repositories, as well as successfully classifying
incoming sequences of SIP messages. It would be interesting in the future to include the
off-line statistical information in the real-time classification of the sequences in order to
determine the performance gain in terms of computation time, where the off-line evalua-
tion can be seen as an intermediate step, by priorly identifying non-anomalous patterns of
SIP dialogues. Another important aspect to consider is analysing if the apriori knowledge
of the different subsequences of messages, and their statistical information, could help to
prematurely detect deviations in the real-time classification of the SIP sequences. This
behaviour detection in real time could potentially be a great aid in order to make the pro-
tocols more secure, by preventing exterior attacks, thus turning the telecommunications
protocols more efficient and safe.
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Figure A.1: Dialogue 1 (Successful INVITE request).
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A.2 Dialogue 2




Figure A.3: Dialogue 3 (INVITE: ACK wrong cseq).
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A.4 Dialogue 4




Figure A.5: Dialogue 5 (Successful REGISTER request).
A.6 Dialogue 6
Figure A.6: Dialogue 6 (REGISTER: 403 Forbidden).
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A.7 Dialogue 7




Figure A.8: Dialogue 8 (Bad Message).
A.9 Dialogue 9
Figure A.9: Dialogue 9 (INVITE: 404 Not Found).
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A.10 Dialogue 10
Figure A.10: Dialogue 10 (INVITE: 503 Service Unavailable).
A.11 Dialogue 11




Figure A.12: Dialogue 12 (OPTIONS: 404 Not Found).
A.13 Dialogue 13
Figure A.13: Dialogue 13 (INVITE: wrong Call ID in bye).
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A.14 Dialogue 14
Figure A.14: Dialogue 14 (SUBSCRIBER).
A.15 Dialogue 15













• 1 – INVITE
• 2 – ACK
• 3 – BYE
• 4 – CANCEL
• 5 – OPTIONS
• 6 – REGISTER
• 7 – PRACK
• 8 – SUBSCRIBE
• 9 – NOTIFY
• 10 – PUBLISH
• 11 – INFO
• 12 – REFER
• 13 – MESSAGE
• 14 – UPDATE
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B.2 Provisional Responses
• 15 – 100 Trying
• 16 – 180 Ringing
• 17 – 181 Call is being forwarded
• 18 – 182 Queued
• 19 – 183 Session in Progress
• 20 – 199 Early Dialog Terminated
B.3 Successful Responses
• 21 – 200 OK
• 22 – 202 Accepted
• 23 – 204 No notification
B.4 Redirection Responses
• 24 – 300 Multiple Choices
• 25 – 301 Moved Permanently
• 26 – 302 Moved temporarily
• 27 – 305 Use Proxy
• 28 - 380 Alternative Service
B.5 Client Failure Responses
• 29 – 400 Bad Request
• 30 – 401 Unauthorized
• 31 – 402 Payment required
• 32 – 403 Forbidden
• 33 – 404 Not Found
• 34 – 405 Method Not allowed
• 35 – 406 Not Acceptable
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B.5. CLIENT FAILURE RESPONSES
• 36 – 407 Proxy Authentication Required
• 37 – 408 Request Timeout
• 38 – 409 Conflict
• 39 – 410 Gone
• 40 – 411 Length Required
• 41 – 412 Conditional Request Failed
• 42 – 413 Request Entity Too Large
• 43 – 414 Request-URI Too Long
• 44 - 415 Unsupported Media Type
• 45 – 416 Unsupported URI Scheme
• 46 – 417 Unknown Resource-Priority
• 47 – 420 Bad Extension
• 48 – 421 Extension Required
• 49 – 422 Session Interval Too Small
• 50 - 423 Interval Too Brief
• 51 - 424 Bad Location Information
• 52 – 428 Use Identity Header
• 53 – 429 Provide Referrer Identity
• 54 – 430 Flow Failed
• 55 – 433 Anonymity Disallowed
• 56 – 436 Bad Identity-Info
• 57 – 437 Unsupported Certificate
• 58 – 438 Invalid Identity Header
• 59 – 439 First Hop Lacks Outbound Support
• 60 - 440 Max-Breadth Exceeded
• 61 – 469 Bad Info Package
• 62 – 470 Consent Needed
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• 63 – 480 Temporarily Unavailable
• 64 – 481 Call/Transaction Does Not Exist
• 65 – 482 Loop Detected
• 66 – 483 Too Many Hops
• 67 – 484 Address Incomplete
• 68 – 485 Ambiguous
• 69 – 486 Busy Here
• 70 - 487 Request Terminated
• 71 – 488 Not Acceptable Here
• 72 – 489 Bad Event
• 73 – 491 Request Pending
• 74 – 493 Undecipherable
• 75 – 494 Security Agreement Required
B.6 Server Failure Responses
• 76 – 500 Server Internal Error
• 77 – 501 Not Implemented
• 78 – 502 Bad Gateway
• 79 – 503 Service Unavailable
• 80 – 504 Server Timeout
• 81 – 505 Version Not Supported
• 82 – 513 Message Too Large
• 83 – 580 Precondition Failure
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B.7. GLOBAL FAILURE RESPONSES
B.7 Global Failure Responses
• 84 - 600 Busy Everywhere
• 85 – 603 Decline
• 86 – 604 Does Not Exist Anymore
• 87 – 606 Not Acceptable














Listing C.1: run.m script
1 function run(obs)
2 %read data from text file
3 M = csvread(’data.txt’);
4




9 known_seqs{k} = M(k,:); % get rows from Matrix and store in cell array
10 known_seqs{k}(known_seqs{k}==0) = []; % remove zeros from cell
11
12 id_nok(k)=k; %get id for each sequence
13 end
14
15 scenario_id = csvread(’scenario_id.txt’);
16
17 for k=1:length(scenario_id),
18 string = strcat(’Scenario’,32,num2str(scenario_id(k)));
19 string = cellstr(string);
20 states{k} = [string{:}]; %get id for each sequence
21 end
22
23 N=length(states); %dimension of hidden states
24 K=70;% emission alphabet
25
26 %create sample matrix
27
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32 S_seq = known_seqs(samples);
33 S_index = id_nok(samples);
34
35 %start probability for each state
36 start_p = zeros(1,length(states));
37
38 %get values of start probability from sample matrix
39
40 for k=1:length(states),
41 start_p(k) = sum(S_index(:) == k)/num_samples;
42 end
43
44 %create Transition Matrix
45
46 A =zeros(N);
47 for k=2:length(S_index), %transictions between different sequences
48 A( S_index(k-1), S_index(k)) = A( S_index(k-1), S_index(k)) +1;
49 end
50
51 for k=1:length(S_index), %transictions when staying within the same sequence













65 for k=1:length(S_index), %transictions when staying within the same sequence
66 for m=1:K,
67 num_elems= length(find(S_seq{k}==m));












78 %Run Viterbi algorithm
79
80 %Pr(obs) path Pr(path)












93 classification(0); %Inorrect classification - 0
94 else
95 %Check if all positions the same
96 if all(strcmp(argmax, argmax{1}))
97 disp(’Sameelements’);
98
99 %get position in states matrix of the given scenario
100 scenario = [argmax{1}];
101 index = find(strcmp(states, scenario));
102
103 if isequal(obs, known_seqs{index})
104 disp(’Correctclassification’);
105 saveSample(samples,index);
106 classification(1); %Correct classification - 1
107 else
108 disp(’Incorrectclassification’);
109 classification(0); %Inorrect classification - 0
110
111 index = findSequence(known_seqs,obs);
112











124 index = findSequence(known_seqs,obs);
125 classification(0); %Inorrect classification - 0
126
127 if index ~[],
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Listing C.2: generateSamples.m script
1 function generateSamples(num_samples)
2 samples = [];
3 samples = [samples ones(1,floor(0.33*num_samples))];
4 samples = [samples 2*ones(1,floor(0.33*num_samples))];
5 samples = [samples 3*ones(1,floor(0.33*num_samples))];
6 samples = samples(randperm(length(samples)));
7 save samples.mat samples
8 end
C.3 classification.m Script
Listing C.3: classification.m script
1 function classification(class)
2 %store sequence





Listing C.4: saveSequence.m script
1 function saveSequence(obs,scenario_id, samples)
2 %store sequence







8 %store scenario id
9 new_id = scenario_id(end) + 1 ;
10





16 samples = [samples new_id];
17 save samples.mat samples
18 end
C.5 findSequence.m Script
Listing C.5: findSequence.m script
1 function res=findSequence(known_seqs,obs)
2 index = [];
3
4 for k = 1:numel(known_seqs)
5 if isequal(known_seqs{k}, obs)









Listing C.6: normalizeByRows.m script
1 function res = normalizeByRows(A)
2
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C.7 forward_viterbi.m Script
Listing C.7: forward_viterbi.m script
1 function[total,argmax,valmax]=forward_viterbi(obs,states,start_p,trans_p,emit_p)
2
3 T = {};
4 for state = 1:length(states)
5 T{state} = {start_p(state),states(state),start_p(state)};
6 end
7 for output = 1:length(obs)
8 U = {};
9 for next_state = 1:length(states)
10 total = 0;
11 argmax = [];
12 valmax = 0;
13 for source_state = 1:length(states)
14 Ti = T{source_state};
15 prob = Ti{1};
16 v_path = Ti{2};
17 v_prob = Ti{3};
18 p=emit_p(source_state,obs(output))*trans_p(source_state,next_state);
19 prob = prob*p;
20 v_prob = v_prob*p;
21 total = total + prob;
22 if v_prob > valmax
23 argmax = [v_path, states(next_state)];





29 U{next_state} = {total,argmax,valmax};
30 end
31 T = U;
32 end
33 %total = 0;
34 argmax = [];
35 valmax = 0;
36 for state = 1:length(states)
37 Ti = T{state};
38 prob = Ti{1}; v_path = Ti{2}; v_prob = Ti{3};
39 total = total + prob;
40 if v_prob > valmax
41 argmax = v_path;















This appendix includes the paper accepted in the INForum 2018 conference (with peer
review), which was presented in an oral presentation.
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Abstract Session Initiation Protocol (SIP) has been massively adopted
for establishing and controlling communication sessions that support
multimedia services, including but not limited to Voice over Internet Pro-
tocol (VoIP) or IP Multimedia Subsystem (IMS) services. The growing
adoption of the SIP protocol has motivated the development of analyt-
ical tools capable of diagnosing and/or identifying potential problems
caused by inconsistent SIP signaling. Focusing on SIP signaling anomaly
detection based on probabilistic hypotheses, which may also be adopted
to support SIP signaling behavior prediction, our work is a first step
to characterize SIP dialogs in terms of distinct signaling sequences and
on their frequency probability. We start by describing the considered
SIP scenario and different Sequential Pattern Mining (SPM) algorithms
capable of identifying similar SIP signaling sequences and their frequency.
After describing how SIP signaling messages are filtered, we evaluate the
SPM algorithm’s computation performance to characterize different SIP
signaling flows. The evaluation metrics include the computation time
and memory required to identify all SIP sequences and subsequences of
the SIP flows. The evaluation results show that both computation time
and memory usage linearly grow with the flow of SIP messages. This
conclusion is of particular relevance to future adoption of such algorithms
in real-time SIP signalling anomaly detection schemes.
1 Introduction
In recent years, the usage of machine learning and data mining techniques has
been massively adopted, mainly due to the increase in processing power and
to the scientific breakthroughs in data science. Machine learning is also being
adopted in the telecommunications arena, as it can bring many advantages in the
processing of bulks of data that are generated by a plethora of different sources.
In this work we are motivated by the advantages of adopting machine learning
techniques to supervise the signaling of multimedia communication sessions. The
SIP protocol [1] is used to initiate, maintain and terminate real-time sessions,
being adopted by multiple VoIP clients and other multimedia services (e.g. IMS).
The growing adoption of the SIP protocol requires analytical tools capable of
identifying inconsistent sequences of SIP signaling messages and their possible
