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Abstract
Conformational change of a DNA molecule is frequently observed in multiple biologi-
cal processes and has been modelled using a chain of strongly coupled oscillators with
a nonlinear bistable potential. While the mechanism and properties of conforma-
tional change in the model have been investigated and several reduced order models
developed, the conformational dynamics as a function of the length of the oscillator
chain is relatively less clear. To address this, we use a modified Lindstedt-Poincare
method and numerical computations. We calculate a perturbation expansion of the
frequency of the models nonzero modes, finding that approximating these modes
with their unperturbed dynamics, as in a previous reduced order model, may not
hold when the length of the DNA model increases. We investigate the conforma-
tional change to the local perturbation in models of varying lengths, finding that for
the chosen input and parameters, there are two regions of DNA length in the model
first, where the minimum energy required to undergo the conformational change
increases with the DNA length; and second, where it is almost independent of the
length of the DNA model. We analyse the conformational change in these models
by adding randomness to the local perturbation, finding that the tendency of the
system to remain in a stable conformation against random perturbation decreases
with increase in DNA length. These results should help to understand the role of
the length of a DNA molecule in influencing its conformational dynamics.
1 Introduction
A DNA sequence can manifest itself in various conformations and is observed to
play an important role not only in various biological processes, such as transcription,
replication, DNA repairing [1–3], but also in building nanostructures and nanode-
vices [4–6]. The conformational state that a DNA possesses can undergo changes and
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is usually induced by the direct interaction of an enzyme with the DNA molecule.
In fact, in an experimental study by Harada et al. [7], the enzyme RNA polymerase
is observed to rotate a DNA molecule at its active site. Also, a recent review [8]
discussed the various possible mechanisms which can lead to DNA unwinding, such
as translocation and base-pair separation due to an enzyme called helicase. These
studies show the importance of local interaction of enzymes in triggering such con-
formational changes.
A possible approach to study these conformational changes is to use a simple,
coarse-grained model of a DNA. In a recent work [9,10], a coarse-grained model was
used to quantitatively explain large localized amplitude fluctuations, called ‘breath-
ing’ in a DNA molecule. Also, in the work by Mezic [11], a similar coarse-grained
model of a bio-molecule was considered, where the individual bases were modelled
as pendula coupled to adjacent bases through torsional coupling and within a base
pair through a Morse potential. A key part of his work showed local structured
perturbation to trigger conformational change or flipping in the model efficiently
in terms of time and energy. In addition to this, the work reported the flipping
dynamics to be robust to changes in the bio-molecular size.
To explain the mechanism leading to such properties, standard tool of averaging
theory [12,13] is normally used. Recently in [14–16], the tool has been used to obtain
a reduced order model with only a single degree of freedom . Although the reduced
order model predicts an activation condition for conformational change to happen,
it fails to capture the transition from one conformational state to another. A more
accurate reduced order model is proposed by Du Toit et al. [17], which, unlike the
one-degree model, takes into account the influence of nonzero modes in inducing
transition in the flipping process. The Du Toit model approximates the nonzero
modes of the full coupled oscillatory system with corresponding nonzero modes of
the linear part of the full system. The approximation results in the coarse variable
of the reduced order model to experience a time-dependent aperiodic driving.
The reduced order models mentioned work under a basic assumption that the
nonzero modes influence only the zeroth or the reactive mode. However, a study
of a similar system consisting of coupled non-linear oscillatory chains shows that
strong resonant interaction can exist between specific nonzero modes, depending on
the number of oscillators present in the system [19]. In such cases, this interaction
may restrict the use of reduced order models in explaining the flipping mechanism
of a coarse model of DNA molecule, especially when it has a large number of base
pairs. Also, as per the recent works [14, 17, 18], the mechanism predicted by the
reduced order model is seen to have a direct influence on the flipping behavior of
the model subjected to local perturbation. Although the mechanism and properties
of flipping are investigated in the works mentioned above, the dynamics is relatively
unclear when the length of the model changes.
In this paper, we ask about the impact of an increase in the length of the DNA
strand on the applicability of a reduced order model and the flipping dynamics. We
report that the assumptions required for the 112 degree model do not hold as the
DNA length increases. We further perform a quantitative analysis of the flipping
properties of the full model subjected to local perturbation. For a given parameter
and input conditions, we report two different regimes of operation—first, where,
for most of the range, the energy required to flip increases with the DNA length
and, second, where the energy becomes almost independent to it. Finally, we add
randomness to the base selection criteria and perturb the amplitude in the local
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Figure 1: DNA molecule modeled as a chain of coupled pendula under the influence of a
bi-stable potential.
(a) Schematic showing a coarse-grained model of a DNA, where its bases are modeled as a pendula pivoted to a
strand that acts as a backbone. On the same strand, the adjacent pendula are coupled through linear torsional
force while the intersrand interaction between pendula on opposite strands occurs through a non-linear Morse
potential. The interactions are represented with double arrows in the figure. (b) The spatial profile of the Morse
potential having two stable equilibrium positions is located symmetrically about the θ = pi axis. The typical value
of the parameters used to obtain the profile are — a = .7/A˚,h = 10A˚and x0 = 5A˚and the two stable equilibrium
angular positions are given as θ0 = cos
−1
(
1− x0
h
)
=1.047 rad and 2pi − θ0 =5.236 rad. The inset in the figure
shows a magnified view of the profile near one of the equilibrium angular positions. (c) The phase portrait shows
the contours of the projected Hamiltonian of the system where the angular positions are equal. The separatrix
in the projected phase space, shown as a blue dashed line, separates two regions — one, inside the separatrix,
where all the pendula oscillates around a stable equilibrium point (indicated on the figure as dots labeled as E1
and E2), exhibiting a ‘breathing motion’ and two, outside the separatrix, where the pendula periodically crosses
the θ = pi position, exhibiting a ‘flipping motion’ [18].
perturbation process, finding that a DNA molecule is more likely to flip as the DNA
length increases when perturbed randomly.
2 DNA Model
We first present a previously developed model of a DNA [11], where the biomolecule
is approximated as a chain of coupled pendula attached to a circular strand that
acts as a backbone (Figure 1(a)). The pendula represent the bases of a DNA, where
the mass of each base is assumed to be concentrated at the bob of the pendulum.
There are two strands in the model— first, in which the attached pendula are free
to rotate on a plane orthogonal to the length of the strand and second, in which
the pendula are fixed. The motion of each pendulum is governed by its interaction
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with two kinds of potential—first, a harmonic potential which takes into account
the torsional coupling between the adjacent bases of the same strand and second,
a non-linear Morse potential interaction that models bonds between opposite inter-
strand bases.
This model is mathematically represented through the following equations:
mh2θ¨k − S (θk+1 − 2θk + θk−1) +D∂θU (θk) = 0 , k = 1, 2, ....N (1)
where, θk represents the angular position of the k
th pendulum, N is the total
number of pendula, m is the mass of each pendulum, and h is the length of the
pendulum. In this model, we adopt a periodic boundary condition and, there-
fore, θ1 = θN+1 and θ0 = θN . The second term in (1) corresponds to the torque
due to the torsional coupling, where S is the torsional constant. And the third
term corresponds to the torque due to Morse potential interaction, where D is
the Morse potential amplitude. The Morse potential with the unit amplitude is
given as U (θ) =
(
e−a (h(1−cosθ)−x0) − 1)2, where a is the decay coefficient control-
ling the range over which the molecular forces between the bases act [28] and x0
is the equilibrium distance between the two nearest inter-strand bases. The non-
dimensional form of the above equation can be obtained by introducing a new
time-scale τ =
√
mh2/S. Under nominal parameter conditions, S = 42eV ,
m = 300AMU, h = 10, the time-scale τ =2.67 ps. For calculating time derivatives
with respect to τ , we have:
θ¨k − (θk+1 − 2θk + θk−1) + ǫ ∂θU (θk) = 0 , (2)
where, ǫ = DS denotes the relative amplitude of the Morse potential with respect to
the harmonic torsional potential. Since the hydrogen bonds between the base pairs
of the complementary strands are weak as compared to the covalent bonds that make
up the strands [20], the dimensionless parameter ǫ ≪ 1. For the given parametric
regime, the Morse potential has two global minima located symmetrically about
θ = π rad, as shown in Figure 1(b). As the model represent a conservative system,
the total energy of the system is a constant of motion, given by the Hamiltonian,
E,
E =
N∑
k=1
θ˙2k
2
+
1
2
(θk − θk−1)2 + ǫ U (θk) , (3)
A structural property of the above described model is that it has two conforma-
tional states, wherein each, all pendula are equally displaced from their complemen-
tary pendula by the equilibrium distance, x0. The states correspond to two stable
equilibrium points located symmetrically in the phase space of the system. Figure
1(c) shows the location of the points in a projected phase portrait of the system
where the angular positions of the pendula are equal. A system in one of these
conformed states can be subjected to a local perturbation [11], where a single or a
group of spatially close pendula are disturbed from their resting positions. Under
such perturbation, the trajectory of the system in phase space can either remain
close to the stable equilibrium point or transit to a region near the other equilibrium
point.
4
3 Flipping dynamics
We associate two characteristic features to the local perturbation process— the
number of targeted pendula to be perturbed and the initial energy imparted to
the system, termed as ‘perturbation energy’. We consider an example of such a
perturbation through the following set of initial conditions:
(
θk(0), θ˙k(0)
)
= (θi, 0) k = [N/2, N/2 + 1],
= (θ0, 0) k 6= [N/2, N/2 + 1],
(4)
where, θ0 is the equilibrium angular position. Physically, the initial conditions
denote that the two pendula at the centre are pushed into the repulsive region
where the new angular position is θi, while the other pendula are located at θ0.
Note that, as the above model has a translational invariance, we can choose the
target pendula from any arbitrary location.
Using the above initial condition and the parametric condition, a = 0.7, h = 10,
x0 = 5 and ǫ = 1/1400, we simulate (2) for 30 pendula (N = 30), for a duration of
2000 units with a time step of 0.01 units. Here, as well as in the rest of the paper,
we use the fourth-order Runge-Kutta method [21] to perform the simulation. We
find that the method conserves energy relatively well during the simulation (Figure
2(c)).
The DNA dynamics under the aforementioned local disturbance is as follows:
Initially, the position of the two pendula at the centre is disturbed, through which
energy is imparted into the system in the form of potential energy at the time,
T = 0. The perturbation energy provided to the targeted pendulums eventually
spreads to all the other pendula on both sides, thereby perturbing them from their
resting positions. In the initial phase, the pendula move in a correlated manner
near the stable equilibrium position. In this phase, the angular positions of the
pendula remain bounded and the system is said to be in a ‘breathing state’ [32],
where the base pairs of a DNA molecule undergo a closed-open motion. Figure 2(a)
shows snapshots of the system’s configuration at two such time instants ( T =10
units and T =100 units ), where the position of the pendula are visibly bounded
near the stable equilibrium point. After a certain period, a second phase is observed
where the angular positions of the pendula start to increase. The fourth and fifth
snapshots( T =250 and T =450) capture moments of this coherent rise in the
angular positions of the pendula. It is in this phase where all the pendula escape
from near one stable equilibrium point and collectively move towards the another
stable equilibrium point (its snapshot is shown at time T =600).
The transition from a bounded to an unbounded motion can be tracked using
the average angular position of the pendula, which is calculated as:
θav =
1
N
N∑
k=1
θk , (5)
and the corresponding average angular velocity is denoted by v. Figure 2(b) shows
the average angular trajectory of the system following the contour of its projected
Hamiltonian. The contours pass through a region near the stable equilibrium point
(θav = θ0 and v = 0) in the phase space of the average co-ordinates called the
resonance zone [11], where the system has relatively strong interaction with the
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Figure 2: Flip dynamics of the DNA model under the effect of a local perturbation.
In the local perturbation process, the two pendula in the middle (at N
2
and N
2
+ 1) are shifted to a new angular
position θi = 0.635 rad while the rest of the pendula are kept at their equilibrium positions θc = 1.047 rad. (a)
Snapshots showing the time evolution of the DNA configuration from one stable equilibrium zone to the other,
obtained by simulating (2). (b) Phase portrait showing the trajectory of the DNA system projected onto the
average co-ordinates (θav,v). (c) Figure showing the total energy of the system as a function of time. (d) Plot
of the cross-correlation coefficient ρ as a function of td and the pendulum number k. The color bar indicates the
value of ρ. The inset shows the standard deviation σs of the angular position of a pendulum from the average
position of all the pendula during the simulation.
Morse potential. Note that the collective transition of the pendula is detected when
the average angular position crosses the π mark. In the rest of the paper, this event
and the time it takes for it to happen are referred to as a ‘flip’ and ‘flip time’,
respectively.
To understand the collective behavior of the pendula, we calculate the cross-
correlation coefficient, ρ between the time-series data of the angular position of the
N
2
th
pendulum and that of the kth pendulum, given as,
ρ(k, td) =
∫ T0
0 θN2
(t) θk(t− td) dt√∫ T0
0 θ
2
N
2
(t) dt
∫ T0
0 θ
2
k(t) dt
, (6)
where, td is the displacement time and T0 is the total simulation run time. Note that
the restriction over the integral limits is because the time-series data of the angular
position considered are time-limited between T = 0 and T = 2000 units. Here, ρ is
calculated numerically in Matlab using a built-in function called xcorr, with ‘coeff’
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as the normalization option. From the plot shown in Figure 2(d), we find that the
motions of the pendula are highly correlated at td = 0. Also, we find the ρ value
to change with displacement time, td. Due to edge effect at the beginning and end
of the signals, the interpretation of correlation at larger displacement time may be
inaccurate. Nevertheless, we restrict our observation within the displacement time
range ±1000 units as they ensure at least 50 % overlap of the signals during the
computation of ρ.
In the above example, the collective motion of the system is such that the angular
position of each pendulum remains in the vicinity of the average angular position
of all the pendula with a standard deviation of σs ≈ 0.2 (please see inset of Figure
2(d)). In fact, during the rotation or the flipping period, the motion of the system
resembles a rigid body motion [22] where the angular distance between any two
pendula remains almost equal. These rigid motions can be efficiently triggered by
low-frequency modes of the system [14]. In fact, in a recent work [23] that uses
normal mode analysis, low-frequency modes have also been found to effectively
induce large amplitude collective motion of atoms in a biomolecule.
The mechanism behind the flipping behavior described above can be explained
through the dynamics of the Fourier modes [14]. These modes are obtained by
projecting the spatial angular co-ordinates on to the Fourier space through the
following co-ordinate transformation:
Θ = T Θ¯, (7)
where, Θ = [θ1 θ2.............θN ]
′ is the set of angular variables in the real space and
Θ¯ = [θ¯0 θ¯1.............θ¯N−1 ]′ is the set of modal co-ordinates in the Fourier space. T
is a real symmetric orthonormal matrix which relates the two spaces [18] and its
columns are the eigenvectors in the configuration space. Note that θ¯0 is proportional
to the average angular position of the pendula, θ¯0 =
√
Nθav. Using (2) and (7), the
equation for the modal co-ordinates can be obtained as
¨¯θw = −α2w θ¯w − ǫ
N∑
n=1
TnwG
(
N−1∑
w′=0
Tnw′ θ¯w′
)
, (8)
where w is the mode number, Tnw represents the n
th component of the eigenvector
corresponding to mode w as defined in the configuration space of the unperturbed
system, G(θ) = ∂θU and αw = 2sin
(
piw
N
)
correspond to the eigenvalue of the
unperturbed systems state matrix, which is obtained when ǫ is set to zero in (8).
In the unperturbed model, the modes are the decoupled simple harmonic oscillators
which are free to oscillate at their characteristic frequencies, αw. However, in the
perturbed model, the modes become coupled and are allowed to exchange energy
among themselves. The total energy of the system in the coupled condition can be
given in terms of the modal co-ordinates as:
H =
N−1∑
w=0
(
p¯2w
2
+
1
2
α2wθ¯
2
w
)
+ ǫ
N∑
n=1
U
(
N−1∑
w=0
Tnwθ¯w
)
, (9)
where the first term of the Hamiltonian is the summation of the modal energies
and the second term, with ǫ as a factor, represents the energy associated with the
interacting modes. In a coupled-oscillatory system, such as the one studied here,
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the modes can interact with each other through their internal resonance [24]. A
condition for it is given as [14]:
(−→
k .−→α
)
<
1
c|−→k |v
, |−→k |= |k0|+|k1|+.....+ |kN−1|, (10)
where,
−→
k .−→α = k0α0+k1α1+...+kN−1αN−1, k ∈ ZN– [0] and c and v are constants.
The inequality is satisfied if the left-hand side is equal to zero. This can happen
if the modal frequencies are commensurable. However, in certain cases, internal
resonance can occur among incommensurate frequencies. An example of such an
occurrence can be found in [38], where the universality of three-frequency resonance
is demonstrated. The right-hand side of the(10) takes into account the resonance
zone in the phase space, where the modal frequencies are nearly commensurate [16].
An example of such resonance is the ‘nearly 0:1 resonance’ [18], where the zeroth
order mode resonates with all the nonzero order modes of the system. Nonlinear
interaction within the system can also perturb the frequencies of the modes having
incommensurable frequencies and make them commensurable for resonance to take
place. The resonance condition in such cases may exist for a finite duration, as it
will depend on how long the system stays close to the resonance zone [16].
4 Validating reduced order model
To understand the influence of resonance in such systems, we further analyze the
modal dynamics of the coupled pendulum system studied in the previous section.
By tracking the time evolution of the average angle and the energy of the selected
modes (Figure 3(a)— (b)), we find that the change in the modal energies depends
on how close the average mode is to the resonance zone. A discrete change in
the energy level of some modes is observed whenever the system comes relatively
closer to the stable equilibrium position, indicating resonance between the modes.
However, when the system is relatively far from the equilibrium point, the energy
in the nonzero mode remains almost constant and the system approximately follows
an integrable motion [25] which corresponds to the nonzero modes, represented as:
θ¯approxw = Aw cos αwt+
Bw
αw
sinαwt =
√
2Ew
αw
cos(φw), w = 1, 2 · ·N − 1 (11)
where, the modal phase, φw = αwt + ψw and Aw and Bw are constants which
depend on the initial conditions, Ew is the energy in the w
th mode and ψw =
−tan−1
(
Bw
αwAw
)
. The above approximation is used to obtain a reduced order model
in [17]. In this model, it is assumed that from the onset of perturbation, the nonzero
modes follow unperturbed dynamics. In such cases, the only mechanism triggering
the flip event is the driving of the zeroth order mode by the unperturbed nonzero
modes, as such interaction would not perturb the dynamics of the nonzero modes.
However, if the trajectory of the system in phase space passes through any resonance
region, the energy associated with the nonzero modes can get largely perturbed, in
which case reducing the order of the full model by averaging techniques may not be
possible [26].
A basic assumption of the reduced order model is that the frequency of the per-
turbed modes is equal to that of the unperturbed modes. Although the assumption
8
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Figure 3: Resonance between the modes of the model can contribute to flipping in the
DNA model.
(a) Figure shows the time trace of the average angular positions of the pendula. The arrows in the figure indicate
the point of closest approach to the equilibrium position, labelled as R1, R2 and R3.(b) Figure shows the time
evolution of the modal energies of the selected modes of the system.
holds outside the resonance zone [14], it may not hold inside it. A possible region
to test the assumption would be a region close to a stable equilibrium point. Previ-
ously, in [18], an approximate expression of the angular frequency of the perturbed
mode was obtained. However, it used the partial averaging method which works
outside the resonance zone [14]. To compute the perturbed frequency close to the
equilibrium point, we use the modified Lindstedt-Poincare method [27], as it takes
the internal resonance into account by inherently eliminating its secular terms.
Following procedure outlined in [27], we expand the modal co-ordinate of the
wth mode, θ¯w and the unperturbed modal frequency (αw) in (8) in different orders
of ǫ,
θ¯w = θ¯0,w + ǫ θ¯1,w + · · ·, (12)
α2w = Ω
2
w + ǫΩ
2
w,1 + · · ·, (13)
where θ¯0,w, θ¯1,w · ·· are the correction terms, Ωw is the perturbed angular frequency
of the mode ‘w’, and Ωw,1, Ωw,2 · ·· are terms chosen to eliminate secular terms.
Collecting different orders of ǫ, in (8), we get,
ǫ0 : ¨¯θ0,w +Ω
2
w θ¯0,w = 0,
ǫ1 : ¨¯θ1,w +Ω
2
w θ¯1,w = −Ω2w,1 θ¯0,w
−
N∑
n=1
TnwG
(
1√
N
θ¯0,0 +
∑
w′
Tnw′ θ¯0,w′
)
,
(14)
Next, we perturb the system initially placed at the equilibrium position by providing
Ew amount of energy to the w
th nonzero mode. If the energy provided to the mode
is such that ah
√
Ew
N < 1, the expression of the perturbed modal frequency can be
written as (please see appendix for details):
Ω2w = α
2
w + ǫ 2a
2x0 (2h− x0) + ǫO
(
a2h2
Ew
N
)
, (15)
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Under the perturbing condition considered here, the perturbed modal frequency
differs from the unperturbed modal frequency by an error that is approximately
represented by the second term. For instance, if the energy provided to the system
is arbitrarily small, the second term dominates over the other error terms. Further,
it can be seen that the reduced order model is valid if the first term on the right is
much larger than the rest of the terms. For the given case, the reduced order model
may not hold if,
α21 << 2ǫa
2x0 (2h− x0) + ǫO
(
a2h2
Ew
N
)
, (16)
Here, the frequency corresponding to the first mode, α1, is chosen as it is the
minimum possible characteristic frequency of the unperturbed system. On rewriting
the above equation and assuming α1 = 2sin
(
pi
N
) ≈ 2piN , we have,
N >>
√
4π2
2ǫa2x0 (2h− x0) + ǫO
(
a2h2EwN
) , (17)
⇒ N >>
√
4π2
2ǫa2x0 (2h− x0) ≈ 28, (18)
The above inequality (18), with the right-hand side being the limiting value, may
put a restriction on the DNA length for the reduced order model to hold.
To test this, we perform a modal analysis on a DNA system with three different
lengths N =10, 30 and 100. First, we excite the first mode of the system in such
a way that the average energy per pendulum is the same in each case. Second,
we analyze how close the frequency of the first mode remains to its unperturbed
value. We do this by applying the actual modal data to the reduced order model
and predicting the phase, φ, of the first mode using the following relation derived
from (11):
φ(t) = − 1
α1
tan−1
˙¯θ1
θ¯1(t)
, (19)
where ˙¯θ1 and θ¯1(t)are obtained from (8). Next, we track the rate at which the phase,
φ (t), changes to predict the perturbed modal frequency. The frequency distribution
plots in Figure 4(a) show the deviation of the predicted modal frequency from its
unperturbed value corresponding to DNA models of different lengths. The data
shows that as N increases, the relative error also increases. These deviations are
observed to occur for a certain period when the slope of the modal phase becomes
relatively steeper (please see the inset of Figure 4(a)). Further, we test the prediction
made above for finite local perturbation as in Section 3., where the perturbing
condition is chosen such that the system simply flips (Figure 4(b)). The results
are consistent with the trend in Figure 4(a), although the relative values are lower.
Taken together, we infer that the reduced order model might not hold for large N ,
as the modal frequencies are more likely to deviate from their unperturbed value.
These results suggest that for the large length models, resonant interaction between
the modes may have to be considered to explain the flipping dynamics.
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Figure 4: Reduced order model may fail to hold in the DNA model of large lengths.
Figure shows the normalized frequency distribution of the relative error in the modal frequency for DNA systems
of different lengths. The frequency is calculated by taking the derivative of φ using the first principle. The relative
error in the x-axis is calculated as | φ˙−α1
α1
|. The occurrence in the y-axis is used to denote the height of the bars.
Here, the height of each bar represents the relative number of cases in which the relative error is within the bin
specified by the width of the bar. The inset in the figure shows the predicted phase φ as a function of time.
The analysis is done under a different perturbing condition (a) In each case, the first mode is excited such that
the average energy per unit pendulum, E1
N
= 10−4. For the above condition, the factor ah
2
√
E1
N
= 0.035. The
duration of the simulation is 5α−11 . (b) The local perturbation given to each of the DNA systems is such that the
DNA just undergoes a flip. Two pendula are perturbed towards the repulsive region such that the final position
lies within the range 0.4− 0.9 rads. The duration of the simulation is restricted to the flipping time.
5 DNA length can influence flipping behavior
The foregoing analysis indicates that the length of a DNA molecule can influence
its flipping mechanism. To understand how the length might affect a DNAs flipping
behavior, we subject the DNA model of varying lengths to local perturbation and
test their properties related to the flipping behavior. One such property is the
energy threshold, which is the minimum energy required for flipping to take place.
A possible implication of the DNA length on the energy threshold can be observed
in the following example: Consider a case where all the pendula are perturbed such
that they are equally pushed towards the repulsive region at the same time. Under
such a condition, the energy threshold can be calculated to be [17]:
Emin = N ǫ
(
e−a(2h−x0) − 1
)2
= 7.14N × 10−4, (20)
We note from the above expression that the energy threshold is proportionally
related to the DNA length, N. Since the energy threshold inherently depends on the
nature of the perturbation [11], the above condition may not be directly applicable
to a local perturbation process. However, the condition may restrict the energy
threshold for flipping to happen in such processes. To understand it, we select a
local perturbation where a group of adjacent pendula, less than N , are targeted and
are equally pushed towards the repulsive region. We call this process a ‘uniform
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local perturbation’. For example, let m number of adjacent targeted pendula, less
than N , be perturbed such that their angular positions are shifted equally to θ = 0◦.
Under this condition, the maximum perturbation energy, EL, that can be transfered
to the system is derived from (3) as:
EL = E
(
θ˙1 (0) = 0, θ˙2 (0) = 0, ··, θ1(0) = 00, θ2(0) = 0◦, · · θm (0) = 0◦, θm+1 (0) = θ0, ··
)
− E
(
θ˙1 (0) = 0, θ˙2 (0) = 0, ··, θ1(0) = θ0, θ2(0) = θ0, ··
)
= θ20 + ǫmU (θ = 0
◦) ,
(21)
As EL is independent of the DNA length, N , flipping may not happen if EL < Emin.
Considering this fact, we analyze the flipping dynamics of the DNA system by
scaling the number of targeted pendula along with its length. In the present case,
we choose 2% of the total number of pendulums, N . For instance, the perturbation
provided to each pendulum is such that the final deviated position lies within the
range 0.4− 0.6 rad. Such local perturbation can approximately model an enzyme’s
interaction with a DNA molecule, where it can actively perturb the bases while
sliding along the strand at a sufficient speed [17].
Figure 5 shows the flipping behavior of the DNA model of selected lengths
(within a range, N = 100 − 1000), subjected to uniform local perturbation. We
start with studying the variation of the flip time with the perturbation energy for
DNA models of different lengths, as shown in Figure 5(a). For a given length and
within the perturbation energy window of 0.5 − 2 units, it is observed that a large
perturbation energy corresponds to a smaller flip time. Additionally, for a model
of a given length, we find the existence of an energy threshold, below which the
flip event is not observed. Also, we notice that these observations are in line with
the pattern found in [11,17], where such flipping properties of a similar model sub-
jected to structured perturbation were studied. We also find that, for the uniform
local perturbation case, the energy threshold changes with N , as shown in Figure
5(b). Interestingly, it shows two different regimes where the DNA model may be
operating: First, in the length range N ≈ 100 − 600 where the energy threshold is
observed to increase with N for most of the range and second,in the length range
N ≈ 600 − 1000 where the threshold remains almost constant. Note that this is
different from a result reported by a similar analysis in Mezic’s work [11], where
a similar model was studied under half perturbation (number of targeted pendula
being 50% of N) but for smaller length models. In his work, the flipping behavior
was seen to be robust over the range of N considered.
Further to understand the flipping behavior at the threshold point, we projected
the trajectory of the DNA system on to the average co-ordinates, corresponding to
four different DNA lengths, as shown in Figure 5(c). For N = 100 and N = 300,
we found the perturbed system initially remains in a ‘breathing state’ for a certain
period, before undergoing a flip to the other equilibrium point. Also, we computed
the cross-correlation of the motion of the centre pendulum with the other pendula,
finding that their motions are well correlated and approximately follow a rigid body
dynamics similar to the dynamics obtained in the Section 3 example. We also
notice that during the transition period, the angular velocity is lower for N = 300,
as compared to N = 100. A similar trend was seen in [29], where a low-resolution
model of a DNA is considered and the motion of the bases is subjected to stochastic
fluctuation. They found that the average time taken by the molecule to rotate by
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Figure 5: Flipping properties changes with increase in DNA length.
(a) Scatter plot showing the time required to flip as a function of perturbation energy. For a DNA of a given
length, 50 uniform local perturbations are given to m = 2% of N number of pendula. Each perturbation shifts
the targeted pendula to a new position within a range 0.4−0.6. For each case of perturbation, the duration of the
simulation is fixed to 2000 units.(b) Scatter plot showing the energy threshold as a function of N . (c) Average
phase portrait obtained for N= 100, 300, 600 and 900, when a flip is obtained at the threshold point. The inset in
the average phase portrait plot shows a snapshot of the DNA model configuration at the flipping point, where the
average co-ordinate crosses the θav = pi mark at the first instance (indicated by the arrow). The cross-correlation
coefficient ρ, corresponding to each N is also plotted.
a fixed amount increases with the number of base pairs in the DNA molecule. In
the second regime, however, we found a significant change in the flipping behavior.
Unlike in case of the previous length models belonging to regime I, in regime II, the
motion of the system during the flipping period deviates from the rigid body type
motion. A possible evidence for this can be seen in the correlation plot shown in
Figure 5(c), where the motion of pendula which are relatively far from the centre
pendulum are less correlated. Although the distant pendula, such as the centre
and the first pendulum are weakly correlated during simulation, a relatively good
correlation exists between them when the motion of the centre pendula is observed
after a certain lag. For instance, in case of N = 900, the lag, td ≈ 500. This
may indicate rotational deformation of the DNA model along its length. Further
evidence of the deformation can be seen in the inset of Figure 5(c), which shows
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Figure 6: Flipping becomes more robust to random perturbation with the increase in
DNA length.
(a) Figure shows a schematic of a modified model of the local perturbation. For m number of targeted pendula,
the spacing between the kth and k + 1th pendulum is x − 1, where x is an integer chosen randomly within a
range 1 — σ + 1 following a uniform probability distribution fσ+1m (x) =
1
σ+1
, where σ is the maximum spacing
between the consecutive pendula selected. Each chosen pendulum is given a push towards the repulsive region
where its new position is a random variable y with a uniform probability distribution fMm (y) =
1
M
.Here,M is the
total number of samples that the angular range of y is divided into. (b) Scatter plot showing the flipping time
of the DNA system as a function of perturbation energy for zero maximum spacing (σ = 0). In each case of N ,
50 perturbations are given and for each perturbation, the number of pendula targeted is m = 2% of N and each
targeted pendulum is deviated to a new angle within a range 0.4 − 0.6 rad divided into M =50 segments. (c)
Histogram plot showing the frequency distribution of the number of flips as a function of maximum spacing σ for
different DNA lengths.
the DNA in a locally unwinded state [33] at the flipping instant. Note that the
flipping behavior in this regime is comparatively different from the behavior shown
in similar models in earlier works [11,17], which show a rigid behavior as observed
in the lower length models of regime I.
In the above computation, we studied the flipping behavior of the DNA model to
uniform local perturbation where adjacent target pendula are chosen and identically
perturbed. However, from a biological perspective, such a perturbation process can
be inherently stochastic. For instance, in the case of an enzyme interacting with a
DNA molecule, the process may model an enzyme taking a random step size during
the translocation process [8] and perturbing the bases as it moves. A possible way
of adding this in the DNA model can be through a random choice of the initial
conditions. In [11,17], the flipping properties of a similar DNA model, with smaller
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lengths, have been tested by subjecting it to such random perturbations. Following
these analyses, we next investigate how randomness in the local perturbation process
may affect flipping in relatively larger length models.
We start by introducing randomness in both the steps of the local perturbation
process in the selection of the target pendula and in the amount of deviation given
to each of the selected pendula. We describe the method using the following rules:
1. Let m=2% of N pendula be targeted for perturbation. If Pk represents the
position of the kth target pendulum, the position of the k+1th target pendulum
is given as:
Pk+1 = Pk + x 1 ≤ k ≤ m− 1 x ∈ [1, 2, ...σ + 1], (22)
where, P1 = 1, x is a random variable following a uniform discrete probability
distribution, fσ+1m (x) =
1
σ+1 and x−1 are the spacing between the two adjacent
target pendula (see Fig 6(a)). A zero spacing between the pendula means that
they are adjacent to each other. We further provide an approach to control
the randomness in this process. In order to control the randomness, we first
measure it using the Boltzmann-Shannon entropy [30], H. For a given sample
length σ + 1, the entropy is given as H = −∑σ+1i=1 pilogepi = loge (σ + 1),
where, pi = f
σ+1
m (x) =
1
σ+1 . Note that as the randomness associated with this
process is directly related to the sample size σ+1, we use the σ parameter to
control it. For instance, if σ = 0, it corresponds to zero entropy or randomness
in the base selection process. Also, note that as the average spacing between
the targeted pendulum is σ2 , the randomness in the perturbation step can be
directly related to how localised the perturbation is.
2. After selection, each targeted pendulum is pushed into the repulsive region
where its new position is a random variable y following a uniform discrete
probability distribution fMm (y) =
1
M , where M = 50 is the total number of
segments into which the angular range of y is divided (see Figure 6(a)).
First, we study the case where the adjacent pendula are targeted and pushed
randomly within the angular range 0.4 − 0.6 rad. In this case, for different length
models, we compute the variation of flip time with the perturbation energy (Figure
6(b)). We find that the lower length models (N ≈ 100− 600) show similar flip-
ping properties when compared to the case where they are subjected to uniform
local perturbation (Figure 5(a)). However, when the properties of the larger length
models are compared, the pattern is observed to be different, with a lower fre-
quency of flip events within the energy range 0.5 − 2 units. Second, we introduce
randomness in the base selection process and investigate how it may influence the
flipping behavior. For each length of the DNA model and a given entropy in the
base selection process, we provide 50 random perturbations to the selected bases
using rule 2 and count the occurrence of a flip event. The result obtained in Figure
6(c) suggests that the system with a lower length ≈ 100− 600 is relatively immune
to conformational change when subjected to perturbation with large randomness.
This is different from the case where the randomness in the perturbation process
is relatively low, which shows more flipping events. This could be because when
randomness is reduced, the perturbation tends to be more local, which increases
the chances of flipping in the model [17]. However, in the case for other lengths,
the trend does not hold and the flip event becomes relatively sensitive to random
perturbation. Note that although the observation for the lower length models is in
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line with the trend seen in [11, 14, 17], it is different for the larger length models.
This result indicates that when perturbed randomly, N may play a vital role in
determining the system’s tendency to remain in a stable conformation.
6 Discussion
Developing coarse models of flipping in a DNA molecule is important in understand-
ing how structural features of the molecule could influence its dynamics. In this
paper, we investigated whether and how the DNA length affects the applicability of
a previously developed reduced order model and the flipping properties of the full
model under local perturbation. Using the modified Lindstedt-Poincare method, we
investigated the perturbed frequency of the modes close to the equilibrium point for
single mode perturbation. Our findings suggest that the approximations on which
the reduced order model is based may not hold for DNA models with sufficiently
large lengths as the modal frequency is observed to deviate significantly from their
unperturbed value. Further, in order to understand how an increase in the DNA
length may affect flipping behavior, we numerically simulated the full model with
comparatively large lengths by subjecting it to uniform local perturbation. For
the given parameter and input properties, we found that for most of the range,
N≈ 100 − 600, the threshold energy required to flip increases with N, whereas af-
ter N≈600, the energy remains almost constant. Finally, we found that with the
increase in the DNA length, the propensity of the system to remain in a stable
conformation against random perturbation decreases.
It is interesting to note that the length of a DNA molecule can influence its
effective rigidity. For lower lengths, the DNA model is essentially seen to follow
rigid body dynamics, whereas it behaves as a flexible body for larger lengths,where
the DNA backbone is seen to undergo rotational deformation along its length. This
change in behavior is similar to the change observed in the bending property of a
semi-flexible polymer, modeled as a worm-like chain [36], when its length crosses a
characteristic bending length scale called the persistence length [35]. For instance,
for lengths shorter than the persistence length, the molecule shows high bending
rigidity, whereas for longer lengths it behaves as a flexible body which can be bent
easily. A possible reason for the change in the bending behavior could be the strong
influence of the low frequency modes on the overall motion of the DNA system [37].
In fact, the strong deformation observed in our model could be the result of a
considerable amount of energy being funneled into the lower modes as compared
to the higher modes. According to our study, this may occur because of the large
perturbation the frequency of the lower modes undergo, which makes it more likely
to be commensurate with the frequency of the higher modes, resulting in resonance
and energy exchange between them.
Note, we have chosen a conservative chain of coupled oscillators for modelling
DNA conformational change because similar models have been previously used as
a first approximation towards building a more accurate theoretical model of DNA
internal dynamics [39]. Moreover, the goal of this paper is to study the internal
dynamics of the DNA molecule, which is largely conservative in nature. Interaction
of a DNA molecule with its environment and other cell constituents may be better
modelled as a dissipative process, but that is outside the scope of our work.
An essential feature of the conservative model observed in our paper is that
for a given nature of perturbation, there exists a threshold energy below which no
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conformational change happens. Similar evidence of such property can be found
in phenomenon such as DNA thermal denaturation or melting, which involves the
separation of two strands of a DNA molecule by heating. Specifically, observations
using spectroscopic methods [40] have shown the existence of a threshold tempera-
ture (or melting temperature) beyond which a DNA molecule undergoes a structural
transition from a double-stranded form to a single-stranded form.
Another useful feature of the DNA model is the influence of its length on its
mechanical stability. A particular instance of this length-dependent feature can be
observed in the pattern of the curve in Figure 5(b) that depicts an initial increase
in energy threshold with chain length that further approximately saturates to a
constant level. The above result supports evidence of a similar pattern observed in
thermal denaturation studies done under constant physiological conditions [41,42],
where for shorter DNA lengths, the melting temperature initially rises with the
number of nucleotides present in the molecule following which the melting tempera-
ture saturates to a fixed level for longer lengths. Evidence of such length dependent
feature can also be found in [43], where the mechanical stability of a heterogeneous
ds-DNA molecule was investigated using a coarse-grained model. Similar to our
result, it shows the existence of a minimum length beyond which the length of a
DNA molecule has minimal contribution to its mechanical stability.
Although the model considered in our work shows similar DNA mechanical prop-
erties as observed in experimental conditions, the results obtained using the model
may not be directly applicable. This non-applicability is because in our case, en-
ergy is provided to the system via perturbations that are spatially localized along
its length, whereas, in experimental conditions, the perturbations that act on the
molecule are not spatially restricted. A possible area where our work would be use-
ful is in understanding the mechanical stability of a DNA molecule subjected to an
external force acting locally on specific sites. These forces may be provided using
single-molecule experimental tools [44]. However, to our knowledge, applications of
these tools are limited to exerting force at the ends of the DNA molecule.
Apart from the length of the molecule, there are other physical factors, such as
the stiffness of the bonds present in the DNA molecule, which can influence the DNA
internal dynamics. This is evident in the perturbation term of the modal frequency
expression (15) obtained for the single mode perturbation case. For instance, in the
present case, two factors on which the stiffness depends are — ǫ, which indirectly
depends on the strength of the torsional interaction in the molecule’s backbone,
and the decay coefficient a, which is directly related to the stiffness of the hydrogen
bonds between the base pairs. Our future work would be to investigate whether the
suitable value of these parameters could be obtained such that the reduced order
model would hold when the length of the full model is large.
In conclusion, our work highlights the importance of the length of a DNA model
in controlling its flipping dynamics.This paper may also help us understand how an
enzyme can use this property of the molecule to efficiently trigger its unwinding.
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8 Appendix
Consider in the DNA model all the pendula are initially resting at the equilibrium
angular position, θ0. Next, we excite its w
th nonzero mode through the following
set of initial conditions,(
θ¯0,w′(0),
˙¯θ0,w′(0)
)
=
(
0,
√
2Ew
)
w′ = w andw′ 6= 0,
= (0, 0) w′ 6= w andw′ 6= 0,
=
(√
Nθ0, 0
)
w′ = 0,
(23)
Note, here Ew is the energy imparted to the w
th mode at time t = 0. Under the
aforesaid condition, the ǫ0 order solutions of the modes can be written as,
ǫ0 : θ¯0,w′ = Aw′ sin (Ωw′t) , w
′ = w andw 6= 0
= 0, w′ 6= w andw′ 6= 0
=
√
Nθ0, w
′ = 0
(24)
where, Aw =
√
2Ew. Next, using (14) and (23) we obtain the ǫ order dynamics of
the wth nonzero mode given as
ǫ : ¨¯θ1,w +Ω
2
w θ¯1,w = −Ω2w,1Aw sin (Ωwt)−
N∑
n=1
TnwG (θ0 + TnwAw sin (Ωwt)) ,
(25)
On expanding function G (θ) about θ0, in (25) we get,
¨¯θ1,w +Ω
2
w θ¯1,w = −Ω2w,1Aw sin (Ωwt)−G (θ0)
N∑
n=1
Tnw − ∂θG (θ0)Aw sin (Ωwt)
N∑
n=1
T 2nw−,
· · · 1
(k − 1) !∂
k−1
θ G (θ0)A
k−1
w sin
k−1 (Ωwt)
N∑
n=1
T knw − · · ·,
(26)
Note here, ∂k−1θ G (θ0) represent ∂
k−1
θ G (θ) evaluated at θ0. The second term on
the right hand side vanishes as G (θ0) = 0. Next, we evaluate
∑
n T
k
nw in (26).
For w < N/2, each element of the T matrix can be written in the form as Tnw =√
2
N cos
(
2pinw
N
)
, then,
N∑
n=1
T knw =
(
2
N
)k/2 N∑
n=1
cosk
(
2πnw
N
)
, (27)
Let 2pinwN = φ, then for even k, we have,
N∑
n=1
T knw =
(
2
N
)k/2 N∑
n=1
1
2k

Ckk
2
+ 2
k
2
−1∑
m=0
Ckmcos (2m− k)φ


=
1
2
k
2
1
N
k
2

N Ckk
2
+ 2
k
2
−1∑
m=0
Ckm
N∑
n=1
cos (2m− k)φ

 ,
(28)
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Let 2m − k = z, and replacing φ = 2pinwN above, we simplify the summation term
over n within the summation term over m
N∑
n=1
cos (zφ) =
N∑
n=1
cos
(
nφ′
)
φ′ =
2πzw
N
= Re
[
N∑
n=1
einφ
′
]
= Re
[
eiφ
′
(
eiNφ
′ − 1
eiφ
′ − 1
)]
= Re

e i(N+1)φ′2

sin
(
Nφ′
2
)
sin
(
φ′
2
)




= 0, as Nφ′ = 2πzw
(29)
Using the above relation in (28), we obtain,
N∑
n=1
T knw =
1
2
k
2
1
N
k
2
−1
Ckk
2
, (30)
For odd k, following the same procedure as above, we get,
N∑
n=1
T knw =
N∑
n=1
(
2
N
)k/2 1
2k

2
k−1
2∑
m=0
Ckmcos (2m− k)φ


= 0,
(31)
From above result the terms in (26) with odd k vanishes. For even k, to calculate
the coefficient of the secular term, we first extract the coefficient of sin (Ωwt) from
sink−1 (Ωwt). Let k − 1 = k′ and Ωwt = Φ, then,
sink−1 (Ωwt) = sin
k′ (Φ) =
(
eiΦ − e−iΦ
2i
)k′
=
1
(2i)k
′
k′∑
m=0
(−1)k′−m Ck′meimΦe−i(k
′−m)Φ
=
1
(2i)k
′
k′∑
m=0
(−1)k′−m Ck′mei(2m−k
′)mΦ,
(32)
The secular term can be obtained from the above expansion by combining the terms
corresponding to m = k
′−1
2 and m =
k′+1
2 ,
sink
′
(Φ) =
1
(2i)k
′
[
· · ·+ Ck′k′+1
2
(−1) k
′
−1
2 eiΦ + Ck
′
k′−1
2
(−1)k
′+1
2 e−iΦ + · · ·
]
= · · ·+ 1
(2i)k
′−1C
k′
k′−1
2
(−1)k
′
−1
2
[
eiΦ − e−iΦ
2i
]
+ · · ·
= · · ·+ 1
(2i)k
′−1C
k′
k′−1
2
(−1)k
′
−1
2 sinΦ+ · · ·
= · · ·+ 1
2k′−1
Ck
′
k′−1
2
sinΦ+ · · ·,
(33)
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Combining the results of (26) and (33) we get the coefficient of secular term which
is equated to zero,
−Ω2w,1Aw −
∑
k=even,k>1
1
(k − 1) !∂
k−1
θ G (θ0)A
k−1
w
1
2k−2
Ck−1k−2
2
1
2
k
2
1
N
k
2
−1
Ckk
2
= 0, (34)
On simplifying the second term,∑
k=even,k>1
1
(k − 1) !∂
k−1
θ G (θ0)A
k−1
w
1
2k−2
Ck−1k−2
2
1
2
k
2
1
N
k
2
−1
Ckk
2
=
∑
k=even,k>1
∂k−1θ G (θ0)A
k−1
w
1
2k−2
1.3.5 · · · k − 1(
k
2 !
)2 (k
2 − 1
)
!
1
N
k
2
−1
, (35)
We obtain the perturbed frequency as,
Ω2w = α
2
w + ǫ ∂
2
θU (θ0) + ǫ ∂
4
θU (θ0) A
2
w
3
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1
N
+ · · ·
+ ǫ ∂kθU (θ0)A
k−2
w
1
2k−2
1.3.5 · · · k − 1(
k
2 !
)2 (k
2 − 1
)
!
1
N
k
2
−1
+ · · ·, where k = 2, 4, 6 · ·
, (36)
Next we find the order of the function ∂kθU (θ0), we use the Faa` di Bruno’s for-
mula [31], through which we write the kth derivative of U (θ) evaluated at θ = θ0,
in terms of derivative of U with respect to a new variable, z = h¯ (1− cosθ). It is
given as,
∂kθU (θ0) =
∑
m1,m2,··mk
k!
m1!m2! · ·mk!
∂Kz U (z (θ0)) (∂θz (θ0))
m1
(
∂2θz (θ0)
2!
)m2
··
(
∂kθ z (θ0)
k!
)mk
(37)
where, m1,m2,· ·mk are non-negative integers and K = m1 +m2 + · · ·+mk, where
the sum obeys a partition law given as,
m1 + 2m2 + · ·+kmk = k, (38)
The Kth derivative of U with respect to z inside the summation of (37) is given as,
∂Kz U = 2
(
(−1)K−1 e−(z−x¯0) + (−1)K 2K−1e−2(z−x¯0)
)
, (39)
As per the properties of asymptotic notations [34], the following can be expressed
as, ∂θz (θ0) = h¯sinθ0 = O
(
h¯
)
, ∂2θz (θ0) = h¯cosθ0 = O
(
h¯
) · · ·∂kθ z (θ0) = O (h¯), then,
(∂θz)
m1
(
∂2θz
2!
)m2
· ·
(
∂kθ z
k!
)mk
= O (h¯m1)O (h¯m2) · ·O (h¯mk) = O (h¯m1+m2+···+mk) ,
[If f1 = O (g1) and f2 = O (g2) , then, f1f2 = O (g1g2)]
,
(40)
As, m1 +m2 + · · ·+mk ≤ m1 + 2m2 + · · +kmk = k, then of all the combination
of m1,m2, · ·mk, the combination which gives, m1+m2+ · · ·+mk = k, determines
the order of the above expression. Also, the value of m1,m2, · ·mk, which would
satisfy the condition m1 +m2 + · · ·+mk = k and m1 +2m2 + · ·+kmk = k would
be m1 = k and ml = 0∀ l 6= 1. This gives,
∂kθU = ∂
k
zU O
(
h¯k
)
, (41)
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Also, from (39), the order of ∂kzU = O
(
2k
)
, which gives,
∂kθU = O
(
2kh¯k
)
, (42)
Lastly, as 1.3.5···k−1
( k2 !)
2
( k2−1)!
< 1 ∀k 1, then using (42), the order of the kth term can be
obtained as,
ǫ ∂kθU (θ0)A
k−2
w
1
2k−2
1.3.5 · · · k − 1(
k
2 !
)2 (k
2 − 1
)
!
1
N
k
2
−1
= ǫO
(
Ak−2w h¯
k
N
k−2
2
)
, (45)
Now, if Awh¯√
N
< 1,then 3rd, 4rth · ·· terms of (36) can be written as,
O
(
A2wh¯
4
N
)
+O
(
A4wh¯
6
N2
)
+··· = O
(
A2wh¯
2
N
)
+O
(
A4wh¯
4
N2
)
+··· = O
(
A2wh¯
2
N
)
, (46)
Using the property, O (c g) = O (g), where, c is a constant and if,f1 = O (g1) and f2 =
O (g2), then, f1 + f2 = O (max (g1, g2)). Finally, using the above result, (36) can
be written as,
Ω2w = α
2
w + ǫ 2a
2x0 (2h− x0) + ǫO
(
A2wh¯
2
N
)
= α2w + ǫ 2a
2x0 (2h− x0) + ǫO
(
a2h2
Ew
N
), (47)
where, Aw =
√
2Ew and h¯ = ah.
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