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ON A POINT SYMMETRY ANALYSIS FOR
GENERALIZED DIFFUSION TYPE EQUATIONS.
V .V. Dmitrieva, E. G. Neufeld,
R. A. Sharipov, A. A. Tsaregorodtsev
Abstract. Generalized diffusion type equations are considered and point symmetry
analysis is applied to them. The equations with extremal order point symmetry
algebras are described. Some old geometrical results are rederived in connection
with theory of these equation.
1. Introduction.
In this paper we consider a class of systems of evolutional equations, which we
call the equations of generalized diffusion:
(1.1)
∂yi
∂ t
=
n∑
j=1
Aij
(
∂2yj
∂x2
+
n∑
r=1
n∑
s=1
Γjrs
∂yr
∂x
∂ys
∂x
)
, i = 1, . . . , n.
Here x and t are independent variables, y1, . . . , yn are dependent variables, and
coefficients Aij and Γ
j
rs are the functions of y
1, . . . , yn. They do not depend on x
and t explicitly.
Special case of (1.1) is formed by the equations of diffusional type, which describe
the diffusion phenomena in multicomponent mixtures:
(1.2)
∂yi
∂ t
=
n∑
j=1
∂
∂x
(
Aij
∂yj
∂x
)
, i = 1, . . . , n,
(see paper [1] and reference list there). The equations of magnet in Heisenberg
model (see [2] and [3]) are also reduced to (1.1) in classical limit:
(1.3) St = [S, Sxx].
Here S is a unit length three-dimensional vector, which describes the magnetization
of the media. Square brackets denote the vector product. The equations (1.3) have
multidimensional generalization, where S is an element of some Lie algebra and
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square brackets denote the commutator in this algebra (see for instance [4] and
[5]). They can be restricted to any orbit of coadjoint action of corresponding Lie
group G on L. When written in local coordinates y1, . . . , yn on such orbit, the
equations (1.3) have the form (1.1)
An important feature of the class of equations (1.1) is that it is closed with
respect to the point transformations of the form
y˜1 = y˜1(y1, . . . , yn),
. . . . . . . . . . . . . .(1.4)
y˜n = y˜1(y1, . . . , yn),
which do not change independent variables x and t. Therefore we can treat variables
y1, . . . , yn as local coordinates on some manifold1. Let’s denote it by M . Change
of variables (1.4) corresponds to the transition from one local map onM to another.
By means of direct calculations one derives the following transformation rules for
Aij and Γ
j
rs under the point transformation of the form (1.4):
Aki =
n∑
m=1
n∑
p=1
Skm T
p
i A˜
m
p ,(1.5)
Γkij =
n∑
m=1
n∑
p=1
n∑
q=1
Skm T
p
i T
q
j Γ˜
m
pq +
n∑
m=1
Skm
∂Tmi
∂yj
.(1.6)
Here T and S are Jacobi matrices for direct and inverse transformation (1.4):
Sij =
∂yi
∂y˜j
, T ij =
∂y˜i
∂yj
.
In geometry it is customary to call S the matrix of direct transition, while T is
called the inverse transition matrix (see for instance [6]).
From (1.5) and (1.6) one can understand that parameters Γjrs define symmetric
affine connection Γ onM and parametersAij define a tensor fieldA of the type (1, 1).
This provides us with ample opportunity to apply powerful differential geometric
methods to the study of equations (1.1), e. g. in [1] we have found an effective
criterion for checking whether the equations (1.1) can be brought to the form (1.2)
by means of some transformation (1.4) or not. In this paper we consider the problem
of describing the equations (1.1) whose point symmetry algebras are large enough
(extremal in some sense).
2. Vector fields and point symmetries.
Let η be a vector field on the manifold M . In local coordinates it is represented
by differential operator
(2.1) η =
n∑
i=1
ηi
∂
∂yi
.
1for equations (1.3) such manifold comes from initial statement of the problem — this is the
orbit of coadjoint action of Lie group on its Lie algebra.
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Vector field (2.1) gives rise to the local one-parametric group of transformations
ϕτ : M → M , while each solution of (1.1) is interpreted as two-parametric set of
points in M (x and t are parameters). Applying ϕτ to this set we obtain another
two-parametric set of points with the same parameters x and t. Vector field η is
called a point symmetry for some particular system of equations, if for any solution
of this system and for arbitrary value of τ the transformed two-parametric set of
points satisfies the same equations (1.1) as the initial set. From this statement one
can derive the following determining equations for the field of point symmetry:
n∑
k=1
ηk
∂Aij
∂yk
−
n∑
k=1
Akj
∂ηi
∂yk
+
n∑
k=1
Aik
∂ηk
∂yj
= 0,(2.2)
n∑
j=1
n∑
k=1
(
∂ηi
∂yk
Akj −
∂Aij
∂yk
ηk
)
Γjrs =
=
n∑
j=1
n∑
k=1
Aij
(
∂2ηj
∂yr ∂ys
+
∂Γjrs
∂yk
ηk + Γjks
∂ηk
∂yr
+ Γjrk
∂ηk
∂ys
)
.
(2.3)
Note that there is an advanced theory of point symmetries for the systems of
differential equations (see [7] or [8]). Application of this theory leads to the same
determining equations (2.2) and (2.3) for η. Note also that (2.1) is a special form
of point symmetry for equations (1.1). Generic point symmetry has the form
(2.4) η = θ
∂
∂t
+ ξ
∂
∂x
+
n∑
i=1
ηi
∂
∂yi
.
In this paper we restrict our consideration to the special point symmetries (2.1)
since they have transparent geometric interpretation as vector fields on the manifold
M . Geometric interpretation of generic point symmetries (2.4) is the subject for
separate paper.
Determining equations (2.2) and (2.3) for the field of point symmetry (2.1) can
be written without reference to local coordinates. First of them provides vanishing
of Lie derivative of tensor field A (see more details in [9]):
(2.5) Lη(A) = 0.
In case of detA 6= 0 from (2.2) and (2.3) we derive the equation
(2.6)
n∑
k=1
∂ηi
∂yk
Γkrs =
∂2ηi
∂yr ∂ys
+
n∑
k=1
(
∂Γirs
∂yk
ηk + Γiks
∂ηk
∂yr
+ Γirk
∂ηk
∂ys
)
that can replace (2.3). If we take into account symmetry of connection components
Γirs = Γ
i
sr, which follows from (1.1), we can simplify this equation as below:
(2.7) ∇r∇sη
i =
n∑
k=1
Risrk η
k.
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Here Risrk are the components of curvature tensor, defined by the formula
(2.8) Risrk =
∂Γiks
∂yr
−
∂Γirs
∂yk
+
n∑
q=1
Γqks Γ
i
rq −
n∑
q=1
Γqrs Γ
i
kq
(see for instance [6]). In invariant (coordinateless) form the equations (2.7) are
written as the relationship determining the commutator of Lie derivative Lη with
covariant derivative along an arbitrary vector field Y:
(2.9) [Lη, ∇Y] = ∇[η,Y].
Here one can remember the following lemma from [10].
Lemma 2.1. Vector field η is an infinitesimal affine transformation1 on the man-
ifold M if and only if the relationship
(2.10) [Lη, ∇Y]Z = ∇[η,Y]Z
holds for two arbitrary vector fields Y and Z on this manifold.
The relationship [Lη, ∇Y]ϕ = ∇[η,Y]ϕ for scalar field ϕ holds identically. There-
fore from (2.10) we obtain the relationship
(2.11) [Lη, ∇Y]W = ∇[η,Y]W
which holds for arbitrary tensor field W. It is equivalent to (2.9). We state this
result as a theorem.
Theorem 2.1. Vector field η is a field of point symmetry for the system of equa-
tions (1.1) with non-degenerate matrix A if and only if it is an infinitesimal affine
transformation for symmetric affine connection with components Γjrs and if Lie de-
rivative of A along η is equal to zero (i. e. both relationships (2.5) and (2.9) hold
simultaneously).
3. Operator field A and tensor fields relative to it.
According to the above geometric interpretation the system of equations (1.1)
describes the dynamics in x and t for points of some manifold M equipped with
an affine connection Γ and with operator field A. Due to (2.5) operator field A is
invariant with respect to the field of point symmetry η. From (2.5) one can derive
invariance for all integer powers of the operator field A. This means
(3.1) Lη(A
q) = 0, where q ∈ Z.
We suppose operator field A to be non-degenerate, therefore we admit negative
integer powers q < 0 in (3.1).
1here the term “affine transformation” is understood as a map preserving an affine connection
(an automorphism of an affine connection).
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Besides with fields Aq the operator field A gives rise to a set of tensor fields
of type (1,m), where m > 1 is a positive integer number. They are completely
skew-symmetric in lower indices. These fields are generated by integer powers of A
and Froelicher-Nijenhuis bracket from [11]. Froelicher-Nijenhuis bracket plays an
important role in the theory of equations of hydrodynamical type
(3.2)
∂yi
∂ t
=
n∑
j=1
Aij
∂yj
∂x
, i = 1, . . . , n,
where manifold M has no connection and the only differential geometric object on
it is the operator field A. For instance in [12] we used Froelicher-Nijenhuis bracket
for to obtain tensorial form P = 0 of integrability condition for the equations (3.2)
integrable by means of generalized hodograph method from [13]. Components of
tensor field P were expressed through components of matrix A. Therefore P = 0
appears to be an effective integrability test, which do not require the calculation of
Riemann invariants required by the theory from [13]. Effective procedure for point
classification in the class of ordinary differential equations of the form
y′′ = P (x, y) + 3Q(x, y) y′ + 3R(x, y) y′
2
+ S(x, y) y′
3
were derived in paper [14]. However, this was done without use of Froelicher-
Nijenhuis bracket.
Let’s consider tensor field B of type (1, p) and tensor field C of type (1, q) made
up by two vector fields b and c and two differential forms:
B = b⊗ β, C = c⊗ γ.(3.3)
For the fields (3.3) Froelicher-Nijenhuis bracket is calculated as follows:
(3.4)
{B,C} = [b, c]⊗ β ∧ γ − b⊗ Lcβ ∧ γ + c⊗ β ∧ Lbγ+
+ (−1)p b⊗ ιcβ ∧ dγ + (−1)
p c⊗ dβ ∧ ιbγ.
Here d is an external differentiation defined by the formula
(3.5)
dω(X0, . . . ,Xr) =
r∑
i=0
(−1)i
r + 1
Xi(ω(X0, . . . , Xˆi, . . . ,Xr))+
+
∑∑
06i<j6r
(−1)i+j
r + 1
ω([Xi, Xj ],X0, . . . , Xˆi, . . . , Xˆj , . . . ,Xr),
where ω is a differential r-form and X0, . . . , Xr are arbitrary vectorial fields. Hat
over the sign of vector field means that field with this particular number is omitted
from the list of arguments of the form ω. Lb and Lc in (3.4) are Lie derivatives
along vector fields b and c, while ιb and ιc are the differentiations of substitution.
For r-form ω and vector field c the expression ιcω denotes (r − 1)-form such that
(3.6) ιcω(X1, . . . ,Xr−1) = r ω(c,X1, . . . ,Xr−1).
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The operation ιc is also known as internal product with respect to the vector field
c (see [9]). For the sake of completeness we give the formula that define external
product β ∧ γ as a result of alternation of β ⊗ γ:
(3.7) (β ∧ γ)(X1, . . . ,Xp+q) =
∑
σ
(−1)σ
(p+ q)!
(β ⊗ γ)(Xσ1 , . . . ,Xσ(p+q)).
Here σ is a permutation running over the whole group of permutations of the order
p+ q, while (−1)σ is a sign coefficient determined by the parity of σ.
Theorem 3.1. Froelicher-Nijenhuis bracket {B,C} defined in (3.4) for tensor
fields (3.3) can be expanded to the case of arbitrary two skew-symmetric tensor
fields of types (1, p) and (1, q).
Proof of the theorem 3.1 based on formulas (3.4), (3.5), (3.6), and (3.7) can
be found in [12]. On the base of the same formulas one can check the following
relationships:
(3.8)
{B,C}+ (−1)pq {C,B} = 0,
(−1)rp {{B,C},D}+ (−1)pq {{C,D},B}+ (−1)qr {{D,B},C} = 0.
Here B, C, and D are completely skew-symmetric tensor fields of types (1, p),
(1, q), and (1, r) respectively (such fields are natural to call vector valued differential
forms). Due to the relationships (3.8) the set of vector valued differential forms has
a structure of graded Lie superalgebra over real numbers.
Theorem 3.2. Lie derivative Lη along arbitrary vector field η is a differentiation
of degree zero in Lie superalgebra of vector valued differential forms on M .
The statement of the theorem 3.2 is expressed by the following equality being
the Leibniz identity for Froelicher-Nijenhuis bracket:
(3.9) Lη{B,C} = {LηB,C}+ {B, LηC}.
For the fields (3.3) the identity (3.9) can be proved by direct calculations based on
the formula (3.4) and commutational and anticommutational identities
Lη ◦ d− d ◦Lη = 0, Lη ◦ ιξ − ιξ ◦Lη = ι[η, ξ], ιξ ◦ d+ d ◦ ιξ = Lξ
from [9]. For the case of arbitrary skew-symmetric tensor fields B and C of types
(1, p) and (1, q) formula (3.9) is expanded by R-linearity with the use of expansions
B =
s1∑
i=1
bi ⊗ βi, C =
s2∑
j=1
cj ⊗ βj .
Denote by A = 〈Aq, q ∈ Z | ⊗, C, {∗, ∗}〉 the linear span for the closure of the
set of integer powers of the operator field A with respect to the operations of
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tensor product, contraction, and Froelicher-Nijenhuis bracket1. A is R-subalgebra
in the algebra of tensor fields on M . For any two fields B and C from A their
Froelicher-Nijenhuis bracket {B,C} (if it is defined) is an element of A. Tensor
algebra A generated by the field A contains Nijenhuis tensor N = {A,A}/2 and
Haantjes tensor from [15] used in [16] for to formulate diagonalizability criterion
for the matrix A in (3.2). Moreover this algebra contains semihamiltonity tensor
P (tensor of hydrodynamic integrability) constructed in [12]. From (2.5) and (3.9)
we derive the following theorem characterizing tensor algebra A.
Theorem 3.3. Suppose that B is an arbitrary tensor field from the tensor alge-
bra A = 〈Aq, q ∈ Z | ⊗, C, {∗, ∗}〉 generated by operator field A with components
Aij given by the system of equations (1.1). Then Lie derivative of B along point
symmetry field η of the system (1.1) is zero, i. e. Lη(B) = 0.
4. Tensor fields generated by affine connection.
Affine connection Γ is a second geometric structure on M given by the system
of equations (1.1). It defines tensor field of curvature R with components (2.8).
Theorem 4.1. Let R be the curvature tensor defined by affine connection Γ from
(1.1). Then its Lie derivative along the field of point symmetry for the system of
equations (1.1) is zero, i. e. Lη(B) = 0.
Proof. In order to prove this theorem we shall use well known commutational rela-
tionship for covariant derivatives (see [17]):
(4.1) [∇X, ∇Y]Z = ∇[X,Y]Z+R(X,Y)Z.
Here X, Y, Z are three arbitrary vector fields onM , while R(X,Y) is the operator
field resulting by contraction of curvature tensor R and vector fields X and Y with
respect to last two indices in R. Let’s apply Lie derivative Lη to both sides of the
equality (4.1). In left hand side we obtain
(4.2) Lη[∇X, ∇Y]Z = Lη∇X∇YZ− Lη∇Y∇XZ.
Now in the expression Lη∇X∇YZ we transpose Lie derivative Lη first with covari-
ant derivative ∇X, then with ∇Y. As a result we have
Lη∇X∇YZ = [Lη, ∇X]∇YZ+∇XLη∇YZ =
= [Lη, ∇X]∇YZ+∇X[Lη, ∇Y]Z+∇X∇YLη(Z).
Taking into account (2.9) we come to the formula
(4.3) Lη∇X∇YZ = ∇[η,X]∇YZ+∇X∇[η,Y]Z+∇X∇YLη(Z).
1permutation of indices are also assumed to be in the list of operations generating algebra A.
This means that A is closed with respect to symmetrization and alternation of tensor fields.
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For Lη∇Y∇XZ there is an analogous formula
(4.4) Lη∇Y∇XZ = ∇[η,Y]∇XZ+∇Y∇[η,X]Z+∇Y∇XLη(Z).
Let’s subtract (4.4) from (4.3) and let’s apply the identity (4.1). As a result we can
rewrite the equality (4.2) as follows:
(4.5)
Lη[∇X, ∇Y]Z = ∇[[η,X],Y]Z+R([η, X],Y)Z+∇[X, [η,Y]]Z+
+R(X, [η, Y])Z +∇[X,Y]Lη(Z) +R(X,Y)Lη(Z).
Applying Lie derivative Lη to last two summands in right hand side of the identity
(4.1) and taking into account the commutational relationship (2.9) together with
Jacobi identity for commutator of vector fields we now obtain
Lη(∇[X,Y]Z) = ∇[[η,X],Y]Z+∇[X, [η,Y]]Z+∇[X,Y]Lη(Z).(4.6)
Lη(R(X,Y)Z) = Lη(R)(X,Y)Z +R([η, X],Y)Z+
+ R(X, [η, Y])Z +R(X,Y)Lη(Z).
(4.7)
When subtracting (4.6) and (4.7) from (4.5) all summands in right hand side are
canceled, except for only one. Here is the ultimate result of the above calculations:
Lη(R)(X,Y)Z = 0.
Since X, Y, and Z are arbitrary vector fields, we obtain the equality Lη(R) = 0,
which was required to prove the theorem. 
Covariant derivative ∇Y is closely connected with the concept of covariant dif-
ferential. For the tensor field W of type (r, s) its covariant differential is a tensor
field ∇W of type (r, s + 1) such that when being contracted with vector field Y
yields the field of covariant derivative ∇YW:
(4.8) ∇YW = C(Y ⊗∇W).
Let’s apply Lie derivative Lη along the field of point symmetry of (1.1) to both
sides of the equality (4.8). And take into account (2.9) doing this:
Lη(∇YW) =∇[η,Y]W +∇YLη(W) =
= C([η, Y]⊗∇W) + C(Y ⊗∇Lη(W)).
LηC(Y ⊗∇W) = C([η, Y]⊗∇W) + C(Y ⊗ Lη(∇W)).
Equating right hand sides of two resulting relationships we obtain
C(Y ⊗∇Lη(W)) = C(Y ⊗ Lη(∇W)).
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Now remember that Y is an arbitrary vector field. This leads us to the equality
∇Lη(W) = Lη(∇W), which can be written as
(4.9) [Lη, ∇] = 0
since W is also an arbitrary tensor field.
Theorem 4.2. Lie derivative Lη along the field of point symmetry for the system
of equations (1.1) is commutating with covariant differential ∇ defined by the affine
connection with components Γjrs from (1.1).
Let’s add the curvature tensor to the set of integer powers of the operator field
A and let’s consider linear span for the closure of the resulting set with respect
to the operations of tensor product, contraction, Froelicher-Nijenhuis bracket, and
covariant differential1:
(4.10) R = 〈R, Aq, q ∈ Z | ⊗, C, {∗, ∗},∇〉.
Theorem 4.3. If tensor algebra R in (4.10) is generated by the operator field A
and affine connection Γ with components taken from (1.1), then for any tensor field
B from R its Lie derivative Lη(B) along the field of point symmetry η for this
system of equations is zero, i. e. Lη(B) = 0.
Tensor algebra R contains two tensor fields important for the further study of
the equations (1.1). These are the fields R and S with components
Rij =
n∑
k=1
Rkikj , Sij =
n∑
k=1
Rkkij .(4.11)
First of them is a field of Ricci tensor. For arbitrary affine connection it has
symmetric part and antisymmetric part as well:
Rˆij =
Rij +Rji
2
, R˜ij =
Rij −Rji
2
.(4.12)
Tensor fields Rˆ and R˜ with components (4.12) belong to the tensor algebra R. For
Rˆ and R˜ we have the relation S = 2 R˜, which follows from well-known identity
Rsijk +R
s
jki +R
s
kij = 0. The latter is the consequence of symmetry Γ
j
rs = Γ
j
sr.
5. Symmetries with stationary point.
Let η be a field of point symmetry for the system of equations (1.1). It gives
rise to the local one-parametric group of transformations ϕτ : M → M . In local
coordinates y1, . . . , yn on M these transformations are represented by functions
x1 = x1(τ, y1, . . . , yn),
. . . . . . . . . . . . . . . .(5.1)
xn = xn(τ, y1, . . . , yn).
1permutation of indices here are assumed to be in the set of generating operations for the
algebra R as well as in case of algebra A.
10 V. DMITRIEVA, E. NEUFELD, R. SHARIPOV, A. TSAREGORODTSEV
Here arguments y1, . . . , yn are the coordinates of initial point p ∈ M , while the
values of functions x1, . . . , xn are the coordinates of transformed point ϕτ (p).
Functions (5.1) are the solutions for the system of ordinary differential equations
(x1)′τ = η
1(x1, . . . , xn),
. . . . . . . . . . . . . . . . .(5.2)
(xn)′τ = η
n(x1, . . . , xn)
such that they solve Cauchy problem with the following initial data:
(5.3) x1(τ)
τ=0
= y1, . . . , xn(τ)
τ=0
= yn.
Initial data (5.3) mean that ϕτ :M →M is identical map for τ = 0.
Let p0 be a stationary point for the maps ϕτ , i. e. ϕτ (p0) = p0 for all τ . If
y10 , . . . , y
n
0 are coordinates of such point, then functions
x1(τ) = y10 = const, . . . , x
n(τ) = yn0 = const
should satisfy the system of equations (5.2) and initial conditions (5.3). Substitution
of these functions into (5.2) leads us to the following well-known fact.
Lemma 5.1. Point p on M is a stationary point of local one-parametric group of
transformations ϕτ : M → M if and only if corresponding vector field η vanishes
at this point.
If p0 is a vanishing point for the vector field η, then we can consider the differ-
ential of the map ϕτ . Due to ϕτ (p0) = p0 it is linear operator in tangent space
Tp0(M) to the manifold M at the point p0. In local coordinates y
1, . . . , yn oper-
ator ϕτ∗ : Tp0(M) → Tp0(M) is expressed by the Jacobi matrix for the system of
functions (5.1) at stationary point p0:
(5.4) Φ(τ) =
∥∥∥∥∥∥∥∥∥∥
∂x1
∂y1
. . .
∂x1
∂yn
...
. . .
...
∂xn
∂y1
. . .
∂xn
∂yn
∥∥∥∥∥∥∥∥∥∥
Components of matrix (5.4) are smooth functions of parameter τ . Denote by F the
matrix composed by derivatives in τ of the components of matrix Φ(τ) for τ = 0.
In order to find the matrix Φ(τ) we should solve Cauchy problem (5.3) for the
equations (5.2). However, components of the matrix F can be expressed through
components of vector field η without solving the equations (5.2):
(5.5) F ij =
∂Φij
∂τ τ=0
=
∂ηi
∂yj p=p0
.
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Matrices Φ(τ) with various values of τ form one-parametric matrix group because
Φ(τ1 + τ2) = Φ(τ1)Φ(τ2). These matrices are analogs of rotation matrices, while
matrix F with components (5.5) is an analog of infinitesimal rotation around the
point p0. From Φ(τ1 + τ2) = Φ(τ1)Φ(τ2) we derive differential equation for Φ(τ):
(5.6) Φ′τ = F Φ.
The solution of (5.6) is a matrix exponent Φ(τ) = exp(F τ).
We can give another (more direct) interpretation for the matrix F . Let’s consider
Lie derivative Lη. Being a differentiation in the set of vector fields Lie derivative
Lη satisfies the following relationships:
Lη(X+Y) = Lη(X) + Lη(Y), Lη(ψ ·X) = ψ · Lη(X) + (ηψ) ·X.
Here X and Y are vector fields, while ψ is a scalar field. When written at the point
p0, due to η(p0) = 0, the above relationships look like Lη(X+Y) = Lη(X)+Lη(Y)
and Lη(ψ ·X) = ψ · Lη(X). This means that Lη acts as a linear operator
(5.7) Lη : Tp0(M)→ Tp0(M)
in the tangent space toM at the point p0. By direct calculations in local coordinates
one can easily check that the matrix of the operator (5.7) has the components
defined by the right hand side of (5.5).
6. Estimate for dimension of symmetry algebra.
Vector fields of point symmetries for the system of equations (1.1) constitute Lie
algebra over real numbers (see for instance [7] or [8]). In this paper we consider a
subalgebra that consists of special point symmetries (2.1), denote it by G. Elements
of G are interpreted as vector fields on the manifold M . Let η ∈ G. Consider the
equation (4.9), which is equivalent to (2.9). In local coordinates y1, . . . , yn it is
written in form of the system of equations (2.6) with respect to the components of
vector fields η. Let’s rewrite this system of equations as
(6.1)
∂F is
∂yr
=
n∑
k=1
Γkrs F
i
k −
n∑
k=1
(
∂Γirs
∂yk
ηk + Γiks F
k
r + Γ
i
rk F
k
s
)
and let’s complete it with the equations defining F ir :
(6.2)
∂ηi
∂yr
= F ir .
Equations (6.1) and (6.2) in the aggregate form complete system of Pfaff equations
with respect to n2+n functions F is(y
1, . . . , yn) and ηi(y1, . . . , yn). It’s known that
each solution of such system is uniquely defined by the initial data at some point:
F is
p=p0
= F is(0), η
i
p=p0
= ηi(0).(6.3)
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However, not for each initial data (6.3) one can find appropriate solution of the
equations (6.1) and (6.2). Some constraints there appear since system o Pfaff
equations my be not completely compatible. Therefore we have the theorem.
Theorem 6.1. For any system of equations (1.1) the Lie algebra of special point
symmetries (2.1) is finite dimensional and its dimension is not greater than n(n+1).
By proving the above theorem 6.1 we reproduce partially (on a level of Lie
algebras) the following well-known result (see [10], chapter 4, § 1).
Theorem 6.2. Let M be n-dimensional manifold with affine connection. Then
group of affine transformations of the manifold M is a Lie group of the dimension
not greater than n(n+ 1).
7. Case of maximal degeneration.
The estimate in theorem 6.1 is exact. For to prove this we shall find the condition
for complete compatibility of the system of Pfaff equations (6.1) and (6.2). For the
sake of brevity let’s introduce the notations
(7.1) Ωijrsq = Γ
j
rs δ
i
q − Γ
i
qs δ
j
r − Γ
i
qr δ
j
s,
where δij is a Kronecker’s delta-symbol. Then we can write (6.1) and (6.2) as
∂F is
∂yr
=
n∑
j=1
n∑
q=1
Ωijrsq F
q
j −
n∑
k=1
∂Γirs
∂yk
ηk,
∂ηi
∂yr
= F ir .(7.2)
Compatibility condition for the equations (7.2) is obtained by equating partial
derivatives calculated by virtue of these equations:
∂2F is
∂yp ∂yr
=
∂2F is
∂yr ∂yp
,
∂2ηi
∂yp ∂yr
=
∂2ηi
∂yr ∂yp
.(7.3)
Note that second part of equalities (7.3) are identically fulfilled due to the symmetry
Γipr = Γ
i
rp and Ω
ij
rpq = Ω
ij
prq. For to write complete compatibility condition we
should equate coefficients of each F qj and each η
k in the first part of (7.3) assuming
F qj and η
k to be independent variables. This yields
∂Ωijrsq
∂yp
+
n∑
α=1
n∑
β=1
ΩiβrsαΩ
αj
pβq −
∂Γirs
∂yq
δjp =
=
∂Ωijpsq
∂yr
+
n∑
α=1
n∑
β=1
Ωiβpsα Ω
αj
rβq −
∂Γips
∂yq
δjr ,
(7.4)
∂2Γirs
∂yp ∂yk
+
n∑
q=1
n∑
j=1
Ωijrsq
∂Γqpj
∂yk
=
∂2Γips
∂yr ∂yk
+
n∑
q=1
n∑
j=1
Ωijpsq
∂Γqrj
∂yk
.(7.5)
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Let’s substitute (7.1) into (7.4) and do contract indices j and q. As a result of this
operation we obtain the equality
(7.6)
∂Γirs
∂yp
+
n∑
β=1
Γβrs Γ
i
pβ =
∂Γips
∂yr
+
n∑
β=1
Γβps Γ
i
rβ,
which means R = 0 (compare with (2.8)). Upon substituting (7.1) into (7.5) this
relationship appears to be differential consequence of (7.6): it can be derived from
(7.6) by differentiating both sides with respect to yk. As for the relationship (7.4)
itself, after substituting (7.1) into it and after collecting similar term it takes the
form of linear combination of four equalities, each obtained by some permutation
of indices in (7.6). The result of these computations we formulate as a lemma.
Lemma 7.1. System of Pfaff equations (6.1) and (6.2) is completely compatible
if and only if affine connection with components Γirs is a flat connection with zero
curvature tensor.
The following fact is well-known in geometry (see [17]): if affine connection is
flat, then there exist a local coordinate system y1, . . . , yn on M such that all
connection components are identically zero in these coordinates (they are called
euclidean coordinates). We shall use such euclidean coordinates in order to solve
Pfaff equations (6.1) and (6.2). Here these equations become very simple:
∂F is
∂yr
= 0,
∂ηi
∂yr
= F ir .(7.7)
Cauchy problem (6.3) for the equations (7.7) is solvable for any initial data F is(0)
and ηi(0). If we suppose the coordinates of p0 to be zero, then the solution of this
Cauchy problem is given by the following linear functions:
F is = F
i
s(0) = const, η
i = ηi(0) +
n∑
s=1
F is(0) · y
s.(7.8)
Taking components of the field η from (7.8) we substitute this field into the
equation (2.5). When written in local coordinates, this equation has the form
(2.2). As a result we obtain the equation
(7.9)
n∑
k=1
(
Aik F
k
j (0)− F
i
k(0)A
k
j
)
+
n∑
k=1
(
n∑
s=1
F ks (0) y
s + ηk(0)
)
∂Aij
∂yk
= 0.
For the arbitrary vector field η with components (7.8) to be the field of point
symmetry for (1.1) the equations (7.9) should be fulfilled identically for arbitrary
values of constants F is(0) and η
i(0). Let’s substitute F is(0) = 0 into (7.9) and take
into account that ηi(0) are arbitrary constants. This yields Aij = const and
(7.10)
n∑
k=1
Aik F
k
j (0) =
n∑
k=1
F ik(0)A
k
j .
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The relationships (7.10) mean that matrix A should commutate with arbitrary
matrix F whose components are F ij (0). Therefore A can differ from unit matrix
only by scalar factor.
Theorem 7.1. System of equation (1.1) with nondegenerate matrix A has an al-
gebra of point symmetries (2.1) of maximal dimension n(n+ 1) if and only if A is
a scalar matrix (Aij = a δ
i
j) with constant factor a = const and if affine connection
Γ with components Γjrs is flat (i. e. its curvature is zero).
This result is in agreement with the following well-known geometric fact (see
[10], chapter 4, § 1).
Theorem 7.2. Let M be n-dimensional manifold with affine connection. The
dimension of the group of affine transformations is equal to n(n+1) exactly if and
only if M is an ordinary flat affine space An with natural flat affine connection.
Systems of equations (1.1) described by the theorem 7.1 constitute maximally
symmetric, and therefore maximally simple (maximally degenerate), subclass of
such systems. For any of them we can find point transformation (1.4) breaking this
system into separate equations of the form
(7.11)
∂yi
∂ t
= a
∂2yi
∂ x2
, i = 1, . . . , n,
where a is a common constant. Geometry associated with the equations (7.11)
is also maximally simple. In order to find the equations with more interesting
geometry further we consider the cases when algebra of point symmetries of such
equations is not maximal, but is extremal in some sense as described below.
8. Cases of intermediate degeneration.
Let p0 be some fixed point on the manifold M . Vector fields from G vanishing
at the point p0 constitute subalgebra in G. Denote it by G(p0). For the dimension
of factorspace G/G(p0) (not factoralgebra) we have an obvious estimate
(8.1) dim(G/G(p0)) 6 dimM = n.
Estimate (8.1) can be obtained from the statement of Cauchy problem (6.3) for
Pfaff equations (6.1) and (6.2).
When Pfaff equations (6.1) and (6.2) are not completely compatible the corre-
sponding Cauchy problem for them can be solved not for all initial data in (6.3).
Restrictions are due to differential consequences of (6.1) and (6.2). One of such
differential consequences can be formulated in terms of symmetric part of Ricci
tensor: Lη(Rˆ) = 0. Let’s write this equation in local coordinates for the field of
point symmetry η ∈ G(p0):
(8.2)
n∑
k=1
Rˆik F
k
j (0) +
n∑
k=1
Rˆkj F
k
i (0) = 0.
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Here F ij (0) are the components of the matrix defined in (5.5). These quantities are
initial data in Cauchy problem (6.3).
Ricci tensor Rˆ is symmetric tensor field of type (0, 2), i. e. it is a field of quadratic
forms. Denote by Rˆ(X,Y) the symmetric bilinear form given by the field Rˆ. Let
m be the sum of positive and negative indices in signature of this form (see for
instance [18]). In other words m is the rank of matrix formed by the components
of Ricci tensor Rˆ.
Definition 8.1. Say that the system of equations (1.1) belongs to m-th case of
intermediate degeneration (1 6 m 6 n− 1) if the rank of symmetric part of Ricci
tensor Rˆ defined by affine connection Γ with components Γjrs is equal to m every-
where on the manifold M .
Case of maximal degeneration corresponds to m = 0, while in case of general
position we have m = n. In order to find an estimate for the dimension of algebra
of point symmetries depending on m we write (8.2) in invariant form
(8.3) Rˆ(FX,Y) = −Rˆ(X,FY),
which do not refer to local coordinates. This equality should be fulfilled for two
arbitrary vectors X and Y from tangent space V = Tp0(M). Here F = Lη is a
linear operator from (5.7). Denote by W kernel of quadratic form Rˆ (see [18]):
(8.4) W = {X ∈ V : Rˆ(X,Y) = 0 for all Y ∈ V }.
Its easy to calculate the dimension of the subspace (8.4): dimW = n−m.
From (8.3) we find that W is invariant under the action of the operator F, i. e.
X ∈ W implies FX ∈ W . Operators preserving W constitute a subspace of the
dimension n2−m(n−m) in the space End(V ) of all linear operators in V . Denote
it by End(V |W ). For the operators from End(V |W ) the concept of restriction to
W and the concept of factoroperator are defined:
F
W
:W →W, Fˆ = F
V/W
: V/W → V/W.(8.5)
The action of latter one to cosets relative to W is given by the formula
FˆClW (X) = ClW (FX)
(see more details in [18]). Replacing operator F ∈ End(V |W ) by factoroperator
Fˆ ∈ End(V/W ) we factorize over the operators mapping V into W :
(8.6) End(V/W ) ∼= End(V |W )/Hom(V,W ).
SubspaceW is a kernel of Rˆ. This implies that Rˆ induces nondegenerate symmetric
bilinear form Rˆ in factorspace V/W . It is defined by formula
(8.7) Rˆ(Xˆ, Yˆ) = Rˆ(X,Y),
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where Xˆ = ClW (X) and Yˆ = ClW (Y) are cosets relative to the subspace W . In
whole, the equality (8.3) for the operators F ∈ End(V ) appears to be equivalent to
the following two conditions:
(1) operator F belongs to the subspace End(V |W ) that consists of operators
having W = Ker Rˆ as invariant subspace;
(2) factoroperator Fˆ in (8.5) is skew-symmetric with respect to the symmetric
bilinear form (8.7), i. e. the equality Rˆ(FˆXˆ, Yˆ) = −Rˆ(Xˆ, FˆYˆ) holds for two
arbitrary vectors Xˆ and Yˆ from factorspace V/W .
The dimension of subspace formed by the operators skew-symmetric with respect
to nondegenerate bilinear form (8.7) is given by the formula
dim Fˆskew =
m(m− 1)
2
.
We know the dimension of the space Hom(V,W ), over which we factorize in (8.6).
Thereby we can calculate the dimension of the space of operators satisfying (8.3):
(8.8) dimF = dimHom(V,W ) + dim Fˆskew = n(n−m) +
m(m− 1)
2
.
Let’s combine (8.8) with (8.1). This gives an estimate for dimensions of symmetry
algebras of the system of equations (1.1) in all cases of intermediate degeneration:
(8.9) dim(G) 6 n(n+ 1−m) +
m(m− 1)
2
.
This estimate is in agreement with the following theorem from [19].
Theorem 8.1. Maximally movable spaces of affine connection with the symmetric
part of Ricci tensor of the rank m possess transitive groups of automorphisms with
n(n+ 1−m) +m(m− 1)/2 parameters.
In paper [20] was shown that the estimate (8.9) is exact, some examples of spaces,
where the upper bound is reached, were given. Here we give complete description
of such spaces and describe the appropriate equations (1.1) for them in each case
of intermediate degeneration. For m = 1 this was done in [21].
9. Structure of the tensor field S.
Let (1.1) be the system of equations belonging to m-th case of intermediate
degeneration such that its algebra of point symmetries has maximal dimension
(9.1) dim(G) = n(n+ 1−m) +
m(m− 1)
2
.
Let S = 2 R˜ be a tensor field of type (0, 2) with components (4.11). For this field
we state the following lemma.
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Lemma 9.1. Kernel of skew-symmetric bilinear form defined by S contains the
kernel of the form defined by symmetric part of Ricci tensor.
Proof. Tensor field S belongs to the algebra R. Therefore due to theorem 4.3 we
have the relationship LηS = 0 satisfied for any field of point symmetry η from G.
Repeating arguments from section 8 we get the relationship
(9.2) S(FX,Y) = −S(X,FY)
analogous to (8.3). The equality (9.1) here means that (9.2) should be fulfilled for
all operators satisfying (8.3). Let’s take an operator F ∈ Hom(V,W ) of special
form F = w⊗ α, where w is a vector from the kernel of the form Rˆ and α is some
arbitrary linear functional in the space V . Operator F satisfies the equation (8.3).
Therefore it should satisfy the equation (9.2) too. Substituting F = w ⊗ α into
(9.2) we get the following equality:
(9.3) α(X)S(w,Y) = α(Y)S(X,w).
In the space V of dimension n > 2 for any vector X 6= 0 one can find the vector Y
noncollinear to X. For these two vectors there exists a linear functional such that
α(X) = 0, α(Y) = 1.(9.4)
Substituting (9.4) into (9.3) we obtain S(X,w) = 0 for any vector X ∈ V and for
any vector w ∈ W = Ker Rˆ. This completes the proof of lemma 9.1. 
The condition n > 2 used in proof of lemma 9.1 follows from the inequalities
1 6 m 6 n− 1 determining m-th case of intermediate degeneration. If n = 2, then
skew-symmetric bilinear form with nonzero kernel is identically zero: S = 2 R˜ = 0.
Lemma 9.2. Let (1.1) be a system of equations belonging to m-th case of interme-
diate degeneration such that its algebra of point symmetries has maximal dimension
(9.1). Under these assumptions if m = 1 or m > 3, then S = 2 R˜ = 0.
Proof. Let’s use the result of previous lemma 9.1. Due to the inclusion W ⊂ KerS
tensor field S induces a skew-symmetric bilinear form S˜ on the factorspace V/W .
It is defined by means of the relationship
(9.5) S˜(Xˆ, Yˆ) = S(X,Y),
where Xˆ = ClW (X) and Yˆ = ClW (Y). For m = 1 we have dim(V/W ) = 1 and
remember that skew-symmetric bilinear form in one-dimensional space is identically
zero. Therefore S˜ = 0. Due to (9.5) this implies S = 2 R˜ = 0.
Now let m be greater than 1. The equality (9.1) for the dimension of the algebra
of point symmetries G means that the relationship
(9.6) S˜(FˆXˆ, Yˆ) = −S˜(Xˆ, FˆYˆ)
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should be fulfilled for arbitrary operator Fˆ ∈ End(V/W ) satisfying the equality
Rˆ(FˆXˆ, Yˆ) = −Rˆ(Xˆ, FˆYˆ). By applying the complexification procedure to the fac-
torspace V/W , if necessary, the matrix of nondegenerate symmetric bilinear form
Rˆ from (8.7) can be brought to the unit matrix at the expense of proper choice of
base e1, . . . , em in factorspace V/W :
(9.7) Rˆ(ei, ej) =
{
1 for i = j,
0 for i 6= j.
When m > 3 we define an operator Fˆ by prescribing its action upon the base
vectors e1, . . . , em of the above base in factorspace V/W :
(9.8) Fˆ(ei) =


eq for i = k,
−ek for i = q,
0 for i 6= k and i 6= q.
From (9.7) and (9.8) for operator Fˆ we derive Rˆ(FˆXˆ, Yˆ) = −Rˆ(Xˆ, FˆYˆ). Hence
(9.6) should be fulfilled for Fˆ. Taking into account (9.8) from (9.6) we obtain
S˜ik = S˜(ei, ek) = −S˜(ei, Fˆeq) = S˜(Fˆei, eq) = S(0, eq) = 0.
Since i, k, q are three arbitrary indices, the above equality yields S˜ik = 0 for all
nondiagonal elements in the matrix of bilinear form S˜. Diagonal elements are zero
due to skew symmetry. Hence S˜ = 0 and S = 2 R˜ = 0. Lemma is proved. 
10. Structure of curvature tensor for n > 4.
According to the theorem 4.1 Lie derivative of curvature tensor R along any field
of point symmetry of the system of equations (1.1) is zero. In local coordinates the
equation Lη(R) = 0 is written in the following form:
(10.1)
n∑
k=1
(
ηk
∂Rijrs
∂yk
−Rkjrs
∂ηi
∂yk
+ Rikrs
∂ηk
∂yj
+Rijks
∂ηk
∂yr
+Rijrk
∂ηk
∂ys
)
= 0.
Let’s take and fix some point p0 on M . For the field of point symmetry η from
G(p0) we can transform (10.1) to the form analogous to (8.3):
(10.2) R(FX,Y)Z +R(X,FY)Z+R(X,Y)FZ = FR(X,Y)Z.
Here X, Y, Z are three arbitrary vectors from tangent space V = Tp0(M). Let
(1.1) be a system of equations belonging to m-th case of intermediate degeneration.
Then (9.1) means that the relationship (10.2) is fulfilled for all those operators F,
for which (8.3) holds.
In m-th case of intermediate degeneration the kernel of bilinear form Rˆ in (8.3)
is nonzero since 1 6 m 6 n− 1. Choosing some nonzero vector w ∈W = Ker Rˆ we
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construct an operator F = w ⊗ α, where α is an arbitrary linear functional in V .
Such operator satisfies the equality (8.3). By substituting it into (10.2) we get
(10.3)
α(X) ·R(w,Y)Z + α(Y) ·R(X,w)Z+
+ α(Z) ·R(X,Y)w = α(R(X,Y)Z) ·w.
Formula (10.3) is a key to further analysis of the structure of curvature tensor R.
Theorem 10.1. Let (1.1) be a system of equations belonging to m-th case of in-
termediate degeneration such that its algebra of point symmetries has maximal di-
mension (9.1). Under these assumptions for n > 4 there is a formula
(10.4) R(X,Y)Z = σ(X,Y) · Z+ β(Y,Z) ·X− β(X,Z) ·Y
expressing curvature tensor through two tensor fields σ and β of type (0, 2).
For three arbitrary vectors X, Y, Z in (10.3) let’s consider their linear span
U = 〈X,Y,Z〉. Due to dimV = n > 4 subspace U do not coincide with V .
Denote by U⊥ the set of linear functionals α such that α(X) = 0, α(Y) = 0,
and α(Z) = 0 simultaneously. Then U⊥ is a subspace in dual space V ∗ such that
dimU⊥ = n− dimU (see for instance [18]) and
(10.5) U = {u ∈ V : α(u) = 0 for all α ∈ U⊥}.
Recall that α in (10.3) is an arbitrary linear functional. Substituting various linear
functionals α ∈ U⊥ into (10.3) we find that α(R(X,Y)Z) = 0 for them. Due to
(10.5) this means that for any three vectors X, Y, Z vector R(X,Y)Z is in their
linear span. Let’s express this circumstance as
(10.6) R(X,Y)Z = β ·X+ γ ·Y + σ · Z.
Now denote by U = 〈X,Y〉 linear span of two vectors X and Y. If Z /∈ U , then
coefficient σ is uniquely defined by the expansion (10.6). Thus we have a function
σ = σ(X,Y,Z) defined for triples of vectors such that Z /∈ 〈X,Y〉. Further proof
of theorem 10.1 breaks into series of lemmas.
Lemma 10.1. For dimV > 4 the function σ = σ(X,Y,Z) doesn’t depend on Z.
Proof. Let’s retain the notation U = 〈X,Y〉 for linear span of the vectors X and
Y and consider a factorspace V/U . Let Z1 and Z2 be two arbitrary vectors such
that their cosets relative to subspace U are linearly independent. The existence of
such vectors Z1 and Z2 follows from the estimate
dim(V/U) > 4− 2 = 2.
For these two vectors we have Z1 /∈ U and Z2 /∈ U so that if Z3 = Z1 + Z2, then
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Z3 /∈ U . Let’s write the equation (10.6) for each of three triples of vectors:
(10.7)
R(X,Y)Z1 = β1 ·X+ γ1 ·Y + σ1 · Z1,
R(X,Y)Z2 = β2 ·X+ γ2 ·Y + σ2 · Z2,
R(X,Y)Z3 = β3 ·X+ γ3 ·Y + σ3 · Z3.
Let’s add first two equalities (10.7) and subtract the third one. Then factorize the
obtained equality with respect to the subspace U . As a result we have
(σ1 − σ3) · ClU(Z1) + (σ2 − σ3) · ClU(Z2) = 0.
Since cosets ClU(Z1) and ClU(Z2) are linearly independent, from the above equality
we obtain σ1 = σ3 and σ2 = σ3, where σ1 = σ(X,Y,Z1) and σ2 = σ(X,Y,Z2).
Thus we have proved the required result σ(X,Y,Z1) = σ(X,Y,Z2) for the vectors
Z1 and Z2 whose cosets are linearly independent.
Now suppose that cosets ClU(Z1) and ClU(Z1) are linearly dependent, but are
nonzero. Then due to dim(V/U) > 2 we can find a vector Z4 coset of which is not
collinear to cosets ClU(Z1) and ClU(Z2), and we can apply previous result:
σ(X,Y,Z1) = σ(X,Y,Z4) = σ(X,Y,Z2).
Cases when ClU(Z1) = 0 or ClU(Z2) = 0 are not considered since in these cases the
equality (10.6) do not define both quantities σ(X,Y,Z1) and σ(X,Y,Z2). 
Lemma 10.1 shows that for n > 4 the equality (10.6) defines the function σ =
σ(X,Y) which do not depend on third vector Z. This circumstance gives us the
opportunity to expand (10.6) for the case when Z belongs to U = 〈X,Y〉.
Lemma 10.2. For dimV > 4 the function σ(X,Y) defined by the relationship
(10.6) is linear in its first argument X.
Proof. Let X1 + X2 = X3. Denote by U = 〈X1,X2,X3,Y〉 linear span of four
vectors X1, X2, X3, and Y. Its obvious that dimU 6 3. Due to dimV > 4 we can
find a vector Z /∈ U . Hence ClU(Z) 6= 0, and we can write (10.6) three times:
(10.8)
R(X1,Y)Z = β1 ·X1 + γ1 ·Y + σ(X1,Y) · Z,
R(X2,Y)Z = β2 ·X2 + γ2 ·Y + σ(X2,Y) · Z,
R(X3,Y)Z = β3 ·X3 + γ3 ·Y + σ(X2,Y) · Z.
Let’s add first two equalities (10.8) and subtract the third one. Then factorize with
respect to the subspace U . As a result we have
(10.9) σ(X1 +X2,Y) = σ(X1,Y) + σ(X2,Y).
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Now suppose that we are given a real number α ∈ R and two vectors X1 and
Y. Suppose X2 = α ·X1 and consider linear span U = 〈X1,X2,Y〉 for the vectors
X1, X2, and Y. Due to inequalities dimV > 4 and dimU 6 2 we can find a vector
Z /∈ U . Then write the equality (10.6) twice:
(10.10)
R(X1,Y)Z = β1 ·X1 + γ2 ·Y + σ(X1,Y) · Z,
R(X2,Y)Z = β2 ·X2 + γ2 ·Y + σ(X2,Y) · Z.
Multiply first equality (10.10) by α and subtract second one from it. After factor-
izing with respect to the subspace U we finally get
σ(α ·X1,Y) = ασ(X1,Y).
This equality together with (10.9) proves linearity of σ(X,Y) in its first argument.
Lemma is proved. 
Lemma 10.3. For dimV > 4 the function σ(X,Y) defined by the relationship
(10.6) is linear in its second argument Y.
Proof of the lemma 10.3 is quite similar to the proof of previous lemma 10.2
so that we can omit it. In whole, lemmas 10.1, 10.2, and 10.3 mean that the
relationship (10.6) defines a bilinear form σ(X,Y) and corresponding tensor σ of
type (0, 2). Therefore we rewrite (10.6) as
(10.11) R(X,Y)Z − σ(X,Y) · Z = β ·X+ γ ·Y.
Note that for to state and prove lemmas 10.1, 10.2, and 10.3 we used only the
linearity of left hand side of (10.6) with respect to X, Y, and Z. Left had side of
(10.11) is also linear in X, Y, and Z. Repeating previous arguments we obtain two
bilinear forms β(Y,Z) and γ(X,Z) such that (10.11) can be written as
(10.12) R(X,Y)Z = σ(X,Y) · Z+ β(Y,Z) ·X+ γ(X,Z) ·Y.
Left hand side of (10.12) is skew-symmetric respective to X and Y. This yields
γ = −β. Therefore we can write (10.12) in form of (10.4), thus completing proof
of the theorem 10.1. Furthermore skew symmetry of R(X,Y) in X and Y implies
skew symmetry of bilinear form σ(X,Y).
Formula (10.4) gives us the opportunity to express the components of curvature
tensor through the components of two tensor fields β and σ:
(10.13) Rksij = σij δ
k
s + βjs δ
k
i − βis δ
k
j .
Now if we make contractions in (10.13) according to the formulas (4.11), we obtain
the following expressions for the components of tensor S and Ricci tensor R:
Sij = nσij − (βij − βji), Rij = σij + (n− 1)βji.
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Let βˆ and β˜ be symmetric and skew-symmetric parts of tensor β. Then
Sij = nσij − 2 β˜ij , Rˆij = (n− 1) βˆij , R˜ij = σij − (n− 1) β˜ij .
If we take into account the relationship S = 2 R˜, we can express tensor fields σ, βˆ,
and β˜ through symmetric and skew-symmetric parts of Ricci tensor:
βˆ =
Rˆ
n− 1
, β˜ = −
R˜
n+ 1
, σ =
2 R˜
n+ 1
.(10.14)
From (10.13) and (10.14) we derive formula for components of curvature tensor:
(10.15) Rksij =
2 R˜ij δ
k
s − R˜js δ
k
i + R˜is δ
k
j
n+ 1
+
Rˆjs δ
k
i − Rˆis δ
k
j
n− 1
.
Theorem 10.2. Let (1.1) be a system of equations belonging to m-th case of inter-
mediate degeneration such that its algebra of point symmetries has maximal dimen-
sion (9.1). Under these assumptions if n > 4, then appropriate curvature tensor is
expressed through Ricci tensor according to the formula (10.15).
11. Structure of curvature tensor for n = 3.
Now we continue considering cases of intermediate degeneration when 1 6 m 6
n− 1. Dimension n = 3 restricts our possibilities to maneuver in proving proposi-
tions like lemmas 10.1 and 10.2. In order to avoid these restrictions let’s substitute
Z = X into the formula (10.3). This yields
(11.1)
α(X) ·R(w,Y)X + α(Y) ·R(X,w)X+
+ α(X) ·R(X,Y)w = α(R(X,Y)X) ·w.
Theorem 11.1. Let (1.1) be a system of equations belonging to m-th case of in-
termediate degeneration such that its algebra of point symmetries has maximal di-
mension (9.1). Under these assumptions if n = 3, then there is a relationship
(11.2) R(X,Y)X = θ(X,Y) ·X− β(X,X) ·Y
binding curvature tensor with two tensor fields β and θ of type (0, 2).
For two arbitrary vectors X and Y we consider their linear span U = 〈X,Y〉.
Due to dimV = n = 3 subspace U do not coincide with V . Denote by U⊥ the set
of linear functionals α such that α(X) = 0 and α(Y) = 0 simultaneously. Then U⊥
is a subspace in dual space V ∗ such that
(11.3) U = {u ∈ V : α(u) = 0 for all α ∈ U⊥}.
Recall that α in (11.1) is an arbitrary linear functional. Substituting various linear
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functionals α ∈ U⊥ into (11.1) we find that α(R(X,Y)X) = 0 for them. Due to
(11.3) this means that for any two vectors X and Y vector R(X,Y)X is in their
linear span. Let’s express this circumstance as
(11.4) R(X,Y)X = θ ·X− β ·Y.
Now denote by U = 〈X〉 linear span of the vector X. If Y /∈ U , then coefficient β
is uniquely defined by the expansion (11.4). Thus we have a function β = β(X,Y)
defined for pairs of vectors such that Y /∈ 〈X〉. Further proof of theorem 11.1
breaks into series of lemmas.
Lemma 11.1. For n = 3 the function β = β(X,Y) doesn’t depend on Y.
Proof. Let’s retain the notation U = 〈X,Y〉 for linear span of the vector X and
consider a factorspace V/U . Let Y1 and Y2 be two arbitrary vectors such that
their cosets relative to subspace U are linearly independent. The existence of such
vectors Y1 and Y2 follows from the estimate
dim(V/U) > 3− 1 = 2.
For these two vectors we have Y1 /∈ U and Y2 /∈ U so that if Y3 = Y1 +Y2, then
Y3 /∈ U . Let’s write the equation (11.4) for each of three pairs of vectors:
(11.5)
R(X,Y1)X = θ1 ·X− β1 ·Y1,
R(X,Y2)X = θ2 ·X− β2 ·Y2,
R(X,Y3)X = θ3 ·X− β3 ·Y3.
Let’s add first two equalities (11.5) and subtract the third one. Then factorize the
obtained equality with respect to the subspace U . As a result we have
(β1 − β3) · ClU(Y1) + (β2 − β3) · ClU(Y2) = 0.
Since cosets ClU(Y1) and ClU(Y2) are linearly independent, from the above equality
we obtain β1 = β3 and β2 = β3, where β1 = β(X,Y1) and β2 = β(X,Y2). Thus
we have proved the required result β(X,Y1) = β(X,Y2) for the vectors Y1 and
Y2, whose cosets are linearly independent.
Now suppose that cosets ClU(Y1) and ClU(Y1) are linearly dependent, but are
nonzero. Then due to dim(V/U) > 2 we can find a vector Y4 coset of which is not
collinear to cosets ClU(Y1) and ClU(Y2), and we can apply previous result:
β(X,Y1) = β(X,Y4) = β(X,Y2).
Cases when ClU(Y1) = 0 or ClU(Y2) = 0 are not considered since in these cases
the equality (11.4) do not define both quantities β(X,Y1) and β(X,Y2). 
Lemma 11.1 shows that for the dimension n = 3 the equality (11.4) defines the
function β = β(X,Y), which do not depend on second vectorY. This circumstance
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gives us the opportunity to expand (11.4) for the case when Y belongs to linear
span of vector X.
Remember that numerical function β(X) of one vectorial argument is called
quadratic form if it is obtained from some bilinear form γ(X,Z) by substitution
Z = X, i. e. β(X) = γ(X,X). Without loss of generality bilinear form γ can be
assumed to be symmetric (see more details in [18]).
Lemma 11.2. Numerical function of one vectorial argument β(X) is a quadratic
form if and only if it satisfies the relationship
(11.6) β(X+ α · Z) + αβ(X− Z) = (1 + α)β(X) + (α+ α2)β(Z),
where X and Z are two arbitrary vectors and α is an arbitrary number.
Proof. Direct statement of lemma is obvious. Indeed, if for some bilinear form γ we
substitute β(X) = γ(X,X) into the relationship (11.6), we find that it is fulfilled
identically.
Now let’s prove converse assertion. Suppose (11.6) to be fulfilled for the function
β(X). Substituting X = Z = 0 and α = 1 into (11.6) we get
(11.7) β(0) = 0.
As a second step we substitute Z = X into (11.6). If we take into account (11.7),
we obtain β((1 + α) · X) = (1 + α)2 β(X). This equality can be simplified by
substituting α− 1 for α. It takes the following form:
(11.8) β(α ·X) = α2 β(X).
So β is a homogeneous function of degree 2. Now we use β(X) in order to define
the function γ(X,Z) of two vectorial arguments:
(11.9) γ(X,Z) =
β(X+ Z)− β(X − Z)
4
.
Due to (11.8) the function γ(X,Z) in (11.9) is symmetric: γ(X,Z) = γ(Z,X).
Let’s prove that it is linear respective to its second argument. We write the rela-
tionship (11.6) substituting α for −α in it:
(11.10) β(X− α · Z) − αβ(X− Z) = (1 − α)β(X) + (α2 − α)β(Z).
Let’s subtract (11.10) from the initial relationship (11.6). This yields
4 γ(X, α · Z) = β(X+ α · Z) − β(X− α · Z) = 2α (β(X) + β(Z) − β(X− Z)).
For α = 1 this relationship takes the form
4 γ(X,Z) = β(X+ Z)− β(X− Z) = 2 (β(X) + β(Z) − β(X− Z)).
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Comparing two above relationships we find that
(11.11) γ(X, α · Z) = αγ(X,Z).
For α = 1 the relationship (11.6) can be written as follows:
(11.12) 2 β(X) + 2 β(Z) = β(X + Z) + β(X− Z).
Let’s substitute X by X+ Z1 and Z by X+ Z2 in (11.12). As a result we obtain
(11.13) 2 β(X+ Z1) + 2 β(X+ Z2) = β(2 ·X+ Z1 + Z2) + β(Z1 − Z2).
Further in formula (11.12) we substitute X by X− Z1 and Z by X− Z2:
(11.14) 2 β(X− Z1) + 2 β(X− Z2) = β(2 ·X− Z1 − Z2) + β(Z1 − Z2).
Then we subtract (11.14) from (11.13) and compare the expressions in both sides
of the obtained formula with (11.9). As a result of this comparison we find
8 γ(X,Z1) + 8 γ(X,Z2) = 4 γ(2 ·X,Z1 + Z2).
If we take into account (11.11) and the symmetry of the function γ(X,Z), we can
bring this relationship to the following form:
(11.15) γ(X,Z1) + γ(X,Z2) = γ(X,Z1 + Z2).
The relationships (11.11) and (11.15) in the aggregate mean the linearity of γ(X,Z)
respective to Z. Linearity of γ(X,Z) respective to X then follows by the symmetry
γ(X,Z) = γ(Z,X). Thus we constructed symmetric bilinear form γ(X,Z). Due to
(11.7) and (11.8) if we substitute Z = X in γ(X,Z), we get β(X) = γ(X,X). Proof
is complete. 
Now let’s return to the formula (11.4). Due to the lemma 11.1 proved above this
formula can be written as:
(11.16) R(X,Y)X = θ ·X− β(X) ·Y.
Left hand side of (11.16) satisfies the relationship
(11.17)
R(X+ α · Z,Y)(X + α · Z) + αR(X+ Z,Y)(X + Z) =
= (1 + α)R(X,Y)X + (α+ α2)R(Z,Y)Z,
which can be checked by direct calculations. For the case dimV = 3 we can choose
vector Y such that it doesn’t belong to the linear span of X and Z. Therefore, if
we transform each summand in (11.17) by means of (11.16), we obtain vectorial
equality which leads to the relationship (11.6) for the function β(X).
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Lemma 11.3. For the dimension n = 3 function β(X) in (11.16) is a quadratic
form, which is defined by some bilinear form.
Lemma 11.3 is an immediate consequence of the lemma 11.2 due to above argu-
ments. We express the result of this lemma as follows:
(11.18) R(X,Y)X+ β(X,X) ·Y = θ ·X.
Lemma 11.4. For the dimension n = 3 the coefficient θ in (11.18) is a bilinear
function of two vectorial arguments X and Y.
Proof. In order to prove the linearity o θ(X,Y) with respect to Y we should note
that for any fixed vector X 6= 0 in the space V of dimension n = 3 one can find
linear functional γ such that γ(X) = 1. Applying this functional to both sides of
the equality (11.18) we obtain
θ(X,Y) = γ(R(X,Y)X) + β(X,X) γ(Y).
Linearity of θ(X,Y) respective to Y now is a consequence of linearity of right hand
side of the above equality respective to Y for fixed γ and X.
Let’s prove linearity of θ(X,Y) respective toX. SupposeX 6= 0. If we substitute
α ·X for X into the formula (11.18), we get
α2 ·R(X,Y)X+ α2 β(X,X) ·Y = α θ(α ·X,Y) ·X.
Comparing this with the equality R(X,Y)X + β(X,X) ·Y = θ(X,Y) ·X we find
(11.19) θ(α ·X,Y) = α θ(X,Y).
For X = 0 the quantity θ is not correctly defined from (11.18). The relationship
(11.19) makes possible to extend the function θ(X,Y) for X = 0 by the value
θ(0,Y) = 0.
Let X1 and X2 be two arbitrary vectors. Denote X3 = X1 +X2. If X1 and X2
are collinear, then there is a vector e 6= 0 such that
X1 = α1 · e, X2 = α2 · e, X3 = α3 · e,
where α3 = α1 + α2. By means of (11.19) we obtain θ(X1,Y) + θ(X2,Y) =
α1 θ(e,Y) + α2 θ(e,Y) = α3 θ(e,Y) = θ(X3,Y). This means
(11.20) θ(X1,Y) + θ(X2,Y) = θ(X1 +X2,Y).
Now suppose that vectors X1 and X2 are not collinear. Let γ be an arbitrary
linear functional in V . Let’s apply it to both sides of (11.18). As a result we get
(11.21) γ(R(X,Y)X) + β(X,X) γ(Y) = θ(X,Y) γ(X).
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For the fixed vector Y left hand side of (11.21) is a quadratic form respective to X
(it is obtained from bilinear function γ(R(X,Y)Z) + β(X,Z) γ(Y) by substitution
Z = X). Therefore right hand side of (11.21) is also a quadratic form respective to
X. According to the lemma 11.2 it satisfies the relationship (11.6) where we can
take α = 1, X = X1, and Z = X2. This yields
(11.22)
θ(X1 +X2,Y) γ(X1 +X2) + θ(X1 −X2,Y) γ(X1 −X2) =
2 θ(X1,Y) γ(X1) + 2 θ(X2,Y) γ(X2).
Relying on the linearity of functional γ we can bring (11.22) to the form
(11.23)
(θ(X1 +X2,Y) + θ(X1 −X2,Y)− 2 θ(X1,Y)) γ(X1)+
+ (θ(X1 +X2,Y)− θ(X1 −X2,Y) − 2 θ(X2,Y)) γ(X2) = 0.
Functional γ in (11.23) is an arbitrary linear functional. For the pair of noncollinear
vectors X1 and X2 we can find pair of functionals γ2 and γ2 such that
γ1(X1) = 1, γ1(X2) = 0, γ2(X1) = 0, γ2(X2) = 1.
Therefore the relationship (11.23) can be broken into two separate parts:
θ(X1 +X2,Y) + θ(X1 −X2,Y) = 2 θ(X1,Y),
θ(X1 +X2,Y)− θ(X1 −X2,Y) = 2 θ(X2,Y).
If we add these two equalities and divide the result by 2, we come to the relationship
(11.20), which appears to be fulfilled for noncollinear vectors X1 and X2 as well.
In the aggregate with (11.19) it means that θ(X,Y) is linear respective to its first
argument X. Lemma is proved. 
Lemma 11.4 completes the proof of the theorem 11.1. We shall use the equality
(11.2) from this theorem for the further calculations. Let’s transform quadratic in
X expression R(X,Y)X into bilinear one respective to X and Z:
R(X,Y)Z+R(Z,Y)X =
R(X+ Z,Y)(X + Z)−R(X− Z,Y)(X − Z)
2
.
Applying formula (11.2) we bring this relationship to the form
R(X,Y)Z+R(Z,Y)X = θ(X,Y) · Z+ θ(Z,Y) ·X− 2 β(X,Z) ·Y.
Here X, Y, Z are arbitrary vectors. Therefore we can get the following relationship
for the components of the curvature tensor:
(11.24) Rksij +R
k
isj = θij δ
k
s + θsj δ
k
i − 2 βis δ
k
j .
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Let’s alternate (11.24) with respect to the pair of indices i and j:
(11.25) Rksij +
Rkisj −R
k
jsi
2
= θ˜ij δ
k
s +
θsj − 2 βsj
2
δki −
θsi − 2 βsi
2
δkj .
Here θ˜ is skew-symmetric part of tensor θ. For to transform the left hand side
of (11.25) we use skew symmetry Rkjsi = −R
k
jis, R
k
sji = −R
k
sij , and the identity
Rksji +R
k
isj +R
k
jis = 0, which follows from Γ
k
rs = Γ
k
sr:
(11.26)
3Rksij
2
= θ˜ij δ
k
s +
θsj − 2 βsj
2
δki −
θsi − 2 βsi
2
δkj .
Now let’s compare the formula (10.13) for the case dimV > 4 with the formula
(11.26) just derived for the case dim V = 3. Comparing we see that the structure
of components of curvature tensor for three-dimensional case is the same as for the
cases of higher dimension. Therefore formula (10.15) remains true for n = 3 and
we can state the following theorem similar to theorem 10.2.
Theorem 11.2. Let (1.1) be a system of equations belonging to m-th case of inter-
mediate degeneration such that its algebra of point symmetries has maximal dimen-
sion (9.1). Under these assumptions if n = 3, then appropriate curvature tensor is
expressed through Ricci tensor according to the formula (10.15).
12. Structure of curvature tensor for n = 2.
For n = 2 due to the inequalities 1 6 m 6 n − 1 we have only one case of
intermediate degeneration with m = 1. According to lemma 9.2 tensor S defined in
(4.11) and skew-symmetric part of Ricci tensor R˜ in this case are zero: S = 2 R˜ = 0.
Curvature tensor is completely determined by symmetric part of Ricci tensor Rˆ:
(12.1) Rksij = Rˆsj δ
k
i − Rˆsi δ
k
j .
In order to prove formula (12.1) note that for n = 2 each skew-symmetric in pair
of indices numeric array is proportional to skew-symmetric unit matrix
(12.2) dij = dij =
∥∥∥∥ 0 1−1 0
∥∥∥∥ .
When applied to curvature tensor, this yields Rksij = ρ
k
s dij . Hence we can calculate
Ricci tensor, which is known to by symmetric by lemma 9.2:
Rˆsj = Rsj =
2∑
k=1
ρks dkj .
Matrix (12.2) is invertible. Therefore we can express ρks through Ricci tensor:
(12.3) ρks = −
2∑
r=1
Rˆsr d
rk.
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Now we are to substitute (12.3) into the formula Rksij = ρ
k
s dij and use well-known
identity drk dij = δ
r
i δ
k
j − δ
k
i δ
r
j . As a result we will get (12.1).
13. Structure of tensor field A.
Let (1.1) be a system of equations belonging to m-th case of intermediate de-
generation such that its algebra of point symmetries has maximal dimension (9.1).
Choose some fixed point p0 onM and consider a field of point symmetry η for (1.1)
vanishing at the point p0. The condition Lη(A) = 0 from (2.5) written at the point
p0 for such symmetry field η has the following form:
(13.1) AF = FA.
Here F = Lη is linear operator from (5.7). Due to (9.1) any operator F satisfying
(8.3) corresponds to some symmetry field η ∈ G(p0). In particular, we can choose
F = w ⊗ α, where w is some arbitrary nonzero vector from the kernel of bilinear
form Rˆ and α is arbitrary linear functional in V = Tp0(M). Substituting this
operator into (13.1) we obtain the relationship
(13.2) α(X) ·Aw = α(AX) ·w,
where X is an arbitrary vector of V . For α in (13.2) we can choose linear functional
such that α(X) 6= 0. Then the equality (13.2) takes the form
Aw = a ·w,
where numeric parameter a is defined by formula a = α(AX)/α(X). Therefore a
doesn’t depend on the choice of w ∈ Ker Rˆ. Vector w 6= 0 is an eigenvector for
the operator A corresponding to the eigenvalue a. Hence a do not depend on the
choice of X and α in (13.2). From Aw = a ·w and (13.2) we get α(AX) = α(a ·X).
Since α is arbitrary linear functional, we conclude
(13.3) AX = a ·X.
The equality (13.3) fulfilled for arbitrary vector X ∈ V means that A is a scalar
operator. It differs from identical operator idV by a scalar factor: A = a · idV .
Let’s substitute A = a · idV into the equation (2.5), where point symmetry field
η is no longer vanishing at the point p0:
(13.4) Lη(A) = Lη(a) · idV = 0.
Therefore Lη(a) = 0. From (9.1) and the estimates (8.1) and (8.9) we get
dim(G/G(p0)) = dimM = n.
Hence for each point p0 ∈ M we can find n vector fields from G whose values at
this point are linear independent. Therefore Lη(a) = 0 implies a = const.
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Theorem 13.1. Let (1.1) be a system of equations belonging to m-th case of in-
termediate degeneration such that its algebra of point symmetries has maximal di-
mension (9.1). Then A is a constant scalar matrix, i. e. Aij = a δ
i
j and a = const.
14. Projectively-euclidean spaces.
For the systems of equations (1.1) possessing symmetry algebras of maximal
order (9.1) matricesA in (1.1) are the same in all cases of intermediate degeneration:
Aij = a δ
i
j . Therefore structure of such systems of equations are completely defined
by components of affine connection Γjrs in (1.1).
Let R be curvature tensor corresponding to the connection Γ in (1.1). According
to theorems 10.2 and 11.2 for n > 3 its components are given by formula (10.15).
In order to simplify notations let’s use formula (10.13) instead of (10.15). Tensor
fields β and σ in (10.13) are expressed through Ricci tensor according to (10.14).
Taking into account the relationship σ = −2 β˜, which follows from (10.14), we can
bring (10.13) to the following rather simple form:
(14.1) Rksij = (βji − βij) δ
k
s + βjs δ
k
i − βis δ
k
j .
Let’s substitute (14.1) into the well-known Bianchi-Padov identity (see [17], [22]):
∇iR
k
sjq +∇jR
k
sqi +∇qR
k
sij = 0.
If n > 3, this substitution results in the equation for tensor field β:
(14.2) ∇iβjs = ∇jβis.
According to [22] (see chapter 4, § 47) we write the following differential equation
for some covector field u:
(14.3) ∇iuj = βij + ui uj, i, j = 1, . . . , n.
If we express covariant derivatives through partial derivatives, we see that (14.3) is
a complete system of Pfaff equations:
(14.4)
∂uj
∂yi
= βij + ui uj +
n∑
k=1
Γkij uk.
By direct calculations one can find that the relationships (14.1) and (14.2) provide
complete compatibility for Pfaff equations (14.4). This in turn means that for
differential equations (14.3) the Cauchy problem
(14.5) uj
p=p0
= uj(0)
is solvable in some neighborhood of the point p = p0 in M for arbitrary initial
values uj(0) in (14.5).
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Let u be a covector field obtained by solving Cauchy problem (14.5) for the
equations (14.3). We shall use this field to construct another connection Γ¯:
(14.6) Γ¯krs = Γ
k
rs + ur δ
k
s + us δ
k
r .
Let’s calculate curvature tensor of new connection Γ¯ on the base of formula (2.8).
Taking in to account (14.1) and (14.3) we get R¯ksij = 0. This means that (14.1) is
flat (euclidean) affine connection.
Transformation of connection components Γ¯krs → Γ
k
rs = Γ¯
k
rs − ur δ
k
s − us δ
k
r is
called projective transformation (see [22]). Affine connection Γ obtained from eu-
clidean connection Γ¯ by this transformation is called projectively-euclidean connec-
tion. Manifolds equipped with projectively-euclidean connection are called projecti-
vely-euclidean spaces. For euclidean connection (14.6) one can find local coordinates
y1, . . . , yn such that Γ¯krs = 0. Relative to projectively-euclidean connection Γ
these local coordinates are called projectively-euclidean coordinates. In projectively-
euclidean coordinates for Γkrs we have
(14.7) Γkrs = −(ur δ
k
s + us δ
k
r ).
Theorem 14.1. Let (1.1) be a system of equations belonging to m-th case of inter-
mediate degeneration such that its algebra of point symmetries has maximal dimen-
sion (9.1). Under these assumptions if n > 3, then there is a point transformation
(1.4) bringing these equations to the form
∂yi
∂ t
= a
∂2yi
∂x2
− 2 a
(
n∑
r=1
ur
∂yr
∂x
)
∂yi
∂x
, i = 1, . . . , n,
where a = const and ur = ur(y
1, . . . , yn) are components of some covector field u.
15. Structure of tensor Q = ∇R.
Denote by Q covariant differential of Ricci tensor: Q = ∇R (in local coordinates
Qijk = ∇iRjk). Q is a tensor field of type (0, 3) belonging to the algebra R from
(4.10). According to the theorem 4.3 we have
(15.1) Lη(Q) = 0
for any point symmetry field η of the system of equations (1.1). Let’s take and fix
some point p = p0 on M . Tensor Q defines trilinear form on V = Tp0(M):
(15.2) Q(X,Y,Z) =
n∑
i=1
n∑
j=1
n∑
k=1
∇iRjk Z
iXj Y k.
From (15.1) we get the following equality for trilinear form (15.2):
(15.3) Q(FX,Y,Z) +Q(X,FY,Z) +Q(X,Y,FZ) = 0.
Here F is linear operator (5.7) defined by point symmetry field η vanishing at p0.
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Lemma 15.1. Let (1.1) be a system of equations belonging to m-th case of interme-
diate degeneration such that its algebra of point symmetries has maximal dimension
(9.1). Under these assumptions if n > 3, then
(15.4) Q(w,Y,Z) = Q(X,w,Z) = Q(X,Y,w) = 0,
where w is a vector from kernel of quadratic form Rˆ given by symmetric part of
Ricci tensor and X, Y, Z are arbitrary three vectors in V .
Proof. Relying on the results of section 8, we consider linear operator F = w ⊗ α,
where α is an arbitrary linear functional in V . Substituting F into (15.3) we get
(15.5) α(X)Q(w,Y,Z) + α(Y)Q(X,w,Z) + α(Z)Q(X,Y,w) = 0.
In the space V of dimension n > 3 for any two vectors Y and Z one can find third
vector X and a linear functional α such that
α(X) = 1, α(Y) = 0, α(Z) = 0.
Then from (15.5) we get Q(w,Y,Z) = 0, thus proving first relationship (15.4).
Other two relationships are proved in a similar way. 
Lemma 15.2. Proposition of lemma 15.1 remains true for the dimension n = 2.
Proof. For n = 2 from inequalities 1 6 m 6 n− 1 we get m = 1. Due to lemma 9.2
skew-symmetric part of Ricci tensor is zero: R˜ = 0. Therefore tensor Q is sym-
metric respective to last pair of indices. For trilinear form (15.2) we obtain
(15.6) Q(X,Y,Z) = Q(Y,X,Z).
Define a form φ(X,Z) = Q(X,X,Z), which is linear respective to Z and quadratic
respective to X. For this form from (15.5) we derive
(15.7) 2α(X)Q(w,X,Z) + α(Z)φ(X,w) = 0.
For any vector X in two-dimensional space one can find another vector Z and
linear functional α such that α(X) = 0 and α(Z) = 1. Due to (15.7) this yields
φ(X,w) = 0. Form Q can be recovered by form φ due to its symmetry (see formula
(15.6) above). We have an obvious relationship
(15.8) Q(X,Y,Z) =
φ(X+Y,Z) − φ(X−Y,Z)
4
.
Substituting Z = w into the formula (15.8) and taking into account φ(X,w) = 0,
we get one of the required relationships Q(X,Y,w) = 0.
In order to prove rest two relationships in (15.4) we take into account that
Q(X,Y,w) = 0. This brings (15.5) to the following form:
(15.9) α(X)Q(w,Y,Z) + α(Y)Q(X,w,Z) = 0.
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For any vector X in two-dimensional space one can find another vector Y and
linear functional α such that α(X) = 0 and α(Y) = 1. Therefore from (15.9) we
get Q(X,w,Z) = 0. The last relationship Q(w,Y,Z) = 0 follows from previous
one due to (15.6). Lemma 15.2 is proved. 
Lemma 15.3. Let (1.1) be a system of equations belonging to m-th case of interme-
diate degeneration such that its algebra of point symmetries has maximal dimension
(9.1). Under these assumptions if n > 3, then Q = ∇R = 0.
Proof. Due to lemmas 15.1 and 15.2 trilinear form Q from (15.2) is zero in the
kernel W = Ker Rˆ of bilinear form Rˆ from (8.3). This circumstance makes possible
to defines an induced trilinear form Q in factorspace V/W where induces form Rˆ
is nondegenerate. We define this form by the relationship
(15.10) Q(Xˆ, Yˆ, Zˆ) = Q(X,Y,Z),
where Xˆ = ClW (X), Yˆ = ClW (Y), and Zˆ = ClW (Z) are cosets of three vectors
X, Y, and Z respective to subspace W . According to lemma 9.2 for m > 3 skew-
symmetric part of Ricci tensor is zero. Therefore the relationship (15.6) holds and
hence form (15.10) in factorspace is symmetric:
(15.11) Q(Xˆ, Yˆ, Zˆ) = Q(Yˆ, Xˆ, Zˆ).
By applying the complexification procedure to the factorspace V/W , if necessary,
the matrix of nondegenerate symmetric bilinear form Rˆ from (8.7) can be brought
to the unit matrix at the expense of proper choice of base e1, . . . , em in factorspace
V/W (see relationships (9.7)). Now consider an operator Fˆ ∈ End(V/W ) defined by
(9.8). For this operator we have the relationship Rˆ(FˆXˆ, Yˆ) = −Rˆ(Xˆ, FˆYˆ), which
follows from (9.7) and (9.8). Due to (9.1) operator Fˆ should satisfy the equality
(15.12) Q(FˆXˆ, Yˆ, Zˆ) +Q(Xˆ, FˆYˆ, Zˆ) +Q(Xˆ, Yˆ, FˆZˆ) = 0,
which is obtained from (15.3) by factorization respective to subspace W = Ker Rˆ.
Let’s substitute ek, eq, and ei for Xˆ, Yˆ, and Zˆ into (15.12) in various combina-
tions. Dimension dim(V/W ) = m > 3 is enough to choose indices i, k, and q to be
mutually distinct. If we take into account (9.8) and substitute Xˆ = ek, Yˆ = ek,
Zˆ = ei into (15.12), we get Q(eq, ek, ei) = −Q(ek, eq, ei). From the formula (15.11)
in turn we get Q(eq, ek, ei) = Q(ek, eq, ei). Therefore
(15.13) Qqki = Q(eq, ek, ei) = 0, for q 6= k 6= i 6= q.
Now let’s make other three substitutions into the formula (15.12). Their results are
expressed by the following implications:
Xˆ = ei, Yˆ = ei, Zˆ = ek implies Q(ei, ei, eq) = 0,
Xˆ = ei, Yˆ = ek, Zˆ = ei implies Q(ei, eq, ei) = 0,
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Xˆ = ek, Yˆ = ei, Zˆ = ei implies Q(eq, ei, ei) = 0.
Let’s combine all these results into one formula
(15.14) Q(ei, ei, eq) = Q(ei, eq, ei) = Q(eq, ei, ei) = 0 for i 6= q.
And finally, let’s substitute Xˆ = ek, Yˆ = eq, Zˆ = eq into (15.12). Here we get
Q(eq, eq, eq)−Q(ek, ek, eq)−Q(ek, eq, ek) = 0. If we take into account (15.14), we
can bring this equality to the following form
(15.15) Q(eq, eq, eq) = 0.
Now summarizing (15.13), (15.14), and (15.15) we see that all components of tri-
linear form (15.10) in the base e1, . . . , em of factorspace V/W are zero. This
implies that Q iz zero in V/W , and hence, due to (15.10) Q iz zero in V . Therefore
∇R = Q = 0. Lemma is proved. 
Lemma 15.4. Proposition of lemma 15.3 remains true for the case m = 2.
Proof. For m = 2 we are restricted by two non-coinciding values of indices q 6= k
for numerating base vectors in V/W . As above we suppose the relationships (9.7)
to be fulfilled for the base e1, e2 in V/W and consider an operator Fˆ ∈ End(V,W )
defined by it action on the base vectors:
(15.16) Fˆ(ei) =
{
eq for i = k 6= q,
−ek for i = q 6= k.
Relying on (15.16) we make the following substitutions into the formula (15.12):
Xˆ = eq, Yˆ = ek, Zˆ = eq implies Q(eq, eq, eq) = Q(ek, ek, eq) +Q(eq, ek, ek),
Xˆ = ek, Yˆ = eq, Zˆ = eq implies Q(eq, eq, eq) = Q(ek, ek, eq) +Q(ek, eq, ek),
Xˆ = eq, Yˆ = eq, Zˆ = ek implies Q(eq, eq, eq) = Q(ek, eq, ek) +Q(eq, ek, ek).
Let’s subtract first of the above relationships from the second one and from the
third one. The result can be written as
(15.17) Q(eq, ek, ek) = Q(ek, eq, ek) = Q(ek, ek, eq).
To the contrary, if we add all of them and take into account (15.17), we get
(15.18) Q(eq, eq, eq) = 2Q(ek, eq, ek).
Now let’s substitute Xˆ = ek, Yˆ = ek, and Zˆ = ek into (15.12). This yields
(15.19) Q(eq, ek, ek) +Q(ek, eq, ek) +Q(ek, ek, eq) = 0.
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From (15.17), (15.18), and (15.19) we see that all components of trilinear form Q
in the base e1, e2 of factorspace V/W are zero:
Q(eq, ek, ek) = Q(ek, eq, ek) = Q(ek, ek, eq) = Q(eq, eq, eq) = 0 for q 6= k.
Then from (15.10) we get Q = 0, thus completing the the proof of lemma 15.4. 
For m = 1 tensor Q = ∇R shouldn’t vanish. However, in this case factorspace
V/W is one-dimensional. Trilinear form (15.10) in V/W has only one component
Q111 = Q(e1, e1, e1). Therefore trilinear form Q in the initial space V is determined
by some linear form u up to a scalar factor:
(15.20) Q(X,Y,Z) ∼ u(X)u(Y)u(Z).
For tensor field Q = ∇R formula (15.20) is written as Q = ∇R ∼ u⊗ u⊗u. This
means that trilinear form (15.20) is completely symmetric. For covariant differential
of Ricci tensor this yields the following symmetry:
(15.21) ∇iRjk = ∇jRik.
Ricci tensor itself for m = 1 is also symmetric: R = Rˆ and S = 2 R˜ = 0, as stated
in lemma 9.2. For bilinear form Rˆ we have the relationship
(15.22) Rˆ(X,Y) ∼ u(X)u(Y),
similar to (15.20). Due to (15.22) linear form u(X) should vanish when applied to
the vector X in the kernel W = Ker Rˆ.
16. Two-dimensional projectively-euclidean spaces.
For n = 2 we have only one case of intermediate degeneration with m = 1.
Suppose that system of equations (1.1) belongs to this case and suppose that it has
an algebra of point symmetries of maximal dimension (9.1). Ricci tensor for the
connection Γ defined by this system of equations is symmetric (R = Rˆ, R˜ = 0).
Curvature tensor has the form (12.1), which is same as (10.15) if we take into
account n = 2 and R˜ = 0. Therefore we can transform (12.1) to (14.1) if we
denote βij = Rˆij = Rij . The equations (14.2) for the field β in two-dimensional
case are not immediate consequence of (12.1) (Bianchi-Padov identity for n = 2 is
trivial). However, they follow from (9.1) due to lemma 15.2 which leads to (15.21).
Since the equations (14.2) are fulfilled, we can repeat arguments from section 14
for two-dimensional case n = 2. This results in the following theorem similar to
theorem 14.1.
Theorem 16.1. Let (1.1) be a system of equations belonging to m-th case of inter-
mediate degeneration such that its algebra of point symmetries has maximal dimen-
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sion (9.1). Under these assumptions if n = 2, then there is a point transformation
(1.4) bringing these equations to the form
∂yi
∂ t
= a
∂2yi
∂x2
− 2 a
(
2∑
r=1
ur
∂yr
∂x
)
∂yi
∂x
, i = 1, 2,
where a = const and ur = ur(y
1, y2) are components of some covector field u.
17. Separation of variables.
Due to results of section 16 we can make further consideration common for all
cases of intermediate degeneration 1 6 m 6 n− 1 and for all dimensions n > 2. In
order to construct projectively-euclidean coordinates in section 14 we chose some
solution of the system of Pfaff equations (14.3) defining some covector field u on
the manifold M . Now we shall make the choice of field u more specific. In order to
do it we complete the equations (14.3) with the equations for some vector field ξ:
(17.1)
{
∇iuk = βik + ui uk,
∇iξ
k = −ui ξ
k.
Here i, k = 1, . . . , n. The equations (17.1) form complete system of Pfaff equations.
However, in contrast to (14.3) this system of Pfaff equations is not completely
compatible. In order to make it compatible we impose the following restrictions for
the variables u1, . . . , un and ξ
1, . . . , ξn:
n∑
r=1
βˆir ξ
r = 0,
n∑
r=1
ur ξ
r = 0(17.2)
(brief introduction into the theory of Pfaff equations with restrictions can be found
in [23], appendix B). Let’s check the compatibility of (17.1) due to restrictions
(17.2). For to do it we calculate the commutator of covariant derivatives according
to the equations (17.1). This is implemented by the following two equations:
(17.3)
−
n∑
s=1
Rskij us = [∇i,∇j ]uk = ∇i(βjk + uj uk)−∇j(βik + ui uk),
n∑
s=1
Rksij ξ
s = [∇i,∇j ]ξ
k = ∇i(−uj ξ
k)−∇j(ui ξ
k).
First equation (17.3) is an identity due to (14.1) and (14.2), here we need no
restrictions. Second one is reduced to
(17.4)
n∑
s=1
βjs ξ
s δki −
n∑
s=1
βis ξ
s δkj = 0.
The equality (17.4) holds due to the first equation of restrictions (17.2). Indeed,
(17.2) means that vector ξ belongs to the kernel of quadratic form Rˆ. By lemma 9.1
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it follows that the kernel of skew-symmetric part of the form β contains the kernel
of its symmetric part: Ker β˜ = KerS = Ker R˜ ⊃ Ker Rˆ.
Now let’s prove that the restrictions (17.2) are in agreement with the equations
(17.1). In order to do it let’s calculate covariant derivatives of left hand sides of
(17.2) and equate them to zero:
0 =
n∑
r=1
∇i(βˆjr ξ
r) =
n∑
r=1
∇iβˆjr ξ
r −
n∑
r=1
ui βˆjr ξ
r,(17.5)
0 =
n∑
r=1
∇i(ur ξ
r) =
n∑
r=1
βir ξ
r.(17.6)
The equality (17.6) is fulfilled due to the first equation of restrictions (17.2). The
equality (17.5) also is provided by this equation and lemmas 15.1 and 15.2.
Compatibility of the Pfaff equations (17.1) restricted by the equations (17.2)
means that for these equations the Cauchy problem
uk
p=p0
= uk(0), ξ
k
p=p0
= ξk(0)(17.7)
is uniquely solvable in some neighborhood of the point p0 for arbitrary initial values
satisfying the restrictions (17.2). Solution of this Cauchy problem satisfies the
equations of restrictions (17.2) in whole neighborhood where it is defined.
Let’s choose one set of initial values for the components of covector u and n−m
sets of initial values for the components of vector ξ. Vectors ξ1(0), . . . , ξn−m(0)
should be chosen so that they are linearly independent and all belong to the kernel
of the form Rˆ. This provides first condition (17.2). Covector u(0) should be chosen
such that it vanishes being contracted with the vectors of the subspace Ker Rˆ.
This provides second condition (17.2). Pfaff equation (17.1) respective to u do
not depend on components of ξ. Therefore by solving n − m Cauchy problems
we obtain n−m vector fields ξ1, . . . , ξn−m and only one covector field u. Vector
fields ξ1, . . . , ξn−m constitute moving frame forming the base of subspace Ker Rˆ at
each point on M . Covector field u vanishes being contracted with vectors of frame
ξ1, . . . , ξn−m. We express this circumstance as
(17.8) u(ξ1) = . . . = u(ξn−m) = 0.
Using (17.1) and the relationships (17.8) we can calculate covariant derivatives of
the fields ξ1, . . . , ξn−m, and u along the vectors of the frame ξ1, . . . , ξn−m:
∇ξiξj = 0, ∇ξiu = 0.(17.9)
Then from (17.9) we derive the commutators
(17.10) [ξi, ξj ] = ∇ξiξj −∇ξjξi = 0.
Following theorem is an immediate consequence of the relationships (17.10).
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Theorem 17.1. Let (1.1) be a system of equations belonging to m-th case of in-
termediate degeneration such that its algebra of point symmetries has maximal di-
mension (9.1). Under these assumptions kernels of bilinear forms Rˆ defined by
symmetric part of Ricci tensor Rˆ form involutive (n−m)-dimensional distribution
on M , which is integrable by Frobenius theorem.
Retaining field u defined by (17.1) and (17.7) as described above let’s consider
another system of Pfaff equations for the components of vector field X:
(17.11) ∇iX
k = −uiX
k −
n∑
r=1
urX
r δki , i, k = 1, . . . , n.
Pfaff equations (17.11) are completely compatible without imposing any restric-
tions. For the equations (17.11) the Cauchy problem similar to (17.7) is solvable
for arbitrary initial values in it:
(17.12) Xk
p=p0
= Xk(0).
Let’s choose m sets of initial values in (17.12) such that cosets of correspond-
ing vectors X1(0), . . . , Xm(0) respective to subspace W = Ker Rˆ are linear in-
dependent in factorspace V/W . By solving Cauchy problems (17.12) for (17.11)
with these sets of initial values we obtain m vector fields X1, . . . , Xm that in ag-
gregate with ξ1, . . . , ξn−m form n-dimensional moving frame on M . Denote by
u(X1), . . . , u(Xm) the results of contraction of covector field u with vector fields
X1, . . . , Xm. Then, by direct calculations, from (17.11) we get
(17.13) ∇XiXj = −u(Xi)Xj − u(Xj)Xi,
Analogously from (17.1) and (17.11) we derive
∇Xiξj = −u(Xi)ξj , ∇ξiXj = −u(Xj)ξi.(17.14)
By (17.14) we find cross commutators of X1, . . . , Xm and ξ1, . . . , ξn−m:
(17.15) [ξi, Xj ] = ∇ξiXj −∇Xjξi = 0.
Moreover, vector fields X1, . . . , Xm are commutating with each other:
(17.16) [Xi, Xj ] = ∇XiXj −∇XjXi = 0.
This follows from (17.13). Further we shall calculate derivatives of the functions
u(X1), . . . , u(Xm) along vector fields ξ1, . . . , ξn−m:
(17.17) ∇ξi(u(Xj)) = C(∇ξiu⊗Xj + u⊗∇ξiXj) = 0.
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From (17.10), (17.15), and (17.16) we conclude that moving frame X1, . . . , Xm,
ξ1, . . . , ξn−m consists of n mutually commutating vector fields. Therefore one can
find local coordinates y1, . . . , yn whose frame of coordinate tangent fields coincides
with X1, . . . , Xm, ξ1, . . . , ξn−m. Formulas (17.9), (17.13), and (17.14) determine
connection components in these local coordinates:
(17.18) Γkrs = −(ur δ
k
s + us δ
k
r ).
Here uk = 0 for k > m and uk = uk(y
1, . . . , ym) for 1 6 k 6 m. This follows from
(17.8) and (17.17). Comparing (17.18) and (14.7) we state the theorem strength-
ening the result of theorem 14.1.
Theorem 17.2. Let (1.1) be a system of equations belonging to m-th case of inter-
mediate degeneration such that its algebra of point symmetries has maximal dimen-
sion (9.1). Under these assumptions there is a point transformation (1.4) bringing
these equations to the form
(17.19)
∂yi
∂ t
= a
∂2yi
∂x2
− 2 a
(
m∑
r=1
ur
∂yr
∂x
)
∂yi
∂x
, i = 1, . . . , n,
where a = const and ur = ur(y
1, . . . , ym) are components of some covector field u.
Let m = 2. From lemmas 15.3 and 15.4 we know that ∇qβij = 0. Therefore
∇k∇qβij = 0. Let’s write the identity
−
n∑
s=1
Rsikq βsj −
n∑
s=1
Rsjkq βis = [∇k, ∇q]βij = 0
and substitute the curvature tensor components (14.1) into this identity:
4 β˜kq βij + βki βqj − βqi βkj + βkj βiq − βqj βik = 0.
Hence 2 β˜kq βij + β˜ki βqj − β˜qi βkj = 0. This relationship is skew-symmetric respec-
tive to k and q. We symmetrize it respective to i and j:
(17.20) 4 β˜kq βˆij + β˜ki βˆqj + β˜kj βˆqi − β˜qi βˆkj − β˜ki βˆqj = 0.
In the above projectively-euclidean coordinates y1, . . . , yn the only nonzero compo-
nents of tensor β˜ for m = 2 are β˜12 and β˜21 = −β˜12. Tensor βˆ in these coordinates
can have only four nonzero components, they are βˆ11, βˆ22, βˆ12, and βˆ21 = βˆ12. For
k = 1 and q = 2 from (17.20) we get
β˜12 βˆ11 = 0, β˜12 βˆ12 = 0, β˜12 βˆ22 = 0.(17.21)
Following three components βˆ11, βˆ12, and βˆ22 cannot vanish simultaneously. There-
fore from (17.21) we get β˜12 = −β˜21 = 0, which leads to (n+ 1) β˜ = −R˜ = 0.
Lemma 17.1. Proposition of lemma 9.2 remains true for m = 2.
40 V. DMITRIEVA, E. NEUFELD, R. SHARIPOV, A. TSAREGORODTSEV
Let’s alternate (14.3) respective to i and j and let’s take into account symmetry
of connection components. Due to βij = βji we obtain
(17.22)
∂uj
∂yi
−
∂ui
∂yj
= 0.
The relationships (17.22) are exactly the compatibility conditions for the following
system of Pfaff equations for the scalar field ψ:
(17.23)
∂ψ
∂yi
= ui(y
1, . . . , ym), i = 1, . . . , m.
Due to the integrability of equations (17.23) we can state a theorem which makes
(17.19) more specific.
Theorem 17.3. Let (1.1) be a system of equations belonging to m-th case of inter-
mediate degeneration such that its algebra of point symmetries has maximal dimen-
sion (9.1). Under these assumptions there is a point transformation (1.4) bringing
these equations to the form
(17.24)
∂yi
∂ t
= a
∂2yi
∂x2
− 2 a
(
m∑
r=1
∂ψ
∂yr
∂yr
∂x
)
∂yi
∂x
, i = 1, . . . , n,
where a = const and ψ = ψ(y1, . . . , ym) is some scalar field.
18. Case of general position.
Case of general position is distinguished by the condition m = n > 2, which
means that the kernel of bilinear form defined by symmetric part of Ricci tensor is
zero: Ker Rˆ = 0. The estimate (8.9) for this case yields
(18.1) dim(G) 6
n(n+ 1)
2
.
Our further aim is to describe systems of equations (1.1) for which the upper bound
in the estimate (18.1) is reached:
(18.2) dim(G) =
n(n+ 1)
2
.
Let’s start with study of the fields S and R˜ from (4.11) and (4.12). For these fields
we have a lemma similar to lemma 9.2.
Lemma 18.1. Let (1.1) be a system of equations belonging to the case of general
position such that its algebra of point symmetries has maximal dimension (18.2).
Under these assumptions S = 2 R˜ = 0.
Proof of this lemma is almost literally the same as the proof of lemma 9.2. The
difference is only that Ker Rˆ = 0. Therefore we need not use factorspace and
factoroperators in proving lemma 18.1.
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Lemma 18.2. Let (1.1) be a system of equations belonging to the case of general
position such that its algebra of point symmetries has maximal dimension (18.2).
Under these assumptions if n > 3, then Q = ∇R = 0.
Lemma 18.3. Proposition of lemma 18.2 remains true for the dimension n = 2.
Proof of the lemma 18.2 is based on lemma 18.1. It is the same as the proof of
lemma 15.3 with the only difference W = Ker Rˆ = 0. Therefore we can do without
factorspace V/W . Proof of lemma 18.3 is analogous to that of the lemma 15.4.
In the case of general position tensor Rˆ is nondegenerate. Therefore it defines
pseudoriemannian metric g = Rˆ on M . From lemmas 18.2 and 18.3 we find that
this metric is in concordance with the connection Γ:
(18.3) ∇kgij = ∇kRˆij =
∇kRij +∇kRji
2
= 0.
Components of symmetric connection Γ concordant with metric tensor g are cal-
culated by well-known formula
(18.4) Γkij =
n∑
i=1
gks
2
(
∂gsj
∂yi
+
∂gis
∂yj
−
∂gij
∂ys
)
.
Formula (18.4) for Γkij follows from (18.3) (details see in [6], [9], or [17]). Using
metric tensor g one can lower upper index in curvature tensor. This leads to the
tensor field of type (0, 4) with components
(18.5) Rkqij =
n∑
i=1
gksR
s
qij .
Theorem 18.1. Components of curvature tensor (18.5) for metric connection
(18.4) possess two symmetry properties
Rkqij = −Rqkij , Rkqij = Rijkq ,(18.6)
in addition to the properties Rkqij = −R
k
qji and R
k
qij + R
k
ijq + R
k
jqi = 0, which are
available for curvature tensor of any symmetric connection.
Proposition of theorem 18.1 is well-known fact. Its proof can be found in [6] or
in [17]. As an immediate consequence of (18.6) we obtain symmetry of Ricci tensor:
Rqj =
n∑
i=1
n∑
k=1
gkiRkqij =
n∑
i=1
n∑
k=1
gikRijkq = Rjq.
This relationship can be used to strengthen the proposition of lemma 18.1 by ex-
tending it for the case of two-dimensional manifolds.
Lemma 18.4. Proposition of lemma 18.1 remains true for the dimension n = 2.
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19. Structure of curvature tensor for n > 3.
Let’s fix a point p0 on the manifold M and consider a field of point symmetry
η of the system of equations (1.1) vanishing at the point p0. Such field generates
linear operator (5.7) in tangent space Tp0(M). Denote it by F. According to the
theorem 4.1 we have Lη(R) = 0. This equation written at the point p0 takes
the form (10.2). Here we suppose that system of equations (1.1) belongs to the
case of general position and the dimension of its symmetry algebra is given by
(18.2). Due to (18.2) any operator F satisfying (8.3) corresponds to some symmetry
field η ∈ G(p0). In the case of general position bilinear form g = Rˆ in (8.3)
is nondegenerate. By applying the complexification procedure to the space V , if
necessary, the matrix of the form g can be brought to the unit matrix at the expense
of proper choice of base e1, . . . , en in V = Tp0(M):
(19.1) gij = g(ei, ej) = Rˆ(ei, ej) =
{
1 for i = j,
0 for i 6= j.
For the dimension n > 3 we can consider three base vectors ek, eq, er such that
k 6= q 6= r 6= k. Let’s define an operator F by its action on the base vectors:
(19.2) Fˆ(ei) =


eq for i = k,
−ek for i = q,
0 for i 6= k and i 6= q.
One can easily check that for operator F the relationships (8.3) are fulfilled. Let’s
substitute F into the formula (10.2) and take X = ek, Y = er, Z = ek in it. This
yields R(Fek, er)ek +R(ek, er)Fek = FR(ek, er)ek. Now by (19.2) we obtain
n∑
i=1
Rikqr ei +
n∑
i=1
Riqkr ei =
n∑
s=1
Rskkr Fes = R
k
kkr eq −R
q
kkr ek.
This vectorial equality is reduced to the series of scalar equalities:
Rkkqr +R
k
qkr = −R
q
kkr for i = k,(19.3)
Rqkqr +R
q
qkr = R
k
kkr for i = q,(19.4)
Rikqr +R
i
qkr = 0 for i 6= k and i 6= q.(19.5)
Due to (19.1) we make no difference between upper and lower indices for tensor
components referred to the base e1, . . . , en. By means of (18.6) from (19.3), (19.4),
and (19.5) we derive the following equalities:
Rkkqr = 0, R
q
kqr = 0, and R
i
kqr = −R
i
qkr for i 6= k and i 6= q.
Note that we can unite these three equalities into one:
(19.6) Rikqr = −R
i
qkr for k 6= q 6= r 6= k.
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Let’s take into account (19.6) and write the identity Rikqr+R
i
qrk+R
i
rkq = 0, which
follows from symmetry Γirs = Γ
i
sr. This results in
(19.7) Rikqr = 0 for q 6= k 6= r.
As a next step let’s substitute F into the formula (10.2) taking X = ek, Y = er,
Z = eq in it: R(Fek, er)eq +R(ek, er)Feq = FR(ek, er)eq. By (19.2) we get
n∑
i=1
Riqqr ei −
n∑
i=1
Rikkr ei =
n∑
s=1
Rsqkr Fes = R
k
qkr eq −R
q
qkr ek.
This vectorial equality is reduced to the series of scalar equalities:
Rkqqr −R
k
kkr = −R
q
qkr for i = k,
Rqqqr −R
q
kkr = R
k
qkr for i = q,
Riqqr −R
i
kkr = 0 for i 6= k and i 6= q.
We choose the last equality and substitute i = r in it. As a result we obtain
(19.8) Rrqqr = R
r
kkr for q 6= r 6= k.
Due to (19.7) we conclude that Rkqsr can be nonzero only if some two of three
lower indices are equal, i. e. if q = r or q = s (chance s = r is excluded since Rkqsr
is skew-symmetric relative to indices s and r):
(19.9) Rkqsr = gqr β
k
s (q)− gqs β
k
r (q).
In formula (19.9) we took into account (19.1) and skew-symmetry Rkqsr = −R
k
qrs.
Now we are to specify the quantities βks (q) and β
k
r (q) in (19.9).
Let q 6= r. In order to find βkr (q) we substitute s = q into the formula (19.9).
Upon some easy calculations we get
(19.10) βkr (q) = −R
k
qqr = Rkqqr = Rqkqr = R
q
kqr for q 6= r.
Here we took into account (18.6) and the property (19.1) of the base e1, . . . , en,
due to which we can mix upper and lower indices. Let’s transform the right hand
side of (19.10). For q 6= k 6= r right hand side of (19.10) is zero, one should
substitute i = q into (19.7) in order to see it. For q = k 6= r it is zero too due to
Rqqqr = Rqqqr and (18.6). Therefore
(19.11) βkr (q) = 0 for q 6= r 6= k.
Suppose q 6= k = r. Then from (19.10) we get βrr (q) = −R
r
qqr. Formula (19.8) and
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the equalities Rrrrr = 0 and R
r
kkr = Rrkkr = −Rkrkr = −R
k
rkr are used for further
transformation of the expression for βrr (q):
βrr (q) = −R
r
qqr = −
n∑
k 6=r
Rrkkr
n− 1
=
n∑
k=1
Rkrkr
n− 1
=
Rrr
n− 1
=
grr
n− 1
=
1
n− 1
.
We combine this result with (19.11) and we write it as follows:
(19.12) βkr (q) =
δkr
n− 1
for q 6= r.
Formula (19.12) do not define βkr (q) for q = r. For arbitrary values of k, q, and r
we replace it by the following formula, equivalent to (19.12) for q 6= r:
(19.13) βkr (q) =
δkr
n− 1
(1− gqr) + β
k
r (r) gqr .
Now substitute (19.13) into the formula (19.9). As a result we get
(19.14) Rkqsr =
gqr δ
k
s − gqs δ
k
r
n− 1
.
It’s worth to compare (19.14) with (10.15) and take into account lemma 18.1, due
to which Ricci tensor g = R is symmetric.
20. Structure of curvature tensor for n = 2.
For n = 2 Ricci tensor is symmetric as well. This follows from lemma 18.4.
Formula (19.14) for n = 2 takes the following form:
(20.1) Rkqsr = gqr δ
k
s − gqs δ
k
r .
The proof or the formula (20.1) is the same as fore the formula (12.1).
Theorem 20.1. Let (1.1) be a system of equations belonging to the case of general
position such that its algebra of point symmetries has maximal dimension (18.2).
Under these assumptions if n = 2, then components of curvature tensor are ex-
pressed through components Ricci tensor g = R according to the formula (19.4).
21. Structure of tensor field A
Theorem 21.1. Let (1.1) be a system of equations belonging to the case of general
position such that its algebra of point symmetries has maximal dimension (18.2).
Under these assumptions if n > 3, then A is a constant scalar matrix, i. e. Aij = a δ
i
j
and a = const.
Proof. Let’s fix a point p0 on M and consider a field of point symmetry η for the
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system of equations (1.1). Suppose that η vanishes at p0. The equation Lη(A) = 0
from (2.5) for this field at the point p0 is written as
(21.1) AFX = FAX.
Here F is linear operator from (5.7) andX is an arbitrary vector from tangent space
V = Tp0(M). Due to (18.2) for F we can take any operator satisfying the equations
(8.3). In the case of general position bilinear form g = Rˆ in (8.3) is nondegenerate.
By applying the complexification procedure to the space V , if necessary, the matrix
of nondegenerate symmetric bilinear form Rˆ from (8.7) can be brought to the unit
matrix at the expense of proper choice of base e1, . . . , em, i. e. there is a base such
that the relationships (19.1) hold.
For the dimension n > 3 we can find three base vectors ek, eq, er such that
k 6= q 6= r 6= k. Let’s define the operator F by means of (19.2) and substitute it
into the relationship (21.1) taking X = ek. This yields
n∑
i=1
Aiq ei =
n∑
s=1
Ask Fes = A
k
k eq −A
q
k ek.
The above vectorial equality reduces to the series if scalar equalities:
(21.2) Aqq = A
k
k, A
k
q = −A
q
k, and A
i
q = 0 for i 6= k and i 6= q.
First equality Aqq = A
k
k means, that all diagonal elements of matrix A are equal to
each other. The last equality Aiq = 0 means that nondiagonal elements are zero.
Hence Aij = a δ
i
j or A = a id, where a is a scalar field. Substituting A = a id into
the equation Lη(A) = 0 we get the equation (13.4), which leads to Lη(a) = 0. Due
to (18.2) we can find n vector fields η1, . . . , ηn of point symmetry algebra G which
are linear independent at the point p0. The equation Lη(a) = 0 holds for each of
these fields. Therefore a = const. Theorem is proved. 
On the orientable manifold of the dimension n = 2 equipped with nondegenerate
metric g apart from the field of identical operators id there exists a field of rotation
by the angle 90◦ in metric g. Denote it by P. Components of tensor field P are
defined by the following explicit formula:
(21.3) P ij = ±
2∑
s=1
dis gsj√
| det g|
.
Here dis are components of skew-symmetric unit matrix (12.2). Sign in the formula
(21.3) is defined by the orientation of the system of local coordinates. Upon com-
plexification of the tangent space V if we choose the base where the relationships
(19.1) are fulfilled, then for the matrix of the operator field P we obtain
(21.4) P = ε ·
∥∥∥∥ 0 1−1 0
∥∥∥∥ ,
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where ε = ±1 for positive or negative metric g and ε = ±i for indefinite metric g.
Theorem 21.2. Let (1.1) be a system of equations belonging to the case of general
position such that its algebra of point symmetries has maximal dimension (18.2).
If n = 2, then components of the matrix A are given by the formula
(21.5) Aij = a δ
i
j + b
2∑
s=1
disRsj√
| detR|
,
where a and b are constants, Rsj = gsj are components of Ricci tensor for the
connection Γ, and detR is the determinant of the matrix of this tensor.
Proof. For the dimension n = 2 we have only two base vectors e1 and e2. Let’s
define the operator F by its action on base vectors:
F(ei) =
{
e2 for i = 1,
−e1 for i = 2.
When we substitute F into (21.1) and take X = e1, instead of (21.2) here we get
A22 = A
1
1 = a and A
2
1 = −A
1
2 = −b. Therefore matrix of operator A has the form
(21.6) A =
∥∥∥∥ a b−b a
∥∥∥∥ .
Comparing (21.4) with (21.6) we obtain (21.5). Furthermore, from (21.6) we get
2 a = trA and a2+b2 = detA. Therefore the equation Lη(A) = 0 yields Lη(a) = 0
and Lη(b) = 0. Due to (18.2) then we have a = const and b = const. 
22. Constant curvature spaces.
If the system of equation (1.1) belongs to the case of general position and if its
point symmetry algebra has maximal dimension (18.2), then curvature tensor for
appropriate affine connection Γ has special structure (19.14), which corresponds
to the spaces of constant sectional curvature K = 1/(n− 1) (see [24]). In special
local coordinates metric tensor and components of connection for such spaces can
be brought the special form. In order to construct such coordinates let’s consider
the following system of Pfaff equations for the components of covector field u:
∇iuj = −ui uj −
gij
2(n− 1)
+
|u|2
2
gij , i, j = 1, . . . , n,(22.1)
where |u|2 =
n∑
r=1
n∑
s=1
grs ur us.
Complete compatibility of Pfaff equations (22.1) follows from (19.14) and (18.3).
For the equations (22.1) let’s consider Cauchy problem with zero initial data
(22.2) uj
p=p0
= 0
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at some fixed point p0. Right hand side of the equations (22.1) do not vanish for
u = 0. Therefore the solution of the Cauchy problem (22.2) is unique covector field,
which vanishes at the point p0, but which is not identically zero.
By raising index with the use of metric g we convert covector field u into the
vector field u with components
uk =
n∑
j=1
gkj uj .
It satisfies the system of Pfaff equations derived from (22.1):
(22.3) ∇iu
j = −ui u
j −
δji
2(n− 1)
+
|u|2
2
δji , i, j = 1, . . . , n.
By means of components of the field u we construct a tensor field T of type (1, 2).
Its components are defined as follows:
(22.4) T krs = −ur δ
k
s − us δ
k
r + u
k grs.
We use tensor T as a deformation tensor for connection Γ:
(22.5) Γ¯krs = Γ
k
rs + T
k
rs = Γ
k
rs − ur δ
k
s − us δ
k
r + u
k grs.
Its not difficult to calculate curvature tensor for new connection Γ¯:
(22.6) R¯ksij = R
k
sij +∇iT
k
js −∇jT
k
is +
n∑
q=1
T qjs T
k
iq −
n∑
q=1
T qjs T
k
iq.
Substituting (19.14) and (22.4) into (22.6) and taking into account the equations
(22.1) and (22.3) we get R¯ksij = 0. Thus (22.5) is a plane (euclidean) connection.
Right hand side of the equations (22.1) is symmetric respective to i and j. There-
fore ∇iuj = ∇jui. Due to the symmetry Γ
k
ij = Γ
k
ji this reduces to
∂uj
∂yi
=
∂ui
∂yj
.
These relationships mean that covector field u is a gradient of some scalar field.
One can find an explicit formula for this field. Let’s take
(22.7) f =
1
2(n− 1)
+
|u|2
2
.
Function f in (22.7) is positive in some neighborhood of the point p0 which defines
initial data for Cauchy problem (22.2). From (22.1) we derive
(22.8) ∇if = −ui f.
So covector field u is a gradient of the scalar field ψ = − ln f .
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Let’s consider the metric g¯ = f2 g conformally equivalent to the initial metric
g = R. By means of direct calculations with the use of formula (18.4) we can see
that metric connection for new metric g¯ = f2 g coincides with (22.5).
Conclusion. Metric g¯ = f2 g is a flat (pseudoeuclidean) metric and there exist
some local coordinates y1, . . . , yn on M such that components of the metric g¯ are
constants and components of the connection Γ¯ are zero.
With respect to initial metric g such coordinates are called conformally-euclidean
coordinates. In conformally-euclidean coordinates we have
(22.9) Γkrs = ur δ
k
s + us δ
k
r − u
k grs.
These coordinates can be chosen so that constant matrix g¯ij is brought to the
canonical form. Then for initial metric g we get
(22.10) g =
n∑
i=1
εi dy
i ⊗ dyi
f2
,
where ε1 = ±1, . . . , εn = ±1. The number of pluses and minuses in the sequence
ε1, . . . , εn is defined by the signature of Ricci tensor R = g.
In order to find explicit form for the metric (22.10) we are only to find the explicit
form of the function f in conformally-euclidean coordinates. Let’s write (22.3) and
(22.8) in these coordinates and take into account (22.7) and (22.9):
∂f
∂yi
= −ui f,
∂uj
∂yi
= −ui u
j − f δji .(22.11)
Now let’s resolve the first equation (22.11) with respect to ui and substitute the
obtained expression for ui into the second equation (2.11). This yields
∂
∂yi
(
−
uj
f
)
= δji .
This is the system of Pfaff equations which can be integrated in explicit form. Since
initial data in (22.2) are zero, we get uj = −f yj. Here we assumed that fixed point
p0 is the origin for conformally-euclidean coordinates y
1, . . . , yn. Let’s substitute
uj = −f yj into (22.7) and take into account formula (22.10) for metric. As a result
for f we obtain explicit formula in conformally-euclidean coordinates:
(22.12) f =
1
2(n− 1)
+
1
2
n∑
i=1
εi (y
i)2.
So we got the proof of the following theorem first proved by Riemann.
Theorem 22.1. In some neighborhood of any point p0 on n-dimensional pseu-
doriemannian manifold of constant sectional curvature K = 1/(n − 1) there exist
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conformally-euclidean coordinates y1, . . . , yn such that metric tensor has the form
(22.10) with the parameter f defined by (22.12).
Theorem 22.2. Let (1.1) be a system of equations belonging to the case of general
position such that its algebra of point symmetries has maximal dimension (18.2).
If n > 3, there is a point transformation (1.4) bringing these equations to the form
(22.13)
∂yi
∂ t
= a
∂2yi
∂x2
+
n∑
r=1
a
εr
f
∂yr
∂x
(
yi
∂yr
∂x
− 2 yr
∂yi
∂x
)
,
where i = 1, . . . , n, a = const, ε1 = ±1, . . . , εn = ±1, and f = f(y
1, . . . , yn) is a
function defined by (22.12).
The equations (22.13) arise if we substitute (22.9) into (1.1) and take into account
uj = −f yj . In two-dimensional case n = 2 appropriate equations appear to be more
huge due to more huge formula for A:
∂y1
∂ t
= a
∂2y1
∂x2
+
n∑
r=1
a
εr
f
∂yr
∂x
(
y1
∂yr
∂x
− 2 yr
∂y1
∂x
)
+
+ b ε1
∂2y2
∂x2
+
n∑
r=1
b ε1
εr
f
∂yr
∂x
(
y2
∂yr
∂x
− 2 yr
∂y2
∂x
)
,
(22.14)
∂y2
∂ t
= a
∂2y2
∂x2
+
n∑
r=1
a
εr
f
∂yr
∂x
(
y2
∂yr
∂x
− 2 yr
∂y2
∂x
)
−
− b ε2
∂2y1
∂x2
−
n∑
r=1
b ε2
εr
f
∂yr
∂x
(
y1
∂yr
∂x
− 2 yr
∂y1
∂x
)
.
(22.15)
Theorem 22.3. Let (1.1) be a system of equations belonging to the case of general
position such that its algebra of point symmetries has maximal dimension (18.2).
If n = 2, then there is a point transformation (1.4) bringing these equations to the
form (22.14) and (22.15), where a = const, b = const, ε1 = ±1, ε2 = ±1, and
f = f(y1, y2) is a function defined by (22.12).
23. Case of one equation.
For n = 1 we have only one equation in the system (1.1). Operator field A and
affine connection Γ have only one component:
(23.1)
∂y
∂ t
= A
(
∂2y
∂x2
+ Γ
∂y
∂x
∂y
∂x
)
.
Any affine connection on one-dimensional manifold has identically zero curvature
tensor. Therefore it is flat and its Ricci tensor is zero. This means m = 0. Any
equation (23.1) belongs to the case of maximal degeneration. For the dimension
of its symmetry algebra we have an estimate dim(G) 6 2, which follows from
theorem 6.1.
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Theorem 23.1. For the equation (23.1) with the symmetry algebra of maximal
dimension dim(G) = 2 there exist a point transformation bringing it to the form
∂y
∂ t
= a
∂2y
∂ x2
, where a = const .
Note. According to theorem 17.2 if system of equations (1.1) belongs to m-th
case of intermediate degeneration and possess the algebra of point symmetries of
maximal dimension (9.1), then it admit the variable separation resulting in smaller
subsystem of m equations. Such subsystem belongs to the case of general position
and has the algebra of point symmetries of maximal dimension (18.2), where n = m.
To this system we can apply one of the theorems 22.2, 22.3, or 23.1.
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