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The promise of innovative applications has triggered the development of many modern technolo-
gies capable of exploiting quantum effects. But in addition to future applications, such quantum
technologies have already provided us with the possibility of accessing quantum-mechanical scenarios
that seemed unreachable just a few decades ago. With this spirit, in this work we show that modern
optomechanical setups are mature enough to implement one of the most elusive models in the field
of open system dynamics: degenerate parametric oscillation. The possibility of implementing it in
nonlinear optical resonators was the main motivation for introducing such model in the eighties,
which rapidly became a paradigm for the study of dissipative phase transitions whose correspond-
ing spontaneously broken symmetry is discrete. However, it was found that the intrinsic multimode
nature of optical cavities makes it impossible to experimentally study the model all the way through
its phase transition. In contrast, here we show that this long-awaited model can be implemented in
the motion of a mechanical object dispersively coupled to the light contained in a cavity, when the
latter is properly driven with multi-chromatic laser light. We focus on membranes as the mechanical
element, showing that the main signatures of the degenerate parametric oscillation model can be
studied in state-of-the-art setups, thus opening the possibility of studying spontaneous symmetry
breaking and enhanced metrology in one of the cleanest dissipative phase transitions.
PACS numbers: 42.50.-p,42.65.Yj,42.50.Wk,03.65.Yz
Introduction. The last decades have seen the birth
of a plethora of new technologies working in the quantum
regime, starting with the laser [1–8], and including non-
linear optics [9–13], trapped ions [14–18] and atoms [19–
27], cavity quantum electrodynamics [28–31], or, more
recently, superconducting circuits [32–36] and optome-
chanical resonators [37–39]. Apart from their potential
for quantum computation [40–42] and simulation [43–50],
quantum metrology [51, 52], and quantum communica-
tion [53–55], all these technologies have allowed us to
reach physical scenarios that were nothing but a dream
(or a ‘gedanken’ experiment) for the founding fathers of
quantum mechanics.
In this work we keep deepening into the possibility
of using new technologies to access phenomena that,
even though predicted and theoretically analyzed since
decades ago, have eluded observation so far, or only until
very recently [56]. In particular, we show how modern op-
tomechanical setups based on oscillating membranes [57–
67] allow for the implementation of degenerate paramet-
ric oscillation (DPO), a fundamental model in the field
of dissipative phase transitions [68–72]. Together with
the laser, DPO has possibly the best-studied quantum-
optical dissipative model, since it holds the paradigm of
a phase transition whose associated spontaneously bro-
ken symmetry is discrete [71, 72] (in contrast to that of
the laser, which is continuous [73, 74]). Even though the
main motivation for studying such a model came from
nonlinear optics during the eighties [12], in particular
from the possibility of implementing it in optical para-
metric oscillators, see Fig. 1, the intrinsic multi-mode na-
ture of optical cavities prevents its implementation above
the phase transition, as we explain in the next section.
In other words, despite the great deal of work invested
on this model and its optical implementation, degener-
ate optical parametric oscillators (DOPOs) do not exist
in reality.
The situation is rather different in the microwave realm
of electronic circuits, where one can build single-mode
cavities in the form of simple LC circuits. Indeed, it is in
this context where DPO has been traditionally studied in
more detail all the way through its phase transition [75–
77]. However, an electronic circuit at room temperature
has a very strong thermal microwave background which,
together with other sources of technical noise, completely
masks quantum noise and hence any possibility of analyz-
ing quantum mechanical effects. This scenario was radi-
cally changed with the advent of superconducting circuits
[32–36], which are cooled down to mK temperatures, ef-
fectively removing the thermal background and making
it possible to access the quantum regime. It is in this sce-
nario where, just a few months ago, quantum mechanical
effects appearing as one crosses the phase transition of
the DPO model have been finally observed [56].
Apart from being a clean system where studying fun-
damental questions related to spontaneous symmetry
breaking and ergodicity of open quantum systems [78–
81], DPO might serve as a perfect test bed for enhanced
metrology via dissipative phase transitions [82–85]. Mo-
tivated then by the interest that this model generates
on different communities ranging from the purely theo-
retical to the most applied ones, in this work we show
that DPO can be implemented in the motion of a mem-
brane dispersively coupled to the field of an optical cavity
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FIG. 1. (a) Sketch of the optical implementation of the DPO model. (b) Phase transition of the DPO model. In the central
panel we plot the steady-state field amplitude as a function of σ, as predicted by the classical theory. The phase transition
is revealed as non-analytic behaviour of the amplitude at threshold, and the presence of two stable solutions above threshold
connected by the symmetry transformation aˆ → −aˆ. The left and right panels show the steady-state Wigner function for
σ = 0.9 and 2, respectively, which for our purposes here can be interpreted as the joint probability density function W (x, p)
providing the statistics of ‘position’ (xˆ = aˆ†+ aˆ) and ‘momentum’ (pˆ = iaˆ†− iaˆ) measurements. It can be appreciated that even
though the quantum steady state is unique and preserves the sign symmetry for any σ, it does so in two very distinct ways above
or below threshold: with a single state centered in phase space in the first case, and with a mixture of two symmetry-breaking
states above threshold, which deep into the phase-transition tend to the coherent states predicted by the classical limit.
[57–67], when a multi-chromatic laser properly drives the
latter. Starting from a first principles model, analytical
and numerical methods allow us to identify the regimes
where the desired model appears, as well as proving the
feasibility of the scheme for the parameters under which
current experiments take place.
Degenerate parametric oscillation and its opti-
cal implementation. Let us start by introducing the
DPO model, taking its optical implementation as the
guiding context (Fig. 1), and discussing some of the
physics derived from it. In its minimal formulation a
DOPO consists of an optical cavity containing a crys-
tal with second order nonlinearity, and pumped by a
laser at frequency 2ω0 for which the cavity is transpar-
ent (non-resonant pump configuration). The parametric
down-conversion process occurring inside the χ(2) crystal
is able to generate photons at the subharmonic frequency
ω0, assumed resonant. The model can then be formu-
lated as the following master equation for the state ρˆ of
the intracavity field [86, 87]:
dρˆ
dt
= −i
[
HˆDPO, ρˆ
]
+
γg2
4
Da2 [ρˆ] + γDa[ρˆ], (1)
with
HˆDPO = ω0aˆ
†aˆ+ iγσ(e−2iω0taˆ†2 − e2iω0taˆ2)/2, (2)
where aˆ is the annihilation operator of cavity photons,
and we use the notation DJ [ρˆ] = 2Jˆ ρˆJˆ† − Jˆ†Jˆ ρˆ− ρˆJˆ†Jˆ .
The last term describes the loss of cavity photons through
the partially transmitting mirror (with corresponding
damping rate γ, proportional to the mirror transmit-
tance). The second term describes the loss of photon
pairs which, after being down-converted into a pump pho-
ton, leave the cavity to never come back (at rate γg2/4,
where g is proportional to the crystal’s nonlinear suscep-
tibility). Finally, the Hamiltonian term describes the co-
herent exchange of photon pairs with the pumping field
via down-conversion (at rate γσ/2, where σ is propor-
tional to the amplitude of the laser), as well as the free
evolution of the cavity mode.
The first thing to note is that this master equation is
invariant under the parity transformation Uˆ = (−1)aˆ†aˆ,
which performs the operation Uˆ†aˆUˆ = −aˆ. On the other
hand, defining α¯ = limt→∞ eiω0t〈aˆ(t)〉, it is well known
[12, 88, 89] that the classical limit of this equation pre-
dicts an off (or below-threshold) stationary state α¯ = 0
for σ ≤ 1, and an on (or above-threshold) phase-bistable
state α¯ = ±√2(σ − 1)/g for σ > 1 [89]. Hence, at σ = 1
(threshold) the classical theory predicts a phase transi-
tion, accompanied by spontaneous symmetry breaking of
the discrete phase above threshold, since the system has
to choose between two possible steady states which indi-
vidually do not preserve the symmetry.
In contrast to the classical state, the quantum steady-
state solution ρ¯ = limt→∞ eiω0taˆ
†aˆρˆ(t)e−iω0taˆ
†aˆ of Eq. (1)
is unique for any σ [72, 87, 90]. The symmetry of the mas-
ter equation, together with the uniqueness of the steady
state, forces the latter to be invariant under the trans-
formation as well, Uˆ ρ¯Uˆ† = ρ¯, what in turn implies that
α¯ = tr{ρ¯aˆ} = 0 ∀σ. This could lead to the conclusion
that quantum theory completely spoils the phase transi-
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FIG. 2. (a) Sketch of the optomechanical setup with which we propose to implement the DPO model. (b) Asymptotic phonon
number as a function of the pump parameter, for a set of parameters in correspondence with current experiments (see the text
for details). The main plot corresponds to the predictions in classical limit, and the inset to the predictions obtained from the
asymptotic state generated by the master equation. The blue circles correspond to the optomechanical model, while the red
curves are evaluated from its effective DPO model. Note the good agreement between both models.
tion and its associated spontaneous symmetry breaking.
However, the situation is a bit more subtle: as shown
in Fig. 1b through the Wigner function [89, 91–97], be-
low threshold the quantum state is a squeezed state cen-
tered at the origin of phase space, while above threshold
it develops two lobes centered (approximately) around
the classical bi-stable solutions. This shows that in the
quantum domain the phase transition predicted at the
classical level has the significance of a crossover between
phases which preserve the symmetry in two physically
distinct ways.
Unfortunately, in real experiments degenerate down-
conversion has to compete with non-degenerate channels
in which the photon pairs are generated in two different
modes with frequencies ω1 and ω2 such that ω1+ω2 = 2ω0
(energy conservation), and it is possible to show that
phase-matching in the nonlinear crystal (momentum con-
servation) always gives preference to one of such pro-
cesses above threshold [98–100]. Therefore, these devices
cannot be used to study experimentally the DPO model
all the way through its phase transition.
Optomechanical implementation of degenerate
parametric oscillation. In contrast to the optical case,
we show in this work that optomechanical resonators in
which a mechanical degree of freedom is dispersively cou-
pled to the cavity field allow for the implementation of
DPO all the way through its phase transition. Our pro-
posal follows closely current experimental setups based
on dielectric membranes embedded in optical cavities
[57–67]. In such setups, the type of coupling arising be-
tween the membrane’s motion and a given driven cavity
mode depends on the position of the former with respect
to the standing wave defined in the cavity by the latter
[57, 58, 61, 65]. In particular, denoting by xˆ the dis-
placement of the membrane with respect to its equilib-
rium position (normalized to its zero-point fluctuations
[37]), the frequency shift felt by the optical mode is pro-
portional to xˆ2 when the membrane is located in a node
or an antinode of the mode’s standing wave, while it is
proportional to xˆ when it is half-way between them. In
most optomechanical systems the linear coupling domi-
nates, and many exciting phenomena have been already
proven by exploiting it, including mechanical cooling
[57, 60, 62, 67, 101–109], optical squeezing [110–113], and
induced transparency [66, 114–117]. On the other hand,
the quadratic coupling has already promised very inter-
esting applications such as quantum nondemolition mea-
surements of the phonon number [57, 58], and in our case
it will provide the leading mechanism to achieve degen-
erate parametric oscillation.
Our proposal is sketched in Fig. 2a. We consider
two optical modes with frequencies ωl and ωq, linearly
and quadratically coupled to fundamental mechanical
mode of the membrane (with frequency Ω), respectively;
consequently, we will refer to them as the linear and
quadratic modes. This can be achieved with a single
optical cavity by selecting two different resonances with
the appropriate relative separation between nodes and
antinodes. In the absence of optomechanical coupling,
the membrane is at some equilibrium temperature T
with its thermal environment, which drives it at some
rate γm to a thermal state with mean phonon number
n¯th = kBT/~Ω. However, we assume the linear mode
to be driven by a monochromatic laser at frequency ωL
tuned to cool down the membrane to an effective phonon
number n¯eff ≈ n¯th/Cl at rate γeff = Clγm, where Cl is
the cooperativity of the linear optomechanical coupling
[107, 108]; current experiments reach cooperativities on
the order of 10000, which together with cryogenic tem-
peratures allow to cool down the mechanical motion close
to its ground state [67] n¯eff = 0, what we assume in the
following. On the other hand, the quadratic mode is
4driven with a laser containing a tone at frequency ωQ,
plus a sideband at frequency ωQ − Ωq. We will use the
first tone to create the two-phonon losses needed in the
DPO model (1), while the combined action of the two
tones will provide the coherent exchange of phonon pairs.
We model the system by a master equation governing
the evolution of its state ρˆ, which in a frame rotating at
the laser frequency ωQ takes the form
dρˆ
dt
= −i[Hˆm+Hˆq(t)+Hˆqm, ρˆ]+γqDaq [ρˆ]+γeffDb[ρˆ], (3)
with Hamiltonian terms
Hˆm = Ωbˆ
†bˆ, (4a)
Hˆq = ∆qaˆ
†
qaˆq + i[Eq(t)aˆ†q − E∗q (t)aˆq], (4b)
Hˆqm = −gqxˆ2aˆ†qaˆq, (4c)
where the bichromatic driving amplitude of the quadratic
mode can be written as Eq(t) = E0 + E1e−iΩqt+iφ, with φ
some relative phase between the two tones. ∆q = ωQ−ωq
is the laser detuning. bˆ is the mechanical annihilation op-
erator, from which the mechanical displacement is writ-
ten as xˆ = bˆ + bˆ†. aˆq is the quadratic mode’s an-
nihilation operator, with corresponding cavity damping
rate γq (proportional to the mirror transmissivity). The
driving amplitudes E0,1 can be written in terms of the
power P0,1 of the laser at the corresponding frequency as
E0,1 ≈
√
2γqP0,1/~ωq [88].
We can understand the conditions under which this
bichromatically-driven optomechanical model is mapped
to the DPO model by adiabatically eliminating the
quadratic mode. We provide the details of the deriva-
tion in [89], and here we just want to point out some
physically relevant steps. We follow the usual projector-
superoperator technique [118–121] in which the quadratic
mode is assumed to be in some reference state and follow
some reference dynamics. For our current purposes, it is
enough to assume that it does not feel any mechanical
backaction, so that its dynamics is described by the mas-
ter equation above with gq = 0. This means that: (i) we
can take a coherent state with amplitude
αq(t) = e
iarctan(∆q/γq)[
√
n¯0 − i
√
n¯1e
−iΩQt] (5)
as its reference state, where we have made a concrete
choice of the second tone’s phase φ that simplifies the
expression [89], and defined n¯j = E2j /[γ2q + (∆q + jΩq)2],
which are interpreted as the number of photons intro-
duced by the corresponding laser in the cavity; and (ii)
all the correlation functions of its quantum fluctuations
δaˆq = aˆq − αq will decay in time at rate γq.
Keeping in mind the traditional picture of sideband
cooling [107–109], it is intuitive to understand how the
DPO model arises from Hˆqm upon adiabatic elimination
of the optical mode. First, it will turn out to be conve-
nient to work in the weak sideband regime n¯1  n¯0 [89].
The coherent part of the optical field generates then an
effective mechanical Hamiltonian
Hˆeff = Ωbˆ
†bˆ− gq|αq(t)|2xˆ2 (6)
≈ Ωeff bˆ†bˆ+ igq
√
n¯0n¯1(e
iΩqtbˆ2 −H.c.),
where Ωeff = Ω − 2gqn¯0, and any other term can be
neglected as long as we work within the rotating-wave
approximation Ωeff  gqn¯0 [89]. Provided that the
second tone is chosen as Ωq = 2Ωeff , this effective
Hamiltonian provides precisely HˆDPO as introduced in
(2). On the other hand, the elimination of the opti-
cal fluctuations generates both dissipative and Hamil-
tonian mechanical terms. Within the weak sideband
and rotating-wave approximations, all the Hamiltonian
terms can be neglected, while only the dissipators Db2 ,
Db†2 , and Db†b, survive, corresponding, respectively, to
two-phonon cooling, heating, and dephasing. In the
weak sideband regime, the rate of each process is static
and solely controlled by the fundamental tone. Hence,
setting its detuning to the red two-phonon resonance,
∆q = −2Ωeff , while working in the resolved sideband
regime, 4Ω2eff  γ2q , the heating and dephasing terms are
highly suppressed [89] just as in standard cooling [107–
109], leaving us with a two-photon cooling dissipator at
rate γmCq, where we have introduced the cooperativ-
ity Cq = g
2
qn¯0/γqγm. It is important to note that the
Markov approximation (central to this method), requires
a decay of the optical correlators much faster than the ef-
fective mechanical dynamics induced by the optical fields
[89], that is, γq  max{γeff , γmCq, gq√n¯0n¯1}.
This shows that the dynamics of the mechanical mode
should follow an effective DPO master equation of the
form (1), with ω0 = Ωeff , γ = γeff , g
2 = 4Cq/Cl, and
σ = g
√
n¯1γq/γeff . Remarkably, we obtain a set of pa-
rameters that can be optically tuned by means of the
two laser powers P0 and P1 and that, as we will show
below, allow to explore physical regimes not available in
all-optical implementations. In the following we discuss
whether the parameters which can be reached in current
experimental setups, together with the bounds that the
above-mentioned conditions impose on these, are com-
patible with having a reasonable range for these effective
DPO parameters.
Implementability in current setups. We take the
experiments of [67] as a reference, in which Ω = 4.4MHz,
γm = 0.8Hz, ωq = 1770THz, γq = 1.3MHz, Cl = 10000,
and gq = 10
−5Hz (this last parameter taken from [65]).
In order to stay safely within the rotating-wave approxi-
mation we must impose a bound on the intracavity pho-
ton number given by n¯0  Ω/2gq ≈ 1011, what also
certifies that we are within the resolved sideband regime,
Ωeff/γq ≈ 3.5. Taking n¯0 = 3.3×109 (corresponding to a
power of P0 ≈ 20mW, fairly reasonable in such setups),
we then obtain a quadratic cooperativity Cq ≈ 3.3×10−7,
leading to an effective two-phonon loss g ≈ 10−5, on the
5order of the one obtained in optical implementations [88].
On the other hand, let’s take n¯1 = 3 × 108  n¯0 (cor-
responding to P1 ≈ 35µW) as an upper bound for the
sideband photon number; then by varying the sideband
power from zero to this value, the effective σ parameter
can be varied all the way through the phase transition
and up to σ = 2.5, showing how current optomechanical
setups should be able to reach regions of the DPO model
beyond what’s possible in optical implementations. Note
finally that the Markov approximation is very well satis-
fied since γq/γeff ≈ 150.
Numerical simulations. In order to certify the
predictions offered above with the effective mechanical
model under optical adiabatic elimination, we have per-
formed numerical simulations of the full optomechani-
cal problem for the realistic parameters of the previous
section. We proceed in two ways. First, by projecting
the master equation (3) in a truncated Fock basis for
the optical and mechanical modes, allowing us to di-
rectly simulate the evolution starting from any initial
state [89, 91]. Since the master equation is manifestly
time-dependent, so will be the asymptotic state; in par-
ticular, we are interested in the asymptotic phonon num-
ber limt→∞〈bˆ†bˆ(t)〉, which oscillates at frequency Ωq and
can be approximately written as n¯ + δn sin(Ωqt), where
typically n¯  δn. In the inset of Fig. 2b we show the
static phonon background n¯ as a function of the effective
σ (which can be tuned through the sideband power P1
keeping the rest of parameters fixed), together with the
phonon number predicted from the effective DPO mas-
ter equation (1). For large phonon numbers this type
of “brute force” simulation becomes unfeasible, and does
not allow us to get above σ ≈ 0.95. Fortunately, in order
to prove that the DPO phase transition is present in the
full model, it is enough to consider the classical limit of
the model, which is the second type of simulation that
we have performed. In this limit the optical and me-
chanical modes are described by complex amplitudes α
and β, respectively, which, defining the mechanical po-
sition x = 2Re{β} and momentum p = 2Im{β}, evolve
according to [89]
x˙ = Ωp, (7a)
p˙ = −2γeffp− (Ω− 4gq|α|2)x, (7b)
α˙ = Eq(t)− (γq − i∆q − igqx2)α. (7c)
These are a set of coupled nonlinear equations which can
be efficiently simulated in virtually all parameter space.
They predict an asymptotic phonon number given by
limt→∞[x2(t) + p2(t)]/4, the static part of which we plot
as a function of σ in Fig. 2b. We also show in the figure
the predictions of the DPO model in the classical limit,
which are analytical and given by n¯ = 2(σ − 1)/g2. We
see that both the quantum and classical simulations find
very good agreement with the DPO model, in particu-
lar the classical limit, which shows the phase transition
exactly as expected.
Conclusions. In summary, we have shown that the
elusive degenerate parametric oscillator model can be re-
alistically implemented in current optomechanical setups.
Apart from providing the possibility of studying experi-
mentally many interesting theoretical predictions put for-
ward during the last three decades, the implementation
of this simple (but paradigmatic) dissipative model in
modern quantum technologies opens the way to analyz-
ing open questions related to ergodicity and spontaneous
symmetry breaking, as well as enhanced metrology with
dissipative phase transitions.
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8Supplemental material
This supplemental material is divided in three sections. In the first one, we explain how we obtain the asymptotic
state of the degenerate parametric oscillator (DPO) model, both in the quantum and classical regimes. In the second
section we make a detailed derivation of the effective mechanical master equation under adiabatic elimination of the
optical mode, stressing the conditions and approximations under which it is expected to be equivalent to the DPO
model. In the final section we explain how we have found the asymptotic state of the complete optomechanical model,
again both in the quantum and classical regimes.
ASYMPTOTIC STATE OF THE DEGENERATE PARAMETRIC OSCILLATOR
Moving to a simpler picture. As introduced in the main text, the master equation corresponding to DPO
can be formulated for a single bosonic mode (corresponding to the down-converted intracavity mode in the optical
implementation) and it reads
dρˆ
dt
= −i
[
HˆDPO(t), ρˆ
]
+
γg2
4
Da2 [ρˆ] + γDa[ρˆ], (8)
with
HˆDPO(t) = ω0aˆ
†aˆ+ iγσ(e−2iω0taˆ†2 − e2iω0taˆ2)/2, (9)
where we remind that aˆ is the bosonic annihilation operator, and we use the notation DJ [ρˆ] = 2Jˆ ρˆJˆ†− Jˆ†Jˆ ρˆ− ρˆJˆ†Jˆ .
The parameters are all defined in the main text.
The asymptotic state of the DPO is better analyzed in a picture rotating at frequency ω0, where the state becomes
time-independent. In particular, defining the transformation operator Uˆc = exp(iω0taˆ
†aˆ), in the new picture the state
of the system ρ˜ = UˆcρˆUˆ
†
c obeys the master equation
dρ˜
dt
= −i
[
H˜DPO, ρ˜
]
+
γg2
4
Da2 [ρ˜] + γDa[ρ˜], (10)
where the transformed Hamiltonian reads
H˜DPO = UˆcHˆDPOUˆ
†
c − ω0aˆ†aˆ = iγσ(aˆ†2 − aˆ2)/2. (11)
Hence, we see how in this picture the master equation becomes time-independent, leading to a stationary asymptotic
state of the system.
Quantum asymptotic state. Indeed, the unique steady state of this master equation is known analytically, in
particular in the form of a positive P distribution [90], from which in principle the elements of the density operator
can be reconstructed in any basis [122]. However, such a reconstruction is computationally very demanding, and for
our purposes it is simpler to evaluate the steady state numerically. Concretely, in the main text we have shown the
Wigner function associated to the steady state for g = 0.1 and two different values of the pump parameter, σ = 0.9
and σ = 2, above and below the phase transition, respectively. Let us now spend some time explaining how we have
computed this steady states and their corresponding Wigner functions.
As explained in detail in [91], we perform the numerics by going to superspace, where the elements of the den-
sity matrix in the Fock basis are gathered in a vector ~ρ, and the master equation becomes then a linear system
d~ρ/dt = LDPO~ρ, where LDPO is then a representation of the Liouville superoperator which induces the DPO dynam-
ics, LDPO[·] = −i[H˜DPO, ·] + γDa[·] + γg2Da2 [·]/4. Note that the Fock basis is infinite-dimensional, and hence one
has to introduce a truncation {|n〉}n=0,1,...,N in order to work in the computer. In our case, we follow the criterion
of truncating to values of N for which the observables we are interested in (e.g., the photon number) converge up to
a three-digit precision or more. The steady state corresponds then to the eigenvector with zero eigenvalue of LDPO,
which provides us with the Fock basis components of the steady-state operator, {ρ¯mn}m,n=0,1,...,N .
Once we have the density operator in the Fock basis, the Wigner function can be evaluated as follows. First, given
a harmonic oscillator with position and momentum quadratures, xˆ = aˆ†+ aˆ and pˆ = i(aˆ†− aˆ), respectively, recall that
the Wigner function W (x, p) can be seen as a joint probability density function for measurements of such observables,
in the sense that the marginal P (x) =
∫
R dpW (x, p) provides the probability density function predicting the statistics
of position measurements (and similarly for the momentum). Defining the polar coordinates (r, ϕ) in phase space by
9(x, p) = r(cosϕ, sinϕ), the Wigner function of the steady state ρ¯ can be found from its components in the Fock basis
as [94–97]
W¯ (r, ϕ) =
N∑
mn=0
ρ¯mnWmn(r, ϕ), (12)
where we have defined the Wigner function of the operator |m〉〈n|, given by
Wmn(r, ϕ) =
(−1)n
pi
√
n!
m!
eiϕ(m−n)rm−nLm−nn (r
2)e−r
2/2, (13)
with Lpn(x) the modified Laguerre polynomials and where we have assumed m ≥ n (note that Wnm = W ∗mn).
Classical limit and steady state. Phase transitions in dissipative systems are usually revealed in the classical
limit of the corresponding quantum models. Let us explain how such limit can be obtained from the master equation
describing the system quantum mechanically. The idea is indeed quite simple in the case of bosonic systems: the
classical limit consists in assuming that the state of all bosonic modes is coherent, with an amplitude that will play
the role of the classical variable.
In particular, in the case of the single-bosonic mode considered in the DPO, this means that we assume its state to
be a coherent state |α(t)〉 at all times, such that the expectation value of any normally ordered observable factorizes
as 〈aˆ†k(t)aˆl(t)〉 = α∗k(t)αl(t), where for convenience we are defining expectation values with respect to the state in
the picture rotating at the laser frequency, that is 〈aˆ†k(t)aˆl(t)〉 = tr{aˆ†kaˆlρ˜(t)}. This allows us to find an evolution
equation for α(t) from the master equation (10) as follows: given any operator Aˆ, the master equation allows us to
write the evolution of its expectation value as
d〈Aˆ〉
dt
= tr
{
Aˆ
dρ˜
dt
}
= −i〈[Aˆ, HˆDOPO]〉+ γg
2
4
(〈[aˆ†2, Aˆ]aˆ2〉+ 〈aˆ†2[Aˆ, aˆ2]〉) + γ(〈[aˆ†, Aˆ]aˆ〉+ 〈aˆ†[Aˆ, aˆ]〉), (14)
which applied to the annihilation operator, and using the coherent-state ansatz provides us with the classical equation
of the DPO
γ−1α˙ = σα∗ − g
2
2
|α|2α− α. (15)
This is indeed the equation that would have been obtained by using classical electromagnetic theory on the DOPO,
where α would be interpreted as the normalized amplitude of the optical field. As explained in the text, this
equation has two types of asymptotic, stationary (α˙ = 0) solutions: the trivial one α¯ = 0, and a nontrivial one
α¯ = ±√2(σ − 1)/g, which exists only for σ > 1 and has sign-indeterminacy owed to the symmetry α → −α of Eq.
(15). We use the bar to denote “stationary state” In order for these solutions to be physical, they need to be stable
against perturbations; their stability can be analyzed by studying the evolution of small perturbations around them,
that is, by writing α(t) = α¯+δα(t), and linearizing Eq. (15) with respect to δα. Defining the vector δα = col(δα, δα∗),
one obtains the linear system dδα/dt =Mδα, where the linear stability matrix reads
M =
( −1− 2g2|α¯|2 σ − g2α¯2/2
σ − g2α¯∗2/2 −1− 2g2|α¯|2
)
. (16)
Hence, the stability of a given stationary solution α¯ is determined by the eigenvalues of this matrix: when they all
have negative real part, it will be stable, while if some of them have positive real part, perturbations will tend to
grow, showing that the solution is unstable. In the case of the trivial solution, the eigenvalues are λ± = −1 ± σ,
and hence, it is unstable for σ > 1. On the other hand, the eigenvalues associated to the nontrivial solution read
λ± = −2σ + 1± 1, which are always negative for σ > 1, and hence this solution is stable.
Therefore, we see that at the classical level the phase transition is revealed by a non-analytic change in the stationary
solution at threshold σ = 1.
ADIABATIC ELIMINATION OF THE OPTICAL MODE
Moving to a simpler picture. Our starting point is the master equation of the optomechanical system as we
introduced it in the main text:
dρˆ
dt
= −i[Hˆm + Hˆq(t) + Hˆqm, ρˆ] + γqDaq [ρˆ] + γeffDb[ρˆ], (17)
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with Hamiltonian terms
Hˆm = Ωbˆ
†bˆ, (18a)
Hˆq = ∆qaˆ
†
qaˆq + i[Eq(t)aˆ†q − E∗q (t)aˆq], (18b)
Hˆqm = −gqaˆ†qaˆqxˆ2, (18c)
and where the bichromatic driving amplitude of the quadratic mode can be written as Eq(t) = E0 + E1e−iΩqt+iφ, with
φ some relative phase between the two tones that will be chosen shortly. All the symbols have the meaning introduced
in the main text.
In order to perform the adiabatic elimination of the optical mode, it is convenient to move to a picture where the
large coherent background that the driving fields create in the optical mode is already taken into account. This is
accomplished by using a displacement Dˆ[αq(t)] = exp[αq(t)aˆ
†
q − α∗q(t)aˆq] as the transformation operator, where the
amplitude αq(t) is chosen to obey the evolution equation
α˙q = Eq(t)− (γq − i∆q)αq, (19)
with solution
αq(t) = αq(0)e
−(γq−i∆q)t +
E0
γq − i∆q
[
1− e−(γq−i∆q)t
]
+
E1eiφ
γq − i(∆q + Ωq)
[
e−iΩqt − e−(γq−i∆q)t
]
. (20)
Note that choosing φ = −pi/2 + arctan(∆q/γq)− arctan[(∆q + Ωq)/γq], we obtain the asymptotic displacement
lim
tγ−1q
αq(t) = e
iarctan(∆q/γq)[
√
n¯0 − i
√
n¯1e
−iΩqt], (21)
with n¯0 = E20/[γ2q + ∆2q] and n¯1 = E21/[γ2q + (∆q + Ωq)2], which is the amplitude that we introduced in the main text.
In the following we assume to be working in this asymptotic regime t γ−1q , even if we don’t write the limit explicitly
to shorten the expressions. In this new picture, the transformed state ρ˜ = Dˆ†[αq(t)]ρˆDˆ[αq(t)] evolves then according
to
dρˆ
dt
= −i[H˜(t), ρˆ] + γqDaq [ρˆ] + γeffDb[ρˆ] (22)
where the transformed Hamiltonian
H˜(t) = Dˆ†[αq(t)][Hˆm + Hˆq(t) + Hˆqm]Dˆ[αq(t)] + i
(
α˙∗qaˆq − α˙qaˆ†q
)
, (23)
can be written as the sum of three terms, H˜ = H˜q + H˜m(t) + H˜qm(t), with
H˜q = −∆qaˆ†qaˆq, (24a)
H˜m(t) = Ωbˆ
†bˆ− gq|αq(t)|2xˆ2, (24b)
H˜qm(t) = −gq[α∗q(t)aˆq + αq(t)aˆ†q]xˆ2 − gqaˆ†qaˆqxˆ2. (24c)
The interest of moving to this picture is that now the driving has been moved to the coupling and the mechanical
Hamiltonians, what will allow us to easily understand the physics behind the system. Moreover, in the absence of
optomechanical coupling the dynamics of the optical mode is generated by the Liouvillian Lq[·] = i[∆qaˆ†qaˆq, ·] +
γqDaq [·], including only detuning and dissipation, which drives it to a vacuum state at rate γq—which in the original
picture corresponds to a coherent state with amplitude αq(t)—.
Derivation of the effective mechanical master equation. Let us rewrite the master equation (22) as
dρˆ
dt
= L(t)m [ρˆ] + Lq[ρˆ] + L(t)qm[ρˆ], (25)
where Lq is defined above, while L(t)m [·] = −i[H˜m(t), ·] + γeffDb[·] and L(t)qm[·] = −i[H˜qm(t), ·]. Adiabatic elimination
proceeds by choosing some reference state and dynamics for the optical mode, which is assumed to remain unperturbed
by the mechanical mode, and hence the accuracy of the elimination depends crucially on the choice of a proper
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reference. For our purposes, it is enough to take the dynamics generated by Lq as the optical reference, and hence its
steady state ρ¯q = |0〉q〈0| (vacuum) as the reference state. Let us then define the projector superoperator
P[·] = ρ¯q ⊗ trq{·}, (26)
and its complement Q = 1 − P. These superoperators satisfy the useful relations PL(t)m [·] = L(t)m P[·] (obvious since
L(t)m acts on the mechanics only) and PLq[·] = 0 = LqP[·] (where the second equality is again obvious, while the first
one comes from Lq being traceless by conservation of probability).
The next step consists on projecting the master equation onto the corresponding subspaces defined by these super-
operators. Defining the projected components of the density operator uˆ(t) = P[ρˆ(t)] and wˆ(t) = Q[ρˆ(t)], and using
the properties of the projectors, it is straightforward to get the coupled linear system
duˆ
dt
=
(
L(t)m + PL(t)qm
)
[uˆ] + PL(t)qm[wˆ], (27a)
dwˆ
dt
=
(
L(t)m + Lq + PL(t)qm
)
[wˆ] +QL(t)qm[uˆ]. (27b)
The second equation can be formally integrated, leading to
wˆ(t) =
∫ t
0
dt′T
{
e
∫ t
t′ dt
′′
(
L(t′′)m +Lq+PL(t
′′)
qm
)}
QL(t′)qm [uˆ(t′)], (28)
where T is the time-ordering superoperator, and we have not written the term which depends on the initial value wˆ(0)
since in this concrete dissipative scenario any information related to it has to be completely washed out asymptotically.
Next, we introduce this formal solution in the first equation, and perform a Born approximation in which we neglect
terms beyond quadratic order in the interaction Lqm, what allows us to write
duˆ
dt
= L(t)m [uˆ] + PL(t)qm[uˆ] +
∫ t
0
dτPL(t)qmU (t−τ,t)m eLqτQL(t−τ)qm [uˆ(t− τ)], (29)
where in addition we have made the variable change t′ = t− τ in the integral, used the fact that Lm and Lq commute,
and defined the mechanical time evolution superoperator
U (t−τ,t)m = T
{
e
∫ t
t−τ dt
′L(t′)m
}
. (30)
After performing the partial trace over the optical mode, this equation provides an effective master equation for
the reduced mechanical state ρˆm = trq{ρˆ}. In order to simplify further such equation, we need to write the explicit
form of the interaction Lqm, what we do as
L(t)qm[·] = i
3∑
j=1
Gj(t)[Bˆj ⊗ xˆ2, ·], (31)
with
Bˆ = (aˆq, aˆ
†
q, aˆ
†
qaˆq), and G(t) = gq[α
∗
q(t), αq(t), 1]. (32)
Note the null asymptotic expectation value of the optical operators, trq{Bˆj ρ¯q} = 0 ∀j, meaning that the second term
of Eq. (29) does not contribute since PL(t)qm = 0. Let us then define the optical correlation functions
trq{BˆleLqτ [ρ¯qBˆj ]} = lim
t→∞〈Bˆj(t)Bˆl(t+ τ)〉q ≡ Kjl(τ), (33a)
trq{BˆleLqτ [Bˆj ρ¯q]} = lim
t→∞〈Bˆl(t+ τ)Bˆj(t)〉q ≡ Hjl(τ), (33b)
where the expectation value refers to the picture rotating at the laser frequency and we have used the quantum
regression theorem [120]. Then, the effective mechanical master equation can be written as
dρˆm(t)
dt
= L(t)m [ρˆm] +
3∑
jl=1
Gj(t)Gl(t)
∫ t
0
dτKjl(τ){xˆ2U (t−τ,t)m [ρˆm(t− τ)xˆ2]− U (t−τ,t)m [ρˆm(t− τ)xˆ2]xˆ2} (34)
+
N∑
jl=1
Gj(t)Gl(t)
∫ t
0
dτHjl(τ){U (t−τ,t)m [xˆ2ρˆm(t− τ)]xˆ2 − xˆ2U (t−τ,t)m [xˆ2ρˆm(t− τ)]}.
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The correlation functions Kjl(τ) and Hjl(τ) can be evaluated in many ways. Instead of using the dynamics induced
by Lq in the Schro¨dinger picture, a particularly simple way of evaluating them is by using the equivalent quantum
Langevin equations of the optical operators, which in the simple case of having dissipation and detuning only, consist
of a single closed equation for the annihilation operator [119]:
daˆq
dt
= −(γq − i∆q)aˆq +
√
2γqaˆin(t), (35)
where the only non-zero input-operator correlators up to fourth order are
〈aˆin(t1)aˆ†in(t2)〉 = δ(t1 − t2), 〈aˆin(t1)aˆ†in(t2)aˆin(t3)aˆ†in(t4)〉 = δ(t1 − t2)δ(t3 − t4), (36)
〈aˆin(t1)aˆin(t2)aˆ†in(t3)aˆ†in(t4)〉 = δ(t1 − t3)δ(t2 − t4) + δ(t1 − t4)δ(t2 − t3).
The asymptotic (t γ−1q ) solution of this equation reads
aˆq(t) =
√
2γq
∫ t
0
dt′e−(γq−i∆q)(t−t
′)aˆin(t
′), (37)
which together with the correlators of the input operator allows us to write
Kjl(τ) = e
−(γq+i∆q)τδj1δl2, and Hjl(τ) = e−(γq−i∆q)τδj2δl1, (38)
which are functions decaying at rate γq.
Hence, of the dynamics induced by the time evolution superoperator U (t−τ,t)m , we see that only the processes
happening at a rate faster than or similar to γq play a role in the integral terms of the effective mechanical master
equation (34). This brings us to the final major approximation, known as the Markov approximation: we assume
that of all the processes contributing to the mechanical dynamics, the only term acting appreciably on the time-
scale of the optical decay is the simple oscillation induced by the term [Ω − 2gq(n¯0 + n¯1)]bˆ†bˆ of H˜m (we will justify
this approximation self-consistently at the end of the derivation). Within this Markov approximation, we can then
approximate
U (t−τ,t)m [ρˆm(t− τ)xˆ2] ≈ e−iΩeffτbˆ
†bˆ[ρˆm(t− τ)xˆ2]eiΩeffτbˆ†bˆ ≈ ρˆm(t)xˆ(τ)2, (39)
where Ωeff = Ω− 2gq(n¯0 + n¯1) and xˆ(τ) = eiΩeffτ bˆ+ e−iΩeffτ bˆ†, and similarly
U (t−τ,t)m [xˆ2ρˆm(t− τ)] ≈ xˆ(τ)2ρˆm(t), (40)
leading to the effective mechanical master equation
dρˆm
dt
= L(t)m [ρˆm(t)] +
{
[Γ(t; Ωeff)bˆ
2 + Γ(t;−Ωeff)bˆ†2 + Γ(t; 0)(2bˆ†bˆ+ 1)]ρˆmxˆ2 (41)
−xˆ2
[
Γ(t; Ωeff)bˆ
2 + Γ(t;−Ωeff)bˆ†2 + Γ(t; 0)(2bˆ†bˆ+ 1)
]
ρˆm + H.c.
}
,
where, after performing the time integrals (in the asymptotic limit), we have obtained asymptotic time-dependent
rates
Γ(t;ω) =
γmCq
1− i(∆q + 2ω)/γq
(
1 + i
√
n¯1/n¯0e
iΩqt
)
+
γmCq
1− i(∆q + Ωq + 2ω)/γq
(
n¯1/n¯0 − i
√
n¯1/n¯0e
−iΩqt
)
, (42)
with the cooperativity defined as Cq = g
2
qn¯0/γqγm.
In order to see that this master equation has all the ingredients that we need plus many more, so it is just a matter
of finding the regime in which the latter do not contribute, let us rewrite it. By defining the real and imaginary parts
of the rates, ΓR(t;ω) = Re{Γ(t;ω)} and ΓI(t;ω) = Im{Γ(t;ω)}, and defining the phonon-number operator nˆ = bˆ†bˆ,
we can write
dρˆm
dt
= −i
[
Hˆeff(t), ρˆm
]
+γeffDb[ρˆm] + ΓR(t; Ωeff)Db2 [ρˆm] + ΓR(t;−Ωeff)Db†2 [ρˆm] + 4ΓR(t; 0)Dn[ρˆm] +L(t)NRW[ρˆm], (43)
where we have defined the effective Hamiltonian Hˆeff(t) = HˆDPO(t) + Hˆ⊥DPO(t), containing terms that we will need
for the DPO model
HˆDPO(t) = Ωeff nˆ+ igq
√
n¯0n¯1(e
−iΩqtbˆ†2 − eiΩqtbˆ2), (44)
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plus some that we don’t want to contribute
Hˆ⊥DPO(t) = [4gq
√
n¯0n¯1 sin(Ωqt)− ΓI(t; Ωeff) + 3ΓI(t;−Ωeff) + 4ΓI(t; 0)]nˆ (45)
+ [ΓI(t; Ωeff) + ΓI(t;−Ωeff) + 4ΓI(t; 0)]nˆ2 − [gq(n¯0 + n¯1 + i
√
n¯0n¯1e
iΩqt)bˆ†2 + H.c.],
and we have collected into LNRW the terms which in the absence of the sideband are expected not to contribute within
the rotating wave approximation, which read
L(t)NRW[ρˆm] = [Γ(t; Ωeff) + Γ∗(t;−Ωeff)]bˆ2ρˆmbˆ2 − Γ(t; Ωeff)bˆ4ρˆm − Γ∗(t;−Ωeff)ρˆmbˆ4 (46)
+ [Γ(t; Ωeff) + Γ
∗(t; 0)]bˆ2ρˆm(2nˆ+ 1)− Γ(t; Ωeff)(2nˆ+ 1)bˆ2ρˆm − Γ∗(t; 0)ρˆm(2nˆ+ 1)bˆ2
+ [Γ(t; 0) + Γ∗(t;−Ωeff)](2nˆ+ 1)ρˆmbˆ2 − Γ(t; 0)bˆ2(2nˆ+ 1)ρˆm − Γ∗(t;−Ωeff)ρˆmbˆ2(2nˆ+ 1) + H.c..
Degenerate parametric oscillation regime. Let’s now discuss the conditions under which the effective me-
chanical master equation above will correspond to the master equation of the DPO, Eq. (8).
Looking at the term HˆDPO(t) of the effective Hamiltonian, we see that the sideband Ωq should be chosen to match
twice the effective mechanical frequency, that is, 2Ωeff .
On the other hand, we would like the effective two-phonon cooling Db2 to dominate over any other irreversible
process, in particular over the two-phonon heating Db†2 and dephasing Dn, and to do so with a time-independent
rate. Looking at (42), the latter can be naturally accomplished by driving the fundamental tone much stronger than
the sideband, that is, n¯0  n¯1. The static part of the rates (42) then suggests that cooling will be enhanced by
choosing a detuning of the fundamental driving tone matching the red two-phonon sideband, ∆q = −2Ωeff ; indeed,
this choice provides the following real, static part of the rates
Γcooling = γmCq, Γheating =
γmCq
1 + 16Ω2eff/γ
2
q
, and Γdephasing =
γmCq
1 + 4Ω2eff/γ
2
q
, (47)
showing in addition that we need to work in the resolved sideband regime 4Ω2eff  γ2q in order for heating and
dephasing to be suppressed; in particular, we will define the parameter r = (1 + 4Ω2eff/γ
2
q)
−1  1, which allows us to
approximate the rates by
Γ(t; Ωeff) = γmCq
(
1 + i
√
rn¯1/n¯0 + i
√
n¯1/n¯0e
2iΩeff t +
√
r(n¯1/n¯0)e
−2iΩeff t
)
, (48a)
Γ(t;−Ωeff) = −i
√
rγmCq
(
1 + i
√
n¯1/n¯0e
2iΩeff t − 2i
√
n¯1/n¯0e
−2iΩeff t
)
/2, (48b)
Γ(t; 0) = γmCq
(
n¯1/n¯0 − i
√
r +
√
r(n¯1/n¯0)e
2iΩeff t − i
√
n¯1/n¯0e
−2iΩeff t
)
, (48c)
expressions that together with working in the weak sideband regime, n¯1/n¯0  1, suggest that the only relevant rate
is the real static part of Γ(t; Ωeff) which provides the two-phonon cooling rate as desired.
The next constrain on the parameters comes from the fact that there are many counter-rotating terms that we
want not to contribute within the rotating-wave approximation. Among these, inspection of L(t)NRW and Hˆ⊥DPO shows
that the largest of such rates are γmCq and gq(n¯0 + n¯1) ≈ gqn¯0, but note that gqn¯0/γmCq = γq/gq which is typically
much larger than 1 (optomechanical systems work far from the single-photon strong coupling regime, specially when
referring to the quadratic coupling), and hence gqn¯0 is the largest of these two rates. Thus, the rotating wave-
approximation requires gqn¯0  Ωeff . Provided that this approximation holds, we can neglect all the counter-rotating
terms in Hˆ⊥DPO and L(t)NRW, approximating them by
Hˆ⊥DPO ≈ −
√
rγmCq(11 + 9nˆ)nˆ/2, (49)
and
L(t)NRW[ρˆm] =
√
n¯1/n¯0γmCqe
2iΩeff t[ibˆ2ρˆm(2nˆ+ 1)− i(2nˆ+ 1)bˆ2ρˆm +
√
rρˆm(2nˆ+ 1)bˆ
2 (50)
−√rbˆ2(2nˆ+ 1)ρˆm +
√
rρˆmbˆ
2(2nˆ+ 1)] + H.c..
This expression clearly shows that L(t)NRW is negligible when compared with the two-phonon cooling term γmCqDb2 .
On the other hand, Hˆ⊥DPO provides a negligible effective mechanical frequency shift, but also a Kerr term which is
expected to be negligible only as long as 〈nˆ〉  Ωeff/4.5
√
rγmCq, which puts a bound on the number of phonons.
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Nevertheless, for the parameters corresponding to a realistic implementation used in the main text, we find this bound
to be ∼ 1013, while the classical limit of the DPO tells us that the phonon number expected at σ = 2.5 is on the order
of 1010, three orders of magnitude below the limit in which the Kerr term can start playing a role.
Provided that all these considerations are taken into account, we then expect the effective mechanical master
equation to be very well approximated by
dρˆm
dt
≈ −i
[
Hˆeff(t), ρˆm
]
+ γeffDb[ρˆm] + γmCqDb2 [ρˆm], (51)
with effective Hamiltonian
Hˆeff(t) ≈ Ωeff nˆ+ igq
√
n¯0n¯1(e
−2iΩeff tbˆ†2 − e2iΩeff tbˆ2), (52)
which is exactly the DPO model, Eq. (8).
Note that there is a final constrain on the parameters coming from the Markov approximation that we performed
in the adiabatic elimination: since we assumed that within the decay of the optical correlators at rate γq the only
relevant mechanical process is the simple oscillation at frequency Ωeff , we need the rates γeff , γmCq, and gq
√
n¯0n¯1,
to be smaller than γq. For the parameters considered in the main text, γeff is the largest rate of the three (for an n¯1
corresponding to σ = 2.5 in the DPO model or smaller), and it satisfies γeff/γq ≈ 6 × 10−3, so we are safely within
the Markov regime.
ASYMPTOTIC STATE OF THE FULL MODEL
Let us in this final section of the supplemental material explain how we have found the asymptotic state of the
optomechanical model numerically. As with the stationary state of the DPO model, we have performed simulations
of the full master equation (17), as well as simulations in the classical limit.
In the first case, our starting point has been the optomechanical master equation in the displaced picture, Eq.
(22). For numerical purposes, it is important to work in this displaced picture because the state of the optical mode
should stay close to vacuum, while in the original picture it is a highly populated coherent state which does not
allow for a reasonable truncation of the optical Fock space. As before, we set the truncation of the mechanical and
optical Fock bases in such a way that the mean phonon number finds convergence up to the third significant digit,
what typically does not require more than one or two photons in this displaced picture. The simulation proceeds
again as explained in detail in [91], that is, by moving to superspace where the master equation (22) is turned into
a linear system d~ρ(t)/dt = L(t)~ρ(t). Note that now the linear problem is manifestly time-dependent, and therefore,
there will be no steady state. In particular, L(t) is 2pi/Ωq-periodic, and this periodicity is reflected into a time-
dependent asymptotic state ρ¯(t) = limt→∞ ρˆ(t), which we find by solving the linear system numerically starting
from different initial conditions ~ρ(0), that is, different initial states ρˆ(0). In all the simulations we have checked
that the asymptotic state is independent of the chosen initial state (e.g., vacuum or the steady state of the DPO
for the mechanics). As explained in the text, the observable we have focused on is the asymptotic phonon number
limt→∞〈bˆ†bˆ(t)〉 = tr{bˆ†bˆρ¯(t)}, whose time evolution can be approximated by a function of the type n¯ + δn sin(Ωqt),
with δn n¯.
The superspace simulation of the master equation becomes quite heavy as the mechanical state gets populated,
what has prevented us from performing simulations for values of the sideband power where the system is expected to
be above the DPO phase transition. Hence, in order to prove that the optomechanical model leads to the expected
phase transition, we have performed simulations of the optomechanical system in the classical limit. Similarly to what
we did for the DPO model in the first section, this limit is found by assuming that both the optical and mechanical
modes are in a coherent state at all times. Let us show the procedure explicitly for this case too. Our starting point is
the original optomechanical master equation (17), but replacing the mechanical dissipator Db[·] by [xˆ, {pˆ, ·}]/2i, where
pˆ = i(bˆ†− bˆ) is the mechanical momentum quadrature. For high-Q mechanical oscillators which admit a weak-coupling
description of their interaction with the environment, this dissipator leads to the same physics as the previous one
[119], but provides better-looking classical equations. With this change, the evolution of the expectation value of any
system operator Aˆ reads
d〈Aˆ〉
dt
= tr
{
Aˆ
dρˆ
dt
}
= −i〈[Aˆ, Hˆm + Hˆq(t) + Hˆqm]〉+ γq(〈[aˆ†q, Aˆ]aˆq〉+ 〈aˆ†q[Aˆ, aˆq]〉) +
γeff
2i
〈{[Aˆ, xˆ], pˆ}〉, (53)
where just as with the DPO model, we are defining the expectation value with respect to the state in the picture
rotating at the laser frequency, that is, 〈·〉 = tr{· ρˆ}, with ρˆ the state in the rotating frame. Applied to aˆq, xˆ, and
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pˆ, and denoting by α(t) and β(t) the amplitudes of the optical and mechanical coherent states, we find the classical
evolution equations
x˙ = Ωp, (54a)
p˙ = −2γeffp− (Ω− 4gq|α|2)x, (54b)
α˙ = Eq(t)− (γq − i∆q − igqx2)α, (54c)
with the classical mechanical position and momentum defined as x = 2Re{β} and p = 2Im{β}, respectively. This
nonlinear system can be efficiently simulated numerically for (practically) any parameter set, and the phonon number
that it predicts can be evaluated as limt→∞〈bˆ†bˆ(t)〉 = limt→∞[x2(t) + p2(t)]/4, which again can be approximated by
n¯+ δn sin(Ωqt), with (typically) δn n¯.
