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Abstract-we introduce a certain general class U,^(a, c, A, B) of multivalent analytic functions 
in the open unit disc involving a linear operator. The object of the present is to investigate vari- 
ous properties and characteristics of this class by using the techniques of Briot-Bouquet differential 
subordination. @ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Let dP denote the class of functions of the form 
f(z) = zp + 2 ap+nZp+n (p E w = {1,2,3,. . .}), (1.1) 
n=l 
which are analytic in the open unit disc E = {z : 1.~1 < l}. For f(z) = C,“=, a,zn and 
g(z) = cz”=, h-LZ”> we define the Hadamard product (or convolution) by 
(f * g)(z) = 2 %bJn. 
n=O 
For given arbitrary numbers A, B satisfying -1 5 B < A 5 1, we denote by P(A, B), the cia,ss 
of functions of the form 
p(z)=1+p1z+p2z2+-. (1.2) 
that are analytic in E and satisfy the condition 
l+Az 
P(Z) 4 - l+Bz (z E El 
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(Here the symbol + stands for subordination.) The class P(A,B) was investigated by Janow- 
ski [l]. 
For a function f E d* given by (l.l), the generalized Bernardi-Libera-Livingston integral 
operator .Fd is defined by 
d+p = 
Y-b(Z) = - J * +’ 9 0 t6-‘f(t) dt = zp + 2 n=l J+p+n ap+nzP+n (6 +p > 0; z E E). (1.3) 
It readily follows from (1.3) that 
Furthermore, we have 
=zp+g (k ,“:i:.) ap+nzP+n (p+bj>O; j=l,2,3,...m). (1’4) 
Let 
4*p(a c.2) = g 0, zP+n 
7 , 
n=. (c)n 
(c # 0, -1, -2,. . .), 
where (IC), denote the Pochhammer symbol defined by 
We note that $,(a, 1; z) = zP/(l - z)~ and 4i(2,1; z) = z/(1 - z)~ is the Koebe function. 
Corresponding to the function dp(a, c; z), Saitoh and Nunokawa [2] introduced a linear operator 
C,(a,c) on dp by 
C,(a, c)f(z) = 4p(a, c; z) * f(z) (f E 4. 
If f E dp is given by (l.l), then 
L (a c)f(z) = zp + 2 0, ap+nzP+n P y 
n=l (c)n 
(c # 0, -1, -2,. . .; z E E). (1.5) 
It follows from (1.5) that 
zV,(a, c)f(z))’ = (c - lWp( a, c - l)f(z) + (P + 1 - c)C,(a, c)f(z). (1.6) 
If a # 0, -1, -2,. . . , an application of the root test shows that the infinite series for ,C,(a,c)f 
have the same radius of convergence as that off because lim,,, ](a)n/(c)n]l’(n+P) = 1. Hence, 
,!Zp(a,c) maps Jtp into itself. We note that for f E dp, 
(9 
(ii) 
(iii) 
64 
C,(a, a)f(z) = f(z), L,(P + 1, p)f(z) = zf’(z)lp. 
C,(f5 +p, l)f(z) = (z”/(l - z)&+p) *f(z) = zY+p-lf(z), where 6(> p) is any real number. 
In case of p = 1 and 6 = n E N, V6 f is the Ruscheweyh derivative [3] of f. 
c,(6 + p, 6 + p + 1)f (z) = ((6 + p)/z6) s: t’-‘f (t) dt = Fa(Z), where 6 + p > 0. 
C,(p + 1,p + 1 - p)f (z) = qp + 1 - p)z~D~f (z)/l?(p + 1) = t7F9p)f (z) (0 I p < I), 
where DF f (z) is the fractional derivative of f(z) of order p, defined below in (1.9), with 
Dzf(z) = f(z) and IDif = f’(z). 
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Making use of the operator &(a, c), we now introduce a subclass of A, as follows. 
DEFINITION 1. A function f E A, is said to be in the class V,“(u, c, A, B) (X 2 0, a > 0. c > 1. 
-1 5 B < A 5 l), iff it satisfies 
(1 _ x) L,(a, c)f(z) + x Lp(a, c - l)f(z) ~ 1 + AZ 
zp zp l+Bz 
(z E E). (1.7) 
By specializing the parameters X, a, c, A, and B, we obtain the following subclasses of analytic, 
functions studied by various authors: 
(i) V,1(2,2,1 - 2 a, -1) = R(cr) (0 I Q < 1) j4]; 
(ii) V,‘(p + 1,p + l,l, (l/Q) - 1) = s,(a) (0 > l/2) 151; 
(iii) #(2,2,p(l - 2~), -p) = V(cr,,@ (0 5 LY < 1, 0 < p < 1) /6j; 
(iv) V,“(p + 1,p + 1 - PL, 1, PC1 - WP), -8 = V,“(LL, Q, PI; 
where V,“(p, CX, p) denotes the class of functions f E A, satisfying the condition 
(1 - x)&@>p’f(z) + XJ-(l+P”‘“)f(z) - zp 
(1 - X)J$“‘f(z) + x$l+P&(z) + (1 - (2a/p))zp 
<P (z E E), 
z 
Various operators of fractional calculus (i.e., fractional integral and fractional derivative) have 
been studied in the literature rather extensively. We find it to be convenient to restrict ourselves 
to the following definitions used recently by Owa [7]. 
DEFINITION 2. The fractional integral operator of order p is defined for a function j’, by 
Vo;“f(z) = 1 s z f(C) l?(X) (J (z-()I-‘” dc(P >0); (123 
where f is analytic in a simply-connected domain of the z-plane containing the origin, and thn 
multiplicity of (z - C)fi-l is removed by requiring log(z - C) to be real when (2 - <) > 0. 
DEFINITION 3. The fractional derivative of order p is defined for a function f, by 
1 d 
Tf (z) = r(l y& o s 
= f(C) 
(z _ C)’ dC (0 I P < 11, (1.9) 
where f is constrained, and the multiplicity of (z - 0-p is removed, as in Definition 2. 
DEFINITION 4. Under the hypotheses of Definition 3, the fractional derivative of order n + p is 
defined, for a function f, by 
(0 2 p < 1, n E No = N U (0)). (1.103 
2. PRELIMINARIES 
In our present investigation of the general class @(a, c, A> B), we shall require the following 
lemmas. 
LEMMA 1. Let h(z) be a convex (univalent) in E with h(0) = 1, and let the function q+(z) given 
by (1.2) be analytic in E. If 
d(z)+y -c/b(z) (ZEE), 
for y # 0 and Re(y) > 0, then 
4(z) 4 $(z) = 5 l= P-%(t) dt 4 h(z) (z E E), 
and $(z) is the best dominant. 
The above lemma is due to Miller and Mocanu [S]. 
We now state a result obtained by Singh and Singh 191. 
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LEMMA 2. Let p(z) be the be analytic in E, p(O) = 1, and’Re{p(z)} > l/2 in E. Then for any 
function F(z) analytic in E, the function (p * F)(z) takes values in the convex hull of the image 
of E under F(z). 
Let CY~ (j = 1,2 ,..., r) and pj (j = 1,2,..., s) be complex numbers with ,8j # 0, -1, -2,. . 
(j=1,2,..., s). Then the generalized hypergeometric function ,.F,(z) is defined by 
rFs(z)--rFs((Ylr(Y2,...rQr;Pl,P2,..., 1 
s.z) =g (4x.*.(aY)n q 
n=O (pl),...(ps)n 12. . (Tis+l). C2.1) 
We note that the J,(z) series in (2.1) converges absolutely for IzI < 00 if T < s + 1, and for 
zE Eifr=s+l. 
The following identities are well known [lo]. 
LEMMA 3. For real or complex numbers crl, a2, and 01 (/3r # 0, -1, -2,. . .), we have 
s 1 t&(1 _ t)hz-l(l - tZ)-"1 & 
= r(adr(pl -Oa2) 2Fl(al a2 p1 z) (2.2) r(A) 7 ; ; (Re(Pr) > Re(a2) > 0), 
2F~((Y~,cr2;pl;z)=(l-z)-"'2~ ol1,P1-Ly2;81;~ 
> 
7 (24 
(a2 + 1)2~1(1,crz;a2 +1;z) =(cx2 +l)+(y2z2~l(l,~2 + l;(y2 +pz), (2.4) 
2Fl(1,1;2;%) =F In(l+z) (z#O). (2.5) 
3. MAIN RESULTS 
THEOREM 1. Let the function f defined by (1.1) b e in the class Vi(a, c, A, B), X > 0. Then 
~P(~,MZ) + qz) + 1+ AZ 
zp l+Bz 
(z E El, 
where 
l,l;y+l;A Bz+l 
, B # 0, 
e(z) = 
B = 0, 
and is the best dominant of (3.1). firthermore, 
(z E E), 
where 
1,l; y +l;L B-l B # 0, 
I+, c, A, B) = 
B = 0. 
The estimate in (3.2) is best possible. 
PROOF. Consider the function 4(z) defined by 
(3.1) 
(3.2) 
4(z) = ~P(WM4 
ZP 
(z E E). (3.3) 
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Then 4(z) is of the form (1.2) and is analytic in E. Differentiating both sides of (3.3) and using 
identity (1.6) in the resulting equation, we get 
(1 _ A> LP(% Mz) + x LP(% c - l)f(z) 4’(z) 1 + AZ 
zp ZP + e) + (c - 1)/X + l+Bz 
(z E E). 
Now, by using Lemma 1 for y = (c - 1)/X, we deduce that 
~P(a~c)f(z) + /J(z) 
zp 
! B # 0, 
B = 0, 
by change of variables followed by the use of identities (2.2)-(2.4). This proves assertion (3.1) 
Next, in order to prove (3.2), it suffices to show that 
,$yRe(+))) = 0(-l). (3.4) 
For IzI 5 T < 1, we have 
Setting 
(l+ Asz) 
‘(” ‘) = (1 + Bsz) 
(0 5 s 5 1) and ,((C-1)/x)-l ds. 
we get 
I 
1 
8(z) = ds> 2) dcL(s)> 
0 
so that 
Letting r --t l- in the above inequality, we obtain assertion (3.4). 
The estimate in (3.2) is best possible as the function e(z) is the best dominant of (3.1). 
COROLLARY 1. For 0 5 X2 < X1, we have 
I’$ (a, c, A, B) c Viz (a, c, A, B). 
PROOF. Let f E Vil(a, c, A, B). Then by Theorem 1, we have f E $(a, c, A, B). Since 
(1 _ X2) C,(a, 4.e) + A CP(% c - l)f(z) 
ZP 
2 
ZP 
= 1-2 ( > LP(a, cm) + & ZP Xl { (I _ x ) 44% 4f(z) + x L,(a, c - l)f(z) 1 zp 1 ZP 1 
~ l+Az 
2fB.z (z E E), 
we see that f E V$ (a, c, A, B). 
TakingX=l,a=p+l,c=p+l_II,A=1-22a/~,~~dB=- 
following corollary. 
-1 in Theorem 1, we get the 
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COROLLARY 2. Let the function f given by (1.1) satisfy 
Re d”“‘f(Z) > E 
{ 1 29 P 
(0 I ff < p; t E E). 
Then 
The result is best possible. 
Putting p = 0 in Corollary 2, we have the following corollary. 
COROLLARY 3. If f E dp satisfies 
(0 5 Q <p; 2 E E), 
then 
Re{$)}>;+(l-;){~+l;p+l;+} (zEE). 
The result is best possible. 
ForX=l,a=p+6,c=p+b+l,A=1-2a/p,andB=-linTheoreml,weobtainthe 
following corollary. 
COROLLARY 4. If f E 4 satisfies 
(OIa<p; ZEE), 
then the function ~~ defined by (1.3) satisfies 
Re{T}>E+(l-%){&‘l(l,l;p+6+1;:)-1) (zEE). 
The result is best possible. 
REMARK 1. We note that Corollary 4 improves the corresponding result obtained by Obra- 
doviE [ll] for p = 1. 
REMARK 2. If f E dp satisfies Re{f’(z)/zp-‘} > (Y (0 I cr < p; z E E), then with the aid of 
Corollaries 3 and 4, we deduce that 
Re{y} > E+ (1-t) [(~J’I (l,l;~+l;i) -1) 
+ ($i (1,1;9+6+1;9 -1) (24 (l,l;P+l;;))]Y 
which improves a result due to Fukui et al. (41 for p = 1. 
THEOREM 2. If f E Vi(a, c, A, B), then the function FJ defined by (1.3) satisfies 
(3.5) 
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where 
4(z) = 
BZ 
l,l;p+6+1;- Bz+l 
, B #O, 
B = 0. 
and is the best dominant of (3.5). Furthermore, 
(3.6) 
where 
44 P, A, Bf = 
B 
l,l;p+S+l;- 
B-l 
, B # 0, 
B = 0. 
The estimate in (3.6) is best possible. 
PROOF. Let 
4(z) = CP(% c)F&) 
ZP 
(z E E). 
Then 4(z) is analytic in E with 4(O) = 1. Differentiating (3.7) and using the identity 
@p(a, c).%(z))’ = (6 + P)Lp(% c)f(t) - b &(a, c)Fdz) 
in the resulting equation, we obtain 
(3.7‘) 
(3.8) 
d(z) 
4(z) + b+p = 
L,(a, c)f(z) ~ 1 + AZ 
zp l+Bz (z E E). 
which! with the aid of Lemma 1 for 7 = 6 + p: yields 
-M% 4~&I 
zp 
i q(z) = (6 +p)z-@fP) lit6+“’ (s) dt 
Assertion (3.5) and estimate (3.6) can now be deduced on the same lines as that of Theorem 1. 
This completes the proof of Theorem 2. 
Taking A = 1 - 2a/p and B = -1 in Theorem 2, we get the following corollary. 
COROLLARY 5. If f E Ap satisfies 
(0 I Q < p; z E E), (3.9j 
then 
Re CP(% 46(z) 
{ 
zp }>~+(1-~){,,(,;,;,+~+1~~)-,> (ZEE) 
The result is best possible. 
COROLLARY 6. Under the hypothesis of Corollary 5, the function 7&(z) defined by (1.4) satisfk 
(z E E). 
where po = cy , and 
pj=pj-1+(p-pj-1) ZFl 
1 ( 
1,1;p+6,+1;; 
> I 
-1 (j = 1,2, I , m) 
The result is best possible. 
Putting a = p + 1 and c = p + 1 - p in Corollary 5, we have the following corollary. 
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COROLLARY 7. Iff E dp satisfies 
then 
The result is best possible. 
Taking a = p+ 1 and c = p in Corollary 5, we get the following corollary which in turn improves 
the corresponding result of F’ukui et al. [4] for p = 1. 
COROLLARY 8. Iff E dp satisfies 
(0 I cl <p; 2 E E), 
then 
Re %) {-} >&+(~-a) 
zP- 1 
l,l;p+6+1;; (z E E). 
The result is best possible. 
THEOREM 3. Wehave 
f E Vjf(a, c,A,B) a Fc’c-p-~ E L)pl(a,c, A,B). 
PROOF. Using identity (3.8) and 
for 6 = c - p - 1, we deduce that 
44% 4%) = 44% %-P-1(4 
and the assertion of Theorem 3 follows by using the definition of the class Vi(u, c, A, B). 
THEOREM 4. If f, given by (IA), belongs to the class Vi(u, c, A, B), then 
Ia 
P 
+nl < (A-WCC- lb+1 
(c - 1 + An)(a), 
(n 2 1). 
The estimate is sharp. 
PROOF. Since f E $(a, c, A, I?), we have 
(3.10) 
(3.11) 
where p(z) = 1 + C,“=, pnzn E P(A, B). Substituting the power series expansion of &(a, c)f(t), 
L,(u,c - l)f(z), and p(z) in (3.11) and equating the coefficients of P on both the sides of the 
resulting equation, we obtain 
(c - 1 + xn)(ah up+n =pn 
cc- l)n+l 
(n 1 1) (3.12) 
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Using the well-known [12] coefficient estimates 
l~nl I A -B n L I 
in (3.12), we get the required estimate (3.10). 
In order to establish the sharpness of (3.10), consider the functions fn(z) defined by 
(1 _ x) ~,(%‘%(z) + x Lp(a, c - l)fn(z) 1 + A.?’ =- 
ZP ZP l+BZn 
(nr 1) 
Clearly, fn(z) E Vi(a,c,A, B) for each n 2 1. It is easy to see that the functions fn(zj have the 
expansion 
fn(z) = zP + (-4 - WC - l),+1 ZP+n + 
(c - 1 + h)(a), 
showing that the estimates in (3.10) are sharp. 
THEOREM 5. Let f, given by (1.11, belong to the class $(a,c,A, B) and u be any complex 
number. Then 
up+2 - u ai+1 
< (A-WC-113 max 
{ I 
1 B+u(A-B)(c-1+2X)(a+l)(c-1)2 
(3.13) 
- (c- 1+2X)(a)z , a(c+ l)(c- 1 +X)2 
The estimate in (3.13) is sharp. 
PROOF. From (1.7), we deduce that 
(1 _ x) L~(a,c).f(z) + x C,(a, c - l).f(z) _ 1 
zp 
(1 - A) Lp(“;;)f(z) + x Lp(“:: c - l).f(z) 
(3.14) zp w(z) > 
where w(z) = C,“=, WJ,Z~ is analytic in E and satisfies /w(z)/ 5 IzI for z E E. Substituting the 
power series expansion of L,(u,c)f(z), L,(a,c - l)f(z), and w(z) in (3.14), and equating the 
coefficients of z and z2, we get 
a 
P 
+1 = (A - WC - 1)2 
a(c-1+X) wl’ 
(3.15) 
ap+2 = (3.16) 
It is well known [13] that for every complex number u 
1~2 - ~41 I max{l, IvI> (3.17) 
and the result is sharp for W(Z) = z and w(z) = z2, respectively, for 1~1 2 1 and IV/ < 1. 
From (3.15) and (3.16), we have 
(3.18) 
where 
v = B + u (A - B)(c - 1 + 24(a + l)(c - 112 
a(c + l)(c - 1 + X)2 
Now, by using (3.17) in (3.18), we get the required result. Result (3.13) is sharp as stimate (3.17) 
is sharp. 
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THEOREM 6. Let f E Vt(a, c, A, B) and g E dr, with Re{g(z)/zp} > l/2 for z E E. Then 
h=f*gEVi(a,c,A,B). 
PROOF. .We can write 
(3.19) 
Since Re{g(z)/zP} > l/2 in E and f E V,“(a, c, A, B), it follows from (3.19) and Lemma 3 that 
h E Vi(a, c, A, B). This completes the proof of Theorem 6. 
COROLLARY 9. Let f E V$a, c, A, B) and g E Ap satisfy 
Re (1 - p) dd + p g’(z) 3 - 2d71’1(1, kP/P + 1; 1/q 
zp pzp-1 
(0 < p; z E E). (3.20) 
Then f*g E Vi(a,c,A,B). 
PROOF. Prom Theorem 1 (for a = c = p + 1, X = p > 0, A = 0, and B = -l), condition (3.20) 
implies 
(z E E). 
Using this, it follows from Theorem 6 that f * g E $(a, c, A, B). 
THEOREM 7. If each of the functions f(z) given by (1.1) and g(z) = zP+CzZl bp+nzP+n belongs 
to the class Vi(a, c, A, B), then so does the function h(z) = (1 - x),Cp(a, c)(f * g)(z) + XL,(a, c - 
1)C.f *g>(z). 
PROOF. Since f E Vj(a, c, A, B), it follows by (3.14) that 
(1 _ x) ~p(a74f(4 + x L,(a, c - l)f(z) _ 1 
zp ZP 
< A _ B (1 _ A) ‘P(‘$-(‘) + X LP(a7cz; ‘If(‘) }/ , 
I { 
which is equivalent to 
(1 _ A) L~(aj4f(z) + x C,(a, c - l)f(z) 
zp zp -t <rl b E E), 
where 
l-AB t=- A-B 
l-B2 
and q=l_. 
It is known [14] that if H(z) = CrZp=, h,zn is analytic in E and [H(z)1 < M, then 
2 lh,,12 < M2. 
n=O 
(3.22) 
Applying (3.22) to (3.21), we get 
that is, 
(C-l+f~n)(a), 2,ap+n12 < (A-B)2 
cc - 1)7x+1 3 l--B2 
(3.23) 
Similarly, 
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NOW, for 1~1 = T < 1, by applying Cauchy-Schwarz inequality we find that 
+ e cc - 1+ X~)(U)n 2,bp+n,2r'" 1'2 
[ { n=l (c - 1LL,l 1 1 + 2 (C-l++~)(a)n [ { ?I=1 (c - 1),+1 y l%+-12~j + [g {(c ,c”;;;y 
2 1’2 
< 
+ - 
(1 - 02 2(1 - 0 [ 2 { lc&p+n12 n=l (“j;-+l;;;~~)~ 1  1 [ g { cc- +xn)(a)n 1’2 x - n=l (c l)n+l 1 21bp+n/2 1 
164:1 
(3.24) 
2 
Ibp+n12?.n 1 
i 
I2 l”p+-12] + [z { (’ j;:;;jl(a), r lb+n12] 
(A - B)2 
w-5)2+w-~) 1-B2 + 
(A - B)4 
(1 - B2)2 
by using (3.23) and (3.24). Thus, again with the aid of (3.21), h E V,“(u, c, A: B). 
THEOREM 8. Let f E $(a, c, A, B) (X > 0) and &(z) = zp + C;:: u~+&+~ (n 2 2). Then for 
z E E, we have 
J,” rp (q%+%(t)) dt z 1 > n(A c, , B), 
where ts(X, c, A, B) is defined as in Theorem 1. 
PROOF. Singh and Singh [9] proved that 
(3.25) 
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and making use of (3.25), Theorem 1, and Lemma 3, the assertion of the theorem follows at once. 
Taking X = 1, a = b = p + 1, A = 1 - 2&/p, and B = -1 in Theorem 8, we get the following 
corollary. 
COROLLARY 10. If f E dP satisfies Re{f’(z)/zp-l} > cx (0 5 Q < p) in E, then 
Re[J’twp~(t)dt] >F+(l-~){#l(l,l;p+l;~)-1) (zEE). 
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