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Abstract
Modeling trustworthiness of information is a key factor in many decision support systems. Decision
makers and citizens are highly influenced these days by information they get from online resources,
such as news, online encyclopedias, blogs, forums, and online product reviews. The ease of pub-
lishing on the Web, on the other hand, has also allowed nefarious sources to openly express their
views and opinions as if they are facts. In this new dynamics, it is important to validate online
claims and distinguish fact from fiction. My research tries to address the challenges in modeling
trustworthiness of free-text claims.
In this dissertation, I present the need for research on trustworthiness of online information
and argue for going beyond structured, extraction-centric approaches to unstructured, textual
evidence-driven trust modeling. The overall goal is to provide tools and build systems that would
help users judge the veracity of claims. My research focuses on modeling the trustworthiness of
sources and free-text claims in presence of unstructured, textual evidence found online. It involves
studying multiple forms in which claims can be expressed in free text, understanding the contexts
in which they are expressed, and developing ways to incorporate this understanding in building
robust approaches to verify claims. I have investigated how to aggregate signals supporting a claim
based on the quality of evidence and explored the use of community knowledge (from online forums)
to enable Web users to judge the credibility of sources and claims.
Judging credibility of sources and trustworthiness of information is not absolute. It depends
not only on various aspects about what is being claimed, but also on the biases of the sources that
express such information and the preferred viewpoints of the users consuming that information.
To understand these factors further, I studied how human biases affect the credibility judgment
of documents and how to build interfaces that help users acquire knowledge in presence of contra-
dictory evidence in favor of or against the claims. In this dissertation, I summarize these findings
ii
and insights and propose an automated claim verification system that helps users validate free text
claims with trustworthy information from multiple sources.
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1.1 Online information affects people’s lives
The Internet is fast replacing traditional media outlets, such as newspapers and television, as the
primary source of news, current events, and means of gauging social opinion. Individuals, especially
from the younger generation, are spending more time online [Kaiser Family Foundation, 2009],
building their opinions, interests, and behaviors based on what they watch, read, and discuss on
the Web. In the same vein, many decision makers and citizens are highly influenced these days by
information they get from online resources – from news portals, online encyclopedias, blogs and
forums, other social interactions, product reviews, etc.
There have been numerous surveys and opinion polls that concur with these observations. In a
March 2010 survey of US Internet users [Gather, 2010], it was found that the Web/Internet is by
far the most popular source to find news (49%), as compared to television (32%) and newspapers
(9%). In the 2010 Pew survey [Pew Research Center for the People and the Press, 2010], on news
consumption, it was observed that, in addition to the traditional media sources, social networking
sites such as Facebook, MySpace, and LinkedIn also played a role in disseminating news headlines
– 19% of those polled got news from social networking sites regularly or sometimes, and some also
got news occasionally from Twitter.
Surveys also show that more people, independent of age, rely on online content not only for
news and opinions, but other aspects of personal well-being including health. A poll conducted in
January–March 2009 [Kaiser Family Foundation, 2009] found that 62% of Americans got their in-
formation about HIV and AIDS through media sources, including news websites and the Internet, as
compared to only 13% who received the information from their doctors. When medical professionals
were asked about this, they said that many patients are now more aware of their illnesses by relying
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on information online. According to [Pew Research Center for the People and the Press, 2006], of
the 56% feel confident to raise new questions or concerns about a health issue with their doctor.
Other surveys [Harris Interactive, 2009] suggest that out of the 78% of Internet users who look for
health information, 87% believe that the information they read online about health is reliable and
only 20% validate the information by visiting authoritative websites such as those of the Centers
for Disease Control and Prevention (CDC)1.
In addition to the pervasive aspect of online media in people’s lives, with the advent of Web 2.0,
it has also become easier to publish, share, and consume content online. Blogs, forums, and micro-
blogs (tweets) have gone beyond being just a medium of expression to become a harbinger of the
pulse of the public at large. News agencies have started tracking these sources to keep abreast with
latest updates and current events (cf. uprising in Iran and Egypt). Research in social networking
tries to derive more information about an individual based on what her Facebook page looks like,
whom she interacts with (cf. homophily), and what she blogs about.
1.1.1 Trustworthiness of online information
More and more information is sought over the Web, and the lack of control over what gets published
online can often lead to dissemination of unreliable and misleading information. The ease of
publishing on the Web, unfortunately, has allowed nefarious sources to openly express their views
and opinions as if they were facts. With such abundance of data, can you believe what you read
online and if so, whom should you believe?
Consider the case of online news. The relative ease of publishing news and opinions online has
led to a significant impact on the overall quality of information accessible to the consumers. Editors
and reputed journalists used to moderate and verify news before publishing, but with more news
content created online, this editorial oversight is often absent. A user searching for news would not
be able to easily distinguish a trustworthy news article from another that is biased or nonfactual.
In this new dynamics, it is not clear who are the present-day equivalents of Walter Cronkite, who
was polled as “the most trusted man in America” in 1972 [O’Connor, 1972]. It would be useful to
help users verify whether a claim or an article they find online is indeed trustworthy and compare
1Centers for Disease Control and Prevention. http://www.cdc.gov/
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trustworthiness of news sources.
The need for verifying claims becomes especially important in the medical domain, given the
high human cost associated with false medical information. The relative ease of publishing in-
formation online allows quacks, alternative healers, and even rogue pharmaceutical companies to
tout unproven remedies as miracle cures to unsuspecting patients. A “new” disease often triggers
a mushrooming of medical sites, products, and unsolicited advice that can mislead the online au-
dience. For instance, in October 2009, the Food and Drug Administration (FDA)2 had to issue
warnings to medical websites and certain well-known companies selling consumer products online
to rein in false and exaggerated advertisements about Swine Flu and its treatments.
It is, hence, critical to distinguish reliable sites from unreliable or biased ones. Identifying
whether sources are trustworthy or not and automatically labeling assertions as reliable or unreliable
would help naive web surfers to distinguish facts from fiction, help patients unmask quacks among
healers, and differentiate information spread by influential and well-known alternative medicine
advocates from those approved by authoritative sources (such as FDA and CDC).
1.2 Problem definition
The overall goal is to estimate the veracity of textual claims. A claim is a statement or passage
whose veracity is unknown. It can be a “fact” (alternatively, “true claim”) or a “hoax” (alterna-
tively, “false claim”). Previous literature have sometimes called these “facts”, but we prefer a more
unbiased nomenclature.
According to our definition, in its basic form, claims are simple relations or relation tuples
expressed in natural language. The key attributes that distinguish it from other sentences (non-
claims) are that there is a fairly consistent truth value associated with the claim and that it is
verifiable. We postulate different notions of claims and trustworthiness of such claims in detail in
section 1.3.
One of the key factors in determining the veracity of a claim is the characteristics of sources
that support the claim. A source gives evidence for (or “expresses”) a claim. Trustworthy sources
support true claims or contradict false claims, while untrustworthy sources support false claims or
2Food and Drug Administraton. http://www.fda.gov/
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contradict true claims. In addition, a piece of evidence is a passage, document, or artifact that
supports or contradicts a claim. “Good” (trusted) evidence boosts the source’s trustworthiness
and the claim’s veracity. In summary, the typical questions that can be asked with respect to a
given claim based on the above formulation are:
• Veracity of claims: How truthful is this claim?
• Source trustworthiness: What are the trusted sources for this claim?
• Evidence trustworthiness: Which pieces of evidence are more trustworthy than others for
this claim?
1.3 Notions of claims and trust
In order to assign trustworthiness value to a piece of information, it is important to understand
what kind of information it is, and what trustworthiness means for that piece of information. We
postulate three kinds of claims:
1. Physical claims: These deal with information about things that have a physical existence
and hence can be measured or verified accurately. This includes physical characteristics,
such as height of mountains, distance between cities, authors of a book, etc. In such cases,
trustworthiness of a piece of information often means how well it conforms to the actual
value. The conformity can be measured by domain-specific distance measures. Some related
work in this category include TruthFinder [Yin et al., 2008], that defines trustworthiness of
online bookstores based on whether the list of authors or number of pages of a book have
been correctly reported by the bookstore.
2. Consensual claims: These derive from information that is well-accepted by a group of
experts or scientists working in a particular field. These are often not measurable directly,
but most experts would agree on something being true, unless they find strong evidence to
believe otherwise. Scientific concepts such as evolution, historic events such as conquests
or the holocaust, etc. would fall under this category. Trustworthiness in such cases would
quantify if some information conforms to this “well-accepted” belief.
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3. Perceived claims: This class includes information that is based on preferences, perceptions,
and opinions of an individual or a community. No unique, verifiable truth label can be
assigned to the claim, and multiple values may be possible. Further, the label may change
over short periods of time. Examples include political stand-points and product or movie
reviews. Trustworthiness in such cases primarily involves modeling opinions and contrasting
evidence that support and oppose the opinion. The information is preferred (gets higher
“trust” score), if it conforms to one’s perceptions and is not preferred, if it doesn’t.
Under this scheme of classification, most controversies about trustworthiness arise in topics
belonging to the category of consensual claims, since it assumes that a group of experts agree on
the truth value of claims. Often, such expertise is not readily available to a common person. Hence,
the person is left to infer trustworthiness of the claim based on the resources and evidence available
at hand. Further adding to the lack of access to expert knowledge, many opinionated individuals
could tout themselves as experts and present erroneous claims, giving supporting evidence of their
own. This leads to alternative-but-partially-grounded truths to emerge and, in turn, motivates the
need for some claim verification.
Though it is interesting to study each of these notions of trust in detail, my thesis focuses on
how textual evidence can be utilized to validate contextual claims. In my opinion, this category of
claims will benefit the most from the interplay between discovering relevant evidence from a large
corpus and modeling source characteristics and other information network-based signals into trust
computation. I propose a trust computation framework (see Sec. 4.3) as a robust mechanism to
incorporate these features; even though the framework is fairly generalized and could be instantiated
for other notions of trust.
Medicine and healthcare domains are more susceptible to the limitations of the consensual claim
verification. Verifying treatment claims from publicaly available textual corpora pose many inter-
esting research challenges. An ideal Medical ClaimVerifier would refer to the vast, trusted
documentation of scientific literature or consult a team of experts in the field to validate a claim.
This would, however, require significant effort in assimilating clinical notes from numerous prac-
titioners and patient databases; and clearly understanding the numerous and often-contradictory
studies published in leading medical journals. An alternative view is to understand and verify
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treatment claims based on effectiveness or contraindication evidence from patients. We explore
this idea further in Sec. 5.2.
1.4 Influence of human bias on credibility
In order to gain insights about how to further improve the proposed framework, it is important
to study how humans gather information, especially if it is perceived to be biased against their
viewpoints and beliefs. Studies in psychology suggest prevalence of “confirmation bias” – the
tendency to find, read, and accept information that conforms to one’s viewpoints and beliefs, and
to reject information that doesn’t. This implies that judgment on a document’s credibility may
depend also on bias of humans reading it.
Consider the following claim about milk: “Drinking milk is unhealthy for humans.” This is an
example of a controversial claim, since there are arguments both in favor of and against this claim
being true. Well-known “experts”, influential members of society, and organizations typically weigh
in arguments based on their viewpoints (biases) on various aspects of this topic, such as “chocolate
milk available in school being healthy for children”, nutritional aspects of milk (milk being rich
in calcium), or the belief that milk causes early puberty because of presence of growth hormones.
It is understandable that institutions with vested interests strongly uphold their viewpoints. For
example, the dairy industry strongly believes that milk is healthy, even if chocolate milk is schools
have high sugar content in them; whereas the animal rights activists in PETA (People for the
Ethical Treatment of Animals) strongly believe that the commercialization of milk production
makes milk unhealthy.
1.4.1 Modeling effect of human biases on credibility
In chapter 7, I present findings from my research on how humans perceive credibility of documents
given by such biased sources. I conducting a user study in which participants were asked to learn
about key arguments in favor of and against specific controversial topics. The participants were
shown documents that provide supporting or contradictory evidence to controversial topics along
with information about the sources. They were then asked to judge credibility of the evidence they
see. The research goal for the study was to observe their responses and actions and understand how
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the participants’ own biases affect what they perceive to be credible. We also study what factors
affect this decision and the interface design decisions that would help users acquire additional
knowledge about the topics in an unbiased fashion.
Understanding how human biases interact with the credibility judgment of documents would
help me model a better trustworthiness score for documents and sources. This work can be further
extended to other domains such as healthcare. Medical articles on the Web are authored by people
having varied levels of expertise – from medical practitioners and paid pharmaceutical professionals
to freelance reporters, patients, and care-providers. If the “expertise” and bias of sources can be
better incorporated into trust models, we would be able to verify medical claims more effectively.
1.5 ClaimVerifier: A utopian claim verification system
We envision a utopian claim verification system called ClaimVerifier, which can gather and
present evidence in an automated fashion to help users verify textual claims. We will use this
system to explain the internal workings, merits, pitfalls, and variations of techniques to model
trustworthiness of claims.
In a typical instantiation of the problem, the claim is provided as an input to ClaimVerifier
by a user. In an ideal setting, ClaimVerifier would look for all the relevant information to help
the user estimate the veracity of the given claim.
In addition to classifying claims as true or false, ClaimVerifier can also assign confidence
scores to claims, rank evidence and sources based on trustworthiness, or provide a contrastive
summary of evidence in favor or against the claims to help users decide for themselves their veracity.
Judgment on the veracity of the claim can be computed based on the trustworthiness of the sources
giving evidence for the claim and the relevance and nature of evidence found. We will describe
in detail in Sec. 4.3 a framework that supports computing veracity of claims using these features.
Finally, in chapter 8, we will present a design of a ClaimVerifier system (cf. Sec. 8.1) utilizing
the modules and techniques presented in this dissertation. We will also present screenshots from a
preliminary version built based on this design.
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Chapter 2
Survey of past efforts in computing
trustworthiness
In this chapter, I will survey some of the relevant research on finding trustworthy information online,
including manual fact-verification websites, and published work to automate the identification of
trustworthy sources based on credibility analysis, building reputation models, and related topics
such as detecting copying relationships among sources.
2.1 Online fact checkers
Dismissing rumors and false information online is indeed a problem that many online outlets are
interested in. Snopes.com1, an urban legends reference website, is one of the more well-known sites
that discuss urban legends and debunk rumors and myths. They have a reference of email spams,
rumors spread over chain mails. Similarly, the Straight Dope2 is an online archive of a popular,
syndicated, question-and-answer newspaper column that covers urban legends.
Certain non-partisan, not-for-profit organizations have helped set up websites with a goal to
provide an information tool for the common public. For example, the Annenberg Foundation3
funds a fact verification website called FactCheck.org4 that monitors the factual accuracy of state-
ments made by U.S. political entities in the form of speeches, debates, television advertisements,
interviews, and news releases. As part of the Annenberg Public Policy Center of the University of
Pennsylvania5, it also funds other related fact-verification efforts such as FactCheckEd.org6, an ed-
ucational resource for high school teachers and students; and FlackCheck.org7, a video counterpart
1Snopes.com. http://www.snopes.com
2The Straight Dope. http://www.straightdope.com/
3The Annenberg Foundation. http://www.annenbergfoundation.org/
4FactCheck.org. http://www.factcheck.org/




that uses parody and humor to debunk false information.
There are also other fact-checking websites that check veracity of claims made by politicians and
television personalities and rate political debates on truthfulness of their content. Websites affiliated
to news media organizations often have dedicated sections or sub-domains to fact verification. The
Washington Post8 hosts a fact verification blog, called the Fact Checker9, primarily specializing
in news about politics and political entities. It is known for its often controversial rating scheme,
wherein politicians are rated on a scale of one to four Pinocchios based on factual accuracy of their
statements. Similarly, PolitiFact.com10 is a project of the Tampa Bay Times11, that specializes
in U.S. politics and political news. It rates the amount of truth in a political entity’s statements
on a “Truth-o-Meter” scale, with statements being rated ‘True’, ‘Mostly true’, ‘Half true’, ‘Mostly
false’, or ‘false’, based on veracity of the statement, or a rating of “Pants on fire” for a ridiculously
false claim. Other notable fact checking websites include About.com’s Urban Legends12; CNN’s
Fact Check13; and the FactCheck Blog14, a fact-checking blog run by U.K.’s Channel 4 News
organization. These sites are almost completely based pm manual, time-consuming fact checking
done by reporters, where assertions made by politicians and other newsworthy entities are checked
for correctness.
An important component in most of the online fact checkers is that they also provide an
explanation and evidence for verification. Some websites, such as Snopes.com, mark claims as
undetermined or unverifiable, if there is not enough evidence to either support or disprove a claim.
This helps users understand the reason behind a particular rating. However, the fact checkers may
not agree with each other’s decision in all occasions because of the subjective nature of how the
evidence is interpreted and how the ratings are given.
8The Washington Post. http://www.washingtonpost.com/
9The Fact Checker. http://www.washingtonpost.com/blogs/fact-checker/
10PolitiFact.com. http://www.politifact.com/
11The Tampa Bay Times.http://www.tampabay.com/
12About.com Urban Legends. http://urbanlegends.about.com/
13CNN Fact Check. http://www.cnn.com/SPECIALS/politics/fact-check/
14The FactCheck blog. http://blogs.channel4.com/factcheck/
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2.2 Trustworthiness of medical information
Finding trustworthy information online is challenging, yet an important research problem. In ad-
dition to the On the reliability aspects of health information, governmental public health agencies,
such as FDA15, CDC16, and NHS17 usually take active role in issuing warnings and thwarting ru-
mors as part of their regulatory functions. Some researchers such as Chee et al. [Chee et al., 2009],
have used message boards to track important events in public healthcare, such as recall of drugs
by governmental agencies.
Some non-governmental agencies, such as the Health on Net Foundation18 and Quackwatch19,
offer services such as manually certifying websites as “trustworthy” based on a set of guidelines that
depend on the site structure, its primary intent (commercial vs. informative), presence of reference-
and source-citations for a stated claim, attributing articles to experts, etc. They, however, do not
rate health forums or individual claims. Martin [Martin, 2010] conducted a pilot annotation study
in which three humans annotated a corpus of medical webpages along two dimensions; (a) the
extent to which the webpage can be trusted and (b) the nature of the webpage. and reported
acceptable inter-annotator agreement on the task. However, the task of labeling medical webpages
continues highly effort-intensive and hence, cannot scale up well to keep pace with the rapid growth
of medical information on the Web.
The quality of medical information on the Web has attracted considerable attention from med-
ical domain researchers. Matthews et al. [Matthews et al., 2003] evaluated a set of 195 webpages
pertaining to alternative cancer treatments and found nearly 90% have atleast one flaw. Related
studies by Marriott et al. [Marriott et al., 2008] and Tang et al. [Tang et al., 2006] also concluded
that medical information quality on the Internet was variable.
The first attempt to automatically identify high quality health information on the Web was
published in 1999, by Price and Hersh [Price and Hersh, 1999] who developed a simple rule based
system which perfectly separated desirable and undesirable documents using a heuristic scoring
function. However their dataset, comprising of only 48 documents, was too small to draw concrete
15Food and Drug Administration. http://www.fda.gov/
16Centers for Disease Control and Prevention. http://www.cdc.gov/
17National Health Service. http://www.nhs.uk/
18Health on Net Foundation. http://www.hon.ch/
19Quackwatch. http://www.quackwatch.com/
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conclusions on either the characteristics of medical webpages or the discriminative power of features.
Further, they did not discuss the criteria used for manually assigning the ground truth labels.
In recent related attempts, Aphinyanaphongs and Aliferis [Aphinyanaphongs and Aliferis, 2007]
used text categorization models for classifying pages discussing unproven treatments, Wang and
Richard [Wang and Richard, 2007] used a regular expression based heuristic approach for mea-
suring information quality, Aphinyanaphongs et.al. [Aphinyanaphongs et al., 2005] used classifi-
cation models for identifying high quality research articles on internal medicine, and Gaudinat
et al. [Gaudinat et al., 2007a, Gaudinat et al., 2007b, Gaudinat et al., 2007c] trained classifiers to
predict each of the Health on Net reliability criteria (e.g. presence of author names) using content
based features [Gaudinat et al., 2007c] and only URL based features [Gaudinat et al., 2007a]. Ab-
basi et al. [Abbasi et al., 2012] proposed an adaptive learning approach, called the Recursive Trust
Labeling, to detect fake medical websites using a combination of content-based and graph-based
features.
There are several systems that allow users to search specifically for medical information. Gau-
dinat et al. [Gaudinat et al., 2006] proposed a search engine for health documents. Hidola20 is
a personalized health and medical information search engine that allows searching personalized
health information by selecting symptoms and answering questions in a medical questionnaire,
rather than typing-in keywords. Commercial websites, such as WebMD21, also allow searching
diseases by clicking on symptoms.
Some approaches for identifying low quality webpages have focused mainly on detecting spam
webpages through link structures [Henzinger, 2000, Borodin et al., 2005], the most popular be-
ing Page Rank [Brin and Page, 1998]. In Chapter 6, we will attempt to assess trustworthiness
of legitimate webpages, unlike the spam detection approaches presented in [Becchetti et al., 2008,
Andersen et al., 2008, Zhang et al., 2006, Gyo¨ngyi et al., 2004]. A supervised text classification
setup has been successfully employed previously [Sebastiani, 2002] for a large number of text cat-
egorization tasks. In particular, support vector machines have been known to consistently achieve
high performance [Joachims, 1998b] in such tasks.
20Hidola search engine. http://www.hidola.com/en/
21WebMDR©. http://www.webmd.com/
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Figure 2.1. A sample two-layer trust network, between sources and claims. The association of claims to objects is shown
by dotted lines.
2.3 Iterative fact-finding models
Numerous fact-finding models have been proposed in the research community, mainly focusing on
extracted, database tuples-like claims and the underlying information network. In this section, we
will review some of those works.
Most fact-finding models follow an iterative approach to propagate trustworthiness measures;
and mainly differ in how these measures are formulated. In this section, I will summarize some
of the measures suggested by the researchers. A typical trust propagation network is a bipartite
graph consisting of a set of nodes representing sources, connected to a set of nodes that represent
claims. Previous literature have sometimes used the name “facts” instead of “claims”, but we
prefer a more unbiased nomenclature.
Fig. 2.1 shows a representative network. It shows five sources w1, . . . , w5 making four claims
c1, . . . , c4, two of which (c1 and c4) are related to the same object (o1). A source may provide
multiple claims, but may only provide one claim per object. A source w is associated with a
trustworthiness score τ(w), typically in the range [0, 1]. Similarly, a claim c are associated with
a confidence score σ(c). The trustworthiness of a source depends on the aggregate confidence in
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the claims that source makes, and conversely, the confidence of a claim being true depends on the
aggregate trustworthiness of the sources that support the claim.
2.3.1 Majority Voting
One of the simplest approaches to find the most trusted claim is to choose one that gets the most
votes, i.e. the one that most sources agree with. All sources are considered trustworthy and get
equal weight in the trust computation. If W (c) denotes the set of sources that support claim c,





where α is a constant (typically, α = 1).






In both these approaches, the source trustworthiness is assumed to be given or is fixed. Although
this technique is fairly popular and straightforward, it is also easily prone to spam attacks. Further,
it is often incorrect to treat the most popular claim (the one that most sources support) to be the
most trusted, since the sources may themselves be not trustworthy.
2.3.2 Sums
Pasternack et al. [Pasternack and Roth, 2010] adapted the iteration computation proposed by
Kleinberg [Kleinberg, 1999] to find Hubs and Authorities on the Web, by viewing sources as hubs
and claims as authorities. This is also a simple extension to the voting scheme above, but where
the trustworthiness of sources is recalibrated based on the claims they make.
If W (c) denotes the set of sources that support claim c and C(w) denotes the set of claims
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where i is the iteration count. The values are often normalized to [0, 1] to prevent values from
growing unbounded.
2.3.3 Average Log
Pasternack et al. [Pasternack and Roth, 2010] observed that computing τ(w) as an average of
belief in its claims overestimates the trustworthiness of a source with relatively fewer claims. The
authors note that a source with a 90% accuracy over a hundred claims should be considered more
trustworthy than another source with a 90% accuracy over ten claims. They propose the Average












Another scheme suggested by Pasternack et al. [Pasternack and Roth, 2010], sources “invest” their
trustworthiness uniformly among their claims. The belief in each claim then grows according to a
non-linear function G and a source’s trustworthiness is calculated as the sum of the beliefs in its
claims, weighted by the proportion of trust previously contributed to each (relative to the other
investors). Since claims with higher trust sources get higher beliefs, these claims get higher belief
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Pasternack et al. [Pasternack and Roth, 2010] observed that certain claims are mutually exclusive.
This implied that the belief of a claim c affects the belief of other claims mutually exclusive to c.
They incorporated this observation to their Investment scheme. Specifically, let C be the set of all
claims. For each claim c, let Mc be its exclusion set (Mc ⊆ C), i.e. a set of claims (including c)
that are mutually exclusive with one another. Only one claim in Mc is assumed to be true.
In the Pooled Investment scheme, sources uniformly invest their belief in claims and obtain
corresponding returns as in the Investment scheme above, but the new belief scores are linearly



























τ i(w) is computed similar to that in the Investment approach, as given in Eq. 2.8.
2.3.6 TruthFinder
Yin et al. [Yin et al., 2007, Yin et al., 2008] proposed an unsupervised model for trust analysis
called TruthFinder, that aims at computing the veracity of claims and trustworthiness of sources,
utilizing the relationship between sources and claims and the interaction between claims. In
TruthFinder, Yin et al. compute the confidence of a claim c probabilitically, based on the sources
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making that claim. They also include an implication factor imp(c1 → c2) ∈ [−1, 1] between claims
to indicate the influence claim c1 has on c2. Negative influence factors imply opposition (for ex-
ample, among claims in a mutually exclusive set). Mathematically, the TruthFinder computation
formulation can be written as





















2.3.7 Incorporating prior knowledge in trust computation
Pasternack and Roth [Pasternack and Roth, 2010] extend the fact-finding models by incorporating
prior knowledge about claims into an existing fact-finding algorithm and formulate it as a linear
program. In [Pasternack and Roth, 2011a, Pasternack and Roth, 2011b], Pasternack and Roth ex-
tend the work and present a generalized framework to incorporate weighted assertions into the
model. Specifically, they included the following four factors: (i) uncertainty in information extrac-
tion: a probability p ∈ [0, 1] that a source s asserts a claim c; (ii) uncertainty of a source: the source
is only x% sure of the assertion; (iii) similarity between claims: a source s asserting a claim c also
implicitly asserts other claims similar to c; and (iv) group membership: other sources belonging
to a common group to a source s implicitly assert claims made by s. It is indeed important to
incorporate these uncertainties in computing trustworthiness.
In other works, Gupta et al. [Gupta et al., 2011] used similarity between claims made by sources
on similar objects to recluster sources in a heterogeneous network. This information was then used
to infer a trust profile for sources.
2.3.8 Discussion
Most of the iterative fact-finding models described above consider similar iteractions between
sources and claims – that is, trustworthiness of sources depend on the claims they support, and
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the belief that a claim is true depends on the sources that support the claim. They assume that
the sources are independent, and that there are more good sources than bad ones. Further, the
fact-finding models assume that bad sources do not make the same errors, leading to different bad
claims. In other words, while good claims are supported by many (good) sources, bad claims are
supported by very few sources. Most fact-finding models also assume that claims are either true
or false (binary), and that only one claim is correct per object (from a mutually exclusive set of
competing claims). While these assumptions are not very limiting by themselves, other researchers
have tried to relax some of these assumptions and propose new models. In Sec. 2.5, we will look in
detail at the assumption of source independence and summarize multiple models that address the
copying behavior among sources.
Another important characteristic of the fact-finding models discussed so far is that they have
assumed structured data, i.e., they assume that there exists explicit correspondence between sources
and claims that is known before the trust computation begins. The models also assume existence
of an accurate information extraction module to extract structured claims from the sources. Gupta
and Han citeGuptaHan11 survey multiple trust propagation schemes for heterogeneous networks
that are based on similar assumptions. The work presented in this thesis primarily differs from the
fact-finding models in the two critical ways. First, the goal is to verify unstructured textual claims.
We observe that, rather than explicitly stating claims in structured form, most claims given by
sources on the Web are unstructured in nature. Second, sources provide supporting or opposing
evidence to claims in free-text. Existing trust models do not handle such evidence and choose to
ignore questions about the context in which the sources made the claims. In Chapter 4, I propose
that trust computation frameworks should assimilate the relevance of evidence content found for a
claim, uncertainty in quality of these evidence artifacts, and the information network structure to
compute trustworthiness of claims. This also alleviates the reliance of existing trust computation
frameworks on presence of accurate, cross-domain, information extraction modules.
2.4 Semi-supervised learning
Most of the fact-finding approaches discussed so far have been unsupervised learning models. They
assume the sources are independent and claims asserted by many (trusted) sources are considered
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more trustworthy. However, as data gets copied, and then updated as time progresses, the sources
are no longer independent or accurate.the trustworthiness of claims are computed Traditionally
fact finders have been unsupervised learning methods. They assumed that the values provided
by more sources are more accurate, making the unsupervised techniques ineffective. Yin and
Tan [Yin and Tan, 2011] proposed a semi-supervised approach called Semi-Supervised Truth Finder
(SSTF), that guides the model to find true values with the help of some supervision in the form of
ground truth data. They suggested that even a small amount of ground truth data can significantly
help identify trustworthy data sources.
2.5 Source copying
One of the most important, yet impractical assumptions in traditional fact-finding models is that
sources are independent. This assumption leads fact-finding models to treat their contribution as
additional support for the veracity of the claims. Consequently, the models are also prone to source
copying, since a bad source could generate numerous mirrors with the same claims to make the
models believe that the claims have significantly higher support than they actually do.
Berti-Equille et al. [Berti-Equille et al., 2009] proposed a set of challenges arising out of source
copying and detecting source dependency. Some of the challenges are described below:
1. Distinguishing between accurate sources and source copies: Two accurate sources,
who happen to agree on all the claims they make, may be mischaracterized as copies of each
other.
2. Lazy copiers: Once an independent source updates its database, it may be copied by a copier
asynchronously, and in batches. So, a source may appear to be independent for periods of
time. On the other hand, two independent sources also do not make updates at the same
time, and the one that makes it updates later may be misclassified as a lazy copier.
3. Correlated information: Two sources may have high inter-source similarity, but it may
be because of claims that are popular opinions or stating common knowledge.
4. Partial dependence and different coverage: Some copiers may copy only part of the
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database or may reformat it before releasing it. For example, many online shopping sites may
be copies of Amazon22, but focus only on certain categories such as Apparel, Electronics, etc.
2.5.1 Identifying dependence
Let D1 and D2 be the data provided by sources S1 and S2, respectively. S1 and S2 are said to
be independent if the data is independent, i.e. if the joint probability of the data, Pr(D1, D2),
equals the product of probability of individual data elements: Pr(D1) × Pr(D2). If the condition
is violated, the sources are said to be dependent.
Although this approach uses the mathematical definion of independence, it does not clarify how
the joint probabilities are computed. Further, the direction of dependence (S1 → S2 or S2 → S1)
needs to be determined.
2.5.2 Detecting source dependency in static snapshots
Dong et al. [Dong et al., 2009a] proposed using similarity in false claims as a technique to detemine
source dependence, since it is less likely that two sources give the same false value, if they are
independent. To decide the directionality of copying, they suggest comparing the accuracy of
claims shared between sources to the accuracy of the remaining claims. If the accuracy values are
significantly different, the source is more likely to be a copier than an independent source. These
techniques require knowledge of which claims are true and which are false. To overcome this, the
researchers suggest using a Bayesian strategy of iteratively determining the truth values, computing
the accuracy, and discovering the dependence of sources.
Two sources S1 and S2 are said to be dependent if they derive the same part of their data
directly or transitively from a common source (or one another). So, there are two kinds of sources
– independent sources and copiers. A source is considered to be good if it is more likely to
provide a true value than any particular false value. A copier may copy a part or all its data
elements from other sources, either as-is or by union, intersection from multiple sources. Dong et
al. [Dong et al., 2009a] propose a probability-based model, called Depen, to detect dependency of
data sources. A basic algorithm called Vote uses the Depen model to iteratively compute the
22Amazon. http://www.amazon.com
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probability of dependence between each pair of data sources and also the vote count for each value
of the object, considering the current dependencies between sources. The value with maximum
votes is considered as the true value.
In the Depen model, the accuracy of all the sources are assumed to be the same. The re-
searchers remove this assumption in another model called the Accu model. The AccuVote algo-
rithm iteratively computes the dependencies between all source pairs, the confidence of each value
for every object, and the accuracy of all sources.
Other extensions of the Accu model were also proposed. For example, (i) the Sim model
incorporates similarity between the values when computing the confidence of a value; (ii) the
NonUni model removes the uniform distribution assumption of false values; and (iii) theAccuPR
model incorporates the accuracy of sources when computing the source dependencies.
2.5.3 Recognizing time-variant source dependencies
As time passes, the copying relationships between sources can evolve. Further, the data values may
themselves change, making the data corpus more inconsistent than when the corpus was considered
to be a static snapshot. However, some of the observations about the copying relationships get
stronger. For example, the if two sources perform similar edits within a short interval would
indicate a possible copying relationship, especially if the edits are made on false claims or generate
false claims. Similarly, sources that share the same false values between edits are also more likely
to be dependent. Further, the data elements may come with the time information about when
it was updated. If the accuracy of data shared between two sources S1 and S2 is significant
different before and after an update. Similarly, the accuracy of the shared data objects can be
compared based on when they were edited to detemmine dependency of copying relationship.
Dong et al. [Dong et al., 2009b] followed up on these ideas and suggested an iterative Bayesian
approach to determine source dependency in a dynamic setting and discover how the copying
behavior changes with time. They also suggest technique to measure the quality of sources based
on coverage, correctness, and freshness of claims.
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2.5.4 Discovering complex copying behavior
The static and dynamic models proposed above consider the sources a pair-at-a-time. Dong et
al. [Dong et al., 2010] proposed techniques to discover global copying relationships in a static set-
ting, including copying from multiple sources, transitive copying, co-copying, and correlations in
copying related fields of an object.
Although sources typically make claims about multiple attributes (fields) related to the object,
most of the suggested approaches focued on identifying copying behavior an attribute-at-a-time.
Blanco et al. [Blanco et al., 2010] extended these models by jointly considering evidence from sev-
eral fields to detect copying behavior. Copiers would usually copy multiple fields from the original
sources. However, the fields have different characteristics, such as spread of accepted values, nu-
meric vs. categorical attributes, etc. This could help the algorithms to jointly model copying
behavior based on global consistency conditions.
2.6 Reputation models
Finding trustworthy information can also be considered similar to finding information from reputed
sources. In this regard, research on models to compute reputation is also relevant to our work. In
this section, we summarize some of the techniques proposed in this area.
2.6.1 PageRank and HITS
Search engines analyze the hyperlinked associations between web sites and web pages to determine
the reputed sources on the Web. PageRank [Brin and Page, 1998] was developed by Brin and Page
and used by the Google search engine to measure the relative importance of a node in the network.
It computes the stationary distribution of landing on the page by a random user surfing through
the hyperlink graph of the World Wide Web.
HITS [Kleinberg, 1999] was developed by Kleinberg and introduced the concept of Hubs and
Authorities in a link graph. Hubs are nodes that link to many authoratitive websites, and hence
are high quality pages that serve as key resources to find high quality information. Similarity,
authority pages are those that contain information considered authoratative by many nodes in the
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network. These are hence nodea that are linked to by many high quality pages. Each website has
a hub score and an authority score. The hub score of a webpage is computed using the authority
scores of neighboring pages, and vice versa. As we noted in Sec. 2.3.2, this technique can also be
used in fact-finding models by considering sources as hubs and claims as authorities and iteratively
computing hub and authority scores to find trusted sources and claims.
2.6.2 Extensions to PageRank
A number of extensions have been proposed to the basic PageRank computation to address specific
application needs. A few relevant variants have been summarized below:
1. Topic-sensitive PageRank: Instead of just one global PageRank computation, Haveli-
wala [Haveliwala, 2002] proposed restricting the computation of PageRank to websites about
specific topics to get high quality websites specific to particular topics of interest.
2. TrustRank: Gyo¨ngyi et al. [Gyo¨ngyi et al., 2004] proposed TrustRank, an authority prop-
agation algorithm initiated with trusted seeds, selected based on high inverse PageRank.
3. SourceRank: In another variation of finding reputed web sources, Balakrishnan and Kamb-
hampati [Balakrishnan and Kambhampati, 2011] proposed SourceRank as a technique that
provides a global measure of trust and importance to find the most relevant web databases
for answering a given query, instead of just using relevance-based measures.
2.6.3 Other proposed reputation-based models
In addition to the research noted above, there has been other efforts in the research commu-
nity to establishing reputation of sources, typically in a peer-to-peer environment. A homoge-
nous network of sources (agents) is built and the recommendation between sources are repres-
neted by the edges. Some of the reputation-based models based on this approach include Eigen-
Trust [Kamvar et al., 2003] and StereoTrust [Liu et al., 2009]. In EigenTrust [Kamvar et al., 2003],
the trustworthiness of sources are computed based on their past interactions with other sources.
In StereoTrust [Liu et al., 2009], sources builds stereotypes using previous transactions with other
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sources, and when inetracting with a stranger, the model aggregates stereotypes of sources matching
the stranger to derive an expected trust profile for the stranger.
Park et al. [Park et al., 2011] use HITS-style computation to find key players in a dispute
and present contrasting viewpoints on contentious issues with respect to the disputants. Guha et
al. [Guha et al., 2004] studied different methods in which trust and distrust could propagate in a
network and developed a framework of multiple iterative propagation schemes.
2.7 Theoretical and social aspects of trust
Many social scientists have studied the theoretical and social aspects of trust. Lankes [Lankes, 2007]
studied how the advent of Internet has shifted the user’s perception of credibility from authoritative
figures, such as librarians, to reliable entities, such as Web search engines.
Kelton et al. [Kelton et al., 2008] developed principles of trust by integrating behavioral and
social science studies and research on information quality.
Gil and Artz [Gil and Artz, 2007] identify 19 factors that influence how users determine trust
in semantic web information sources, including context and criticality of information, perceived
authority, direct experience with the source, and recommendation from trusted sources.
A series of related research pertaining to the human-computer interaction aspects of informa-
tion trustworthiness has been done by Fogg’s Persuasive Technologies Lab [Fogg and Tseng, 1999,
Tseng and Fogg, 1999, Fogg et al., 2001a, Fogg et al., 2001b]. They observed that domain charac-
teristics, such as domain name and presentation design, are some of the key factors in how humans
process information quality.
2.8 Measuring quality of text
There has been some work in measuring quality of text in community-generated data. Shah and
Pomerantz [Shah and Pomerantz, 2010] measure the “quality” of answers in community QA setting
using machine learning approaches. The definition of quality is, however, akin to popularity rather
than trust. Su et al. [Su et al., 2010] try to detect trustworthiness of community QA in terms of tex-
tual and linguistic features alone. Galland et al. [Galland et al., 2010] incorporate the “hardness”
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of facts in the trust model, such that knowing easy facts earns less trust than knowing hard facts.
Zeng andWang [Zeng and Wang, 2009] propose using information from collaborative sources to find
trustworthy information in the news domain. Similarly, Wu and Marian [Wu and Marian, 2007]
find most suitable numeric answers by corroborating evidence from multiple sources. In contrast,
our work proposes a general framework that uses content to estimate trustworthiness of claims.
This notion can be further extended to find most suitable answer (claim) by comparing trustworthi-
ness of mutually exclusive claims, similar to the approach taken by [Pasternack and Roth, 2011b]
in the structured domain.
There has been a lot of interest in community-generated encyclopedia, especially because of
the concise summary of various topics of interest. Many research groups have tried to model trust
in Wikipedia articles based on their edit history, and there are some visualization systems that
depict the extend and recency of edits. This includes work on building tools to increase the trans-
parency and credibility of Wikipedia articles ([Pirolli et al., 2009, Suh et al., 2008]) that give users
a clearer sense about what information is credible and what is not. Suh et al. [Suh et al., 2008]
developed a tool called WikiDashboard to make the edit history of Wiki articles visible to users,
and Pirolli et al. [Pirolli et al., 2009] studied how it affects credibility judgments of Wiki arti-
cles. Similarly, Adler and de Alfaro [Adler and de Alfaro, 2007] built a content-driven reputation
system for Wikipedia, called WikiTrust, that measures trustworthiness of Wikipedia pages based
on revision history. WikiTrust and the model based on dynamic Bayesian networks by Zeng et
al. [Zeng et al., 2006] assume that if some information is seen many times but remains unedited, it
is probably more credible, while transient information that is “corrected” quickly is not as credible.
Stvilia et al. [Stvilia et al., 2008] study how the task of information quality assurance is organized
in Wikipedia. They could make use of the availability of discussions between the editors, key
contributors, and the common public about the content on Wikipedia pages.
2.9 Making use of the “wisdom of the crowd”
A few experimental systems were developed using social tagging and human computation to iden-
tify trustworthy information on the Web. One such work is Dispute Finder [Ennals et al., 2010b,
Ennals et al., 2010a] that helps identify disputed claims on the Web. Users can download a broswer
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plug-in that allows them to identify and provide evidence for claims they feel are incorrect.
The system then annotates disputed text on the webpage currently being viewed, based on the
database of disputed claims populated by the user community. A similar tool, called Truth Gog-
gles [Schultz, 2012] flags claims in an article based on a database of fact-checked claims compiled
by PolitiFact.
Another initiative, called the Web of Trust23, uses ratings from a large base of web users and
trusted sources to calculate the reputation for websites and help people find trustworthy sites.
WOT allows its users annotate websites as good or bad through their client-side browser plugin
and the information is sent back to the server. Once the information is registered, a color-coded
notification scheme is used to mark safe sites or warn about potentially dangerous sites when users
view search results or webmail, interact on social media platforms, or access popular websites.
Not-for-profit websites such as NewsTrust24 allow volunteers to rate news articles on whether
they believe the article presents a balanced viewpoint regarding the topic or is biased and unfair.
They also keep track of the popularity of news articles based on the number of times an article is
read and shared on social networks.
2.9.1 Discussion
The main concern with direct crowdsourcing approaches is that they are prone to severe spamming.
Rating a website as untrustworthy has severe implications and open to criticism if the trust-
computation system can be spammed by a coordinated effort of annotation spammers. So, although
crowd-sourcing may be a valuable input to detect potentially harmful websites, it should not be
used as the only source to rate sources as trustworthy or not.
2.10 Other related areas of research
There has been some work on extracting facts from the Web [Banko et al., 2007, Pas¸ca et al., 2006]
based on frequent patterns relating one entity to the other. The system proposed in [Pas¸ca, 2007]
tries to extract facts based on the “wisdom of the crowd” by mining search query logs to identify
23Web of Trust (WOT). http://www.mywot.com/
24NewsTrust. http://newstrust.net/
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relevant attributes for entities. Yin et al. [Yin et al., 2011] designed Facto to incorporate fact
finding into building clean databases from Web tables and improve the result quality of Web
database lookups.
Another area of research that may be relevant, especially in understanding textual content
better, is that of opinion and sentiment analysis. Published literature also includes a lot of research
on sentiment and opinion analysis [Pang and Lee, 2008], primarily over product and movie reviews,
where these concepts are also applied to quantify and rate products and movies. Such approaches
expect the input text to be grammatically correct, which is not often the case in many user generated
data sources such as forums and message boards. Ott et al. [Ott et al., 2011] takes a text-centric
approach to recognize fraudulent or deceptive opinion reviews, ignoring source characteristics. This
is a practical setup because the users reading the reviews do not have much information about the
reviewers. The goal is to recognize deceptive opinion spams that read very similar to a genuine
review and difficukt for humans to differentiate. The researchers built a classifier using n-gram
features and achieve 88% accuracy on the task. Although deeper sentiment analysis would help
in better understanding of text, the focus in this thesis is mainly to validate claims (rather than
sentiments and opinions) based on trustworthiness and factuality of information and sources.
Finally, the task of finding trustworthy sources may also be related to expert finding tasks in rec-
ommendation systems. Most work on recommendation systems [Adomavicius and Tuzhilin, 2005]
rank relations based on homophily and collaborative filtering, concepts that are applicable also in
modeling perceived veracity of claims. A user would tend to believe a claim made by a source if




Technical preliminaries on natural
language understanding
In this chapter, I will cover some of the basic building blocks needed for analysis and deep un-
derstanding of natural language text. Specifically, I will present some of my work on recognizing
textual entailment, scaling entailment to the Web via semantically enhanced relation retrieval, and
using lexical approaches to finding similarity between text snippets.
3.1 Textual entailment
The task of Recognizing Textual Entailment (RTE) is defined by Dagan et al. [Dagan et al., 2006]
thus:
Textual entailment is defined as a directional relationship between pairs of text expres-
sions, denoted by T - the entailing “Text”, and H - the entailed “Hypothesis”. We say
that T entails H if the meaning of H can be inferred from the meaning of T , as would
typically be interpreted by people.
An entailment pair is composed of a Text T and a HypothesisH; usually, H is a short statement,
and T is a longer span of text. The textual entailment recognition challenge is specified either as
a two-way or a three-way task. A two-way RTE task requires that systems label each entailment
pair as either Entailed or Not Entailed i.e. either T entails H, or T does not entail H. The
three-way RTE task introduces the concept of contradiction, which is defined in de Marneffe et
al. [de Marneffe et al., 2008] thus:
The Hypothesis H of an entailment pair contradicts the Text T if a human reader would
say that the relations/events described by H are highly unlikely to be true given the
relations/events described by T .
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The three-way RTE task requires that systems label each entailment pair as either Entailed,
Contradicted, or Unknown i.e. either T entails H, or H contradicts T , or it is unknown whether H
is true given T . Examples labeled with the two latter categories are considered as examples labeled
as Not Entailed in a two-way task.
Although simply stated, the task of recognizing textual entailment requires fairly deep natural
language understanding [Sammons et al., 2010]. An RTE system such as [Sammons et al., 2009],
typically consists of knowledge bases that encode background knowledge (capitals of countries and
states, for example), highly accurate and robust language parsing tools such as parsers and semantic
role labelers, named entity recognizers, co-reference resolvers, and even modules that can perform
numeric analysis, such as comparing time and date mentions, quantities, etc. A detailed survey on
recognizing textual entailment and building RTE systems is given in [Sammons et al., 2011].
3.2 Relation retrieval
Most state-of-the-art retrieval systems follow keyword-based approaches for search. However, such
approaches fail to capture the linguistic relationships between words, especially for long, sentence
queries. Instead, in [Roth et al., 2009, Vydiswaran et al., 2009], we formulated the query as an
〈entity - relation - entity〉 triplet. The goal is to find all occurrences in a text corpus where
this relation is satisfied. Such a task is called relation retrieval, and the corresponding query is
called a relation query. In this formulation, a relation is assumed to be binary verb predicate
over entities, where the entities can potentially have roles in the relation.
Relation retrieval can be relevant in many applications. First, when all the three compo-
nents of the query (the relation and the two entities) are specified, the goal is to find exact oc-
currences of the relation. For example, in the medical domain, such a relation query could be
used to find all evidence passages where patients mention treating leukemia with chemotherapy
(cf. [Vydiswaran et al., 2011]). Sec. 3.2.1 detailed another application of such an approach in in-
formation foraging tasks such as redacting all occurrences of sensitive information (relation) in a
large text corpora.
In the second instantiation of the relation query, when only the relation and one of the entities is
specified, the goal is to find all entities (of the second type) related to the first entity through the re-
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lation. As an example, again in the medical retrieval domain, such a query could be used to find oc-
currences of all treatments for leukemia mentioned in the text corpus. In [Vydiswaran et al., 2009],
we used such an approach to find all entities that have a specific relation to a given entity (such as
all ACM Athena Award winners).
3.2.1 Semantically Entailed Relation Retrieval (SERR)
In [Roth et al., 2009], we presented the relation retrieval approach as a Entailed Relation Recog-
nition (ERR) task. The task is defined as follows:
Given a text collection D, and an information need specified in a set of 〈argument,
relation, argument〉 triples S: for each triple s ∈ S, identify all text d ∈ D such that
d entails s.
The information need triples, or queries, encode relations between arbitrary entities. This con-
trasts with efforts such as Open Information Extraction [Banko and Etzioni, 2008] and On-Demand
Information Extraction [Sekine, 2006] that aim to extract large databases of open-ended facts,
and with supervised relation extraction, which requires additional supervised data to learn new
relations. Extracting all relevant passages for a given structured query without requiring relation-
specific training data has merits in many information foraging tasks. For example, patent search ser-
vices spend significant resources looking for prior art relevant to a specified patent claim. Similarly,
declassifying sensitive information from intelligence documents requires redacting or anonymizing
all sensitive sections from the documents.
Our scalable ERR approach, SERR, consists of two stages: (i) expanded lexical retrieval, and
(ii) entailment recognition. The SERR algorithm is presented in Fig. 3.1. The goal is to scale
Textual Entailment up to a task involving large corpora, where hypotheses (queries) may be entailed
by multiple texts. The task is kept tractable by decomposing TE capabilities into two steps.
The first step, Expanded Lexical Retrieval (ELR), uses shallow semantic resources and similarity
measures, thereby incorporating some of the semantic processing used in typical TE systems. This
is required to retrieve, with high recall, semantically similar content that may not be lexically





Input: Text set D
Output: Indices {I} over D
for all texts d ∈ D
Annotate d with local semantic content
Build Search Indices {I} over D
Application:
Input: Information need S
Expanded Lexical Retrieval (ELR)(s):
R← ∅
Expand s with semantically similar words
Build search query qs from s
R← k top-ranked texts for qs using indexes {I}
return R
SERR:
Answer set A← ∅
for all queries s ∈ S
R← ELR(s)
Answer set As ← ∅
for all results r ∈ R
Annotate s, r with NLP resources
if r entails s
As ← As ∪ r
A← A ∪ {As}
return A
Figure 3.1. SERR algorithm
The second step applies a textual entailment system to this text set and the query in order
to label the texts as ‘relevant’ or ‘irrelevant’, and requires deeper semantic resources in order to
discern texts containing the concept of interest from those that do not. This step emphasizes higher
precision, as it filters irrelevant texts.
3.2.2 Implementation of SERR
In the expanded lexical retrieval (ELR) stage, we use a structured query that allows more precise
search and differential query expansion for each query element. Semantic units in the texts (e.g.
Named Entities, phrasal verbs) are indexed separately from words; each index is a hierarchical
similarity structure based on a type-specific metric (e.g. WordNet-based for phrasal verbs). Query
structure is also used to selectively expand query terms using similarity measures related to types
of semantic units, including distributional similarity [Lin and Pantel, 2001], and measures based
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on WordNet [Fellbaum, 1998].
In the Textual Entailment Recognition stage, we extract features based on the predicate-
argument component matches, their connecting structure, and the rank assigned by the ELR
component. These features are used by a classifier that labels each result as ‘relevant’ or ‘irrele-
vant’.
3.2.3 Evaluation and analysis
In [Roth et al., 2009], we show that Semantically Enhanced Relation Retrieval approach improves
over both purely Lexical baselines for textual entailment, and purely retrieval approaches to finding
entailed text snippets. The results are comparable to the best performing systems in recognizing
textual entailment.
Another important result is the reduction in number of textual entailment comparisons and
decisions required to find all entailed sentence pairs from the text corpus. Since SERR uses a
semantically rich retrieval component, the overall entailment decisions needed are only a small
fraction of the approaches needed by a brute force all pairs comparison – about 0.36% for the test
set created to evaluate SERR in a textual entailment setting.
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4.1 Introduction and motivation
The relative ease of publishing online has led to a significant impact on the overall quality of
information accessible to the consumers. A user searching online for news would not be able to
easily distinguish a trustworthy news article from another that is biased or nonfactual. In such
a scenario, users would like to know whether a claim or an article they find online is indeed
trustworthy and which sources are more trustworthy than others.
To address this problem, in this chapter, we study how to predict trustworthiness of textual
claims. We propose a novel, content-driven, trust propagation framework that helps ascertain the
veracity of free-text claims and compute trustworthiness of their sources based on the quality of
evidence. As a specific instance of such a framework, we measure the trustworthiness of news
sources and stories. Given a collection of news text articles from multiple sources, we would like to
ascertain relevant, trustworthy news articles and sources to help users gauge the veracity of given
claims.
Although trustworthiness frameworks have been studied earlier, they were mainly focused on
structured “facts” (claims) and the underlying information network. There are two major lines
of previous work: the first is TruthFinder [Yin et al., 2008] that aims at computing the veracity
of “facts” and trustworthiness of sources, utilizing the relationship between source and claims
and the interaction between claims. The second relevant framework is proposed by Pasternack
and Roth [Pasternack and Roth, 2010], who extend the fact-finding models by incorporating prior
knowledge about claims into an existing fact-finding algorithm and formulate it as a linear program.
Both have assumed structured data, i.e., they assume that there exists explicit correspondence
between sources and claims.
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The problem setup addressed in this thesis, however, is significantly different. We postulate that
sources do not necessarily state the claims they make explicitly, making it difficult for information
extraction algorithms to extract them accurately. Instead, sources give certain evidence in favor of
or against claims, which are in free-text form. Existing trust models do not handle such scenarios.
We propose that trust computation frameworks should assimilate the relevance of evidence content
found for a claim, uncertainty in quality of these evidence artifacts, and the information network
structure to compute trustworthiness. In this chapter, I present such a “content-driven” framework
for computing trust, which is an enhancement to previous fact-finding models.
The key contributions in this chapter are as follows: (i) we propose a novel, content-driven, trust
computation framework (Sec. 4.3) and describe factors that affect computation of trustworthiness;
(ii) we present approaches to address uncertainty of evidence and similarity between evidence
documents (Sec. 4.4); and (iii) we instantiate a model to compute trustworthiness of news sources
(Sec. 4.5.1), utilizing trust scores assigned to news stories by humans. Our experiments show
that the instantiated model helps assess trustworthiness of news sources better and that ranking
news articles based on our trust model is significantly better than baselines that ignore either the
evidence quality or the trust framework.
4.2 Problem definition
The overall goal is to estimate the veracity of textual claims. A claim is a statement, topic, or a
document whose veracity is unknown. It can be a “fact” (alternatively, “true claim”) or a “hoax”
(alternatively, “false claim”). Previous literature have sometimes called these “facts”, but we prefer
a more unbiased nomenclature.
In a typical instantiation of the problem, the claim is input to the system and the framework
would estimate the veracity of the claim. One of the key factors in determining the veracity is the
characteristics of the sources that support the claim. A source gives evidence for (or “expresses”)
a claim. Trustworthy sources support true claims or contradict false claims, while untrustworthy
sources support false claims or contradict true claims. In addition, a piece of evidence is a passage,
document, or artifact that supports or contradicts a claim. “Good” (trusted) evidence boosts the
source’s trustworthiness and the claim’s veracity.
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An overall judgment on the veracity of the claim is made based on the trustworthiness of the
sources giving evidence for the claim and the relevance and nature of evidence found. Instead of
classifying claims as true or false, the proposed framework assigns confidence scores to claims and
ranks evidence and sources based on trustworthiness, to help users decide the claims’ veracity for
themselves. The typical questions that the framework helps answer are:
• Veracity of claims: How truthful is this claim?
• Source trustworthiness: What are the trusted sources for this claim?
• Evidence trustworthiness: Which pieces of evidence are more trustworthy than others for
this claim?
4.2.1 Sample instantiation of the problem
As a specific instance of the problem, consider the need to judge the trustworthiness of news
available online. We can find many news articles on a topic from various sources, but they are
not equally trustworthy. The news articles may be written by biased media sources or may be
opinion articles that are more biased than, say, news reports. Our overall goal is to assign veracity
of reporting on a given topic, in addition to inferring which sources and news articles are more
trustworthy than others.
4.3 Content-driven trust framework
4.3.1 Modeling trustworthiness
As mentioned in Sec. 4.1, the trust frameworks proposed so far work on structured data and assume
accurate information extraction. Previous work on computing trustworthiness [Yin et al., 2008,
Pasternack and Roth, 2010] are based on a bi-partite graph structure, consisting of the source
layer and the claim layer (Fig. 4.1(a)). The nodes in the claim layer are linked to all the source
nodes that express the claim. Typically, the claim score depends solely on the score of the sources
linked to the claim, and conversely, the source score depends only on the score of the claims the
source is linked to. A source is assumed to contribute uniformly to all the claims it expresses.
The two-layer architecture ignores the content and the context in which the source expresses
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Figure 4.1. Two-layer trust framework and its corresponding three-layer representation
the claim. To overcome this limitation, we propose a framework that includes content nodes as
an intermediate layer. The framework, hence, is a three-tier graph consisting of source, evidence
(content), and claim layers (see Fig. 4.1(b)). Each content node represents the evidence given by
a source for a claim, and links to one source node and one claim node. This allows the trust
framework to explicitly capture the textual context in which a source provides evidence to a claim.
Formally, letW = {w1, w2, . . . , wM} be the set ofM source websites. Each website w is assigned
a trustworthiness score τ(w) ∈ [0, 1]. If a source is completely trusted, its trustworthiness score
τ(w) = 1. Let C = {c1, c2, . . . , cN} be the N claims in the dataset. Each claim c has an overall
veracity score, σ(c) ∈ [0, 1]. σ(c) = 1 for facts and 0 for hoaxes. The veracity score may also be
interpreted as the confidence of classifying a claim as true.
A claim ci is associated with p pieces of evidence, E(ci) = {ei1, ei2, . . . , eip}. A piece of evidence,
e, links one source website, w(e) ∈ W, to one claim, c(e) ∈ C, and has a confidence score, ψ(e) ∈
[0, 1]. ψ(e) represents the confidence in the evidence’s trustworthiness. Finally, let C(wi) = {c ∈
C| ∃e ∈ E : (c(e) = c)∧ (w(e) = wi)} denote the claims for which the source wi gives some evidence.




w a web source, such as a web site or an entity
e a piece of evidence given by a source about a claim
c(e) the claim that the piece of evidence e gives evidence for; c(e) ∈ C
w(e) the web source that provides the piece of evidence e; w(e) ∈ W
C set of claims (the claim set); C = {c1, c2, . . . , cN}
W set of web sources (the source set); W = {w1, w2, . . . , wM}
E set of pieces of evidence
E(c) set of pieces of evidence relevant for a claim c
C(w) set of all claims for which the web source w provides some evidence;
C(w) = {c ∈ C| ∃e ∈ E : (c(e) = c) ∧ (w(e) = w)}
σ(c) veracity score for a claim c; σ(c) ∈ [0, 1]
τ(w) trustworthiness score for a web source w; τ(w) ∈ [0, 1]
ψ(e) “goodness” confidence score for a piece of evidence e; ψ(e) ∈ [0, 1]
ρ(e, c) relevance of a piece of evidence e to claim c
γ(e1, e2) similarity between two pieces of evidence, e1 and e2
ξ(w, e) extraction accuracy of a piece of evidence e from web source w
Table 4.1. Notation used to describe the framework
nodes. There are three main types of interactions in the proposed framework:
1. Evidence - Claim interaction (or Content Relevance): The evidence - claim edges
represent the relevance of evidence for a claim. Let ρ(e, c) measure the extent of relevance of
a piece of evidence e to claim c. The measure allows for highly relevant pieces of evidence to
be weighted more than other evidence artifacts.
2. Evidence - Evidence interaction (or Content Equivalence): Evidence artifacts are not
independent of each other. In fact, multiple sources may give very similar evidence for a
claim. We define γ(e1, e2) to be a measure of influence on evidence ei due to evidence ej .
This may be either symmetric or asymmetric. Adding this measure of influence constrains the
framework to make similar evidence artifacts get similar trustworthiness score, even though
they may come from different sources that are not equally trustable.
3. Source - Evidence interaction: Another measure that affects the trustworthiness of claims
is the confidence of the source w on a piece of evidence e, and by extension on the claim. Let
ξ(w, e) denote this measure. This is especially useful to model the confidence of extraction
module (in the structured setup). Note that this has a different interpretation than τ(w),
the trustworthiness of the source. τ(w) denotes how trustworthy are the claims made by the
source: “is w a reliable source?” On the other hand, ξ(w, e) denotes how confident is the fact
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Figure 4.2. Factors influencing trustworthiness of claims and sources. Inter-evidence interactions are shown only with
respect to evidence e1 for clarity.
that source w gave evidence e for the claim, and hence it can be different for different pieces
of evidence given by the same source w.
Table 4.1 summarizes the above notation and Fig. 4.2 shows the factors influencing trustwor-
thiness of a claim σ(c1) and the inter-evidence influence with respect to evidence e1.
4.3.2 Computing trust scores over framework
Next, we present techniques to compute the trustworthiness scores over the trust framework. We
start with the evidence confidence scores, ψ(e), which are initialized solely based on features from
the evidence artifacts. Let ψ(0)(e) denote this initial estimate of the quality of evidence. Next, we
assume uniform initial trustworthiness, τ (0)(w), for all sources. If there is some prior knowledge on
source trustworthiness, i.e. if some sources are “preferred” over others, then this information can
be used to estimate τ (0)(w). Once these nodes are initialized, the scores for nodes in other layers
are computed iteratively as follows, until convergence.
Eq. 4.1 computes the average estimate of the claim veracity score based on the pieces of evidence
relevant to the claim and the current estimate of the trustworthiness of their sources. Then, Eq. 4.2
re-estimates the source trustworthiness, based on new claim veracity scores. Finally, the evidence


















ψ(n+1)(ei) = µ ψ
(n)(ei) + (1− µ) τ
(n+1)(w(ei)) (4.3)
where µ denotes the interpolation parameter to control the bias of prior knowledge of ψ(e) on future
estimates. Once the algorithm converges, σ(c) gives an estimate of the veracity of claim c, τ(w)
shows the trustworthiness of source w, and ψ(e) gives a goodness score for the piece of evidence e.
4.3.3 Modeling inter-evidence influence on trust scores
In addition to the source and other intrinsic properties of the evidence artifact, other pieces of
evidence similar to an evidence artifact also influence its trustworthiness. To capture this effect, we
introduce a similarity metric, γ(ei, ej) as a measure of influence on ei due to ej . It may be either
symmetric or asymmetric. Typical examples of γ(ei, ej) between textual pieces of evidence include
cosine and TF-IDF similarity, and advanced similarity metrics such as topic-sensitive similarity
based on LDA [Blei et al., 2003]. Specific domain-level knowledge can also be incorporated into
this function, such as rule-based named entity similarity or using thesauri for finding similarity
between medical treatments.
The inter-evidence similarity γ(ei, ej) can be incorporated to improve the estimate of ψ(ei)












+ (1− λ) ψ(n+1)(ei) (4.4)
where ej spans over all pieces of evidence except ei, that give evidence for claim c(ei). λ denotes
the interpolation parameter that controls the effect of inter-evidence similarity in estimating ψ(e).
Such a formulation allows us to vary λ to model existing trust formulations. For example, setting
λ = 0 effectively ignores the effect of evidence on each other, mirroring fact-finding algorithms such
as Sums [Pasternack and Roth, 2010].
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4.3.4 Modeling relevance of evidence
The formulation explained so far simplistically assumes all evidence artifacts are uniformly rele-
vant to the given claim. However, an evidence may either strongly assert a claim or refer to it
only in passing. In such scenarios, it may be prudent to weight the claim veracity score towards
more relevant pieces of evidence. This factor is incorporated in the computation of claim veracity
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4.3.5 Modeling source-evidence interaction
As described in Sec. 4.3.1, the source-evidence interaction parameters, ξ(w, e), are useful to model
extraction accuracy in a structured domain instantiation. In trust propagation computation, the
contribution of the trust score for a piece of evidence e from its source w is given by τ(w)× ξ(w, e).
4.4 Instantiating trust framework
Now that the details of the framework have been described, we can instantiate the framework for
computing trustworthiness of claims. This requires the following steps:
1. Collecting relevant evidence for claims, and defining ρ(e, c) and ξ(w, e).
2. Assigning evidence scores, ψ(e).
3. Defining similarity between evidence documents, γ(ei, ej).
4.4.1 Collecting evidence for claims
When a claim is input to the system, relevant pieces of evidence are identified from a collection
of documents. First, a text corpus of documents is collected and a retrieval index is built over
these potential evidence artifacts. Then, for every claim c, the index is used to retrieve relevant
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pieces of evidence, which are then used to instantiate the evidence layer of the framework. For
each retrieved document e, the retrieval score is normalized to [0, 1] scale and used as ρ(e, c).
For the sample instantiation to compute news trustworthiness (described in Sec. 4.2.1), the
index is built over a collection of news stories. In this domain, since we do not have any extraction
module, we uniformly set ξ(w, e) to 1.
4.4.2 Assigning evidence scores
The initial evidence scores can be assigned in multiple ways, as follows:
1. Uniform weight: All pieces of evidence are set to a uniform weight, ψ(0)(e). If ψ(0)(e) = 1,
the framework reduces to the two-layer trust framework. ψ(0)(e) < 1 denotes all evidence
artifacts are uniformly, but not fully trusted.
2. Assign weights based on retrieval score: When the pieces of evidence are retrieved
for a claim, they can be scored based on the rank and retrieval score given by the retrieval
system such that top ranked artifacts get higher weight. In the experiments presented in this
chapter (Sec. 4.6), this represents the ranking baseline where sources and pieces of evidence
are ranked based on a retrieval system, rather than the trust framework.
3. Assign weights based on weak supervision: It may be possible to assign non-uniform
weights to the pieces of evidence based on human judgments, as humans may be able to
review the artifacts to decide if they are trustworthy.
4. Learn weights: The evidence scores can be learned based on features from the evidence
artifact, such as attribution of claims, style of writing, and reference to other articles that
are trusted.
In this work, we will use the first three variants of assigning evidence scores. Our dataset
consists of human-rated articles, where annotators judged stories in a stand-alone mode without
looking at the source features. Hence, instead of learning the weights, we use these judgments
as good signals for the score we want to learn. Learning scores using features from the evidence
artifact is not considered in this work, and is an interesting future direction to explore, especially
for corpora where supervision is not available.
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4.4.3 Defining similarity between evidence documents
The influence of pieces of evidence on each other is captured by an evidence-based similarity metric
γ(ei, ej). There are multiple ways in which evidence similarity may be computed, as follows:
1. Strict similarity: The strictest form of similarity between pieces of evidence is duplicate
matching, where γ(ei, ej) = 1 only if ei = ej and 0 otherwise. This may be required, for
instance, to link up duplicate nodes if an evidence document is repeated as multiple nodes in
the framework.
2. Vector similarity: The baseline similarity measure for text documents is the cosine simi-
larity between documents, where the documents are represented as a binary vector of words
and cosine similarity is given by the dot product of the two vectors. Another option is to use
TF-IDF similarity, where a word’s frequency is weighted by the word’s IDF. If vi and vj are
vector representations of the two documents, such that vi[w] is the product of frequency of
word w in ei and the IDF of w, then TF-IDF similarity is given by:
TF-IDFsim(vi, vj) =
∑






3. Topic-based similarity: The similarity of documents can also be measured based on the
topical similarity between them. A probabilistic mixture model is learned on the evidence
documents for a claim, and documents are assigned to clusters based on the learned model.
The details of the model are given in Sec. 4.4.3. Two documents that are clustered together
have higher similarity than those from different clusters.





TF-IDFsim(vi, vj) if ei 6=ej ∧ ej∈g(ei)
α×TF-IDFsim(vi, vj) otherwise
(4.6)
where vi, vj are TF-IDF vector representations of ei, ej , respectively, g(e) is the cluster to which e
belongs, and α is the average-length cluster similarity between g(ei) and g(ej).
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Clustering evidence documents
Once the evidence documents are retrieved for a claim, we cluster them based on common as-
pects in the evidence text after learning a probabilistic mixture model. We used the PLSA
model [Hofmann, 1999] with a background component [Zhai et al., 2004]. Formally, let θ1, θ2, . . . , θk
be k aspect-based unigram language models and θB be the background language model. A docu-
ment d is generated word-by-word from the following mixture model:




where w is a word, pid,j is document-specific weight for the j
th aspect and
∑k
j=1 pid,j = 1. λB
is the mixture weight for the background model θB, and is set to a large value (typically, 0.95).
The model parameters, Θ = (θj , pid,j)
k
j=1, can be estimated using the Expectation Maximization
technique [Dempster et al., 1977].
Once the model parameters are learned, the documents are clustered in one of k clusters based
on which topic model best explains the document. A document d is assigned to cluster j′ =
argmaxj∈[1,n] pid,j . As explained above, documents belonging to one cluster are considered more
similar to each other than to documents from different clusters.
4.5 Example instantiations
We outline how the proposed trust framework can be instantiated in different scenarios to demon-
strate applicability of the framework across both structured and unstructured domains. We present
sample instantiations in three domains, viz., news, books, and health forums. However, we will
evaluate the framework only in the news domain.
4.5.1 Trusting online news in presence of reporting bias
As one of the application scenario of the proposed framework, we propose to measure trustworthi-
ness of news reported about certain political topics. Consider the need to judge the trustworthiness
of news available online. The ease of publishing news online and decline of traditional print media
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in the past decade has led to an abundance of freelance reporters and opinionated journalism. News
media are often controlled and run by industrial conglomerates that may bias the reporting. We
can find many news articles on a topic from various sources, but they are not equally trustworthy.
The news articles may be written by biased media sources or may be opinion articles that are more
biased than, say, news reports. Our overall goal is to assign veracity of reporting on a given topic,
in addition to inferring which sources and news articles are more trustworthy than others. It is
also informative to study how trustworthiness of sources and reporters vary with topics and news
genres, and rank news documents based on factuality and credibility of sources.
Our first instantiation, hence, uses the proposed trust framework to capture the trustworthiness
of news online (see Sec. 4.2.1). The objective is to check veracity of claims of the form: “News
coverage on 〈a given topic〉 is fair and unbiased.” The input is, hence, in the form of topics (keyword
queries). The framework outputs the veracity scores for claims and identifies most trusted news
sources and stories. Here, the claim layer consists of topics of interest or genres of news that are
given as input. For each topic/genre of interest, the evidence layer consists of news stories for the
given topic. We define two models depending on the type of sources, such that the source layer
consists of either the websites where the news was published (“Source model”), or the reporters
writing the news story (“Author model”). To clarify, the Source model is modeled with 〈source,
evidence, claim〉 layers, while the Author model is modeled with 〈author, evidence, claim〉 layers.
As described in Sec. 4.4, the other parameters are set as follows: the evidence-claim interaction
parameter, ρ(e, c) is set based on the retrieval score, normalized to [0, 1]; the source-evidence
parameters, ξ(w, e) are set uniformly to 1; the initial estimate of the confidence on a piece of
evidence, ψ(0)(e) is computed based on user ratings; and the inter-evidence similarity, γ(ei, ej)
is set according to Eq. 4.6. Clustering of news articles is done using a simple mixture model as
described in Sec. 4.4.3, with k = 4.
The two models compute the veracity of news: how trustworthy is the news covering a particular
topic of interest, or how trustworthy a news genre is, when compared to other news genres. It must
be noted that trustworthiness in this domain signifies if the reporting of news is unbiased and fair,
and if facts expressed in news stories are accurate with good coverage. This notably differs from
finding trustworthiness of extracted numeric facts such as “Shakespeare was born in 1564.” or “The
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height of Mt. Everest is 8848 meters.”
4.5.2 Trusting author lists on online bookstores
To show how the framework can be used to model trustworthiness in structured data, we present
the framework with respect to the Books dataset used by Yin et al. [Yin et al., 2008]. The dataset
consists of books with four extracted fields, viz., the source, the book title, ISBN, and the author
list as given by the source.
To instantiate a model based on this dataset, the bookstores are the sources, and the claims
are candidate lists of authors for a particular book. The evidence layer consists of the author
lists given by a source for a particular book. The aim is to identify the most “trusted” candidate
author list. To achieve this, the model loads the data for all books and builds the trust network.
ψ(0)(e), τ (0)(w), and ξ(w, e) are set to 1. Content relevance and equivalence functions, ρ(e, c) and
γ(ei, ej), show similarity of lists of author names, and can be built using person name similarity
metrics [Cohen et al., 2003]. In fact, by allowing the original text to appear in the model, our
framework allows a source to support multiple claims to varying degrees, not committing to one
(possibly faulty) person name normalization. This leads to a voting strategy that is more robust
to data cleaning or extraction errors.
4.5.3 Trusting treatments from health forums
The framework can be also used in domains where relation extraction is needed, such as in question
answering over the Web. We cast the problem of finding trustworthy medical treatment claims as
a relation retrieval and ranking problem. If a known disease-treatment pair is given as a relation
query (the claim), the structured query is used to find relevant posts (the evidence) from medical
forums and message boards (the source). The aim is to verify if the claims expressed in health
forums are trustable, and if certain health forums are more trustable than others.
To achieve this, we set up an instance of the framework proposed in Sec. 4.3 in which the claims
are structured relation queries [Roth et al., 2009] of the form “〈treatment〉 is an effective treatment
for 〈disease〉”. A retrieval index is built over forum posts, and the structured relation query is
used to find relevant posts (the evidence) from medical forums and message boards (the source).
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The posts are rated on the sentiment expressed about the effectiveness of the query treatment (the
confidence in evidence, ψ(e)). ρ(e, c) is set depending on how strongly the treatment relation is
expressed in the post, that is if the post is specifically about the treatment claim or talks about
the treatment in passing. γ(ei, ej) is set based on similarity of content between posts or grouping
based on post authors.
The claims are scored based on the type of evidence we find from the corpus. Each retrieved
post on evidence of effectiveness for the treatment it “expresses”, and then aggregate them into
a normalized claim score. It is important to capture the relative strength of opinion rather than
popularity as the score is used to rank treatments on effectiveness. Finally, the normalized scores
of claims in a database are combined to score the database itself, allowing us to compare two
databases of claims. Normalization is done to overcome the concern of non-uniform coverage of
different treatments, thereby avoiding bias against new or relatively unknown treatments. We
would revisit this scenario and report our findings on aggregate weak evidence from health forums
in Chapter 5.
4.6 Experiments
The key research questions we want to evaluate are:
1. Does the trust framework help in identifying trustworthiness of claims and the most trusted
sources for a claim?
2. Does the addition of content nodes in the proposed trust framework help users rank highly
trusted evidence documents before other relevant, but not-as-trusted documents?
3. What is the effect of the evidence scoring strategy used? Specifically, how does the evidence
scoring strategy affect the overall trustworthiness of sources?
4. What is the effect of clustering articles? Specifically, does the source trustworthiness change
with news genres?
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S.No. News Genre No. of Stories Avg. Rating
1 World News Report 7, 881 3.65
2 Opinion 6, 611 3.69
3 News Analysis 2, 634 3.73
4 Special Report 2, 177 3.83
5 U.S. News 816 3.54
6 Editorial 634 3.73
7 Interview 583 3.87
8 Poll 301 3.73
9 Investigative Report 276 4.10
10 Review 169 3.71
11 Comment 141 3.67
12 Breaking News 124 3.66
13 Comedy News 114 3.75
14 Press Release 92 3.83
15 Advocacy 76 3.91
16 Speech 55 3.90
17 Statement 43 3.82
18 Research 34 3.96
19 Entertainment 17 3.39
20 Cartoon 12 3.74
21 Advertisement 3 2.43
22 Dramatization 2 3.48
23 Miscellaneous 369 3.52
Total 23, 164 3.70
Table 4.2. News genres in the dataset, sorted by number of stories in each genre. The average rating for each genre is
also shown. Two genre names were changed to better reflect the genres.
4.6.1 Dataset characteristics
We instantiate and evaluate the framework in the news domain, as described in Sec. 4.5.1. News
data was collected from a community-driven news review website, NewsTrust1. NewsTrust allows
members to analyze news articles on various tenets of good journalism. Members can rate stories
on accuracy of facts, fairness and bias in reporting, style, depth of coverage, attribution of quotes to
sources, and other qualitative aspects of news. In addition, other popularity-based factors such as
viewing, sharing, “liking”, and discussing a story are recorded. NewsTrust combines these ratings
from multiple reviewers and assigns an overall score to each story. The scores are in the range of
[1, 5] and are considered as “gold-standard” during evaluation. Further analysis showed that the
scores were biased towards higher values (i.e., news stories were generally rated as trustworthy)
and they followed a Gaussian distribution with mean 3.7 and standard deviation 0.59.
We crawled all the stories under “Politics” section from the NewsTrust website in October 2010,
1http://www.newstrust.net/
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and identified the source (website), author, and genre for each news story. In total, we collected
24, 388 stories from 23 news genres. After removing stories for which no reviews were posted, we
had a set of 23, 164 stories. Table 4.2 gives the distribution of number of stories and average rating
per genre. Each story belongs to one genre, and is written by one or more authors and is posted
on one or more websites, based on the authors’ affiliations. In all, we had 8, 603 unique authors
and 1, 960 unique sources in the dataset. We built a search index over the news stories using the
Lemur toolkit2.
In the collected dataset, since a news story might link to multiple sources (multiple reporters
working on a story, say), we could not directly treat each story as evidence when instantiating our
trust framework. Instead, we duplicated the news stories such that each story links to exactly one
source. Further, these duplicates were tied together with inter-evidence similarity, γ(ei, ej) = 1.
As we observed that the scores followed a Gaussian distribution, with µ = 3.7 and σ = 0.59, we
normalized the scores to the range [0, 1] using a probabilistic interpretation of cumulative distribu-
tion function of the Gaussian distribution. Stating mathematically, if D is a data corpus and x is
the original score, the new score x˜ is given by x˜ = Pr(score(d) < x | d ∈ D).
4.6.2 Evaluating veracity of claims
We first verify if the framework can be used to judge if the claim is trustworthy or not. To evaluate
this, we collected a set of ten political news topics and retrieved evidence documents for these
topics from the dataset. Then, we initialized the Source model with these pieces of evidence, and
ran the model to rate the trustworthiness of the claim topics.
Table 4.3 shows the overall trust score and top trusted sources for each political topic. We
see that, according to the model, the news coverage of topics such as “Bush administration” and
“WikiLeaks” are fairly trustworthy. In contrast, coverage on “Republican policy” and “Demo-
cratic policy” is not as trustworthy. It is also interesting to see that although the coverage of
current and past presidential administration is fairly trustworthy overall, the articles on “Obama
administration” are significantly less trustworthy than the coverage of “Bush administration”.
2The Lemur toolkit. http://www.lemurproject.org/
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Topic (1) Health care (2) Obama administration (3) Bush administration
















































Topic (4) Democratic policy (5) Republican policy (6) Immigration (7) Gay rights




























































Topic (8) Corruption (9) Election reform (10) WikiLeaks












































Table 4.3. Variation of most trusted sources and overall trust score for various politics news topics. For each topic, only
sources that contribute at least 10 articles for that topic are shown.
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# Topic Retrieval Two-stage model Our Trust model
1 Health care 0.886 0.895 0.932
2 Obama administration 0.852 0.876 0.927
3 Bush administration 0.931 0.921 0.971
4 Democratic policy 0.894 0.769 0.922
5 Republican policy 0.774 0.848 0.936
6 Immigration 0.820 0.952 0.983
7 Gay rights 0.832 0.864 0.807
8 Corruption 0.874 0.841 0.941
9 Election reform 0.864 0.889 0.908
10 WikiLeaks 0.886 0.860 0.825
Average 0.861 0.869 0.915
Table 4.4. NDCG values for ten news topics in politics. The improvement of the ranking using our Trust model is
significant at p = 0.05 level using Wilcoxon’s signed rank test, over both the Retrieval and Two-stage model runs.
4.6.3 Evaluating ranking of evidence documents
To quantitatively evaluate the performance, we measure how well the proposed news trust model
ranks documents on trustworthiness. Consider a use-case scenario where a user searches for a topic.
Ideally, we would want to show more trusted documents higher in the ranked list. Traditional search
algorithms rank documents on relevance rather than trustworthiness. When the user searches for
news on a particular topic, a ranked list of relevant news stories is retrieved. Let us call this the
Retrieval run. Using the trust model we learned, we can rerank these documents based on the
trustworthiness of the source, to obtain a new document ranking (the Trust model run). We also
rerank these document using an instantiation that mimics existing two-layer trust models (the
Two-stage model run). Note that in the Two-stage model run, the graph structure is similar to
that of the Trust model, except that all pieces of evidence get uniform weight and are not allowed
to change across iterations.
Using the ratings given to news articles by NewsTrust users as gold-standard weights, we
compute the normalized discounted cumulative gain (NDCG) measure for all three runs. NDCG
[Ja¨rvelin and Keka¨la¨inen, 2002], a ranking performance measure, computes the ratio of discounted
cumulative gain of a run (where the weight of a relevant document is discounted by its rank) to
the ideal discounted cumulative gain (assuming documents are ranked in decreasing order of their
weights). NDCG values are in [0, 1] and higher numbers are preferred.
Table 4.4 shows the NDCG values for ten news topics in politics. We see that the Trust model
run has the highest NDCG value for eight of the ten topics. The improvement is statistically sig-
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New York Times 3.97
AlterNet 3.95
New York Times 3.97
Washington Post 3.38





New York Times 3.97
San Francisco Chronicle 3.73
NPR 4.14
Democracy Now 3.97
New York Times 3.97
Associated Press 3.97
AlterNet 3.95
Table 4.5. Top five results for a sample topic, “Immigration”, for Retrieval, Two-stage model, our proposed Trust model,
and Ideal runs. Instead of docID, the document source is shown, along with the trust score. The name “Washington
Independent” is abbreviated.
nificant at p = 0.05 level using Wilcoxon’s signed rank test, compared to both the Retrieval run
and the Two-stage model run. Table 4.5 shows a sample comparison of ranking in the Retrieval,
Two-stage model, Trust model, and ideal runs for the topic “Immigration”. For each run, the source
name of the document and the document’s gold-standard trust rating is shown. We see that the
Trust model based ranking is significantly better than ranking based on either the Retrieval run or
the Two-stage model, and has ranked documents from more trusted sources higher. It is not sur-
prising that our method outperforms the Retrieval run as the latter doesn’t model trustworthiness.
However, the fact that our method also outperforms the Two-stage model significantly shows that
incorporating content information into the trust framework is beneficial.
4.6.4 Effect of varying evidence scoring scheme
In prior research on trust models, the trustworthiness of claims is based on trustworthiness of
sources, and the links between sources and claims are assumed to be ideal (completely trustworthy).
In contrast, we propose a framework where the links (representing evidence for a claim from a
source) are assumed to have a non-uniform trust rating.
To evaluate the effect of using evidence-based scoring, we set up two model variants – one in
which all pieces of evidence have a uniform score (of 1.0), while in the other, the scores are based on
the trust scores based on reviews given by users of NewsTrust. The former corresponds to previous
fact-finding models, such as TruthFinder [Yin et al., 2008] and Sums [Pasternack and Roth, 2010],
where the evidence layer is essentially ignored.
Table 4.6 shows the effect of variation of evidence scoring scheme for the Source model. The
first column shows the results when all pieces of evidence get the same weight and the sources are
ranked by popularity. The second column shows results when pieces of evidence get non-uniform
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Table 4.6. Top news sources as computed by three scoring schemes, viz., (a) voting (popularity), (b) average rating, and
(c) our Trust model (Source model) with evidence influence; after filtering out sources with less than 100 stories each in
the dataset.
scores, but the sources are ranked on the average of trust-rating score of pieces of evidence from
the source (without using the trust framework). The third column shows how the ranking varies
when the trust rating is used to score evidence artifacts in the Source model and the model is let
to iterate. We observe that when the model is allowed to converge3, more well-known sources tend
to come up higher in the ranked list and relatively unknown sources that have few, but trusted,
stories are pushed further down the list.
Unfortunately, we do not have gold labeling of true trustworthiness of sources to give a complete
quantitative evaluation. Instead, we found the results of a 2010 poll [TVNewsCheck, 2010] that
asked participants which TV news sources are “mostly fair” (as compared to “liberal” or “conser-
vative”). We compare our results to the results reported by the poll, based on the Kendall’s rank
correlation measure. Kendall’s rank correlation measure [Kendall, 1938] compares two ranked lists,
L1 and L2, by computing the following:
Kendall’s τ =






3Empirically, the model converges in 3–5 iterations.
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Table 4.7. Top news reporters as computed by three scoring schemes, viz., (a) voting (popularity), (b) average rating,
and (c) our Trust model (Author model) with evidence influence; after filtering out reporters with less than 30 stories each
in the dataset.
where a pair of entries (o1, o2) are said to be concordant if o1 appears either before or after o2 in
both lists L1 and L2, and is called a discordant pair if the order of the pair (o1, o2) is reversed from
L1 to L2. The value of τ ranges from −1 for reversed lists (fully discordant) to +1 for concordant
lists.
Based on the partial ranking provided by [TVNewsCheck, 2010], we find that our trust frame-
work gives a Kendall’s rank correlation measure, τ = 0.714 when compared to the “ideal” ranking
given by user polls, better than using voting or average rating (τ = 0.143 for both).
Table 4.7 shows the results for a similar setup for the Author model and we see that the top
results from the Author model (column 3) are all award-winning investigative reporters, unlike in
the other two variants.
4.6.5 Effect of trust scores on news genres
We now try to understand how the proposed framework using trust-based evidence scores affects
the rating of news genres in general. We use the Source model to rate news genres based on
trustworthiness of news articles in that genre. We varied the scoring scheme, similar to those
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Table 4.8. Top ten news genres based on different scoring schemes, viz. (i) voting (popularity), (ii) average rating, and
(iii) our trust model.
explained in Sec. 4.6.4, and Table 4.8 summarizes the findings.
We see that although “News Report” and “Opinion” are the most popular news genres, the
stories in those genres do not tend to be highly trustworthy, and are not in top ten news genres
based on average rating of news stories. In contrast, “Investigative Reports” and “Press Releases”
are more trustworthy genres. It was interesting to observe that “News Analysis” rates quite poorly,
even lower than “Comedy News” in the ratings given by NewsTrust members and in our trust model
results.
4.6.6 Effect of genre on source trustworthiness
Next, we wanted to analyze if the trusted sources tend to remain the same or vary across genres. Do
some news sources specialize in specific genres and are more trusted than others for these specific
genres? We compared the top news sources for different genres of news to study the pattern and
Table 4.9 summarizes the results for six genres.
We find that the top-ranked sources per genre vary significantly across genres. For example, in
the “Interview” genre, PBS and Bill Moyers Journal that specialize in this genre are rated high
on trust scores. Similarly, Wall Street Journal and Economist are most trusted in the “Editorial”
genre, while they do not occur in top trusted sources for “News Report” and “Special Report”
genres. Interestingly, for the “Opinion” genre, the most trusted sources are primarily online news
magazines and blogs.
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Table 4.9. Variation of most trusted sources overall and for the seven most frequent news genres (cf. Table 4.2). For
each genre, only sources that contribute at least 30 articles for that genre are included in the analysis.
4.7 Conclusion and future work
In this chapter, we proposed a content-driven trust computation framework that incorporates the
quality of evidence content to compute the trustworthiness of sources and determine the veracity of
free-text claims. We instantiated the framework in the news domain using human ratings as super-
vision for determining quality of evidence. We showed that incorporating evidence into the trust
computation not only allows modeling trustworthiness in unstructured domain, but also improves
the performance of the framework to find trustworthy sources. Reranking news articles based on
trustworthiness computed by the proposed framework shows statistically significant improvement
over retrieval-based ranking that ignores trustworthiness of sources and over trust models that
ignore variation in evidence quality.
The current instantiation of the framework utilizes weak supervision at the evidence level in the
form of human judgment on the trustworthiness of news articles. However, such supervision may
not be available in other domains or for all news articles. In future, we plan to learn the weights
in a supervised setting. We also plan to apply the trust framework on other domains with claims
in any free-text sentence form, and use linguistic resources to compute content similarity.
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4.8 Relevant publication(s)
The information contained in this chapter also appears partially in the following publication(s):
• V.G.Vinod Vydiswaran, ChengXiang Zhai, and Dan Roth. Content-driven trust propagation
framework. In Proceedings of the 17th SIGKDD Conference on Knowledge Discovery and
Data Mining (KDD), pages 974–982, 2011.
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Chapter 5
Utilizing the wisdom of the crowd
In this chapter, we will consider how we can model trustworthiness of claims in the medical domain.
In addition to instantiating the proposed framework (as presented in Sec. 4.3) in a new domain,
we also want to study how trust models can be instantiated when the quality of textual evidence
is questionable when considered individually. We will show that it can still be useful and yield
significant signals if large quantities of text are considered.
Commercial interests have driven the abundance of infomercial pages in medicine and healthcare
domain. A simple web search could return numerous sites touting treatment options for chronic
ailments such as diabetes and cancer, “new” diseases such as “Swine Flu”, or other physiological
defects. These often include alternate treatments (cf. Acia Berry) or commercial websites that pro-
mote vested interests. Some not-for-profit organizations, such as the Health On Net Foundation1,
manually accredit some sites, but most Web users do not know to look out for this. It would be
good to tag these sites as commercial, informational, or untrusted (promoting unproven remedies)
to warn casual web surfers.
Another related but increasing relevant information is one shared by people in user forums
such as health message boards, discussion forums, and in comments section in most online media
portals. It is important to distinguish the quality and reliability of information found in user
section, even in the more established (and trusted) websites. This uncovers an interesting spam-
detection problem. On the other hand, in the medical domain, it is also important to recognize
that personal experiences shared in such portals often contain signals of how effective a particular
treatment is, or conditions under which they are helpful.
Many healthcare practitioners and regulators realize some merit in gauging the effectiveness of
drugs using messages posted on online forums. Although not all information shared and published
1Health On Net Foundation. http://www.hon.ch/
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in health forums is reliable, we believe that the abundance of posts talking about effectiveness of
particular drugs can still capture trustworthy information, since aggregated information over a large
number of noisy signals have lower variances. This is especially pertinent for a relative comparison
of different treatments for a particular disease. Rather than classifying posts into those that can
be trusted and others that can’t (or assigning scores to individual posts), we position our research
to test whether the knowledge assimilated from community portals, forums, and discussion boards
is reliable and trustworthy. This is in line with other work in research [Kittur and Kraut, 2008,
Zesch and Gurevych, 2009] that tests validity of the “wisdom of the crowd” conjecture that a
community-driven knowledge base matches scientific expertise in quality. We propose techniques
to effectively glean this knowledge of effectiveness of treatments, and help quantify our belief in its
trustworthiness.
5.1 Problem motivation
With the advent of Web 2.0, it has become easier to publish, share, and consume content online.
More and more information is sought over the Web, and the lack of control over what gets pub-
lished online can lead to dissemination of unreliable and misleading information. This is especially
worrisome in case of medical information, where quacks, alternative healers, and some pharmaceu-
tical companies tout unproven remedies as miracle cures to unsuspecting patients. A “new” disease
often triggers a mushrooming of medical sites, products, and unsolicited advice that can mislead
the online audience. For instance, in October 2009, FDA2 had to issue warnings to sites and certain
well-known companies selling consumer products to rein in false and exaggerated advertisements
about Swine Flu and its treatments.
Given this reliance on online content, it is necessary to know if information from a site is
trustworthy or not. Automatically labeling assertions as reliable or unreliable would help users dis-
tinguish between quacks and healers, between information spread by alternative medicine advocates
and those approved by authoritative sources such as FDA and CDC3.
However, verifying reliability of an information nugget and assigning an absolute trustworthiness
2Food and Drug Administration. http://www.fda.gov/
3Centers for Disease Control and Prevention. http://www.cdc.gov/
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score is challenging. This is especially true with medical information, since the effectiveness of
particular drugs and procedures – and hence, the general opinion about a treatment regimen –
varies widely with patients and cohorts. We postulate that although users must examine a claim in
detail to ultimately determine its trustworthiness, we can prioritize the information to be examined
based on predicted trustworthiness and raise an alert if the information seems suspicious.
We propose to rely on community experience to gauge reliability of an information nugget.
Since thousands of patients share their experience with particular treatment methods on online
forums, gleaning information from forums could potentially lead to strong indicators of treatment
effectiveness. In this work, we focus on finding relevant evidence to help a user validate a claim
based on its support in a community-generated corpus. By promoting relevant supporting evidence,
we believe the user can make a more informed decision about the trustworthiness of the claim, and
hence avoid getting cheated by possibly malicious or spurious claims.
We formulate the problem of assigning trustworthiness to claims as a relation retrieval prob-
lem 3.2 and address the following two questions:
(i) Given a large text corpus of user generated content obtained from forums and mailing lists,
and a database of claims expressed as binary relations (or tuples), how can we rank and score
claims based on their verifiability (support) in the text corpus?
(ii) Can we aggregate such information to say something holistic about the quality of the database
itself, by ranking databases as more (or less) reliable, based on extent of support for each claim
in the database?
Note that we intentionally framed our research questions solely on text information in the
community resources for two reasons: (i) Our focus is to see how useful text information alone
is for predicting trustworthiness; this is a question that has never been studied in the existing
work. Clearly, modeling user expertise or forum structure can be leveraged to further improve
trustworthiness, but such extra information may not be available, whereas text information is
always available. (ii) We want to focus on studying different features for improving the accuracy
of the new text retrieval problem (i.e., the relation retrieval problem) derived from the need for
predicting trustworthiness, thus we did not pursue the goal of optimizing the prediction accuracy
by using as much information as possible.
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Automatic assessment of trustworthiness is important, yet fairly difficult challenge. In this
chapter, we study the feasibility of automatically predicting trustworthiness solely based on user-
generated data, and make the following contributions:
1. We propose the hypothesis that community knowledge can be leveraged to predict trustwor-
thiness and develop an algorithmic framework to study if and how community knowledge can
help predict trustworthiness of medical claims.
2. We define a novel relation retrieval problem and propose a suite of heuristic scoring methods
for ranking both claims (from the same relation) and databases of claims in terms of trust-
worthiness, computed using multiple pieces of evidence from community-generated corpora.
3. We propose a novel evaluation scheme for predicting trustworthiness of medical claims. As
evaluating such a task is difficult, we propose a scheme that adds challenging but wrong
claims in a controlled way to a trusted database to make it less trusted, and measure the
robustness of our framework to such perturbation.
4. We construct the first test set for evaluating trustworthiness of medical information on com-
munity portals. We have made public the full set of valid and invalid treatments used in the
experiments to help other researchers evaluate potentially better methods on this dataset.4
We present the work in the medical domain, considering the relation between diseases and
treatments as claims. The techniques are, however, applicable to other domains as well.
5.2 Medical trustworthiness using community knowledge
Medical practitioners believe that when dealing with different types of diseases, side-effects, and
symptoms, it is quite difficult to exactly determine which treatments suit a particular individual
or how much benefit a particular individual would get. Even after a drug is shown to be effective
on a small sample of population and is approved, doctors learn about the effectiveness constantly
through patient experiences as it is used more widely. Hence, most doctors, health professionals,
and regulatory bodies would find merit in a system that is able to assimilate information on
4The complete dataset can be downloaded from http://sifaka.cs.uiuc.edu/∼vgvinodv/data.html
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effectiveness of drugs from shared experience of a large sample of patient population. Given the
difficulties and the risks of relying on a single source that may represent special interests and
biased view points, our underlying assumption is that a correct claim can be distinguished from
an incorrect one by being supported by a diverse set of users. It is, hence, practical to analyze
patient experiences to measure effectiveness of drugs. User-generated online resources, such as
medical forums, discussion boards, and mailing lists, give us such a platform to model population
knowledge. The main characteristics of a community knowledge-base are:
1. It models the public at large. Typical forums attracts mostly patients and their concerned
family members who share their experiences and ask for help and support from others in the
community.
2. It captures the sentiment around a particular treatment regimen, particularly dealing with
contrastive opinion about various treatments.
3. There is also a time component that captures if a drug effectiveness has varied over a period
of time. Previous studies, such as [Chee et al., 2009], have shown how the user sentiments
vary in tandem with initial FDA approval and later recall of now-infamous drugs such as
Vioxx, Tysabri, and Celebrex.
Although not all information shared and published in health forums is reliable, we believe that
the abundance of posts talking about effectiveness of particular drugs can still capture trustworthy
information, since aggregated information over a large number of noisy signals have lower variances.
This is especially pertinent for a relative comparison of different treatments for a particular disease.
Rather than classifying posts into those that can be trusted and others that can’t (or assigning
scores to individual posts), we position our research to test whether the knowledge assimilated from
community portals, forums, and discussion boards is reliable and trustworthy. This is in line with
other works in research [Kittur and Kraut, 2008, Zesch and Gurevych, 2009] that tests validity of
the “wisdom of the crowd” conjecture that a community-driven knowledge base matches scientific
expertise in quality. We propose techniques to effectively glean this knowledge of effectiveness of
treatments, and help quantify our belief in its trustworthiness. Also, as described earlier, gauging
effectiveness of a treatment based on sentiments expressed by patients is indeed a valid and relevant
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formulation in medical domain.
We cast the problem as a relation retrieval and ranking problem, where claims are scored based
on the type of evidence we find from the corpus. We score each retrieved post on evidence of
effectiveness of treatments, and then combine them into a normalized claim score. It is important
to capture the relative strength of opinion rather than popularity as the score is used to rank
treatments on effectiveness. Finally, the normalized scores of claims in a database are combined
to score the database itself, allowing us to compare two databases of claims. We do normalization
to overcome the concern of non-uniform coverage of different treatments, thereby avoiding bias
against new or relatively unknown treatments.
5.2.1 Problem formulation
To formalize the notation:
(i) a claim c is defined as an element of type 〈E1,R, E2〉, defined over two entity classes E1 and
E2, and a relation R between the two entity classes. When considering a particular relation
r ∈ R, the entity classes are fixed and the domain of c is uniquely defined.
(ii) A database of claims, Dr , is defined as a set of relational tuples of type 〈E1, E2〉, where the
entities in each tuple are related by relation r .
(iii) Trustworthiness of a claim is a mapping φ : 〈E1,R, E2〉→R, such that a highly trusted claim
c gets a high positive score φ(c) > 0 and a highly untrusted claim gets a high negative
score φ(c)< 0. φ(c) is zero for a claim for which trustworthiness is unknown or cannot be
determined.
(iv) Instead of formulating an absolute scoring function φ for a claim, a ranking function Ω can
be defined over a set of claims S, as Ω : S → O, where O is an ordering over elements of S.
(v) A corpus C is defined as a collection of documents that is used to find supporting evidence
for a claim. Hence, φ can be conditioned on C.
(vi) Trustworthiness of a database of claims is a mapping ψ : D → R, where ψ is an aggregate
function over φ and possibly other external parameters such as C.
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Our objective is to test the hypothesis that the trustworthiness φ(c) of a claim c can indeed be
estimated using features from the corpus C. This notion is then extended to define the trustwor-
thiness ψ(D) of a database D of claims.
As a specific instance of the formalism, we focus our work on the treatment relation in the
medical domain. A treatment relation is expressed as a 〈disease, treatment〉 tuple, and a trust-
worthy instance of this tuple is one where the treatment has been approved to treat, prevent, or
reduce the disease. Other examples from the medical domain include 〈drug, side-effect〉 and
〈disease, symptoms〉, that describe the relation of drug side-effects and disease diagnoses, respec-
tively. Hence, in the current instantiation, E1 and E2 correspond to diseases and treatments,
respectively, R is the relation “E1 is treated by E2”, and C is a corpus consisting of messages in
health forums and discussion boards, posted by a community of patients or people close to them.
Our goal is to assign scores to claims so that we can quantify the trustworthiness of treatments
for a particular disease. Although different diseases may share treatments in some cases, it is not
clear if treatments can be meaningfully compared across diseases. Hence, rather than learning
absolute trustworthiness for all treatments, we learn a relative ranking of treatments for a disease.
This ranking is based on whether the community believes a treatment is reliable and effective for
a disease, ordered by their approval (or disapproval). This formulation also overcomes the concern
of non-uniform coverage of diseases in the corpus. As we will show in Sec. 5.3.2, the non-uniform
coverage of treatments for a particular disease is handled by normalizing the scores across all
treatments mentioned for a disease.
5.3 Scoring claims based on evidence
We split the problem into three steps:
1. Searching for relevant evidence documents that support the claim. The goal is to retrieve all
occurrences of the treatment relation from the corpus C.
2. Scoring individual evidence posts and claims by combining features from retrieved evidence
via scoring functions φ.
3. Aggregating the claim scores to compute trustworthiness score ψ for a database of claims.
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The following sections describe the three steps in detail. To simplify the explanation, we describe
the steps in terms of the 〈disease, treatment〉 relation instead of abstract claims, and the term
“claim” refers to a 〈disease, treatment〉 relation tuple. Also, the terms document and post are
used interchangeably.
5.3.1 Searching for evidence
Similar to the formulation in [Roth et al., 2009], the information need is modeled as a structured
query consisting of three elements: the relation of interest, R, and the two entities, E1 and E2,
participating in the relation. The entities take specific roles in the relation, i.e., the entities are
“typed” for a particular relation. Although this is a simplistic formulation of an arbitrary relation,
we postulate that most direct relations are binary in nature and a long-distance relation could be
modeled as a series of multiple binary relations. For example, an informational query that expects
to find all diseases impacted by products from a pharmaceutical company could be modeled as two
binary relations – 〈company, drug〉 and 〈drug, disease〉 – that are linked via the entity drug.
In this work, we concentrate on a single relation of interest where the relation and the two
entities partaking the relation are well-specified. Although the focus in this work is on one specific
relation, the suggested techniques are applicable to other relations and domains as well.
Our first task is to find from the corpus, all supporting forum posts that are relevant to the
specified relation and provide evidence for the effectiveness of the treatment for the disease. To do
so, we need to address the vocabulary mismatch problem, as posts might refer to the disease using
a synonym, abbreviation, or a specialization of the disease. Typically, a domain-specific ontology
such as MeSH [Bachrach and Charen, 1978] could be used to find valid synonyms for diseases and
treatments. But, in order to make this component domain-independent, we did not use existing
ontologies. Instead, we utilized the Wikipedia “redirect” link-graph structure. We searched for the
Wikipedia page on the given disease or treatment name and collected the titles of all pages that
point to and are pointed to from this page through the redirect links, to find relevant synonyms.
For example, this way we could group “Chemo” and “Chemotherapy”, and match up “impotence”
and “ED” to “erectile dysfunction”.
Similarly, the relation predicate also needs to be expanded. Instead of expecting all relation
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keywords to be given, we learned the set of words that can link the given entities. The relation
words were extracted by first searching a Web corpus for common disease-treatment pairs (such
as 〈diabetes, insulin〉) to retrieve matching sentences. These were parsed using a dependency
parsing tool5 [Chang et al., 2006] to find the most frequent patterns that connect the disease and
treatment words. The head verbs from these patterns were considered as the relation verbs, and
the verbs and their synonyms (from WordNet [Fellbaum, 1998]) were added as relation keywords
in the search query. We also added words that were distributionally similar to the relation words.
The distributional similarity was computed over a large, independent, text corpus collected over
the Web. Other works in literature [Brown et al., 1992, Lin, 1998] show that words belonging to
word-classes built in such an unsupervised fashion have high similarity and relatedness among
them. Thus, our approach finds similar words in a general way. Although we need a few example
tuples of the desired relation to seed the learning, these are usually easy to obtain. As a by-product
of this approach, we get a relative frequency of occurrence (i.e., importance) of relation words, that
is used in the next step.
Finally, the entity and relation components are combined to form a structured search query such
that the retrieval system enforces the matching of both entities and at least one relation keyword
in all retrieved documents. The retrieved documents were parsed using dependency parsing tools
to confirm if the snippets also gave evidence for the presence of an explicit relation between the
disease and treatment. This was then used to boost the rank of the document in the ranked list.
It must be noted that this approach fails to recognize some relevant documents where the entities
are not mentioned explicitly. This may lead to some forum posts getting ignored, especially those
that are responses to an earlier post and the treatment or the disease are referred in the earlier
post. Handling such cross-document co-reference resolution may be critical for some domains and
is an interesting direction to extend this work.
5.3.2 Scoring claims based on evidence
Once all relevant posts are retrieved, the next task of scoring claims can be restricted over the
retrieved set of posts.
5From http://cogcomp.cs.illinois.edu/page/software
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5.3.3 Features used for scoring posts
The trustworthiness score is computed based on the following factors:
1. Popularity of the treatment for the disease, computed using number of posts that refer
to the treatment in the context of the disease.
2. Length of the post indicates the type of information being shared. It was observed that
most long posts are comparative in nature and useful to identify sentiment around the treat-
ment being discussed.
3. Number of opinionated words used, contrasted to the length of the post.
4. Positively and negatively opinionated words indicate the sentiment towards the given
treatment.
5. Number of posts that have a positive or negative orientation for a particular treatment.
6. Number, type, and extent of subjective words used in the post. Many repeated
occurrences of subjective words in a post indicates a strong and consistent bias by the author
rather than a single occurrence of subjective words near the treatment discussion and a
neutral opinion elsewhere.
The subjectivity of retrieved posts is measured using a lexicon of over 7, 000 subjective words6,
that was used previously to analyze sentiments in text passages [Wilson et al., 2005]. The lexicon
consists of words and their polarity and subjectivity strengths. It is used to infer, for instance,
that occurrence of the word “terrible” has a higher negative subjectivity than the word “hurt”.
Similarly, an adjective such as “dramatic” has high subjectivity, but is neither positive nor negative,
and the polarity depends on the noun it modifies.
This feature set can be further extended with other features, notably based on forum post
authorship. As we noted earlier, our focus in this work is to assess how well can we model trust-
worthiness based solely on textual features over forum posts. Hence, we modeled all users to have
uniform expertise, which is also justified since users in the online health support groups tend to be
patients rather than medical professionals.
6Downloaded from http://www.cs.pitt.edu/mpqa/
66
Aggregation Polarity variants Used to
variants Opin Subj Scaled Orient score
postOpin postSubj postScaled postOrient Posts
Agg AggOpin AggSubj AggScaled AggOrient
Avg AvgOpin AvgSubj AvgScaled AvgOrient Claims
RankAvg RankAvgOpin RankAvgSubj RankAvgScaled RankAvgOrient
Table 5.1. Summary of scoring functions formulated
Formulating scoring functions
The next challenge is to formulate a scheme to combine the factors mentioned above into a scoring
function. There are two key dimensions for the scoring function, viz., (a) how to include polarity
information, and (b) how to aggregate the scores from multiple posts. We propose four variants to
capture polarity: (i) using counts of polarity words alone, (ii) using strength of the polarity words
used, (iii) scaling the counts with the strength of words, and (iv) categorizing the post as either
positively or negatively oriented and using just the label. We call these as Opin, Subj, Scaled, and
Orient variants, respectively, giving us four scores for each post.
Once a post is scored, the scores from all posts for a claim need to be combined to get a
claim score. This can be done in one of two main ways: (i) averaging the scores, giving all posts
equal weightage, or (ii) averaging the post scores using a differential weighting scheme based on
the rank of the post in the retrieved ranked-list. These two variants are called Avg and RankAvg,
respectively. Another option is to first aggregate the counts across all posts, and then compute the
scoring function over these aggregated counts. This gives a third variant, Agg.
Table 5.1 summarizes the scoring variants explained above. These scoring functions are formal-
ized below. Let us first define the notations used in the formulations:
• w+i and w
−
i show the number of positive and negative polarity opinion words in a post pi.
• s+i and s
−
i show the number of positive or negative sentiment words in a post pi, weighted
by the subjective strength of the words used.








• p+ and p− show the number of positively or negatively oriented posts. A post pi contributes
a count to p− if w+i < w
−
i , else it contributes a count to p
+.
• n denotes the number of relevant posts returned by a retrieval system.
Scoring individual posts
Based on these parameters, the following functions were formulated to score posts:
1. postOpin: For a post pi, this measure computes the average relative polarity of opinion









2. postSubj: This computes the average relative subjectivity of opinion expressed in a post pi,









3. postScaled: Instead of measuring average subjectivity, we boost the relative polarity of


















4. postOrient: Depending on whether post pi is positively or negatively oriented, it can be









Scoring claims by aggregating over posts
Based on the basic post scoring functions mentioned above, the scores for a claim c can be aggre-
gated over all relevant posts in multiple ways (summarized in Table 5.1), as follows:
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1. Aggregating all relevant posts into one “pseudo-post” and scoring this aggregated post:
Instead of using post-specific counts, the aggregate counts are used, giving three variants, viz.
AggOpin, AggSubj, and AggScaled. AggOpin is computed similar to postOpin (Eq. 5.2),
except that it utilizes the aggregate counts w+ and w− instead of post-specific counts w+i
and w−i . Similarly, AggSubj and AggScaled are defined using aggregate counts instead
of post-specific counts in postSubj and postScaled formulations (Eq. 5.3 and Eq. 5.4),
respectively.





−1 if p+ < p−
1 otherwise
(5.6)
2. Averaging the scores of individual posts gives the next three variants: AvgOpin, Avg-
Subj, and AvgScaled. AvgOpin averages the postOpin scores (Eq. 5.2) over all relevant








AvgSubj and AvgScaled measures are similarly defined using postSubj and postScaled
scores (Eq. 5.3 and Eq. 5.4), respectively. A fourth variant, AvgOrient, is computed over






3. Combining post scores in a weighted average gives the final set of variants: RankAv-
gOpin, RankAvgSubj, and RankAvgScaled. The weight is proportional to the rank of the post
in the ranked list after the retrieval stage. Specifically, RankAvgOpin is computed as a
weighted average of postOpin scores (Eq. 5.2). If r(p) is the rank of the post p, then the
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postOpin(p)× log(n+1− r(p)) (5.9)
RankAvgSubj and RankAvgScaled measures are similarly defined using postSubj and
postScaled scores (Eq. 5.3 and Eq. 5.4), respectively. These measure gives higher weight to
posts near the top of the ranked list than to those at the bottom of the list. We evaluated
many variations of weighting function, such as 1/r, 1/ log(r+1), log(n+1 − r(p)), etc., and
chose the formulation that performed the best.
Finally, the fourth variant, RankAvgOrient, uses the orientation features similar to Av-
gOrient (Eq. 5.8), but instead of a uniform weight of 1, each post p gets a weight proportional







γ(p)× log(n+1− r(p)) (5.10)
where γ(pi) = postOrient(pi) =






5.3.4 Scoring database of claims
In addition to knowing which nuggets of information are reliable, it would be good to also extend
the notion of trust to sources of information. A medical website that gives some information about
a treatment, may also give information about other treatments for one or many diseases. A “claim
verifier” system could extend the notion of trusted claims to rank websites based on the reliability
of claims on that site.
Functionally, a website is modeled as a database of claims. Once the scores are computed for
each claim, they are aggregated to compute the trustworthiness of the overall database. In order to
compute an aggregate score of the claim database, we use the following weighted average measure:
DBscore =
∑




where the summation is over all claims in the database and nc is the number of times a claim c
appears in the database as a relation. For a claim, the weight is proportional to nc.
5.4 Experiments
The primary focus of our experiments was to investigate if community-knowledge based corpora
can be used to measure reliability of an information nugget, and if so, what parameters affect the
performance. In this section, we describe our experimental setup and data characteristics, and
evaluate our approaches to answer the following research questions:
1. Can community knowledge in forums and discussion boards help identify reliable information?
2. Which parameters affect the technique’s effectiveness?
3. Can we extend the trust modeling for claims to measure trustworthiness of a database of
claims?
5.4.1 Test set construction
As we discussed in Sec. 5.2, medical procedures and treatments are often inexact and categorizing
them as completely trustworthy or completely bogus may be incorrect. However, in order to
evaluate the effectiveness of our techniques that assign trustworthiness rank to treatments, we
constructed a high quality database of “gold-standard” 〈disease, treatment〉 pairs. We chose
six widespread diseases or medical conditions, viz., AIDS, Arthritis (specifically, Osteoarthritis),
Asthma, Cancer, COPD, and Impotence (specifically, male infertility). We preferred these chronic
diseases over others, such as Influenza, because these do not have definitive cures. So, we could
find many potentially-competing treatments for these diseases. Further, because of their chronic
nature, there is a higher possibility of finding more discussion about these diseases in health forums.
We manually collected 106 treatments across these six diseases. These treatments consisted
of names of drugs and drug classes, specific devices (such as “knee braces”), specialty procedures

































































Table 5.2. Sample list of diseases and treatments from the claim database
was collected from medical web-portals, such as WebMD7 and Yahoo! Health8, and fromWikipedia9
articles for diseases. Some examples are shown in Table 5.2, column 2.
We augmented the database with 93 invalid treatments of two main types. The first type of
invalid treatments were those that were disapproved (banned) or considered controversial (unscien-
tific). Typical examples include alternative therapies, herbal medications, and mechanical devices
that have been scientifically proven to be ineffective or potentially harmful. Some examples are
shown in Table 5.2, column 3.
The second type of invalid treatments that we added were a list of common treatments, medi-
7WebMDR©. http://www.webmd.com/





AIDS 22 10 32
Arthritis 21 19 40
Asthma 14 13 27
Cancer 15 25 40
COPD 12 10 22
Impotence 22 16 38
Total 106 93 199
Table 5.3. Treatments considered in our claim dataset
cations, supplements, or lifestyle changes, such as Tylenol, Advil, vitamins, exercise, etc., that have
a high chance of co-occurring with certain ailments, but do not serve as prescribed treatments
for specific diseases. An exception should be noted: for Arthritis, exercises such as walking and
swimming are prescribed as lifestyle changes helpful in treating the disease.
Each disease-treatment pair, hence, had a label indicating if the treatment was valid, disap-
proved, or non-specific. Table 5.3 gives a distribution of number of valid and invalid treatments
in our dataset. The counts for invalid treatments include both disapproved and non-specific treat-
ments.
Based on this gold-standard set of disease-treatment pairs, we constructed two test sets – Skewed
and Balanced. For constructing the Skewed test set, we randomly sampled five valid treatments
for every disease, and combined it with all the invalid treatments for that disease. We created 25
such combinations per disease, randomly picking the valid diseases each time. For Balanced test
set, we built a similar test case with ten each of valid and invalid treatments per disease. Thus, we
had 25× 6 = 150 test cases in each set.
5.4.2 Corpus statistics
In order to collect a representative sample of community-generated corpus, we crawled a mix of
popular online medical forums, including both large and small forums, over a period of two months
in early 2009. We selected eight such medical forums. In addition, we got access to a large dump
of Yahoo! Health groups messages. These messages are more personal interactions in small support
groups, but are otherwise similar to the forums. The characteristics of the collected corpus is
summarized in Table 5.4.
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Site Corpus size # posts
Yahoo! Health 15 G 12, 520, 438
healthboards.com 3.1 G 2, 730, 667
medhelp.com 1.9 G 1, 621, 677
ehealth.com 410 M 438, 499
medicalconversation.com 1.3 G 432, 185
medicalreplies.com 221 M 187, 580
wrongdiagnosis.com 145 M 96, 985
doctorslounge.com 80 M 49, 863
mdhealth.com 9.4 M 5, 402
Total 22.2 G 18, 083, 296
Table 5.4. Details of the collected corpus of medical forums and discussion boards
As part of cleaning the data, we removed all forum content except the text of the posts. We
obfuscated user specific data for these experiments to treat all forum posts uniformly instead of
distinguishing posts based on authorship. We understand that user information would be useful
in other trust models but for the current setup, we chose to ignore that information. Similarly, we
ignored the time information available with posts, though that would also be useful.
The individual posts were treated as separate documents, and sections of posts that were
duplicates of an earlier post in the thread (which often happens someone responds to an earlier
post in mailing lists) were removed. The cleaned posts were, on-an-average, about 150 to 200 words
long.
We built a retrieval system over the corpus using the Lemur toolkit10, and utilized the rich
IndriQuery querying language to query the index. We first constructed a simple query with disease
and treatment terms and their synonyms. We extended the query by adding the relation words to
the query, combined in such a way that the retrieval system enforces both entities and at least one
relation word to match in all retrieved documents. Then, as explained in Sec. 5.3.1, we parsed the
snippets to find instances of the treatment relation. Finally, the posts were re-ranked based on the
occurrence of treatment relations in the result snippets.
5.4.3 Feasibility of scoring based on forum posts
We first wanted to validate if it is feasible to score treatments based on information available in
forums. For this, we identified the top 1000 posts relevant to a treatment. The posts were then
10The Lemur toolkit. http://www.lemurproject.org/
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Test set System MRR P@5 P@10 MAP
Skewed Random 0.512 0.271 0.257 0.385
Popularity 0.588 0.339 0.306 0.436
Ours 0.681 0.369 0.319 0.469
Impr. (R) 33.0%* 36.2%* 24.1%* 21.8%*
Impr. (P) 15.8%* 8.9%* 4.3% 7.6%*
Balanced Random 0.629 0.496 0.492 0.562
Popularity 0.687 0.536 0.519 0.591
Ours 0.703 0.524 0.525 0.596
Impr. (R) 11.8%* 5.6% 6.7% 6.1%
Impr. (P) 2.3% −2.2% 1.2% 0.9%
Table 5.5. Comparison of ranking performance using multiple measures. Last two rows in each test set show relative im-
provement of our system (using RankAvgSubj) over (R)andom and (P)opularity baselines. * indicates statistical significance
at p = 0.05.
scored on the extent to which they supported the treatments. These scores were then aggregated
using one of the scoring functions defined in Sec. 5.3.2.
In our experiments, the query is a disease, and we rank the treatments based on their reliability
score. We measure our performance using Mean Average Precision (MAP), Precision at 5 and
10 documents (P@5 and P@10, respectively), and Mean Reciprocal Rank (MRR). MAP is the
arithmetic mean over all queries of the average of the precision values computed at ranks where
relevant documents are retrieved. P@5 and P@10 measure the precision at top five and top ten
retrieved results, respectively. MRR is the arithmetic mean of the multiplicative inverse of the rank
of the top-most relevant result. For all measures, higher values are preferred.
Table 5.5 shows our performance (using the best scoring function) against two baselines –
Random and Popularity. The random baseline just chooses the ranking of treatments at random.
On the other hand, the popularity baseline ranks treatments based on number of posts returned by
the retrieval system. The results show improvement over both baselines. In the Skewed dataset, we
are able to improve the MRR and P@5 measures by 30% over the random baseline, which means
that more relevant treatments are ranked higher in the list. We also perform significantly better
than the popularity baseline on average, especially in the Skewed test set, which shows that adding
additional features from the posts leads to better ranking. Since the number of valid and invalid




variants Opin Subj Scaled Orient
Agg AggOpin AggSubj AggScaled AggOrient
0.482 0.547 0.509 0.354
Avg AvgOpin AvgSubj AvgScaled AvgOrient
0.524 0.536 0.359 0.481
RankAvg RankAvgOpin RankAvgSubj RankAvgScaled RankAvgOrient
0.569 0.576 0.359 0.513
Table 5.6. Variation of MAP with the different scoring schemes, for cancer treatments using Relation Retrieval approach.
The baseline approach gives a MAP of 0.3.
Effect of different scoring schemes
We wanted to investigate how different schemes proposed in Sec. 5.3.2 perform against each other.
We first measured the performance of a simplistic scoring baseline. We counted the number of
posts returned for a treatment and used that as its score. Ranking cancer treatments with this
baseline technique gave a MAP of 0.3. Then, to evaluate the different scoring functions, we ranked
cancer treatments using all scoring variants defined in Sec. 5.3.2 (Table 5.1), and the comparison is
shown in Table 5.6. We find that the Scaled variants have significantly lower MAP scores compared
to other polarity variants. Further, the Orient variant (that treats each post as either positive or
negative, without weighting) and the Opin variant (that only looks for opinion words and does not
consider subjectivity) do not seem to be sufficient by themselves. Subj variants seem to consistently
out-perform other variants, especially when used with rank-based scaling. The RankAvgSubj variant
gives the best MAP scores. This indicates that both subjectivity and rank-based features seem to
help in scoring trustworthiness of treatments.
Effect of context used to compute scores
Next, we wanted to investigate how the nature of context considered affects the overall performance.
We varied the size of the context window used to find the subjective bias in a post. We considered
three variants: a sentence level, a passage of three sentences surrounding the matched keywords,
and the entire post. Table 5.7 summarizes the findings, when using the best scoring scheme,
RankAvgSubj. It shows that passage level granularity seems to be better than considering only
the sentence, indicating that larger contexts capture sentiments better. However, extending the
context to the entire post degrades the performance slightly.
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Measure Sentence Passage Document
MRR 0.60 0.68 0.67
MAP 0.44 0.59 0.56
Table 5.7. Variation of the size of context affects performance. Larger texts like passages and documents are better than
only considering sentences.
5.4.4 Assigning trust scores to claim databases
Our next goal is to investigate if the scoring and aggregating techniques can be used to also evaluate
the trustworthiness of a site. As discussed earlier, we model a site as a database of claims. In order
to evaluate how well we distinguish a trusted database from an untrusted one, we would have to
ideally collect multiple databases of varying degrees of trusted information. Instead, we simulated
such databases by gradually introducing errors in existing database of claims. We perturbed an
existing claim database in a controlled manner, by replacing valid entries with invalid ones and
observed if our computational method can pick up such errors. Assuming that we have a good
scoring scheme for treatments, a database that has more valid treatments would score higher than
another database with many erroneous, faulty, or irrelevant entries. By monitoring and varying the
amount of noise through our simulations, we could evaluate the sensitivity of our scoring techniques
in a controlled environment.
We started with a subset of the “gold-standard” dataset we had manually created and simulated
degradation of claims by replacing valid treatments with invalid ones. So, we perturbed the claim
database in two ways: (i) by introducing disapproved treatments per disease, and (ii) by introducing
common (generic) treatments, such as paracetamol or Advil, that are not specific treatments for
particular diseases, but may co-occur with many diseases.
For each disease, we started with 15 valid disease-treatment pairs, and gradually replaced
random valid entries with invalid (disapproved or non-specific) treatments (cf. Table 5.3). This
way, each modified set contained 15 disease-treatment pairs, but as more noise was added, the
number of valid entries in the set kept reducing. The initial set of 15 disease-treatment pairs is
chosen randomly from the valid entries; if a disease had fewer than 15 valid treatments, all were
selected. Our choice of replacements is, however, not random but carefully controlled: we first add
the invalid treatments into the claim database. Then, once those are exhausted, we add the non-
specific treatments. After a swap is made, we compute the overall database score using Eq. 5.11,
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Figure 5.1. Variation of database trustworthiness score with addition of noise, for all six diseases.
where individual claim scores are computed using the RankAvgSubj measure shown to be most
effective (Sec. 5.4.3).
Fig. 5.1 shows the variation of database trustworthiness score with the addition of noise. We
see that, as the database (of 15 treatments per disease) gets noisier, the aggregate trustworthiness
score for the database reduces for all six diseases. The reduction is more significant in the initial
60%, when disapproved treatments are being added to the claim database. The change in the
second phase (when non-specific treatments are added) is less significant.
We note that the plots for Cancer and Asthma have high scores at 0% degradation. This is
consistent with the fact that these diseases have well-known and established treatments that work
well and their “trustworthiness” scores are high. For the remaining four diseases, the treatments
are not so well-established and the absolute values of the scores are smaller. However, in all six
cases, with addition of invalid treatments, the overall score for the claim database reduces.
The case with the Arthritis plot is somewhat unique. The score seems to improve after 70% of









Table 5.8. Kendall’s τ rank correlation measure for the database degradation experiments. Note that −1 is the most
preferred and +1 is the least preferred coefficient for this setup.
(even at 0% degradation level) are negative. However, the score assigned to non-specific treatments
are usually close to zero (irrespective of the disease), since there is no strong bias in favor or against
such treatments. So, in our simulation runs for Arthritis, once all the disapproved treatments
(about ten in number) are included and the second group of non-specific treatments are added
as noise, these near-zero scores increase the average trustworthiness score. This case shows that
while the proposed scheme is effective in assigning higher scores to valid treatments than invalid
treatments for a particular disease, when computing the overall database score across diseases, the
proposed scoring scheme should be normalized to balance out any scoring bias for or against a
particular disease.
In order to measurably quantify the correlation of the database scores with degradation, we
measure Kendall’s τ rank correlation function [Kendall, 1938]. We compute the database trustwor-
thiness score after every swap of valid treatment with an invalid treatment. These scores measure
how the database trustworthiness score changes with gradual increase in degradation. Table 5.8
shows the Kendall’s τ measure for the trends over the six diseases. A score of −1 is the most
preferred, since the scores should ideally drop monotonically with increase in degradation level.
However, since we do not know which treatments are “more untrustworthy” that others, we add
the invalid entries in random order. Hence, practically, the Kendall’s τ measure is not −1. The
measures, however, correspond well with the graphs in Fig. 5.1 – databases showing more uniform
degradation have higher negative τ than others.
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5.5 Conclusion and future work
In this chapter, we have shown that it is feasible to score trustworthiness of claims based on the
opinions expressed by millions of users in forums and message boards. We posed the problem
as a relation retrieval problem and showed that by formulating the search as a structured query,
we were able to garner more representative results which in turn helped compute better support
for a claim. We evaluated this approach over six diseases and showed that the more “trusted”
treatments get ranked over the untrusted ones. We extended the scheme to also score a database of
claims, and demonstrated through simulations that as more noise was added to the claim database,
the database trustworthiness score reduced. Our proposed techniques have been presented in the
context of diseases and treatments in medical domain, but can also be applied to relations from
other domains where community-generated corpora are available.
Note that our focus was not to develop the best algorithm for predicting trustworthiness that
would presumably require additional information about users and forum structure. Instead, our
goal was to study if community-generated text can be reliably used to predict trustworthiness of
claims. Our work clearly demonstrates the feasibility of using text information in the community
resources. Adding features based on who wrote the post or when it was posted would further enrich
the trustworthiness model. Note that even with the basic features we tested, our results show that
we can already rank claims meaningfully based on their estimated trustworthiness. Indeed, our
results are quite promising because we only used text information, so there is a great potential to
further improve performance by leveraging user information, which is an interesting future work.
As a first step to test this general idea, we did not attempt to optimize many components in
our scoring function including more accurate sentiment analysis and detailed modeling of author
trustworthiness. In future, we plan to further explore stronger sentiment analysis to get better
scoring functions. It would also be interesting to study bias in opinions expressed in forums, in
case some forums talk primarily in support of alternate medicines and oppose other treatment
options. In the forums we studied, we did not find specific biases towards or against a treatment,
and hence this was not a factor in this work. Further study is also required to study the effects
of spamming. Though we preprocessed the corpus to remove duplicate text from posts, stronger
spam identification and removal may help reduce spurious results.
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5.6 Relevant publication(s)
The information contained in this chapter also appears partially in the following publication(s):
• V.G.Vinod Vydiswaran, ChengXiang Zhai, and Dan Roth. Gauging the Internet Doctor:
Ranking medical claims based on community knowledge. In Proceedings of the SIGKDD
Workshop on Data Mining for Medicine and Healthcare, pages 42–51, 2011.
81
Chapter 6
Predicting trustworthiness of medical
webpages
In this chapter, we will study how to automatically predict reliability of web pages in the medical
domain. As a first step in studying this novel problem, we focus on classifying webpages, to differ-
entiate good informational pages from other less reliable ones. We cast the problem in a supervised
learning setup and study the feasibility of learning to classify pages as reliable or not. Although
text categorization has been extensively studied, most work has focused on subject categorization
or sentiment classification. There have been only a few successful attempts on learning to cate-
gorize medical webpages based on their reliability (cf. Sec. 2.2). We propose a variety of features
defined based on both the content of a webpage and other information such as links and study how
different features help in this classification.
6.1 Notion of medical webpage trustworthiness
For identifying trustworthy medical webpages, we define our trustworthiness guidelines based on the
eight HONcode Principles1. These are (a) Authorship of articles, (b) Complementarity to doctor-
patient relation, (c) Privacy of information user submits, (d) Attribution of statements to reliable
sources, (e) Justification of claims in the site, (f) Transparency on site’s owners and contact details,
(g) Financial disclosure, and (h) Advertising policy. These principles, explained briefly in Table 6.1,
are generally accepted by experts in medical community worldwide (e.g. [Gaudinat et al., 2007c]).
The HONcode principles were originally meant for classifying entire websites as reliable/unreliable.
We altered them slightly to use them for classifying individual webpages.
We assume that the reliability of a webpage is a binary value (1 for reliable and 0 for unreliable),




Authoritativeness Qualification of the article’s authors or reviewers must be present on some
webpage on the website.
Complementarity Information on the webpage should support, not replace, the doctor-patient
relationship.
Privacy Privacy and confidentiality of personal data submitted to the site by the
visitor must be respected. This is required only if the page itself requires
some personal information to be provided by the user.
Attribution Source(s) of published information must be cited on some page on the site.
This rule is required only if none of the authors or reviewers are
qualified medical professionals.
Justifiability Site must back up claims regarding benefits on some page on the site.
Transparency Accessible presentation on page and email contact on some page on the site.
Financial disclosure Funding sources must be identified on some page on the site, if the page is
written by a site author.
Advertising policy Advertising content is clearly distinguished from editorial content.
Table 6.1. Reliability criteria for medical webpages, derived from HONcode Principles used for website accreditation
multiple degrees, but similar to relevance judgments in information retrieval, assuming a binary
notion of reliability makes it easier to create judgments. Further, it is not clear what principles
an intermediate class (“moderately reliable”) should satisfy. Manually defining criteria for such
additional classes would lead to the problem of evaluating the criteria themselves. Other potential
formulations, such as generating a real valued reliability score or estimating a reliability probability,
also run into the same definition and evaluation hurdles. As a first step in exploring this problem,
we thus restrict our study to a binary notion of reliability.
Similarly, it can also be argued that even if a webpage is deemed reliable based on the HONcode
principles given above, the content may still be inaccurate; e.g. an article based on (and citing)
an inaccurate published research study. At this point, we must distinguish between reliability and
veracity. In this chapter, we focus on how to characterize a web source as trustworthy, without
looking into the veracity of the textual claims made by the source. As we discussed earlier in
Chapter 4, being able to extract potential facts from text and judge their veracity is also an
important, yet different, challenge.
6.2 Supervised learning for reliability prediction
We cast the problem of reliability prediction as a supervised binary classification problem. In a
supervised setting, reliability of a webpage is defined as a binary function over computable features
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that model the abstract HONcode principles. We present a wide range of features in Sec. 6.2.1
and learn a Support Vector Machine classifier [Vapnik, 1995, Joachims, 1998b] to label webpages
as reliable or not.
Once the reliability of individual webpages is determined, the reliability of a website W is
computed as the fraction of webpages in W found to be reliable. Thus the reliability of a website
is not binary, but a real value. Our formalism fits well with the nature of the Web, where we
often find a mix of reliable and unreliable pages in a website. For example, a commercial website
may have some reliable pages with information about diseases, and other less reliable pages that
advertise their products. Other examples include sites where both doctors and laypersons may
post articles, or where some articles are properly referenced while others are not. In such cases, a
binary classification of websites is insufficient to capture the diversity of the Web.
6.2.1 Features
In this section, we provide a detailed description of our proposed features. Apart from the
PageRank-related feature set, all other features are calculated over individual pages.
1. Link-based features: The link-based features are defined on the internal and external links
found on a webpage. Links can often give a good indication on the type of webpage. For
example, a reliable site is likely to contain a large number of internal links, whereas a small
unreliable site is more likely to be dominated by external links of advertisements. We also
defined two boolean features based on the presence of contact and privacy policy links, that
are inspired by the reliability criteria discussed in Sec. 6.1. The absence of such information
usually means the website is less reliable. The five link-based features we defined are listed
below. The first three are normalized count features, while the other two are binary features:
(a) Normalized count of internal links: #IL = #(internal links)/Z1
(b) Normalized count of external links: #EL = #(external links)/Z1
(c) Normalized count of total links: #TL = #(internal or external links)/Z1
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1, if ∃ link with “Contact” in its anchor text
0, otherwise




1, if ∃ link with “Privacy” in its anchor text
0, otherwise
Classification models tend to perform well when all the features have nearly similar range of
values. Since the number of links often vary considerably across webpages. We normalize the
first three features by a sufficiently large factor Z1. For our experiments, we set the value
of Z1 = 200 by observing a random sample of the dataset. Normalizing by the maximum
feature values in the dataset doesn’t necessarily help as we don’t know the range of values in
the unseen test examples.
2. Commercial features: Commercial interests often indicate unreliability. For example,
information about a drug on a company’s website may be commercially biased, and hence
unreliable. To estimate if there is a commercial bias involved, we define two features based
on the number of commercial keywords and commercial links. To compute these features, we
manually compiled a list of commercial words, such as buy, sell, cheap, deal, free, guarantee,
shop, price, etc. Formal definition of the two real-valued features is given below. We normalize
the counts by Z2 = 20, the size of the list of commercial words, to get the features in [0, 1]
scale.
(a) Normalized count of commercial links:
#CommL =
#(links with commercial words in anchor text)
Z2
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(b) Normalized frequency of commercial keywords:
#CommFreq =
#(commercial words in the page)
Z2
3. PageRank features: PageRank provides an indication of relative “importance” of a website
and has been successfully used to improve Web search performance. Moreover, unreliable
sites are more likely to link to low PageRank-ed sites as compared to the reliable ones. We
generated six features the first feature below represents the PageRank of the website to which
the webpage belongs. The next five features are essentially a five-point representation of
PageRank values of all external links [Han and Kamber, 2006]. We used Google PageRank2
to get the PageRank values in [0, 10], and we normalize it by 10 to get the values in [0, 1].
(a) Normalized internal PageRank : Based on PageRank of parent website.
PRint = PageRank(parent website)/10
(b) Normalized external PageRank features (ExtPR): We computed the PageRank of all
websites linked from the webpage, and derived 5 features based on the five-point summary
(mean, minimum, maximum, and first and third quartiles) of the values.
4. Presentation features: Authoritative and reliable websites often seem to clearly present
information, while some of the unreliable ones are usually cluttered with advertisements.
With this idea, we define two simple presentation related features that look at how the text
is distributed on a page. A text version of a webpage is first generated by using elinks3
(without the frames option). Webpages cluttered with a large number of advertisements and
poor presentation, when converted to a text version, tend to have a large number of blank
lines between scattered chunks of text. Consequently, the first feature, Percentage of coherent
text (%CT ) is the percentage of lines that do not have a blank line on either side. The second
2Using WWW::Google::PageRank perl package from CPAN.
3Elinks. http://elinks.or.cz/
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1, if L[l.pos− 1] 6= φ or L[l.pos+ 1] 6= φ
0, otherwise
5. Word features: The textual content and the writing style used in a webpage are usually
good indicators of its reliability. To capture this notion, we generate independent features
for every word in the corpus. For a document D, the value of the feature for a word w is its
frequency in D, normalized by maximum word frequency among all words in D to transform




6.3 Test set construction
A big challenge in studying this prediction problem is that no existing test collection is available
for evaluation. To solve this challenge, we created a labeled test set by leveraging the websites
accredited by the Health on Net (HON) Foundation. As far as we know, this is the first available
corpus to study reliability of medical information.
We wanted to build a balanced dataset that was representative of the typical webpages an
Internet user might encounter. For the positive set, we used 32 medical websites that had been
accredited by the HON staff during Sep–Oct 2009.4 We applied our reliability criteria on pages
from these sites and randomly selected 180 reliable pages. Since the websites had already been
thoroughly reviewed and certified by experts, the task of finding reliable pages was simplified. We
removed the HON seal from these pages at the time of feature generation.
4Information on recent certification activity is available at the “Health on Net Foundation Recent Activity” page,
http://www.hon.ch/HONcode/Patients/LatestActivity/.
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For the negative set, however, we could not use this approach, since the HON website does
not provide information on websites that failed the certification process. So, the negative set had
to be built by directly searching for unreliable pages on the Web. We initially considered several
“simple” approaches for this purpose. Intuitively, it is relatively easy to find a large number of
unreliable websites by simply searching for queries like “disease name”+“what your doctor doesn’t
want you to know” or “disease name”+“miracle cure”, etc. In addition, it is easy to find websites
that promote treatments banned by the FDA [Aphinyanaphongs and Aliferis, 2007], or the ones
criticized on Quackwatch5. However, it is important to ensure topical overlap between the reliable
and unreliable sets of documents, so as to prevent a simple classifier from discriminating documents
based solely on topic-specific keywords. Similarly, simply picking unreliable pages from obscure
websites could bias the classifier to choose Page Rank as the most discriminating feature.
Therefore, for the unreliable set, we first compiled a list of topics (keywords representing dis-
eases/conditions), covered by the 32 reliable websites. We then searched Google for (a) the topic
keyword, (b) the topic keyword + “treatment”, and (c) the topic keyword + “treatment” + a
randomly chosen keyword from {“cure”, “miracle”, “latest”, “best”}. For each query, we manually
analyzed the webpages appearing in both the general results and advertisements, and ultimately
selected 180 webpages from 35 websites that failed comprehensively on one or more of our reliability
criteria. Finally, for all positive and negative pages in our dataset, we ensured that some medical
information was present on the page.
Thus, our dataset consists of a total of 360 webpages divided evenly into two classes – reliable
and unreliable. As the first test set for the reliability prediction problem, the size of our dataset
was mainly restricted by the amount of labor needed to judge the negative documents. Since
reliability analysis requires reasonable amount of expertise in understanding the criteria and the
content, we chose not to use Amazon Mechanical Turk6 for data quality concerns, even though the
entire process of compiling the dataset took over two weeks. Nevertheless, we believe the dataset
is sufficiently large for experimenting with binary classifiers and features for reliability prediction
in the sense that even with 5-fold cross validation, we still have over 72 test cases in the held-out
set, which would give us a meaningful average of performance.
5http://www.quackwatch.com/
6Amazon Mechanical Turk. https://www.mturk.com/mturk/
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6.3.1 Discussion about the dataset size
While we realize that our data set is small in context of millions of health-related websites online,
we nevertheless believe it is sufficient to support our claims for the following reasons:
1. All major claims and hypotheses regarding performance improvements based on the utility of
features (Sec. 6.5.1), robustness of “all feature” classifiers over only “word feature” classifiers
(Sec. 6.5.2), and ability of our classifier to improve retrieval reliability (Sec. 6.5.3) were found
to be statistically significant.
2. In all our cross validation experiments, the webpages used for training and testing belonged
to different, randomly chosen websites, with no relationship among them.
3. Classifiers trained on the small datasets were already able to achieve impressive gains in
search engine re-ranking and website accrediation applications. In this case, the websites
involved were also randomly chosen and had no direct relation to those in the training set.
6.4 Experiment design
6.4.1 Evaluation measures
Our evaluation criteria are based on two prominent application settings. In the first setup, which
we call as the webpage classification task, we assume that the user is surfing the Web and the
classifier is required to classify every new page that the user observes. In this setting, the utility of
a classifier would depend on its classification accuracy. The classifier will make two types of errors
– mislabel a reliable page as unreliable (type I error) and mislabel an unreliable page as reliable
(type II error). Intuitively, the type II errors would cost more. In order to account for this bias,
we measure the utility of our classifiers by a weighted accuracy function, parametrized by λ:
Weighted Accuracy(λ) =
(λ× TP ) + TN
λ× (TP + FN) + TN + FP
where unreliable pages are labeled positive, reliable pages are labeled negative, and TP , TN , FP ,
and FN are the numbers of true positives, true negatives, false positives, and false negatives, re-
spectively. The function assumes that cost of making a type II error is λ times the cost of making
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a type I error. We measure the utility of our classifiers with three different utility functions corre-
sponding to λ ∈ {1, 2, 3}, for unbiased, moderately biased, and heavily biased setup, respectively.
In our second application setting, the system helps a human expert in labeling webpages as
reliable or unreliable. We term this the webpage re-ranking task. The system generates an ordering
of all webpages by ranking the reliable documents higher than all unreliable documents and the
user can then look at this ordering and correct the mistakes. Ideally, the user would only need to
choose a single cut-off threshold separating all reliable pages from the unreliable ones. The utility
of a classifier depends on the number of mistakes that need to be corrected. This is similar to the
problem of evaluating relevance ranking and, therefore, we use Mean Average Precision (MAP) as
the evaluation measure for this setting.
Mean Average Precision is the arithmetic mean of average precision values over a set of queries.
Suppose, for some ranking ri ∈ R, there are ki reliable documents. If rank(j) is the rank of j
th
reliable document, then the precision at the rank of jth reliable document, P (rank(j)), is given by:
P (rank(j)) =
# reliable documents till rank(j)
# documents till rank(j)
Average precision of some ranking ri and the mean average precision over a set of rankings R











For our experiments, we used the SVMlight toolkit [Joachims, 1998a] to train an SVM classifier on
different feature set combinations with varying amounts of training data, for all three bias settings.
For evaluation, we used 5-fold cross validation. Each fold consisted of 288 training pages (144
reliable and 144 unreliable) and 72 test pages (36 reliable and 36 unreliable). In each case, the
train and test examples belonged to different sets of websites. The overall weighted accuracies and
MAP scores were calculated by averaging the five values. When measuring the weighted accuracy
for λ ∈ {2, 3}, the SVM classifiers were trained to account for the bias. This was realized by setting
the “-j” parameter in SVMlight to λ. The interpretation of the parameter is the same as our
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Features Wtd. Accu. (%) MAP
λ⇒ 1 2 3 1 2 3
Links 60.8 71.1 79.6 0.708 0.766 0.763
PageRank 72.5 77.6 89.7 0.856 0.846 0.866
Words 80.6 83.9 85.0 0.899 0.905 0.902
Links+Commercial 67.8 75.9 79.6 0.794 0.814 0.815
Links+Commercial+PageRank 76.4 83.9 86.5 0.876 0.868 0.888
All non-Word 77.2 82.4 84.6 0.873 0.863 0.881
All non-PageRank 75.8 80.6 83.5 0.886 0.890 0.893
All 80.0 83.2 86.8 0.916 0.929 0.921




In this section, we first describe the results of our different lines of experiments and then present
a thorough analysis of the observations. In particular, we are interested in identifying feature set
combinations that lead to high performance while being robust towards amount of training data
and different bias settings.
6.5.1 Effectiveness of feature sets
In our first set of experiments, we measured the performance of different feature set combinations
based on overall accuracy and MAP scores. Table 6.2 shows the variation of weighted accuracy
and MAP for the three bias settings over all feature sets, using SVM classifier.
Among the feature sets, word features tend to be the most discriminative, reinforcing our
observation that authors of reliable and unreliable content tend to have different writing styles.
PageRank features perform better than link-based features, especially when the bias is high. In
such cases, we found that the internal PageRank feature, PRint, becomes predominant. On the
other hand, link-based classifiers use the presence of contact link CL and privacy policy link PL as
dominant features. But their discriminative power is limited as many unreliable pages also contain
these links and many reliable pages do not.
In general, addition of more features usually resulted in a measurable performance improvement.




Figure 6.1. Variation of weighted accuracy with percent training data used in the (a) unbiased (λ = 1), (b) moderately
biased (λ = 2), and (c) heavily biased (λ = 3) cases.
to have a high mutual information. A notable exception is the drop in performance when adding
features to word based SVM classifiers. In order to better understand this behaviour, we show the
MAP values of different SVM classifiers in Table 6.2. In spite of the 5% accuracy drop between
Word and All Non-PageRank feature sets, the MAP value continues to remain high, suggesting
that additional features are leading to a number of near misses possibly due to low performing
link-based features. Similarly, while percentage accuracy of classifier based on all features is nearly
same as the one trained on only word features, a higher MAP value indicates that the ordering
generated by the former is more accurate, making it more robust than the latter.
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Figure 6.2. Distribution of positive and negative webpages on PageRank values
6.5.2 Influence of training set size
Our next line of experiments was to measure the influence of training set size on performance of
different feature sets. We experimented with four high performing feature set combinations using
5-fold cross validation. For calculating performance on x% of training data, we trained each fold
with only the first x ∈ {25%, 50%, 75%, 100%} of training examples and tested them on the entire
test set. and The variation of weighted accuracy with x for λ ∈ {1, 2, 3} is shown in Fig. 6.1(a),
6.1(b), and 6.1(c), respectively.
We observe that the classifier based on all features is the most robust and clearly outperforms
other combinations. On the other hand, word-based features tend to perform poorly when the
amount of training data is low, but their performance improves the fastest as we add more training
examples. In general, both accuracy and MAP show an increasing trend with training set size,
suggesting that increasing the amount of training data is likely to further improve performance. A
surprising observation, however, is the fluctuation in the accuracy of PageRank based classifiers.
We discuss this issue in detail below.
Discussion about PageRank
PageRank is often regarded as a crude measure of reliability. To gain a deeper insight into the
performance fluctuations of PageRank features, we looked at the PageRank statistics of our dataset,
shown in Fig. 6.2. The graph shows the distribution of all reliable and unreliable webpages present
in the dataset based on their internal PageRank values (PRint). Pages with high PageRank, in the
band of [6, 10], tend to be mostly reliable and, hence, easily separable. On the other hand, when
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the PageRank values are in [0, 5], we find a mixture of reliable and unreliable pages that is hard to
separate. Classifiers trained on PageRank features, tend to use PRint > θ as their primary rule.
Of the remaining five features, high values of ExtPRmin (minimum ExtPR) and ExtPRQ1 (first
quartile of ExtPR) features are sometimes used for labeling pages as reliable when PRint < θ. The
performance, therefore, mainly depends on learning an appropriate value of θ from the training
examples. However, the narrow interval [4, 6] of values of θ contains a large number of both positive
and negative examples. Thus, shifting θ by a single point on either side leads to high fluctuations
in accuracy. For example, a simplistic classifier with only 1 rule: PRint > 4 → Reliable would
achieve an accuracy of 78.5% on our dataset. Raising or lowering the threshold by 1 results in a
drop of 10% in accuracy. This is the reason for fluctuations in performance of PageRank classifiers.
When we bias the classifier heavily, the learned classifier sets a high θ and completely disregards
the remaining five PageRank features, resulting in a high reliability precision and, consequently,
high weighted accuracy. We can therefore conclude that using PageRank alone as a measure of
reliability is not sufficient.
6.5.3 Applications
In this section, we evaluate our classifier for two potential applications – first, a webpage re-ranking
task, where we re-rank the results generated by a search engine based on reliability scores; and
second, a website accreditation task, where we automatically process websites to generate a site
reliability score.
Application 1: Webpage re-ranking
For this task, we re-ranked Google’s results for 22 medical queries. The queries were chosen
randomly from the list of “Similar Queries” displayed by Google. For each query, we manually
categorized the top 10 results as reliable or unreliable. We then classified each of the results using
an unbiased SVM classifier (λ = 1), trained on all features. A re-ranked list was then generated
based on the reliability scores. We assumed that the relevance values of all top 10 results were
similar and hence our re-ranking would only slightly hurt relevance. On the other hand, as far as
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Query #Rel Precision @ 10 docs
Google Our approach
tamiflu 8 0.852 0.970
cod liver oil 2 0.393 0.417
how long does the flu last 3 0.356 0.917
flu remedies 3 0.507 0.806
flu vaccine 7 0.795 0.982
cure swine flu 2 1.000 0.833
flu treatment at home 7 0.693 0.881
common cold treatment 6 0.811 0.836
over the counter flu treatment 5 0.761 0.712
diabetes cure 4 0.402 0.679
diabetes diet 7 0.898 0.844
diabetes research 10 1.000 1.000
diabetes complications 8 0.855 0.986
new diabetes treatment 6 0.873 0.911
januvia 7 0.874 0.962
stroke cure 3 0.578 0.600
stroke signs and symptoms 10 1.000 1.000
stroke cure herbs 2 0.700 0.267
myeloma cure 5 0.687 1.000
myeloma survival rate 9 0.928 0.989
back pain cure 4 0.608 0.888
back pain medication 5 1.000 0.491
# queries with higher performance 5/22 15/22
MAP over 22 queries 0.753 0.817
Table 6.3. Comparison of performance over 22 queries of Google and our proposed approach in ranking reliable webpages.
#Rel is the number of reliable documents in top 10 relevant results from Google. The improvement was significant at
p = 0.05 level, using Wilcoxon’s signed-rank test.
we know, Google does not explicitly incorporate reliability of webpages into its ranking scheme7.
So, we hypothesized that after re-ranking the results using our approach, more reliable documents
would be placed higher than other relevant, but unreliable result documents.
The performance evaluation of reliability based re-ranking is shown in Table 6.3. Google’s reli-
ability MAP over 22 queries was found to be 0.753. After re-ranking, the reliability MAP improved
to 0.817. The re-ranked results were found to be better for 15 of the 22 queries, were worse for five
queries, and were unchanged for the remaining two queries. Using Wilcoxon’s signed-rank test, the
improvement was found to be statistically significant at p = 0.05 level. Table 6.4 shows the results
from Google and our re-ranking for a sample query “cure back pain”. One of the main differ-
ences between the two ranked results was that the webpage http://www.cure-back-pain.org/
was ranked the highest by Google, but our system ranked it at the bottom. When we looked at the
page, we observed that it was actually a biased site which talked about the owner’s own experiences
7The analysis is based on ranked results obtained from Google searches done in January 2010.
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Query: cure back pain












Table 6.4. Sample re-ranking results for an example query. Pages judged reliable are in bold face. Only domain names
are shown for brevity
and promoted a book.
To summarize, these results show that even with a small training set of 360 examples, the trained
classifier can already improve the quality of search results over rankings that ignore reliability.
Given that our performance improves with training data, by adding more training examples, the
automatic prediction method is expected to be even more useful.
Application 2: Website accreditation
For the website accreditation task, we selected a set of 10 websites and classified their webpages.
None of these websites were included in our original training set. For each website, 100 webpages
were selected in a breadth-first manner and were classified as reliable or unreliable. Finally, the
percentage of reliable and unreliable pages was calculated for each website.
The classification results using a moderately biased SVM classifier (λ = 2), trained on all fea-
ture sets except the PageRank features, are as shown in Table 6.5. The websites are sorted based
on the percentage of reliable pages. We observe that more authoritative and trustworthy sites, such
as http://www.mayoclinic.com/ and http://www.cancer.gov/, are ranked high. On the other
hand, websites like http://www.northstarnutritionals.com/, which is mainly a commercial site
selling online medications, and http://www.shirleys-wellness-cafe.com/, which is an alterna-
tive medicine website not conforming to most of the HON criteria and containing content strongly
critical of modern medicine, are ranked lowest. Websites like http://www.guide4living.com/













Table 6.5. Websites ordered based on percentage of reliable pages found (out of 100 webpages each)
some of HON criteria and provide mostly unbiased non-commercial information are ranked in the
middle. Thus, our system generated a reasonable overall ranking of websites. We did not use the
PageRank features for these experiments because the PageRank values need to be requested from
an external Google Web Service that does not serve the requisite high volume of requests generated
for obtaining external PageRank features, ExtPR. Additional website accreditation experiments
with upto 5000 pages per website returned similar results.
6.6 Conclusions and future work
In this chapter, we presented a study of automatically predicting reliability of webpages in the
medical domain. We cast the problem in a supervised learning setup and studied the feasibility of
learning to classify pages as reliable or not. We proposed a variety of features defined based on both
the content of a webpage and other information such as links, and study how different features help
in this classification. We also described how we created the first test set to quantitatively evaluate
the task.
Experimental results on this dataset are very encouraging. We were able to achieve an overall
accuracy of 80%, showing that it is indeed feasible to predict the reliability of medical webpages
through automatic feature extraction and classification. This can help significantly reduce the
manual labeling efforts currently in practice. Results further show that using all the types of
proposed features works better than using only some of them, suggesting that most of the features
are effective for reliability prediction. We applied our approach to rerank search results based on
reliability. Although Google PageRank scores are very useful features, especially for high-precision
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prediction tasks, we observed that the performance can be further improved, in general, by using
additional features.
Due to the importance of reliability in medical domain, we believe that this study can potentially
have an impact on helping users to better assess reliability of information on the Web in this very
important domain. In future, further evaluation of the proposed features may be required on larger
datasets. We also hope to apply these techniques to improve the quality of Web search for medical
domain by re-ranking results on reliability scores for search results.
6.7 Relevant publication(s)
The information contained in this chapter also appears partially in the following publication(s):
• Parikshit Sondhi, V.G.Vinod Vydiswaran, and ChengXiang Zhai. Reliability prediction
of webpages in the medical domain. In Proceedings of the 34th European Conference on
Information Retrieval (ECIR), pages 219–231, 2012.
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Chapter 7
How do users interpret credible
information?
7.1 Introduction
The World Wide Web has become one of the primary sources of information in a variety of
domains. Online news portals have gained popularity steadily over the last decade, and tradi-
tional print media is losing ground [Pew Research Center for the People and the Press, 2010]. Pa-
tients and caregivers search online for health information and information about particular dis-
eases [Kaiser Family Foundation, 2009], share medical history [Kaiser Family Foundation, 2004],
and learn about treatment options through web portals and health forums [Taylor, 2011]. Students
rely on online resources to complete assignments in history, literature, and other subjects. For in-
stance, according to surveys conducted on parents of children who use computers at home, 55% of
parents responded that their children spent most of the time on the home computer doing research
for school, writing school work, or using education software [PSRA/Newsweek, 2000, Center, 1998].
In all these tasks, nave information seekers assume that the information available online is accurate,
trustworthy, and unbiased. However, the Web is a hodgepodge of well-curated, edited content and
freelance, unmoderated content. With more and more data and content residing in unstructured
and semi-structured text format, there is a strong need to understand what is being said, and
whether it can be trusted.
Typically, well-structured, formatted, and edited content is considered more trustworthy and
credible, while information that appears in user generated, free-format venues such as forums and
message boards is considered relatively less trustworthy. However, history is replete with many
instances where credible sources have helped spread rumors or made significant errors in stating
facts, possibly due to their own biases. If online information seekers rely only on these sources, they
may get a biased view. This indicates a growing challenge to present users with enough relevant
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information that would encourage them to form an unbiased opinion about the topics of interest.
It also provides us a strong motivation to design and build systems that would help users in this
task.
Consider a scenario where an Internet surfer wants to learn about a recent controversy. To give
an example, consider that Alice is a mother with young kids who are about to start school. She
wants to know if chocolate and flavored milk provided in schools are a healthy food choice for her
children. Depending on the keywords she chooses to search the Web about the topic, she might
see news articles about a recent ban on chocolate milk in certain schools, or learn about the health
benefits of milk in growing children. She might find results from news media organizations reporting
on the ban, or activist groups actively encouraging drinking milk, or even concerned parents posting
questions and responding to them via community-driven question answering services.
However, are all these results equally helpful and informative in satisfying the user’s informa-
tion need? Is Alice equally likely to read these articles, and read them in the order presented?
The answers to both of these questions appear to be no, but we wanted to understand which fac-
tors impact these decisions. We wanted to study various factors that enable humans to acquire
additional information about controversial topics in an unbiased fashion. Specifically, we wanted
to study the factors that influenced (i) the documents users read, (ii) the extent of learning, and
(iii) the perceived credibility of a source. This understanding will help us design better systems and
interfaces to help users verify or refute controversial claims. We designed a user study to answer
these research questions:
1. Does explicit display of contrasting viewpoints help users understand controversial topics
better?
2. Does (knowledge of) the source rating affect the credibility judgment of the source/document?
3. Does human bias affect the credibility judgment of documents?
4. Do multiple documents and viewpoints help/hinder learning about a controversial topic?
5. Does prior knowledge/bias affect how humans learn about a controversial topic?
We believe this is one of the first works that studies these aspects, especially when learning about
controversial topics. Traditional approaches to verifying controversial claims follow algorithmic
approaches to assimilate possibly contentious evidence from multiple sources. We designed and
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conducted a user study, called BiasTrust, to understand how to present such evidence documents
to enable users to learn about the controversy in an unbiased fashion and help them overcome any
prior bias they might have about the topic.
In this user study, we first try to understand the user’s position and beliefs about the contro-
versy. Then, we study how presenting evidence with contrasting viewpoints and source expertise
ratings affect how the users accessed the evidence documents. We find that users tend not to seek
contrasting viewpoints, at least in a limited-time learning scenario, but that explicitly presenting
contrasting evidence helps them get a well-rounded understanding of the topic. Furthermore, we
observe that explicit knowledge of the sources credibility or expertise, and the context in which the
evidence was provided, not only affects what users read, but also how credible they perceive the
documents to be. These insights help us optimize the presentation of credible evidence documents
to teach biased users about controversial topics in the most effective way.
7.2 Related work
Understanding which documents people read is related to research in many fields. Psychologists
have studied the phenomenon of confirmation bias [Plous, 1993, Nickerson, 1998, Baron, 2000] or
selective exposure [Prior, 2003], which states that people tend to favor information that confirms
their beliefs – not only in deciding what to read, but also in how they interpret what they read about.
Similarly, researchers in political science (such as [Taber and Lodge, 2006]) observed that people
processed information in biased fashion, i.e. people were quick to critique opposing arguments,
while uncritically accepting arguments that supported their own beliefs. We believe that one of
the ways to help people overcome this bias is by developing tools and systems that present people
with arguments from multiple viewpoints. We designed a user study to understand various factors
that can help people in this goal.
Researchers have also looked at factors that influence what information users access and how
they process it. Some of the relevant research haas been summarized in Sec.2.8. In other works,
Ugander et al. [Ugander et al., 2012] studied the issue of how to convince people and looked at the
influence of one’s social network on their actions. Extending their argument to the information
domain, this research suggests that users need to be exposed to multiple viewpoints to help them
101
make their decision. Leiserowitz et al. [Leiserowitz et al., 2011] observe that those who reject the
scientific evidence for climate change are, in fact, also those who believe that they are best informed
about the subject. This implies that those who are ignorant about a topic are more accepting of
trusted information as compared to those who are misinformed and hold on to false beliefs. On the
other hand, Pariser [Pariser, 2011] investigated the notion of the filter bubble, where search engines
personalize web search results to show users what they like to see and read, thereby showing them
only information that agrees with their viewpoints. This not only supports confirmation bias, but
also excludes contradictory viewpoints. Further, Lewandowsky et al. [Lewandowsky et al., 2012]
study how misinformation gets disseminated, why efforts to retract misinformation fail, and how
corrections should be designed to maximize impact. Our study tries to understand how to overcome
these shortcomings by presenting contrasting, yet credible evidence to users. We believe our user
study is the first to study how expertise rating for sources, the evidence context, and contrasting
viewpoints help users learn about controversial topics.
7.3 BiasTrust: Designing the study
Understanding which claims to believe and why to believe those claims are important in order to
make an informed decision. This is basically a learning task, where an inquisitive user tries to learn
as much as possible about the claim and assimilate all evidence in support of or against the claim.
This is an interesting challenge for a retrieval system, to not only retrieve documents relevant to
the claim, but also present them succinctly to help users understand that information quickly.
However, as we pointed out in Sec. 7.2, previous research by psychologists and others has shown
that users tend to access information that supports their own viewpoints. So, it is important for
an automated system to model such human biases and present trustworthy evidence to overcome
this bias, where possible.
We designed a system that retrieves relevant, trustworthy documents and provides the user
with an overall, unbiased perspective about the topic. In order to optimize the interface design, we
conducted a user study, called BiasTrust, to investigate the factors affecting the choices humans
make about what to read and the documents they judge as relevant and credible. This would help
us to design and improve interfaces for an automated claim verification system that allows users
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to validate claims by providing contrasting evidence for and against the claim.
We focused on three major factors, viz. (i) the ability to access credible, yet contrasting view-
points about a claim to help gauge the trustworthiness of the claim; (ii) the knowledge of source
expertise and credibility, and how that affects the decision on which evidence document is read; and
(iii) the order in which the documents are presented, and if that affects the overall understanding
of the topic. Other factors, such as summarizing documents to help faster learning and providing
an overall truth value for a claim may also be relevant for designing a claim verification system.
However, we chose not to study these factors, but instead chose to provide access to the relevant
evidence to allow users to verify claims by themselves.
The user study was designed as a learning task, where users are asked to learn as much as
possible about a topic within a stipulated time. This setup helped users decide, given the limited
time, which sub-topics are important for them to learn about and choose which documents to read
accordingly. We could then observe their actions and study how various factors helped or hindered
them in this learning process.
Another decision in designing the study was to focus on controversial claims, instead of factual
claims, where there is a lot of evidence supporting the claim and very few, possibly untrustwor-
thy arguments against it. By choosing controversial topics where there is genuine evidence both
supporting and opposing the claims, we could understand how preference-based factors affect the
learning process.
The study was conducted in four stages, viz. (i) Pre-study survey questionnaire, (ii) Study
phase, (iii) Post-study questionnaire, and (iv) Feedback interview. The first three stages were
conducted online, while the feedback interview was conducted face-to-face. These four stages are
explained below.
7.3.1 Stage 1: Pre-study questionnaire
The pre-study survey questionnaire was designed to measure the participants’ knowledge about the
controversial topic. Specifically, participants were asked questions that helped us gauge their (lack
of) knowledge and bias towards/against important issues relevant to the topic being studied. By
leveraging a pre-test survey to judge the knowledge and bias about the topic, the researchers were
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able to study how these affect the overall selection of documents the participants want to read and
the credibility judgments they make while reading new documents.
Participants answered the questions on a four-point Likert scale. For the knowledge-related
questions, the scale ranged from (i) ‘insignificant’ to (iv) ‘very significant’, while for bias-related
questions, this ranged from (i) ‘strongly against’ to (iv) ‘strongly in favor of’ the issue. There were
also a few preference questions that were answered on a five-point Likert scale that ranged from
(i) ‘strongly prefer one option’ to (iii) ‘prefer both options equally’ to (v) ‘strongly prefer the other
option’. In order to capture the possible lack of knowledge about the sub-topic being discussed,
participants could respond to any question with an ‘I dont know’ answer.
This design of using knowledge and bias related questions and limiting the nature of allowed
responses was intended to encourage participants to think about their position on many sub-topics
related to the overall issue. For example, if the issue being discussed is whether drinking milk
is healthy for humans, the questionnaire might include questions asking participants if they were
aware of the issue of flavored milk being distributed in schools (knowledge question) and if they
believed flavored milk is a healthy choice (bias question). In another related question, participants
may be asked whether organic milk was a healthier option than conventional milk (preference
question). The pre-study questionnaire also included a few demographic questions, such as age
and political inclination. Further, there were a couple of task-specific questions to understand the
participants’ bias or preference on the issue.
The pre-study questionnaire also included a few demographic questions, such as age and political
inclination. Further, there were a couple of task-specific questions to understand the participants’
bias or preference on the issue.
7.3.2 Stage 2: Study phase
Once the participants responses to the pre-survey questionnaire were recorded, they were directed
to one of the interface variants. The interface variants will be described in detail in Sec. 7.4. In each
interface variant, participants had some contextual information about the passages. For instance,
participants were shown the source of the passage, the sub-topic the passage is closely related to,
and whether the passage was in favor or against the sub-topic. In some variants, the expertise
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Figure 7.1. Sample document view
rating of the source was also shown to further help participants decide if they wanted to read the
passage. A Read more link was provided alongside the contextual information. Participants chose
to read a passage by clicking on the ‘Read more . . . ’ link; and were then shown the passage, along
with the contextual information. Fig. 7.1 shows a sample document view.
For each passage participants read, they were asked to answer three questions about the passage,
viz. (a) did they agree with what was being said in the passage; (b) did they get any new information
from the passage; and (c) did they believe the information was biased with respect to the topic
being discussed. These three questions allowed us to quantify the perceived importance of the
passage.
Participants specified their agreement with the information given in the passage over a four-
point Likert scale ranging from (i) ‘mostly disagree’ to (iv) ‘mostly agree’. The main reason for
using a four-point scale rather than a five-point one was to force the participants to decide whether
they agreed with the overall passage or not.
Similarly, participants were asked to gauge how much they learned from the passage, by specify-
ing novelty of the information in the passage. They chose one of the options on a four-point Likert
scale that ranged from (i) ‘no new information at all’ to (iv) ‘all new information’. Participants
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were directed to answer the question considering the sequence of passages they read. For example,
if the participant had already read three passages on the sub-topic, and then they see a fourth
passage with no additional information, they were directed to respond to the novelty question with
‘no new information’, even if, when considered in isolation, the passage had relevant information.
On the question of whether they believed the passage was biased with respect to the topic
being discussed, participants answered using a five-point Likert scale that ranged from (i) ‘strongly
biased against the topic’ to (iii) ‘unbiased’ to (v) ‘strongly biased towards the topic’. Participants
were informed that the response to this question may differ from the viewpoint mentioned in the
contextual information. For all three questions, participants had an option to choose ‘I can’t say’
as a response, if they were not sure.
These three questions allowed us to quantify the importance participants might give to the
passage they just read. By first recording the choice of the passages participants read, and then
their opinion about the quality of the passage based on agreement, novelty, and perceived bias;
we could monitor how the passages helped them learn about the topic. After answering the three
questions, participants could choose to read another passage. They were asked to continue reading
until they believed they had read enough about the topic. Once they decided to quit the study
phase, they were taken to the third and final stage of the online study.
7.3.3 Stage 3: Post-study questionnaire
After participants spent time learning about the topic in the study phase, they were asked to
respond to a series of questions about what they learned. They were asked to specify which
concepts they now believed supported the topic being studied and which concepts opposed it.
They were also asked to answer the topic-specific questions that were posed during the pre-study
questionnaire.
Participants responded based on the topics they read about and how important and relevant
they felt the sub-topics were, after the study. Participants then wrote a short summary essay on
what they learned. They were asked to spend about five minutes on the essay. They were also asked
to provide feedback on which interface features helped them in their task, and suggest additional
features that might help them.
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UI# UI variant name # of Contrast Topics Source rating
passages view sorted Show Scheme
1a Single-Single-Bimodal-Unsort 1 No No Yes Bimodal
1b Single-Single-Uniform-Unsort 1 No No Yes Uniform
2a Single-Contrast-Bimodal-Unsort 2 Yes No Yes Bimodal
2b Single-Contrast-Uniform-Unsort 2 Yes No Yes Uniform
3 Multiple-Contrast-Bimodal-Unsort 10 Yes No Yes Bimodal
4a Multiple-Contrast-Bimodal-Sort 10 Yes Yes Yes Bimodal
4b Multiple-Contrast-Uniform-Sort 10 Yes Yes Yes Uniform
5 Multiple-Contrast-None-Sort 10 Yes Yes No —
Table 7.1. Parameter configuration for all interface variants. The variants are named based on whether Single / Multiple
documents are shown, displaying Single / Contrast viewpoints, with Bimodal / Uniform rating scheme, and whether
documents are Sorted / Unsorted based on their topic.
7.3.4 Stage 4: Feedback interview
The final stage of the study was a face-to-face meeting and debriefing session. Participants were
debriefed about the study and were informed about the factors that were being studied. This also
provided an additional avenue for participants to provide feedback about the system and suggest
changes to improve the study.
7.4 User interface variants
We now describe the user interface variants that we experimented with in the study. As stated
earlier in Sec. 7.1, the main purpose of the study is to understand the factors that affect which
documents are read while learning about a new topic. We designed interfaces to study the following
factors:
1. Explicit display of contrasting evidence
2. Single document per page vs. multiple documents
3. Source expertise rating
4. Presentation order of documents
5. Effect of human biases
The variants have been summarized in Table 7.1.
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Figure 7.2. Single document view with option to look at contrasting document (UI variants Single-Single-all-all,
UI# {1a, 1b})
Figure 7.3. Single document view that shows contrasting document by default (UI variants Single-Contrast-all-all,
UI# {2a, 2b})
7.4.1 Explicit display of contrasting evidence
One of the major factors in learning about a controversial topic in an unbiased fashion, we believe,
is the exposure to alternate viewpoints. To verify if this conjecture is true, we designed two variants
of the system. In the first variant, participants were exposed to just one document at a time, in a
particular order. Participants had an option to explicitly ask for the next document to be one from
an opposing viewpoint. If they did not choose this option, the next relevant result would be shown.
Fig. 7.2 shows an example of such an interface. UI variants Single-Single-all-all (UI# {1a,
1b}, cf. Table 7.1) follow this setting.
In the second variant, users were exposed to the contrasting evidence right at the start. The
primary document and a document of contrasting viewpoint were shown side-by-side. Users could
still pick which document to read first, and may choose to ignore the contrasting viewpoint if they
wish to. Fig. 7.3 shows an example of such an interface. UI variants Single-Contrast-all-all
(UI# {2a, 2b}, cf. Table 7.1) follow this setting.
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Figure 7.4. Multi-document view that shows five primary documents, along with the corresponding contrasting documents (UI variants
Multiple-Contrast-all-all, UI# {3, 4a, 4b, 5})
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7.4.2 Single document per page vs. multiple documents
The next factor we investigated is how the amount of information on a page affects the reading
pattern and choice of documents. When fewer documents are shown, humans tend to spend more
time reading documents that are shown, before moving on to the next page. We wanted to investi-
gate if this hypothesis was correct. We designed a third variant where instead of one document, five
documents and their corresponding counter-arguments were shown to the user on a single page. UI
variants Multiple-Contrast-all-all (UI# {3, 4a, 4b, 5}, cf. Table 7.1) show multiple documents
per page, and Fig. 7.4 shows an example.
7.4.3 Source expertise rating
Another factor in deciding what to read is whether users believe the document comes from a credible
or trustworthy source. To test this hypothesis, we decided to control the expertise ratings in two
ways. In one UI variant, the expertise ratings were hidden, and participants did not know if the
source was credible or not. This setting was followed in UI variant Multiple-Contrast-None-Sort
(UI# 5, cf. Table 7.1).
The second way we controlled the expertise rating was to show two different rating schemes.
In one scheme, all sources got a rating of either 1-star or 3-stars. We call this the bimodal rating
scheme, since the ratings appear to be drawn from a bimodal distribution. Sec. 7.5.1 gives additional
information about how the bimodal ratings were assigned. In the second scheme, sources were
assigned a random rating drawn from a uniform distribution while ensuring that the rating is not
the same as the one under the bimodal scheme. We call this the uniform rating scheme. Sources
were assigned this rating in a static fashion; that is all participants that were shown a particular
rating scheme consistently saw the same expertise rating for the same source. The four UI variants
all-all-Bimodal-all (UI# {1a, 2a, 3, 4a}, cf. Table 7.1) followed the bimodal rating scheme,
while the three remaining UI variants all-all-Uniform-all (UI# {1b, 2b, 4b}, cf. Table 7.1)
followed the uniform rating scheme.
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7.4.4 Document presentation order
The final hypothesis we wanted to test was whether grouping documents together by sub-topic
significantly helped the learning task and affected the selection of documents read. We focused on
testing this hypothesis in the case when multiple documents are shown. We had two configuration
settings: in one setting, we showed the passages in the order they were retrieved (in relevance
order). This would mean that the documents appear to come in a random sequence of sub-topics.
Participants do not know which sub-topic the next document would come from. This setting was
followed in UI variants all-all-all-Unsort (UI# {1a, 1b, 2a, 2b, 3}, cf. Table 7.1)).
In the second setting, the set of retrieved documents was sorted based on topics. All documents
from one topic were shown before the next topic. The topics were ordered by relevance, and
the documents about a particular topic were themselves ordered by relevance. Participants could
choose which documents to read from one topic before they move on to the next one. The UI
variants all-all-all-Sort (UI# {4a, 4b, 5}, cf. Table 7.1) were configured to follow this setting.
7.5 Setting up the user study
7.5.1 Data and study topics
We enabled the study for two controversial issues, one from the health domain and the other from
politics. The topics and the primary claim (“issue at hand”) included in this study were as follows:
• Milk: Drinking milk is a healthy choice for humans.
• Energy: Alternate sources of energy are a viable alternative to fossil fuels.
We will refer to the study sessions corresponding to these two issues as the Milk and Energy tasks,
respectively.
We chose these particular issues because they are fairly similar in terms of biases they may
invoke. We wanted topics that are controversial, but also have scientific evidence to justify either
viewpoint. Notably, these issues were different from other controversial issues that may invoke
strong emotional biases that are hard to overcome. Some topics that we chose to omit were
regarding abortion, right to life, and nationalistic/patriotic issues. In such highly emotional issues,
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it is hard to find convincing scientific evidence supporting each viewpoint; and often pre-conceived
notions and stands are hard to change.
For each of the two issues we included in the study, we collected over 350 snippets of text
from ProCon.org1, a non-partisan, non-profit public charity website. A team of researchers, staff,
and volunteers affiliated with the website gathered quotes from people, organizations, and other
websites relevant to the issue being discussed. They grouped the quotes based on relevant questions
or sub-topics within the issue, and categorized them as pro (in favor of the question being asked),
con (against the question being asked), or neither pro nor con.
The website also gave an expertise rating to each source, based on the entity type. For example,
governmental reports and peer-reviewed studies got the highest, 5-star rating, experts were assigned
a 3- or 4-star rating, media and academic journals got a 2-star rating, while other organization and
influential persons such as politicians got a 1-star rating. However, our analysis showed that for
the two tasks, almost all sources belonged to classes that were assigned either a 3-star or a 1-star
rating. We used these manually assigned ratings as our bimodal rating scheme.
7.5.2 Retrieving relevant passages
Once all passages are collected, they are indexed using the Lemur toolkit2. Since these passages
may be from a varied set of sub-topics, we first analyze the corpus to identify key sub-topics
based on a statistical topic modeling approach. For each issue, we identified ten keywords that we
believed were relevant to the issue at hand. These words were used as seeds to learn a ten-topic
probabilistic topic model using the probabilistic latent semantic indexing (PLSI) [Hofmann, 1999]
approach. PLSI is a probabilistic generative model that optimizes the likelihood of generating
the data as a combination of sub-topics. It analyzes the co-occurrence of words and groups them
into constituent language models and in the process, learns the key sub-topics within a corpus of
documents. The model can be seeded with key concepts and the algorithm learns the most likely
sub-topics. Other popular approaches to learn the topics from a collection of documents include
Latent Dirichlet Allocation [Blei et al., 2003]. Table 7.2 shows the sub-topics learned for the Milk
task. The titles for the topics have been assigned manually.
1ProCon.org. http://www.procon.org/
2The Lemur toolkit. http://www.lemurproject.org/
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Table 7.2. Topics learned for the Milk task
Once the sub-topics are learned, key terms are extracted from each sub-topic. A weighted
combination of these key terms is used as a retrieval query to extract relevant evidence passages
from the corpus. In the general system, the combination weights can be set specific to each
participants preferences. For example, if a participant expresses ignorance about or gives higher
importance to a particular sub-topic in the pre-study survey questionnaire, higher weight can be
assigned to the key terms from that sub-topic to retrieve more relevant documents. This would
result in a personalized set of results for each participant. However, for this user study, we decided
not to change the retrieval query based on each participant’s inputs. Instead, we modeled a dummy
participant and considered him ignorant in a few critical topics. Then, we built the corresponding
user model that assigned high weights to those critical topics and low weights to other topics. This
dummy model was used to retrieve the set of results that was then shown to all participants. This




Volunteers were invited to participate in the study by announcing the study on mailing lists in
many departments within a large, diverse, public university. Emails were sent out primarily to
graduate students and staff members. Invitation emails were also sent to members of the larger
community (local, but not affiliated to the university), and to participants of a nation-wide multi-
center research meeting.
The announcement invited volunteers to participate in a learning task, where they were expected
to learn about a topic and answer questions. Participants were not informed of the exact nature
of the study or which factors were being measured. They were, however, informed that they can
participate in the learning tasks related to two topics, and that each task would take about 45
minutes to complete. They were asked to learn as much as they could about the various sub-topics
within the task. They had an option to quit the study phase whenever they felt they had read
enough passages. They were also informed that, as a token of appreciation for their time and
participation, they would be rewarded a fixed amount for each task they successfully complete.
Volunteers who agreed to participate in the study were issued a unique identifier (pseudonym)
that they would use to access the study. The pseudonyms were statically assigned to two interface
variants from the ones listed in Table 7.1. The variants were assigned in such a way that each
participant would see two fairly different interfaces for the two tasks. One of the tasks was randomly
assigned to the one of the former four variants (that showed one or two documents per page), and
the second task was randomly assigned to one of the latter four variants (that showed ten documents
per page). Participants were allowed to select any of the two tasks first, so the researchers did not
have control over which version of the interface participants saw, and for participants that took
part in both topics, the order in which they saw them.
After giving explicit online consent to the study, participants would start with the pre-study sur-
vey questionnaire. All responses were recorded with the pseudonym and no identifiable information
was requested or recorded during the study.
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7.5.4 Pre-study survey
Each participant was asked to choose one of the topics to begin the study. At the start, they were
asked generic questions about the issue. For the Milk task, for example, participants were asked
about their dietary preference, i.e. whether they identified themselves as vegans, lacto-vegetarians,
or non-vegetarians. They were asked whether they drank milk regularly, and if so, how often, and
their reasons to drink or not drink milk. They were also asked specifically if they believed milk
was a healthy choice for human consumption. Similarly, participants choosing the Energy task
were asked if they drove a gasoline-driven, electric, or hybrid car, if they biked or walked to work,
or used public transportation. They were also asked specifically if they believed alternate energy
sources were a viable alternative to fossil fuels.
This was followed by a series of questions on specific sub-topics relevant to the issue being
studied. For the Milk task, these included questions to gauge the participants’ knowledge and
preference of conventional milk over raw milk or organic milk, flavored milk in schools, nutrients
in milk such as calcium and vitamin D, lactose intolerance and milk allergies, effect of milk on
early puberty and cancer, and impact of milk consumption on the economy and the environment.
Similarly, for the Energy task, the questionnaire asked participants to think about the issue in
the context of specific alternative sources of energy such as ethanol, bio-fuels, nuclear power, solar
power, hydro power, wind power, and hydrogen fuel cells, and the impact of alternate energy
sources on job creation and the economy. It also included questions about traditional sources of
energy such as oil, coal, and natural gas, and their impact on global climate change. Table 7.3 lists
the concepts covered in the pre-study survey questionnaire for the two issues considered in this
study.
7.5.5 Study phase
Participants were randomly assigned to one of the interface variants described in Sec. 7.4. For each
relevant passage, participants were shown the topic of the passage and whether the passage was
in favor of, against, or neither in favor nor against the topic. All actions that participants took
with respect to the study were logged. This included the choice and order in which passages were
selected, the time taken for each passage, and the responses to questions.
115
# Milk Energy
1. organic milk impact on economy/jobs
2. raw milk relation to climate change
3. flavored milk in schools increased oil drilling, coal production
4. calcium from milk carbon capture/clean coal technology
5. vitamins, minerals from milk nuclear power and safety concerns
6. lactose intolerance ethanol and bio-fuels
7. early puberty in children solar power
8. effect on cancer, diabetes wind power
9. impact of dairy industry fuel cells
10. pus cells, added hormones hydro power
Table 7.3. Concepts covered in the survey questionnaire for each task.
A group of participants were observed while they took the study. They were asked to think
aloud (verbally articulate their thoughts) while they learned about one of the controversial topics.
Observational notes were recorded based on their interaction.
Once the participants completed the three online stages, they were shown a success code that
denoted successful completion of the study task. They could then either participate in the second
study task using the same pseudonym or quit the study.
7.5.6 Feedback interview
The lead researcher met with all participants after they completed the online components of the
study. Typically, this was a ten minute interview, where the participants were debriefed about the
factors being studied. Participants were also informed about other interfaces being studied. The
participants who went through both study tasks were asked about their relative experience with
the two interfaces they encountered.
7.6 Analysis of study results
7.6.1 User profile and interaction summary
Volunteers in the age group of 18 to 65 were invited to participate in the study. In all, 24 volunteers
participated in the study, and the average age of participants was 28.6±4.9 years. Each participant
could take part in at most two study tasks. In all, we collected information from 40 study tasks;
with most participants choosing to take part in both tasks.
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Particulars Overall Milk Energy
Number of documents read 18.6 20.1 17.1
Number of documents skipped 12.6 13.0 12.1
Time spent in study phase (in min) 26.5 26.5 26.6
Table 7.4. Readership statistics of the study topics
The profile of how participants interacted with the system was similar for both tasks. Typically,
participants took 7-10 minutes to complete each of the pre-study and post-study questionnaires.
On-an-average, they spent 26.5 minutes in the study phase. Table 7.4 summarizes the interaction
based on number of documents read and overall time spent in the study phase. We observe
that participants spent almost the same time for both tasks. On average, participants read 18.6
documents, but considered as many as 31 documents during this time frame (including documents
they read and those they chose to skip). The similarity in the number of documents accessed in the
two tasks shows that the topics were similar in cognitive complexity and invoked similar behavior.
7.6.2 Which documents are read and which are skipped?
Explicitly showing contrast documents helps reading both viewpoints
To understand which documents participants read and which they skip, we compared how many
times participants read a document per result position. In UI variants Single-Single-all-all
(UI# {1a, 1b}), participants are shown only one document by default. These documents belong
to the primary document set. If they want, they can choose to see the corresponding contrast
document next. For all other UI variants, the contrast documents are shown alongside the primary
document, with documents in favor of the sub-topic on the left side of the screen, and documents
against the sub-topic on the right.
Fig. 7.5 shows how the readership changes with document position for the top 10 results.
We compare two scenarios – one in which only one primary document is shown by default (UI
variants Single-Single-all-all, UI# {1a, 1b}) and the other where one primary and one contrast
document are shown side-by-side (UI variants Single-Contrast-all-all, UI# {2a, 2b}). As we
see, the readership for contrast documents is significantly lower when it is not shown by default,
while the readership of the primary document does not change as much. This shows that users do
not tend to pro-actively ask for the contrasting viewpoint. But when shown side-by-side, they tend
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Figure 7.5. Variation of number of documents read for each document position. Documents in the primary set are in odd
positions (shaded green) while those in the contrast set are in even positions (shaded white).
to read both viewpoints.
Showing multiple documents per page increases readership
When multiple documents are shown per page, users tend to be more selective in what they read.
Table 7.5 summarizes the variation in reading pattern as the number of documents is increased.
Showing only one document per page not only significantly reduces the total number of documents
read, but participants tend to also spend more time reading those documents on-an-average. By
showing the contrast document alongside, participants tend to spend more time overall to read
more documents. When multiple documents are shown on a page, participants are able to consider
and skip many more documents in the stipulated time. When we compare single document and
multi-document views, we see that although participants read the same number of documents in
all, they skimmed through nearly 15 more passages in the multiple document view.
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UI# {1a, 1b} {2a, 2b} {3, 4a, 4b, 5}
UI variant name Single-Single- Single-Contrast- Multiple-Contrast-
all-all all-all all-all
Number of passages displayed 1 2 10
Number of participant study sessions 10 9 21
Number of documents read 13.5 20.3 20.2
Number of documents skipped 4.3 5.1 19.7
Time spent in study phase (in min) 26.3 29.4 25.4
Time per document read (in min) 2.38 1.77 1.43
Table 7.5. Interface type influences reading pattern.
Higher expertise rating gets higher readership
Next, we looked at the impact of expertise rating on which documents are read and which are
skipped. For this analysis, we distinguish the UI variants based on whether the rating scheme was
bimodal or uniform. Table 7.6 shows the variation in documents read for these two rating schemes.
We focus on two classes of interfaces – one in which only one document (with or without the
contrast document) was shown, and the other where the five primary and the corresponding contrast
documents were shown. In both cases, we find that higher rated documents are read more often
than those with poor expertise ratings. This is clearly seen in the multiple-document interface,
where participants have more choice in what they want to read. As we see in Table 7.6 ((last row),
only 38% of documents with an expertise rating of 1-star were read, compared to almost 67% of
documents with a 5-star rating read by the participants. Even when the documents are rated under
the bimodal scheme, the higher rated documents are 22% more likely to be read than the lower
rated documents. These trends follow even in the single document view, where only one document
(with or without the contrasting document) is shown to the participants. It is noteworthy that
in this scheme, relatively fewer documents are skipped. This is because, in the single document
view, there is typically no (or just one) option i.e. to either read or skip the shown document,
without the knowledge of what the next document would be. So, a relatively larger proportion of
documents is read, even if the documents have low expertise ratings.
Absence of expertise rating boosts readership of low-rated documents, hurts others
In our study, we had one UI variant (Multiple-Contrast-None-Sort, UI# 5) in which the ex-
pertise ratings were not shown to the participants. We find that, under this setting, 49.8% of the
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Interface variant group 1⋆ 2⋆ 3⋆ 4⋆ 5⋆
Bimodal rating scheme
Single document view (UI# {1a, 1b, 2a, 2b}) 76.3% 85.4%
Multiple document view (UI# {3, 4a, 4b}) 39.7% 61.3%
Uniform rating scheme
Single document view (UI# {1a, 1b, 2a, 2b}) 56.3% 77.3% 85.3% 83.2% 84.3%
Multiple document view (UI# {3, 4a, 4b}) 38.2% 52.8% 60.7% 66.0% 66.9%
Table 7.6. Readership increases with expertise rating.
Scheme None 1⋆ 2⋆ 3⋆ 4⋆ 5⋆
Bimodal 2.91 2.77
σ2 1.03 0.92
Uniform 2.86 2.46 2.90 2.83 2.57 2.92
σ2 0.88 0.84 0.90 1.00 0.94 0.89
Table 7.7. Variation of agreement score with expertise rating. The numbers in the second row in each cell are variance
values.
shown documents were read by the participants. When compared to the numbers in Table 7.6, we
can say that unrated documents are more likely to be read than those with a 1-star rating.
7.6.3 Which documents do participants agree with?
For each passage that participants read, they are asked if they agree with what the passage talks
about. The participants were asked to judge their agreement on a four point Likert scale, ranging
from (i) ‘mostly disagree’, (ii) ‘somewhat disagree’, (iii) ‘somewhat agree’, and (iv) ‘mostly agree’.
Participants also had an option to reply with a ‘can’t say’, if they were not sure of the response.
Expertise rating does not affect agreement
As described in the previous section, we considered the bimodal and the random rating schemes.
Table 7.7 summarizes our findings on how the agreement scores vary with changes to expertise rat-
ing. We find that irrespective of the expertise rating, participants tend to agree with the documents
to the similar extent (average ratings are slightly above 2.5). Although high-rated documents ap-
pear to have relatively higher agreement scores, we do not find a statistically significant correlation
of the agreement scores with the variation in expertise levels.
However, in the feedback interviews, 73% of the participants claimed that they tend to agree
with highly rated documents. Further analysis of the results is required to understand this discrep-
120
Scheme None 1⋆ 2⋆ 3⋆ 4⋆ 5⋆
Bimodal 1.87 2.05
σ2 0.75 0.72
Uniform 1.88 1.40 1.88 1.84 1.65 1.97
σ2 0.72 0.49 0.76 0.63 0.66 0.73
Table 7.8. Variation of novelty score with expertise rating. The numbers in the second row in each cell are variance values.
ancy. One possible explanation is that even low-rated documents do not give false information,
and so it is hard to find instances where participants disagree with the information provided.
Another interesting deviation was that the average agreement scores for documents rated 4-star
was considerably lower than when documents were rated 3-star or 5-star. This seemed counter-
intuitive. When we looked at the data more deeply, we find that we had assigned one of the
sources, the ‘Dairy Industry of America’, a 4-star rating in the uniform rating scheme. Participants
considered this source to be a highly biased source and tend to give very low agreement scores to
documents from this source. This indicates that in cases when participants clearly know the bias
of the source, they tend to ignore the expertise rating; even if they otherwise trust the expertise
rating. The analysis gave us additional evidence on how users interacted with the information
presented to them, when it is counter-intuitive to their knowledge.
7.6.4 Which documents do participants find interesting?
Similar to the question on agreement, for each passage read, participants are asked if they find the
passage informative. The participants were asked to respond on a four point Likert scale, ranging
from (i) ‘no new information at all’, (ii) ‘some new information’, (iii) ‘a lot of new information’,
and (iv) ‘all new information’. Participants also had an option to reply with a ‘can’t say’, if they
were not sure of the response.
Expertise rating weakly correlates with novelty
As described in the previous section, we considered the bimodal and the random rating schemes.
Table 7.8 shows a summary of how novelty varies with expertise rating. We find that under both
schemes, higher expertise rating are weakly correlated with the novelty score.
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Scheme None 1⋆ 2⋆ 3⋆ 4⋆ 5⋆
Likert scale [1, 5] bias averages
Bimodal 2.62 2.99
σ2 1.13 1.22
Uniform 3.16 2.93 3.18 3.36 3.11 3.30
σ2 1.26 1.48 1.28 1.20 1.40 1.49
Average bias strength [1, 3]
Bimodal 2.08 2.00
σ2 0.71 0.70
Uniform 2.05 2.27 2.02 2.02 2.29 2.35
σ2 0.72 0.77 0.79 0.74 0.67 0.69
Table 7.9. Variation of bias score with expertise rating. The numbers in the second row in each cell are variance values.
7.6.5 Which documents do participants rate as biased?
Similar to the question on agreement, for each passage read, participants are asked if they find the
passage biased, and if so, whether it was biased in favor of or against the issue at hand. However,
unlike the other two measures, the participants were asked to respond to this on a five-point Likert
scale, ranging from (i) ‘strongly biased against’, (ii) ‘somewhat biased against’, (iii) ‘unbiased’,
(iv) ‘somewhat biased in favor of’, and (v) ‘strongly biased in favor of’ the issue-at-hand. As with
the other questions, participants also had an option to reply with a ‘can’t say’ if they were not sure
of the response.
Both highly-rated and poorly-rated documents perceived to be strongly biased
As described in the previous section, we considered the bimodal and the random rating schemes.
Table 7.9 shows a summary of how the perception of bias varies with expertise rating. The top half
shows the average bias score using Likert scale values as is. The bottom half of the table shows
the strength of the bias on a [1, 3] scale. The strength was computed by transforming the Likert
scale scores such that both strong biases for and against the topic get a score of 3, followed by both
weak biases being assigned a strength score of 2, and the unbiased judgments getting a score of 1.
Using the bias strength transformation (bottom half of Table 7.9), we find that both very
poorly rated and very highly rated documents were perceived to be strongly biased. This insight
gets hidden when the Likert-scale ratings are aggregated as-is.
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7.6.6 Extent of learning
We next look at the learning task, and analyze which factors helped or hindered learning about
the controversial topics. We were able to capture this based on participants’ responses to identical
questions in the pre-study and post-study questionnaires.
Participants learned about topics they did not know
In our study, participants tended to read more on topics they did not know about, rather than read
about topics they already knew. In all, during the pre-study survey phase, participants indicated
not knowing about a particular phenomenon or sub-topic on 86 occasions (in about 10.8% cases).
Out of these 86 instances, the same participants later reported, in the post-study survey phase,
to have learned something about the sub-topic in 63 instances. This constitutes a learning rate of
73.26%.
Participants changed strongly-held biases
The study also helped participants to moderate strong biases towards the issues. At the start
of the Milk study task, participants were asked if they considered that milk was a healthy for
human consumption. Most participants overwhelmingly believed it to be a very healthy choice.
The average rating for milk being a healthy food choice in pre-study survey was 4.55 ± 0.59 on a
five-point Likert scale. However, after being exposed to evidence about possible contamination of
milk, added chemicals, and adverse impact on health for certain individuals, the average rating for
milk as a healthy food choice in the post-study survey reduced to 3.91±1.08. This is a statistically
significant reduction in previously held belief. Many participants also noted this explicitly in the
essay they were asked to write about what they learned in the study. One participant wrote, “I
did not know that milk had so many worrisome factors caused due to mass-scale production. I
have to be more careful!” On further analysis, we also found that participants who did not read
many documents also did not change their biases. Only 40.5% of the participants who read less
than 15 documents changed their bias. On the other hand, participants who were inquisitive and
read both the documents and their contrasting viewpoints had a higher tendency to change their
strongly-biased opinions by at least one point on the Likert scale. In our analysis, 64.7% of the
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Total Num. of qns. in which Mean %age
Type of questions Measure number of Measure Measure change in
questions increased decreased the measure
Issue: Milk
Knowledge questions Mean Knowledge 9 7 2 +12.3%∗
Bias questions Spread of Neutrality 11 2 9 −31.0%∗
Issue: Energy
Knowledge questions Mean Knowledge 13 8 5 +3.3%
Bias questions Spread of Neutrality 7 2 5 −27.9%∗
Table 7.10. Relative improvement in responses to knowledge and bias questions after the study phase. Knowledge
questions are measured on the mean knowledge score, where higher values are better. Bias questions are measured on
the spread of neutrality, where lower values are preferred. * denotes statistical significance at p = 0.05 level based on
Wilcoxon’s signed rank test.
participants who read more than 20 documents on interfaces that displayed contrastive viewpoints
changed their bias.
On the second task on Energy, participants were asked if they believed alternate energy sources
are viable alternatives to fossil fuels. On-an-average, we did not find an overwhelming bias for this
issue. The average rating for this question in the pre-study survey was 2.80± 0.51 on a four-point
Likert scale, which means most people believed that alternate energy sources can replace close
to significant portion of power generated by fossil fuels. In the post-study survey, we find that
the optimism increased, but only slightly. The average rating for the same question in post-study
survey was 2.98± 0.55 on a four-point Likert scale.
Learning about sub-topics relevant to the study task
Next, we looked at individual sub-topics to see if learning improved in the sub-topics that partic-
ipants read about. Participants changed their opinion about certain sub-topics in 285 instances.
Out of these, in 40.8% of the cases, the participants changed the importance they gave to the sub-
topics significantly (by at least one point on a four-point Likert scale). Similarly, in 24.3% cases,
participants reported to have reduced the strength of bias by at least one point, moving away from
extreme bias positions.
For each task, we had twenty questions that were either knowledge oriented or bias oriented
about specific sub-topics. Table 7.3 lists the concepts covered by the survey questions; and the
complete list in given in Appendix A (page 148). For knowledge questions, we measured whether
the participants showed evidence of increase in knowledge, and used the average knowledge rating
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Interface variant groups Num. of times the group was ranked Aggregate score
First Second Third (3× 1st + 2× 2nd + 3rd)
Single-Single-all-all 2 8 8 30
Single-Contrast-all-all 7 6 5 38
Multiple-Contrast-all-all 9 4 5 40
Table 7.11. Comparison on interface variants groups on how effectively they reduce spread of neutrality for bias questions.
Scores in the last column are aggregated votes following the Borda counting strategy [Black, 1958, Croft, 2000], as shown.
as the aggregate measure. For bias questions, we measured whether highly biased views were
moderated, and participants had a more neutral perspective about the topic after the study. We
used the spread of the neutrality rating as an aggregate score, and lower values are preferred.
Table 7.10 summarizes the relative improvement in knowledge and bias questions. In the Milk
task, there were nine knowledge related questions, out of which seven questions got an overall
higher rating and two questions got a poorer rating. The average knowledge rating increased by
12.3%. Similarly, there were eleven bias related questions in the Milk task. We observed that the
neutrality spread rating reduced in nine of the bias questions and increased in the remaining two,
with an average reduction in the measure by 31.0%. The increase in the average knowledge rating
and the reduction in the bias neutrality rating are both statistically significant at p = 0.05 level
using Wilcoxon’s signed rank test.
Similarly, for the Energy task, we found that the neutrality spread reduced in five out of the
seven bias-related questions, with an average reduction of 27.9%, which was also a statistically
significant improvement at p = 0.05 level. However, although the knowledge rating increased
in eight out of thirteen knowledge questions, the average increase of 3.3% was not found to be
statistically significant. On further analysis of the responses, we found that many participants
read only about a few sub-topics, i.e. they did not read about most alternative energy sources. So,
because of limited exposure, their opinion about viability of alternative energy source replacing
fossil fuels did not change significantly. However, participants with a strong bias against the issue
demonstrated increased knowledge about the viability of alternate energy sources, and reduced
their bias after the study phase.
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Table 7.12. Content words occurring in top 20 most frequent keywords in pre- and post-study surveys
Comparative display also helped reduce previously held biases
We wanted to study if particular interface variants helped reduce the strong biases held by par-
ticipants. We considered three variant groups first, the single document view without contrastive
viewpoint (UI variants Single-Single-all-all, UI# {1a, 1b}); second, the single document view
with contrastive viewpoints (UI variants Single-Contrast-all-all, UI# {2a, 2b}); and third, the
multiple document view with contrastive viewpoints (UI variants Multiple-Contrast-all-all,
UI# {3, 4a, 4b, 5}). For each bias question, we compared the three interface variants groups and
ranked them based on their effectiveness in reducing the spread of neutrality score.
Table 7.11 summarizes our findings. The last column of the table shows an aggregated score,
based on weighted aggregation of votes for each variant group, following the Borda counting strat-
egy [Black, 1958, Croft, 2000]. We observe that the interfaces with contrastive viewpoints are
ranked higher than single viewpoint variants in 16 out of 18 bias questions. Further, the interface
variants with multiple document view are more effective in reducing the previously held biases than
the interfaces with single view.
126
Interface factors Average effectiveness rating
(max 3.00)
Displaying contrasting viewpoints side-by-side 2.58
Showing contextual information 2.21
Showing information about the viewpoint:
whether the document is in favor or against the issue 2.13
Showing expertise rating Multiple document view 2.00
Single document view 1.55
Ordering results before display Sorting on topic 1.71
Sorting on relevance 1.53
Table 7.13. Relative importance of interface factors to help participants in completing their task.
Participants displayed knowledge of more content words after the study
Finally, we analyzed the keywords and concepts mentioned by participants in the pre-study and
post-study surveys. We find that participants mentioned more relevant keywords in the post-study
survey than in the pre-study survey. Table 7.12 lists the content words in the top twenty most
frequent words under each category. We observed that participants were more specific in identifying
key terms that supported or opposed the issue being considered.
7.6.7 Which interface factors helped participants?
We also asked participants to self-report which factors helped them in learning about the topic.
For each UI factor, participants rated how helpful the factor was on a three-point Likert scale,
corresponding to whether the factor was (i) ‘not helpful at all’, (ii) ‘somewhat helpful’, or (iii) ‘very
helpful’. The findings are summarized in Table 7.13. The highest rating was given for the dis-
play of contrasting viewpoints side-by-side, or in the case of UI variants Single-Single-all-all
(UI# {1a, 1b}), the ability to explore contrasting viewpoint. Overall, the participants gave it an
average rating of 2.58 on the three-point Likert scale.
Participants also found context information to be very helpful. Although many participants did
not know the individual sources such as authors or organizations, they could utilize the qualification
of the source and the passage context (if it was from a journal, blog article, or an email) to decide if
they want to read the passage. The average rating for display of contextual information was 2.21 on
the three-point Likert scale. Similarly, the information about the viewpoint was also appreciated.
It received an average rating of 2.13 on the same Likert scale.
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Participants gave a relatively lower rating to the expertise information. Participants found the
multi-document view to be somewhat helpful, with the average score of 2.00 on the three-point
Likert scale. To compare, the single document view was found to be less helpful, with an average
score of 1.55 on the same three-point Likert scale. Based on the feedback interviews, it appears
that many participants were apprehensive about the system that generated the expertise ratings.
Some participants misunderstood the rating to have come from ratings of other users and ignored
them. It is interesting to observe that while participants found the expertise information to be less
useful, the expertise rating did seem to have an impact on their reading pattern, as noted earlier.
Finally, participants were asked if the order of documents helped them in their task. Partici-
pants who encountered views where documents were topic sorted (UI variants all-all-all-Sort,
UI# {4a, 4b, 5}) gave a slightly higher rating than participants who saw the documents coming
in relevance sorted order. The average score for relevance-sorted interface variants was 1.53, while
that for the topic-sorted variants was slightly higher at 1.71 on the three-point Likert scale.
7.7 Conclusion and future work
Providing access to unbiased information is critical to satisfying information needs in many domains.
However, for controversial claims, it is important to understand which factors affect the perception
of credibility and how to overcome the human tendency to stick to one’s own viewpoint. We
conducted a user study called BiasTrust to understand these factors. We varied various parameters
to test which factors significantly help users to learn about a controversial topic.
We find that, when compared to merely providing the option to look at documents from alter-
nate viewpoints, showing contrasting viewpoints by default helped significantly reduce strong biases
in favor of or against topics and helped participants learn about new sub-topics in an unbiased fash-
ion. We also observe that showing expertise rating helps participants pick which documents to read
and which to omit. This effect is more prominent when the sources are given very low ratings.
Further, documents with expertise ratings that are very low or very high also invoke a perception
of bias. So, care must be taken to justify and calibrate the ratings generated by an automated
system.
Although this is an initial study on how to present controversial topics to potentially biased
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users, the findings are already interesting. Participants spent over an hour for each task and gave
valuable feedback, explicitly during post-study evaluation and feedback sessions, and implicitly
by choosing which passages to read. The insights gained by this study will help us and other
researchers optimize the design of an automated claim verification system, which could not only
learn which evidence documents are most relevant to show to the user, but also what additional
information needs to be provided to help users assimilate the information faster.
We hoped to get a diverse set of participants for the study, but we were limited in our search.
Specifically, we did not get a diverse, yet uniform representation in political views in our partici-
pant base. It would be interesting to also study if the interaction behavior changes with political
viewpoints, especially on politically-polarized topics. Further, in our study, we maintained the set
of documents seen by the participants as constant, to observe how all participants interacted with
the same set (and ordering) of documents. However, in practice, we would like to also study how
the documents can be varied based on what the participant already knows, and measure if a more
targeted set of retrieved documents would significantly improve the knowledge and bias ratings.
A comprehensive evaluation of the claim verification system would address some of these aspects
ignored in the current work.
This study can be further extended to understand how to effectively summarize evidence to give
an overall perspective first before getting into details. A larger scale study is planned, involving
much smaller tasks, to look into these aspects. Some participants also suggested simplifying the
technical terms used in some of the passages to help laypersons understand the issues better. This
is indeed an interesting need, but beyond the scope of the study presented in this work.
7.8 Relevant publication(s)
The information contained in this chapter also appears partially in the following publication(s):
• V.G.Vinod Vydiswaran, ChengXiang Zhai, Dan Roth, and Peter Pirolli. BiasTrust: Teach-
ing biased users about controversial topics. In Proceedings of the 21st ACM International
Conference on Information and Knowledge Management (CIKM), pages 1205–1209, 2012.
• V.G.Vinod Vydiswaran, ChengXiang Zhai, Dan Roth, and Peter Pirolli. Unbiased learning
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of controversial topics. In Proceedings of the 75th Annual Meeting of the American Society
for Information Science and Technology (ASIS&T), pages 291.1–291.4, 2012.
• V.G.Vinod Vydiswaran, ChengXiang Zhai, Dan Roth, and Peter Pirolli. BiasTrust: Over-
coming bias to learn about controversial topics. Journal of the American Society for Infor-
mation Science and Technology (JASIST), 2012. Under review.
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Chapter 8
Building ClaimVerifier: A system for
verifying claims
Finding whether a claim is true or false is an important information need. This is partly also the
reason why there are numerous sites online that manually verify claims, either to refute urban
folklore (cf. Snopes1) or to check claims made in political discussions (cf. FactCheck2) such as the
recent U.S. presidential debates.
In this thesis, I have presented many tools and components needed to support claim verifi-
cation using automated techniques. In this chapter, I will describe the design of a preliminary
ClaimVerifier system presented in Sec. 1.5.
8.1 Designing ClaimVerifier
Figure 8.1 shows a schematic diagram for a ClaimVerifier. The system consists of four major
components:
1. Evidence retrieval




The first step is to find relevant evidence documents for the given claim query from either a local
collection of documents or over the Web. ClaimVerifier would issue a relation query (cf. Sec. 3.2)




Figure 8.1. Schematic diagram for the ClaimVerifier system
8.1.2 Source credibility analysis
The next step in the ClaimVerifier pipeline is to analyze the evidence and re-rank results based
on trustworthiness of sources and quality of evidence documents. Techniques used in retrieving and
scoring presented in Chapter 5 may be used to collect and rank the evidence documents. Further,
for the set of known sources, the content-based trust framework (cf. Chapter 4) can be instantiated
to propagate trustworthiness of known sources for the given query claim.
8.1.3 Viewpoint detection
Once the evidence documents are analyzed for their quality and source charactersistics, they are
classified as either in favor of the claim, against the claim, or as neutral evidence documents.
Techniques used to recognize entailment (cf. Sec. 3.1) are relevant in this stage.
Other approaches may also be used to identify viewpoints. For instance, in [Park et al., 2011],
the researchers used HITS-style computation to find key players in a dispute and presented con-
trasting viewpoints on contentious issues with respect to the disputants.
8.1.4 Presenting evidence
The final stage is to present evidence in contrastive format, along with meta-information about
credibility of sources and viewpoints. The results from the user study, presented in Chapter 7 may
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be used for a more optimal interface design.
8.2 ClaimVerifier v1.0
We now present some initial screenshots from a preliminary version of ClaimVerifier.
Fig. 8.2 shows the results for a claim “Drinking milk is healthy for humans.”, one of the
claims used in the BiasTrust study (cf. Sec. 7.5.1). Since the data relevant for this query was
already crawled and indexed in the local store, ClaimVerifier accesses the local repository to
find evidence for this claim. Similarly, the source expertise is available for the sources in this task.
Hence, the primarily task for the system is to display the results in the form of evidence text and
source information.
Fig. 8.3 shows the results for a claim “Barack Obama removed the U.S. flag from the tail of his
airplane.” The claim is from the 2008 and 2012 U.S. presidential elections, claiming that President
Obama removed the image of the American flag from his campaign aircraft, and painted it over
with his campaign logo. Although the claim is false, many claim verification web portals gave it a
(partially) true verdict because, according to their analysis, a wavy impression of the national flag
(the logo of North American charter flights, the owners of the aircraft) was indeed painted over.
This example shows that fact checkers may also be subjective or constrained in their analysis, and
thereby making mistakes. This also raises a need to fact-check the fact-checkers.
8.3 Conclusion
In this chapter, we presented a schematic diagram for a ClaimVerifier syatem. We also presented
results from a preliminary ClaimVerifier system. Developing a full-scale ClaimVerifier would
help us conduct further research on how participants interacted with a live claim verification system.
It will also help extend the research on teaching users about novel concepts in an unbiased fashion
using a live system.
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Figure 8.2. Screenshot of the ClaimVerifier system for the claim: “Drinking milk is healthy for humans.”
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Verifying the information published online is difficult, but critical for any information synthesis
applications and in specialized domains such as healthcare and news. I propose that textual
evidence and the context in which it appears help in modeling trustworthiness. The challenge is to
detect and track untrusted information and sources, especially in presence of contradictory evidence.
I proposed a framework that would allow incorporating textual evidence in trust computation, and
demonstrated how textual information can provide vital evidence to determine trustworthiness
of information using two application scenarios – news reporting and medical treatments. As a
next step, I propose to enrich the framework based on a deeper understanding of how humans
perceive information that is biased and not conforming to their viewpoints and how to present
such information to the users. This will help develop a claim verification system where users can
verify claims based on contextual evidence in favor of or against the given claims. This will allow
users to not only understand what is being said, but also whether one can believe it.
9.1 Future research directions
This thesis has opened up many interesting challenges and problems to work on. In this section,
I will summarize some of the future research directions in analyzing and synthesizing reliable
information on the Web.
9.1.1 Information dissemination over social networks
One interesting future research direction is to understand how information is consumed over a social
network. In recent years, laypersons are actively participating in freelance content generation, for
example, via blogs, forums, and tweets. News agencies have started tracking these sources to
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keep abreast with latest events, such as the 2011-12 uprisings in Iran and Egypt, called the “Arab
Spring”. Recent studies have shown that people tend to believe and follow advice from their close
friends and neighbors rather than just acquaintances or authority figures, even in life-threatening
situations such as fire or weather-related emergency evacuations. This also provides an opportunity
to collaborate with first response agencies that are very interested in these issues.
On the flip side, it is also easy to misinform and threaten people with rumors, if spread via their
social network. This brings up interesting opportunities to study how the beliefs that propagate via
one’s social network influence and interact with the information originating from reputed external
sources. An illustrative example for this scenario was the news about a mass exodus of migrant
workers from large cities in India, when the workers received messages on their mobile phones from
their friends about an imminent government crackdown on migrant families. Federal and state
government officials had to repeatedly announce and assure workers that the government had no
such plans to target them. The issue subsided when the veracity of the cell phone messages was
debunked and the culprits who started the rumor were arrested.
9.1.2 Enabling domain-specific trustworthiness analyzers
Another research direction that further extends the trustworthiness framework proposed in this
thesis is to incorporate source biases and expertise levels in specific domains, such as in health-
care. The articles on the Web are authored by people having varied levels of expertise – from
medical practitioners and paid pharmaceutical professionals to freelance reporters, patients, and
care-providers. Accordingly, the trust-levels assigned to the articles need to be significantly different
based on the authorship. Once processed, this abundant, community-generated data can be very
useful to gain scientific insights, for example, on the side effects and complications of treatments,
that is not available elsewhere at this scale.
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Appendix A Survey questions
The complete list of topics and questions included in the pre- and post-survey questionnaires is
given below, along with the classification of whether the question was a bias question or a knowledge
question.
Issue 1: Milk
Number of questions: 20 (9 knowledge questions and 11 bias questions)
1. Importance of organic milk. (knowledge)
Question: Some people believe organic milk is healthier than conventional milk, while others
believe they are the same. How much do you know about the health benefits of organic milk?
2. Preference of organic milk over conventional milk. (bias)
Question: Do you think organic milk is healthier than conventional milk?
3. Preference of raw milk over conventional milk. (bias)
Question: Some people believe raw milk is healthier than conventional (pasteurized) milk,
while others believe it is not. Do you think raw milk is healthier than conventional (pasteur-
ized) milk?
4. Importance of flavored milk. (knowledge)
Question: There is some debate on the availability of chocolate or other flavored in school
meals. How much do you know about the health concerns of flavored milk available as part
of school meals?
5. Opinion about flavored milk being healthy or unhealthy. (bias)
Question: Do you think flavored or chocolate milk is healthy?
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6. Importance of calcium in the diet. (knowledge)
Question: Calcium is an important mineral for the human body and is available in many
food products humans consume, including milk. Some people argue that milk is not the best
way for people to incorporate calcium in their diet. How much do you know about milk as a
dietary source of calcium?
7. Opinion on whether milk is a rich source of calcium. (bias)
Question: Do you think drinking milk is one of the best ways to get calcium in our diet?
8. Importance of vitamins and minerals in the diet. (knowledge)
Question: Milk contains nutrients such as Vitamin D that are important for human bodies.
Some people argue that milk is not a good way to get the recommended amount of Vitamin
D. How much do you know about milk as a dietary source for vitamins and minerals?
9. Opinion about milk being a rich source for vitamin D. (bias)
Question: Do you think drinking milk is one of the best ways to get certain vitamins and
minerals?
10. Importance of lactose intolerance. (knowledge)
Question: Some people experience milk allergies or lactose intolerance with varying intensity.
This leads others to believe milk is unhealthy for everyone in general. How much do you
know about the issue of lactose intolerance and its relevance to the overall discussion about
health benefits of milk?
11. Importance of early onset of puberty. (knowledge)
Question: Some people associate milk to early onset of puberty in children. How much do
you know about the alleged relation of milk to the issue of early onset of puberty?
12. Opinion about milk causing early onset of puberty. (bias)
Question: Do you think drinking milk causes early puberty?
13. Effect of milk on cancer / diabetes. (knowledge)
Question: Some people associate milk to diseases such as cancer (especially ovarian cancer)
and diabetes. How much do you know about the effect of milk on cancer or diabetes?
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14. Opinion about whether consuming milk has an effect on cancer. (bias)
Question: Do you think that milk has an effect on cancer development in humans?
15. Effect of dairy industry. (knowledge)
Question: Consider the impact of milk production and consumption on the US economy and
on the environment. How much do you know about the effect of the dairy industry on the
U.S. economy?
16. Effect of advertisements. (knowledge)
Question: How much effect do you think advertisements about milk have on milk consump-
tion?
17. Environmental concerns due to milk production. (bias)
Question: Do you think the concern of the environmental impact of milk production is
relevant to the discussion?
18. Opinion about milk from cloned animals. (bias)
Question: If FDA were to consider approving milk produced by cloned cows, do you think
that milk from cloned cows would have a significant impact on this discussion?
19. Opinion about artificial bovine growth hormone in milk. (bias)
Question: Some milk available to consumers has artificial bovine growth hormone present in
it. Do you think this issue is relevant to this discussion?
20. Opinion about pus cells in milk. (bias)
Question: Do you think the issue of presence of certain body cells in milk, including pus cells,
is relevant to this discussion?
Issue 2: Energy
Number of questions: 20 (13 knowledge questions and 7 bias questions)
1. Opinion about whether alternate energy sources can replace conventional energy sources.
(bias)
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Question: Do you think alternative energy can replace a significant portion of the power
derived from fossil fuels? Altenately, how much of the power generated by fossil fuels could
be replaced by alternative energy, in your opinion?
2. Importance of alternate energy sources creating more jobs. (knowledge)
Question: How much do you know about the role alternative energy development plays in
creating more jobs and boosting U.S. economy?
3. Opinion about government subsidies for alternate energy sources (bias)
Question: Do you think that government should subsidize alternative energies as a way to
encourage replacing fossil fuels with other energy sources?
4. Importance of increasing energy independence and security. (knowledge)
Question: How much do you know about the role alternative energy development plays in
increasing the country’s energy independence and security?
5. Importance of Global climate change due to conventional energy sources. (knowledge)
Question: Some people believe that fossil fuels cause global climate change, that alternate
energy sources do not. How much do you know about the issue of global climate change and
its relevance to the discussion?
6. Importance and viability of increasing oil drilling and its impact. (knowledge)
Question: Some people believe increasing production of traditional sources of energy is the
best way to address the energy crisis. How much do you know about the suggestion that
increasing oil drilling and production is a viable and effective option to address the energy
crisis?
7. Importance and viability of increased fossil fuel usage. (knowledge)
Question: How much do you know about the suggestion that increased usage of fossil fuels
such as coal is a viable and effective option to address the energy crisis?
8. Importance and viability of increased natural gas usage. (knowledge)
Question: How much do you know about the suggestion that increased usage of natural gas
is a viable and effective option to address the energy crisis?
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9. Importance and viability of development of clean coal technology. (knowledge)
Question: Some people believe that reduction of green house gases by clean coal and carbon
capture and storage technologies is most effective way to reduce pollution and address energy
crisis. How much do you know about the development of clean coal technology as a viable
and effective way to address the energy crisis?
10. Opinion on relevance of clean coal storage technology. (bias)
Question: Do you think that the argument for development of carbon capture and storage
technology is justified as the most effective way to reduce pollution and address the energy
crisis?
11. Importance and viability of Ethanol and biofuels. (knowledge)
Question: How much do you know about ethanol and other biofuels as viable and effective
options to address the energy crisis?
12. Opinion about harmful effects of ethanol and biofuels. (bias)
Question: Do you think the development of ethanol and other biofuels causes more harm
than good (like food crisis, environmental concerns)?
13. Importance and viability of nuclear power. (knowledge)
Question: How much do you know about the development of nuclear power as a viable and
effective option to address the energy crisis?
14. Opinion about safety concerns with nuclear power. (bias)
Question: How much do you think the safety concerns and impact of nuclear power on humans
and the environment is relevant to the discussion?
15. Importance and viability of solar power. (knowledge)
Question: How much do you know about the development of solar power as a viable and
effective option to address the energy crisis?
16. Opinion about impact of solar power on the environment (bias)
Question: Do you think the impact of solar power on the environment is relevant to the
discussion?
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17. Importance and viability of wind power. (knowledge)
Question: How much do you know about the development of wind power as a viable and
effective option to address the energy crisis?
18. Opinion about impact of wind power on the environment (bias)
Question: Do you think the impact of wind power on the environment is relevant to the
discussion?
19. Importance and viability of hydrogen fuel cells. (knowledge)
Question: How much do you know about the development of hydrogen fuel cells as a viable
and effective option to address the energy crisis?
20. Importance and viability of hydro power. (knowledge)
Question: How much do you know about the development of hydro-power (energy from
flowing water) as a viable and effective option to address the energy crisis?
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