Introduction
In-Situ Measurements. The statistics of wave crests for specific site studies have generally been based on in-situ measurements ͑North-Sea and Gulf of Mexico oil fields͒. The incomparably great quality of a measurement is that it includes all the physical phenomena, but unfortunately also those which corrupt the actual observation of waves ͑mooring behavior and transfer function for buoys, fouling effect for plunged or underwater probes, sea foam or spray effect͒. To this list will be added the problems of spatial integration, calibration and data transformation and transmission. Wave instruments furnish point measurements and so it can take a long time to build reliable statistics. The instrumentation is also expensive, making the cost and duration of a measurement program incompatible with the constraints of the project.
Models.
The methodologies to furnish statistics of crest height for individual sea-states starting from spectral information are of different kinds. They can be based on Monte Carlo techniques and development of simulators or derived from theoretical considerations such as the Transformed Gaussian process method ͓1͔ or First Order Reliability Method ͑FORM͒ ͓2,3͔. But independent of the methodology, the answers will depend on the model of irregular gravity waves taken as starting point. It is well known that linear models do not reproduce sufficiently accurately the crest heights in steep sea-states, so more complicated models have to be considered to take into account the strong effect of the nonlinearities on the crest amplitudes, e.g. the Hybrid Model or the Creamer-transformation. The simplest model which includes nonlinearity and wave spreading is the second-order model for irregular seas.
Models vs. Measurements. In this paper, after some considerations on the simulation parameters of the second-order models, we compare the crest statistics obtained from these models with those from measurements of the WACSIS project ͓4͔. This comparison has permitted us to validate the second-order models for crest heights in the sea conditions encountered during the measurement campaign. Moreover, comparisons with measurements coming from six different crest height sensors have supplied a way of investigating discrepancies between the sensors.
In the second part of the paper, we compare classical and new parametric models of the cumulative distribution of crest heights based on second-order models which have been proposed as practical tools for engineers. This comparison shows the superiority of the two new models proposed by the authors, which, in addition, take into account the 3-D structure of the waves.
Simulation Methods-Effect of Simulation Parameters
In order to compute the crest statistics given by second-order models of waves and then fit parameterized models of crest heights, we have used simulation methods for the elevation of the free surface. The formulas are based on the irregular wave version of the second-order Stokes expansion. They were calculated for infinite water depth by Longuet-Higgins ͓5͔ and the calculations were extended to intermediate water depth by Sharma and Dean ͓6͔.
Models of Wave Surface Elevation.
The nonlinear model of the elevation process is the superposition of two processes:
The first-order ͑linear͒ part 1 (t) of this model is a directional Gaussian process ͑superposition of Airy waves in different directions of propagation with random phases and amplitudes͒:
Linear Part. The linear part is defined as:
with b and c Gaussian random variables defined by:
where S(, f ) is the directional spectral density. 1 (t) can be rewritten:
with now a(, f ) a Rayleigh random variable and (, f ) a uniform random variable in ͓Ϫ,͔, with:
and a( i , f j ), ( k , f l ) independent variables. Using Eqs. ͑2͒ & ͑3͒ or Eqs. ͑4͒ & ͑5͒ includes the proper variability of the spectral amplitudes and so of the Gaussian process.
Nonlinear Narrowband-2-D. A simplified model of secondorder unidirectional waves is obtained if the spectral density is sufficiently narrow to consider the second-order transfer functions as constant around a frequency f m . In this case,
which gives for the second-order part
If 1 (t) is considered as a product of an amplitude and a phase time function, 1 (t)ϭA(t)cos(⍀(t)), where the amplitude and instantaneous frequency are slowly varying, the unidirectional narrowband second-order part becomes:
The formulas for T nb D and T nb S are given in ͓8͔.
Simulation Method. The simulation method consists of calculating the formulas of the second-order transfer function, drawing the random variables b(, f ) and c(, f ) from the linear part ͑Eq. ͑2͒͒ and calculating the second-order part taking into account all the interactions between the components. The b and c coefficients depend on the directional spectral density of the sea-states ͑Eq. ͑3͒͒.
Directional Spectrum. A Waverider was used during the WACSIS campaign to furnish the directional information. Measurements from a directional buoy do not completely describe the directional spectrum. To complete this information, we chose a cos 2s classical shape of directional spreading:
The Waverider furnished the point spectrum S( f ) and the variations with frequency of the mean direction ( f ) and of the spreading coefficient s( f ).
Truncation of the Spectrum. As it is explained by Chen and Zhang ͓9͔, the nonlinear interactions between long and very short waves are very badly calculated with a Stokes expansion and for better accuracy they introduce a modulated wave-mode approach. This approach results in a so-called hybrid model ͓10͔. This approach may be necessary in the computation of the kinematics in the crest, but in the case of free-surface elevation, a simpler method can be used to avoid the poor convergence of the Stokes expansion of the nonlinear interactions between long and short waves. It consists merely in a truncation of the spectral density, thus removing very long and short waves from the nonlinear interactions.
Effect of Simulation Parameters.
It is necessary to understand as well as possible the effects on the simulation of the angular and frequency discretization, the frequency truncation, the water depth and the source of the input spectrum. The accuracy of the simulation will depend on these parameters which have to be determined carefully to avoid bias in the comparison between the simulations and the measurements.
Discretization of the Directional Spectrum.
To study the best number of directional sectors, the interval ͓Ϫ,ϩ͔ has been regularly discretized into 255, 127, 63, 31, 15, 7, 3 , or 1 sectors. The case with 1 sector corresponds to the 2-D case. The comparison of the crest height statistics for these different discretizations shows that, for a typical sea-state at the WACSIS site, 31 sectors are needed to accurately simulate the effect of spreading on the nonlinear interactions.
Frequency Truncation. The effect of frequency truncation is quite different for the 2-D and the 3-D case. Four percentages of truncation have been tested: 1%, 2%, 5%, and 10%. The percentages indicated correspond to the amount of energy removed from each side of the peak frequency, starting from the lowest and the highest frequencies.
We observed that mainly in the 2-D case the computation without truncation generates waves with unphysical shapes due, as said previously, to the very bad convergence of the short-long wave interactions. In removing 1% energy of the shorter waves and 1% energy of the longer waves we remove a very small part of the nonlinear interactions but avoid the relatively large error of convergence of their interactions ͑especially for the 2-D case͒. When the amount of truncation is increased, removing a greater part of the nonlinear interactions, the crest height statistics are significantly modified.
In fact in the actual sea-states, either we are close to a 2-D situation, which corresponds to long-crested waves ͑swell͒, and in this case the spectrum is relatively narrow and so the problem of short-long waves interactions is avoided, or we are in a shortcrested waves situation ͑wind sea͒, clearly 3-D, where the shortlong waves interactions present due to a broader spectrum do not seem to create real problems. Thus, the frequency truncation does not seem so critical in practice, but a rate of 1% has been used for all the simulations reported in this paper.
Water Depth. When the waves propagate on intermediate water depth ͑in fact, it is the dimensionless ratio of water depth to wavelength which is critical͒ the kinematics and the wave elevation are modified. As can be seen from the second-order transfer functions, the nonlinear interactions are also modified by a change in the water depth. At the WACSIS site the tide and the storm surge induced variations of the water depth in the range 16.4 -20.0 m.
The effect on the crest height statistics obtained by simulation is significant, but again the amplitude of the effect is quite different in the 2-D case and in the 3-D case. The modifications are quite important in the 3-D case, which corresponds to the actual cases, and so an accuracy of the order of 0.1 m. is necessary ͑at the WACSIS site and for the average wavelengths encountered͒ in the mean water level to accurately calculate the crest height statistics.
Point Spectrum. The primary information for the simulation is the directional spectrum. So it is important to know if the crest height statistics are sensitive to the type of sensor which furnishes the point spectrum. As it is well known, a buoy of free-floating type, due to the principle of measurement, does not measure bounded waves in infinite depth, and only partially ͑theoretically͒ in finite depth. Other sensors like lasers or wave staffs measure the bounded waves well. As the spectral density used in our models is considered as being the spectrum of the free waves ͑Eq. ͑2͒͒, if the spectrum used comes from a laser or a wave staff and so contains also the energy of the bounded waves, then there is an inconsistency in the calculations.
The comparison of the crest height statistics however showed that the weak energy of the bounded waves treated as energy of free waves when using the spectra coming from a Baylor wave staff or a EMI laser has no significant effect on the simulations.
Comparison Measurements-Simulation
The problem which now is posed is to know if the simulations furnish crest statistics comparable to the measurements. And, as the different sensors used during the WACSIS project give different crest statistics, a second issue should be answered: do the simulations validate the results obtained by one or more sensors? We recall here the six sensors analyzed in this study: EMI laser, Baylor wave staff, Marex radar, Saab radar, Vlissingen step gauge, Waverider ͑see ͓4͔ for more details͒. For the comparisons reported hereafter, all the measurements have been filtered at 0.64 Hz using a boxcar filter. This filtering is done for two reasons. First, the power spectra from the sensors indicated ͓4͔ that the measurements are very likely to be contaminated by noise above this frequency. Secondly, the Waverider spectra used for simulations give energy of the linear part only up to 0.64 Hz.
It is difficult to learn much from comparisons of crest height statistics for individual sea-states due to the combined effects of the short duration of the series ͑ϳ20 min.͒, the different locations of the sensors and the great variability in time and space of the wave field in wind sea conditions. Therefore, two means of combining data from different hours have been used to compare the crest height statistics:
Crest Height Ratios. By combining several hours of data with similar wave heights we can eliminate some of the sampling variability in single data records while still being able to see variations due to different ranges of wave heights. If the waves could be described by linear theory, the crest heights would follow the Rayleigh distribution given by:
where C is the crest height, H s ϭ4ͱm 0 is the significant wave height and m 0 is the variance of the wave spectrum. We can get a clear picture of the effect of the nonlinearities on the crest heights by plotting the ratio of the measured crest height divided by the height predicted by the Rayleigh distribution against the probability that the measured crest height is exceeded. Since the crest height ratios are normalized by the significant wave height of the sensor during each record, there are no difficulties with combining records with different significant wave heights or with different sensors measuring slightly different significant wave heights during a sea state.
Crests All-Over Campaign. The analysis of the waves accumulated over all of the campaign furnishes another precise tool of comparison. The empirical number of exceedances is roughly calculated on the samples as:
where n is the total number of crests observed during the campaign. This number of exceedances gives information on the empirical long ͑campaign͒ term statistics. In each figure showing these sta- tistics, the approximate number of crests n will be indicated in the abscissa caption along with the number of 20 min. time series used to build the sample. Due to the poor sampling of severe sea states in the EMI laser data base, and to not degrade the comparisons with other instruments, we have analyzed separately two data bases, one without the EMI laser ͑called MSVB ͑Marex radar, Saab radar, Vlissingen step gauge, Baylor wave staff͒ corresponding to about 60 ͑resp. 700͒ crests higher than 4 ͑resp. 3͒ m and a second one with only the EMI laser and the Baylor wave staff ͑called EB͒ corresponding to about 20 ͑resp. 300͒ crests higher than 4 ͑resp. 3͒ m. Figures 1-4 show the crest height ratios of all of the data with significant wave heights higher than 3 m in increments of 0.5 m. The simulations are from 1,000 repetitions using the directional wave spectrum measured by the Waverider.
Comparisons of Crest Height Ratios.
For significant wave heights greater than 3 m, the filtered measurements divide into two groups, with the measurements from the Saab and Marex radars being slightly higher than those from the Baylor, EMI, and Vlissingen instruments. Even after the filtering, there are some large noise spikes in the Marex data. The Baylor, EMI and Vlissingen instruments agree very closely with the simulations while the radars are a few percent higher. The 3-D ͑directionally spread͒ simulations give slightly higher crest heights than the two dimensional simulations in these conditions. For the lower wave height ranges ͑not plotted here͒, the measurements are grouped closer together with a mean just slightly higher than the simulations. For the lowest waves, the Vlissingen step gauge is noticeably higher than the other instruments, presumably because of its discrete resolution.
Crest Height Distribution All-Over Campaign. Using the 3-D irregular wave model, 1000 realizations of the WACSIS campaign have been simulated by simulating for each 17 min. seastate of the WACSIS data base 1,000 time series. This has permitted us to calculate for crests over the whole campaign a median number of exceedances and the 95% confidence interval of the number of exceedances. The median corresponding to a linear irregular wave model has been also calculated as comparison.
The results of these simulations have been compared to the number of exceedances obtained from the measurements. In the MSVB database ͑Fig. 5͒, the Vlissingen step gauge and the Baylor wave staff give very close results and inside the confidence interval. In the EB database ͑Fig. 6͒, the EMI laser and the Baylor wave staff give again close results inside the confidence interval. The simulations are in very good agreement with these three sensors. Compared to these three sensors, the Saab radar is at the border of the confidence interval, slightly overestimating the crest levels compared to the simulations. The spikes in the measurements put Marex radar out of the confidence intervals.
As is well known, the buoy gives crest height statistics very close to those obtained from the linear hypothesis in deep water. When looking at the results Fig. 7 obtained from the Waverider, it is clearly also the case in the intermediate water depths of the WACSIS site.
Measurements vs. Simulation-Conclusion.
Simulations of the wave elevation with a second order irregular 3-D model give statistics of crest height similar to three of the sensors when we consider only wave components up to 0.64 Hz. The Saab and the Marex radars gave crest heights somewhat higher than the simu- Transactions of the ASME lations even after the measurements were filtered. It is possible that part of the reason for this difference is a combination of the hydrodynamics of short waves riding on long waves and the way that radar sensors respond to the short waves. The conventional perturbation expansion which we have used for our simulations is not accurate when high-frequency waves are carried far from z ϭ0 by the large low frequency waves. For short waves riding on long waves, it is more appropriate to expand the free surface boundary conditions at the long-wave surface rather than at the undisturbed surface as discussed by Zhang et al. ͓11͔.
Since the high frequencies were poorly measured they have been filtered out of our comparisons. It is possible, however, that some effect of the high-frequency waves remains in the radar measurements due to their relatively large footprints. If a radar senses the highest point in its footprint and if the wavelength of the short waves is comparable to the size of the footprint, then the high frequency waves will be aliased into lower frequencies and not removed by the filter. We have not been able to confirm that the radars actually do sense the highest point in their footprints, so this explanation is still speculative.
More accurate measurement and simulation of wave components with frequencies above 0.64 Hz might possibly increase the crest height ratios slightly. For most purposes, however, the difference would not be important since those components have very short wavelengths and thus do not affect engineering structures. Thus in the severe, but not extreme, sea-states encountered during the campaign, we conclude that our second-order model gives accurate predictions for the heights of crests.
It is instructive to note that the filtered trough depths are nearly identical for all of the sensors, as shown in Fig. 8 for significant wave heights between 4 and 4.5 m. This fact has been strongly confirmed by the trough all over campaign statistics. Apparently the sensors react differently to crests than to troughs.
Parametric Models
As a better practical tool than simulations for engineering use, simplified parametric models have been proposed. Reinforced by the quality of the comparisons between measurements and 3-D second-order models, two new models have been recently proposed by the authors which take into account the 3-D structure of the wave field. These models have been compared with previous theories and second-order simulations.
State of the Art
Rayleigh Model. When the sea surface elevation is considered to follow a Gaussian process model, the law of the local positive maxima given by Rice ͓12͔ is: (15) with x ϭx/(ͱm 0 ) the normalized amplitude and Iϭͱ1Ϫ 2 an irregularity coefficient with ϭͱ1Ϫm 2 2 /m 0 m 4 a bandwidth parameter (m i the spectral moments͒.
The distribution in Eq. ͑15͒ is not really useful for engineering purposes since it counts all of the small local maxima which can occur between zero crossings. Furthermore, it depends on the fourth moment of the spectrum so it is very sensitive to the amount of energy at high frequencies. If tends to 0 ͑narrow-band͒, then local maxima become crest global maxima and so crest heights follow a Rayleigh law. In fact, for high crest levels and the spectral bandwidth of actual seas the Rayleigh law given Eq. ͑16͒ approximates very well the maximum elevation between zero crossings of a Gaussian process:
The sea surface elevation is, however, obviously non-Gaussian, and nonlinearities mainly due to the steepness of waves modify the crest heights. Other models have thus been proposed to give more accurate crest height distributions.
Regular Stokes Waves.
In engineering design, crest heights are often estimated by taking the height and period of an individual wave at a specified probability level and then applying a high-order regular wave theory to it. Stokes fifth-order theory is commonly used for this purpose. Since such regular waves are often used as input to calculate forces on a structure, this method has the advantage of consistency. It has the disadvantage of neglecting the random and directionally spread nature of the real sea.
Haring et al. This model ͑Eq. ͑17͒͒ is based on a nonlinear transformation of a Rayleigh law. The transformation is dependent on the crest height normalized by water depth d. It was first proposed by Jahns and Wheeler ͓13͔ and fitted later using measurements by Haring et al. ͓14͔. The fitting used wave staff measurements in the Gulf of Mexico and Waverider measurements in the North Sea, both in relatively shallow water. The model is thus not correct when d the water depth is infinite. In this case, it tends to the Rayleigh law. The model is given by: Derived Narrowband Models. Some other models were derived from a narrowband model of the 2D irregular second order wave model ͑Eq. ͑11͒͒. If the envelope varies sufficiently slowly, the crest occurs at instant t c when ⍀(t c )ϭ0. Then the crest height given by the linear part is A(t c ), and the crest height at second order is:
which links linear to nonlinear crest heights by a quadratic transformation:
Tayfun ͓15͔, Tung and Huang ͓16͔ and Kriebel and Dawson ͓17,18͔ proposed models based on such a nonlinear quadratic relation:
and on the Rayleigh law for the distribution of the linear crests:
So, in a classical way, the distribution of the nonlinear crests is obtained by applying the inverse nonlinear transformation Eq. ͑20͒:
The solution of the inverse transformation is Eq. ͑23͒ giving the distribution Eq. ͑24͒:
The differences between the models come from different choices of ␣, and different approximations of Q Ϫ1 (C). All the previous authors take ␤ equal to zero and coefficient of the transformation Eq. ͑20͒ from second-order regular Stokes wave. But unfortunately in finite water depth the irregular narrowband models do not tend to the regular model ͑Eq. ͑9͒͒ ͑due to the difference terms͒, making the Kriebel and Dawson finite depth model not an exact one. Tung and Huang ͓16͔ made an error by taking into account in infinite water depth a low-frequency part which in fact does not exist.
Kriebel and Dawson. The Kriebel and Dawson model is
based on the second-order regular Stokes wave model in infinite or finite depth, giving:
with
Kriebel and Dawson approximated the inverse transformation Q Ϫ1 (C), first in 1991 at second order and later in 1993 with a corrected third-order expansion. This induces a problem in the crest distribution when the steepness is strong. These simplifications are not necessary as we know an analytic form of the inverse transformation Eq. ͑23͒. In the sequel of the report, we will call the crest distribution based on Eqs. ͑25͒ & ͑26͒, the exact Kriebel model, and the model which uses the truncated inverse transformation the Kriebel model. The Kriebel model is given by:
In infinite depth, the exact Kriebel and Dawson model and the Tayfun model are the same. A difference could exist which comes from the definition of T m Eq. ͑26͒:
New Models. Two new models have been recently proposed which take into account the 3-D structure of the waves. The first one is a perturbated narrowband-derived model similar to those discussed in the previous section and the second one is a perturbated Weibull model.
Prevosto Model-Perturbated Narrowband Model. Based on narrowband and infinite crested waves Eq. ͑24͒, this model uses the exact asymptotic narrowband transfer coefficients given in ͓8͔. In order to take into account spectral bandwidth and directional spreading in Eq. ͑19͒, we consider the same model but with modified H s and f m :
In looking at different directional spectrum climatologies, including the WACSIS database, and different water depths, the best ␣ H s and ␣ f m formulations have been determined from simulations and theoretical considerations to be:
where s is the power of the equivalent cos 2s directional distribution at the peak frequency ͑see Eq. ͑12͒͒.
The formulation of ␣ H s has been chosen to take into account the fact that the effect of the directional spreading on the crest heights is opposite in deep and shallow water ͓19͔. This model has Transactions of the ASME the advantage of furnishing a unique expression for both the 2-D and 3-D cases, and so can be adapted to all intermediate situations.
Forristall Model-Perturbated Weibull Model. This model is based on a Weibull law with the two parameters written as polynomials in the steepness and Ursell number:
Ursell number
Starting from simulations based on a synthetic directional spectrum database and different water depths, two different sets of coefficients of the polynomials were fitted from 2-D and 3-D simulations ͓20͔:
The advantage of this model is its simplicity. Of course, it does not take into account variations in the directional spreading, but as it will be shown hereafter, it works well when facing realistic wind sea directional spreading.
Inside Sea-States Comparison. These two models have been compared using a simulated database starting from the directional spectrum data base of the WACSIS project. Three water depths were used. They were infinite water depth, 30 m water depth and the actual water depth of the WACSIS site. In Figs. 9-12, each colored line corresponds to the error between the crest heights given by the parametric model and those obtained from simulations at the same level of probability. The plotted error could be written:
where F C (c) is the distribution of crest heights given by the parametric model and F C (c) is the empirical distribution of crest heights estimated from 1000 one-hour time series, corresponding to one directional spectrum and one water depth. All the three water depths times 100 sea-states lines have been superimposed. Note that the scales of the figures differ. As is well known the Rayleigh model always underestimates the crest heights ͑Fig. 9͒. The error in this data set reaches 80 cm. When using the narrowband model, corresponding to s equal infinity in Eq. ͑30͒, the error is decreased to a range from Ϫ15 cm to 17 cm ͑Fig. 10͒. The two new models, which take account of the directional spreading reduce again the range of the error by a factor two, Ϫ8 cm to 8 cm for the Prevosto model ͑Fig. 11͒ and Ϫ9 cm to 6 cm for the Forristall model ͑Fig. 12͒.
All-Over Campaign Comparison.
Another comparison has been made in using the number of exceedances all-over the campaign. For each parametric model, we follow the different steps: The results are given in Figs. 13-15. In ''shallow'' water ͑17-20 m͒ ͑Fig. 13͒, the Kriebel model is completely wrong, the Haring and exact Kriebel models overestimate the heights, and Prevosto and Forristall models are very close to the simulations. In intermediate water depth ͑30 m͒ ͑Fig. 14͒, in decreasing order the Kriebel, Haring and exact Kriebel models overestimate and the Prevosto and Forristall models agree with the simulations. In deep water ͑Fig. 15͒, all the models are very close to the simulations apart from the Haring model which gives exactly the same results as the Rayleigh model as has been explained previously.
Simulations vs. Parametric Models-Conclusion. Apart from the infinite water depth situation for the exact Kriebel model, the parametric models of crest distributions which were proposed in the past are not very accurate. The two new parametric models which have been proposed by the authors give results very close to what is obtained empirically from second order 3-D irregular simulations of the WACSIS directional spectra, whatever the water depth.
The formulation of the Forristall model is simpler than the Prevosto model but it does not take into account explicitly the directional spreading as the Prevosto model does. So the Prevosto model will be more accurate in extreme directional spreading situations ͑very short-crested or close to swell situations͒. Transactions of the ASME
