The purpose of this paper is twofold: firstly, we present a new type of relationship between inverse problems and nonlinear differential equations. Secondly, we introduce a new type of inverse spectral problem, posed as follows: for a priori given potential V 0 find the closest functionV such that m eigenvalues of one-dimensional space Schrodinger operator with potential V would coincide with the given values E 1 ,. . ., E m ∈ R. In our main result, we prove the existence of a solution to this problem, and more importantly, we show that such solution can be directly found by solving a system of nonlinear differential equations.
Introduction
The inverse problems are some of the most paramount problems in science and are present in everything around us. Our sensory contact with the world around us depends on an intuitive solution of an inverse problem. The shape, size, and color of external objects are inferred from their scattering and absorption of light as detected by our eyes. At the same time, the modern theory of vision assumes that perception is not only passive reception of signals, but it is also shaped by the learning, including processing information associated with already existing concepts and knowledge of a person. Evidently, the case, whereby some preliminary information about the unknown parameters of the model exists, is typical for applied inverse problems. This raises the following inverse optimal problem:
Determine the model parametersF which are the closest to the a priori given dates F 0 and which produce the observed measurements S.
Below we will show on an example of Schrödinger equation that this problem is solvable. However, before this let us mention that this problem is related to the following direct problem:
How to transform a given system F 0 under minimal changes to a new onê F with pre-set properties S? This problem, to a certain extent, can be defined as a problem of minimum fine-tuning, which is understandably important in itself and arises in many applications (see e.g. [7] ).
Main result
We illustrate the inverse optimal problem by considering the time -independent Schrödinger wave equation one space dimension
in finite interval (0, L) subject to the zero boundary condition
We assume that V ∈ L 2 (Ω). Under these conditions H V defines a self-adjoint operator on the Hilbert space L 2 (0, L) (see, e.g., [8] ), so that its spectrum consists of an infinite sequence of eigenvalues
which can be ordered as follows E 1 (V ) < E 2 (V ) < . . .. Furthermore, to each eigenvalue E k (V ) corresponds an unique (up to a normalization constant) eigenfunction φ k (V ) which has exactly k − 1 zeros in (0, L). In what follows, we shall always suppose that φ k (V ) L 2 = 1, k = 1, 2, .... Here and what follows, we denote by ·, · and · the scalar product and the norm in
. Let m ≥ 1. We study the following m-parameter inverse optimal spectral problem:
It turns out that this problem is related to the solving the following system of nonlinear equations:
where
Then there exists a solutionV of inverse optimal spectral problem (P ).
Furthermore,V is expressed in terms of solution of system (E) that is (E) possesses a non-zero weak solution
for some constants σ 1 , ..., σ m ∈ {0, +1, −1} so that
Moreover, in the case
Proof of the main result
In the next lemma, we derive a key formula in our approach
is Fréchet differentiable and (3.5) holds. By the analyticity property (see [5] , page 10), the map
is continuous and therefore the norm of the derivative
Let (V j ) ⊂ L 2 be a minimizing sequence of (2.3). Due to coerciveness of
, and therefore the Banach-Alaoglu theorem yields that there exists a subsequence which we again denote by (
Consider the sequence of the eigenfunctions (φ i (V j )). The boundedness of (V j ) in L 2 and the assumption E i (V j ) ≡ E i for j = 1, . . . , implies (see [3] ) that the sequences (φ i (V j )) is bounded in W 2,2 (0, L). From this and by the Sobolev embedding theorem there exists a subsequence which we again denote by (φ i (V j )), i = 1, . . . , m such that
where G 0 (x, ξ) is the integral kernel of operator H
, the strong convergences (3.6) and the weak conver-
or in the equivalent form
Thus (E i , φ * i ) coincides with some eigenpairs of the operator HV , that is there exist r 1 , . . . , r m ∈ N such that Let us show (2.4). In view of that E k (·) : L 2 → R, k = 1, . . . , m are continuously differentiable functions, we may apply the Lagrange multiplier rule which yields the equality
for some µ 0 , . . . , µ m ∈ R such that |µ 0 | + . . . + |µ m | = 0. Thus by (3.5) we deduce Substituting this into the equalities
Thus, the functionsû i = |µ i | 1/2 φ i (V ), i = 1, . . . , m satisfy to system (E) and we have proved (2.4) .
Conclusion and remarks
The first part of Theorem 1 only demonstrates the mere existence of a solution. Indeed, one should not expect in the general to find the explicit form of the functions E k (V ), k = 1, . . .. However, equation (E) can be solved, at least numerically, and thus the optimal potential in (P ) can de obtained by (2.4) (up to know the values of the constants (σ i )).
The one-parameter inverse optimal spectral problem, that is when only one eigenvalue E m is predetermined in (P), has been studied in our recent papers [6, 2, 3] where the existence of an inverse optimal potentialV has been proven. Furthermore, in this case, the stronger result holds, namely: uniqueness of the inverse optimal potentialV and uniqueness of the solution of the corresponding nonlinear equation (E) are satisfied. Moreover, the constant σ 1 in the corresponding equation (E) is exactly determined.
The one-parameter inverse optimal spectral problem (P ) for the Ndimensional space Schrödinger equation can be solved when m = 1, that is in the case of pre determinedness of the principal eigenvalue E 1 (see [2] ).
In this case, the key formula (3.5) is still valid, i.e. E 1 (·) : L 2 (Ω) → R is continuously differentiable and its Fréchet-derivative is given by (3.5) .
The dual to one-parameter inverse optimal spectral problem (P), i.e. finding the maximal value of the first eigenvalue E 1 with the prescribed value of the norm in L p of the potential V , has been considered in [9] , where an equation similar to (E) has been obtained as well.
Apparently, there should be no difficulties in generalizing Theorem 1 to the cases of the Schrödinger equation considered on the whole interval (−∞, +∞) or with other types of boundary conditions.
We conjecture that the solutionV to the problem (P) is unique and, as in the case of one-parameter inverse optimal spectral problem (see [6, 2, 3] ), the values of constants (σ i ) m i=1 in equation (E) are uniquely determined. In this regards, notice that the relationship between problems (P) and (E) gives rise to another rather interesting problem on the uniqueness of solutions of nonlinear differential equations.
Appendix
Let φ i , i = 1, ..., m be eigenfunctions of the operator H V . We show that the system of functions {φ 
