The probabilistic travelling salesman problem (PTSP) is an extension of the well-known travelling salesman problem (TSP), which has been extensively studied in the field of combinatorial optimization. The goal of the TSP is to find the minimum length of a tour to all customers, given the distances between all pairs of customers whereas the objective of the PTSP is to minimize the expected length of the a priori tour where each customer requires a visit only with a given probability (Bertsimas, 1988; Bertsimas et al., 1990; Jaillet, 1985) . The main difference between the PTSP and the TSP is that in the PTSP the probability of each node being visited is between 0.0 and 1.0 while in TSP the probability of each node being visited is 1.0. Due to the fact that the element of uncertainty not only exists, but also significantly affects the system performance in many real-world transportation and logistics applications, the results from the PTSP can provide insights into research in other probabilistic combinatorial optimization problems. Moreover, the PTSP can also be used to model many real-world applications in logistical and transportation planning, such as daily pickup-delivery services with stochastic demand, job sequencing involving changeover cost, design of retrieval sequences in a warehouse or in a cargo terminal operations, meals on wheels in senior citizen services, trip-chaining activities, vehicle routing problem with stochastic demand, and home delivery service under e-commerce (Bartholdi et al., 1983; 
Definition and evaluation of the PTSP
The PTSP is defined on a directed graph G := (V, E), where V := {0, v 1 , v 2 , ..., v n } is the set of nodes or vertices, E ⊆ V × V is the set of directed edges. Node 0 represents the depot with the presence probability of 1.0. Each non-depot node v i is associated with a presence probability p i that represents the possibility that node v i w i l l b e p r e s e n t i n a g i v e n realization. Given a directed graph G, the PTSP is to find an a priori Hamiltonian tour with minimal expected length in G.
Exact evaluation for the a priori tour
Solving the PTSP mainly relies on computing the expected length of an a priori tour. The computation of the expected length of a specific a priori PTSP tour τ, denoted as E [τ] , depends on the relative location of nodes on that tour and the presence probability of each node in a given instance. By explicitly considering all realizations based on the presence of each individual node, the expected length of tour τ can be calculated. For an n-node PTSP instance, a tour τ has 2 n possible realizations. The probability of realization r j , p(r j ), can be calculated based on the presence probability of each individual node. Let L[r j (τ)] describe the tour length of τ for realization r j under the assumption that nodes not in r j are simply skipped in the tour. The expected tour length can then be formally described as (1)
The computation of expected length based on Equation (1) is inefficient, because the computational complexity increases exponentially with an increasing number of nodes.
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Solving the Probabilistic Travelling Salesman Problem Based on Genetic Algorithm with Queen Selection Scheme 159 Therefore, Jaillet & Odoni (1988) proposed an approach to exactly calculate E [τ] in the complexity of O(n 3 ) for the PTSP. (2) d ij represents the distance between nodes i and j; τ (i) denotes the node that has been assigned the i th stop in tour τ and p τ (i) is the probability of node τ (i). τ (0) and τ (n+1) represent node 0, which is the depot.
Approximate evaluation for the a priori tour
Even though (2) yields a polynomial evaluation time for the PTSP, the resulting O(n 3 ) time for calculating E[τ ] is still very long, especially for metaheuristic methods which need to repeatedly evaluate the objective function value E [τ ] . In this study, the proposed GA needs to repeatedly compare two solutions (i.e., the new solution before and after local search procedure, which is described in the next section) based on their values of E [τ ] . Therefore, the depth approximation originally proposed by Branke & Guntsch (2004) was adopted. The depth approximate evaluation of E[τ ] shown in (3) have been used to significantly increase the computation efficiency under the scatter search framework (Liu, 2006) .
∑∑ ∏
The only difference between (2) and (3) is the choice of truncation position λ in (3). Equation
(3) will have the computational complexity of O(nλ 2 ), instead of O(n 3 ) in (2). It is easy to see that (3) becomes more accurate when λ increases. A larger value of λ, however, requires more computation efforts for the computation of (3). Equation (3) will yield a very small value and can be omitted. Nevertheless, Equation (3) will need a larger value of λ to perform a good approximation when the value of p τ(k) is small. The approximation usually yields some errors in comparison to the exact evaluation. To overcome that, the two-stage comparison proposed by Liu (2008) intends to exactly evaluate the E[τ] value by using the depth approximation evaluation (Equation 3) in the first stage and the exact evaluation (Equation 2) in the second stage. The detailed use of the depth approximation evaluation shown in Equation (3) to accelerate the proposed algorithm is referred to Liu (2008) .
Solution algorithm
The proposed GA consists of four components as shown in Fig. 1 . They are the initialization, local search, selection scheme, and crossover. When starting to solve the PTSP (Generation 0, g = 0), initial solutions are generated based on the nearest neighbor algorithm, which are then improved by the local search. Then, a specific selection mechanism is called into place to further select solutions to be mated based on their solution quality (objective function value). Pairs of solutions are used to generate the new solutions via edge recombination crossover (ERX). The newly generated solutions are then improved using the local search. The solutions are allowed to evolve through successive generations until a termination criterion is met. The detailed description of the embedded components is illustrated in the following sections. 
Initialization
This procedure is designed to generate m initial solutions (m = 15 in this study). Considering a PTSP with n nodes (excluding the depot, node 0), the farthest node, a 0 , from node 0 is selected first and randomly inserted into a location between ( ⎣ ⎦ 4
). The nearest neighbor algorithm is then used to build up the sequence of the tour. After selecting node a 0 , the nearest node (a 1 ) from a 0 is selected and inserted in front of a 0 . The second nearest node (a 2 ) from a 0 is selected and inserted behind a 0 . Then, among the remaining nodes, the nearest node (a 3 ) from a 1 is selected and inserted in front of a 1 , while the nearest node (a 4 ) from a 2 is selected and inserted behind a 2 . The 1 st initial solution (tour) is thus built by following the above rule and expressed as follows.
To create diverse solutions, the remaining initial solutions are generated using the above rule with slight modifications. The only difference lies in whenever l = 6, 12, 18, ..., instead of using the nearest node from a l-2 , a l is randomly chosen from the first or second nearest node from a l-2 .
...... 
Local search
This component is used in an attempt to further enhance the solution generated via a local search procedure. As the previous study has investigated the performance of diversified local search strategy by stochastically selecting two different local search methods (i.e., 1shift and 2-opt exchanges) and found that combining 1-shift and 2-opt (1-shift/2opt) is the most effective local search for the PTSP (Liu, 2008) . Therefore, the 1-shift/2-opt is then adopted to improve the solution generated in the proposed GA algorithm. The procedures of 1-shift and 2-opt exchanges are briefly summarized as follows. Given an a priori tour τ, its 1-shift neighborhood is the set of tours obtained by moving a node at position i to position j with the intervening nodes being accordingly shifted backwards one space. The 2-opt exchange is the set of tours obtained by reversing a section of τ. , the new solution (τ a ) will replace the original solution (τ b ). If no improvement has been found after the local search, no replacement will be made. The above procedure is repeated N LS times for each solution (N LS ＝ 25 in this study).
Selection scheme
Selection scheme is the process of choosing the mating pairs from the current population and to create the new solutions based on crossover operator. To investigate the performance of the queen GA, four popularly used selection mechanisms are used as a benchmark in this study: fitness-proportional, rank-based, tournament, and elitism selections.
Fitness-proportional selection (F)
Under the fitness-proportional selection method, the probability of selecting a particular solution for reproduction is proportional to its own fitness (i.e., E[τ]) relative to the average fitness of the entire current generation. With this selection method, the best solution tends to produce the largest amount of offspring and hence survive to future generations. This procedure can be regarded as a "biased" roulette wheel where each string in the current population occupies a roulette wheel slot sized in proportion to its fitness (Goldberg, 1989) . Selection can be done by simply spinning the weighted roulette wheel, and fitter strings will have higher chances of being selected. This process can be simulated by the following expression:
Because the PTSP is a minimization problem, 1/f k is used as the appropriate weight for the k th solution.
Rank-based selection (R)
Under the rank-based selection, the probability of selecting a particular solution for reproduction is determined by the rank of its fitness. This process can be simulated by the following expression:
where r k is the rank of the fitness value for the k th solution.
Tournament selection (T)
Tournament selection, inspired by the competition in nature among individuals for the right to mate, picks two solutions using the proportional or rank-based selection from the population and the fittest one is selected for reproduction (Goldberg, 1989; Davis, 1991) . Each solution can participate in an unlimited number of tournaments. The two winning solutions in the tournament are then subjected to the crossover operators.
Elitism (E)
Under the elitism selection strategy, the top N e strings (N e is determined by the analyst) of the current generation in terms of fitness value are kept and propagated to the next generation (Davis, 1991) . The remaining solutions in the next generation are then generated based on the tournament selection method and the crossover operators. This procedure guarantees that the best solution in the next generation is not worse than the one in the current generation.
Queen GA
According to the concept of queen GA, the top N top solutions in terms of its fitness value of the population are selected to be the members of queen. Then, one of the parents is chosen from the queen members and the other parent is randomly selected from the whole population excluding the already chosen member. These two selected parents are then mated based on the crossover operator. The queen members are dynamically updated based on the quality of the new solutions generated. A newly solution generated will become a queen member if the new solution has a better objective function value than the one with the worst objective value in the queen subset.
Experiment design of selection schemes
In addition to queen GA, eight schemes are designed by combining one or several selection methods from four popularly used selection mechanisms mentioned previously (i.e., fitnessproportional, rank-based, tournament, and elitism selection).
Explicitly, since the tournament and elitism selections need to work with fitness-proportional (F) or rank-based (R) selection, eight selection schemes are designed and used in the numerical experiment in this study. They are fitness-proportional selection only (F), fitness-proportional and tournament selection (F+T), fitness-proportional and elitism selection (F+E), fitnessproportional, tournament and elitism selection (F+T+E), rank-based selection only (R), rankbased and tournament selection (R+T), rank-based and elitism selection (R+E), rank-based, tournament and elitism selection (R+T+E).
Edge recombination crossover (ERX)
The main purpose of this component is to create new solutions using a given pair of solutions generated by "selection". Based on the results from previous studies Potvin, 1996) , the edge recombination crossover (ERX) from genetic algorithms performed best when compared to other crossover strategies for both in TSP and PTSP. Therefore, ERX was adopted in this study. ERX was proposed by Whitley et al. (1989) to solve the traditional TSP. A 5-node PTSP is used as an example to describe the procedure of ERX. Assuming that two solutions (tours) are chosen from the "selection"--(0, 4, 3, 1, 2, 0) and (0, 1, 2, 3, 4, 0), the edges connected to each node are as follows. For node 0, the first solution indicates that node 0 connects to nodes 2 and 4 and the second solution shows that node 0 connects to nodes 1 and 4. Therefore, node 0 connects to nodes 1, 2, and 4 by considering these two solutions. Similarly, node 1 connects to nodes 0, 2, 3; node 2 connects to nodes 0, 1, 3; node 3 connects to nodes 1, 2, 4; node 4 connects to nodes 0, 3. These are the initial edge lists for each node. The operation of the ERX is described as follows. Assuming that node 0 is selected as the starting node for the new solution, all edges incident to node 0 must be deleted from the initial edge list. As described, from node 0 we can go to nodes 1, 2, or 4, while nodes 1 and 2 have two active edges and node 4 has only one active edge by deleting node 0 from the initial edge list. The node with the fewest active edge, node 4, is picked as the node next to node 0 in the new solution. Then, the edge list for the remaining nodes (nodes 1, 2, and 3) is further updated by deleting node 4. The updated edge list is node 1 (2, 3), node 2 (1, 3), and node 3 (1, 2). From node 4, we can only go to node 3 (as node 0 is already deleted from the list). Therefore, node 3 is chosen to be the node next to node 4 in the new solution. The new solution generated is further improved by the local search.
The procedure after the first generation
The newly generated solutions from the ERX and local search are used to update the population in terms of the objective function value. The above procedure is repeated until a termination criterion is met. However, if there are no solutions to be updated for the population in the current generation, the initialization is used to generate (mm 1 ) new solutions in the next generation, but keeping m 1 high quality solutions (m 1 = 2, in this study). In addition, if the previous three generations converge to the same best solution, the local search is used to improve that "converged" solution by repeating N LS2 times to exhaustively search the neighborhood of that "converged" solution (N LS2 = 300, in this study).
Numerical experiments and results
There are two types of data sets, heterogeneous and homogeneous PTSP, used as numerical experiments in this study to examine the performance of different selection schemes under GA framework for the PTSP. First, 90 heterogeneous PTSP instances were generated by Tang & Miller-Hooks (2004) with size n = 50, 75, and 100. Three groups of problem sets categorized by different intervals of customer presence probabilities were created for each problem size (n = 50, 75, and 100). Presence probabilities of customer nodes were randomly generated from a uniform distribution on intervals (0.0, 0.2], (0.0, 0.5], (0.0, 1.0], one for each problem size. Second, there were 270 homogeneous PTSP instances generated by the author and used in the previous study of Liu (2008) with size n = 50, 75, and 100 associated with nine probability values (p = 0.1, 0.2, …, 0.9). For both homogeneous and heterogeneous PTSP, the presence probability of the depot (node 0) was assigned as 1.0. Ten different problem instances were randomly generated for each presence probability of customer nodes. For each instance, the coordinates of one depot and n customer nodes (x i , y i ) were generated based on a uniform distribution from [0, 100] 2 . The Euclidean distance for each pair of nodes was calculated by using
To compare the effectiveness among nine different selection schemes under GA framework, the preset maximum number of generations (G max ) was used as the termination criterion (G max is set to be two times the number of nodes, i.e., G max = 2n, in this study) for both heterogeneous and homogeneous PTSP. The average solution quality is examined and compared among nine different selection schemes. In this study, the proposed methods were used to solve each problem instance 30 times to enhance the robustness of the results. That is, the average statistics for the methods proposed in this study are based on a 300-run average. The numerical results of heterogeneous and homogeneous PTSP are discussed in Section 4.1 and 4.2, respectively.
Results of heterogeneous PTSP 4.1.1 Descriptive statistics of average E [τ ] values obtained by the heterogeneous PTSP
Average E[τ] values found from nine different selection schemes for the heterogeneous PTSP are reported in Table 1 . Definitions of terms used in the column headings are given as follows. n denotes problem size, which is the number of customer nodes. p represents the customer presence probability interval (0.0, p]. The best average value of E[τ] among the nine selection schemes (i.e., F, F+T, F+E, F+T+E, R, R+T, R+E, R+T+E, Queen) for each problem size with different presence probability interval is shown in shaded. As shown in Table 1 , the average E[τ] values obtained by only using fitness-proportional (F) or rank-based (R) selection strategy are consistently worse than the ones obtained by the other seven selection strategies. The solution quality becomes much better when adding tournament (T) and/or elitism strategies to fitness-proportional (F) or rank-based (R) selection. It indicates that fitness-proportional (F) or rank-based (R) selection should combine tournament (T) and/or elitism strategies to obtain acceptable outcomes. Moreover, except for p = 0.5 when n = 50, the average E[τ] values obtained by adding elitism to fitness-proportional (F) selection strategy (F+E) performs better than the ones obtained by adding tournament to fitness-proportional (F) selection strategy (F+T). Furthermore, except for p = 0.5, 1.0 when n = 50, the average E[τ] values obtained by adding elitism to rank-based (R) selection strategy (R+E) performs better than the ones obtained by adding tournament to rank-based (R) selection strategy (R+T). It reveals that the average E[τ] values obtained by keeping the best solution(s) to the successive generations can generally perform better than the ones obtained by only applying tournament selection to fitness-proportional (F) or rankbased (R) selection. Finally, as shown in Table 1 , the average E[τ ] values obtained by adding elitism to fitnessproportional (F) or rank-based (R) selection strategy are similar to the ones obtained by combining both elitism and tournament to fitness-proportional (F) or rank-based (R) selection strategy. Overall, the queen, F+E, F+T+E, R+E, and R+T+E are better selection strategies and yielded similar average E[τ] value for the heterogeneous PTSP than the other four selection strategies. 
Inferential statistics analysis of nine selection schemes for heterogeneous PTSP
Since the assumption of normal distribution is hardly met in minimization problems, the permutation test (Basso et al., 2007) , instead of parametric tests, is adopted for statistical testing in the study. A Monte Carlo method with 10,000 permutations is used to obtain the approximate p-value of the permutation test. A set of two-sample permutation tests is conducted to investigate if any statistically significant differences exist between the best average E[τ ] value obtained and the ones obtained by the other eight selection schemes. 
Comparison among the best performing scheme obtained in the study, the Queen GA and previous studies
As indicated in the previous section, in eight out of the nine tested cases (except for n = 50 and p = 1.0), the Queen GA either performs best or its performance not statistically significant different from the best ones obtained by the other eight selection schemes. The Queen as well as the the best performing scheme obtained in the study are compared against the previous studies in this section. The heterogeneous PTSP data generated by Tang & Miller-Hooks (2004) has been investigated in several studies (Tang & Miller-Hooks, 2004; Liu, 2006 Liu, , 2007 Liu, , 2008 . The best average E[τ] values as well as the corresponding average CPU time in these studies (Previous Best) are listed in Table 3 . In Table 3 , the definitions of n and p are the same as in Table 1 . E[τ] denotes the average value of the expected length of the a priori PTSP tour. CPU is the average CPU running time in seconds. The "Previous Best" results for the heterogeneous PTSP data were obtained by Liu (2006 Liu ( , 2007 Liu ( , 2008 , except for n = 50 and p = 0.5, which were obtained by Tang & Miller-Hooks (2004) . In Liu's studies (as well as the results of this study), all implementations were performed on an Intel Pentium IV 2.8 GHz CPU personal computer with 512 MB memory (3479 MFlops), while TMH's study was based on a 10-run average and was conducted on a DEC AlphaServer 1200/533 computer with 1 GB memory (1277 MFlops The results in Table 3 show that the best of the average E[τ] values obtained in this study are better than the ones obtained by the "Previous Best." The only exception is when p = 0.5 and n = 75. The best average E[τ] value yielded performs 0.06% worse than the one obtained by the previous study (Liu, 2008) , when p = 0.5 and n = 75. Moreover, the computation efforts used to yield the best results in this study are all less than the one used in "Previous Best." It suggests that the GA solution framework proposed in this study is a promising method for solving the heterogeneous PTSP. As for the Queen GA, the results show that it performs better than the "Previous Best" in terms of average E[τ] value and computational effort when n = 100. It suggests that the Queen GA is capable of effectively and efficiently solving relatively large-sized heterogeneous PTSP.
Results of homogeneous PTSP 4.2.1 Descriptive statistics of average E [τ ] values obtained by the homogeneous PTSP
Average E[τ ] values found from nine different selection schemes for the homogeneous PTSP are reported in Table 4 . In Table 4 , the definitions of n and p are the same as in Table1. The best average value of E[τ] among the nine selection schemes (i.e., F, F+T, F+E, F+T+E, R, R+T, R+E, R+T+E, Queen) for each problem size with different presence probability is shown in shaded. As the similar results obtained in the heterogeneous PTSP, the average E[τ] values obtained by only using fitness-proportional (F) or rank-based (R) selection strategy are consistently worse than the ones obtained by the other seven selection strategies. The solution quality becomes much better when adding tournament (T) and/or elitism (E) strategies to fitness-proportional (F) or rank-based (R) selection. Moreover, except for p = 0.3 when n = 50, the average E[τ] values obtained by adding elitism to fitnessproportional (F) selection strategy (i.e., F+E) performs better than the ones obtained by adding tournament to fitness-proportional (F) selection strategy (i.e., F+T). Furthermore, except for p = 0.3, 0.4 when n = 50, the average E[τ] values obtained by adding elitism to rank-based (R) selection strategy (i.e., R+E) performs better than the ones obtained by adding tournament to rank-based (R) selection strategy (i.e., R+T). Finally, the average E[τ] values obtained by adding elitism to rank-based (R) selection strategy are similar to the ones obtained by combining both elitism and tournament to rank-based (R) selection strategy. Overall the queen, F+T+E, R+E, and R+T+E are better selection strategies and yielded similar average E[τ] value for the homogeneous PTSP than the other five selection strategies.
Inferential statistics analysis of nine selection schemes for homogeneous PTSP
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Concluding comments
In this chapter, a genetic algorithm is developed to solve the PTSP. The effectiveness and efficiency of nine different selection schemes were investigated for both the heterogeneous and homogeneous PTSP. Extensive computational tests were performed and the permutation test was adopted to test the statistical significance of the nine selection schemes. Several important findings are obtained. First, fitness-proportional (F) or rank-based (R) selection should combine tournament (T) and/or elitism strategies to obtain acceptable outcomes for both the heterogeneous and homogeneous PTSP. Second, the average E[τ] values obtained by keeping the best solution(s) to the successive generations can generally perform better than the ones obtained by only applying tournament selection to fitness-proportional (F) or rank-based (R) selection for both the heterogeneous and homogeneous PTSP. Third, the queen, F+T+E, R+E, and R+T+E are better selection strategies and yielded similar average E[τ] value for the heterogeneous and homogeneous PTSP than the other five selection strategies. Finally, the numerical results showed that the proposed solution procedure can further enhance the performance of the method proposed by previous studies in most of the tested cases for the heterogeneous PTSP in terms of objective function value and computation time. These findings showed the potential of the proposed GA in effectively and efficiently solving the large-scale PTSP.
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