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Abstract
In the two-dimensional boundary element method, one often needs to evaluate numerically integrals of the form
∫ 1
−1 g(x)j (x)
f ((x−a)2 +b2) dx where j2 is a quadratic, g is a polynomial and f is a rational, logarithmic or algebraic function with a singularity
at zero. The constants a and b are such that −1a1 and 0<b>1 so that the singularities of f will be close to the interval
of integration. In this case the direct application of Gauss–Legendre quadrature can give large truncation errors. By making the
transformation x=a+b sinh(u−), where the constants  and  are chosen so that the interval of integration is again [−1, 1], it is
found that the truncation errors arising, when the same Gauss–Legendre quadrature is applied to the transformed integral, are much
reduced. The asymptotic error analysis for Gauss–Legendre quadrature, as given by Donaldson and Elliott [A uniﬁed approach to
quadrature rules with asymptotic estimates of their remainders, SIAM J. Numer. Anal. 9 (1972) 573–602], is then used to explain
this phenomenon and justify the transformation.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The boundary element method in two dimensions requires the numerical evaluation of many line integrals. For
integrals which are non-singular (the source point is well removed from the element over which the integration
is required), a straightforward application of Gaussian quadrature is sufﬁcient to obtain accurate numerical val-
ues for these integrals; see, for example, Brebbia and Dominguez [2]. For integrals which are singular (the source
point being on the element), several transformation methods have been devised to improve the accuracy of the nu-
merical evaluation of the integrals. These transformation methods use either standard Gaussian quadrature points
which are clustered near the singular point by means of a polynomial transformation [9,13–19], or split the interval
of integration at the singular point, and then cluster the integration points towards the end-points of the intervals
[6–8,10].
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Aclass of integrals which lies between the two types of integralsmentioned above is that of “nearly singular” integrals
where the source point is close to the interval of integration, but not on it. To be more explicit we shall consider for
k = 1, 2, and 3 the integrals Ik(g; j) where
Ik(g; j) :=
∫ 1
−1
g(x)j (x)hk(x) dx. (1.1)
The functions hk will be deﬁned for z ∈ C as
h1(z) := 12 log((z − a)2 + b2) = 12 log((z − z0)(z − z0)), (1.2)
h2(z) := 1
(z − a)2 + b2 =
1
(z − z0)(z − z0) , (1.3)
h3(z) := ((z − a)2 + b2) = ((z − z0)(z − z0)), (1.4)
where  is not an integer. The point z0 is deﬁned to be
z0 := a + ib, (1.5)
where a ∈ R and, without loss of generality, we shall henceforth assume that b> 0. Thus, the functions hk have either
branch points or poles at the points a ± ib. We shall assume that these points are “close” to the basic interval [−1, 1]
and, in Section 2, we shall deﬁne what we mean by “close”.
Returning to (1.1), we shall assume that g is a real polynomial which does not have zeros at z0, z0. Finally, the
function j will be considered to have arisen from the Jacobian of the transformation, from the original, possibly curved,
element over which the integral was taken, on to the interval [−1, 1]. We shall assume either that j is constant or of the
form
j (z) :=
√
(z − c)2 + d2 = ((z − z1)(z − z1))1/2, (1.6)
where z1 = c + id. Furthermore, we assume that z1 = z0 and that z1 is “further away” from the interval [−1, 1] than
is z0, (see Section 2).
In Johnston and Elliott [11] we have considered some numerical examples of these integrals. Firstly, we have used
10 and 20 point Gauss–Legendre quadrature to evaluate numerically some speciﬁc integrals Ik(g; j) with k = 1, 2 and
3. Then we have made a transformation of the variable of integration by writing
x = a + b sinh(u − ), (1.7)
where and are chosen so that the interval−1x1 ismappedonto the interval−1u1withx=±1 corresponding
to u=±1, respectively.We have then applied 10 and 20 point Gauss–Legendre quadrature to the transformed integrals.
From the examples considered in Johnston and Elliott [11] we have found that, at all times, the use of transformation
(1.7) can lead to a dramatic reduction in the truncation errors. In this paper we shall make use of the asymptotic error
analysis for Gauss–Legendre quadrature, as given by Donaldson and Elliott [3], in order to estimate the errors for both
the transformed and untransformed integrals. As we shall see in Section 6, this analysis gives excellent estimates for
the truncation errors in both cases and, from the analytic forms of the remainders, we can see why the transformed
integrals have considerably smaller truncation errors. To this end we need to consider the family of confocal ellipses
with foci at the points (−1, 0) and (1, 0). It turns out that the singularities in the transformed integrals lie on “larger”
ellipses than do the singularities of the untransformed integrals. For large n, this has a profound effect on the size of
the truncation errors.
In the next section, we shall consider the geometry of the family of confocal ellipses with foci at (±1, 0). In
Section 3 we shall consider what happens to the point (a, b) under the transformation (1.7). In Section 4 we shall
obtain asymptotic estimates for the truncation errors when Gauss–Legendre quadrature is applied to the untransformed
integrals. In Section 5 we shall consider corresponding estimates for the transformed integrals. A comparison of the
asymptotic estimates of the truncation errors with the computed truncation errors will be given in Section 6, for four
examples.
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2. A family of confocal ellipses
It is well known, see, for example, Kitchen [12, Chapter 12], that if > 1 then
x2
2
+ y
2
2 − 1 = 1 (2.1)
is the equation of an ellipse in the (x, y) plane with foci at (±1, 0) and semi-axes given by  and √2 − 1> 0.
Consider now the complex z-plane, where z = x + iy, and points such that∣∣∣z +√z2 − 1∣∣∣= > 1. (2.2)
From (2.2) we have
z +
√
z2 − 1 = ei (2.3)
say, where 02. Then, trivially,
z −
√
z2 − 1 = 1

e−i, (2.4)
so that on adding (2.3) and (2.4) we ﬁnd
z = x + iy = 1
2
(
+ 1

)
cos+ i
2
(
− 1

)
sin. (2.5)
On equating real and imaginary parts in (2.5) and eliminating  we obtain
x2
( 12 (+ 1/))2
+ y
2
( 12 (− 1/))2
= 1. (2.6)
On comparing (2.1)with (2.6)we see that points satisfying (2.2) lie on an ellipsewith semi-major axis= 12 (+1/)> 1,
semi-minor axis given by 12 (− 1/) =
√
2 − 1> 0 and with foci at (±1, 0).
Let C denote the ellipse given by (2.2) and throughout we shall assume that C is described in the positive (i.e.,
anticlockwise) direction. As we vary > 1, we obtain a family of confocal ellipses.
The integrands of Ik(g; j) all have singularities in the complex plane at the points z0, z0 where z0 =a+ ib for a ∈ R
and b> 0. Having ﬁxed z0, we wish to determine on which ellipse C this point lies. It is well known that if P(a, b)
lies on the ellipse (2.1) with semi-major axis  then the sum of the distances from P to the foci is equal to 2. (Kitchen
calls this the “string property” of the ellipse, see [12, p. 534].) Since the foci are at the points (±1, 0) we have at once
that = (a, b) is given by
(a, b) = 12
{√
(a + 1)2 + b2 +
√
(a − 1)2 + b2
}
. (2.7)
Thus given the point (a, b), Eq. (2.7) gives  from which = (a, b) is given by
(a, b) = (a, b) +
√
2(a, b) − 1. (2.8)
Suppose (a1, b1) with b1 > 0 is another point in the plane. We shall have one of the following:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
a21
2
+ b
2
1
2 − 1 = 1,
a21
2
+ b
2
1
2 − 1 > 1,
a21
2
+ b
2
1
2 − 1 < 1.
(2.9)
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In the ﬁrst case, the points (a, b) and (a1, b1) lie on the same ellipse C and we shall say that they are at the “same
distance” from the interval [−1, 1] which, incidentally, corresponds to the degenerate ellipse with = 1. In the second
case, the point (a1, b1) lies outside the ellipse C and will lie on the ellipse C1 say, with 1 > . We shall say the
point (a1, b1) is “further away” from [−1, 1] than is the point (a, b). In the third case, the point (a1, b1) lies inside the
ellipse C and we shall say that (a1, b1) is “closer” to [−1, 1] than is the point (a, b).
Some elementary properties of the function  are given in the following lemma.
Lemma 2.1. (i) For all a ∈ R and b> 0
(−a, b) = (a, b).
(ii) For a given b> 0 and a0, (·, b) is a monotonic increasing function with
(a, b)(0, b) =
√
1 + b2. (2.10)
Proof. (i) This follows immediately from (2.7).
(ii) From (2.7) we have at once that (0, b) = √1 + b2. Again, from (2.7),

a
= 1
2
{
a + 1√
(a + 1)2 + b2
+ a − 1√
(a − 1)2 + b2
}
. (2.11)
If a1, we see that both terms are non-negative so that /a0 and (a, b) is monotonic increasing for a1.
For 0a1 we have from (2.11) that

a
= (1 + a)
√
(a − 1)2 + b2 − (1 − a)
√
(a + 1)2 + b2
2
√
(a + 1)2 + b2
√
(a − 1)2 + b2
= 4ab
2
2
√
(a + 1)2 + b2
√
(a − 1)2 + b2
1{
(1 + a)
√
(a − 1)2 + b2 + (1 − a)
√
(a + 1)2 + b2
} . (2.12)
From (2.12) we see that /a0 for 0a1 so that (a, b) is also monotonic increasing for 0a1. This
proves (ii). 
We shall now consider the transformation (1.7).
3. The sinh Transformation
For the integrals Ik(g; j), see (1.1), we make a transformation of the variable of integration by writing
x = a + b sinh((a, b)u − (a, b)), (3.1)
where  and  are chosen so that the interval of integration −1x1 corresponds to −1u1 with u = ±1
corresponding to x = ±1, respectively. This gives
(a, b) := 1
2
{
arcsinh
(
1 + a
b
)
+ arcsinh
(
1 − a
b
)}
(3.2)
and
(a, b) := 1
2
{
arcsinh
(
1 + a
b
)
− arcsinh
(
1 − a
b
)}
. (3.3)
Note that although  and  depend upon a and b, we shall at times suppress these arguments when it is not necessary
to emphasise this dependence.
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With the transformation (3.1) we ﬁnd from (1.1)–(1.4) that
Ik(g; j) =
∫ 1
−1
G(u)J (u)Hk(u) du (3.4)
say, where we deﬁne
G(u) := g(a + b sinh(u − )), (3.5)
J (u) := j (a + b sinh(u − )), (3.6)
H1(u) := b cosh(u − ) log(b cosh(u − )), (3.7)
H2(u) := 1/(b cosh(u − )), (3.8)
H3(u) := (b cosh(u − ))2+1. (3.9)
As shown by examples in Johnston and Elliott [11], the truncation errors arising when n-point Gauss–Legendre quadra-
ture is applied to Ik(g; j) as deﬁned by (3.4)–(3.9) are considerably less than the truncation errors arising when the
same quadrature rule is applied to Ik(g; j) as deﬁned by (1.1) et seq. In this paper we shall obtain asymptotic estimates,
assuming n is large, for these truncation errors so that we can compare them analytically. In order to do this we shall
use the complex variable techniques as given in Donaldson and Elliott [3]. As noted in [3], although we assume that
n is “large”, very often the asymptotic error estimates are good (i.e., giving one correct signiﬁcant ﬁgure) even for
“modest” values of n. To that end we rewrite (3.1) as
z = a + b sinh((a, b)w − (a, b)), (3.10)
where z= x + iy and w= u+ iv. The untransformed integrals, (1.1) et seq are such that the integrand has singularities
at the points a ± ib in the z-plane. For the transformed integrals (3.4) et seq the integrands have singularities in the
complex w-plane at points where
cosh((a, b)w − (a, b)) = 0, (3.11)
or at the points wk , k ∈ Z, where
wk = (a, b)
(a, b)
+ i (k +
1
2 )
(a, b)
. (3.12)
In particular, we shall consider the points s ± it , say, which are closest to the interval [−1, 1]. That is, we have
s(a, b) ± it (a, b) = (a, b)
(a, b)
± i 
2(a, b)
. (3.13)
If, in the z-plane, the points a ± ib lie on the ellipse C and if, in the w-plane, the points s ± it lie on the ellipse C1 ,
we wish to compare 1 with  in order to see which of the points is furthest away from the basic interval [−1, 1]. To
do this we need some preliminary results.
Lemma 3.1. Suppose b> 0. Then
(i) (·, b) is a continuous, positive and even function on R;
(ii) (·, b) is monotonic decreasing on R+;
(iii)
(a, b)
{
1/b if 0a1,
1/
√
b2 + (a − 1)2 if a1. (3.14)
Proof. (i) Since the arcsinh function is continuous onR, it follows from (3.2) that, for a ﬁxed b> 0, (·, b) is continuous
on R. From (3.2) it follows at once that (−a, b) = (a, b) so that (·, b) is an even function. From the deﬁnition of
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the arcsinh function as an integral, see, for example, Abramowitz and Stegun [1, Section 4.6.1] and recalling that it is
an odd function we have from (3.2) that
(a, b) = 1
2
{
arcsinh
(
a + 1
b
)
− arcsinh
(
a − 1
b
)}
= 1
2
∫ (a+1)/b
(a−1)/b
dt√
1 + t2
= 1
2
∫ a+1
a−1
d	√
b2 + 	2
, (3.15)
on writing t = 	/b. Since the integrand is positive and since a − 1<a + 1, it follows that (·, b) is positive.
(ii) From (3.15) we have
(a, b)
a
= 1
2
{
1√
b2 + (a + 1)2
− 1√
b2 + (a − 1)2
}
(3.16)
and this is negative for all a > 0. Hence (·, b) is monotonic decreasing on R+.
(iii) If 0a1 we see that the interval of integration in (3.15) includes the origin at which the integrand takes
its maximum value of 1/b. Since the interval of integration is of length 2, independent of a, it follows at once that
(a, b)1/b, for 0a1.
If a1 the integrand in (3.15) takes its maximum value of 1/
√
b2 + (a − 1)2, at the point (a − 1). The second
inequality in (3.14) then follows at once. 
We have a similar set of results for the function (·, b).
Lemma 3.2. Suppose b> 0. Then
(i) (·, b) is a continuous, odd and monotonic increasing function on R;
(ii) (·, b) is positive on R+.
Proof. (i) Since b> 0 and the arcsinh function is continuous on R, the continuity of (·, b) on R follows from (3.3).
The fact that (−a, b) = −(a, b) for all a ∈ R again follows from (3.3). Finally from (3.3) we have that
(a, b)
a
= 1
2
{
1√
b2 + (1 + a)2
+ 1√
b2 + (1 − a)2
}
, (3.17)
which is positive for all a ∈ R so that (·, b) is monotonic increasing on R.
(ii) This follows immediately from (i). Since (·, b) is odd then (0, b) = 0 and since it is monotonic increasing it
must be positive on R+. 
There is one further inequality which is worth noting.
Lemma 3.3. Suppose b> 0. Then
(a, b)a(a, b) if a1 (3.18)
and
(a, b)a(a, b) if 0a1. (3.19)
Proof. Suppose ﬁrst that a1 and deﬁne
F(a, b) := (a, b) − a(a, b). (3.20)
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From (3.2) and (3.3) we have at once that F(1, b) = 0. Now
F(a, b)
a
= (a, b)
a
− a (a, b)
a
− (a, b) (3.21)
so that from (3.16) and (3.17) we ﬁnd
F(a, b)
a
= a + 1
2
1√
b2 + (a − 1)2
− a − 1
2
1√
b2 + (a + 1)2
− (a, b). (3.22)
From (3.14) and (3.22) we have that for a1
F(a, b)
a
 a − 1
2
{
1√
b2 + (a − 1)2
− 1√
b2 + (a + 1)2
}
0. (3.23)
Hence for a given b> 0, the function F(·, b) is monotonic increasing on [1,∞) and since F(1, b) = 0 we have
F(a, b)0 for all a1. This proves (3.18).
Suppose now that 0<a1. From (3.2) and (3.3) we have
(1/a, b/a) = (a, b)
and
(1/a, b/a) = (a, b). (3.24)
Since 1/a1 and b/a > 0 we have by (3.18) that
(1/a, b/a)(1/a)(1/a, b/a). (3.25)
From (3.24) again we have a(a, b)(a, b) which is (3.19) for 0<a1. Since, from (3.3), (3.19) is trivially true
when a = 0, the lemma is proved. 
We are now in a position to compare the proximity of the points (a, b) and (s, t) to the basic interval [−1, 1]. Because
of the symmetry of the confocal ellipses we shall assume (a, b) is such that a0 and b> 0.
Theorem 3.4. Suppose a0 and b> 0 are given. The point (a, b) in the z-plane is closer to the basic interval [−1, 1]
than is the point (s, t), as deﬁned in (3.13), in the w-plane.
Proof. From (2.7) we have that the point (a, b) lies on an ellipse with semi-major axis (a, b) whereas (s, t) lies on
an ellipse with semi-major axis (s, t). The theorem is proved if we can show that (s, t)> (a, b).
First, suppose that a1. From the deﬁnition of s as given in (3.13) and from (3.18) we have that sa. It follows
from (2.7) and Lemma 2.1(ii) that
(s, t) 12
{√
(a + 1)2 + t2(a, b) +
√
(a − 1)2 + t2(a, b)
}
, (3.26)
and the theorem will be proved if t (a, b)> b. From (3.13), we need to show that
b(a, b)<

2
. (3.27)
But from Lemma 3.1(iii) we have that
b(a, b) b√
b2 + (a − 1)2
1< 
2
. (3.28)
Thus, for a1 and b> 0 we have that the point (s, t) is further away from the interval [−1, 1] than is (a, b).
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Suppose now that 0a1 with b> 0. From Lemma 2.1(ii) and (2.7) we have that (s(a, b), t (a, b))(0, t (a, b))
=√1 + t2(a, b). Again, since 0a1, we have that (a, b)(1, b) = (b + √4 + b2)/2. If for 0a1 and b> 0
we can show that
√
1 + t2(a, b)> (b + √4 + b2)/2 then we shall have the required result since
(s(a, b), t (a, b))(0, t (a, b)) =
√
1 + t2(a, b)>
(
b +
√
4 + b2
)
/2 = (1, b)(a, b). (3.29)
Now from (3.13), t (a, b) = /(2(a, b)) and since, from Lemma 3.1(ii) (·, b) is monotonic decreasing on [0, 1] it
follows that t (a, b)/(2(0, b)) = /(2 arcsinh(1/b)), from (3.2). From (3.29) we need to show that
√
1 + 
2
4 arcsinh2(1/b)
>
b + √4 + b2
2
, (3.30)
for all b> 0. On squaring (3.30) and then taking the square root we need to show that
√
2
√
b
√
b +
√
4 + b2 arcsinh(1/b)<  (3.31)
for all b> 0. On writing b = 1/x, (3.31) is equivalent to showing that
√
2
√
1 + √1 + 4x2
x
arcsinhx <  (3.32)
for all x > 0. To prove this inequality let us consider 0<x1 and x1 separately.
On the interval 0<x1 let us write
f1(x) :=
√
2
√
1 +
√
1 + 4x2,
f2(x) := (arcsinh x)/x. (3.33)
If we deﬁne f2(0) by limx→0+ f2(x) then f2(0)= 1. Now for 0x1 we have max0x1 f1(x)=
√
2
√
1 + √5 and
max0x1 f2(x) = 1 so that from (3.32) we have
√
2
√
1 +
√
1 + 4x2arcsinh(x)/x√2
√
1 + √5< . (3.34)
On the interval 1x <∞, let us write
f3(x) :=
√
2
√
1 +
√
1 + 4x2/√x,
f4(x) := (arcsinh x)/√x. (3.35)
Since x1, it readily follows that f3(x)f3(1)=
√
2
√
1 + √5. For x1, since x +√1 + x2(√2 + 1)x it follows
that f4(x) = log(x +
√
1 + x2)/√xf5(x) say, where
f5(x) := log((
√
2 + 1)x)/√x. (3.36)
Elementary calculus shows that f5 has a maximum at the point x0, say where
x0 = e2/(
√
2 + 1). (3.37)
From (3.35)–(3.37) we have, for 1x <∞, that
f4(x)f5(x0) = 2(1 +
√
2)/e, (3.38)
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Table 1
Values of (0, t (0, b))/(0, b)
b (0, t (0, b))/(0, b)
1 1.5847
0.1 1.4958
0.01 1.3262
0.001 1.2266
0.0001 1.1710
so that
√
2
√
1 + √1 + 4x2
x
arcsinh x 2
3/2
√
1 + √2
√
1 + √5
e
< 2.91< , (3.39)
as required.
This establishes the inequality (3.31) for all b> 0 and the theorem is proved. 
Theorem 3.4 is as much as we have been able to prove regarding the relative positions of the points (a, b) and
(s(a, b), t (a, b)). In the light of the truncation error estimates to be discussed in the next section, it would useful
to have an estimate for (s(a, b), t (a, b))/(a, b),  being deﬁned by Eqs. (2.7) and (2.8). After some numerical
experiments we are led to conjecture that
(s(a, b), t (a, b))
(a, b)
 (0, t (0, b))
(0, b)
= /2 +
√
2/4 + arcsinh2(1/b)(
b + √1 + b2
)
arcsinh(1/b)
, (3.40)
for all a ∈ R and b> 0. In Table 1 we have considered this lower bound for various values of b.
The signiﬁcance of these results will become apparent in the next three sections when we consider the truncation
errorswhich arisewhen n-pointGauss–Legendre quadrature is applied to both the original and the transformed integrals.
4. Truncation error estimates for the untransformed integrals
In order to obtain estimates for the truncation errors we apply the analysis given by Donaldson and Elliott [3]. This
may be summarised as follows. To evaluate
∫ 1
−1 f (x) dx we write∫ 1
−1
f (x) dx = Qnf + Enf , (4.1)
whereQnf denotes the n-point Gauss–Legendre quadrature sum andEnf is the truncation error whichwe shall attempt
to estimate for n?1. If the deﬁnition of the function f can be continued from the interval [−1, 1] into the complex
plane then we have
Enf = 12i
∫
C
kn(z)f (z) dz. (4.2)
As before, the contourC with > 1 denotes a member of the family of confocal ellipses with foci at (−1, 0) and (1, 0)
described in the positive (i.e., anticlockwise) direction with  being chosen so that f is analytic on and within C. The
function kn is independent of f and depends only upon the fact that we are using n-point Gauss–Legendre quadrature.
It is analytic in C\[−1, 1].
From Donaldson and Elliott [3] we have that
kn(z) = 2Qn(z)
Pn(z)
, (4.3)
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where Pn denotes the Legendre polynomial of degree n and Qn is the Legendre function of the second kind deﬁned,
for z ∈ C\[−1, 1], by
Qn(z) = 12
∫ 1
−1
Pn(t) dt
z − t . (4.4)
The function kn is a fairly intractable one to do much with and it is useful to replace it by an asymptotic approximation
which is valid for large n. From Donaldson and Elliott [3] we have that for n?1 and z ∈ C\[−1, 1]
kn(z) = cn(
z + √z2 − 1
)2n+1 , (4.5)
where we choose that branch of
√
z2 − 1 such that |z + √z2 − 1|> 1 and
cn := 2(
(n + 1))
2

(n + 12 )
(n + 32 )
. (4.6)
Although for n very large we see that cn is approximately 2 we shall, in our numerical examples, leave cn as deﬁned
by (4.6). To evaluate Enf , we let the contour C go to inﬁnity so that it becomes as illustrated in Fig. 1. The function
knf remains analytic within this contour. However, we are able to exploit the singularities of f and/or the integrals
along the branch cuts in order to evaluate Enf . We shall describe this in future by saying simply that we “let  → ∞”.
Let us now consider the integrals Ik(g; j) for k = 1, 2 and 3 as deﬁned in (1.1)–(1.6). From (1.1) and (4.2) we have
EnIk(g; j) = 12i
∫
C
kn(z)g(z)j (z)hk(z) dz, (4.7)
where initially (> 1) is chosen so that j (z)hk(z) is analytic on and within C (recall that g is a polynomial). Recall
also that we are assuming that the singularities of the Jacobian function j at z1, z1 are further away from the interval
[−1, 1] than are the singularities z0, z0 of the functions hk , k = 1, 2 and 3.
Returning to (4.7), if z∗ denotes a singular point of the integrand kngjhk , we shall write EnIk(g; j)(z∗) to denote
the contribution to the truncation error EnIk(g; j) from the neighbourhood of that singularity.
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Let us illustrate these ideas with the simplest example which corresponds to k = 2. From (1.3) we see that h2 has a
simple pole at z0 with residue given by 1/(z0 − z0). On letting  → ∞ in (4.7) we ﬁnd that
EnI2(g; j)(z0) = −g(z0)j (z0)kn(z0)
z0 − z0 . (4.8)
Since the contribution to EnI2(g; j) from the pole at z0 will be the complex conjugate of this we ﬁnd, on using the
asymptotic estimate for kn as given in (4.5) and (4.6), that
EnI2(g; j)(z0 ∪ z0) = EnI2(g; j)(z0) + EnI2(g; j)(z0)
= − 2cnR
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
g(z0)j (z0)
(z0 − z0)
(
z0 +
√
z20 − 1
)2n+1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
, (4.9)
for n?1.
If the Jacobian function j is a constant then (4.9) gives the required asymptotic estimate of the truncation error.
However, if j is of the form given by (1.6) then we must add to (4.9) the contribution to the truncation error from the
algebraic singularities at the points z1 and z1. From (4.7) we approximate to EnIk(g; j)(z1) by
EnIk(g; j)(z1) = g(z1)(z1 − z1)
1/2hk(z1)
2i
∫
C
kn(z)(z − z1)1/2 dz. (4.10)
From the discussion in the Appendix, and from (A.2) in particular, we ﬁnd
EnIk(g; j)(z1) = g(z1)(z1 − z1)1/2hk(z1)Kn(z1; 12 )
= cne
i/2(z1 − z1)1/2g(z1)hk(z1)(z21 − 1)3/4
2
√
(2n + 1)3/2
(
z1 +
√
z21 − 1
)2n+1 , (4.11)
for n?1. Since the contribution to EnIk(g; j) from the branch point at z1 will be the complex conjugate of this we
shall have for n?1 and k = 1, 2, 3 that
EnIk(g; j)(z1 ∪ z1) = cn√
(2n + 1)3/2R
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ei/2(z1 − z1)1/2g(z1)hk(z1)(z21 − 1)3/4(
z1 +
√
z21 − 1
)2n+1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
. (4.12)
To sum up so far. For the integral I2(g; j), the truncation error for n-point Gauss–Legendre quadrature will be given
by (4.9) if the Jacobian function j is a constant. However, if j (z) is given by
√
(z − c)2 + d2, see (1.6), then to (4.9)
we must add (4.12) with k = 2 and h2(z) given by (1.3) to obtain the truncation error estimate of
EnI2(g; j)(z0 ∪ z0 ∪ z1 ∪ z1) = − cnR
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
2g(z0)j (z0)
(z0 − z0)
(
z0 +
√
z20 − 1
)2n+1
− e
i/2(z1 − z1)1/2g(z1)(z21 − 1)3/4
√
(2n + 1)3/2(z1 − z0)(z1 − z0)
(
z1 +
√
z21 − 1
)2n+1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(4.13)
for n?1.
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Consider now the integral I1(g; j) where h1 is deﬁned by (1.2). We see that h1 has branch points at z0, z0 and is
given by h1(z) = 12 log(z − z0) + 12 log(z − z0). Let us ﬁrst consider the contribution to EnI1(g; j) from the branch
point at z0. We have approximately that
EnI1(g; j)(z0) = 12g(z0)j (z0)
{
1
2i
∫
C
kn(z) log(z − z0) dz + log(z0 − z0) 12i
∫
C
kn(z) dz
}
. (4.14)
From (A.1) and (A.3) we may rewrite this as
EnI1(g; j)(z0) = 12g(z0)j (z0){Ln(z0; 0) + log(z0 − z0)Kn(0)}. (4.15)
Since Kn(0) = 0 we ﬁnd from (A.3) that for n?1
EnI1(g; j)(z0) = − cng(z0)j (z0)(z
2
0 − 1)1/2
2(2n + 1)
(
z0 +
√
z20 − 1
)2n+1 . (4.16)
Again, since the contribution from the branch point at z0 will be the complex conjugate of this we have
EnI1(g; j)(z0 ∪ z0) = − cn2n + 1R
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
g(z0)j (z0)(z20 − 1)1/2(
z0 +
√
z20 − 1
)2n+1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(4.17)
for n?1. If j is a constant then this is the required estimate for EnI1(g; j). If, however, j is given by (1.6) then to (4.17)
we must add the contribution to the error as given by (4.12) with k = 1, and h1(z) given by (1.2), to give the overall
truncation error estimate
EnI1(g; j)(z0 ∪ z0 ∪ z1 ∪ z1) = − cn2n + 1R
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
g(z0)j (z0)(z20 − 1)1/2(
z0 +
√
z20 − 1
)2n+1
+ e
i/2(z1 − z1)1/2g(z1) log((z1 − z0)(z1 − z0))(z21 − 1)3/4
2
√
(2n + 1)1/2
(
z1 +
√
z21 − 1
)2n+1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(4.18)
for n?1.
Finally, we must consider the truncation error for the integral I3(g; j)where h3 is deﬁned in (1.4).Again the function
h3 has branch points at z0, z0. In estimating the truncation error from the branch point at z0 we have, from (1.4), (4.7)
and (A.2), that approximately
EnI3(g; j)(z0) = (z0 − z0)g(z0)j (z0)Kn(z0; ). (4.19)
From (A.2) we have that for n?1
EnI3(g; j)(z0) = cne
−i(z0 − z0)g(z0)j (z0)(z20 − 1)(+1)/2

(−)(2n + 1)+1
(
z0 +
√
z20 − 1
)2n+1 . (4.20)
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Table 2
Truncation error EnIk(g; j) for n?1
k = 1 k = 2 k = 3
j a constant (4.17) (4.9) (4.21)
j given by (1.6) (4.18) (4.13) (4.22)
Again, since EnI3(g; j)(z0) will be the complex conjugate of this we have
EnI3(g; j)(z0 ∪ z0) = 2cn

(−)(2n + 1)+1R
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
e−i(z0 − z0)g(z0)j (z0)(z20 − 1)(+1)/2(
z0 +
√
z20 − 1
)2n+1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(4.21)
for n?1. If j is a constant then this is the required estimate for EnI3(g; j). If, however, j is given by (1.6) then to (4.21)
we must add the contribution to the error as given by (4.12) with k = 3, and h3(z) given by (1.4), to obtain the overall
truncation error estimate
EnI3(g; j)(z0 ∪ z0 ∪ z1 ∪ z1) = cn2n + 1R
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
2e−i(z0 − z0)g(z0)j (z0)(z20 − 1)(+1)/2

(−)(2n + 1)
(
z0 +
√
z20 − 1
)2n+1
+e
i/2(z1 − z1)1/2g(z1)((z1 − z0)(z1 − z0))(z21 − 1)3/4
√
(2n + 1)1/2
(
z1 +
√
z21 − 1
)2n+1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(4.22)
for n?1.
Before considering a similar analysis of the truncation errors when n-point Gauss–Legendre quadrature is applied
to the transformed integrals, let us summarise the results of this section in Table 2.
5. Truncation error estimates for the transformed integrals
Wenowwish to estimate the truncation errors when n-point Gauss–Legendre quadrature is applied to the transformed
integrals Ik(g; j) as deﬁned in Eqs. (3.4)–(3.9). If we write w = u + iv then we shall continue the deﬁnitions of the
functions G, J andHk , for k=1, 2 and 3, into the complexw-plane. If we now denote the truncation error byEtrn Ik(g; j)
we shall have as before, cf. (4.7),
Etrn Ik(g; j) =
1
2i
∫
C
kn(w)G(w)J (w)Hk(w) dw. (5.1)
The contourC, for some > 1, is chosen as one of the confocal ellipses in the w-plane, with foci at the points (−1, 0)
and (1, 0), such that the function GJHk is analytic on and within C. As before, in order to obtain asymptotic estimates
of the truncation error when n is large, we need to consider the singular points in the w-plane of the functions J and
Hk . From the deﬁnitions of Hk in (3.7)–(3.9) we ﬁrst need to determine points where cosh(w − ) = 0. There is an
inﬁnity of such points given by wk,wk say, where
wk := (a, b)
(a, b)
+ (k +
1
2 )i
(a, b)
, k ∈ N0. (5.2)
In order to estimate the truncation error we shall, in all cases, consider only the contributions from the singularities
at w0, w0 which are closest to the interval [−1, 1]. Recall that we have shown in Theorem 3.4 that the points w0, w0
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are further away from the interval [−1, 1] than are the points z0, z0. If Etrn Ik(g; j)(w0) denotes the contribution to the
truncation error from the singularity at w0 then we shall, as a ﬁrst step, write
Etrn Ik(g; j)(w0) =
G(w0)J (w0)
2i
∫
C
kn(w)Hk(w) dw, (5.3)
approximately. From (3.5), (3.6), the deﬁnition of w0 and recalling that z0 = a + ib we have
Etrn Ik(g; j)(w0) =
g(z0)j (z0)
2i
∫
C
kn(w)Hk(w) dw. (5.4)
Let us evaluate this integral in the simplest case, when k = 2. Then H2 has a simple pole at w0 and we ﬁnd from (3.8)
that its residue is 2/((z0 − z0)). On letting  → ∞ in (5.4) we ﬁnd
Etrn I2(g; j)(w0) = −
2g(z0)j (z0)kn(w0)
(z0 − z0) . (5.5)
Since Etrn I2(g; j)(w0) will be the complex conjugate of this we ﬁnd, on using (4.5), that
Etrn I2(g; j)(w0 ∪ w0) = −4cnR
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
g(z0)j (z0)
(z0 − z0)
(
w0 +
√
w20 − 1
)2n+1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(5.6)
for n?1. If j is a constant then this is the required asymptotic estimate for EnI2(g; j). On comparing (5.6) with (4.9)
we see explicitly for the ﬁrst time the advantage of the transformation. In the untransformed case, we see from (4.9)
that the error tends to zero like O(1/|z0 +
√
z20 − 1|2n+1) whereas from (5.6) the transformed error tends to zero like
O(1/|w0 +
√
w20 − 1|2n+1). From the discussion in Section 3 we know that |w0 +
√
w20 − 1|> |z0 +
√
z20 − 1| so that
the rate of convergence to zero in the transformed case will be better that in the untransformed case. We shall show
some numerical results for speciﬁc examples in Section 6.
Suppose now that j is given by (1.6) so that from (3.6) we have
J (w) = (a + b sinh(w − ) − z1)1/2(a + b sinh(w − ) − z1)1/2. (5.7)
This function will have branch points where a + b sinh(w − ) = z1 and a + b sinh(w − ) = z1. Again there will
be an inﬁnity of such points in the w-plane. Let w∗1 and w1∗ be the points closest to [−1, 1] such that
a + b sinh(w∗1 − ) = z1; (5.8)
that is
w∗1 =


+ 1

arcsinh
(
z1 − a
b
)
. (5.9)
Let us considerEtrn Ik(g; j)(w∗1)where kmay be 1, 2 or 3. From (5.1) we have, ﬁrst of all, that this is given approximately
by
Etrn Ik(g; j)(w∗1) =
G(w∗1)Hk(w∗1)
2i
∫
C
kn(w)J (w) dw. (5.10)
Now, near w∗1 , we have from (5.7) that
J (w) = (z1 − z1)1/2(b(sinh(w − ) − sinh(w∗1 − )))1/2 (5.11)
approximately. On approximating (sinh(w − )− sinh(w∗1 − )) by (w −w∗1) cosh(w∗1 − ) and observing from
(5.8) that b cosh(w∗1 − ) = ((z1 − z0)(z1 − z0))1/2 we ﬁnd that
J (w) = 1/2(z1 − z1)1/2((z1 − z0)(z1 − z0))1/4(w − w∗1)1/2 (5.12)
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approximately, in the neighbourhood of w∗1 . Since G(w∗1) = g(z1) we ﬁnd from (5.10), (5.12) and (A.2) that
Etrn Ik(g; j)(w∗1) = 3/2g(z1)(z1 − z1)1/2((z1 − z0)(z1 − z0))1/4Hk(w∗1)Kn(w∗1; 12 ) (5.13)
for n?1. From (A.2) again we will obtain the required asymptotic estimate for Etrn Ik(g; j)(w∗1). Since the contribution
to Etrn Ik(g; j) from the singularity at w1∗ will be the complex conjugate of this we ﬁnd on addition that
Etrn Ik(g; j)(w∗1 ∪ w1∗) =
cn3/2
1/2(2n + 1)3/2
×R
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ei/2g(z1)(z1 − z1)1/2((z1 − z0)(z1 − z0))1/4(w∗12 − 1)3/4Hk(w∗1)(
w∗1 +
√
w∗1
2 − 1
)2n+1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(5.14)
for n?1. We note here that from (3.7)–(3.9) and (5.8) we have
H1(w
∗
1) = 12 ((z1 − z0)(z1 − z0))1/2 log((z1 − z0)(z1 − z0)), (5.15)
H2(w
∗
1) = ((z1 − z0)(z1 − z0))−1/2, (5.16)
H3(w
∗
1) = ((z1 − z0)(z1 − z0))+1/2. (5.17)
On recalling (5.6), if j is given by (1.6) then from (5.14) and (5.16) we ﬁnd
Etrn I2(g; j)(w0 ∪ w0 ∪ w∗1 ∪ w1∗) = cnR
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ei/23/2g(z1)(z1 − z1)1/2((z1 − z0)(z1 − z0))−1/4(w∗12 − 1)3/4
√
(2n + 1)3/2
(
w∗1 +
√
w∗1
2 − 1
)2n+1
− 4g(z0)j (z0)
(z0 − z0)
(
w0 +
√
w20 − 1
)2n+1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
. (5.18)
We must now consider the estimates for Etrn Ik(g; j)(w0 ∪w0) when k = 1 and 3; recall that the estimate for k = 2 has
been given in (5.6). From (5.4) we have
Etrn I1(g; j)(w0) =
g(z0)j (z0)
2i
∫
C
kn(w)H1(w) dw (5.19)
approximately, where H1(w) is deﬁned by (3.7). We are interested in H1(w) near w0. Since cosh(w0 − ) = 0 and
sinh(w0 − ) = ei/2 it follows that near w0
b cosh(w − ) = b cosh((w0 − ) + (w − w0))
= ei/2b sinh((w − w0))
= ei/2b(w − w0) (5.20)
approximately.
On substituting (5.20) into (3.7) we have that for w close to w0
H1(w) = ei/2b[log(bei/2)(w − w0) + (w − w0) log(w − w0)]. (5.21)
Substituting this for H1(w) into (5.19) and recalling the deﬁnitions of Kn(m) and Ln(z∗;m) from (A.1) and (A.3),
respectively, we ﬁnd
Etrn I1(g; j)(w0) = ei/2b2g(z0)j (z0){log(bei/2)[Kn(1) − w0Kn(0)] + Ln(w0; 1)}. (5.22)
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For all n ∈ N we know that Kn(0) = Kn(1) = 0 so that from (A.3) we ﬁnd for n?1 that
Etrn I1(g; j)(w0) = −
cn2
2(2n + 1)2
(z0 − z0)g(z0)j (z0)(w20 − 1)(
w0 +
√
w20 − 1
)2n+1 , (5.23)
on recalling (1.5). Since the contribution from the singularity at w0 will be the complex conjugate of this we ﬁnd
Etrn I1(g; j)(w0 ∪ w0) = −
cn2
(2n + 1)2R
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(z0 − z0)g(z0)j (z0)(w20 − 1)(
w0 +
√
w20 − 1
)2n+1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(5.24)
for n?1. When the Jacobian j is a constant this is the estimate for the truncation error in this case. When j is given by
(1.6) we must add to this the contribution from the singularities at w∗1 and w1∗ as given by (5.14) together with (5.15);
this gives
Etrn I1(g; j)(w0 ∪ w0 ∪ w∗1 ∪ w1∗)
= cn
3/2
(2n + 1)3/2R
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ei/2g(z1)(z1 − z1)1/2((z1 − z0)(z1 − z0))3/4(w∗12 − 1)3/4 log((z1 − z0)(z1 − z0))
2
√

(
w∗1 +
√
w∗1
2 − 1
)2n+1
−
√
(z0 − z0)g(z0)j (z0)(w20 − 1)
√
2n + 1
(
w0 +
√
w20 − 1
)2n+1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
. (5.25)
It remains to consider the estimate for Etrn I3(g; j)(w0 ∪ w0). From (3.9) and (5.4) we have
Etrn I3(g; j)(w0) =
g(z0)j (z0)
2i
∫
C
kn(w)(b cosh(w − ))2+1 dw (5.26)
approximately. If 2 ∈ N0 we see that the integrand is an entire function on C\[−1, 1]. The integral may estimated
by the method of steepest descents, but we shall not pursue this any further in this paper. Henceforth, we shall assume
that 2 is not an integer. In this case the integrand has branch points at w0 and w0. On using (5.20) to approximate
b cosh(w − ) near w0 and recalling (A.2) we ﬁnd from (5.26) that
Etrn I3(g; j)(w0) = b2+12+2g(z0)j (z0)ei(+1/2)Kn(w0; 2+ 1). (5.27)
From (A.2) we have an asymptotic estimate for Kn(w0; 2 + 1) for n?1. Noting as before that Etrn I3(g; j)(w0) will
be the complex conjugate of (5.27) we ﬁnd on addition that
Etrn I3(g; j)(w0 ∪ w0) =
cn2+2
22
(−2− 1)(2n + 1)2+2
×R
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
e−i(2+1)(z0 − z0)2+1g(z0)j (z0)(w20 − 1)+1(
w0 +
√
w20 − 1
)2n+1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(5.28)
for n?1 and provided 2 is not an integer. When j is a constant then (5.28) gives the estimate of the truncation error.
When the Jacobian j satisﬁes (1.6) we must add to this the contribution from the singularities at w∗1 and w1∗ as given
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Table 3
Truncation error Etrn Ik(g; j) for n?1
k = 1 k = 2 k = 3
j a constant (5.24) (5.6) (5.28)
j given by (1.6) (5.25) (5.18) (5.29)
in (5.14) where H3(w∗1) is given by (5.17). We ﬁnd
Etrn I3(g; j)(w0 ∪ w0 ∪ w∗1 ∪ w1∗)
= cn
3/2
(2n + 1)3/2R
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ei/2g(z1)(z1 − z1)1/2((z1 − z0)(z1 − z0))+3/4(w∗12 − 1)3/4
√

(
w∗1 +
√
w∗1
2 − 1
)2n+1
+
2+1/2e−i(2+1)(z0 − z0)2+1g(z0)j (z0)(w20 − 1)+1
22
(−2− 1)(2n + 1)2+1/2
(
w0 +
√
w20 − 1
)2n+1
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
. (5.29)
We have summarised these results for the transformed integrals in Table 3.
6. Some numerical examples
Having obtained asymptotic estimates of the truncation errors in the quadrature formulae, let us now see how good
they are. In Johnston and Elliott [11], it has been demonstrated at length how effective the transformation (1.7) can
be. Here we shall consider just four examples which, in addition to demonstrating again the effectiveness of the
transformation, also compares the asymptotic estimates with the actual truncation errors. Although these estimates can
be excellent we shall also see that there may be limitations.
Example 1. Consider the integral I1 where
I1 := 12
∫ 1
−1
x
2
(x − 1) log((x − a)2 + b2) dx. (6.1)
With a = 12 and n= 20 we give, in Table 4, a comparison of the actual errors with the asymptotic estimates for b taking
the values 0.1, 0.01 and 0.001.
We note ﬁrstly that, with n=20 in each case, the transformation essentially reduces the error by a factor of 10−6 and
secondly, that the asymptotic estimates give at least one correct signiﬁcant ﬁgure in comparison with the actual error.
Example 2. Consider the integral I2 where
I2 :=
∫ 1
−1
1 − x2
x2 + b2 dx = −2 +
2(1 + b2)
b
arctan
(
1
b
)
, (6.2)
with b> 0. The integrand has simple poles at the points ±ib and again let b take the values 0.1, 0.01 and 0.001. In the
untransformed case let us choose n= 28 while in the transformed case we shall let n= 10. A comparison of the actual
truncation errors with their asymptotic estimates for both cases is given in Table 5.
We ﬁrst observe that the actual truncation errors in the transformed case with n= 10 are substantially less than those
in the untransformed case with n = 28. This illustrates the effectiveness of the sinh transformation.
Secondly, we see that the asymptotic estimate of the error, using (4.9), is poor in the untransformed case for b=0.01
and 0.001 in that there are no correct signiﬁcant digits. This suggests that the asymptotic estimate for kn, as given by
(4.5) and (4.6), is not good enough for such small values of b. In Elliott [4], alternative asymptotic estimates for kn are
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Table 4
Actual errors and asymptotic estimates for errors in the evaluation of the integral I1 for various values of b for both the untransformed and transformed
integrals with n = 20
b Untransformed integral, n = 20 Transformed integral, n = 20
Actual error Asymp. est. (4.17) Actual error Asymp. est. (5.24)
0.1 −1.6678 × 10−4 −1.1371 × 10−4 −6.4210 × 10−13 −6.1832 × 10−13
0.01 −9.7186 × 10−3 −8.8025 × 10−3 +1.2757 × 10−9 +1.2498 × 10−9
0.001 −1.1320 × 10−2 −1.3531 × 10−2 +1.9104 × 10−8 +1.9278 × 10−8
Table 5
Actual errors and asymptotic estimates for errors in the evaluation of the integral I2 for various values of b for the untransformed integral with n=28
and for the transformed integral with n = 10
b Untransformed integral, n = 28 Transformed integral, n = 10
Actual error Asymp. est. (4.9) Actual error Asymp. est. (5.6)
0.1 2.55 × 10−1 2.12 × 10−1 3.2802 × 10−3 3.2386 × 10−3
0.01 1.574 × 102 3.523 × 102 2.6894 × 100 2.6496 × 100
0.001 3.132 × 103 5.883 × 103 1.6581 × 102 1.6492 × 102
Table 6
Actual errors and asymptotic estimates for errors in the evaluation of the integral I2 for various values of b for the untransformed integral with n=28
b Untransformed integral, n = 28
Actual error Asymp. est. (6.4)
0.1 2.55 × 10−1 2.14 × 10−1
0.01 1.574 × 102 2.270 × 102
0.001 3.132 × 103 3.052 × 103
given which will be more appropriate in this case. From Eqs. (2.13) and (2.14) of [4] we ﬁnd on taking the ﬁrst terms
only in these expansions that an alternative estimate for kn when n?1 is given by
kn(z) = 2K0((n + 1/2) arccosh z)
I0((n + 1/2) arccosh z) . (6.3)
With this estimate for kn we ﬁnd (cf. (4.9))
EnI2 = 2(1 + b
2)
b
R
{
iK0((n + 1/2) arccosh (ib))
I0((n + 1/2) arccosh (ib))
}
. (6.4)
In Table 6 we compare this asymptotic estimate with the actual errors when n = 28 and b = 0.1, 0.01 and 0.001. We
see that the new asymptotic estimates are better than those given in Table 5 when b = 0.01 and 0.001. However, this
comes at a cost of using modiﬁed Bessel functions rather than elementary functions.
Example 3. Consider the integral I3 where
I3 :=
∫ 1
−1
x
2
(x + 1)((x − a)2 + b2)−0.4 dx. (6.5)
In this example we shall choose a = 0.25 and again let b take the values 0.1, 0.01, 0.001. The actual and asymptotic
errors in the untransformed integral with n = 25 and in the transformed integral with n = 15 are displayed in Table 7.
Again, it is interesting to note that 15 point Gauss–Legendre quadrature applied to the transformed integral gives
considerably smaller truncation errors than 25 point Gauss–Legendre quadrature in the untransformed case. Although
most of the asymptotic estimates are good it should be noted that in the untransformed case when b = 0.001 the
asymptotic estimate is about twice that of the actual error.
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Table 7
Actual errors and asymptotic estimates for errors in the evaluation of the integral I3 for various values of b for the untransformed integral with n=25
and for the transformed integral with n = 15
b Untransformed integral, n = 25 Transformed integral, n = 15
Actual error Asymp. est. (4.21) Actual error Asymp. est. (5.28)
0.1 −6.5044 × 10−4 −6.7175 × 10−4 −2.1043 × 10−9 −2.0584 × 10−9
0.01 −2.6430 × 10−1 −2.1443 × 10−1 +1.8532 × 10−7 +1.7603 × 10−7
0.001 −4.8955 × 10−1 −8.7740 × 10−1 +1.4016 × 10−5 +1.3770 × 10−5
Table 8
Actual errors and asymptotic estimates for errors in the evaluation of the integral I4 for various values of b for the untransformed integral with n=30
and for the transformed integral with n = 15
b Untransformed integral, n = 30 Transformed integral, n = 15
Actual error Asymp. est. (4.13) Actual error Asymp. est. (5.18)
0.1 +6.5008 × 10−3 +6.5187 × 10−3 +1.2636 × 10−6 +1.2501 × 10−6
0.01 +1.2485 × 102 +3.3268 × 101 −6.7516 × 10−2 −6.6706 × 10−2
0.001 +3.5953 × 103 +7.3809 × 102 +1.0042 × 101 +9.9387 × 100
Table 9
Ratio of the actual and asymptotic error estimates for evaluation of the integral I4 for the untransformed integral with n= 30 and for the transformed
integral with n = 15
b Untransformed integral, n = 30 Transformed integral, n = 15
Actual/asymptotic Actual/asymptotic
0.1 0.9970 1.0108
0.01 3.7530 1.0121
0.001 4.8710 1.0104
Example 4. In the ﬁnal example we shall consider an integral where the Jacobian function j is not constant on the
interval of integration.The Jacobianwe have introduced ariseswhen a curved quadratic boundary element is interpolated
between the points (1, 1), (2, 12 ) and (3, 1). Consider the integral
I4 :=
∫ 1
−1
√
1 + x2
(x − a)2 + b2 dx. (6.6)
On writing z0 = a + ib it may be shown, on splitting the integrand into partial fractions, that
I4 = 2 arcsinh 1 − 1
b
I
⎧⎪⎨
⎪⎩
√
z20 + 1 log
⎛
⎜⎝
√
2z0 +
√
z20 + 1
√
2z0 −
√
z20 + 1
⎞
⎟⎠
⎫⎪⎬
⎪⎭ . (6.7)
In this example we shall choose a = 0.75 and let b take the values 0.1, 0.01 and 0.001. For the untransformed integral
we shall choose n = 30 and, for the transformed integral, n = 15. The results are given in Table 8.
From Table 8 we note that 15 point Gauss–Legendre quadrature on the transformed integral gives a truncation error
which is two or three orders of magnitude smaller than that for 30 point Gauss–Legendre quadrature on the untrans-
formed integral. Although the asymptotic estimates compare well with the actual truncation errors in the transformed
case, they are not as good in the untransformed case even though the value of n has doubled. In Table 9 we give the
ratios of the actual to the asymptotic estimates arising from Table 8.
Since, as we have shown in Section 3, the transformation takes the singularities further away from the interval of
integration [−1, 1], it is perhaps not surprising that in the transformed case the estimates are within about 1% of the
actual errors.
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In conclusion, we have illustrated by considering four examples how, in many cases, the asymptotic estimate of the
truncation error in the quadrature rule gives a good approximation to the actual error. However, it should be noted
that the asymptotic estimates may not be good when the singularities of the integrand are very close to the interval of
integration and n is not taken large enough. In all cases we have illustrated that the truncation error is reduced, at times
dramatically, when Gauss–Legendre quadrature is applied to the transformed integral.
Appendix A. Evaluation of three contour integrals
It is convenient to consider here the evaluation of three contour integrals which arise in the analysis of Sections 4
and 5. Firstly, we will show that the function
Kn(m) := 12i
∫
C
kn(z)z
m dz = 0, (A.1)
where m ∈ N0 with m2n − 1 and the contour C is any ellipse with > 1. We will also show that
Kn(z∗; ) := 12i
∫
C
kn(z)(z − z∗) dz = cne
−i(z2∗ − 1)(+1)/2

(−)(2n + 1)+1
(
z∗ +
√
z2∗ − 1
)2n+1 , (A.2)
and that
Ln(z∗;m) := 12i
∫
C
kn(z)(z − z∗)m log(z − z∗) dz
= − cnm!(z
2∗ − 1)(m+1)/2
(2n + 1)m+1
(
z∗ +
√
z2∗ − 1
)2n+1 (A.3)
for n?1. In these equations z∗ is a point in the upper-half plane such that z∗ = r∗ei where r∗ > 0 and 0< < ;  in
(A.2) is not an integer and is such that −1< < 2n − 1. Finally, in (A.3), m ∈ N0 with 0m2n − 1. In both cases
C is an ellipse with  chosen so that the point z∗ is outside C.
To begin, recall from (4.1) and (4.2) that Kn(m) is simply the truncation error arising when n-point Gauss–Legendre
quadrature is applied to the function xm. It is well known, since we are assuming m2n− 1, that the error is zero. We
can also show this by observing ﬁrst of all from (4.5), that if z ∈ C for any > 1 then |kn(z)|cn/2n+1, when n?1.
Since the length of the contour C is less that (+ 1/), the circumference of the circle with centre at the origin and
radius the semi-major axis of C, and since |z| |z +
√
z2 − 1| =  for z ∈ C it follows from (A.1) that
|Kn(m)|c/2n−m (A.4)
for some c independent of . On letting  → ∞ and recalling that kn(z)zm is analytic for z ∈ C\[−1, 1], we have that
|Kn(m)| = 0 since we have assumed m2n − 1. Thus, Kn(m) = 0.
In order to evaluate Kn and Ln we shall cut the z-plane from z∗ = r∗ei to ∞ei and then let  → ∞. In order
that the contour is deformed only over regions in the z-plane where the integrand is analytic, the contour C becomes
AB ∪ CD ∪C′′ , see Fig. 1. Along AB we have z = z∗ + rei with r from ∞ to 0; along CD, z = z∗ + rei(−2) with
r from 0 to ∞. The contour C′′ is that part of the ellipse C′ from D to A, where ′ is “large”. From the conditions
put on  and m above we see that the integrals around C′′ will tend to zero in both cases as ′ → ∞. Thus, we may
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rewrite Kn(z∗; ) and Ln(z∗;m) as
Kn(z∗; ) = −1

e−i sin()Jn(z∗; ) (A.5)
and
Ln(z∗;m) = −Jn(z∗;m), (A.6)
respectively, where Jn(z∗; ) for −12n − 1 is deﬁned by
Jn(z∗; ) := lim
R→∞
∫ R
0
kn((r∗ + r)ei)(rei)ei dr , (A.7)
where may be an integer. We shall estimate Jn(z∗; ) for large n by using the asymptotic form of kn as given by (4.5)
and (4.6). We ﬁnd
Jn(z∗; ) = cn lim
R→∞
∫ R
0
(rei)ei dr
((r∗ + r)ei +
√
((r∗ + r)ei)2 − 1)2n+1
. (A.8)
To evaluate this integral, let us ﬁrst write
(r∗ + r)ei = cosh , r∗ei = cosh ∗, ei dr = sinh  d. (A.9)
On recalling, seeAbramowitz and Stegun [1, Section 4.6.32], that for R?1, arccosh(Rei)= log(2R)+ i+O(1/R2)
we ﬁnd from (A.8) and (A.9) that
Jn(z∗; ) = cn lim
R→∞
∫ log(2R)+i
∗
e−(2n+1) sinh (cosh − cosh ∗) d. (A.10)
For n?1, the major contribution to this integral will come from the neighbourhood of ∗. On replacing sinh  by sinh ∗
and cosh − cosh ∗ by (− ∗) sinh ∗ we ﬁnd
Jn(z∗; ) = cn(sinh ∗)+1e−(2n+1)∗ lim
R→∞
∫ log(2R)+i
∗
e−(2n+1)(−∗)(− ∗) d. (A.11)
Now from (A.9) we have z∗ = cosh ∗ so that sinh ∗ =
√
z2∗ − 1 and e−∗ = 1/(z∗ +
√
z2∗ − 1). On writing − ∗ =,
d= d we have
lim
R→∞
∫ log(2R)+i
∗
e−(2n+1)(−∗)(− ∗) d= lim
R→∞
∫ log(2R)+i−arccosh(z∗)
0
e−(2n+1) d
=
∫ ∞
0
e−(2n+1) d
by Cauchy’s theorem,
=
(+ 1)/(2n + 1)+1, (A.12)
since > − 1; see, for example, Erdélyi [5, Section 4.3(1)]. From (A.11) and (A.12) we have for n?1
Jn(z∗; ) = cn
(+ 1)(z
2∗ − 1)(+1)/2
(2n + 1)+1
(
z∗ +
√
z2∗ − 1
)2n+1 . (A.13)
We can now give the required asymptotic estimates for the integrals. From (A.5) and (A.13) and the reﬂection formula
for the gamma function [1, Section 6.1.17] we obtain (A.2) and from (A.6) and (A.13) we get (A.3).
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