Onsei taimingu seigyo no suri moderu to sono gengo gakushu e no oyo by Hansakunbuntheung Chatchawarn
 
 
 
 
 
Computational modeling of  
speech timing control and  
its application to language learning 
 
音声タイミング制御の数理モデルと 
その言語学習への応用 
 
 
 
 
 
 
 
February, 2010  
 
 
 
 
 
 
 
 
Graduate School of Global Information and Telecommunication Studies 
Waseda University 
 
Speech Language Information ProcessingⅡ 
 
Chatchawarn Hansakunbuntheung 
 
 
 
 
. 
 iii
Acknowledgements 
 
It would not have been possible to carry out studies contained in this dissertation, if I 
did not get both direct and indirect supports from everyone who supported me. First of 
all, I would like to give my gratefulness and great respect to my supervisor Professor 
Yoshinori Sagisaka for his invaluable research guidance and supports throughout my 
doctoral study. He is a great advisor and teacher who always share his valuable time 
with his students to give us worth discussions and suggestions on their research. I have 
learnt a lot of new research viewpoints from him. Also, I would like to express my 
gratefulness to my advisor Hiroaki Kato who always gives me excellent comments and 
suggestions on our research. I really appreciate all his efforts and his kind supports on 
our research. I have learnt ways of research and thinking directly and indirectly from his 
suggestions. 
In this work, I had to deal with many experiments and experimental data which 
required a lot of time and efforts to accomplish. I would like to thank the following 
people for their collaborations on the experiments and data. Concerning the speech data, 
I am grateful to my colleague Anocha Rugchatjaroen and my other colleagues in 
Human Language Technology Laboratory (HLT) at National Electronics and Computer 
Technology Center (NECTEC) in Thailand for their collaboration on collecting the 
English speech data of Thai learners and native speakers. I would like to acknowledge 
the help of Professor Helen Meng at Chinese University of Hong Kong (CUHK) for 
providing the English native speakers’ speech data from the CUHK Chinese Learners of 
English Speech Corpus (CUCHLOE). I myself would like to thank HLT for allowing 
me to use our Thai Speech Corpus for Synthesis (TSynC-1) in my research. In addition, 
I am also grateful to John Kominek and Alan W Black of Carnegie Mellon University 
for distributing public speech databases CMU ARCTIC and permission to use without 
restriction on research. Regarding the experiments, I would like to express my thanks to 
Professor Michiko Nakano and her students for their efforts and participation in the 
subjective evaluation of English proficiency evaluation. I also express my special 
thanks to Izabelle Grenon for the help of finding native English speaker and interesting 
comments for the evaluation, and, her friend for participation in the evaluation. 
 iv
Furthermore, I would like to thank former and current members of Sagisaka 
Laboratory at GITS for all supports during my study in GITS. In particular, I give a 
special thanks to Hideharu Nakajima who kindly checking my documents and providing 
important information during my dissertation defense. I thank Hajime Tsubaki, Sonu 
Mee, Shizuka Nakamura, Daisuke Yoshizaki, Ke Li, and Zhu Ming Zhao, Yoko 
Greenberg, and, Yu Yinhua for their supports during my study life in Sagisaka 
laboratory. 
In addition, I would like to express my gratitude to all sources of financial 
supports of my study. My study life in GITS, Waseda University is supported by Thai 
Government Science and Technology Scholarship of National Science and Technology 
Development Agency (NSTDA), and, the Ministry of Science and Technology. Also, I 
would like to thank the Office of The Civil Service Commission in Thailand, and, the 
Office of Educational Affairs at Royal Thai Embassy in Japan for the scholarship 
facility. In addition, this work is also supported by National Institute of Information and 
Communications Technology/ATR Media Information Science Laboratories, and, the 
Waseda University RISE research project entitled “Analysis and modeling of human 
mechanism in speech and language processing” and a Grant-in-Aid for Scientific 
Research B, No. 20300069, of JSPS. 
Finally, I would like to express my deepest gratitude to my family who always 
support me unconditionally throughout my study life. I would like to share the success 
of the dissertation with all of my family. 
 v
Table of Contents 
 
1. Introduction..................................................................................1 
1.1 Motivation and Backgrounds............................................................................. 1 
1.2 Organization of the dissertation......................................................................... 2 
 
2. Prosodically-enriched Thai speech corpus................................5 
2.1 Introduction ....................................................................................................... 5 
2.2 Literature review on Thai speech resources ...................................................... 6 
2.3 Thai speech corpus development....................................................................... 8 
2.3.1 Problems on Thai text and speech resources......................................... 8 
2.3.2 Problems on linguistic and prosodic labeling........................................ 8 
2.4 Approaches for Thai speech corpus development ............................................. 9 
2.5 Data structure of Thai speech corpus ................................................................ 9 
2.6 Overview of Thai speech corpus development................................................ 10 
2.7 Text and speech resources ............................................................................... 11 
2.8 Speech data selection....................................................................................... 12 
2.9 Information extraction and labeling ................................................................ 14 
2.9.1 Acoustic data extraction ...................................................................... 14 
2.9.2 Linguistic information labeling ........................................................... 14 
2.9.3 Prosodic information labeling ............................................................. 14 
2.9.3.1 Tone group .............................................................................. 15 
2.9.3.2 Intonation phrase..................................................................... 16 
2.9.3.3 Breath group............................................................................ 17 
2.10 Summary of Thai speech corpus ................................................................... 18 
2.11 Speech timing analysis on Thai speech corpus ............................................. 19 
2.12 Discussions .................................................................................................... 22 
2.13 Conclusions ................................................................................................... 23 
 vi
3. Multi-level Thai duration modeling.........................................24 
3.1 Introduction ..................................................................................................... 24 
3.2 Literature review on duration modeling .......................................................... 24 
3.3 Approaches for Thai duration modeling.......................................................... 27 
3.4 Model implementation..................................................................................... 28 
3.4.1 Multiple-linear-regression-based duration model ............................... 28 
3.4.2 Syllable accommodation ..................................................................... 29 
3.5 Modeling control factors ................................................................................. 30 
3.6 Experimental speech data ................................................................................ 32 
3.7 Modeling evaluation ........................................................................................ 32 
3.7.1 Analysis on the effects of suprasegmental control factors, and,  
syllable accommodation...................................................................... 33 
3.7.2 Comparison of modeling performance between  multi-level and  
conventional single-level modeling .................................................... 36 
3.5 Conclusions ..................................................................................................... 40 
 
4. Model-based automatic English speaking proficiency ..........41 
4.1 Introduction ..................................................................................................... 41 
4.2 Literature review on automatic speaking proficiency evaluation.................... 42 
4.3 System overview.............................................................................................. 44 
4.4 Native English duration model ........................................................................ 45 
4.5 Objective duration-difference measures for proficiency evaluation ............... 46 
4.6 Control factors for English duration modeling................................................ 47 
4.7 Experimental speech data ................................................................................ 49 
4.7.1 Speech resources and collection.......................................................... 49 
4.7.2 Speech data organization for experiments........................................... 50 
4.8 System evaluation............................................................................................ 51 
4.8.1 Subjective evaluation .......................................................................... 51 
4.8.2 Evaluator agreement among native and  
non-native English evaluators ............................................................. 52 
4.8.3 Evaluation performance between subjective and objective evaluation53 
4.8.4 Comparison of evaluation performance between using manual and 
automatic phone segmentation............................................................ 54 
 vii
4.8.5 Comparing of evaluation performance of the proposed duration-
difference measure with conventional measures................................. 54 
4.8.6 Comparing of evaluation performance with conventional methods ... 59 
4.9 Analysis of L2 learner’s English segmental duration characteristics.............. 60 
4.9.1 Correlation between duration-difference measures and English study 
experience ........................................................................................... 60 
4.9.2 Duration-difference analysis to characterize English segmental 
duration characteristics of Thai learners ............................................. 62 
4.10 Conclusions ................................................................................................... 65 
 
5. Conclusions.................................................................................66 
5.1 Conclusions ..................................................................................................... 66 
5.2 Future works .................................................................................................... 68 
 
Bibliography...................................................................................69 
List of Publications ........................................................................73 
 
 viii
List of Figures 
  
1.1 Structure of the dissertation. ........................................................................................... 4 
2.1 Data structure of Thai speech corpus............................................................................ 10 
2.2 Overview of Thai speech corpus development. ........................................................... 11 
2.3 Dataflow of sentence selection function  f (.)............................................................... 13 
2.4 An example of multi-level linguistic and prosodic labeling. ....................................... 15 
2.5 Tone group and intonation phrase labeling. ................................................................. 16 
2.6 An example of tone group and intonation phrase labeling. ......................................... 16 
2.7 An example of intonation phrase labeling.................................................................... 17 
2.8 Histogram of tones. ....................................................................................................... 18 
2.9 Distribution of syllable duration. .................................................................................. 20 
2.10 Distribution of phone duration...................................................................................... 20 
3.1 Syllable-based multi-level segmental duration model. ................................................ 27 
3.2 Syllable accommodation............................................................................................... 29 
3.3 Experimental conditions for analyzing the effects of suprasegmental control factors 
and syllable accommodation......................................................................................... 33 
3.4 Effects of suprasegmental control factors and syllable accommodation at  
phone-level duration model. ......................................................................................... 35 
3.5 Experimental conditions for syllable-level model  in the multi-level duration model.
....................................................................................................................................... 37 
3.6 Experimental conditions for phone-level model  in the multi-level duration model. . 37 
3.7 Experimental conditions for conventional  single-level phone duration model.......... 37 
3.8 Comparison of modeling performance on syllable duration between  
the multi-level model and conventional single-level model. ....................................... 39 
3.9 The comparison of modeling performance on phone duration between  
the multi-level model and conventional single-level model. ....................................... 39 
3.10 Comparison between measured and predicted syllable durations. .............................. 40 
3.11 Comparison between measured and predicted phone durations.................................. 40 
 ix
4.1 Overview of the model-based automatic evaluation of second-language learner’s 
English segmental duration characteristics................................................................... 44 
4.2 Comparison of average duration differences from predicted durations between 
English native speakers and Thai learners.................................................................... 55 
4.3 Comparison of standard deviation of phone durations between English natives and 
Thai learners. ................................................................................................................. 56 
4.4 Comparison between average duration differences from predicted durations and 
standard deviations of phone durations. ....................................................................... 57 
4.5 Comparison of speech rates between English natives and Thai learners. ................... 57 
4.6 Comparison of average duration differences from predicted durations between 
English natives and Thai learners grouped by education period in  
English-as-an-official-language countries.................................................................... 61 
4.7 Comparison between natives and learners on prediction-error differences of phone 
durations between stressed and unstressed syllables.................................................... 63 
4.8 Median duration differences from predicted durations at different word positions  
in different word-lengths between English natives and Thai learners......................... 64 
4.9 Comparison between natives and learners on prediction-error differences of  
phone durations in content and function words. Each plot represents  
the individual average under each condition. ............................................................... 65 
 x
List of Tables 
 
2.1 General summary of the speech corpus........................................................................ 18 
2.2 Timing statistics of speech groups................................................................................ 21 
2.3 Number of phones in speech groups............................................................................. 21 
2.4 Number of syllables in speech groups.......................................................................... 21 
3.1 The list of control factors for syllable-level model ...................................................... 31 
3.2 The list of control factors for phone-level model......................................................... 31 
4.1 Control factors and categories employed in a linear regression modeling of 
normalized segmental duration of native English. ....................................................... 48 
4.2 Summary of English speech data of native English and L2 speakers ......................... 51 
4.3 Rating agreement among evaluators’ scores................................................................ 52 
4.4 Correlation coefficients between the subjective scores and the proposed  
duration-difference scores on learners’ data using different segmentations ............... 53 
4.5 Two-sample t-test for similarity test between natives’ and learners’ score  
distributions using different measures. ......................................................................... 58 
4.6 Linear discrimination analysis using Fisher discriminant coefficient on Native and 
Learner groups with three different measures.............................................................. 58 
4.7 Comparison of evaluation performance between the proposed and conventional 
methods based on correlation coefficient between human evaluator’s and automatic 
evaluation method’s scores on learners’ speech data................................................... 59 
4.8 Thai learners categorized by their experiences of English study................................. 60 
 1
Chapter 1 
Introduction 
 
1.1 Motivation and Backgrounds 
With the worldwide spread of information network and personal use of communication 
devices, the needs for information technologies have been accelerated. Speech is one of 
the most basic media for human-human and human-machine communication to 
exchange information. As a part of this information age, speech technologies have been 
started to be used not only speech coding for cellular phones but also speech 
information processing such as speech synthesis, recognition, translation for many 
speech-related applications.  These speech technologies need to process information 
encoded in speech signal, for example, speech synthesis requires accurate speech 
timing and tempo to generate naturalness of spoken speech. Normally, important 
speech information required for information processing is not only speech spectra but 
also speech prosody. Since speech prosody encodes multi-aspect essential information 
in which speech spectra cannot provide for communication such as attitude, emphasis, 
speech cue in conversation, naturalness of spoken speech, many efforts on prosody 
research and its applications have been accomplished. However, speech timing that is 
an essential prosodic component is still under-utilized. To fully utilize speech timing, 
speech timing control need to be fine studied and modeled. In this dissertation, we treat 
computational modeling of speech timing control as an elementary component of 
speech information processing to cope with the needs in speech technologies. 
In addition, the increase of worldwide demands on these speech applications, 
especially, applications across multiple languages such as speech translation, causes the 
needs of speech technologies on languages. Regarding commonly used languages such 
as English, computational modeling of speech timing is obligatory, and, has been 
studied extremely. However, for a local language such as Thai that locally used by the 
limited population, research has not yet been carried out so much. Furthermore, this 
kind of language is usually under-resourced for research and development. The lack of 
an adequate speech corpus for the statistical modeling is crucial to enable reliable 
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quantitative modeling. Thus, these critical lacks of both speech resource and research 
that occurs in Thai make research on speech timing control of Thai languages become in 
urgent need.  
In addition, most local languages lack of not only speech resources and research 
but also applications. For further applications using speech technologies, we need 
technology developments closely related to the real needs in various applications. Due 
to the growth of global communication, the other immediate need for computational 
modeling of speech timing is rising in foreign language learning applications. To 
produce natural speech with native prosody, segmental duration as an essential 
component of prosody plays a crucial role in the study of spoken foreign languages. A 
good computational modeling of native segmental duration can not only provide a 
reference directly employed in language education but also scientific reasoning to 
evaluate spoken language proficiency and to point out any odd timing characteristics of 
the second language learners, alias L2 learners. To extend the use of duration model for 
Thai-related topics, the research needs not to be limited by applying directly on Thai 
language. Since English as a world language is also important nowadays, in this view 
point, another interesting application of duration model is English language learning 
tools for Thai-native English learners. 
In this dissertation, we cope with the needs on computational modeling of speech 
timing control by tackling on these three issues including 1) lack of appropriate Thai 
speech corpus for duration model, 2) lack of appropriate Thai duration model, 3) lack of 
speech application on English language learning for Thai as L2 learners. 
  
1.2 Organization of the dissertation 
In this dissertation, we introduce our research efforts in computational modeling of 
speech timing ranging from its basis requirement on speech resource for speech timing 
modeling to its application on language learning. To cope with the need of speech data 
of under-resource language for Thai duration modeling, first, we designed a Thai 
speech corpus with linguistic and prosodic labels needed for computational modeling of 
Thai duration control. Next, we introduced Thai speech timing study on duration 
modeling using the designed speech corpus and labeled information that can be applied 
for further speech and language research on Thai. Then, we applied the concept of 
 3
duration model to language learning applications by making an English duration model, 
and, applying to evaluate English speaking proficiency of Thai-native English learners. 
The structure of the dissertation is shown in Figure 1.1, and, the briefs of the 
chapters of the dissertation is described as the followings: 
 
Chapter 1 Introduction 
This chapter introduced the research background and the motivation of this 
dissertation. To lead to the contents of this dissertation, the structure and arrangement of 
the contents are described. 
 
Chapter 2 Prosodically-Enriched Thai speech corpus 
To cope with the need of Thai speech data with rich linguistic and prosodic 
labeling for duration modeling, we designed a speech corpus and collected the data. In 
this chapter, we introduced the details of its contents. We newly introduced Thai 
language specific features to enable quantitative duration modeling including various 
kinds of prosodic and syntactic groups. For designing, we introduced some automatic 
labeling procedures of prosodic labeling to reduce the construction period that is a main 
time-consuming issue on speech corpus construction. 
 
Chapter 3 Multi-level Thai duration modeling 
Understanding of the underlying duration controls is primarily concerned for the 
accurate modeling. To observe the duration controls on multiple levels of speech units, 
this chapter presents the proposed Thai duration model using hierarchical modeling with 
hierarchical duration control factors to provide precise duration prediction and good 
understanding of duration controls. We adopted the Thai speech corpus in Chapter 2 for 
training and testing this duration control model. At the end of this chapter, performance 
assessment of the model has been carried out. 
 
Chapter 4 Model-based automatic English speaking proficiency evaluation  
For automatic evaluation of English speaking proficiency, we proposed a novel 
model-based automatic evaluation based on a statistical native-English duration model. 
We also proposed duration-difference-based measures to assess learners’ English 
proficiency, and, to provide informative feedback to learners by calculating learners’ 
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peculiar speaking flaws quantitatively using the measures. Then, a number of 
experiments to assess performances of the proposed method were performed. 
 
Chapter 5 Conclusions 
In this final chapter, we conclude on the effectiveness of the proposed approaches 
on computational modeling of speech timing and its application including prosodically-
enriched Thai speech corpus, multi-level Thai duration modeling, and, model-based 
automatic English speaking proficiency evaluation. Then, future works of this 
dissertation were described. 
 
 
Figure 1.1 Structure of the dissertation. 
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Chapter 2 
Prosodically-enriched Thai speech corpus 
 
2.1 Introduction 
Basically, segmental duration modeling requires a well-designed speech corpus to 
model the relationship between input control and output speech timing phenomenon. 
Thus, in a speech corpus for the modeling, not only speech data but also additional 
labeling of necessary modeling information is needed. Dealing with developing a 
speech corpus for a language, both language-specific information and prosodic 
characteristics need to be taken into modeling. Thus, plenty labeling of those 
information with both language-universal and language-specific aspects are required for 
designing a speech corpus for prosody modeling. 
 In many cases, labeling takes longer time than collecting speech samples. Corpus 
labeling is a language-dependent work, which requires experts to accomplish, especially, 
to label prosodic information. Since the need of multi-lingual applications such as 
speech-to-speech translation and language learning system increase nowadays, the 
requirements of speech corpora in languages are raised. For major world-languages used 
by numerous numbers of users such as English, Chinese, Japanese, a number of efforts 
on defining and standardizing of labeling methodologies have been proposed. By using 
standard procedures and criteria, a new speech corpus can be quickly constructed to 
extend the size and the varieties of contents for wider and more efficient applications. In 
contrast, minor world-languages which have either small number of users or less 
influence in the worldwide communication, such as Thai, rarely have those kinds of 
standards, especially, prosodic-related ones. To analyze and model prosodic 
characteristics, a proper collection of sufficient speech samples with adequate labeling 
information is necessary. This kind of corpus is still lacked for Thai.  
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Furthermore, Thai has some interesting prosodic issues to discuss due to its 
prosodic characteristics and utilizations in speech communication. First, Thai is well-
known as a tonal language in such a way that changing of pitch patterns can change the 
meaning of word like Chinese. Second, Thai speech timing also exhibits as a stress-
timed language [1] like English. That means Thai utilizes multiple prosodic aspects of 
both speech timing and pitch to encode information in speech communication.  
Not only difficulty of prosody characteristics, Thai also has complicated writing 
system which is an issue in speech corpus development. Furthermore, no Thai speech 
corpus with sufficient prosodic labeling is presently existed. Thus, it is worth to focus 
on Thai speech corpus development as we proposed further investigation in this chapter. 
This chapter presents a pilot work on Thai speech corpus with rich prosodic and 
linguistics labeling, and, automatic schemes for quick speech corpus development. The 
contents of this chapter are organized in the following orders. First, Section 2.2 gives a 
review of existing and ongoing Thai speech corpora and prosodic labeling. Then, related 
issues on Thai speech corpus development are discussed in Section 2.3. Concerning the 
issues on speech corpus development, we propose our development of Thai speech 
corpus in Section 2.4. In Section 2.5, the data structure of the speech corpus is 
introduced. To deal with the development issues, Section 2.6 to 2.9 mentions the details 
of the construction of the speech corpus. In Section 2.10 give a summary of the 
proposed speech corpus. We also performed some preliminary analyses of the speech 
corpus in Section 2.11 to evaluate the corpus. In Section 2.12, we discuss the problems 
and related issues in this development. Finally, conclusions and future works are 
described in Section 2.13. 
 
2.2 Literature review on Thai speech resources 
In the past decades of Thai speech research, only a few speech corpora have been 
proposed, and, available in public. Furthermore, available prosodic-labeled corpora are 
rarely found. Primitively, ThaiARC [2-4], the first published and on-line speech 
database, simply collects a wide range of Thai speech data for linguistic research 
including Thai regional dialects, Thai regional folktales, Thai poetries, and Speech 
styles. However, the speech databases contain only text transcriptions, but, no other 
detail information and segmentation. In the meantime, a number of speech databases 
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are also mentioned in published works, for examples, Thai digit speech database for 
speaker identification [5, 6]. Nevertheless, these databases are available with only 
common labeling such as word labeling.  
Since the significance and the requirements of speech research increase, several 
large speech corpora with a number of speakers have been introduced such as 
NECTEC-ATR [7], LOTUS [8], NECTEC-TRUE [9], Thai telephone speech 
(GlobalPhone) [10]. With the advantages of Automatic Speech Recognition (ASR) 
framework [11] and Machine Learning technologies [12], they provide quick and 
automatic methods for speech segmentation and information labeling. By using these 
sophisticated tools, phone labels and parts of speech (POS) were automatically assigned 
for the previous mention corpora [7-10], then, they were manually checked by human 
for more precise results. Nevertheless, no prosodic and fine linguistic information are 
labeled in these corpora. 
Because of time-consuming problem on data construction, only phonetic 
transcription and some board linguistic information are labeled in most existing corpora. 
Only a few works made an effort to include prosodic information in their corpora. An 
early-stage speech data with prosodic information was described in a study of Thai 
intonation analysis [1]. However, the speech data contains only stress and tone labels. 
Afterward, “TSynC-1”, the first Thai speech corpus with prosodic information, was 
formally published and distributed [13]. It is designed for speech synthesis purpose 
using Thai prosodic and linguistic information, lexical phone and tone variations as 
construction criteria. For labeling information, not only phonetic transcriptions are 
tagged in this corpus. Acoustically prosodic information such as f0 contour and duration 
is also included. Nonetheless, no fine prosodic information is concerned. The later 
versions of TSynC-1 focuses on optimizing the text and speech selection methods to 
reduce the size of the corpus efficiently [14, 15]. In another word, the later visions of 
the corpus do not incorporate any additional prosodic information anymore. Thus, the 
development of prosodically labeled Thai speech corpus is still an open topic to proceed. 
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2.3 Thai speech corpus development 
2.3.1 Problems on Thai text and speech resources 
In Thai speech research, lacks of available text and speech resources are common 
difficulties. The main problem is the lack of large and public text database caused by 
rare contribution from copyrighted materials. At the present, there is an on-going 
National Thai text corpus development project that designed to collect a large public 
Thai text corpus of 80 million words[16]. However, it is just at the early state of 
collection. Since this work focuses on the rich labeling information, we are interested to 
find an available text and speech data for initiative setting up a speech corpus. In this 
case, TSynC-1 speech corpus is an interesting choice for further development because 
of its public sharing for research and its design considering Thai linguistic and prosodic 
coverage.  
 
2.3.2 Problems on linguistic and prosodic labeling 
In term of prosody, Thai is obviously categorized as a Tonal language by its utilization 
of tone to distinguish lexical meaning of words. Furthermore, it is defined as a stress-
timed language by its non-uniform timing patterns in syllabic level [1]. With the 
combination of both tonal and stress-timed language, Thai seem to have more 
complicated prosodic characteristics than other tonal or stress-timed languages. 
Therefore, Thai tends to have more difficulties on labeling prosodic information. To 
prepare adequate labeling information for future research, this work proposes to label 
detailed information in various prosodic and linguistic levels on Thai speech data. 
Another issue to be considered is inexplicit boundary in Thai writing system. In 
English, it uses a space to mark word boundary, and, a full-stop mark to indicate the end 
of sentence. In contrast, Thai has no explicit boundary marks, such as word-break space 
or full stop, for specifying word or phrase boundaries. Furthermore, Thai has no explicit 
relationship between word and speech-group boundaries. A lexical word can be formed 
from several words strung together as a very long compound noun without space for 
separation. More interestingly, any long compound noun may be pronounced with 
prosodically pauses in the middle of word. To label speech-group boundary precisely, 
we need to know the location of the boundary in speech signal. Thus, we propose to 
take prosodic boundaries into consideration to indicate speech-group boundary. 
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2.4 Approaches for Thai speech corpus development 
Dealing with the lack of speech resources and time-consuming issue, we decided to 
adopt the TSynC-1 corpus as an initial text and speech resources for building the 
proposed speech corpus. On the labeling issues, prosody usually relates to the 
formations of speech groups, for an example, an intonation phrase usually carries a 
speech phrase of information. Human can perceive these kinds of information group, so, 
it should have some objective speech cues of speech grouping which can be hints for 
duration modeling. Thus, to fine utilize labeling information for duration modeling, we 
aims at a pioneer development of Thai speech corpus with plenty prosodic and 
linguistic information for Thai prosodic studies by utilizing a number of hierarchical 
control features of linguistics and prosodic information. Due to difficulty and time 
consumption of labeling, we introduced some automatic procedures for building and 
labeling the corpus.  
In addition, previous works on segmental duration analysis in languages reported 
that duration of a speech segment was partially influenced by its contextual phones [17, 
18]. In Thai, we also found the durational effects of contextual tones [19].Thus, we 
proposed to consider coverage of phone and tone contexts as criteria for text selection to 
cover variation of phone and tone contexts.  
 
2.5 Data structure of Thai speech corpus 
Rather than collecting only conventional contents such as speech materials, phone 
labels and durations, parts of speech (POS) and stress levels, we proposed to collect 
speech information from four aspects including speech material, acoustic, linguistic and 
prosodic information. Thus, we designed a Thai prosodically-enriched speech corpus 
[20] to provide various dimensional speech information as shown in Figure 2.1. The 
figure shows the data structure of the proposed speech corpus and the details of the 
collected information. The main differences between the proposed and conventional 
speech corpora are that we labeled fundamental frequency (F0) along with the labeling 
of syntactic group, stress group, and, prosodic group. The details of labeling are 
explained in Section 2.9. 
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2.6 Overview of Thai speech corpus development 
Figure 2.2 shows an overview of dataflow for preparing and building the corpus. In the 
first step, an optimal set of sentences along with corresponding speech data and phone 
labels were selected from the speech resource, TSynC-1, for building the corpus. Then, 
the phone labels of the candidate sentences were used for labeling higher-level 
linguistic boundaries, i.e. syllable, word, stress groups (SG) and breathe groups (BG). 
In the meantime, acoustic information, i.e. fundamental frequency (F0) and energy 
contours were extracted from speech data. By using linguistic labels and F0 data, tone 
group (TG) and intonation phrase (IP) were determined. 
 
 
Figure 2.1 Data structure of Thai speech corpus. 
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2.7 Text and speech resources 
We adopted speech data and phonetic transcription from “TSynC-1” Thai speech 
corpus[13]. The contents of the speech corpus contain narrative and writing style text 
from a standard Thai text corpus, namely ORCHID [21]. Its contents cover various 
topics from Thai Encyclopedias and academic reports. The text data were transcribed 
phonetic transcription by automatic probabilistic generalized left-to-right (PGLR) 
parser [12], then, manually corrected by linguists. All speech utterances from TSynC-1 
were fluently read by an announcer-experienced female speaker. The recording 
environment was established using a dynamic microphone (SONY F-720) at sampling 
rate 44.1 kHz with 16 bits/sample in quiet room condition. The phonetic transcription 
was aligned to the utterances by an automatic Hidden-Markov-Model (HMM) based 
phone aligner [11], then, were manually adjusted. 
 
 
 
 Text 
data 
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Figure 2.2 Overview of Thai speech corpus development. 
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2.8 Speech data selection 
To set up this development quickly for further research, we started with a size-
optimized data set that covers all available phones, tones, context phones, and, context 
tones. Thus, the suitable sentences were selected by using the criteria in Eq. (2.1) to 
consider the minimum sentence set that covers all phones, tones, phone pairs, and tone 
pairs in the TSynC-1 corpus. To select the optimal set, two scoring criteria including 
Phone-pair and Tone-pair scores as shown in Eq. (2.2) and (2.3) were calculated for 
each sentence. In each sentence, Phone-pair and Tone-pair scores provide priority 
weights for a sentence by considering probabilities of constituent phone-pairs, and, 
constituent tone-pairs of the sentence, consequently. 
 ),,,( ,, TPairDiffTPairPhPairDiffPhPair NSNSfCand =  (2.1) 
 ( )∑
=
−= M
m
mPhPairPhPair PS
1
,log  (2.2) 
 ( )∑
=
−= N
n
nTPairTPair PS
1
,log  (2.3) 
where Cand represents candidate sentence, SPhPair and STPair represent Phone-pair and 
Tone-pair scores, respectively, PPhPair ,m and  PTPair ,n are probabilities of the mth phone 
pair and the nth Tone pair that occur in the considering sentence, respectively, their 
probabilities are based on the total phone pairs and total tone pairs in the whole TSynC-
1 speech corpus, NDiff ,PhPair and NDiff ,TPair are the number of distinct phone pairs and the 
number of distinct tone pairs in the considering sentence,  f (.) is a heuristic function for 
selecting sentence containing the best score.  
Figure 2.3 shows the dataflow of the sentence selecting function f (.), where {c} 
represents the temporary set of candidate sentences during calculation. The selection 
starts from calculating NDiff ,PhPair , SPhPair , NDiff ,TPair  and STPair  of all sentences. Due to 
the number of possible phone pairs much larger than the number of possible tone pairs, 
the selection function  f (.) thus gives a priority order that ranging from the highest to 
the lowest priorities to NDiff ,PhPair , SPhPair , NDiff ,TPair  and STPair measures, respectively. 
In other word, all phone pairs will be obtained first, then, the missing tone pairs were 
selected in the following step. By including all phone-pairs, all phones were definitely 
included. We used the same criteria for including tone and tone pairs. Then, it 
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recursively searches all sentences to selects the sentence with the highest value of the 
measures in priority order in each cycle. The selection continues until there is no new 
phone pair and tone pair found in the unselected sentences. 
 
 
 Initial calculation
NDiff ,PhPair , SPhPair , NDiff ,TPair , STPair
{ } ( )PhPairDiff
c
Nc ,argmax=
{ } ( )TPair
c
Sc argmax=
{ } ( )PhPairDiff
c
Nc ,argmax=
{ } ( )TPairDiff
c
Nc ,argmax=
Candidate list (Cand)
End
{c } > 1 ?
{c } > 1 ?
New tone pairs?
New phone pairs? 
 
 
Figure 2.3 Dataflow of sentence selection function  f (.). 
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2.9 Information extraction and labeling 
2.9.1 Acoustic data extraction 
Before labeling prosodic information e.g. tone group, actual acoustic values of the 
prosodic information are required to map relationship between abstract labels and 
actual speech signal. This work takes two kinds of acoustic information into 
consideration including fundamental frequency (F0) and speech energy.  The acoustic 
information from the sentences selected from Section 2.7 were extracted using 20-ms 
shifting windows to sample speech data every 10 ms. 
2.9.2 Linguistic information labeling 
To cover all control levels of speech segments ranging from phone level to breath-
group level, linguistic labels of phone, syllable, stress group and lexical word boundary 
information are included in the corpus. Since the phone, syllable and lexical word 
boundaries can be directly labeled by observing phone labels and their boundaries, thus, 
only stress group marking is briefly mentioned here. 
Generally, stress group is defined as a syllable group that contained only one 
stressed syllable. Linguistically, Thai is defined as left-heading type which stressed 
syllable located at the leftmost position [1]. In this work, stress group boundaries are 
automatically labeled by starting from the beginning of the vowel phone of a stressed 
syllable to the beginning of the vowel phone of the next stressed syllable.  
2.9.3 Prosodic information labeling 
Rather than general lexical labeling information such as phone segment, word segment, 
this work also provides more informative labeling of multi-level prosodic information 
using acoustic information to describe prosodic grouping. Figure 2.4 shows a snapshot 
of speech sample with the multi-level prosodic and linguistic labeling. Three kinds of 
prosodic labeling including breath group, intonation phrase and tone group are 
hierarchically labeled in the corpus. As mentioned in Section 2.3.2, there are no clear 
relationship between prosodic group and lexical word boundaries. In the following 
sections, we proposed to use acoustically-based criteria to automatically detect 
boundaries of the prosodic groups. 
 
 15
 
Speech data
Power
F0
Syllable label
Phone label
Lexical stress
Stress group
Linguistic info Acoustic info Prosodic info
Word label
Tone group
Intonation phrase
Breath group
Duration
 
Figure 2.4 An example of multi-level linguistic and prosodic labeling. 
2.9.3.1 Tone group 
In this work, tone group (TG) is defined as a wave of temporal minor structure of F0 
contour that normally corresponded with prosodic word. However, it needs not to 
correspond with lexical words. In some case, boundaries of the unit could occur in the 
mid of the words. Normally, isolated Thai words with a minimum meaningful unit are 
no longer than four syllables[1]. To keep only temporal minor structures, F0 contour 
was filtered by a low-passed filter using 1/4 of speech rate in syllable per second as cut-
off frequency. The speech rate was estimated by the mean duration of the entire 
syllables in corpus. As a result, we obtained only temporal minor structures. To 
simplify the temporal minor structures, any less significant point that distances from the 
connecting line between its two adjacent F0 points less than 1 semitone were removed 
by using “Stylize” function in Praat [22]. To detect tone-group boundaries 
automatically, valley points and discontinuity points of the stylized contours were 
considered as tone-group boundaries as shown in Figure 2.5. Thus, a tone group covers 
a section of temporal minor structures of F0 contours starting from current valley point 
to the next valley point. To locate tone-group boundaries on linguistic boundaries i.e. 
syllable boundaries,  tone-group boundaries then were marked at the boundaries of the 
nearest primary stressed syllable of valley and discontinuity points of the stylized 
contour. Figure 2.6 shows an example of tone group labeling on a speech sample. 
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Figure 2.5 Tone group and intonation phrase labeling. 
 
 
Figure 2.6 An example of tone group and intonation phrase labeling. 
 
2.9.3.2 Intonation phrase 
Intonation phrase (IP) here is defined as a wave of temporal major structure of F0 
contour that normally corresponds to noun phrase, verb phrase, grammatical phrase or 
breathe group, and, always occurred in the same breath group. The boundaries of 
intonation phrases were considered from the valley points i.e. F0 reset points that locate 
next to the highest local peaks. Thus, an intonation phrase starts from current reset 
point to the next reset point. Another important characteristic of intonation phrase is 
normally found at the last syllable of the intonation phrase is very long syllable with 
f0 (Hz) 
Time (s)
Reset point
“+” Transition 
“-” Transition
Local peak 
Valley 
TG
IP 
TG
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long-and-large F0 declining. Figure 2.7 shows an example of intonation marking and its 
declining F0 characteristic at the end of intonation phrase. To mark intonation phrases, 
first, the stylized F0 contours from section 2.8.3.1 were adopted as base contour. Then, 
the local minimum valleys of the contours were determined as approximate locations of 
intonation-phrase boundaries. To locate exact locations, lengthy syllables close to the 
approximate locations were identified by finding the syllables that longer than 
statistical outlier of all syllable durations. The outlier duration, DurOutlier, is calculated 
according to Eq. (2.4). Then, the nearest tone group boundaries of the points were 
selected as intonation phrase boundaries. 
 ( )133 5.1 QQQDurOutlier −×+=  (2.4) 
where, Q1 and Q3 represent the durations at the 1st and 3rd quartiles of the syllable-
duration distribution, consequently. 
 
 
Figure 2.7 An example of intonation phrase labeling. 
2.9.3.3 Breath group 
Breath group (BG) is a speech segment uttered in a single expiration of a breath without 
in-segment pause. Leading and following silent pauses were used to detect breath 
groups. On marking step, the boundaries of speech units were automatically taken from 
boundaries of the phones at the initial and final positions of the breath group. 
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2.10 Summary of Thai speech corpus 
After sentence selection, 635 phonetically balanced sentences were selected from 
TSynC-1 corpus. Table 2.1 shows a statistical overview of the corpus. From the 
preliminary analysis, we found 11 missing rare phone caused by insufficient text 
resources. Thus, the corpus contained 78 Thai phones of the total 89 Thai phones. 
Figure 2.8 shows tone distribution in this corpus and it shows that all tones were stored 
in this corpus. The figure also shows that the highest occurrence of Thai tones in this 
corpus was the mid tone which has flat and less movement in F0 contours. 
Table 2.1 General summary of Thai speech corpus. 
Total duration (minutes) 73.57 
Number of sentences 635 
Number of breath group 55188 
Number of intonation phrases 20909 
Number of tone groups 12955 
Number of words 11919 
Number of stress groups 5171 
Number of syllables 2917 
Number of phones 2226 
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Figure 2.8 Histogram of tones. 
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2.11 Speech timing analysis on Thai speech corpus 
To confirm stress-timing characteristic in Thai, histogram analyses of phone and 
syllable durations between stressed and unstressed syllables were evaluated. Figure 2.9 
obviously shows the distinction between two syllable-duration distributions of stressed 
and unstressed syllables. In Figure 2.10, a similar result of the distinction between two 
distributions of phone duration in stressed and unstressed syllables were also found. The 
results in these two figures confirmed stress-timing characteristic in Thai speech timing 
characteristics. Another Thai speech timing characteristic that we expected to be found 
was that syllable lengthening at phrase-final positions. When considering Fig 2.9 in 
detail, a small sub-distribution of lengthened syllable duration on the right side of the 
syllable-duration distribution is found, and, it occurs only in the distribution of stressed 
syllables. This sub-distribution corresponds to the stressed syllables at phrase-final 
positions. Also, this sub-distribution is found in case of the phones in stressed syllables 
as shown in Figure 2.10.  
We further analyzed speech timing of the prosodic and linguistic speech groups 
labeled in the speech corpus. Table 2.2 shows timing statistics of mean and standard 
deviation (SD) of all speech groups. The result presents that the lengths of prosodic 
speech groups including tone group and intonation phrase tend to be longer than those 
of linguistic speech groups such as word and stress group. Table 2.3 and Table 2.4 show 
that the average number of phones and syllable in word groups are more than those of 
tone groups. It implies that words usually contain more than one tone groups. In another 
word, a lexical word may contain more than one prosodic speech groups. These results 
supported the use of prosodic speech groups to label speech, instead of using lexical 
word groups. 
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Figure 2.9 Distribution of syllable duration. 
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Figure 2.10  Distribution of phone duration. 
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Table 2.2 Timing statistics of speech groups. 
Speech group Mean duration (s) SD of speech group duration (s) 
Phone 0.080 0.055 
Syllable 0.211 0.110 
Stress group (SG) 0.341 0.128 
Word 0.370 0.283 
Tone group (TG) 0.854 0.307 
Intonation phrase (IP) 1.513 0.819 
Breath group (BG) 1.983 1.052 
 
 
Table 2.3 Number of phones in speech groups. 
 Syllable SG Word TG IP BG 
Minimum number of phones 1 2 2 2 2 2 
Maximum number of phones 4 16 51 34 84 94 
Average number of phones 2.64 4.26 4.63 10.67 18.92 24.79
SD number of syllables 0.48 1.96 3.33 4.79 12.40 15.20
 
 
Table 2.4 Number of syllables in speech groups. 
Unit in syllable SG Word TG IP BG 
Minimum number of syllables 1 1 1 1 1 
Maximum number of syllables 6 20 14 34 38 
Average number of syllables 1.61 1.75 4.04 7.17 9.39 
SD number of syllables 0.75 1.31 1.82 4.72 5.77 
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2.12 Discussions 
From the developing of the speech corpus, we found the following issues should be 
considered in future works i.e. time and efforts on data preparation, labeling problems, 
number of speaker. Concerning to time and efforts spent on developing TSynC-1 
speech corpus, which was the base corpus of this work, took more than two years to 
finish speech collecting, speech segmentation, and, information labeling. It quite 
consumed time and efforts to accomplish a whole corpus. Instead of spending efforts on 
manual construction, in this work, we spent most time and efforts on preparing 
automatic methods on speech analysis, segmentation and labeling to establish the 
proposed speech corpus as a pilot corpus for further development and research. By 
focusing on fast and automatic establishment, we spent about six months for analyzing 
speech data and developing automatic methods for speech segmentation and labeling, 
but, we spent less than a week for segmentation and labeling a corpus. Thus, this 
establishment can rapidly provide a pilot corpus for further fine tuning, expanding the 
corpus, and more sophisticated development in future works. 
Considering the labeling problems, we found some variations of inter-sentence 
speech rates. In addition, some contextual phones and tones could cause some 
misaligning on prosodic groups provided by the automatic labeling method. Thus, these 
effects should be taken into account in future development. 
Concerning the effects of the number of speakers in this corpus, an appropriate 
number of speakers depends on the purposes of individual works. As mentioned in 
Section 2.1, this speech corpus development aims at two purposes i.e. a pilot of Thai 
prosodic-labeled speech corpus, and, automatic schemes for quick developing a 
prosodic-labeled speech corpus. By supporting the aims, this work can applies to 
prosodic-related research in two aspects. The first aspect is providing a speech corpus 
for speaker-dependent prosodic-characteristic research such as speaker-mimic speech 
synthesis, individual speaking-characteristic analysis and speech verification system 
using speaker-dependent prosodic features for security application. These kinds of 
research use speaker-dependent data as a main resource. Thus, individual speech and 
statistic data, such as the results in Figure 2.9-2.10 and Table 2.1-2.4, of one speaker in 
this corpus is adequate for this aspect. For the statistic data extracted from text such as 
the data in Figure 2.8, this statistic data depends on the contents of text resources used 
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for speech recording. To improve the quality of text resource, we require extending the 
contents of text resources without concerning the number of speakers. 
The second aspect is to support speaker-generalization prosodic research, such as 
multiple-speaker speaker-independent speech recognition for tonal languages, and, 
speaker-generalized analysis of Thai prosody and timing, by providing the automatic 
bootstrapping schemes in Section 2.9 for further collecting additional speech data from 
multiple speakers. In this case, the statistical data extracted from speech data, such as 
the results in Figure 2.9-2.10 and Table 2.1-2.4, depend on individual speakers. Thus, 
we need to further collecting a number of speakers. By supporting the automatic scheme, 
it can help to reduce time-consuming and efforts on speech corpus developing, instead 
of fully-manual construction, to cope with numerous data of multiple speakers in the 
future works. 
 
2.13 Conclusions 
This chapter has proposed an initiative development of Thai speech corpus with plenty 
prosodic and linguistic labeling information. The pilot corpus covered most of the Thai 
phones and all Thai tones. The size of the speech corpus was enough for providing 
adequate data for general prosody analysis and speaker-dependent prosodic research. 
This work also provided automatic schemes for labeling the multi-level prosodic and 
linguistic information to support the corpus development in the future works. 
Furthermore, the speech corpus and the developing methods are not limited to the 
topics on speech timing. Their applications can be extended to other prosodic aspects 
e.g. computation modeling of f0, power. In this dissertation, we then applied this 
speech corpus to Thai duration modeling in Chapter 3. 
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Chapter 3 
Multi-level Thai duration modeling 
 
3.1 Introduction 
Speech timing is an essential component of naturalness of natural speech. In many 
speech applications such as speech synthesis, speech-to-speech translation, and spoken 
language learning, such applications require timing template of the target speech timing 
characteristics for post-processing. To accurately predict segmental durations as close 
as those of the target speech timing characteristics, computational modeling of speech 
timing characteristics is a scientific and reliable way to achieve the purpose, and, 
additionally, to clearly understand underlying control of speech timing.  
This chapter presents the proposed Thai duration model using hierarchical 
modeling with hierarchical duration control factors to provide precise duration 
prediction and good understanding of duration controls. The contents of this chapter are 
organized as the following order. First, a literature review on existing duration models 
and modeling issues are described in Section 3.2. Then, we propose a duration modeling 
approach on Thai in Section 3.3. The details of duration modeling implementation and 
modeling control factors are explained in Section 3.4 and 3.5, respectively. In Section 
3.6, the experimental speech data are mentioned here. Then, the proposed duration 
modeling approach is applied to the speech data. The details of the experiments and 
results are described in Section 3.7. Then, the conclusions of this chapter are depicted in 
Section 3.8. 
 
3.2 Literature review on duration modeling 
Most duration models mentioned in previous works [17, 18, 23-28] dealt with single-
level duration model. By observing on a single level, only one type of speech unit, such 
as phone or syllable, can be analyzed at a time, and, no information of duration controls 
of other speech units is available from the single-level models. Most of previous works 
are based on phone duration models [17, 18, 23, 24, 26]; which is the fundamental and 
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smallest linguistic unit. In phone-based model, single phone is considered as timing 
unit for duration modeling, and, all effects of duration control factors are calculated 
simultaneously at phone level [17, 18, 23, 24]. This single-level calculation made it 
easy to globally optimize duration prediction errors. However, it does not provide any 
control information of higher-level timing units.  
To observe the duration controls of multiple speech units, this work is interested 
on multi-level modeling approach. Up to the present, only a few duration models based 
on multiple levels of speech units were introduced in previous works [29, 30]. Syllable 
unit is mostly used as primary timing unit. In syllable-level modeling [29], first, syllable 
duration was calculated, and, then phone duration was determined from syllable 
duration by accommodating its constituent phones using their mean durations and 
standard deviations showing intrinsic elasticity. And, the effects on duration control 
were assumed that they contribute on constituent phones equally. Though the syllable-
based multi-level modeling can provide a good understanding of duration controls, 
however, it has some drawbacks from computational viewpoints due to the sharp 
separation without mutual controls between two levels of the models. First, its multiple-
step calculation cannot be optimized at one time, and, fine mutual contribution between 
multiple levels can cause duration errors [31, 32]. Another point is that temporal 
controls do not equally contribute on consonant and vowel [17]. Thus, duration control 
on different kinds of phones can not be treated equally. Furthermore, the effects of 
constituent phones were not fully utilized in the first calculation of syllable duration. 
Only some generalized characteristics such as syllable complexities were employed, 
instead of using full combinations of constituent phones, to reasonably reduce the 
control factors. Furthermore, the computational method used in previous work was 
based on Neural Network[29]. Thus, underlying control effects cannot be observed 
directly. Not only having the questions in computational aspect, a question on the sharp 
separation of the durational control mechanism has been also raised. 
Nevertheless, the concept of multi-level modeling that separates duration controls 
into inter-syllable level and intra-syllable level directly implements on control hierarchy. 
Consequently, it can provide better understanding of underlying timing control 
characteristics that can be applied to other kinds of timing control characteristics. 
Furthermore, the hierarchical control framework has an advantage on its systematic and 
structural control analysis. In spite of hierarchy in modeling, we can adopt this 
hierarchy framework to systematically study control characteristics of control factors.  
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Furthermore, from the viewpoints on duration control, Sagisaka [33] suggested 
that duration characteristics seem to be derived from multiple factors that form a control 
hierarchy of dominance. In previous works, control factors from hierarchical levels 
were also found in English [29], Japanese[18], and Chinese[30]. Thus, the study of 
control factors from multiple is another aspect that we need to consider. By adopting 
hierarchical control frameworks, duration modeling and comparison across languages 
can be investigated via comparable control-level models and factors. 
In general, Thai is classified as stress-timed and tonal language [1]. From the 
viewpoint of duration analysis and modeling, Thai language is one of complex spoken 
language that still lacks a well duration model that can provide interpretability and 
accuracy on timing aspects. By considering previous research on Thai duration analysis, 
most of them worked only on simple empirical rules or coarse duration analysis using 
small speech examples of polysyllabic words [1, 34]. The analysis results for 
polysyllable words were adopted to formulate a set of simple rules for assigning syllable 
duration to stressed and unstressed syllables using time ratio for polysyllable words [35]. 
More complex rule-based model like Klatt’s model [23] was introduced for predicting 
Thai syllable duration [36], however, this sort of complicate-rule-based model was still 
trial-and-error method. 
Recently, some Thai duration modeling adopted statistical modeling [27, 37]. 
Mixdorff et al. [27] used a linear regression model using six factors without phone level 
information to predict syllable duration. The result gave a high correlation, but, it was 
experimented on a tiny text-controlled speech data of only 220 words and only few 
duration control factors were concerned here. In addition, Some linear regression based 
modeling with fine control factors for predicting phone [26] and syllable [25] duration 
were also mentioned. Their results showed high correlation between measured and 
predicted duration. However, it still gave large RMS errors on syllable and phone level, 
and, the models gave no information about the relationship of duration control between 
syllable and phone levels. Thus, a precise and interpretable model is still lacking.  
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3.3 Approaches for Thai duration modeling 
In this chapter, we propose a multi-level Thai duration model using hierarchical 
duration control factors to provide well understanding of duration controls. Figure 3.1 
shows an overview of the proposed multi-level duration model. To hierarchically model 
Thai duration controls, two-level duration model i.e. syllable-level and phoneme-level 
duration models is constructed by considering syllable unit as primary timing unit. Each 
sub model represents durational control model of the corresponding speech units. 
The main points of the proposed approach are as the followings:  
1) In syllable level, the conventional multi-level model [29] ignored the duration 
control of syllabic constituent phone factors in syllable-level model. This ignorance of 
the constituent phone caused no mutual duration control between syllable-level and 
phone-level duration models. Thus, we proposed to include the control factors of 
syllabic constituent phones for modeling syllable duration characteristics. 
2) In phone level, the conventional phone-based duration model [17, 18, 23, 24] 
considered phone as modeling timing unit. However, syllable is considered as a tangible 
speech unit in languages such as Thai. Thus, we consider syllable unit as secondary 
timing unit. Therefore, duration of mother syllable is estimated first, then, durations of 
syllabic constituent phones are predicted. We assume that any suprasegmental duration 
control factors, alias suprasegmental control factors, directly effect only on syllable, and, 
duration control in phone level is modeled just by phone-level control factors under the 
constraints of syllable-timing frame. By using this approach, the phone duration model 
can be simplified to consider just a few control factors i.e. syllabic constituent phones. 
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Figure 3.1 Syllable-based multi-level segmental duration model. 
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3.4 Model implementation 
Instead of using a single linear-regression (LR) model for predicting both phone and 
syllable duration, we propose a multi-level linear-regression model i.e. phone and 
syllable levels for the prediction as shown in Figure 3.1. In syllable level, syllable-level 
model for predicting syllable duration is directly trained by applying the control factors 
explained in Section 3.5 into a linear regression model with the optimizing method 
mentioned in Section 3.4.1. In phone level, first, phone-level model for predicting 
model durations of constituent phones in the considering phone context are estimated 
by applying the control factors explained in Section 3.5 into linear regression model 
with the optimizing method mentioned in Section 3.4.1. Then, syllable accommodation 
is applied to the model durations of constituent phones by using the predicted syllable 
duration from syllable-level model to fit the constituent phones to the predicted 
syllable-duration frame.  
 
3.4.1 Multiple-linear-regression-based duration model 
To model syllable-level and phone-level duration controls, we adopted the 
multiple-linear-regression-based statistical method [38], for sake of ease on observing 
underlying timing effects. In this Section, the multiple linear regression (MLR) model 
in Eq. (3.1) was applied to both syllable-level and phone-level models to model duration 
controls of control factors in Section 3.5. 
  (3.1) 
where N, ŷi, ŷi,  , xfc, and           represent the total number of samples, the predicted 
duration of the ith sample, average duration of all samples, regression coefficient of 
category c of control factor f, and, characteristic function, respectively. The 
characteristic function represents existing of category c of control factor f in current 
speech sample. The function is set to 1 if the considering factor exists, otherwise, it 
equals 0. The regression coefficients xfc can be interpreted as control effects and can be 
calculated by minimizing Eq. (3.2) using conventional least squares approach. 
  (3.2) 
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3.4.2 Syllable accommodation 
In the proposed multi-level duration model, duration of mother syllable depends on 
suprasegmetnal context, while, durations of constituent phones are not varied by 
suprasegmental context. This means that summation of durations of all constituent 
phones needs not to match mother syllable-timing frame. Thus, the proposed model 
needs syllable accommodation to stretch constituent phones to fit to their mother 
syllable-timing frame predicted by syllable-level model as illustrated in Figure 3.2. In 
this step, we simply use linear scaling in Eq. (3.3) to calculate accommodation-scaling 
factor as shown in the parenthesis of the equation, then, modify durations of the 
constituent phones by the scaling factor.  
  (3.3) 
 
where yph,acc(j), yph(i), yph(j), and ŷsyl represent syllable-accommodated phone duration 
of the jth  measured phone in mother syllable, measured phone duration of the ith and jth  
measured phone in mother syllable, and predicted duration of mother syllable. After 
accommodating, the syllable-accommodated phone duration is used for training the 
phone-level model. 
 
 
Figure 3.2 Syllable accommodation. 
P1 P2 P3 
P1 P2 P3 
Mother syllable-timing frame
Temporal structure of accommodated 
constituent phones stretched by 
accommodation-scaling factor 
Mother syllable with duration  
predicted by syllable-level model 
Constituent phones with model duration 
predicted by phone-level model 
⎟⎠
⎞⎜⎝
⎛×= ∑
=
)(ˆ)()(
1
, iyyjyjy
N
i
phsylphaccph
 30
3.5 Modeling control factors 
To fully analyze timing effects on segmental duration, hierarchy control factors from 
linguistic and prosodic information are utilized in this modeling. The control factors as 
shown in Figure 3.1 are extracted from six hierarchical control levels i.e. breath group 
(BP), intonation phrase (IP), tone group (TG), word (WD), stress group (SG), syllable 
(SYL), and phone levels (PH). 
Table 3.1 presents the list of control factors used in the syllable-level model. The 
factors range from phone to breath group levels.  Concerning to constituent phones and 
syllabic neighboring context, syllable is designed in the form of onset-nucleus-coda. 
Onset and coda represent single consonants or consonant clusters. Nucleus covers short 
and long vowels, and, short and long diphthongs. In BP, IP, TG, SG, and, WD level, 
unit length in syllable count and position in unit are considered as control factors. In SG 
level, each stress group has only one stressed syllable at either first or last position. Both 
configurations are analyzed here. In word level, parts of speech are also taken into 
account. Since Thai is a tone language, tone of current syllable is also considered as a 
control factor in syllable level. To deal with tone interaction, two preceding and two 
succeeding tones of current syllable is also included. In phone level, control factors 
consist of constituent phones of current syllable and neighboring syllables. Constituent 
phones of a syllable are designed in form of onset-nucleus-coda. Onset and coda 
represent single consonants or consonant clusters. Nucleus covers short and long vowels, 
and, short and long diphthongs. In phone level, Table 3.2 presents that only current 
phone and syllabic constituent phones are adopted in phone-level model. The current 
phone covers all phones that defined in onset, nucleus, and coda. In case of the 
constituent phone factors, they are applied at phone level to contribute syllabic structure 
information in phone modeling. 
 31
Table 3.1 Control factors at syllable-level model. 
Control level Control factors 
Breath group 
Length (syllable count in 10 scales) 
Position in unit (initial, mid or final) 
Intonation phrase 
Length (syllable count in 10 scales) 
Position in unit (initial, mid or final) 
Tone group 
Length (syllable count in 10 scales) 
Position in unit (initial, mid or final) 
Word 
Length (syllable count in 10 scales) 
Position in unit (initial, mid or final) 
Part of speech  (47 types)[21] 
Syllable 
Current-syllable Tone (Tone 1-5) 
Contextual tones  
(2-preceeding and 2 succeeding tones) 
Stress level (stressed/unstressed) 
Phone 
 [13] 
Syllabic constituent phones  
(onset, nucleus and coda) 
Syllabic neighboring context 
(leading-syllable nucleus or coda, and  
succeeding-syllable onset) 
 
Table 3.2 Control factors at phone-level model. 
Control level Control factors 
Phone 
[13] 
Current phone 
Syllabic constituent phones  
(onset, nucleus and coda) 
 
 32
3.6 Experimental speech data 
This duration modeling adopted the Thai speech corpus proposed in Chapter 2 for 
training and testing the model. In summary, the experimental speech corpus contains 
speech data fluently read by an experienced female announcer. Thus, either long or 
short breath group without silence pauses can be found in the corpus. The speech data 
totally consists of 635 declarative sentences whose contents are phone-balanced, tone-
balanced, bi-phone balanced, and bi-tone balanced. The total data length excluding 
silences is approximately 70 minutes. In syllable-level, it contains approximately 
20,900 syllables. In phone-level, it contains approximately 55,200 phones. 
To evaluate the proposed duration model, the speech corpus was equally divided 
into five subsets for evaluation using 5-fold cross-validation. Each subset is used once 
as a test set and the rest is for training. These data sets are used throughout the 
experiments in this chapter. 
3.7 Modeling evaluation 
We conducted two experiments to measure the following characteristics: a) effects of 
suprasegmental control factors on phone duration b) effects of duration types on 
syllable accommodation and phone duration. Moreover, we compared the proposed 
multi-level duration model and a conventional single-level phone-based model. All the 
experiments in this chapter adopted the computational method of multiple linear 
regression in Section 3.4.1. To avoid any bias problem in selecting the training and test 
sets. We evaluated prediction precision of the proposed duration model using 5-fold 
cross validation. RMS errors and Pearson's product-moment correlation between 
measured and predicted durations are employed as evaluation measures. The average 
values of the results from the cross validation are used for analysis. 
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3.7.1 Analysis on the effects of suprasegmental control factors 
and syllable accommodation 
Experimental conditions 
In this experiment, a duration prediction experiment is conducted to show possibility to 
separate phone duration model from syllable duration model. To confirm the 
reasonableness of constituent phone duration calculation discarding suprasegmental 
control factors, we analyzed dominant factors in phone duration control. Figure 3.3 
shows the experiment configuration. This experiment sets up a linear-regression phone 
duration model using two sets of control factors. The first set, referred as Set A, 
includes all suprasegmental control factors as input. In contrast, the second one, 
referred as Set B, discards the suprasegmental control factors. However, these two sets 
share a set of common control factors i.e. current phone and syllabic constituent phones. 
Since constituent phones have to properly fit into syllable frame, syllable 
accommodation adjustment was evaluated. The adjustment adopts absolute phone 
duration with linear scaling. In this method, all phone duration in the same mother 
syllable is normalized by duration of the mother syllable.  The syllable ratio was used 
for every constituent phones. Thus, summation of all constituent duration ratios in a 
syllable always equals one unit. During syllable accommodation, syllable duration 
measured from the corpus is used as duration template for fitting. To compare the 
results, both duration types are applied to both duration models. 
 
 
Control factors - Set A
- Current phone
- Constituent phones
of mother syllable
- The other factors 
ranging from syllable
to breath group levels
Control factors - Set B
- Current phone
- Constituent phones
of mother syllable
LR model for
phone duration 
prediction
 odel for
phone duration 
prediction
Phone duration
Linear-scaling syllable 
accommodation using 
measured syllable dur.
inear-scaling syllable 
acco odation using 
easured syllable dur.
Training duration
 
Figure 3.3 Experimental conditions for analyzing the effects of suprasegmental 
control factors and syllable accommodation. 
 34
Results 
RMS prediction errors of the phone duration model are shown in Figure 3.4 (a). As 
shown in the Figure, the model using only phone factors gave equivalent or better 
prediction than the model using all control factors. The correlations between the 
predicted and the measured phone duration showed the same tendency as shown in 
Figure 3.4 (b). These results suggest that phone duration is highly correlated with local 
phone factors.  
As shown in the results, it is to be noted that the model using only phone factors 
performs better than the one that includes all factors. This fact supports the 
reasonableness of the proposed multi-level formulation since syllable performed as a 
timing frame for constituent phones. 
Moreover, we also compared the predicted phone duration before and after 
syllable accommodation. Figure 3.4 (c) shows that the model with syllable 
accommodation gave better prediction results than the one without syllable 
accommodation. As shown in the Figure, we could find that, before adjusting syllable 
accommodation, the model including suprasegmental factors gave better prediction than 
the one using only phone factors. After accommodating syllable with constituent phones, 
the model using phone factors only gave better results, instead.  
Thus, these results support the idea that the high-phone-level control factors 
mainly contribute on syllable duration, and, that phone duration is mainly controlled by 
local constituent phone factors. Furthermore, this show possibility to separate a phone 
duration model from other level models. 
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(c) Effects of syllable accommodation on the model 
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Figure 3.4 Effects of suprasegmental control factors and syllable accommodation 
at phone-level duration model (Ph. Only and All Fac. stand for using phone 
factors only, using all control factors, respectively. SA and SA stand for with, 
without syllable accommodation, respectively.). 
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3.7.2 Comparison of modeling performance between  
multi-level and conventional single-level modeling 
Experimental conditions 
To evaluate the proposed multi-level duration model, we compared the proposed one 
and a conventional single-level one. Figure 3.5 shows the configuration of syllable-level 
model. To predict duration, we employed the following control factors as input; 
constituent phones, syllabic neighboring context, current-syllable tone, contextual tones, 
stress level and all control factors from other higher levels ranging from word to breath 
group levels. Syllable duration predicted from the model was used for the phone-level 
model. Figure 3.6 shows the phone-level model as explained in Section 3.7.1. with the 
factors Set B. As stated, absolute phone duration is used in this model. 
For comparison, we predicted the phone duration using the conventional single-
level phone-based model employing MLR model expressed in Section 3.4.1. Figure 3.7 
shows the control factors for a conventional single-level phone duration model. In this 
phone-based model, we discarded syllable boundary information and treated every 
phone boundary in the same manner. In this model, we adopted size-equivalent moving 
windows of five phones centered at the mid position as input to cover longer context. 
To make the model comparable, the other control factors that apply to the multi-level 
model were also included in this model. 
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Figure 3.5 Experimental conditions for syllable-level model  
in the multi-level duration model. 
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Figure 3.6 Experimental conditions for phone-level model  
in the multi-level duration model. 
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Figure 3.7 Experimental conditions for conventional  
single-level phone duration model. 
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Results and discussions 
The RMS errors between predicted duration and the observed one were calculated both 
for syllable and phone durations. Figure 3.8 (a) shows syllable-level prediction errors 
between the multi-level and single-level models. As shown in the figure, the multi-level 
model gave better prediction precision than the single-level duration model. Figure 3.8 
(b) shows that the proposed model gave a higher prediction correlation than the single-
level one. 
At phone level, both prediction errors and correlation of the proposed model were 
better than those of the single-level model as shown in Figure 3.9. The different of 
prediction accuracy of both models were not so big. However, the better results at both 
syllable and phone levels support that the proposed model outperforms the single-level 
model in duration modeling. 
To analyze correspondence between measured and predicted syllable duration, we 
showed the scatter plot of measured syllable duration versus predicted one in Figure 
3.10. It clearly showed two duration groups centered approximately at 200 and 500 ms, 
respectively. We found that these groups corresponded to syllables at non-final-phrase 
and final-phrase positions, respectively. A large lengthening effect of final-phrase 
position about twice of non-final-phrase position is presented. We could see well 
correspondence between the measured and the predicted duration throughout the 
duration range of the non-final-phrase duration group. In contrast, the final-phrase 
duration group showed small duration deviation from the equivalent line between the 
measured and predicted syllable duration. These results suggest that the syllable model 
underestimated syllable duration at final phrase.  
Figure 3.11 shows a scatter plot of measured phone duration versus predicted one. As 
shown in the Figure, strong correspondence between measured and predicted phone 
durations that approximately less than 200 ms are found. The phones in the range 
mainly correspond to the phones in non-final-phrase syllables. In contrast, the phone 
longer approximately than 200 ms showed underestimated prediction on phone duration. 
We found that the phones mainly correspond to the nucleuses (vowels) and some voiced 
codas; nasals and glides, in final-phrase syllables, which tend to be arbitrarily 
lengthened unlike those at other positions. Thus, these findings suggest that the 
underestimation of final-position vowel duration is one cause of modeling problems. It 
also suggests that the duration control characteristics at final phrase are different from 
the other positions, and, they should be modeled with additional controls. 
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Figure 3.8 Comparison of modeling performance on syllable duration between 
the multi-level model and conventional single-level model. 
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Figure 3.9 The comparison of modeling performance on phone duration between 
the multi-level model and conventional single-level model. 
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Figure 3.10 Comparison between measured and predicted syllable durations. 
 
Figure 3.11 Comparison between measured and predicted phone durations. 
 
3.5 Conclusions 
In this chapter, we proposed a statistical-based Thai duration modeling using multi-
level linear regression model and syllable accommodation. The duration prediction 
experiments showed that the multi-level linear-regression model using absolute 
duration gave more accurate prediction than the single linear-regression model. This 
model can serve with less complex and more structural model which better reflect 
mutual control duration characteristics of phone and syllable duration control. From the 
viewpoint of duration control, higher-phone-level factors mainly contribute on syllable. 
The results also suggested that syllable is highly correlated to higher-level timing 
controls, while, phone differences by themselves do not affect higher control and 
contribute to local timing control only. From the modeling concept proposed in this 
chapter, we can apply it to further applications on speech information processing that 
requires an interpretable duration model. 
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Chapter 4  
Model-based automatic English speaking 
proficiency evaluation 
 
4.1 Introduction 
In this Chapter, we extended the applications of speech timing modeling to language 
learning. Since spoken-language learning is two-way communication, it requires 
evaluative feedback to identify and describe a learner’s disfluencies and spoken errors 
with the aim of improving the learner’s speaking proficiency. As feedback, learners 
also need some sorts of language proficiency measures to characterize their own current 
language proficiency levels, which allow them to monitor their further progress. 
However, proficiency scores alone do not provide sufficient feedback for language 
learners to pinpoint their speaking flaws. We need more informative feedback that can 
identify a learner’s weak points in speaking. Furthermore, if this information can be 
automatically obtained, learners can evaluate themselves and keep track of their 
proficiencies anytime without the need for a human evaluator. 
Existing conventional language-proficiency evaluations generally provide some 
sorts of subjective feedbacks by professional human evaluators. To standardize the 
evaluation criteria among evaluators, several speaking language-proficiency evaluation 
frameworks have been established such as the Common European Framework of 
Reference (CEFR) for Languages: learning, teaching, assessment [39], Interagency 
Language Roundtable (ILR) [40], American Council for the Teaching of Foreign 
Languages (ACTFL) Proficiency Guideline for speaking and the Oral Proficiency 
Interview (OPI) [41] and ACTFL-ALC-based Standard Speaking Test (SST) of English 
for Japanese speakers [42]. These frameworks use various aspects of spoken features  to 
characterize specific components of communicative competence such as mastery of 
pronunciation, fluency, prosodic, pragmatic sub-skills, and, to evaluate learners’ 
speaking proficiency such as pronunciation, rhythm, intonation, speech rate, pause 
structure, fluidity, vocabulary [43-45]. 
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However, various problems of subjective evaluation have arisen and remain 
unresolved, such as the time-consuming nature of manual evaluation, inconsistency 
agreement among evaluators, evaluators’ different and personal equations, and the need 
for multiple evaluators to reduce the evaluators' personal equations [46]. Furthermore, 
nowadays, the increasing number of learners has created a greater need for professional 
evaluators as well as more time devoted to evaluation. Therefore, automatic evaluation 
methods based on objective measures have been proposed to solve these problems. 
 
4.2 Literature review on automatic speaking proficiency 
evaluation 
By the progress of automatic speech recognition (ASR), many research studies have 
been conducted to achieve automatic evaluations of learner’s proficiency using ASR-
based pronunciation assessment [47, 48]. To investigate reliability of automatic 
evaluations, correlations between human and various machine scores (i.e. Hidden 
Markov Model (HMM) Log-likelihood, posterior-probability , phone recognition 
accuracy, segment duration, and, syllabic timing scores) were observed [49]. The 
observation found that the posterior-probability-based and speech-rate-normalized-
duration scores achieve a higher correlation with the human rating than the other scores. 
In addition to the pronunciation scores, speech rate and fluency features were studied 
and found the followings: 1) speech rate was the best measure among the examined 
measures, 2) native speakers were more fluent than non-natives, and, 3) the temporal 
measures were significantly different between the two groups [50-53]. Afterward, a 
number of studies focused on the use of temporal, prosodic and fluency measures, and, 
partly succeeded in evaluating a second language (L2) learner's speech [54, 55]. For 
more sophisticated and interpretable methods, an automatic speaking test, called SET-
10, used linguistic content, pronunciation and phonological fluency as measures for 
predicting intelligibility, and, the results demonstrated the comparability of human 
rating with the automatic measures [56]. Research team at Educational Testing Service 
(ETS) adopted a classification tree using the pace and clarity of speech as evaluating 
features for training systems of the Test of English as a Foreign Language (TOEFL) 
[57-60]. These studies can partly describe which factors human evaluators rate learner’s 
proficiency. 
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By using these kinds of automatic evaluation, interactive tests can be developed to 
provide immediate scoring feedback to language learners. Nevertheless, these 
evaluations still do not clearly describe the precise quantitative factors on learner’s side 
that a learner improperly produces in speaking. These factors and their feedback are 
necessary information for learners to correct their speaking skills. Consequently, this 
raises the issue of quantitative language-proficiency evaluation for speaking, which is 
crucial for improving the tools and systems for language learning. Furthermore, this 
issue will particularly benefit self-learning language learners. 
In the proficiency-evaluation frameworks [39-41, 61], pronunciation is considered 
the basic criterion for discriminating between beginner and higher levels. For higher 
levels, prosodic characteristics are used as criteria to evaluate a wider range of 
proficiency, especially to distinguish between advanced and lower levels within this 
range. As emphasized in many frameworks for language-proficiency evaluation, 
duration is an essential issue. Furthermore, duration is a fundamental acoustic property 
of speech that can be directly measured from speech. Thus, we focuses on duration-
based language learning evaluation. 
Thus, we proposed an English proficiency evaluation scheme based on an English 
duration model, and, a duration-difference-based measure as objective evaluation score. 
The evaluation scheme measures the duration differences between individual learner’s 
segmental durations and those of natives from the English duration model as evaluation 
score. The use of a duration model enables a flexible choice of test sentences without 
requiring any additional or identical speech corpus of native samples for comparison. 
To test the model’s effectiveness, we have applied it to English speech uttered by 
multiple groups of Thai learners having different experiences of English study. The 
contents of this chapter will be arranged in the following order: first, in Section 4.3, we 
will introduce the overview of the proposed model-based automatic proficiency 
evaluation using a statistical segmental duration model of native English, and, the 
duration difference as the proposed objective measure. Next, we will describe the details 
of the duration model and the objective measure of the proposed method in Section 4.4 
and 2.5, respectively. The control factors for duration modeling will be explained in 
Section 4.6. An experimental speech data containing multiple groups of speakers with 
different English experiences and skills will be depicted in Section 4.7. Then, we 
established experiments to test the performance of the proposed method. The detail of 
the performance tests and their results will be depicted in Section 4.8. Section 4.9 
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present informative feedback based on the proposed methods. Finally, the conclusions 
of this chapter are given in Section 4.10. 
 
4.3 System overview 
Figure 4.1 shows the overview of the proposed evaluation scheme. The main concept 
for evaluating a learner’s English proficiency based on segmental duration control 
differences is that we calculate an objective measure representing an average difference 
between segmental durations of any individual target learner and those of native 
speakers as an alternative to conventional subjective measures. To be free from 
exhaustive collection of native speakers as references, a duration model of native 
English was statistically built using Native English speech data uttered by multiple 
native speakers. Original segmental durations and a set of duration control factors, then, 
were extracted from the native speech data for modeling. Consequently the use of 
duration model statistically represents an average of native durational characteristics, 
by normalizing individual’s characteristics. Then, we use this duration model to predict 
a representative of native segmental durations for the assessing content.  
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Figure 4.1 Overview of the model-based automatic evaluation of second-
language learner’s English segmental duration characteristics. 
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By eliminating the effects of durational characteristics of native English from the 
segmental durations measured from learner’s speech data, the residuals, i.e. duration-
difference measure, should represent L2 learner’s durational characteristics of spoken 
English speech that differ from those of native English. Then, we measured the duration 
characteristics and duration differences between observed durations and the statistically 
predicted ones from the model to compare the differences between natives and learners 
in English segmental duration control aspects. 
4.4 Native English duration model 
For the computation of a statistical segmental duration of native English, we adopted 
segmental durations normalized by speech rate. Before modeling, we normalized 
segmental duration of each phone for each speaker using z-score normalization with 
mean and standard deviation (SD) in Eq. (4.1) to eliminate any speech-rate effect for 
inter-speaker comparison. The mean and standard deviation used here are speaker-
dependent phone-independent values calculated from all of the phones in the speech 
data.  
 (4.1) 
 
In this work, we further used the inversion of this mean as speaker-dependent 
speech rate for analysis. For the modeling, we adopted a multiple linear regression 
based on categorical factors [38] as shown in Eq. (4.2). 
 
 (4.2) 
 
 (4.3) 
 
where N,    ,   ,      and          represent the number of data, the predicted duration of the 
ith speech segment, the mean duration of all samples, the regression coefficient of 
category c of control factor f, and the characteristic function, respectively. To feed data 
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the characteristic function        . By minimizing the prediction error in Eq. (4.4) using 
the least-square-error minimization technique, modeling coefficients representing the 
contributions of the control factors were calculated. 
 (4.4) 
 
4.5 Objective duration-difference measures for proficiency 
evaluation 
To evaluate learner’s speaking proficiency based on an English duration model, we 
compared the deviations of actual speech durations from the predicted durations of two 
speaker groups, i.e., English natives and Thai learners. We proposed three kind of 
duration-difference-based measures as the followings:  
1. Overall duration-difference-based measure ( ∆d )  
The measure as shown in Eq. (4.5) is calculated by computing an average 
segmental-duration differences between the measured segmental durations form test 
speech data, and, the model durations of native English predicted by the native English 
duration model in Section 4.4. 
 (4.5) 
where ∆d represents an overall duration-difference-based measure of a speaker, N 
represents the total number of samples,     , yi represent the predicted duration of the ith 
speech segment 
2. Duration-difference-based measure of a specific control factor (        ) 
This measure is based on duration differences on the samples whose feature falls 
in a specific category c of a specific control factor f,          . 
3. Duration-difference-based measure of the duration differences between two 
duration differences with different categories of a control factor (                       ) 
This measure is based on the different between two        with different category c 
of a specific control factor f such as the duration difference between        of category 
“stressed” of factor “Syllabically lexical stress”, and,        of category “unstressed” of 
factor “Syllabically lexical stress”. 
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Next, an average difference between the measured and estimated reference 
durations was calculated for each speaker by using root-mean-squared (RMS) value. By 
observing duration differences as evaluation measure, we expect to discover some 
durational parameters representing different elasticity characteristics among the 
speakers' native languages. Furthermore, we calculated not only deviations from 
predicted durations but also the average speech rate and the standard deviation of 
observed phone durations for two speaker groups. The speech rate and the standard 
deviation of phone durations are equal to the values used for duration normalization to 
be explained in Section 4.4. 
 
4.6 Control factors for English duration modeling 
We considered the modeling control factors that covered various levels of temporal 
control ranging from phone level to phrase level to observe the temporal control 
characteristics of English speech spoken by L2 learners. As shown in Table 4.1, for 
local control factors on phone level, we employed the current and four contextual 
phones to observe local control characteristics. Since, stress is a main feature in English 
timing and Semantic distinction in syllable and word level, we adopted stress as a 
control factor to assess stress-timing characteristic of L2 learners. To further analyze 
supra-segmental control characteristics, we also included the temporal structure as 
control factors. For the effects of temporal structures on phone level, phone position 
and the numbers of constituent phones in syllable were considered as control factors. 
For the effects of temporal structures on syllable level, word and phrase, syllable 
position and the numbers of syllables in word and phrase were adopted as control 
factors. In English grammatical context, previous studies [29, 31] found the relationship 
between functions of words i.e. parts of speech and duration of words. So, we included 
parts of speech into the modeling. All the control factors were automatically extracted 
from transcriptions of speech data. These factors were adopted by referring to the 
previous study on English segmental duration  [62]. However, we do not claim that 
these factors provide a full characterization of communicative competence. 
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Table 4.1 Control factors and categories employed in a linear regression modeling of 
normalized segmental duration of native English (Note: For the “Phone position in 
word”, “Phone position in phrase”, “Syllable position in word”, “Syllable position in 
phrase” factors, the “S”, “I”, “AI”, “M”, “BF”, “F” labels represent syllable positions in 
monosyllabic word, initial, after-initial, mid, before-final, and final positions in word or 
phrase, respectively. The indices of the positions represent word or phrase length in 
syllable counts. If not defined, they represent positions in multiple syllabic words with 4 
syllables or more, and, the “AI” and “BF” labels denote the second and the third 
syllable positions, respectively.). 
Factor Category 
Current phone 
CMU’s English phones [63]: aa, ae, ah, 
ao, aw, ay, b, ch, d, dh, eh, er, ey, f, g, 
hh, ih, iy, jh, k, l, m, n, ng, ow, oy, p, r, 
s, sh, t, th, uh, uw, v, w, y, z, zh 
Pre-preceding phone of current phone 
Preceding phone current phone 
Succeeding phone current phone 
Next succeeding phone of current phone 
CMU’s English phones [63], and, pause 
 
 
Phone position in syllable 
(current phone position m, number of 
constituent phones in syllable n) 
(m, n) : m = 1, … , n and n = 2, ..., 7 
Numbers of constituent phones in syllable 1, … , 7 
Phone position in word I2, F2, I3, M3, F3, I, AI, M, BF, F or S 
Numbers of constituent phones in word 1, 2, 3, 4, 5, 6, 7, 8, 9-10, 11-12, 13-14 
Phone position in phrase I2, F2, I3, M3, F3, I, AI, M, BF, F or S 
Numbers of constituent phones in phrase 
(grouped by three) 
1-3, 4-6, 7-9, … , 73-75, 76-78 
Syllabically lexical stress Stressed, Unstressed 
Syllable position in word I2, F2, I3, M3, F3, I, AI, M, BF, F or S 
Numbers of constituent syllables in word 1, …, 7 
Syllable position in phrase I2, F2, I3, M3, F3, I, AI, M, BF, F or S 
Numbers of constituent syllables in phrase 1, …, 30 
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Table 4.1 (Continue) 
General part-of-speech Function word, Content word 
Specific part-of-speech 
cc, cd, dt, ex, fw, in, jj, jjr, jjs, md, nn, 
nnp, nnps, nns, of, pdt, pos, prp, rb, rbr, 
rbs, rp, sym, to, uh, vb, vbd, vbg, vbn, 
vbp, vbz, wdt, wp, wrb [64] 
 
 
4.7 Experimental speech data 
4.7.1 Speech resources and collection 
We employed three resources of English speech data. The first one was the Carnegie 
Melon University (CMU) ARCTIC database [65] read by English-speaking natives. 
This database was used for segmental duration modeling, and, to evaluate the model’s 
accuracy in reflecting native duration characteristics. The database was separated into 
two phonetically-balanced sets: set A with 593 sentences and set B with 539 sentences. 
The contents of these two sets were completely different. 
The second resource was a read English speech database of the fairly tale “The 
north wind and the sun”, from the Chinese University of Hong Kong (CUHK) Chinese 
Learners of English Speech Corpus (CUCHLOE) [66, 67], to test the effectiveness of 
the proposed evaluation scheme. The sentences were uttered by English natives and 
speakers from English-as-an-official-language countries. They were USA, UK, Canada, 
Hong Kong, and India. 
The third resource was also a test-speech database collaboratively collected by 
National Electronics and Computer Technology Center, Thailand (NECTEC). This 
database contains speech data of the same tale uttered by 45 Thai learners with different 
English study background, and, one Indian English speaker. 
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4.7.2 Speech data organization for experiments 
The four mentioned speech resources in Section 4.7.1 were organized into four sets for 
modeling and evaluating. The first set consisted of CMU ARCTIC set A uttered by four 
US speakers [65]. It was used as the training set for the prediction of segmental 
durations by reference native speakers. The second one consisted of CMU ARCTIC set 
B of the same four speakers. We referred to this set as a closed-speaker open-text set to 
evaluate the consistency of the model. If our evaluation scheme can be effectively used 
to calculate the duration differences between learners as a model-based approach, the 
predicted duration difference of the second set is expected to be closer to that of the 
first set (training set) than other sets that use different speakers from the training (open-
speaker sets).  
To evaluate the model’s validity with various English accents, we used the third 
set as an open-speaker open-text set. It included the data of three non-US-accent English 
speakers from CMU ARCTIC set B, six speakers from CUCHLOE, and one speaker 
from NECTEC. The fourth set contained the speech data of 45 Thai learners of English 
from NECTEC with various experiences of English study. We used this last set as a test 
set to evaluate English segmental duration characteristics of Thai learners.  
Then, the speech data for evaluation were segmented by an HMM-based 
automatic segmentation scheme. We adopted HMM Toolkit (HTK) using acoustic 
models based on VoxForge English speech corpus [68]. To reduce segmentation errors 
from wrong pronunciation of non-native speaker, this work used a conventional HMM-
based forced-alignment segmentation scheme with speaker adaptation on acoustic 
models and pronunciation variation in phone level. The acoustic models were adapted 
for each speaker by using the evaluation speech data of their own voices. 
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Table 4.2 Summary of English speech data of native English and L2 speakers. 
 Speech data set 
 Training Test set 1 Test set 2 Learner set 
Speech data 
source 
CMU ARCTIC 
set A 
CMU ARCTIC 
set B 
CMU ARCTIC 
set B, 
CUCHLOE, 
NECTEC 
NECTEC 
Speaker set Closed Closed Open Open 
Text set Closed Open Open Open 
Number of 
speakers 
4 4 10 45 
Native 
language 
US English US English 
US and Non-US 
English 
Thai 
 
4.8 System evaluation 
4.8.1 Subjective evaluation 
To check an evaluation performance of the proposed method, we set up a subjective 
evaluation by human evaluators. Briefly, we asked a group of volunteers to do a 
listening test using the speech data we used in this work. Then, the volunteers assigned 
a “native-likeliness of speaking” score (an overall score by considering naturalness, 
fluency, accent, stressing, articulation, etc.) to each speaker. The score has 9-degree 
scale (5 major degrees and 4 minor degrees) i.e. 1-Very poor (Unintelligible), 1.5, 2-
Poor, 2.5, 3-Medium, 3.5, 4-Good, 4.5, 5-Very good (Native-like). 
In this test, we had the total of seven evaluators. One of them was a native speaker 
of American English. The rest six were not native speakers but Japanese-speaking 
evaluators who had substantial experiences in the field of English education such as 
English teacher. 
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4.8.2 Evaluator agreement among native and non-native 
English evaluators 
Then, first, we investigated the agreement among the evaluators to test the validity of 
the non-native evaluators. As shown in Table 4.3, the average correlation coefficients 
of most evaluators were more than 0.80 that representing high rating agreement among 
evaluators. In case of the native evaluator, the high correlation coefficient between the 
native evaluator and other non-native evaluators of 0.82 supports that the rating given 
by native and non-native evaluators are comparable. 
 
Table 4.3 Rating agreement among evaluators’ scores. 
 
 
 
 
 
 
 
 
 
 
Evaluator 
Average correlation coefficient 
between current evaluator and the rest
Native 0.82 
Non-native English teacher #1 0.80 
Non-native English teacher  #2 0.82 
Non-native English teacher  #3 0.85 
Non-native English teacher  #4 0.85 
Non-native English teacher  #5 0.85 
Non-native English teacher  #6 0.79 
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4.8.3 Evaluation performance between subjective and 
objective evaluation 
Next, we calculate the average correlation coefficients between the subjective scores 
given by the evaluators and the proposed duration-difference measures based on the 
automatically-segmented speech data. As shown in Table 4.4, the proposed method 
showed a high absolute correlation coefficient of -0.62 on the open-speaker learner set. 
This high absolute correlation coefficient implies the similarity between the subjective 
score determined by human evaluators and the proposed scores calculated by the 
proposed method. Thus, these results support the evaluation performance of the 
proposed method and the proposed evaluation score.  
 
Table 4.4 Correlation coefficients between the subjective scores and the proposed 
duration-difference scores on learners’ data using different segmentations (Sample size: 
45 Thai learners). 
 Correlation coefficient p-value 
Dur. Differences (Proposed)  
using automatically segmented data 
-0.62 0.0000 
Dur. Differences (Proposed)  
using manually segmented data 
-0.58 0.0000 
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4.8.4 Comparison of evaluation performance between using 
manual and automatic phone segmentation 
Then, concerning the segmentation of the test data, we compared an agreement between 
automatically and manually segmented data to test reliability of the segmented speech 
data. On the test set including open-speaker natives and learners, we found a high 
correlation coefficient (r=0.76, p<0.05) between using automatically and manually 
segmented speech data. Furthermore, as shown in Table 4.4, we further calculated 
correlation coefficients between the subjective scores and the duration-difference scores 
using manually and automatically segmented data on the open-speaker learner set to 
compare their evaluation performances. The correlation coefficients of both 
segmentation cases in Table 4.4 show a close result of evaluation performance. 
Actually, the proposed method using the automatically segmented data gave a slight 
improvement over the manually segmented one. Thus, these results show a comparative 
evaluation performance with that of manually segmented one. 
 
4.8.5 Comparing of evaluation performance of the proposed 
duration-difference measure with conventional measures 
Figure 4.2 shows a comparison of RMS duration differences from predicted durations 
between English native speakers and Thai learners. As the figure shows, the Thai-
learner group produced larger differences deviated from the English duration model 
(the median and the mean of prediction difference are 58.1 ms, and, 59.2 ms, 
respectively.), while the native group showed a closer distance (the median and the 
mean of prediction difference are 38.6 ms, and, 38.7 ms, respectively.) from the model. 
Furthermore, the central quartiles of the distributions of English native and Thai learner 
groups are clearly separated. This result suggests the usability of the duration 
differences from the predicted durations for quantifying the differences between native 
speakers and Thai learners. 
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Figure 4.2 Comparison of average duration differences from predicted durations 
between English native speakers and Thai learners. In this and subsequent 
boxplots, the horizontal line at the center of each box indicates the median, the 
vertical length of the box indicates the inter-quartile range the range between the 
lower and upper quartiles, each whisker indicates the furthest data point from the 
edge of the box that is not further than 1.5 times the length of the box, and the 
plus symbols indicate outliers that are further out than the extent of the whiskers. 
 
Interestingly, similar differences between natives and Thai learners could be 
found by observing the standard deviation of phone durations as shown in Figure 4.3. 
We performed the Pearson product-moment correlation test (significant level    = 0.05), 
and, found a high correlation of 0.98 between the duration differences from predicted 
durations and the standard deviation of phone durations as shown in Figure 4.4. As 
mentioned earlier, a number of previous studies reported the goodness of speech-rate 
measure [50-53] . However, the analysis of the current study suggested that this was not 
the case. As shown in Figure 4.5, the difference in speech rate between native speakers 
and Thai learners was very small. The average rates of the native speaker and Thai 
learner groups were 12.3 phones/s and 11.1 phone/s, respectively.  
α
 56
From Figure 4.2, 4.3 and 4.5, we further made statistical similarity tests between 
native and Thai learner groups using two-sample t-test (two-tailed test at significant 
level   = 0.05) on the three measures mentioned; i.e., duration difference, standard 
deviation of phone duration, and speech rate. As shown in Table 4.5, all observed 
measures gave statistical significances of differences between native and Thai learner 
groups (Significance values pDuration_Difference = 1.0×10-10, pPhone_Duration_SD = 5.4×10-8, and 
pSpeech_Rate = 3.2×10-3). The obtained significance values suggested that the duration-
difference measure was the most effective in separating native speaker and Thai learner 
groups comparing with the SD-of-phone-duration and speech-rate measures. To 
investigate the classification accuracy of the measures, we performed a Linear 
Discrimination Analysis (LDA) on native and Thai learner groups with three different 
measures. The LDA used Fisher discriminant coefficients, and, assigned equal prior 
probabilities to both native and learner groups for initialization. Then, we evaluated the 
accuracy of the observed measures based on the LDA using leave-one-out cross-
validation. Table 4.6 showed the accuracy of the three measures using the LDA. These 
results clearly showed that duration-difference measure outperformed SD-of-phone-
duration and speech-rate measures in discrimination between natives and Thai learners. 
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Figure 4.3 Comparison of standard deviation of phone durations between English 
natives and Thai learners. 
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Figure 4.4 Comparison between average duration differences from predicted 
durations and standard deviations of phone durations (‘□’, ‘○’, and ‘×’ marks 
represent native closed speakers, native open speakers, and Thai learners, 
respectively). 
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Figure 4.5 Comparison of speech rates between English natives and Thai learners. 
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Table 4.5 Two-sample t-test for similarity test between natives’ and learners’ score 
distributions using different measures. 
 
Levene's test for 
equality of variances
t-test for equality of means 
Measures 
F p t df p (two-tailed) 
Duration-difference 
(                          assumed) 
4.874 0.031 -8.115 50.586 
0.000 
(1.0×10-10) 
SD of phone duration 
(                          assumed) 
4.747 0.034 -6.503 45.442 
0.000 
(5.4×10-08) 
Speech rate 
(                          assumed) 
1.127 0.293 3.084 57 
0.003 
(3.2×10-03) 
 
 
Table 4.6 Linear discrimination analysis using Fisher discriminant coefficient on Native 
and Learner groups with three different measures. 
 
Predicted group membership
Measure Accuracy (%) Unit Group 
Native Learner Total 
Native 14 0 14 
Count
Learner 10 35 45 
Native 100.0 0.0 100.0 
Duration-difference 83.1 
% 
Learner 22.2 77.8 100.0 
Native 13 1 14 
Count
Learner 12 33 45 
Native 92.9 7.1 100.0 
SD of 
phone durations 
78.0 
% 
Learner 26.7 73.3 100.0 
Native 10 4 14 
Count
Learner 13 32 45 
Native 71.4 28.6 100.0 
Speech-rate 71.2 
% 
Learner 28.9 71.1 100.0 
22
LearnerNative σσ ≠
22
LearnerNative σσ ≠
22
LearnerNative σσ =
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4.8.6 Comparing of evaluation performance with conventional 
methods 
Moreover, we compared evaluation performance between the proposed method and 
other conventional methods [69, 70] as also shown in Table 4.7. The results showed 
that the proposed method gave a higher correlation with the human evaluators’ scores 
than these conventional ones. This superiority should be particularly emphasized if we 
consider that the proposed method used just one aspect of speech properties i.e. 
duration aspect, while these conventional methods used multiple aspects of speech 
properties. 
Table 4.7 Comparison of evaluation performance between the proposed and 
conventional methods based on correlation coefficient between human evaluator’s and 
automatic evaluation method’s scores on learners’ speech data. 
 
 Measure 
Correlation 
coefficient  
(maximum absolute)
Proposed 
- Phone duration differences between a 
native English duration model’s and 
measured durations 
0.62 
- Intonation based: Normalized and 
gradient F0 of intonation phrase 
0.53 
Ito (2006)  
[69] - Rhythm based: Relative duration and 
PIER of phone, word, and, phrase 
0.36 
- F0 distances, gradients, and 
approximation error of F0 fitting  
based on word boundaries 
0.49 
- Power 0.38 
- Utterance duration 0.44 
Yamashita (2004) 
[70] 
- All above 0.51 
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4.9 Analysis of L2 learner’s English segmental duration 
characteristics 
This chapter explored the L2 learner’s English segmental duration characteristics by 
comparing the duration differences between learners and natives calculated from the 
proposed method. Furthermore, analyses of the relationship between the proposed 
measure and learner’s backgrounds were mentioned here. The experimental results in 
this chapter showed feasibility to use the measure for providing informative feedbacks 
for language learners. 
 
4.9.1 Correlation between duration-difference measures and 
English study experience 
The L2 learners’ speech data were further categorized into four subgroups by learner’s 
English experience as shown in Table 4.8. To examine the relationship between the 
duration differences from predicted durations and English-study experience more 
closely, we compared the duration differences from predicted durations between 
English native speakers and Thai learners grouped by periods of English-education 
experience in English-as-an-official-language countries such as USA, UK,  Australia, 
and India. As shown in Figure 4.6, noticeable duration differences were observed by 
learners’ grouping according to the time spent in English education. The duration 
differences of the closed-speaker open-text set showed the least difference from that of 
the training set (i.e. the closed-speaker closed-text set). This group also showed the 
smallest duration differences among all speaker groups. Accordingly, the results 
showed consistency and reasonable prediction accuracy of the model both for the 
training and for the open set. 
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Table 4.8 Thai learners categorized by their experiences of English study. 
 
Experience period of English study in English-
as-an-official-language countries (Years) 
Number of learners (Persons) 
< 1 34 
1 – 5 3 
6 – 10 3 
> 10 5 
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Thai learnerNative
T: Training set
C: Closed-speaker open-text set
O: Open-speaker open-text set
L1: Learner open-text set 1: 11 ≤ Year ≤  15
L2: Learner open-text set 2:   6 ≤ Year ≤  10
L3: Learner open-text set 3:   1 ≤ Year ≤    5
L4: Learner open-text set 4:   0 ≤ Year <   1
 
Figure 4.6 Comparison of average duration differences from predicted durations 
between English natives (C: closed speakers, O: open speakers) and Thai learners 
(L1 – L4), grouped by education period in English-as-an-official-language 
countries. 
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As for other-accented native speakers in the open-speaker data set, their duration 
differences were much closer to those of speakers in the model training and smaller than 
most of those for the Thai learners. Interestingly, the learners living in English-as-an-
official-language countries for more than 10 years showed a salient decrease in the 
distance from the reference model, while the learners with less experience in such 
countries showed larger duration differences with a large variation in phone duration 
differences than more experienced learners. In observing the correlation between period 
of time in the English-environment countries and duration differences, the results show 
a negative correlation coefficient (significant level    = 0.05) of -0.37. These results 
support the effectiveness of the proposed objective measure. Since other out-of-scope 
learner’s background factors may also affect this measure, the wide variations of 
duration differences in Thai learner groups, especially in the least experienced group, 
can be found. In the least experienced group, we found that five speakers from this 
group had some very short-term study experiences in English-speaking countries. From 
this speaker information, we expect some effects of these short-term experiences cause 
the overlap of the duration differences between the least experienced and the more 
experienced groups. Thus, these wide variations of duration differences need further 
investigation in more details in future works. 
 
4.9.2 Duration-difference analysis to characterize English 
segmental duration characteristics of Thai learners 
To further investigate the effectiveness of the proposed duration differences, we 
analyzed duration differences between Thai learners and English native speakers. We 
observed the differences in deviation of duration caused by each of the model’s control 
factors by contrasting the data of native speakers and Thai learners. Since Thai is 
known as a stress-timed language like English, we analyzed the duration differences 
caused by English stress by observing individual differences of average duration 
differences (the proposed prediction-error-based measure) of phones in stressed 
syllables subtracted by those of phones in unstressed syllables.  
In Figure 4.7, a number of the negative values of individual differences were 
mostly found in the learners’ data. In case of English natives, we found this type of 
errors in two of the non-US English natives. In case of Thai learners, most of the Thai 
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learners who produced this type of errors had no-or-least experience in English-as-an-
official-language countries. These results suggest that a learner showing this negative 
value tends to use an odd type of control strategy comparing with native speakers to 
cope with stressing, and, a probable cause of the observed negative value is learner's 
misplacement of stress on an unstressed syllable. 
Furthermore, by analyzing the durational differences at different syllable positions, 
it was found that the Thai learners always produced larger duration differences at the 
ends of a word or phrase than did the English native speakers. Figure 4.8 shows these 
characteristics clearly. In the stress placement system of Thai, the primary stress is 
always located at the last syllable of a word, which is different from English. This 
suggests that the larger duration differences resulted from the difference in stress 
placement between Thai and English. 
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Figure 4.7 Comparison between natives and learners on prediction-error 
differences of phone durations between stressed and unstressed syllables. 
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Figure 4.8 Median duration differences from predicted durations at different word 
positions in different word-lengths between English natives and Thai learners 
(where “S”, “I”, “AI”, “M”, “BF”, “F” labels represent syllable position in 
monosyllabic word, initial, after-initial, mid, before-final, and final position in a 
word, respectively. The indices of the positions represent word length in syllable 
counts. If not defined, they represent positions in multiple syllabic words with 4 
syllables or more, and, the “AI” and “BF” labels denote the second and the third 
syllable positions, respectively.). 
Considering the effects of general English word classes, i.e., content or function 
words, we observed individual differences of average duration differences (the proposed 
prediction-error-based measure) of phones in content words subtracted by those of 
phones in function words. Figure 4.9 shows the results of the comparison. In case of 
English natives, no negative differences were found. Thus, this result indicated that 
English natives seemed to give predicted duration differences on content words larger 
than those of function words. In contrast, we found negative differences in case of Thai 
learners, and, some of them gave strong negative values comparing with the median of 
Thai learner group. These results suggested that some Thai learners used different 
duration control mechanism on content and function words comparing with English 
natives. Like the case of English stress, we found that most learners who produced such 
duration differences were those who had no-or-least experience in English-environment 
countries. Therefore, the results suggest that these word classes can be considered a key 
feature in evaluating a learner’s English skill. 
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Figure 4.9 Comparison between natives and learners on prediction-error 
differences of phone durations in content and function words. Each plot represents 
the individual average under each condition. 
4.10 Conclusions 
In this chapter, we introduced an application of speech timing modeling in language 
learning field. We proposed a model-based automatic evaluation method and an 
objective measure to analyze the speech-duration characteristics of Thai learners of 
English for proficiency evaluation of English segmental duration control. The proposed 
method is based on an objective measure of actual segmental duration differences from 
durations predicted by a statistical duration model. An experiment was conducted to 
measure the duration differences of multiple groups of learners with different English-
study experiences, and its results showed the effectiveness of the proposed objective 
evaluation method using statistical duration characteristics based on a generalized 
English duration model as a representative of native English duration characteristics. 
When comparing to other measures in this study, the proposed measure gave a superior 
result on discrimination between English native and Thai learner groups. Furthermore, 
the proposed duration difference measure was also able to reveal English segmental 
duration characteristics of Thai-native English learners. Our findings support a 
promising performance of the proposed method based on computational modeling of 
speech timing, and, the duration-difference-based measure for evaluating L2 learners’ 
English speaking proficiency. 
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Chapter 5 
Conclusions 
 
5.1 Conclusions 
In this dissertation, we proposed the following research works on computational 
modeling: 1) a framework of Thai speech corpus development for computational 
duration modeling in Chapter 2, 2) multi-level Thai duration model in Chapter 3, and, 
3) model-based automatic English speaking proficiency evaluation in Chapter 4.  
In Chapter 2, we tackled the under-resource problems of Thai speech corpus and 
labeling information for duration modeling. To solve the problems, we proposed three 
main approaches i.e. 1) we introduced an efficient text selection from existing text and 
speech resource by considering the coverage of phonetic variation including phones, bi-
phones, tones, and, bi-tones. Thus, the selected speech corpus consists of an optimal and 
compact speech data set which covers all available phonetic variation in existing 
resources, 2) we proposed to collect multi-dimensional speech information including 
speech waveform, acoustic information, linguistic information, and, prosodic 
information to provide a wealth-information-labeling speech corpus for duration 
modeling,  3) we provided an automatic labeling framework to speed up the period for 
building a speech corpus. In addition, this speech corpus has been applied to the 
computational modeling of Thai segmental duration characteristics in Chapter 3. 
In Chapter 3, we have introduced computational modeling approach to cope with 
Thai duration modeling by proposing two main approaches to deal with Thai duration 
control modeling including 1) we proposed to utilize multiple-dimensional speech 
information, i.e. linguistic and prosodic information, to model the relationship between 
the modeling speech information, and, speech timing phenomena, 2) we applied multi-
level modeling approach to Thai duration modeling. The proposed Thai duration model 
consists of two sub-level duration control model i.e. phone-level and syllable-level 
models to deal with duration control modeling of each sub-level controls. The results 
from the modeling suggested that just local phone factors without need of supra-
segmental information, and, length restriction of mother syllable were adequate for the 
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phone-level duration model to estimate phone durations as comparably accurate as the 
conventional single-level phone duration model whose all segmental and supra-
segmental control factors are applied. In summary, the proposed one benefits on 
providing better understanding of Thai duration controls in both syllable and phone 
levels, and, simplifying of the phone-level duration model. 
In Chapter 4, we have extended an application of computational modeling of 
speech timing to language learning field by applying the native English duration model 
to automatically evaluate English speaking proficiency of Thai-native English learners. 
We also proposed an innovative objective duration-difference-based measure for the 
evaluation. To evaluate the performance of the proposed method, we compared between 
the scores estimated by human evaluators and our proposed method. The results of high 
correlation between the two method support that the performance of our automatic 
approach is comparable to human-based evaluation. Furthermore, we found that the 
proposed approach was able to provide informative feedbacks to indicate difference 
usage of duration control between native and non-native speakers. In addition, we also 
found an interesting downtrend relationship between the proposed objective scores and 
learner’s English-study period in English-speaking countries. These kinds of 
informative feedback from the evaluation method show a potential application of 
computational duration modeling to enhance a capability of language learning 
application nowadays. 
In the dissertation, we have shown research works on computational modeling of 
speech timing ranging from basis to application. We started from speech corpus 
construction for modeling, then, we applied a computational modeling approach to an 
under-resource language. Finally, we applied a concept of the computation duration 
modeling to language learning application. Conclusively, the proposed computational-
modeling-based approaches and their experimental results in the dissertation give a 
promising way to enhance speech information processing to strengthen information 
technology and it applications. 
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5.2 Future works 
To extend the goodness of this work, the future plans will focus on the following issues. 
On the issue of speech corpus development, additional data collection for multiple 
speakers is required for supporting speaker-generalization prosodic research and 
applications. Next, the issues on duration modeling concern two aspects. The first 
aspect relates to multiple-level modeling approach. As mentioned in Chapter 2, the 
current duration model dealt with two tangible speech groups including phone and 
syllable. However, duration modeling and controls of supra-segmental speech groups 
are still unclear and need to be investigated to fill the gap of duration control modeling. 
In addition, the concept of duration model proposed in this dissertation is not a 
language-dependent scheme. Thus, it shows possibility to be applied to other language 
for comparable analysis across languages. Furthermore, the model-based automatic 
English speaking proficiency evaluation is also a language-independent scheme that can 
be applied to others language by changing the parameters of the duration model to 
match any of those of target languages. 
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