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Abstract 
Direct visualization of dynamic and non-equilibrium processes occurring on the 
atomic-scale remains a tremendous challenge owing to the condensed time-scales 
associated with the reduction in length-scale. Coherent phonon transport, for example, 
occurs at the speed of sound over distances spanning a few nanometers to a few microns. 
As such, a single wavefront may emanate, propagate, and scatter over the course of just a 
few picoseconds. Uniquely, ultrafast electron microscopy (UEM) has the ability to probe 
phonon transport processes on the relevant condensed time- and length-scales 
simultaneously, avoiding ensemble averaging over time and space characteristic of many 
traditional probes. Here, we have focused on the development of UEM as a tool for direct 
investigation of energy transport processes on the nanoscale. We have studied a variety of 
phenomena in two-dimensional atomic crystals and discussed progress in methodologies 
in operation of a thermionic UEM.  
In UEM, we call upon a variety of analytical modalities which utilize elastic 
scattering as a sensitive indicator of structural modulation within a crystalline lattice. 
Contrast in real-space arising from small angular perturbations in lattice orientation (and 
as result, local modulation of the Bragg condition) associated with phonon-mediated 
elastic deformation allows imaging the propagation of individual phonon wavefronts. We 
have discovered that phonon nucleation and launch occurs at discrete spatial locations 
along individual interfaces, and that the appearance of coherent, propagating wavefronts 
are extremely sensitive to the shapes of local strain fields and vacuum-crystal interfaces. 
Additional information from local elastic scattering in reciprocal-space allows 
examination of the specific modes and mechanisms of the observed phonon transport. In 
thin-films of WSe2, we conclude that the observed modes arise from interfacial stress 
resulting from the initial excitation and confinement of compressional waves along the 
WSe2 c-axis stacking direction within the thickness of the specimen. We also observe 
large-amplitude out-of-plane modes in single-crystal and polycrystalline monolayer 
graphene membranes through examination of laser-excited variation in the Debye-Waller 
factor; we expect the intrinsic ripples of the suspended membranes mediate flexural 
modes in a manner similar to the morphologically dependent wavefronts in WSe2. 
We have found that the ultrafast imaging and diffraction experiments are subject 
to a variety of practical challenges associated with stroboscopic operation. For one, heat 
dissipation from the specimen must be considered such that pseudo-steady-state operating 
temperatures resulting from the laser-pulse-trains are within ranges suitable for a 
particular experiment. Additionally, dynamics occurring on time-scales comparable to 
instrument response require precise deconvolution for proper interpretation of instrinsic 
material response. As such, we systematically optimize photoelectron generation and 
collection and map the space-charge and temporal instrument-response parameter space 
as a function of photoelectron-packet population. We obtain photoelectron packets 
populated by up to ~10
5 
electrons, and instrument-response times range from 1 to 10 ps 
(FWHM) for laser-limited single-electron packets to those with maximum packet 
population. This large range of achievable bunch-charge increases experimental 
  iv 
flexibility and allows UEM experiments to be conducted at relatively low repetition rates 
facilitating investigation of a greater range of ultrafast phenomena. 
We expect the methodology and insight presented in this work will aid in future 
quantitative studies of energy transport in crystalline materials with nanostructured 
interfaces and atomic defects. Ultimately, we envision the direct insight available in 
UEM will facilitate design of materials and structures for precise control of energy 
transport and improvement of the numerous applications in which understanding heat 
transport is critical. 
  v 
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1 | Introduction 
 Since Richard Feynman’s now-famous seminar given in 1959 entitled “There’s 
Plenty of Room at the Bottom”,1 the field of nanotechnology has become prevalent in all 
aspects of science and has encompassed technological innovation spanning  the continued 
miniaturization of transistors powering Moore’s law2 to atomically precise materials 
design allowing tailoring of physical properties for specific applications
3, 4, 5
. Crucial to 
the explosion of nanoscience was the development of characterization techniques with 
atomic-scale spatial resolution sufficient to discern structural features on these condensed 
length-scales. Indeed, the development of the scanning tunneling (STM),
6
 atomic force 
(AFM),
7
 and transmission electron microscopes (TEM)
8
 have been driving factors in the 
engineering of materials. The insight gathered via these techniques represent static 
structures at equilibrium; dynamic and non-equilibrium processes occurring on the 
atomic-scale pose additional challenges owing to commensurate reduction in the 
associated time-scales. Nanoscale acoustic waves, for instance, typically travel distances 
of a few hundred nanometers at velocities ranging from 10
3
 to 10
4
 m/s before scattering. 
As such, observing this process requires both nanoscale spatial resolution as well as 
  2 
picosecond temporal resolution. One such method to obtain the requisite spatiotemporal 
sensitivity relies on stroboscopic extension of the conventional TEM via employment of 
precisely synchronized ultrashort laser pulses and packets of electrons.  This technique, 
called ultrafast electron microscopy,
9, 10, 11
 and the development there-of is the focus of 
this dissertation. Specifically, we will focus on employing the technique to examine 
energy transport on the nanoscale, which, in a large range of materials and structures, 
occurs via propagation and scattering of acoustic vibrations called phonons.   
 
1.1 | Thermal Transport and Coherent Acoustic Waves 
 Continuum solid-state heat transport is described by Fourier’s law which states that 
heat flux per area, q, is proportional to the temperature gradient, 𝛻 ∙ 𝑇, by a constant 
material property called the thermal conductivity, k. On the nanoscale, however, this 
approach breaks down for a variety of reasons. First, temperature is a thermodynamic 
quantity which is defined for a large ensemble (i.e. approaching the thermodynamic limit 
when N → ∞). Second, Fourier’s law describes diffusive heat flow in which heat carriers 
akin to particles travel randomly due to collisions with other energy carriers. In reality, 
phonons typically travel unabated for a distance called the phonon mean-free-path, λp, 
which can be a few nanometers to several microns for primary energy carriers. Thus, 
energy transport on length-scales smaller than the characteristic length set by λp is not 
adequately described by Fourier’s law.12, 13 In this regime heat transport becomes much 
less akin to particle diffusion but rather exhibits coherent wave-like phenomena. 
 Despite lacking a detailed theoretical understanding of heat transport on length-
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scales comparable to λp, many devices and materials indeed exploit structural features 
just a few nanometers in size; microelectronics, optoelectronics, microelectromechanical 
sensors, semiconductor quantum dots and superlattices, polymer nanocomposites, and 
multilayer coatings are examples of current commercial market products which exploit 
nanoscale features. Thus, a robust depiction of thermal energy transport is critical in 
continued development of these technologies.  Energy dissipation from transistors, for 
example, has imposed a practical limit on power density in CPUs and must be reconciled 
to extend Moore’s law.14  Further, a large portion of energy used in electronics is 
dissipated as waste heat, which, in the case of a growing information technology 
infrastructure, requires additional energy consumption for cooling. Indeed, thermal 
transport is at the center of many current challenges regarding energy consumption, 
generation, and dissipation. 
 While the wave-nature of thermal energy carriers on the nanoscale complicates the 
depiction of heat transfer, it also opens opportunities for their coherent manipulation. 
Drawing upon analogies to sound amplification and manipulation (such as whispering 
galleries and other acoustic cavities), one could envision extension of these technologies 
to few nanometer wavelength vibrations which comprise thermal phonons. Indeed many 
recent revolutions in technology have centered on the ability to control electrons and 
photons, and vigorous efforts to design structures and materials for phonon manipulation 
could lead to similar gains.
15
 Such ideas have included resonant cavities for 
optomechanical coupling,
16, 17
 thermal metamaterials for heat cloaking,
18
 phononic 
crystals with lattices designed for confinement of vibrations with tunable wavelength,
19
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and hierarchical nanostructured features for scattering of phonons across a variety of 
wavelengths.
20
 Though this field is in its infancy, the paradigm shift in nanoscale heat 
transport seems promising for engineered heat transport and confinement. 
 Importantly, understanding the nature of interaction between phonons and material 
interfaces and defects is critical in both developing a nanoscale depiction of heat-transfer 
and applications exploiting coherent phonons. We seek to examine and identify specific 
phonon modes and their evolution and scattering at well-defined interfaces and material 
defects. 
  
1.2 | Ultrafast Electron Microscopy (UEM) 
1.2.1 | Probing Nanoscale Energy Transport with UEM 
 In order to elucidate the dynamics of collective excitations in the presence of 
individual interfaces and defects, one must contend with the difficult-to-access 
spatiotemporal regimes in which these phenomena operate.  At the unit-cell level, speed-
of-sound phonon wavefronts typically transit such spatial dimensions in less than 100 
femtoseconds (fs).  The propagating energy causes local bond modulation and a transient 
elastic deformation of the lattice, briefly re-orienting the atoms in a manner dictated by 
the symmetry of the mode.  Structural dynamics of this nature are amenable to study with 
ultrafast methods that make use of the dependence of scattering wavevectors on lattice 
orientation and symmetry,
21, 22
 movement or spacing and symmetry changes of the 
reciprocal lattice; or transient modulations in optical properties resulting from lattice 
distortion. Despite being sensitive to symmetry changes,
23, 24
 bond dilation and 
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breaking,
25, 26
 and atomic-vibration amplitude,
27, 28
 these methods typically probe lattice 
motion within material volumes that are large relative to nanoscale discontinuities (i.e. 
for parallel-beam diffraction or optical spot sizes limited to the diffraction limit). 
Additionally, elastic scattering techniques which probe structure in reciprocal space often 
lack phase information, and real-space identification of phonon modes propagating on the 
nanometer length-scale remains difficult. Real-space imaging in ultrafast electron 
microscopy (UEM) – specifically, the bright-field and dark-field imaging modalities – is 
sensitive to elastic deformation of the lattice via variations in the local Bragg condition 
and thus offers insight into phonon nucleation, propagation, and scattering at individual 
nanoscale interfaces and atomic defects. We can exploit this technique, and auxiliary 
information from ultrafast electron diffraction, to gain insight into energy transport 
beyond an ensemble-averaged picture of the dynamics. 
1.2.2 | Practical Considerations in Employment of UEM  
 The use of discrete electron packets to probe transient structures introduces 
challenges stemming from the fermionic nature of electrons. Electron-electron repulsion 
occurring at the photoelectron source (space-charge) and during packet propagation from 
source to specimen (Coulombic repulsion) limits spatial and temporal resolutions via 
degradation of coherence lengths.
29, 30, 31
 A variety of methods have been developed to 
overcome such limitations, including photoelectron-packet compression with 
synchronized electromagnetic fields 
32, 33
 and operation at megavolt (as opposed to 
kilovolt) accelerating voltages,
34, 35
 though these strategies have largely been 
implemented in dedicated electron-diffraction instruments. An alternative method often 
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employed in ultrafast electron microscopes is to populate each probe packet with, on 
average, a single photoelectron, thus altogether circumventing the deleterious effects.
36, 37
 
In this regime, one would expect the statistical temporal distribution of the probe 
component to approach the fs UV laser-pulse duration used to generate the 
photoelectrons.
38, 39
 
Conducting ultrafast electron microscopy (UEM) experiments in the single-
electron regime introduces additional practical challenges that limit the operational 
parameter space. Though fast-electron scattering cross-sections are large compared to X-
ray photons, roughly a million or more are typically needed to generate sufficient signal-
to-noise ratios. Thus, high laser repetition rates (e.g., MHz) and/or long acquisition times 
(e.g., tens of seconds or longer) must be used. Despite this, it has been shown that the 
UEM single-electron regime enables preservation of the intrinsic instrument spatial 
resolution (e.g., 2.3 Å in real-space images).
38, 40, 41
 Accordingly, the limiting factors in 
UEM experiments become relatively long specimen relaxation times following fs 
excitation (which dictate the experiment repetition rate), as well as real-time 
environmental instabilities and specimen drift or other non-reversible motion occurring 
during acquisition (which ultimately limit real-space resolution).  
Despite the challenges mentioned above, the UEM stroboscopic approach 
employing fs laser pulses can be used to study a wide variety of systems, materials, and 
phenomena in the combined nanometer-picosecond spatiotemporal parameter space 
(angstrom dimensions in reciprocal space). In this regard, UEM instruments equipped 
with relatively large, flat ceramic photocathodes (e.g., LaB6) can be used to generate 
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photoelectron packets with populations spanning several orders of magnitude (i.e., from 1 
to ∼105 electrons per packet for fs UV laser pulses).36, 38, 41 Importantly, this enables 
operation at relatively low repetition rates when using packets with large populations, 
despite a commensurate reduction in temporal resolution from hundreds of fs to 
picoseconds.
42, 43
 While providing experimental versatility, detailed determination of the 
instrument characteristics (combined spatiotemporal resolution) is non-trivial owing to 
the complex interplay between photocathode position and properties (i.e., work function, 
geometry, Fermi distribution, etc.), electrostatic electron-gun biasing, and the magnitude 
of bunch charge.
44
 This work will focus additionally on the photogeneration of ultrashort 
electron packets suitable for use in UEM and development of methods to characterize 
instrument response spanning the single-electron to high bunch-charge regimes.  
 
1.3 | Two-dimensional Atomic Crystals  
We have chosen an emerging class of materials known as two-dimensional atomic 
crystals as a platform to study nanoscale energy transport. Recent extensive study on 2D 
materials has uncovered numerous novel properties and unusual phenomena arising from 
planar confinement effects.
45, 46
 Specifically, thermal transport properties display an 
extraordinary disparity; thermal conductivities range from the highest ever measured 
(graphene)
47
 to below theoretical limits for crystalline materials (WSe2).
48
 We seek to 
uncover phonon behavior which dictates these thermal transport discrepancies.  
 
1.3.1 | Graphene 
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The anomalously large thermal conductivity of monolayer graphene, the largest ever 
measured for any material
47
, has led to vigorous fundamental and applied research into 
thermal transport properties of the 2D material.
49
 From a fundamental standpoint, the 
isolated plane of covalently bonded atoms acts as a model system for investigation of 
various phonon scattering effects both within a perfectly crystalline lattice and upon 
introduction of point and line defects.
50, 51
 In particular, graphene grain boundaries,
52, 53
 
which act as one-dimensional line defects separating domains of tilted crystalline 
orientation, persist in commercially-viable synthesis techniques such as chemical vapor 
deposition (CVD), and their role in phonon scattering must be understood in applications 
seeking to exploit the excellent conductive properties for thermal management of 
nanoscale electronics.
54, 55
 Conversely, intentional introduction of grain boundaries and 
other defects has been proposed as a route to independent reduction of the thermal 
conductivity (that is, while maintaining high electrical conductivity) for enhanced 
thermoelectric performance.
20, 56, 57
 
Indeed, graphene has acted as a springboard for investigation of 2D materials, and 
unusual physical phenomena arising from planar confinement of charge and heat 
transport are being uncovered at a rapid pace.
45, 46
 The nature of phonons in these 
materials holds particular importance as it was thought for decades that the presence of 
long-wavelength vibrations would preclude the stability of crystalline order in two 
dimensions at finite temperatures.
58
 The stabilization of suspended graphene and other 
two-dimensional membranes is believed to occur through height fluctuations normal to 
the plane of atoms accommodated by anharmonic coupling of bending and stretching 
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modes,
59
 and experimental observations of this behavior in monolayer graphene suggest 
ripples on the order of 5 to 10 angstroms in amplitude exist for samples isolated on the 
microscale.
60
 Interestingly, phonon modes similar in nature to the out-of-plane ripples – 
that is, the so-called flexural phonon mode – have been found to dictate thermal transport 
in the material.
61, 62
 Thus, understanding these types of vibrations is critical not only from 
the standpoint of mechanical stability but also in the observed thermal properties. 
1.3.2 | Transition metal dichalcogenides (TMDs) 
Tungsten selenide (WSe2) 
 WSe2 has generated an enormous amount of interest owing to dramatic 
differences in, and tunability of, transport properties (thermal and electronic) along 
different crystallographic directions and with varying numbers of layers. For example, 
it was shown with WSe2 that the cross-plane thermal conductivity could be made 
several times smaller than the predicted minimum value (indeed, the smallest 
measured for any fully dense solid) via disordering of the two-dimensional sheets.
48
 
This was attributed mainly to phonon localization stemming from the incommensurate 
nature of the individual crystalline WSe2 planes, thus restricting these modes from 
significantly contributing to thermal transport. Additionally, modulation of band-gap 
energy and k-vectors with layer number makes such materials ideal for studying coherent 
excitonic phenomena (e.g., coupling of excitons to optical- and acoustic-phonon 
reservoirs) that serve as the basis for optoelectronic applications.
63, 64, 65, 66, 67
  
 Notably, WSe2 is a much higher Z material than graphene – that is, it shows 
enhanced electron scattering as it contains high-atomic-number elements.
68
 Operating in 
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the low beam current regimes associated with UEM, the enhanced scattering cross-
section of the material alleviates stroboscopic experimentation and acts as an ideal system 
for developing analytical modalities in UEM for investigating phonon transport. 
Tantalum sulfide (TaS2) 
 TMDs such as TaS2 display correlated electronic phenomena such as charge-
ordering. Indeed, formation of superlattices corresponding to charge density waves 
(CDW) is highly dependent on the stacking of the layers, coordination of the atoms 
within layers, and the thermodynamic conditions accompanying the lattice. Open 
questions relating to the effect of lattice distortion (i.e. phonons) on observed charge-
ordering could potentially be clarified with ultrafast electron diffraction and imaging.
69, 70, 
71
 While photo-excited phase transitions in TaS2 have been extensively studied, 
uncovering the dynamic topology of charge-ordering in real-space presents an enormous 
challenge. UEM potentially serves as tool to identify local nucleation or melting of 
specific charge-order phases and the commensurate lattice distortions via combined 
ultrafast diffraction and imaging. 
1.5 | Summary 
 In summary, we have described the basis for this project. We seek to develop UEM 
as a tool for investigating energy transport on the nanoscale via direct imaging of acoustic 
elastic perturbations on their native time- and length- scales. We aim to optimize the 
operation of the UEM and determine photoelectron packet characteristics as well as 
employ various analytical modalities to examine thermal transport in 2D materials 
exhibiting a wide range of unusual phenomena.    
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2 | Equipment and Methods 
 In this chapter we will summarize the equipment and methods employed in our 
pursuit of examining nanoscale energy transport. Specifically, we will describe the 
operating principles of conventional TEM, UEM and Raman spectroscopy as well as 
outline specimen preparation and characterization procedures. Finally, we will expand on 
experiments unique to UEM and the operational parameters employed. 
 
2.1 | Equipment 
2.1.1 | Transmission Electron Microscopy (TEM) 
Morphologies of the minor perturbations in crystalline lattices forming the basis of 
heat transport have features much smaller than the diffraction-limited resolution of 
optical microscopy and indeed are not conducive to contrast in such a technique. As such, 
the enhanced contrast and resolution offered by TEM is a valuable tool for the 
characterization and experimentation of 2D thin-films and the energy transport there-in. 
In TEM, accelerated electrons of de Broglie wavelength on the order of a picometer 
theoretically enable resolution below 0.5 Å, though resolution is traditionally limited by a 
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handful of lens aberrations.
72
 A wealth of analytical information about the specimen – 
including crystal structure, defect structure, and composition – originates from the 
various interactions of the incident electrons with the specimen.
73
 
 In conventional TEM (CTEM), a parallel beam of electrons illuminates the 
specimen, and contrast arises from the scattering of the incident beam. Bright-field 
images formed from the incident beam typically exhibit mass-thickness contrast arising 
from the spatially varying electron transmission intensity of the specimen. Elastically 
scattered electrons contain information on the crystal structure and crystallographic 
orientation of the specimen and can be projected in reciprocal space in the form of a 
diffraction pattern or in real space as a phase-contrast or diffraction-contrast image. Phase 
interference between elastically scattered beams can be manifested at high-magnification 
as lattice fringes that resemble the atomic columns of a crystal or complex Moiré and 
Fresnel fringes at lower magnification.
72
 Although interpretation of these images can be 
challenging, they contain a wealth of information on the local structure of a material. In 
dark-field imaging, only an individual elastically scattered beam is used to form an 
image, allowing for visualization of grain sizes and shapes in polycrystalline materials. 
Altogether, CTEM provides various convenient routes to valuable atomic-scale 
information in both real and reciprocal space. 
In addition to CTEM, most modern TEMs are equipped with a condenser lens system 
capable of generating a convergent beam probe. Convergent beam diffraction allows 
sampling of a much smaller region than selected-area electron diffraction (SAED) in 
CTEM and also contains information that cannot be obtained with SAED, such as full 
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three-dimensional structure and lattice strain.
68
 In real space, scanning TEM (STEM) 
uses a sub-angstrom convergent probe to detect scattered electrons and x-rays from a 
very small area. The probe is raster scanned across a desired region to form an image or 
digital map. Scattered electrons can be collected on an annular dark-field detector to form 
directly interpretable Z-contrast images.
74
 Alternatively, x-ray energy dispersive 
spectroscopy (EDS) or electron-energy loss spectroscopy (EELS) data can be collected 
and used to create an elemental map of a desired region.
72
 The auxiliary information 
provided by convergent beam techniques adds to the versatility of TEM as an analytical 
tool. 
2.1.2 | Ultrafast Electron Microscopy (UEM) 
A schematic of a UEM configured for stroboscopic operation is shown in Figure 
2.1.  The inset shows, conceptually, the generation of one time point () and the method 
for assigning a single temporal value to pulses with a finite duration.  The general 
experimental procedure is as follows.  A femtosecond laser pulse is split into what are 
dubbed pump and probe beams.  The pump beam (which may undergo non-linear 
conversion depending upon the excitation of interest) is directed onto the specimen and 
initiates the dynamics.  The probe beam is directed into the Wehnelt cylinder of the 
electron gun after undergoing appropriate harmonic generation; ultraviolet pulses are 
used to generate photoelectron packets from the LaB6 emission source.  The discrete, 
femtosecond photoelectron probe packets are then accelerated and directed down the 
column in the manner typical for standard TEMs with thermionic gun assemblies.  One 
temporal point () is generated by fixing the relative arrival times of the photon pump 
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pulse and electron probe packet with a motorized optical delay stage.  Additional points 
are generated by changing the position of the stage such that the arrival times now differ 
by   + Δ. 
 
Figure 2.1  Condensed schematic of the ultrafast electron microscope (UEM) and 
overview of the experimental concept.  The critical components are labeled, including the 
spectrometer, which is necessary for the particular method outlined here.  The inset 
shows (i) an example of the temporal overlap of the photon pulse and electron packet 
separated in time by  [Δp and Δe represent the photon pulse and electron packet temporal 
durations (full-width at half-maximum, FWHM), respectively], and (ii) a schematic of the 
spatial interaction region of Δp and Δe at the specimen, again separated in time by . 
 Electron packets employed in fs-UEM are populated with anywhere from 1 to 
~10
5
 electrons.
75
 As such, a single pulse is insufficient for generating adequate signal-to-
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noise on conventional detectors (typical TEM images are formed with 10
7
 to 10
9
 counts). 
Rather, the stroboscopic method relies on sequential excitations from laser pulse-trains 
with frequency,  f. Schematically illustrated in Figure 2.2, image acquisition at a specified 
time-delay corresponding to a specific moment in the material response occurs over many 
pulses and is contingent on each electron packet sampling precisely the same instance of 
dynamic response. Image acquisition typically occurs over seconds and at repetition rates 
from a few kHz to a MHz corresponding to ~10
4
 to ~10
7
 electron packets employed in 
each acquisition.  Critically, for proper stroboscopic operation, the material response 
must be entirely reversible and completed within the time-period specified by 1/f   
(typically a few μs to a few hundred μs). Meeting these criteria for a particular specimen 
while obtaining sufficient beam current to ensure tractable experiments is indeed a 
challenge in UEM operation. 
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Figure 2.2 Schematic representation of stroboscopic image acquisition in UEM. 
Photoelectrons (blue) probe an instance of material response to the ultrashort optical 
excitation (green) dictated by the delay of arrival between the laser pulses and electron 
packet at the specimen (Δt). An image with sufficient signal-to-noise is acquired over 
exposure to many electron packets in a pulse-train with repetition rate, f.  
 Excitation appropriate for materials with varying optical properties is tuned by 
adjustment of optical components in the laser line. Outlined in Figure 2.3, a Yb:KGW 
(1030-nm fundamental output), diode-pumped, solid-state Light Conversion PHAROS 
laser and a custom Light Conversion HIRO harmonics generation module are used to 
generate laser pulses at 1030 nm, 515 nm, 343 nm, and 258 nm. A single wavelength is 
directed to the specimen region through an optical periscope in an octagon port on the 
TEM after propagation down a mechanical delay stage, and in all cases the 258 nm light 
is split and directed toward a truncated LaB6 cathode to generate photoelectrons.  
 
Figure 2.3 Schematic outline of laser beamline employed in our lab. The fundamental 
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1030 nm (red) beam from the fs-laser harmonically generates 515 nm (green), 343 nm 
(blue) (any of which can be used to excite the specimen) and 258 nm (purple) (used to 
generate photoelectrons). The fourth-harmonic of an electronically triggered ps-laser 
(1064 nm fundmental) can also be employed to examine dynamics from the ns to ms 
timescales. 
 The meter-long delay stage is sufficient for examining material response from the 
few fs timescale (and is only limited by the incremental resolution of the delay stage 
steps) to the few ns timescale (limited by the maximum path-length addition upon 
propagation down the delay stage; i.e. ~2 m). For dynamics occuring between the ns and 
ms time-scales, an electronically triggered  Nd:YAG (1064-nm fundamental output) laser 
with ~500ps pulse duration is employed. The same stroboscopic principles apply for 
these experiments, but the implementation of the precise delay is acheived via an 
electronic delay generator. Through versatility of laser system employed, we are in 
principle able to examine material response across time-scales spanning 12 orders of 
magnitude – that is, from the few-fs range out to the CCD-limited few-ms timescale.    
2.1.3 | Confocal Raman Microscopy 
Raman spectroscopy provides sensitive insight on the bonding environment of a 
material, which in the case of graphene, can greatly vary in the vicinity of defects, bi- and 
multi-layers, and wrinkles.
76 
 This technique excites a specimen with monochromatic 
light and detects the shift in frequency of the reflected light due to the inelastic scattering 
of the photons by phonons. Conservation of energy and momentum requires that phonons 
emitted must obey the fundamental Raman selection rule, q ≈ 0; that is, only phonons 
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with very small momentum or multiple phonons whose momentum sums to zero can 
contribute to Raman signal.
77
 Electrons scattered by defects can cancel the non-negligible 
momentum of an emitted phonon as well. Summarized in Figure 2.4, Raman 
spectroscopy data contains valuable information on the electronic structure, and thus the 
local defect structure, of graphene arising from various allowed transitions. Confocal 
Raman microscopy employs a monochromatic laser focused to spot-size nearing the 
diffraction limit to sample an area of hundreds of nanometers. The probe is scanned 
across an area of tens to hundreds of square microns, and spectroscopic mapping provides 
an image containing electronic and vibrational structure information. 
 
Figure 2.4 The conical electronic band structure of graphene (a) enables a variety of 
intra- and interband electron relaxation processes. The phonon band structure (b) is 
dominated by modes away from the Г-point which do not meet the fundamental Raman 
selection criteria. Zero-momentum one phonon processes (c) make up the G peak and 
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give insight on doping level; however, breathing modes with non-negligible momentum 
only contribute to the Raman spectrum if electron-defect scattering occurs (d) or for two-
phonon processes (e). The observed spectrum (f) gives insight on the Raman processes 
occurring and thus the electronic and vibrational environment of graphene films. Adapted 
from ref. [77]. 
 
2.2 | Methods 
2.2.1 | Sample Preparation and Characterization 
Polycrstalline Graphene Membranes 
Chemical vapor deposited (CVD) graphene was chosen as a specimen well aligned 
with the goals of this project. Aside from the industrial viability of the CVD process, 
CVD graphene is polycrystalline in nature, and its grain boundaries act as a well defined 
interface/defect for exploration with UEM. Graphene grown on a copper substrate was 
received from the Graphene Supermarket and displayed ~95% monolayer coverage of the 
substrate. In order to prepare free-standing graphene films suitable for TEM, substantial 
effort was put into developing a process to transfer the graphene from the copper 
substrate to a TEM grid. Traditional polymer transfer techniques
78
 used in large scale 
transfer of graphene films generally result in a non-negligible amount of residual polymer 
molecules left of the surface of the film,
79
 posing a problem for atomic-scale analysis. 
However, other direct techniques
80 
avoiding the use of polymer do not have the capability 
to yield large area (>100 μm) films. A technique combining the benefits of these methods 
was developed in our lab and is shown schematically in Figure 2.5. A holey film of 
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amorphous carbon on a TEM grid is directly adhered to the surface of a graphene-on-
copper coupon, and, after a mask is placed on the grid to prevent contact of the polymer 
with the graphene surface, a polymer is subsequently drop-cast on top of the grid for 
additional support. The copper is then etched away in an aqueous etching bath, and 
afterwards the polymer and mask are detached from the grid in an organic solvent leaving 
the graphene to blanket the grid’s holey film.  
 
Figure 2.5 A schematic representation of the semi-direct graphene transfer process. 
Avoiding direct contact of the polymer support with the graphene adhered to the TEM 
grid results in films that can be atomically clean. 
The quality of the graphene film is verified with both TEM and Raman spectroscopy 
as illustrated in Figure 2.6.  In low-magnification TEM images, subtle intensity variation 
between covered and uncovered holes in the support film is highlighted by contrast 
enhancement to determine the extent of graphene coverage. Although this technique 
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provides throughput comparable to optical microscopy, the existence of bilayers, 
wrinkles, and residual components from the transfer process remains unknown. Regions 
of interest are further probed with Raman spectroscopy to give sensitive information on 
these features, verifying the pristine nature of the free-standing graphene. Crystallinity of 
the specimen is determined with selected-area electron diffraction (SAED) within the 
TEM, and individual grains can be visualized in DF-TEM images. Shown in Figure 2.7, 
composite DF-TEM images of different crystalline domains highlight the grain 
boundaries present, and SAED diffraction patterns reveal the angular orientation of the 
grains which define the interface. The visualization of domains corresponding to specific 
diffraction spots provides a valuable link between real-space and reciprocal-space to be 
exploited in ultrafast electron crystallography experiments. 
 
Figure 2.6 Determining high-quality, suspended areas of monolayer graphene. Low-
magnification, contrast-enhanced TEM images (a) reveal coverage of the holey support 
film. Bright-field TEM images (b) of regions of interest (square in a) are compared with 
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Raman maps (c) to verify the pristine nature of the films. A representative spectra taken 
at the star in (b) is shown. 
 
 
Figure 2.7 Characterization of graphene grain structure. Dark field images obtained by 
using only a specific beam of diffracted electrons, schematically shown in (a), allow for 
visualization of specific crystal domains. An aperture is placed in front of a beam chosen 
from the SAED pattern (b) and composite images (c) are false colored to highlight the 
interfaces between the grains. 
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Exfoliated Flakes of TMDCs 
Few-layer WSe2 (2-H) and TaS2 (1-T) flakes were prepared via mechanical 
exfoliation of a single-crystals obtained from Nanoscience Instruments (WSe2) and HQ-
Graphene (TaS2).  Isolated flakes were transferred to an atomically-flat, cleaved (100) 
NaCl substrate (Ted Pella) before a polymer support film was deposited by drop-casting 
20 μl of a solution of 2-wt% polymethyl methacrylate (PMMA) in anisole.  The NaCl 
substrate was etched for 10 to 15 minutes in a DI water bath, leaving the flakes supported 
by the PMMA film.  The specimens were then positioned on various TEM supports 
(2000- and 1000- mesh Cu grids, as well as holey Si3N4 support films) via 
micromechanical manipulation followed by dissolution of the PMMA support film in an 
acetone bath overnight.  
 In order to locate and characterize specific defects and other nanoscale 
imperfections of interest, the few-layer flakes were initially surveyed using bright-field 
imaging and parallel-beam electron diffraction.  Static structural and morphological 
characterization of specific specimen regions of interest, on which subsequent fs electron 
imaging studies were conducted, are summarized in Figure 2.8.  As can be seen from the 
diffraction patterns, the WSe2 are oriented such that the electron beam travels 
approximately down the [001] zone axis, respectively [Fig. 2.8(c)].  Combined, the 
bright-field images and corresponding diffraction patterns illustrate the macroscopically-
crystalline but microscopically-disordered nature of the regions.  From the images, 
several features of interest for the present study can be identified, which, conversely, are 
not readily apparent from the diffraction patterns alone.  These include step-edges and 
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terraces, wrinkles, folds, vacuum-crystal interfaces, and cracks.  In addition, bend 
contours are quite prominent and widespread, as are Moiré fringes in the WSe2 specimen.  
 
Figure 2.8  Morphological heterogeneity and atomic-scale order of WSe2 specimens.  (a) 
Bright-field images of (a) a few-layer WSe2 flake. The red, dashed circle denotes the 
position of the selected-area aperture used to generate the diffraction patterns shown in 
panels (b). Scale bars = 1 µm.  (b) Corresponding selected-area diffraction patterns 
obtained approximately along the [001] with several Bragg spots indexed.  Scale bars:  
(b) = 5 nm
-1
.  (c) Crystal structures of WSe2, as viewed down the [001] zone axis.  In (c):  
yellow spheres = Se; blue spheres = W, as labeled. 
TaS2 Characterization 
 The as-obtained TaS2 was of the 1T-polytype; however, after exfoliation and 
transfer we observed a variety of polytypes. Shown in Figure 2.9, we observe 
superlattices in electron diffraction characteristic
81
 of both the 1T-polytype [Fig. 2.9B] 
and the 4HB-polytype [Fig. 2.9D]. Each polytype has unique stacking of layers and 
coordination of atoms. The 1T-polytype consists of octahedral coordinated layers stacked 
directly on top of one another (unit cell shown in [Fig 2.9A]), while the 4HB-polytype 
consists of alternating layers of trigonal prismatic and octahedral coordination (unit cell 
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shown in [Fig. 2.9C]).
82
 Each of these polytypes also display dissimilar bright-field 
contrast; the stripy, Moiré-type contrast is characteristic of the 1T-polytype, while the 
fragmented dislocation facilitated contrast occurs for the 4HB-polytype. While the stripy 
contrast is generally negligibly effected by laser –excitation, the fragmented “gates” such 
as those in Fig. 2.9C often chaotically change morphology. We believe this arises from 
dislocation motion arising from shear waves formed via laser excitation.  
 
Figure 2.9 Bright-field images and selected area electron diffraction of 1T- and 4HB-
polytypes of TaS2. (A, C) Bright-field images of flakes of 1T- (A) and 4HB- (C) TaS2. 
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Their stacking structure is schematically shown down the [010] zone. (B, D) Electron 
diffraction from 1T- (B) and 4HB- (C) flakes.  
Indeed, these different structures facilitate different charge-order superstructures 
with varying thermodynamic stability. At room temperature, we observe a nearly 
commensurate √13a0 superlattice in the 1T-flake and a 13a0 superlattice in the 4HB-flake. 
The hypothesized structures illustrated in real-space are shown in Figure 2.10. The 
superlattice observed in the 4HB-flakes arises from superposition of alternating domains 
of the √13a0 structure rotated  ~28° with respect to one another.
82
 At elevated temperature 
(above ~340 K), both polytypes show an incommensurate phase.  
 
Figure 2.10 Illustration of charge-order structures in real-space. (A) Nearly-
commensurate phase common in 1T-flakes with a √13a0 superlattice. (B) Textured 
nearly-commensurate phase observed in 4HB-flakes in which two nearly commensurate 
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domains rotated 28° with respect to one another are superimposed. (C) Incommensurate 
phase observed for both polytypes at higher temperatures. 
2.2.2 | Characterization of Instrument Response  
Temporal overlap of the pump laser pulse and probe photoelectron packet was 
determined via a plasma-lensing effect.
83, 84, 85
  The specimen target used here was a 
1000-mesh Cu TEM grid (Ted Pella).  Each experiment consisted of a series of low-
magnification bright-field UEM images of a single grid square acquired at different time 
delays (Figure 2.11a).  Difference images generated from averaged pre-time-zero frames 
contain contrast arising only from the lensing effect.  Analysis of the image series enables 
determination of time zero (defined as the time at which the image-intensity change 
reaches 50%) and the instrument-response time (σt), assuming plasma generation occurs 
on a timescale much shorter than the pump-pulse duration.  Space-time contours 
generated by averaging along the Y-direction in the difference images at each time point 
illustrate the varied temporal response that occurs throughout the vacuum region within 
the grid square (Figure 2.11b).  To ensure sampling of only pseudo-instantaneous 
dynamics, time traces having maximum spatial gradients in the difference images were 
isolated (vertical red line in Figure 2.11b).  The extracted traces are normalized to the 
second percentile, baseline subtracted, and then fit with the function shown in Equation 
2.1 below:  
𝐼(𝑡) =
𝐴
2
[erf (
𝑡−𝑡0
√2𝜎𝑡
) + 1]  (E2.1) 
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Here, A and t0 are the extracted amplitude and time-zero position, respectively.  Note that 
σt is the standard deviation of a Gaussian peak function (i.e., the derivative of Equation 
1). 
 
Figure 2.11  Plasma lensing, time zero, and instrument-response time via bright-field 
UEM imaging.  (a) Low-magnification difference images of a 1000-mesh Cu grid square 
acquired before (upper panel, t < 0) and after (lower panel, t > 0) time zero.  The color 
bar [shown to the right of the time trace in (b)] for the image false coloring shows cooler 
colors indicate electron depletion (i.e., a reduction in image intensity).  The red box in the 
lower panel indicates the area over which the space-time contour plot in (b) was 
generated.  The unchanged yellow border is the Cu grid, and the centered square (within 
which the intensity change occurs) is vacuum.  (b, upper panel) Space-time contour plot 
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generated by averaging over the Y image direction for each time delay.  The red vertical 
line near X = 3.7 μm is the region from which the time trace was generated.  (b, lower 
panel) Time trace illustrating the instrument-limited onset of electron depletion (i.e., the 
blue region in the difference images). 
Response times are extracted from the spatiotemporally-varying contrast 
illustrated in Figure 2.12a via systematic image analysis aimed at avoiding experimenter 
bias.  For a particular image scan, kinetic traces are extracted for each edge of a copper 
grid square that is observable within the field of view (e.g., nine grid squares and 36 total 
edges at a UEM magnification of 120x).  Shown in Figure 2.12b, appropriate kinetic 
traces are selected from the spatially-varying contrast dynamics by isolating the temporal 
response at inflection points near the grid edges (red squares in Figure 2.12b).  For each 
edge of a grid square, a dynamic trace is generated (e.g., Figure 2.11b), to which 
Equation 2.1 is fit. Following this, the value of σt that is reported here and in the main 
text is the median value of all the extracted fits for a given experiment that meet the 
following criteria:  (1) the amplitude (A) is larger than 0.85 and (2) the residual norm is 
less than three times the minimum residual norm observed for that experiment.  These 
criteria were chosen in order to eliminate artifacts resulting from regions where the 
signal-to-noise ratio was insufficient for extraction of a dynamic response. 
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Figure 2.12  Isolating pseudo-instantaneous plasma-lensing dynamics.  (a) Space-time 
contour plot generated from the spatial-averaging method discussed in main text.  The red 
box indicates the time-averaged region from which the spatial trends shown in (b) are 
plotted.  (b) Spatial variance (Idiff, black) and gradient (dIdiff, red) of time-averaged 
difference images generated from pre-time zero images.  The red, partially-transparent 
boxes indicates the spatial region from which the kinetic traces are generated; these are 
the inflection points of differential intensity occurring at the edge of the grid square. 
2.2.3 | Stroboscopic Bright-field Imaging and Diffraction Parameters 
All ultrafast experiments were performed with a Tecnai Femto ultrafast electron 
microscope (FEI Company) operated at 200 kV in both thermionic and photoelectron 
modes.  In both modalities, truncated, flat LaB6 cathodes (Applied Physics Technologies) 
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are used. We have found that 50- and 100-μm flat (diameter), LaB6 photocathodes 
encircled with a concentric graphite ring (65- and 40-μm in annular width, respectively) 
improve beam stability and reduce deleterious emission from the shank portion of the 
cathode assembly.  The 50- and 100-μm cathodes were positioned 250 and 350 μm, 
respectively, behind the Wehnelt aperture within the cylinder; indeed, positioning the 
cathode within the Wehnelt assembly affects collection efficiency into the illumination 
system of the Tecnai Femto, and we aim to systematically determine optimal positions in 
future work.
44
  In order to capture the greatest number of photoelectrons at the relatively 
low repetition rates used here (i.e. 5 to 50 kHz), a custom 1,250-μm condenser aperture 
and 2-mm Wehnelt aperture was employed for all experiments.  For all bright-field 
experiments, a 40-μm objective aperture was used.  For all selected-area diffraction 
experiments, a 200-μm projection aperture was used, which collected electrons passing 
through a 20-μm2 area.  Images were recorded with a Gatan Orius SC200B 2,048 x 2,048 
CCD camera and with integration times ranging from 10 to 45 seconds per frame.  Based 
on the total electron counts [approximately (1 x 10
8
) to (5 x 10
8
)] acquired with the beam 
focused to the size of the CCD chip for a given exposure time and repetition rate, it is 
estimated that 200 to 1,000 electrons per pulse were used for image formation. 
2.2.5 | Control Experiments 
 In order to exclude a host of potential artifacts and undesirable instabilities of the 
experimental system as the cause of the observed propagating contrast waves, a series of 
control experiments are typically performed immediately following successful scans (i.e. 
those in which we believe dynamics occur) using the same experimental parameters.  (1) 
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A control experiment for specimen drift/tilt is performed by acquiring images at a fixed 
time delay (e.g., -100 ps) in order to replicate the duration of a full time scan (e.g., 20 
minutes).  (2) A control experiment for image fluctuations due to potential photoelectron-
source instabilities is performed by acquiring images over ~20 minutes without specimen 
excitation.  (3) A control experiment for beam instabilities due to movement of the delay 
stage is performed by acquiring images without specimen excitation but still translating 
the delay stage on the laser table as if a scan were being performed.  (4) A control 
experiment for the equilibrium thermal effects of pumping the specimen is performed by 
acquiring a series of images over ~10 minutes spanning a delay range but using a 
thermionic rather than photogenerated electron beam.  These control experiments 
separate real-time specimen or environmental instabilities from stroboscopic dynamics.  
 
2.3 | Summary 
 In this chapter we have summarized important equipment and unique methodology, 
largely developed within our group, critical to the goals of this project. Operating 
principles of conventional TEM, UEM and Raman spectroscopy were described, and 
specimen preparation and characterization procedures specific to graphene, WSe2, and 
two polytypes of TaS2 were outlined. Additionally, we have presented framework for 
experiments unique to UEM including plasma-lensing instrument response 
characterization, fs- imaging and diffraction, and the appropriate controls. The methods 
here form the basis for observations described throughout the dissertation. 
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3 | In-situ and Correlative 
Investigation of Thermal Transport in 
Single-Layer Graphene 
 
In this chapter, we summarize our efforts to develop a robust platform for 
investigating phonon transport in suspended monolayer graphene with various 
crystallographic and morphological defects such as grain boundaries. Implementing an 
opto-thermal Raman thermometry technique
86, 87
 on membranes with precisely 
characterized grain structure unveils the functional dependence of thermal conductivity of 
grain size, revealing contributions to phonon scattering within the lattice and at grain 
boundaries. Examining the nature of the phonon modes, however, requires atomic 
sensitivity, and as such we implement in-situ selected area electron diffraction (SAED) as 
a probe of elastic scattering suppression arising from laser-excited atomic-displacements 
via extraction of the Debye-Waller factor (DWF). Additionally, we employ diffraction 
spots corresponding to individual grains act as indicators of vibrational amplitudes within 
confined grains. We find that the two techniques offer auxiliary information and discuss 
potential extension of the in-situ technique to the stroboscopic domain to examine 
phonon scattering processes on their native time-scale. 
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3.1 | Opto-thermal Raman Measurement of Grain-Size-Dependent Thermal 
Conductivity 
3.1.1 | Overview of Technique 
To examine the effect of varying grain structure on the mechanical and thermal 
properties of suspended graphene membranes, graphene grown on a copper substrate via 
chemical vapor deposition (CVD) was transferred to a holey silicon nitride TEM grid 
(see methods). While the as-grown CVD graphene is nominally polycrystalline with 
average grain sizes of a few microns, the effective grain sizes of the suspended 
membranes depend on the portion of the graphene which cover the ~2.5 μm holes in the 
Si3N4 film and vary from a couple hundred nanometers to a couple microns (i.e. a single 
grain covers the hole).  
Two analogous laser-heating techniques were used to discern both thermal and 
mechanical properties of the suspended membranes. The first, a confocal Raman 
microscopy setup outlined in Figure 3.1, relies on continuous wave laser light focused to 
near the diffraction-limit by an objective lens to both locally excite membranes and probe 
their temperature via bond-softening peak-shifts in the resulting Raman spectra (Fig. 
3.1C). As previously described for graphene
86, 87
 and other suspended thin films,
88, 89, 90
 
the thermal conductivity of the membrane, k, is related to the change in G-peak position 
for a given change in power absorbed (δωG/δP) by Equation 3.1: 
𝑘 =  𝜒𝐺𝛼(
1
2
ℎ𝜋)(
𝛿𝜔𝐺
𝛿𝑃
)−1 (E3.1) 
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where χG is linear coefficient describing peak shift as a function of temperature, α is the 
percentage of laser light absorbed by the graphene, and h is the thickness of the graphene 
film. In this manner, the effective thermal conductivities of various membranes can be 
extracted from raster-scans over the specimen (Fig. 3.1B) at varying laser power by 
tracking the G-peak positions of spectra taken in the center of the membranes (Fig. 3.1D). 
 
Figure 3.1 Micro-Raman thermal conductivity measurements. (A) Schematic illustration 
of the opto-thermal Raman method in which focused laser light locally heats a suspended 
membrane of monolayer graphene. (B) Raman map of the G-peak intensity of several 
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suspended membranes. The blue square marks the pixel in which spectra are analyzed to 
determine thermal conductivity. (C) Raman spectra taken at the from the blue square in 
(B) at increasing laser power (D) Extracted G-peak centers for the spectra in (C) and the 
resulting slope (dotted green line) are used to determine the thermal conductivity of the 
membrane via Equation 3.1. 
3.1.1 | Grain-size dependent Behavior 
Thermal transport measurements were conducted on layer-area regions of the 
transferred graphene free of wrinkles, tears, edges, residual polymer/copper from the 
transfer process, and bi-/tri-layer islands. Conducting the experiments on TEM grids       
allowed for post-measurement inspection of the selected membranes for morphological 
defects and correlative identification of the grain structure. Shown in Fig. 3.2, average 
grain sizes were quantified by acquiring electron diffraction patterns illuminating the 
suspended portion of the membranes and azimuthally integrating the (110) peaks; the 
geometric mean of the amplitudes of all identified peaks is used  to quantify a 
characteristic grain size for each membrane. In Fig. 3.2C, a clear decline in thermal 
conductivity is observed with decreasing grain size, reducing by about a factor of five 
from the effectively single-crystal membranes to the smallest grain size (~400 nm). As 
previously observed,
56
 the effective thermal conductivities show a Matthiessen’s-rule 
type behavior whereby the inverse of the effective thermal conductivity, k
-1
, is related to 
contributions from within the lattice and from defects (i.e. grain boundaries) by: 
𝑘−1 = 𝑘𝑔
−1 + 𝐿−1𝐺𝐵
−1
 (E3.2) 
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where kg is the thermal conductivity of the lattice, L is the grain size, and GB is the 
thermal boundary conductance at the grain boundaries. With this model, we extract a 
thermal boundary resistance of ~5*10
8 
Wm
-2
K
-1
 and a lattice thermal conductivity of 
~5400 Wm
-1
K
-1
.  
 
Figure 3.2 Thermal conductivity versus grain size. (A) Thresholded electron diffraction 
patterns acquired for four membranes (denoted with a corresponding color border)  
examined with the micro-Raman technique. The patterns were acquired with the beam 
illuminating the entire suspended portion of the membrane. (B) Normalized azimuthally 
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integrated traces of the (110) reflection used to measure grain sizes for the membranes 
examined. The plots are offset for clarity. (C) Thermal conductivity (normalized to that 
observed for a membrane with a single grain) versus grain size and the Equation 3.2 fit 
(dashed blue line) Error bars represent propagated normal error of the slopes in linear 
fitting of ω
G
 versus P .  
While the observed lattice thermal conductivity and thermal boundary resistance 
are reasonably consistent with accepted literature values (kg = ~5200 Wm
-1
K
-1
; GB =10
9
 
to 10
11
 Wm
-2
K
-1
),
56, 86
 it is important to note potential sources of error and ambiguity in 
the measurement technique.
91
 First, we assume that for each membrane the graphene 
absorbs 2.3% of the incident light and the G-peak shows a linear dependence on 
temperature for the given range of laser-powers (i.e. 𝜔(𝑇) =  𝜔0  +  𝜒𝐺𝑇, with χG taken 
as -1.6 * 10
-2 
cm
-1
/K) for each membrane.  Additionally, it is assumed that the relevant 
spectra are acquired with the laser precisely centered in the membrane. As the extracted 
thermal conductivities are sensitive to the absorbed power term and the bond-softening 
coefficient χG via Equation 3.1, we expect these inferred conditions to be primary sources 
of systematic error in the measurements. The relative values of thermal conductivity (i.e. 
normalized to the quantity observed for the effectively single-crystal membrane), 
however, are likely more precise given that the uncertain quantities of α and χG have been 
divided out. It is important to note that, while Raman measurements of effective 
membrane thermal conductivity give estimates of the contributions to phonon-scattering 
of the GBs collectively, we obtain no insight into the scattering behavior of individual 
GBs which may vary significantly depending on their misorientation angle and 
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morphology.
92, 93
 This type of insight would require experimental determination of 
temperature profiles within individual grains and across isolated grain boundaries. 
 
3.2 | Atomic Vibrations in Suspended Single-Crystal and Polycrystalline 
Membranes 
3.2.1 | In-situ SAED of Laser-Heated Membranes 
While the micro-Raman technique is a widely used tool for examining thermal 
properties of suspended thin films, we aimed to develop an analogous technique for 
membranes heated in-situ inside a TEM such that local vibrational amplitudes could 
potentially be probed from smaller sample regions via selected area electron diffraction 
and with simultaneous knowledge of grain structure and grain boundary morphology.  
Illustrated in Fig. 3.3, the membranes are excited with 515 nm laser light directed to the 
specimen region with a periscope and aluminum mirror near the TEM column. An 
aperture is placed in an intermediate image plane below the objective lens such that only 
electrons scattered from the selected sample area (i.e. the bright circle in Fig. 3.3C) 
contribute to the observed diffraction patterns. Local vibrational amplitudes – that is, the 
mean squared displacements of atoms <U
2
> – are then extracted via measurement of the 
Debye-Waller factor in observed elastic scattering. For unperturbed membranes at room 
temperature, absolute Debye-Waller factors are obtained by fitting the electron counts, 
Np, versus scattering vector, G, with a previously described model:
94
 
𝑁𝑝 = 
𝐼0
(𝜇2+𝐺2)2
exp (−< 𝑈2 > 𝐺2) (E3.3) 
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where the free parameter I0 is a constant encompassing non-scattering-vector-dependent 
quantities including beam-current, and μ is the inverse Coulomb screening length. For 
excited membranes, we measure the change in  <U
2
>  by tracking the suppression of 
elastic scattering  of the excited membranes as compared to the unperturbed membranes. 
In this case, the log of the intensity ratio, I/I0, is linearly proportional to the squared 
scattering vector magnitude, G
2
, as: 
−𝐿𝑁 (
𝐼
𝐼0
) =  𝛥 < 𝑈2 > 𝐺2 + 𝐶 (E3.4) 
In this manner, the local, laser-induced thermomechanical modulations in the lattice are 
measured as a function of excitation power (Fig. 3.3G). 
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Figure 3.3 In-situ selected area electron diffraction of laser-heated graphene membranes. 
(A) Schematic illustration of laser-heating in the TEM and the formation of selected-area 
diffraction patterns from elastic scattering (pink beams). Laser-light (515 nm) is directed 
to the specimen region by an aluminum mirror and excites a ~120 μm area. (B) Bright-
field image of a graphene membrane (scale bar: 1 μm) (C) Composite bright-field image 
displaying the selected region (white circle) which contributes to the observed electron 
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diffraction. Scattering from the region is isolated via insertion of an aperture [metallic 
square in (A)] in an intermediate image plane. (D) Selected-area diffraction pattern of a 
single-crystal membrane (scale bar: 0.5 Å
-1
) (E) Plots of electron counts versus scattering 
vector enable extraction of the Debye-Waller factor via Equation 3.4. (F) Plots of –
LN(I/I
0
) versus G
2 
 are used to monitor changes in the amplitudes of atomic vibrations 
(i.e. Δ<U
2
>) for varying laser power. (G) Extracted Δ<U
2
> values linearly increase with 
laser power. 
3.2.2 | Mean-squared Displacements in Single-Crystal Membranes 
 To evaluate the utility of SAED as a non-contact thermal probe sensitive to 
individual grains, we obtained measurements of the DWF for both single-crystal and 
polycrystalline graphene membranes excited with 515nm laser light. Illustrated in Figure 
3.4 for the effectively single-crystal membranes, the intensity of diffraction spots out to 
tenth-order were tracked as a function of laser power and used to extract the mean-
squared atomic displacements. Fitting electron counts to Equation 3.4 for diffraction 
patterns acquired with the laser off (Fig. 4D), we find values of 0.22 ± 0.05 Å
2
 and 0.47 ± 
0.08 Å
-1
 for the room-temperature mean-squared displacements <U
2
> and inverse 
Coulomb screening length μ, respectively.  
  43 
 
Figure 3.4 Non-excited and laser-excited mean-squared displacements of single-crystal 
membranes. (A) Example selected-area diffraction pattern of a single-crystal graphene 
membrane (scale bar: 0.5 Å
-1
) indexed by color arcs whose intensity are displayed in (C). 
(B) Plots of –LN(I/I
0
) versus G
2 
 with dashed lines representing linear fits used to extract 
Δ<U
2
>. (C) Intensities of diffraction spots out to tenth-order normalized to median laser-
off values. The colored dashes on the x-axis represent the shutter opening and closing to 
direct 14 mW (black), 18 mW (red) and 24 mW (blue) of green laser power to the 
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specimen. (D) Plots  of absolute electron counts versus scattering vector used to extract 
non-excited mean-squared amplitudes via fitting with Equation 3.4. (E) Extracted  values 
of Δ<U
2
> for three single-crystal membrane. Error bars represent normal error of slope 
from linear fitting of –LN(I/I
0
) vs. G
2
. The data is offset marginally on the x-axis for 
clarity. 
The surprisingly large values of <U
2
>, corresponding to a root-mean-squared 
(RMS) displacement length of 0.47 Å (nearly a thrid of the carbon-carbon bond-length), 
likely arise from out-of-plane displacement contributions due to nanoscale corrugations 
in the suspended membranes. Indeed, contributions from in-plane (Uxy) and out-of-plane 
displacements (Uz) to the observed <U
2
> depend on the incidence angle θ of the electron 
beam as < 𝑈2 >= (𝑈𝑥𝑦𝑐𝑜𝑠𝜃)
2
+ (𝑈𝑧𝑠𝑖𝑛𝜃)
2.
95
 While nominally the experiments were 
executed under normal incidence (i.e. down the [001] zone-axis), corrugations in the 
specimen result in tilting locally and allow for non-negligible contributions from of out-
of-plane displacements. For reference, the corrugations observed by Meyer et al.,
60
 with 
an average waviness of 5° and 5 Å amplitude (corresponding to an average out-of-plane 
displacement of ~3.2 Å), would lead to an observed RMS displacement length of ~0.28 
Å, roughly half that observed here. Interestingly, previous measurements
94, 95
 at normal 
incidence found RMS displacements about an order-of-magnitude lower than those 
observed here. We hypothesize that the disparity in suspended area results in varying 
degrees of corrugation in the suspended graphene and thus accounts for the dissimilar 
observations. 
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 Shown in Fig. 3.4 B and C, we observe an additional suppression of elastic 
scattering upon laser excitation at three different powers, and the change in <U
2
> is 
extracted from
 
the slope of the linear fits of -LN(I/I0) versus G
2
. Plotted in Fig. 3.4E, 
Δ<U2> increases linearly with excitation power from ~0.02 Å2 to ~0.05 Å2 for each 
membrane over the given power range. Notably, we do not observe an increase in strain 
greater than 0.1% for any membrane at any laser power. The absence of in-plane thermal 
expansion upon the large increase in atomic displacements (RMS ~0.14 Å to ~0.22 Å) 
implies that out-of-plane displacements from increased corrugation amplitude likely 
account for the observations;  in other terms, the power absorbed by the membranes 
results in further population of out-of-plane flexural phonon modes. Additionally, the 
increased width of high-order diffraction spots upon increasing laser power indicates the 
Ewald sphere intersects widened rel-rod cones, confirming a variance increase in the 
surface normals associated with heightened corrugation amplitude. 
3.2.3 | Mean-squared Displacements in Polycrystalline Membranes 
Similar experiments were also performed on two polycrystalline graphene 
membranes whose SAED patterns are shown in Fig. 3.5 A & B. In this case, the 
integrated intensity of the first six radii were tracked as a function of laser power (Fig. 3.5 
C & D), and modulations of <U
2
> were extracted from plots of –LN(I/I0) versus G
2
 (Fig. 
3.5 E). We performed the same radial-integration technique on the single-crystal 
membranes such that direct comparison between the membranes remains appropriate 
(indeed, the two data-analysis techniques performed show similar results).   The Δ<U2> 
versus laser power plots in Fig. 3.5 F indicate that no statistically significant differences 
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were observed between the two polycrystalline membranes or as compared to the single-
crystal membranes.  We should note here that, while the laser spot-size (<1 μm FWHM)  
in the opto-thermal Raman technique results in heat-dissipation occurring entirely within 
and at the boundaries of a single membrane, the laser spot-size exciting the specimen in 
the TEM (~120 μm FWHM) is much larger than the membrane radii. As a result, the 
observed pseudo-steady-state temperatures of the membranes are largely dictated by the 
heat dissipation conditions of the supporting grid and holey Si3N4 film, and 
measurements are insensitive to minor variations in thermal transport properties of 
different membranes. Nonetheless, it is interesting that equally large displacement 
amplitudes are observed for the polycrystalline membranes, indicating population of out-
of-plane phonon modes also occurs in smaller grains.    
 
  47 
Figure 3.5 Non-excited and laser-excited mean-squared displacements of polycrystalline 
membranes. (A, B) Selected-area diffraction pattern of the two analyzed polycrystalline 
graphene membranes  (scale bar: 0.5 Å
-1
) indexed by color arcs whose intensity are 
displayed in (C, D). (C, D) Intensities of diffraction spots out to sixth-order normalized to 
median laser-off values. The transparent colored boxes represent the an open shutter with 
14 mW (black), 18 mW (red) and 24 mW (blue) of green laser power directed to the 
specimen. (E) Plots of –LN(I/I
0
) versus G
2 
 with dashed lines representing linear fits used 
to extract Δ<U
2
> for the two membranes in (A) and (B) (F) Extracted  values of Δ<U
2
> 
for the two polycrystalline membranes as compared to the single-crystal membranes. 
Error bars for the polycrystalline data points represent normal error of slope from linear 
fitting of –LN(I/I
0
) vs. G
2
. Error bars for the single-crystal data points represent the 
standard deviation of the extracted values for three different single-crystal membranes. 
The data is offset marginally on the x-axis for clarity. 
3.2.4 | Atomic Vibrations within Individual Grains 
Probing vibrational amplitudes with SAED offers the additional utility of 
examining grains individually – that is, elastic scattering from misoriented grains can be 
analyzed independently. Shown in Fig. 3.6 A, azimuthal integration over a fixed 
scattering vector magnitude isolates discrete peaks with intensity sensitive to atomic 
displacements only within that particular grain. However, minor sample drift upon laser 
excitation results in varying areas of illumination within the selected-area aperture region 
and thus intensity variations of peaks relative to one another. As such, extraction of the 
DWF for individual grains is modified such that each time-point is normalized by a low-
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order diffraction spot, canceling the illumination dependency. The change in mean-
squared displacements, Δ<U2> is then given by Equation 3.5 below: 
𝛥 < 𝑈2 >=
𝐿𝑁(
𝐼𝑗
𝐼𝑖
)𝑙𝑎𝑠𝑒𝑟 𝑜𝑛−𝐿𝑁(
𝐼𝑗
𝐼𝑖
)𝑙𝑎𝑠𝑒𝑟 𝑜𝑓𝑓
𝐺𝑗
2−𝐺𝑖
2  (E3.5) 
where I is the intensity of an azimuthal peak at radii indicated by the subscripts j and i, 
and G is magnitude of the scattering vector at radii i and j.  
 
Figure 3.6 Mean-squared displacements within individual grains. (A) Azimuthally 
integrated traces of the (110) reflection with labeled peaks corresponding to the 
individual grains analyzed. (B) Values of Δ<U
2
>  extracted for 3 grains in two 
polycrystalline membranes via application Eq. 5 and averaging calculations with j = 5, 6 
and i =1, 2. (C) Extracted  values of Δ<U
2
> for the three grains in each polycrystalline 
membrane as compared to the single-crystal membranes (green) and the collectively 
analyzed polycrystalline membrane (purple square/circle). Error bars for the 
polycrystalline data points represent the standard deviation of 4 calculations of Δ<U
2
> 
with j = 5, 6 and i =1, 2. Error bars for the single-crystal data points represent the 
standard deviation of the extracted values for three different single-crystal membranes.  
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Again, we test the analysis on single-crystal membranes and compare the 
measurements with three grains in each polycrystalline membrane. Displayed in Fig. 
3.6C, we identify a grain in both membranes whose atomic displacement modulation 
varies significantly from other grains in the membrane and that of the single-crystal 
membranes; particularly at high-powers, it appears the increase in out-of-plane 
displacements is quenched in grains A1 and B2 as compared to the other grains. While it 
is unclear why this behavior arises for certain grains, the collective Δ<U2> of the PC 
membranes, somewhat expectedly, lies near the average of the individual grains. We 
expect that further systematic experimentation with more precisely controlled grain 
morphologies and misorientation angles will be required to elucidate the observed 
dissimilarities.  
 
3.3 | Outlook  
The in-situ laser-heating experiments presented here offer a depiction of the 
vibrational behavior of the graphene membranes at pseudo-equilibrium conditions with 
temperatures dictated by heat-dissipation of the support structure. While the 
measurements indicate the magnitude of projected out-of-plane displacements at different 
excitation conditions, phonon kinetics within the membrane occur at time-scales well 
below those achievable under the present experimental conditions. However, access to 
non-equilibrium phenomena could be achieved via stroboscopic extension of the current 
techniques – that is, exploiting the SAED modality of fs- and ns- ultrafast electron 
microscopy (UEM). Indeed, the  rippling dynamics of large-area single-crystal graphene 
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membranes have been investigated with this technique,
96
 and the results showed – after 
an initial lattice expansion flattened the corrugations (~5 ps time-scale) – the onset of a 
long-lifetime amplitude enhancement of the intrinsic ripples. Similarly, flexural modes 
conforming to corrugated specimen morphology have been observed on these time-scales 
via fs-bright-field imaging.
43
 We envision that phonon kinetics in polycrystalline 
graphene could be monitored by tracking the DWF associated with each individual grain 
as a function of time-delay. In this case, dynamical phonon population and relaxation in 
sub-lattices would be sensitive to scattering events at individual interfaces and mode 
confinement within grains of specific size and morphology. While the proposed 
experiments offer unique insight, a variety of practical challenges – largely pertaining to 
obtaining beam-current sufficient for adequate signal-to-noise – must be mitigated to 
render them feasible.
75
    
3.4 | Summary 
In conclusion, the two non-contact laser-heating “thermometry” techniques 
employed here provide auxiliary insight into thermal transport and vibrational modes in 
suspended graphene structures. The small exitation spot-size of the Raman “laser-flash” 
technique offers sensitivity to deviations in heat conduction arising as contributions to 
phonon-scattering from GBs dictate effective transport properties, and we observe a five-
fold reduction in thermal conductivity upon reducing grain sizes from ~2.1 μm to ~ 400 
nm. Atomic structural information afforded by in-situ SAED, on the other hand, unveils 
the large population of out-of-plane vibrations which persist for membranes of dissimilar 
grain size. The experimentally determined values of RMS displacements – nearly 0.47 Å 
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at room-temperature and increasing linearly from 0.61 to 0.69 Å upon laser excitation 
spanning 14  to 24 mW – suggest out-of-plane contributions dominate elastic-scattering 
supression and the commensurate DWF. While flexural phonon modes are known to 
dominate thermal transport in monolayer graphene, the extreme out-of-plane amplitudes 
observed (as compared to previous measurements of the DWF) motivate further 
systematic study into the thermomechanics of suspended 2D structures with varying 
levels of support.   
 Additionally, we have extracted vibrational dynamics of individual crystalline 
grains via analysis of their isolated diffraction spots, and we expect the experimental 
framework outlined here will aid in future quantitative measurements of properties local 
to grains just a few nanometers in size. Further, extension of the technique to the 
stroboscopic domain (i.e. ns or fs-UEM) would enable non-equilibrium depictions of 
phonon population and relaxation within individual grains and offer insight into 
interfacial confinement and scattering. The results reported here illustrate the utility of 
both correlative and in-situ electron diffraction techniques in investigating modes of 
thermal transport in nanostructured thin-film materials.  
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4 | In Situ and Ultrafast Structural 
Transitions in TaS2: An Illustration of 
Operational Challenges in UEM 
 
In this chapter, we discuss a variety of in situ and stroboscopic experiments 
performed on exfoliated flakes of TaS2 with 1T- and 4Hb- polytypes. The material 
exhibits a superlattice of charge-ordering known as charge-density waves with structure 
highly-dependent on temperature, stacking-order, and doping level.
81, 82, 97
 The complex 
phase equilibria and resulting physical phenomena occurring at different thermodynamic 
conditions represent open questions regarding structure-function relationships in the 
material and make it a promising candidate for study with non-equilibrium techniques 
such as UEM. However, the complexity of the charge-ordering phase-diagram with 
respect to temperature and stacking-order also magnify a variety of practical challenges 
associated with UEM experiments. For one, the elevated operating temperatures 
associated with employment of intense high-frequency (~10 kHz to 1 MHz) laser pulse-
trains often lead to pseudo-steady-state conditions well outside of the range where 
charge-ordering occurs. Second, strong shear-waves resulting from laser-excitation can 
lead to irreversible changes in local polytype and thus preclude stroboscopic operation.
98
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Finally, time-scales
69, 99
 for charge-order melting are on the order of the electron packet 
duration in UEM and care must be taken to deconvolute intrinsic time-scales for material 
response from instrument response. Here, we discuss observations in the context of 
applying appropriate experimental parameters in UEM operation. 
 
4.1 | COMSOL Simulations of Rep. Rate Dependent Specimen Temperature 
 
To illustrate and investigate the range of pseudo-steady-state operating temperatures 
in UEM, we have performed time-dependent finite-element simulations with the 
COMSOL Multiphysics heat-transfer module. Laser-excitation is simulated by 
employing a time-dependent volumetric heat-source which represents optical absorption 
of a laser-pulse with defined pulse energy (~0.1 μJ) within the specimen volume. We 
follow the specimen heating conditions (via continuum heat transfer with relevant 
conduction and radiation terms) over the microsecond to millisecond time-scales as the 
pulse-trains result in convergence to a pseudo-steady-state temperature. We have studied 
two common support structures in TEM experiments: a holey silicon nitride support film 
and a bulk crystal polished to a wedge.  
Shown in Figure 4.1, the holey Si3N4 and Ge wedge take ~0.1 ms and ~0.2 ms, 
respectively, to relax back to room-temperature after a single-pulse, and thus any 
repetition rate above 5 kHz (Si3N4) and 10 kHz (Ge) results in elevated operating 
temperatures. Indeed, we can see that over the course of a millisecond temperatures can 
exceed 1000 K for both specimens at repetitions rates greater than 200 kHz and exceed 
400K for the Si3N4 support even at 50 kHz. Despite minimal optical absorption, the 
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silicon nitride film suffers from poor thermal conductivity and insufficient thermal flux to 
a surrounding heat sink. As such, this support structure is far from an ideal UEM 
specimen if we seek to operate at elevated rep. rates often required for sufficient beam 
current.  
 
Figure 4.1 Elevated pseudo-steady-state operating temperatures of UEM specimens. (A) 
Heat-transfer dynamics of a holey silicon nitride support film (B) Heat-transfer dynamics 
of a polished Ge wedge 
For the Ge wedge, we also investigated the dependencies of operating temperature on 
the spatial position of the pump on the specimen and with respect to various regions of 
interest. Figure 4.2 shows the heat-transfer dynamics of regions of interest at the center of 
a pump beam located in three spots on the edge of the wedge. While we see marginal 
changes in temperature due to the tilted contact with support slot grid (i.e. the heat sink is 
further away from corner 1 than corner 2), the effect of moving the pump beam to a 
thicker portion of the wedge results in much greater temperature disparities. In Figure 
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4.3, we show the temperature at corner 1 with the pump beam centered at the corner and 
with it moved forward and backward 100 μm. With the pump beam centered in a thicker 
region of the wedge, we not only see a ~300 K increase in operating temperature at 200 
kHz but a delay in the onset of dynamics resulting from heat propagation to the region of 
interest. These conditions are not ideal for UEM and illustrate the importance of pump-
beam alignment on the specimen. Moving the pump beam towards the vacuum region 
100 μm, however, effectively reduces the fluence and thus decreases both the magnitude 
of the individual temperature jumps and baseline operating temperature. Fig. 4.3B 
illustrates various laser conditions comparing the pump beam centered at the edge and 
towards the vacuum; the results suggest intentionally placing a portion of the beam over 
the vacuum region could result in decreased operating temperatures at much higher rep. 
rates (blue trace) or heightened pulse energies (red trace). Nonetheless, we can discern 
that the heat-transfer conditions of the specimen are of critical importance in practical 
execution of delicate UEM experiments. 
 
  56 
Figure 4.2 Temperature dependence on the spatial position of the pump beam on the 
edge of the wedge. Temperatures of probed within the center of the beam  
 
Figure 4.3 Temperature dependence on the spatial position of the pump beam with 
respect to the edge of the wedge. Temperatures of probed at the corner of the wedge for 
all pump positions. (A) Moving the pump beam from the vacuum region to the corner of 
the wedge, and to a thicker portion of the wedge results in a large increase in operating 
temperature due to increase volumetric absorption in thicker regions. (B) Delocalizing the 
pump beam toward the vacuum region could potentially decrease the operating 
temperatures for similar pump conditions (black), increased individual temperature jumps 
(red), or higher rep. rates (blue) with respect to a pump beam centered on the corner of 
the specimen (light blue). 
 
4.2 | In Situ Structural Phase Transitions in TaS2 
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4.2.1 | Laser-heating 4HB- and 1T-TaS2 Flakes 
 
While numerous open questions remain regarding the role of atomic structure and 
structural perturbations (i.e. dislocations, phonons, etc.) on correlated electronic 
phenomena in TaS2,
70, 100, 101
 the complex phase equilibria make TaS2 a delicate 
specimen-of-interest in UEM. As discussed the previous section, pin-pointed the 
operating temperature (and the consequent ground-state thermodynamic equilibria) can 
be a non-trivial task. To determine suitable repetition rates for studying phase transitions 
– that is, finding operating conditions such that the ground state lies in a specific portion 
of the phase diagram and laser-excitation drives a transition to a new phase – we have 
performed in situ electron diffraction in thermionic mode (i.e. temporal resolution on the 
millisecond to second time-scales) with laser excitation at variable repetition rates. Figure 
4.4 shows the results of laser excitation at rep. rates between 1 and 13.3 kHz for two 
different TaS2 flakes. Both flakes are exfoliated thin-flakes (~50 nm thick) with lateral 
dimensions of ~2 μm supported by a 50nm thick holey Si3N4 support. It is immediately 
apparent that the flakes show different charge-ordering structures which result from 
different polytypes. Although the as-acquired flakes (HQ Graphene, Inc.) were nominally 
1T type (as determined by XRD) the different flakes appear to show 4HB behavior (top) 
as well as 1T behavior (bottom). While it is unclear whether this transition occurs during 
the exfoliation process, it is likely that some flakes undergo a transition after intense 
laser-excitation – that is, they are quenched to a new phase after intense heating and 
subsequent rapid cooling occurs upon turning off the laser. Nonetheless, we can compare 
the behavior of the 4HB- and 1T- polytypes.  
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For the laser-heating studies we switch back and forth between illumination at 1 
kHz and illumination at a specified higher rep. rate to both observe phase transitions and 
determine their reversibility. Figure 4.4 shows the electron diffraction patterns at 
different rep. rates for the 4HB- and 1T-flakes and the intensity of a selected radius as a 
function of azimuthal angle; the transparent red regions represent the laser-on at higher 
rep. rates.   For the 4HB-flakes we observe a suppression of the intensity of the satellite 
spots (corresponding to the 13a0 superlattice) just above 5 kHz. Interestingly, as the 
intensities of these spots fade, we see an additional diffuse spot appear in between the 
two spots. In each case, the previous phase can be restored by lowering the rep. rate to 1 
kHz. It is likely that this behavior corresponds to a transition from a nearly-
commensurate phase with two superimposed, rotated domains (the α- and β-rotated √13a0 
superlattices)
82
 to an incommensurate phase observed in 1T-TaS2 also. This transition 
likely occurs near 315 K as resistivity traces indicate a 1
st
-order transition near this 
temperature. 
 Seen in the bottom of Figure 4.4, we examine the behavior of the 1T-TaS2 of the 
√13a0 diffraction spots. In this case, we see only marginal fading until the spots disappear 
completely at 10 kHz (they are reversible, though the laser off behavior is not shown 
here). Notably, 13a0 spots are not visible at any rep. rate; it is unclear whether this is 
because they are too faint to achieve good signal-to-noise or that symmetry isn’t satisfied 
in this particular flake. Nonetheless, the transition observed likely corresponds to the 
well-studied nearly-commensurate to incommensurate transition that occurs around 350 
K.  
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Figure 4.4 TaS2 Phase Transitions Driven by Laser-heating at Varying Rep. Rates. (Left) 
Electron diffraction acquired with laser-excitation at the specified rep. rates for the 4HB- 
(top) and 1T- (bottom) polytypes. (Right) Azimuthally integrated rings for the 13a0 
superlattice in 4HB-flakes (top) and √13a0 superlattice in 1T-flakes (bottom). The 
transparent red regions indicate an increase in rep. rate to that specified on the x-axis. 
 The relatively low rep. rates in which these transitions occur would make UEM 
study of these materials quite difficult owing to the simultaneous requirements of low 
pseudo-steady-state temperatures (below 315 K for the 4HB- and 350 K for the 1T-TaS2) 
  60 
and sufficient beam-current to discern faint superlattice spots. The results of this study 
and the suggestions from the COMSOL simulations indicate that the silicon nitride 
support structures are far from ideal and a specimen with better heat-transfer properties 
will likely be required for stroboscopic studies of TaS2. 
4.2.2 | Temperature dependence of 4HB-transition via electron diffraction with cryo-
holder 
  It is important to note that the specific rep. rates where transitions occur are 
unique to individual flakes as each flake has different heat-transfer conditions. It would 
be convenient to have an idea of which temperatures (rather than rep. rates) these 
transitions occur. For this purpose we have obtained electron diffraction at temperatures 
between 90 K and 375 K with a liquid nitrogen holder equipped with a resistive heating 
element.  Shown in Figure 4.5, we acquire electron diffraction patterns at temperatures 
ranging from 90 K to 375 K on a 4HB-TaS2 flake. The trace shows a gradual increase in 
the intensity of the 13a0 reflections from 90 K to ~225 K at which point we observe a 
distinct maxima. Upon a sharp decrease in the intensities of these spots, an increase in 
intensity is observed for the intermediate spot corresponding to the incommensurate 
phase. Just above 325 K we see a sharp decrease in the intensity of all superlattice spots. 
These results indicate that the 4HB-flakes gradually transition from nearly-commensurate 
behavior to incommensurate behavior between 275 K and 325 K and become fully 
incommensurate above this temperature. Additionally, the results confirm that the 
behavior observed in the laser-heating studies is indeed the result of steady-state 
temperature effects rather than some optical phenomena. Indeed the observed transition 
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temperatures represent an upper limit to pseudo-steady-state operating temperatures 
suitable for performing stroboscopic studies of particular phase transitions. 
 
Figure 4.5 Temperature-dependent electron diffraction elucidates 4HB-phase-transitions. 
(Top) Electron diffraction from a 4HB-TaS2 flake at selected temperatures. (Bottom left) 
Azimuthally integrated rings for the 13a0 superlattice as a function of temperature. The 
purple and green blocks indicate the regions in which we observe a gradual transition 
from nearly-commensurate to incommensurate followed by a sharp transition to fully 
incommensurate. (Bottom right) Intensity traces taken from the angles specified by the 
colored lines in the azimuthal traces.  
 
4.3 | Single-pulse Switching of Satellite-spot Orientation 
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 Thus far we have discussed phenomena resulting from temperature rises on the 
millisecond time-scale dictated by specimen heat dissipation. Indeed these results, though 
at pseudo-steady-states, represent equilibrium phenomena.  We have additionally 
observed metastable transitions arising from excitation with single laser pulses. This 
peculiar phenomena was first discerned when laser-on diffraction showed additional 
satellite spots not present in laser-off diffraction. Shown in Figure 4.6, diffraction 
patterns acquired with the laser-off (A) and laser-on at 1 kHz (B) show distinct features. 
First, the spots present in both patterns are much fainter. Second, a set of spots with 
identical symmetry, though rotated, appear upon laser excitation. Upon pulse-picking 
down to 1 Hz, we observed switching behavior of the orientation of the nearly-
commensurate triangles present in diffraction. A composite diffraction pattern generated 
via subtraction of the pre-laser-pulse from the post-pulse diffraction (Fig. 4.6 C) 
illustrates this phenomena, and, as seen in Fig. 4.6 D & E the pre- and post- triangles are 
rotated by ~28 degrees. It is likely that this orientation flipping corresponds to transitions 
between the α- and β-rotated √13a0 superlattices.
82
 
While the mechanism of this transition is unclear, some type of dislocation 
motion and pinning is a likely source. Interestingly, we note that the coexistence of the α- 
and β-rotated √13a0 superlattices form the basis of the superstructure of the 4HB-
polytype. It is known that the interpolytypic transition between 1T- and 4HB- occurs via a 
shear mechanism in which layers in between partial dislocations glide to form different 
stacking structures.
102
 We hypothesize that a shear wave generated by laser excitation 
alters the dislocation structures within the lattice and flips the domain after motion is 
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pinned. The resulting lattice indeed must have two metastable equilibrium structures and 
relaxes to one of the two after each shear motion.  
 
Figure 4.6 Superstructure Domain Flipping Via Single-Pulse Optical Excitation. (A) 
Electron diffraction of a 1T-TaS2 flake acquired with the laser-off (B) Electron 
diffraction of a 1T-TaS2 flake acquired with the laser-on at 1 kHz showing additionally 
diffraction spots. (C) Composite diffraction pattern generated via subtraction of the pre-
laser-pulse from the post-pulse diffraction (D, E) Rotated superstructure triangles after a 
single laser-pulse 
 The metastability on display here is another challenge in performing UEM 
experiments as the non-equilibrium behavior must be reversible. The peculiar switching 
behavior here indeed resulted in equal population of two metastable states at 1 kHz 
repetition rate implying the domain was continuously flipping between the states during 
the acquisition period. Many variants of this behavior can occur in UEM experiments. 
For instance, if a mechanical resonance rings longer than the appropriate relaxation time 
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dictated by the rep. rate, diffraction or real-space images can be acquired over a range of 
effective Bragg angles; thus, the resulting patterns are an average over every state present 
during the many pulses required for acquisition. Similarly, a structural transition which 
does not relax to its original state in the appropriate time (i.e. 1/f) will contain various 
artifacts of aliasing. Executing proper controls for correct interpretation of dynamics is of 
critical importance. 
 
4.4 | Ultrafast Melting of Charge-order in Real-space and Diffraction-space 
 To facilitate studies of the ultrafast melting of charge-order in a 1T-TaS2 flake, we 
prepared a sample supported by a 2000-mesh copper grid. Heat-dissipation is aided in 
this support structure by the 18 μm thick copper grid bars sitting in a 6 μm square lattice; 
thus we can operate at increased rep. rates (while maintaining low operating 
temperatures) and higher beam currents sufficient for achieving good signal-to-noise for 
the faint superlattice spots. Additionally, the flakes are suspended over an area nearly 7 
times as large as the Si3N4 holes, and elastic scattering from the larger region also 
increases signal-to-noise for the CDW reflections. 
 Shown in Figure 4.7, we observe charge-order melting of the nearly-
commensurate phase in 1T-TaS2 on the few-ps time-scale. We acquire electron 
diffraction patterns at time-delays ranging from -25 ps to 100 ps in random order as a 
control measure to ensure dynamics are indeed from ultrafast melting. The intensity of a 
spot indicated in Figure 4.7A by the square is plotted as function of time delay and fitted 
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to an inverted and scaled error function such that we extract an idea of the temporal 
response of the melting. The observed time constant for the process is 6.6 ps.  
 
Figure 4.7 Ultrafast electron diffraction and imaging of charge-order melting in 1T-TaS2. 
(A) Photoelectron diffraction pattern for the TaS2 flake shown in the DF-image in (C). 
(B) Ultrafast kinetics of a nearly commensurate superlattice reflection (A, sqaure) 
intensity. We extract a time constant of 6.6 ps. (C) Representative dark-field image from 
a ultrafast temporal scan. Analysis was performed on the region indicated by the red line 
as particularly swift dynamics were observed here. (D) Space-time contour plot for the 
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region indicated by the red-line in (C). We believe the fast intensity suppression is a real-
space manifestation of the charge-order melting observed in diffraction. 
Notably, this scan was acquired with particularly high electron packet population 
to achieve sufficient signal-to-noise. Under these conditions, we might expect a 
broadening on the temporal envelope of the electron packet and effectively convolute the 
intrinsic material response.
30
 Indeed, previous studies have seen a range of time constants 
for the melting process (~0.5 ps to ~5 ps),
69, 99
 though each experiment has its own 
instrument response and indeed material responses of the many phases and morphologies 
of charge-ordering are likely to vary significantly. More than anything, the diffraction 
kinetics observed in this experiment illustrate the critical need for systematic 
determination of the instrument response function in UEM (we will discuss our efforts 
and approaches to this process in chapters 5 & 6). 
 We also acquired a temporal scan of dark-field images on this flake. In this case, 
we placed the objective aperture over a group of superlattice reflections to form the time-
resolved dark-field images such as those shown in Figure 4.7C. Notably, each image was 
acquired over 50 seconds with a CCD binning of 4 to achieve maximum counts (binning 
increases effective counts by 2
n
 though reducing the sampling frequency). Shown in 
Figure 4.7 C & D, we have identified a region which shows modulation of contrast (in 
this case intensity suppression of a small contour) features on timescales similar to those 
extracted from the electron diffraction experiment. While a more rigorous analysis would 
be require to verify or indeed form an interpretation, we believe this provides enough 
evidence to conclude that ultrafast studies of these phase transitions could be resolved 
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with nm spatial resolution. However, clearly this is a delicate experiment, and 
optimization of electron collection and stability as well employment of a more sensitive 
CCD will likely be required to perform systematic experiments.  
 
4.5 | Summary 
 
In this chapter, we have outlined a variety of practical challenges in UEM which 
are well exhibited by experimentation on thin flakes of TaS2. COMSOL simulations 
showed elevated operating temperatures for different support structures illuminated by a 
laser at rep. rates ranging from 5 kHz to a MHz. For the different TaS2 flakes, this 
resulted in pseudo-state-operating temperatures surpassing phase transition temperatures 
even at modest fluences and rep. rates below 10 kHz. The temperature dependence was 
revealed via electron diffraction patterns acquired in a liquid nitrogen cryo-TEM 
specimen holder and showed that this transition indeed occurs near room temperature for 
the 4HB-polytype. Additionally, a single-pulse switching effect was observed in which 
the orientation of charge-order rotated by ~28° after excitation with a single laser-pulse 
and could be reversed with an additional pulse. This type of irreversible or semi-
irreversible process complicates stroboscopic UEM studies, either hindering their 
interpretation or making them altogether impossible. Finally, we illustrated diffraction 
and dark-field image kinetics of superlattice spots on the ultrafast time-scale. Though a 
time constant of 6.6 ps was observed, the electron packet duration in UEM and 
commensurate instrument response were unknown, and intrinsic time-scales for material 
response must be deconvoluted from instrument response for proper interpretation. While 
  68 
a plethora of challenges exist, some local real-space information was extracted and we 
believe direct observations of charge-order dynamics on their native spatiotemporal 
length-scale can indeed be achieved. 
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5 | Consequences of Spatiotemporal 
Overlap of Intense Laser-fields and 
Ultrashort Electron Packets 
 
  
 In ultrafast electron microscopy (UEM) experiments, the initial excitation period is 
comprised of spatiotemporal overlap of the pump photon pulse and probe photoelectron 
packet.  Generation of evanescent near-fields at the nanostructure specimens produces a 
dispersion relation that enables coupling of the photons (ħω = 2.4 eV, for example) and 
freely-propagating electrons (200 keV, for example) in the near-field.  Typically, this 
manifests as discrete peaks occurring at integer multiples (n) of the photon energy in the 
low-loss region of electron-energy spectra (i.e., at 200 keV ± nħω eV). In the weak-
interaction regime (i.e., relatively low pump-laser fluence), the time-dependent cross-
section of the zero-loss peak (ZLP) is precisely the convolution of the electron and 
photon temporal profiles. While this increased electron-energy  dispersion holds 
additional imaging resolution implications from additional chromatic aberration during 
temporal overlap, the time-dependent behavior of electron-photon coupling acts as a 
sensitve indicator of electron packet properties (i.e. temporal envelope width, space-
charge chirp, velocity-space correlations, etc.). 
      In this chapter, we describe a technique for in situ characterization of ultrashort 
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electron packets that makes use of coupling with photons in the evanescent near-field of 
the specimen.  We show that within the weakly-interacting (i.e., low laser fluence) 
regime, the zero-loss peak temporal cross-section is precisely the convolution of electron 
packet and photon pulse profiles.  Beyond this regime, we outline the effects of non-
linear processes and show that temporal cross-sections of high-order peaks explicitly 
reveal the electron packet profile, while use of the zero-loss peak becomes increasingly 
unreliable.  
 Additionally, we examine the UEM imaging resolution implications of the strong 
inelastic near-field interactions between the photons employed in optical excitation and 
the probe photoelectrons.  We find that the additional photo-induced energy dispersion 
occurring when swift electrons pass through intense evanescent near-fields results in a 
discrete chromatic aberration that limits the spatial resolving power to several angstroms 
during the excitation period. 
 
5.1 | Instrument Response via Time-dependent Coupling of Electrons and 
Photons 
 
The variable time delay dictated by the position of the stage allows one to 
temporally scan (in this case) the photon pump pulse across the electron probe packet, 
each with a fixed spatial position (i.e., at the specimen location).  One consequence of 
illumination of the specimen with the photon pump pulse is light scattering and near-field 
enhancement, the intensity and spatial arrangement of which depend upon the material 
properties and feature shape.
103, 104, 105
  When spatiotemporally overlapped at the 
specimen, the freely-propagating electrons (with energy E, e.g., 200 keV and comprising 
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the ZLP) in the probe packet can absorb photons (with energy ħ, e.g., 2.4 eV, where ħ is 
the reduced Planck constant and  the angular frequency of light) in the pump pulse and 
transition into discrete excited states (E + nħ, where n is an integer).  This process, 
known as the photon-induced near-field effect (PINEM), is described experimentally and 
theoretically in detail elsewhere.
106, 107, 108, 109
  In UEM, evidence for electron-photon 
coupling is experimentally observed in the low-loss region of the electron-energy 
spectrum.  Precise spatiotemporal overlap at the specimen produces discrete peaks 
occurring at integer multiples of photon quanta to both the loss (-nħ) and what 
corresponds to the gain (+nħ) side of the ZLP.106, 110 
In PINEM, electrons in the probe packet gain quanta of energy only in the 
presence of the photon pump pulse (and only when both are spatially overlapped at the 
specimen).  The intensity response (i.e., electron counts) of the ZLP in the energy 
spectrum is therefore directly related to the cross-correlation of the photon (pump) pulses 
and electron (probe) packets.  This is because the lifetimes of the plasmonic effects that 
lead to generation of the evanescent near-field are much shorter than the photon pulse 
durations typically employed in UEM.  That is, the temporal envelope of the near-field 
directly follows the photon pulse.  As such, and akin to optical auto-correlation, this 
interaction can in theory be used to sample and characterize the temporal envelope of the 
electron packets by varying the (temporal) overlap (at a fixed spatial position) of the 
pump and probe and measuring the associated intensity response of the ZLP.
38, 111, 112
  
Because interaction between the freely-propagating electrons and the photons can occur 
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only in the near-field of the specimen, appropriate deconvolution allows for electron 
packet characterization precisely at the specimen location. 
5.1.1 Energy Spectra and the Instrument Response Function  
Determining the relation of the observed temporal behavior of low-loss energy 
spectra to the true photoelectron packet properties requires examination of the intensity 
dependence of PINEM transitions.  Considering a first-order transition probability that is 
linearly proportional to the evanescent field intensity,    1 pQ t I t , the probability 
density of the electron packet that has gained one photon of energy is given by Equation 
5.1. 
𝑃1(𝑡; 𝜏) = 𝑄1(𝑡)𝑃𝑒(𝑡 + 𝜏) = 𝛼𝐼𝑝(𝑡)𝑃𝑒(𝑡 + 𝜏)  (E5.1) 
Here, Pe(t) is the probability density of the electron packet, Ip(t) is the intensity profile of 
the pump laser pulse, and  is the time delay.  Integration over the entire electron packet 
then yields a first-order population (E5.2). 
𝑃1(𝜏) = ∫ 𝛼𝐼𝑝(𝑡)𝑃𝑒(𝑡 + 𝜏)𝑑𝑡 = 𝛼{𝐼𝑝𝑃𝑒}(𝜏)
∞
−∞
  (E5.2) 
In Equation 5.2,  signifies cross-correlation.  Thus, for electron-photon coupling in the 
linear regime, the temporal dependence of both the first-order peak and the ZLP, P0() = 
1 – 2P1(), is proportional to the cross-correlation of the electron packet and photon 
pulse, which is by definition the UEM IRF. 
At laser fluences typically employed in UEM experiments, electrons can absorb 
multiple photons, and as a result, population of n
th
-order states (where n > 1) also 
contributes to depletion of the ZLP.  Nevertheless, theoretical examination of the PINEM 
effect indicates that the linear approximation is indeed valid in the weak-interaction limit.  
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That is, it is valid when the Bessel function of the first kind describing the intensity 
dependence of the PINEM transition probabilities can be approximated to the first term in 
the Taylor series shown in Equation 5.3.
107
 
𝑄𝑛 = |𝐽𝑛{𝛽𝐼𝑝(𝑡)
1 2⁄ }|
2
≈
𝛽2𝑛
2𝑛𝑛!
𝐼𝑝(𝑡)
𝑛     for     𝛽𝐼𝑝(𝑡)
1 2⁄ ≪ √𝑛 + 1  (E5.3) 
In Equation 5.3, β is a proportionality constant, and Jn is an n
th
-order Bessel function of 
the first kind.  The effects on the energy distribution when in the weak-interaction limit 
are illustrated in Figure 5.1, where varying overlap produces a significant depletion of the 
ZLP around zero time delay.  The resulting temporal cross-section [Fig. 5.1(c)] takes on 
an inverted Gaussian shape with a total FWHM of 𝚫𝟎 ≈ √𝚫𝒆𝟐 + 𝚫𝒑𝟐 , which is a 
convolution of the electron packet and photon pulse durations.  Furthermore, in the weak-
interaction limit, the Gaussian temporal widths of n
th
-order peaks [side-bands in Fig. 
5.1(a,b)] are 𝜟𝒏 ≈ √𝜟𝒆𝟐 +
𝜟𝒑
𝟐
𝒏
, where σ is the standard deviation and Δ = 2[2ln(2)]0.5·σ. 
 
 
Figure 5.1  Pulse characterization via the photon-induced near-field effect. (a,b) 
Calculated time/energy phase space plots.  Narrowing of the temporal widths for higher 
order peaks is evident in (a), while depletion of the ZLP around zero time delay can be 
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seen in (b).  (c) Temporal cross-section of the ZLP.  In the weak-interaction limit, the 
temporal dependence of the zero energy-loss cross-section (Δo) is the convolution of the 
electron packet (Δe) and photon pulse (Δp) temporal profiles. 
Notably, n
th
-order states are populated within an effective optical pulse length 
range of 
𝜎𝑝
√𝑛
; n
th
-order transitions are probable only for delays in which there is sufficient 
overlap for n transition events to occur.  As also observed in the recently-reported laser-
streaking approach,
113
 higher orders show decreasing temporal widths, as the threshold 
intensity is an exceedingly small portion of the laser pulse.  In principle, any of the 
higher-order peaks (n > 1) could be separated by using the effective optical pulse duration 
to obtain the temporal profile of the electron packet, though the ZLP is typically chosen 
due to its relatively large signal. 
5.1.2 | Effects of Increasing Interaction Strength 
 
In the weak-interaction limit, linear depletion of the ZLP results in a temporal 
signal that is precisely the convolution of the incident electron packet and photon pulse 
profiles.  Higher-order peaks are populated in a similar manner, though the probabilities 
are low, and the time window for these transitions becomes increasingly narrow.  In this 
weak-interaction regime, direct determination of electron packet properties from low-loss 
energy spectra is not hampered by inherent artifacts introduced by non-linear effects.  For 
increasing interaction strengths, however, broadening of the temporal widths and 
deviation from Gaussian behavior have been observed.
107
  These artifacts are the direct 
result of non-linear effects that occur at the increased fluences often employed in UEM 
experiments.  In general, electron-photon coupling behavior is dependent on both the 
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intensity of the pump laser pulse and the optical properties of the specimen, which gives 
rise to the evanescent near-field.  The interaction parameter (Ω), defined as the argument 
of the Bessel function in Equation 5.3, encompasses these dependencies for arbitrary 
fluences and specimens. 
For a focused electron beam, the oscillatory nature of the fluence dependence 
results in alternating depletion and population of peaks for different interaction strengths, 
as illustrated in Figure 5.2(a).  For example, in the weak-interaction limit, only one 
PINEM event is likely to occur, meaning that the vast majority of electrons depleted from 
the ZLP populate the first-order peaks.  As the interaction strength increases, the 
likelihood of two transition events becomes dominant, and the first-order peak is depleted 
in favor of the second-order and zero-loss peaks.  Further increase in interaction strength 
yields higher probabilities for a greater number of transition events.  This non-linear 
interaction gives rise to temporal signals that deviate from Gaussian shape in regions of 
maximum electron-photon coupling.  Shown in Figure 5.2(c), the observed temporal 
behavior of the first-order peak diverges from the cross-correlation of the electron packet 
and photon pulse to a non-Gaussian temporal profile with increasing interaction 
parameter (e.g., Ω = 2 to 18).  This is due to depletion of the first-order states for delays 
in which a greater number of transition events are likely to occur. 
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Figure 5.2  Fluence dependence of the PINEM effect.  (a,b) Intensities of low-order 
PINEM peaks at maximum pulse overlap versus interaction strength (Ω ∝ 𝐼0
1/2
) for (a) 
focused and (b) parallel electron beams.  The oscillatory nature of the fluence dependence 
is evident in (a) but is absent in (b) due to spatial integration.  The dashed lines guide the 
eye to linearity in the weak-interaction limit.  (c,d) First-order peak temporal cross-
sections.  For a focused beam (c) the first-order peak is depleted near maximum pulse 
overlap resulting in non-Gaussian cross-sections.  For a parallel beam (d), this effect is 
less pronounced but becomes significant at higher fluences. 
In practice, pulse characterization should take place under parallel-beam 
(electron) illumination, where resulting low-loss energy spectra are the summation of 
interactions over the entire beam cross-section.  Because the Fourier component of the 
electric field parallel to electron propagation decays exponentially with distance from the 
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nanostructure, the oscillatory nature of the interaction-parameter dependence is 
effectively averaged out [Fig. 5.2(b)]; effectively-linear coupling occurs over a greater 
range of interaction parameters [depicted by the dashed line in Figure 5.2(b)].  Note, 
however, that low-order peaks can still exhibit appreciable deviation from Gaussian 
shape under parallel beam illumination at high fluence due to depletion within the next 
effective optical pulse range [Fig. 5.2(d)].  This is a multistate analogue to the Rabi 
oscillation in a two-level system.  Artifacts of the non-linear PINEM process generally 
appear as a broadened temporal signal in experimental plots and thus do not accurately 
portray the intrinsic pulse properties.  For electron packets with durations comparable to 
the pump laser pulse, broadening of the ZLP signal by up to 30% is expected to occur for 
applicable fluences (see Appendix C).  Ideally, characterization of pulse properties would 
take place in the weak-interaction limit where low-loss energy behavior explicitly 
identifies temporal properties of incident pulses.  Operating in the weak-interaction limit, 
however, produces lower counts and is therefore more susceptible to noise. 
5.1.3 | Circumventing Fluence-dependent Artifacts 
One approach for determining electron packet durations in arbitrary interaction 
regimes is to utilize weak-interaction behavior of high-order peaks.  Because these peaks 
experience narrowing effective-optical-pulse durations and show weak-interaction 
behavior at higher fluences, temporal peak widths for increasing n converge to the 
electron packet duration (i. e., lim𝑛→∞ √𝜎𝑒2 +
𝜎𝑝
2
𝑛
= 𝜎𝑒).  Thus, temporal cross-sections 
of high-order PINEM side bands are expected to reflect the intrinsic properties of the 
  78 
electron packets; accurate electron packet properties can be efficiently extracted from 
these features. 
In practice, the limit discussed above can be obtained from linear-regression 
analysis – plotting 𝜎𝑛
2 obtained from experiments versus n
-1
 and determining the y-
intercept as 𝜎𝑒
2.  Figure 5.3 shows such an analysis for 𝜎𝑛
2 versus n
-1
 for several 
interaction strengths ().  A variety of information can be extracted from such a plot, 
including – and perhaps most importantly – accurate determination of the electron packet 
duration regardless of the fluence.  Linearity of the data gives an estimation of the 
interaction strength and thus the accuracy of time-dependent ZLP plots in relation to the 
actual UEM IRF.  Increased curvature indicates higher interaction strengths; however, a 
linear regime always remains for small n
-1
 within the weak-interaction limit. 
The slopes of the best-fit lines in Figure 5.3 provide an in situ estimation of the 
photon pulse duration for comparison with (currently) external auto-correlation 
measurements.  Table 5.1 compares the photon pulse and electron packet durations 
obtained by linear-regression analysis with the theoretically-observed temporal width of 
the ZLP.  Although the observed peak widths of the ZLP broaden due to non-linear 
effects at high interaction strengths, electron packet properties predicted from linear 
regression remain accurate.  Thus, this analysis effectively suppresses broadening effects 
in observed data giving a more accurate depiction of pulse properties and the UEM IRF. 
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Figure 5.3  Electron packet properties in select interaction regimes.  Shown is the square 
of the calculated temporal widths of PINEM side bands (σn) plotted versus n
-1
.  The 
dashed lines are linear best fits to the calculated points and are labeled with the 
corresponding interaction strength (Ω), which increases from 0.5 to 15. 
 
Table 5.1  Temporal pulse properties (σx)
a
 as a function of interaction strength (Ω) 
determined from linear regression analysis of the numerical simulation
b
. 
Ω σp
c
 (fs) σe
c
 (fs) σ0
d
 (fs) 
0.5 150 ± 1 300.0 ± 0.5 335.563 ± 0.001 
2 157 ± 4 300 ± 2 337.74 ± 0.02 
4 176 ± 8 299 ± 4 343.18 ± 0.07 
5 185 ± 11 299 ± 6 345.0 ± 0.1 
10 222 ± 23 299 ± 12 356.7 ± 0.2 
15 243 ± 30 302 ± 16 364.4 ± 0.3 
 
a
x = p, e, or 0, where p = photon pulse, e = electron pulse, and 0 = convoluted pulses  
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b
Simulated using temporal widths of σp = 150 fs and σe = 300 fs (see the methods section 
in the Appendix C)
 
c
Obtained from linear regression (see Section 5.1.3). 
d
Obtained from fitting the ZLP cross-section.  Note the width of the convolution is    
 𝜎0 = √𝜎𝑝2 + 𝜎𝑒2 = 335.41 fs. 
 
5.2 | Discrete Chromatic Aberrations Arising from the PINEM Effect in 
UEM 
In UEM, the narrow electron-energy distribution afforded by populating each 
packet with, on average, one photoelectron
36
 can be compromised by the effects 
discussed in the previous sections.  Inelastic interaction of swift photoelectrons with 
intense, photo-generated transient evanescent near-fields results in significant population 
of discrete energies separated from the initial state by integer multiples of the pump-
photon energy.
106, 114, 115
  In this section, we show that the induced electron-energy 
envelope arising from absorption and emission of photons in the excited-specimen near-
field becomes the dominant effect with respect to the spatial resolution of UEM during 
the initial excitation period.  Moreover, we show that certain spatial frequencies become 
exaggerated due to the non-linear nature of the near-field interaction.
39, 107
  By applying a 
filter comprised of discrete, transient chromatic aberrations resulting from near-field 
interactions to representative lattice-fringe images of ordered nanostructures, we 
demonstrate that the time-dependent point spread function produces significant blurring, 
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the transient nature of which directly tracks the pump-pulse/probe-packet cross 
correlation. 
5.2.1 | Point-spread Functions of Electron Packets with Quantized Energy 
In order to quantify the effects described above on UEM image formation, the 
point spread function (PSF) of the objective lens is determined using spherical- and 
chromatic-aberration coefficients (Cs and Cc, respectively) and operating parameters 
typical of a 200-kV TEM equipped with a LaB6 thermionic gun (see Chapter 2).  The 
PSF for a particular imaging system describes its response to a point source and thus 
enables visualization of the effects of particular aberrations on the images.
8
  Figure 5.4 
summarizes the results of convoluting the UEM discrete chromatic dispersion with a 
conventional PSF.  Owing to the velocity dependence of the Lorentz force, an energy 
distribution such as the one shown in Figure 5.4(b) will produce a radially-symmetric 
projection in the Gaussian image plane consisting of concentric rings of varying intensity 
(ignoring conventional aberrations for the moment) [Fig. 5.4(c)].  Thus, the PSF 
describing the time-delay-dependent chromatic aberration, PSFc(, r), can be represented 
by spatial analogues to the energy-distribution parameters ΔE and ħω (E5.4 to E5.6).  
Here,  is the delay time between the pump pulse and the probe packet, r is the position in 
the image plane, and ΔE is the electron-energy distribution, which is governed by the 
photoemission process at the electron gun (in the case of negligible space-charge effects). 
𝛿Δ𝐸 = 𝐶𝑐
Δ𝐸
𝑉
𝛽         (E5.4) 
𝛿ħ𝜔 = 𝐶𝑐
ħ𝜔
𝑉
𝛽           (E5.5) 
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𝑃𝑆𝐹𝑐(τ,  r) = ∑ 𝑃(τ, nħω)exp [
−(𝑟−𝑛𝛿ħ𝜔)
2
2𝛿Δ𝐸
2 ]𝑛         (E5.6) 
The width and separation between the concentric rings shown in Figure 5.4(c) are 
described by δΔE and δħω, respectively (E5.4 and E5.5, respectively), where β is the 
collection angle and V is the accelerating voltage.  The amplitude of each ring is 
governed by the energy envelope describing the population of discrete states, 𝑃(τ, E) 
[Fig. 5.4(b), dotted red line].  Note that, as with the side-band peak amplitudes in energy 
space, the intensities of the rings comprising PSFc are spatially dependent owing to the 
variance of the non-dimensional interaction parameter (Ω) at different points within the 
near-field (see Appendix D).
107
  For a homogenous section of the near-field, however, Ω 
is assumed to slowly vary over the few angstroms in which the PSF is non-zero.  
Evaluating populations at a fixed Ω then becomes a reasonable approximation. 
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Figure 5.4  Effects of discrete chromatic dispersion on a conventional point spread 
function (PSF).  (a) Conical ray diagram depicting the spread of electrons having a 
discrete energy distribution on the Gaussian image plane.  The green rays correspond to 
zero-loss (i.e., E0 = 200 keV) electrons, while the red and blue are those that have gained 
and lost one photon quanta of energy, respectively.  The spread in each of the colored 
rays is meant to qualitatively represent the inherent energy distribution arising from the 
photoemission process (e.g., 1 eV, absent significant space-charge broadening).  (b) Non-
linear envelope (dashed red line) of a typical UEM photon-induced near-field electron-
energy distribution arising from a moderate interaction parameter, .  The x-axis 
corresponds to energy loss relative to E0; negative values indicate energy gains with 
respect to E0.  (c) Annular chromatic point spread function (PSFc) at  = 0 plotted as a 
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function of r = x,y Å.  (d) Static PSF as   ∞ [i.e., temporally far from electron-photon 
overlap, PSF∞(r)] encompassing the instrument spatial-resolution limit.  (e) Convolution 
of PSF∞(r) and PSFc( = 0, r) to produce a final PSF [PSFf ( = 0, r)] illustrating the 
effects of the UEM discrete chromatic dispersion at  = 0.  Note the factor of two increase 
in the range of the x and y axes relative to that in (d). 
To examine the regime in which near-field induced chromatic effects are 
prevalent, an additional Gaussian PSF [PSF∞(r)], which encompasses the inherent 
instrument-resolution limit (i.e., far from temporal overlap), is introduced.  For PSF∞(r), 
the radius of the disk in the image plane (rmin) is fixed at 1.5 Å.  Convolution of PSF∞(r) 
and PSFc(r) returns the final time-delay-dependent UEM PSF [PSFf (r)], as described by 
Equations 5.7 through 5.9 and shown in Figure 5.4(e). 
𝛿𝑚𝑖𝑛 =
2𝑟𝑚𝑖𝑛
2√2ln (2)
      (E5.7) 
𝑃𝑆𝐹∞(𝑟) = exp [
−(𝑟)2
2𝛿𝑚𝑖𝑛
2]          (E5.8) 
𝑃𝑆𝐹𝑓(𝜏, 𝑟) = (𝑃𝑆𝐹∞ ∗ 𝑃𝑆𝐹𝑐)(𝜏, 𝑟) = ∫𝑃𝑆𝐹∞(𝜌)𝑃𝑆𝐹𝑐(𝜏, 𝑟 − 𝜌)𝑑𝜌       (E5.9) 
At maximum temporal overlap (i.e.,  = 0), a broad shoulder is observed in PSFf (r) that 
corresponds to the energy envelope resulting from the photon-induced near-field effect 
[Fig. 5.4(e)].  Note also that the area of the xy-plane has expanded by a factor of four.  
Absent energy-filtering capabilities, PSFc(r) and, thus, PSFf (r) will significantly impact 
UEM image quality during the initial excitation period, as discussed below.  It is worth 
noting that the value of rmin does not necessarily correspond to the same focus conditions 
considered in the calculations of PSFc(r); the overall plane of least confusion does not 
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generally occur in the Gaussian image plane but rather at the Scherzer defocus.  Indeed, 
these calculations represent a best-case scenario for chromatic aberrations, as minor focus 
deviations from the image plane will result in increased radii of the concentric rings that 
comprise PSFc(r). 
 5.2.2 | Transfer Functions of Electron Packets and Their Time-dependence 
Quantifying spatial resolution can also be performed in Fourier space where non-
vanishing intensity at spatial frequencies furthest from zero correspond to the smallest 
resolvable features in the real-space images.  In reciprocal space, transfer functions that 
represent the imaging-system response are multiplicatively applied to the intensity 
spectrum of the object (E5.10 and E5.11).
8
 
𝐼𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑(𝜏, 𝑟) = (𝐼𝑜𝑏𝑗𝑒𝑐𝑡 ∗ 𝑃𝑆𝐹𝑓)(𝜏, 𝑟) = ∫ 𝐼𝑜𝑏𝑗𝑒𝑐𝑡(𝜌)𝑃𝑆𝐹𝑓(𝜏, 𝑟 − 𝜌)𝑑𝜌   (E5.10) 
𝐼𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑(𝜏, 𝑠) = ∫ 𝐼𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑(𝜏, 𝑟)𝑒𝑥𝑝(2𝜋𝑖𝑟𝑠)𝑑𝑟 = 𝐼𝑜𝑏𝑗𝑒𝑐𝑡?̂?∞?̂?𝑐(𝜏, 𝑠)    (E5.11) 
Here, Iobserved and 𝐼observed are the image intensity in real and reciprocal space, 
respectively; Iobject and 𝐼object are the object intensity in real and reciprocal space, 
respectively; ?̂?𝑐 and ?̂?∞ are the Fourier transforms of PSFc and PSF∞, respectively; and s 
is the spatial frequency.  For any arbitrary object [𝐼𝑜𝑏𝑗𝑒𝑐𝑡(𝑟)], features in the intensity 
spectrum [𝐼𝑜𝑏𝑗𝑒𝑐𝑡(𝑠)] are modulated by the envelope resulting from the product of the 
transfer functions upon formation of the observed image and intensity spectrum 
[𝐼𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑(𝜏, 𝑟) and 𝐼𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑(𝜏, 𝑠), respectively].  Thus, resolution limits set by separate 
phenomena can be evaluated by examining the behavior of the appropriate transfer 
function. 
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Figure 5.5 summarizes the effects of convolving ?̂?𝑐 with ?̂?∞ and illustrates the 
behavior as a function of time delay.  As can be seen in Figure 5.5(a), ?̂?𝑐 exhibits distinct 
maxima at spatial-frequency values of ±n/δħω, with amplitude dictated by the width of the 
zero-loss peak.  When this is convolved with ?̂?∞, spatial frequencies falling between 
those that share intensity with ?̂?𝑐 are significantly depleted.  A one-dimensional cross-
section of ?̂?𝑐 [Fig. 5.5(c), solid blue; from red horizontal line in Fig. 5.5(a)] resembles 
the Fourier transform of the population envelope ?̂? near the distinct maxima.  This 
indicates that the energy envelope governs the behavior of ?̂?𝑐 at relevant spatial 
frequencies (i.e., those frequencies falling within non-vanishing values of ?̂?∞).  Indeed, 
Figure 5.5(b) shows distinct depletion at frequencies within the envelope of ?̂?∞, 
confirming that spatial resolution near time-zero is limited by the increased chromatic 
dispersion. 
 
 
Figure 5.5  Transient chromatic transfer functions.  (a) Two-dimensional transient 
chromatic transfer function at  = 0 [?̂?𝑐(𝜏 = 0, 𝑠)].  Here, s = spatial frequency and  = 
time delay.  The horizontal red line marks the position from which the cross-section in 
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panel (b) was extracted (solid blue).  The scale bar corresponds to 1 Å
-1
.  (b) Plot of the 
behavior of the normalized intensity dependence of ?̂?𝑐 [solid blue curve; extracted from 
(a)] as a function of spatial frequency, as dictated by the particular inverse energy 
envelope (?̂?, dashed red curve) around the distinct maxima occurring at ±n/δħω.  The   
∞ transfer-function envelope (?̂?∞, solid green curve) is included to illustrate that multiple 
?̂? sidebands fall within the ?̂?∞ envelope.  (c) Overall transfer function resulting from 
convolution of the transient component at  = 0 with that inherent to the system (i.e., far 
from temporal overlap,   ∞) [?̂?∞?̂?𝑐(𝜏 = 0, 𝑠)].  Inclusion of ?̂?𝑐 produces depletion 
of discrete intensities within the   ∞ transfer-function envelope.  The scale bar 
corresponds to 1 Å
-1
. 
Plotting the cross-section of ?̂?𝑐 for time delays where pulse overlap occurs [Fig. 
5.6(a)] illustrates the temporal behavior of the effect; ?̂?𝑐 is observed to gradually shift 
from its static form with width 1/δΔE to its transient form with shape dictated by ?̂? 
approaching zero time delay.  Because photoinduced chromatic effects are entirely 
dependent on spatiotemporal overlap of the pump laser pulse and photoelectron packet, 
significant intensity depletion occurs over timescales roughly corresponding to the 
quadrature of their temporal durations (full-width half-maximum, FWHM; √Δ𝑒2 + Δ𝑝2 , 
where Δe = duration of electron packet and Δp = duration of photon pulse).  Thus, for 
properties typical of fs UEM (e.g., Δp ≅ 100 to 1,000 fs and Δe ≅ 500 to 1,500 fs), 
chromatic blurring will appear for 100s to ~1,000 fs around the initial excitation period 
(depending upon the precise durations).  As depicted in Fig. 5.6(c), contours of the 
temporal duration of intensity depletion (Δt, FWHM) at fixed spatial frequency and 
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fluence confirm this behavior follows for the majority of applicable fs UEM parameters.  
Deviations from linear coupling (where Δ𝑡  ≅  √Δ𝑒2 + Δ𝑝2; see Appendix D) can be 
attributed to the increased portion of the optical pulse – with intense fields and associated 
with a condensed time envelope – capable of inducing several absorption and emission 
events.
39
  Note that typical experimental cases, in which Δe > Δp, have been highlighted 
here.  For the inverse case (i.e., Δe < Δp), a condensed photoelectron packet samples only 
strong coupling regions of the optical pulse leading to highly non-linear population 
envelopes.
115
  Accordingly, the chromatic transfer function exhibits an increase in the 
quantity and intensity of side-bands around the main peak.  Nevertheless, these 
calculations suggest the transient chromatic aberration will be present for a large fraction 
of the sub-picosecond regime. 
 
Figure 5.6.  Temporal dependence of frequency depletions.  (a) Variation of ?̂?𝑐 as a 
function of spatial frequency and time delay.  The transient chromatic transfer function 
evolves from a Gaussian shape with width 1/ΔE to non-monotonic behavior around  = 0.  
(b) Time traces of ?̂?∞?̂?𝑐(𝜏) at select spatial frequencies (labeled above each curve in Å
-
1
).  The cross-correlation of the electron packet and the pump-laser pulse temporal 
  89 
profiles [Pe  Ip(); dotted pink line] is shown for reference.  (c) Contour plot of the 
FWHM of ?̂?∞?̂?𝑐(𝜏) at s = 0.28 Å
-1
 with Ω = 10 for relevant electron-packet and laser-
pulse parameters.  Linear coupling occurs in the upper regime (i.e., 
Δ𝑒
Δ𝑝
 > 2.5), and 
Δ𝑡 ≅ √Δ𝑒2 + Δ𝑝2 .  As 
Δ𝑒
Δ𝑝
 decreases, however, an inflection point is observed, which is 
indicative of non-linear coupling and results in Δ𝑡 > √Δ𝑒2 + Δ𝑝2 . 
We can extend the transfer-function approach to determine the amount of 
chromatic blurring that is expected to occur, and thus the effect on overall spatial 
resolution, as a function of photoinduced near-field strength.  Figure 5.7(a) portrays the 
reciprocal envelope ?̂? for appropriate values of the interaction parameter Ω at maximum 
pulse overlap.  For increasing strength, the width of the main peak becomes exceedingly 
narrow, limiting the resolvable spatial frequencies.  It is clear that even for modest 
interaction parameters, the envelope width is on the order of the width of ?̂?∞ [Fig. 5.7(a), 
green dashed line], indicating that a large spatial-resolution regime is impacted.  The 
extent of this impact is also dependent on the pulse overlap occurring at different time-
delays.  Consequently, the effective resolution (reff) at each time point is estimated by 
adding in quadrature the reciprocal widths of the main peak of ?̂? (Δ?̂?, FWHM) and ?̂?∞ 
such that 𝑟𝑒𝑓𝑓 =
1
2
√(2𝑟𝑚𝑖𝑛)2 + 1/(Δ?̂?)
2.  The temporally varying resolution for various 
interaction parameters is poorest at zero time-delay, with minimum resolvable features 
limited to several Å for stronger fields [Fig. 5.7(b)].  Note also that the resolution does 
not recover until hundreds of fs after τ = 0.  Despite maintaining sub-nanometer 
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resolution, these results suggest sub-picosecond UEM imaging of few-angstrom lattice 
fringes may require phase retrieval with a known chromatic-dispersion filter. 
 
 
Figure 5.7  Image resolution for varying interaction parameters (i.e., near-field 
strengths).  (a) Evolution of the inverse energy envelope (spatial frequency) as a function 
of interaction parameter.  Widths of 𝑃 ̂(𝜏 = 0) rapidly become narrower than the 
envelope width of the static lens transfer function (inset; dashed green) with increasing 
interaction parameter, indicating the transient chromatic dispersion governs spatial 
resolution.  (b) Temporal evolution of the effective resolution 𝑟𝑒𝑓𝑓(𝜏)  for varying 
interaction parameters (representative values labeled above each curve).  For modest 
near-field strengths, the effective resolution is limited to several angstroms near τ = 0 and 
endures for a majority of the sub-picosecond temporal regime until converging towards 
the static resolution (rmin, green line at reff = 1.5 Å). 
5.2.3 | Application of Transfer Functions with Photoinduced Chromatic Dispersion to 
Example Images 
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To visually illustrate the effect of photoinduced chromatic dispersion on spatial 
resolution, PSFc(τ = 0) was applied to experimental TEM images (Fig. 5.8).  Lattice-
fringe images of Au nanocrystals and a few-walled carbon nanotube were acquired in 
conventional TEM mode to represent the static resolution limit (i.e., images containing 
?̂?∞).  The chromatic filter ?̂?𝑐 was applied in post-processing to exemplify the effect of 
laser-pulse/electron-packet overlap for a given time-delay and near-field strength.  Figure 
5.8 compares the images and FFTs of the nanostructures both far from (τ = ±∞) and at 
maximum overlap (τ = 0).  The τ = ±∞ image of Au nanocrystals [Fig. 5.8(a)] shows 
distinct fringes corresponding to the (111) planes (d = 2.3 Å).  Because this planar 
spacing falls well outside the main envelope of ?̂?𝑐, these fringes are almost entirely 
unresolved in the resulting  = 0 image [Fig. 5.8(b)].  For larger spacings, such as the 
(002) graphitic planes of a few-walled carbon nanotube [d = 3.4 Å; Fig. 5.8(c)], distinct 
blurring is still observed in the  = 0 image [Fig. 5.8(d)], but because this feature falls 
within the secondary envelope, or side-peak of ?̂?𝑐 [see Fig. 5.8(d) inset], these planes are 
still faintly discernible. 
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Figure 5.8  Simulated UEM chromatic blurring in nanostructures.  (a,c) Conventional 
TEM lattice-fringe images of Au nanocrystals (a) and a few-walled carbon nanotube (c).  
Intensity peaks in the FFTs (insets) illustrate the symmetry and the spacing of the 
observed fringes.  (b,d) Simulated images at τ = 0 (i.e., with ?̂?𝑐 applied) illustrating the 
distinct photoinduced blurring that is predicted to occur during fs UEM.  The 2.3 Å (111) 
atomic planes of the Au nanocrystals are almost entirely unresolvable, while the (002) 
graphitic planes in the carbon nanotube are faintly visible, as the corresponding peak in 
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the FFT falls within a side-peak of the chromatic transfer envelope (inset, d).  Scale bars: 
images = 5 nm; FFTs = 5 Å
-1
. 
Although some information beyond the effective resolution defined previously 
(reff) is obtained, the observations described above have greater consequences for sub-
picosecond atomic-scale imaging.  Because high-resolution TEM relies on phase contrast, 
transient modulations of the chromatic contrast-transfer function will appear as deviations 
in focus conditions in the images and thus convolute the interpretation of structure for a 
given time-delay.  It is worth noting that a spatially-homogeneous near-field over the 
selected area in the x,y-plane has been considered here.  For a more general case (e.g., the 
near-fields imaged by Piazza, et al.),
116
 we may expect a projection of the x,y spatial 
features of the field in the form of blurring, such that distinct chromatic distortions occur 
in strong regions and weaker regions are only marginally affected.  Nevertheless, these 
images embody the loss of most information pertaining to atomic planes as a  result of the 
discrete, transient UEM chromatic aberration. 
5.2.4 | Outlook 
The photoinduced chromatic effects in UEM imaging discussed here represent 
another challenge in resolving concurrently the structure of materials in space and their 
ultrafast modulations in time, particularly for specimens which exhibit strong near-fields 
upon photoexcitation.  Indeed, maintaining beam coherency and reducing temporal 
spread of the probing electron packet throughout the photogeneration, propagation, and 
imaging processes has been a theme in improving fs electron-imaging capabilities.
44
  
Notably, new iterations of hardware and methodology are being implemented, which 
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seek to achieve brighter, more coherent, and shorter electron packets through increased 
accelerating voltages (e.g., MeV) and radio-frequency (RF) temporal-compression 
techniques.
117, 118, 119
  Though these schemes combat complications arising during 
photogeneration and propagation, the resulting electron probes are still subject to effects 
arising at the specimen and subsequent imaging system.
120
  Indeed, operating at MeV 
accelerating voltages generally enhances electron-photon coupling and the commensurate 
interaction strength.  This, however, should in principle reduce the relative energy spread, 
which is encompassed by the PSF parameter δΔE.  Likewise, the condensed temporal 
envelope of RF-compressed electron packets are subject to strong coupling with 
evanescent fields [(i.e., the non-linear regime shown in Fig. 5.6(c)] but are nonetheless a 
route to improved instrument-response times. 
5.3 | Summary 
 
5.3.1 | Instrument Response Characterizatoin via PINEM 
 
In this chapter, we have described a robust method for in situ ultrafast electron 
packet and photon pulse characterization – in both the linear and the non-linear regimes.  
Current UEM experimental setups and instrument configurations are amenable to the 
described method owing to the sensitivity of the PINEM effect, especially in the near-
collinear propagation geometry.  Because electron-photon coupling occurs only in the 
evanescent near-fields, measured pulse properties are precisely those occurring at the 
specimen location; effects of angular distribution and dispersion on temporal coherence 
are all contained in the measurement.  Linear-regression analysis of the non-linear (i.e., 
strong-interaction) regime demonstrates the importance of proper identification of the 
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experimental parameter space in order to ensure that measurements are accurate.  Finally, 
this in situ method can be used for simultaneous characterization of the instrument 
response and the specimen dynamics, thus providing a means to extract the initial 
ultrafast response to excitation, as well as an accurate determination of time zero. 
5.3.2 | Discrete Time-Dependent Chromatic Aberrations in UEM 
 
We have also outlined in this chapter how additional energy dispersion present 
when photoelectron packets interact with evanescent near-fields in the vicinity of the 
specimen results in an additional resolution-limiting chromatic aberration in UEM 
imaging.  Though the magnitude and the duration are a function of the excitation pulse 
properties, it is expected that this phenomenon will be especially apparent at 
magnifications that enable sub-nanometer resolutions.  Consequently, robust imaging of 
atomic planes and their modulations on the sub-picosecond timescale (i.e., during the 
initial photoexcitation period) may require precise knowledge of the particular transient 
chromatic-dispersion function such that phase retrieval of lattice fringes may be 
performed.  Looking forward, continued identification of such fundamental physical 
processes – absent in conventional TEM – are expected to not only enable combined 
angstrom-fs real-space imaging, but to also lead to additional discoveries and 
development of new experimental approaches in UEM. 
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6 | Characterizing Instrument 
Response of a Thermionic Ultrafast 
Electron Microscope 
 
 
In this chapter, we characterize the instrument response of a UEM equipped with 
a standard Wehnelt assembly and absent any modifications beyond the optical periscopes 
used for stroboscopic operation.  By using a plasma lensing effect, we are able to map the 
photoelectron-packet population and total temporal response as a function of fs laser-
pulse energy.  Following establishment of the threshold for space-charge saturation and 
the effects of Wehnelt biasing for fixed cathode positions, we determine the instrument-
response time for a range of populations spanning from near the single-electron regime 
up to ~10
5
 electrons per packet.  We observe a power-law trend for the total instrument-
response time as a function of photoelectron-packet population, with extrapolation to the 
single-electron regime revealing a laser-limited temporal resolution.  For populations 
only slightly larger than a single electron, we experimentally observe a broadening of the 
response time beyond the laser limit.  We discuss possible mechanisms of the observed 
behaviors, with emphasis on identifying and controlling potential sources of error and 
measurement variability. 
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6.1 | Photoelectron Generation from a Truncated LaB6 Cathode 
 
6.1.1 | Photoelectron Packet Population from fs-UV pulses 
 
In order to identify and characterize space-charge-limited effects, the 
photoelectron-packet population (ne-) as a function of UV laser-pulse energy was 
determined from UEM images of the cathode, with the applied Wehnelt bias effectively 
in an off or an on state.  The electronic circuitry in the UEM used here is such that the 
Wehnelt bias and cathode heating supply are coupled, as in a conventional TEM 
equipped with a thermionic gun.  Here, a bias in the on state refers to cathode resistive 
heating (thus, an applied Wehnelt bias) to a point just below the threshold for detectable 
thermionic emission, while the off state refers to no resistive heating (no applied Wehnelt 
bias).  Data for several applied Wehnelt biases between the defined off and on states are 
included in Appendix E.  Note that even in the off state, a gun crossover is generated and 
the cathode can be imaged, indicating a lensing effect still occurs at the Wehnelt aperture; 
optimal positioning of the LaB6 behind the aperture ensures a high collection efficiency 
into the anode.
44
 
Low and high UV pulse energies lead to qualitatively distinct photocathode 
images (Figure 6.1a).  Structure is visible on the surface of the photocathode in the low-
pulse-energy images but is absent at the high pulse energies, regardless of Wehnelt bias.  
By quantifying the behavior of ne- as a function of UV pulse energy (Figure 6.1b), one 
can see that the images were generated in the under-saturated and nearly-saturated (i.e., 
plateau) regimes for low and high pulse energies, respectively.  This is expected, as 
increasing UV pulse energies with a fixed duration produce photoelectron packets of 
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increasing initial density until space-charge effects begin to dominate the observed 
behavior.  Less generally, a clear applied Wehnelt biasing effect can also be seen in the 
low-pulse-energy images in Figure 6.1a; relatively low image intensity appears at an xy-
image position separate from the main beam.  Such an effect could be due to over-
focusing of photoelectrons emitted at off-normal angles.  Note that this effect was not 
observed for the high pulse energies. 
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Figure 6.1  Photoemission characteristics as a function of UV pulse energy and applied 
Wehnelt bias.  (a) Images of the 100-μm cathode acquired for photoelectron packets 
generated with UV pulse energies of 0.3 nJ (low pulse energy, upper-two panels) and 90 
nJ (high pulse energy, lower-two panels) with the Wehnelt bias in the off and on states 
(left-two and right-two panels, respectively).   Note that acquisition times for the low 
pulse-energy images were adjusted such that contrast levels were approximately the same 
as for the high pulse-energy images.  (b) Photoelectron-packet population (ne-) versus UV 
pulse energy for the 50- and 100-μm cathodes (squares and circles, respectively) with the 
Wehnelt bias in the off and in the on states (red and black data points and model curves, 
respectively).  The model and the counter-intuitive order-of-magnitude reduction in ne- 
for the larger photocathode are discussed in the text. 
Quantification of ne- as a function of UV pulse energy from 0.3 to 100 nJ for both 
cathodes shows a weak (perhaps negligible) dependence on applied Wehnelt bias for the 
fixed LaB6 positions used here (Figure 6.1b).  The emission characteristics for each 
condition can be described with the image-charge-limited emission model outlined in 
Equation 6.1.
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𝑛𝑒− = {
𝑏0 + 𝑏1𝐹 +
𝑏2
2
𝐹2                                  𝐹 < 𝐹0
𝑏0 + 𝑏1𝐹 +
𝑏2
2
𝐹0
2 + 𝑛𝑒−
𝑙𝑖𝑚 log (
𝐹
𝐹0
)     𝐹 > 𝐹0
 (E6.1) 
Here, a quadratic dependence on pulse energy (F) is assumed in the pre-saturation limit, 
where linear (b1) and second-order (b2) coefficients represent one-photon and two-photon 
emission processes, respectively.  Above the saturation limit, which occurs at a threshold 
energy F0 (nJ) and electron population 𝑛𝑒−
𝑙𝑖𝑚 (electrons per pulse), logarithmic growth 
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occurs as a result of photoemission suppression due to the image-charge effect.  
Parameters for each of the curves shown in Figure 6.1b can be found in Table E1 of the 
Appendix E.  For the 50-μm cathode, 𝑛𝑒−
𝑙𝑖𝑚 is found to be 1.08E4 and 2.54E4, with F0 
values of 33.8 nJ and 45.2 nJ, for the off and on biasing states, respectively.  Counter-
intuitively, the 100-μm cathode exhibits significantly lower 𝑛𝑒−
𝑙𝑖𝑚 and F0 values of 4.90E3 
and 16.7 nJ, and 3.97E3 and 12.6 nJ, for the off and on states, respectively. 
Owing to the factor of four larger emission area, one would expect the 100-μm 
cathode to generate larger threshold values, all else being equal.  Note, however, that a 
variety of factors affect the photoemission process and could contribute to the observed 
behavior, thus rendering direct comparison of different cathode sizes challenging.  Such 
factors include cathode surface contamination, cathode surface topology, and the position 
and orientation of the cathode relative to the Wehnelt aperture.
44
  Nevertheless, the 𝑛𝑒−
𝑙𝑖𝑚 
values (nearly 10
5
 electrons per pulse) found for the UEM instrument used here enable 
experiments to be conducted at relatively low repetition rates and moderate image 
magnifications, though a tradeoff in temporal resolution must be made with increasing ne- 
(discussed below). 
6.1.2 | Effect of Biasing and Packet Population on Space Charge 
 
 Insight into the relative extent of transverse space-charge spreading can be 
ascertained from the blurring that occurs in UEM cathode images.  This effect is evident 
in the select frames presented in Figure 6.2a, where resolvable cathode features become 
blurred with increasing UV pulse energy.  This blurring can be quantified by generating 
two-dimensional Fourier transforms of the cathode images; non-vanishing intensity at 
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increasing spatial frequencies (μm-1) corresponds to sharper features in the real-space 
images.  Further, the width of radially-averaged, background-subtracted Fourier space 
peak (here, defined as the width at which 95% of the intensity is contained in the peak, 
Δs95) is inversely proportional to the extent of real-space blurring (Figure 6.2b). 
 
 
Figure 6.2  Quantification of space-charge effects via UEM image analysis.  (a) Select 
images of the 100-μm cathode generated with a range of UV pulse energies.  The pulse 
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energies (nJ) used to generate the select frames are shown in the lower-right corner of 
each panel.  (b) Two-dimensional discrete Fourier transforms of select images generated 
with measured ne- values of 24 (black), 440 (red), and 6160 electrons per pulse (blue).  (c) 
Effective spatial coherence [(Δs95)
-1, where Δs95 corresponds to the width at which 95% of 
the intensity is contained in the peak] as a function of ne- with the bias in the off (red 
circles) and on (black squares) states.  The solid red and black curves are power-law and 
logarithmic fits to the data, respectively, which are included to highlight the respective 
trends. 
In order to determine the effect of an applied Wehnelt bias (again, in the off and 
on states, as defined above) on space charge, the inverse of Δs95
 
was plotted against ne- 
(Figure 6.2c).  Interestingly, dissimilar trends were observed for the off and on states; a 
power-law trend was observed for the off state, while logarithmic growth was seen for the 
on state, indicating application of a bias suppresses space-charge blurring at relatively 
large ne- for the cathode positions used here.  Note that the optimal cathode position may 
shift from what is predicted for the off state upon application of the biasing level used 
here (i.e., just below the thermionic-emission threshold) and cause a corresponding shift 
in crossover position in the cathode-anode gap, which could explain the observed effect.  
Importantly, it has been suggested that application of a bias could also be used to reverse 
increases in energy spread that occur during the initial propagation period, with a 
commensurate temporal lengthening of the photoelectron-packet distribution.
38, 41
  An 
evaluation of longitudinal broadening will be required to determine if such a tradeoff is at 
work in the UEM used here. 
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6.2 | Intstrument Response Characterization 
 
6.2.1 | Significance of the Techniques 
 
For physical phenomena occurring on timescales approaching the temporal 
resolution, determination of the UEM instrument response function (IRF) is necessary for 
deconvolution of intrinsic excitation dynamics, and evaluation of methods for generating 
femtosecond electron packets requires quantification of the pulse properties, ideally at the 
specimen location.  In addition, a robust and precise method is needed for determining 
time zero (i.e., temporal overlap of the photon pulse and electron packet at the 
specimen).
31, 106, 110, 116
 Thus, the techniques discussed in this chapter are an important 
tool in the interpretation of any experiment executed in the UEM. 
6.2.2 | Instrument Response in the High Bunch-charge Regime 
Determination of the dependence of UEM instrument-response time on ne- for 
particular experimental conditions is required for isolation and quantification of initial 
ultrafast structural dynamics.  As described in Chapter 2, this was accomplished here by 
using a plasma lensing effect in UEM imaging mode.  Note that this can also be 
performed using electron energy-loss spectroscopy for suitably equipped UEM 
instruments (i.e. as described in Chapter 5).
38, 39, 41
  Evaluation of the instrument temporal 
response for photoelectron packets with varying populations is presented in Figure 6.3 
(Wehnelt bias in the off state).  Note that application of a Wehnelt bias showed no 
discernible difference from the off state for the cathode positions used here (see Appendix 
E).  In Figure 6.3a, a set of normalized kinetic image-intensity traces for measured values 
of ne- ranging from 30 to over 10
4
 electrons per pulse are shown.  The total instrument-
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response time (σt, standard deviation of the resulting Gaussian peak function) was found 
to increase with increasing ne-, from 1 ps at 30 electrons per pulse to 4 ps at 10
4
 electrons 
per pulse.  Further, it was found that the response exhibits a power-law trend (Figure 4a 
inset). 
 
 
Figure  6.3  Instrument-response time (σt) as a function of ne-.  (a) Normalized kinetic 
image-intensity traces generated from photoelectron-packet populations of 30 (blue 
triangles), 370 (light-blue inverted triangles), 2350 (red circles), and 10690 (black 
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squares) electrons per pulse.  The corresponding solid colored sigmoidal curves are fits of 
Equation 1 to the data.  The intensity-change behavior is inverted compared to what is 
shown in Figure 1b for ease of fitting.  In addition, the traces have been temporally 
aligned (for clarity) such that time zero occurs for each at the t0.5 intensity-change point.  
The inset shows σt as a function of ne- for the four measured values (black squares) and a 
power-law fit to the data (dashed red line).  (b) Compilation of three individual UEM 
time scans conducted on separate days (Run 1, 2, and 3) illustrating the behavior of σt 
with varying ne- and a power-law fit to the data (dashed red line). 
In order to verify that the observed power-law trend results from effects of 
increasing bunch charge, the experiment was repeated three additional times, with each 
conducted on a different day (Figure 6.3b).  The compiled triplicate data indeed follow a 
similar trend as shown in Figure 6.3a:  a power-law exponent of 0.2 with an extrapolated 
single-electron-per-pulse temporal response of 400 fs (σt).  Note that similar trends (in 
both functionality and magnitude) have been observed for comparable photoelectron-
packet populations in ultrafast electron-diffraction instrumentation,
29
 as verified with a 
two-dimensional mean-field model depicting packet propagation in the cathode-anode 
gap.  While this gap is significantly larger in TEMs modified for stroboscopic operation, 
the electric potential is similar (~10 MV/m).  Thus, the similar temporal trend for 
different instruments suggests comparable overall longitudinal broadening behavior via 
the Boersch effect.  Interestingly, the extrapolated single-electron instrument-response 
time of 422 fs (994 fs FWHM, Figure 6.3b) returns a duration of 705 fs FWHM for the 
photoelectron-packet distribution after deconvolution of the measured 700-fs FWHM IR 
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pump pulse.  This result indicates that the total instrument-response time is limited only 
by the laser-pulse durations when operated in the single-electron regime, at least for the 
pulse widths used here. 
In addition to determining the instrument-response time, UEM imaging of the 
plasma lensing effect was used to find the position of time zero (here, the time at which 
the image-intensity change reaches 50%).  Assuming sufficient plasma density is formed 
to cause onset of a detectable lensing effect on a timescale that is short relative to the 
total IR pump-pulse duration, the measured time zero can be approximated to represent 
true time zero (i.e., the precise moment of Gaussian-peak overlap of the pump pulse and 
probe packet distribution at the specimen).  As noted in the caption, the kinetic image-
intensity traces shown in Figure 4a have been arbitrarily aligned at their half-maximum 
for clarity.  In actuality, however, the t0.5 time was found to vary (seemingly 
stochastically) over a range of approximately 6 ps for the three independent experiments 
shown in Figure 4b (see Appendix E, Fig. E3).  Such behavior could arise from a variety 
of sources, such as variations in initial photoelectron-packet generation and propagation 
during acceleration (i.e., the cathode to anode gap) and minor instrument voltage 
fluctuations over the period of data acquisition (which could further limit temporal 
resolution).  Relatedly, the measured time-zero position was observed to shift by 80 ps 
upon switching from the 50- to the 100-μm cathode; recall the 100-μm cathode was 
positioned 100 μm further behind the Wehnelt aperture than the 50-μm cathode.  As with 
the total instrument response, precise knowledge of the position and behavior of time 
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zero is critical for accurately isolating and quantifying initial ultrafast structural 
dynamics. 
6.2.3 | Instrument Response Approaching the Single-electron Limit 
 While operating at large yet viable ne- values offers increased UEM experimental 
flexibility, the temporal resolution decreases; here, the increase is from a laser-limited 
boundary of 1 ps FWHM (extrapolated to one electron per pulse) to 10 ps FWHM for 10
4
 
electrons per pulse for 700-fs FWHM laser pulses (pump and probe; convoluted FWHM 
= 1 ps).  Practically, image acquisition at relatively low instrument repetition rates is 
challenging in the single-electron regime.  A simple approach to overcoming this is to 
increase the laser repetition rate at a fixed UV pulse energy – but only to the lowest value 
at which experiments can be reasonably conducted in order to minimize specimen heat 
accumulation.  If this is accomplished via pulse picking, the laser-pulse durations will not 
change, and it may be expected that the instrument-response time will also remain 
unchanged, despite the increased average power being trained on the photocathode.  
Nevertheless, experimental rigor necessitates measurement of the response time when 
changing instrument conditions. 
Accordingly, in order to determine the effects of increased repetition rate for 
conditions more closely approaching the single-electron regime (compared to the studies 
described above), the instrument-response time was measured at 600 kHz and with a UV 
pulse energy such that ne- was measured to be 5.5 ± 1 electrons per pulse.  These settings 
allowed for reasonable acquisition times (25 s) of images with sufficient signal-to-noise 
ratios for quantification.  Figure 6.4a displays kinetic intensity traces generated from 
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three separate UEM image scans conducted over a span of three hours in total; the 
instrument-response time (σt, standard deviation of the resulting Gaussian peak function) 
was found to be 540 ± 35 fs. 
 
 
Figure 6.4  Instrument-response time at an elevated repetition rate and near the single-
electron regime.  (a) Normalized kinetic intensity traces compiled from three separate 
image scans (Run 1, 2, and 3).  The data is temporally shifted such that each run has 
approximately the same time-zero position (t0 = 0 ± 82 fs).  The solid-green sigmoid 
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curve is the mean of the fits to each run.  (b) Laser autocorrelation data (black squares; 
error bars represent one standard deviation) and UEM temporal instrument-response 
function (green peak function), which is the derivative of the Equation-1 (error function) 
fit to the kinetic traces.  All σ values are the standard deviation of a Gaussian peak 
function. 
As discussed above, the minimum possible UEM instrument-response time 
(absent any electron-packet compression or other countermeasures) for a given laser-
pulse duration (σp) is 𝜎𝑡,𝑈𝐸𝑀 = √2𝜎𝑝, which is equivalent to σ of the laser autocorrelation 
function (σt,autocorr).  Thus, σt,UEM will equal σt,autocorr in the laser-limited case.  Because 
dispersion is expected to be negligible for the 700-fs pulses used here, it is assumed that 
the UV and IR pulse widths are the same and that the IR autocorrelation function is a 
reasonable approximation of the actual UV-IR convoluted response.  As shown in Figure 
6.4b, σt,autocorr for the IR pulses was measured to be 423 fs (996 fs FWHM).  Recall that 
this value matches well with the extrapolated UEM single-electron instrument-response 
time in Figure 3b (422 fs, 994 fs FWHM).  Compared to this, σt,UEM for 5.5 electrons per 
pulse is broadened to 540 fs (1.3 ps FWHM).  Thus, despite being near the single-
electron regime (i.e., well outside the space-charge and Coulombic explosion regimes), 
an apparent broadening of the photoelectron-packet distribution was still observed.  This 
may be explained by noting that the UV photon energy is significantly higher than the 
LaB6 work function (4.8 eV compared to 2.7 eV).  This could result in an instantaneous 
momentum spread of the photoemitted electrons.  It is important to again emphasize that 
the UEM instrument-response times measured here are specific to the employed optical-
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excitation conditions; isolation of general physical phenomena from instrument-specific 
trends requires myriad additional systematic studies. 
 
6.3 | Summary 
In summary, we have systematically mapped the space-charge and temporal 
instrument-response parameter space as a function of photoelectron-packet population 
and applied bias for a UEM equipped with a conventional thermionic electron gun and 
absent any modifications beyond incorporation of optical periscopes.  For IR pump and 
UV probe laser pulses of 700-fs FWHM durations, demonstration of instrument-response 
times ranging from 1 to 10 ps (FWHM), for laser-limited single-electron packets to those 
containing ~10
5
 electrons, enables UEM experiments to be conducted at relatively low 
repetition rates, as demonstrated in the forthcoming chapter.  Because the solid-state 
specimen is not refreshed in fs stroboscopic UEM, as is done for ultrafast molecular-
beam experiments, operation at low repetition rates provides a means to allow for 
sufficient heat dissipation to occur between individual pump-probe events, thus 
minimizing deleterious effects.  Further, precise determination of the UEM response time 
and time-zero position, for varied laser and TEM settings, is critical for isolating and 
quantifying the initial intrinsic ultrafast structural dynamics.  Moving forward, it will be 
important to establish the limits of UEM instrument-response time for shorter laser-pulse 
durations in the single-electron regime, and to also determine the optimal conditions for 
combined Wehnelt biasing, photoelectron-packet population, and temporal resolution.  It 
is expected that the results described here will provide a more quantifiable framework 
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upon which to base further developments and optimizations for achieving angstrom-fs 
real-space UEM imaging. 
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7 | Femtosecond Imaging and 
Diffraction of GHz-acoustic Waves in 
Thin-Films of Two-dimensional 
Atomic Crystals 
 
 
Precise manipulation and control of coherent lattice oscillations via 
nanostructuring and phonon-wave interference has the potential to significantly impact a 
broad array of technologies and research areas.  Resolving the dynamics of individual 
phonons in defect-laden materials presents an enormous challenge, however, owing to the 
interdependent nanoscale and ultrafast spatiotemporal scales.  In this chapter, we report 
direct visualization of the nucleation, evolution, and decay of individual acoustic phonons 
in the vicinity of atomic-scale defects and nanoscale variations in lattice orientation via fs 
real-space imaging with an ultrafast electron microscope.  Experimentally, we observe 
the launch of individual phonon wavefronts following coherent optical excitation of 
macroscopically-ordered but microscopically-disordered materials:  here, few-layer 
tungsten diselenide (WSe2).  The transient low-energy elastic deformations associated 
with the propagating waves produce a slight re-orientation of the lattice and thus a 
localized, rapidly-varying Bragg condition.  This manifests as coherent diffraction-
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contrast wavetrains in the real-space images, the nucleation and dynamics of which are 
found to be strongly dictated by even minor lattice imperfections.  Further, we observe 
that the appearance and directionality of the propagating wavefronts, as seen in the fs 
bright-field images, are strongly influenced by individual step-edges, interfaces, and 
crystal bending.  By isolating and quantifying the transient contrast modulation, we 
extract the spatially-dependent vibrational-mode shapes and properties – namely, 
symmetries, frequencies, phase velocities, and decay times – over fields-of-view on the 
order of the phonon wavelengths.  These observations open the way to detailed study of 
the effects of individual atomic-scale defects, spatially-varying lattice orientations, and 
associated strain fields on ultrafast energy propagation in less-than-pristine materials. 
 
7.1 | Observation of Acoustic-phonon Wavefronts and Wavetrains in fs-
Electron Imaging 
 
Under stroboscopic bright-field imaging conditions, propagating periodic-contrast 
modulation arising from fs optical excitation was observed in the WSe2 specimen (Fig. 
7.1). From the sequence of fs electron images, phase velocities of 5.5 nm ps
-1
, a 
commensurate periodicities of 40 ps, and   ~25 to 40 GHz frequencies were determined 
for the traveling contrast modulations in WSe2.  This was accomplished by analyzing 
oscillations in the image intensity as a function of both space and time [Fig. 7.1(h); see 
Appendix G].  The close correspondence of the phase velocities to the bulk, in-plane 
speed of sound indicates the contrast dynamics arise from propagating acoustic phonons 
– major energy carriers emerging from electron-phonon coupling and reflecting the onset 
of coherent thermal transport.  Note that GHz lattice-oscillation frequencies have also 
  114 
been observed in crystalline Si with an ultrafast electron microscope via fs convergent-
beam diffraction.
122, 123
 
 
Figure 7.1  Real-space fs electron imaging of single-phonon wavefronts in WSe2.  (a) 
Bright-field images of the WSe2 flake obtained at -5 ps time delay.  The images were 
acquired with a 25-kHz repetition rate with an 18-s integration time per frame. The three 
colored lines mark regions from which the mean intensity was quantified and used to 
generate the time traces in (h) (described below).  The propagation direction is 
perpendicular to the colored lines.  Scale bars = 500 nm.  (b-g) Surface plots generated 
from an image series [region of interest = white rectangles in (a)] highlighting 
approximately one period of wavetrain propagation, with a pre-time-zero frame included 
for reference.  Motion of individual wavefronts, which appear as a continuous, deep-red 
depression, is indicated by the white arrows.  The orange arrow maps the orientation to 
the 2D images shown in (a).  (h) Image-intensity measurements, obtained at the colored 
lines in (a), as a function of time delay (offset for clarity). 
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From the image series, it is immediately apparent that the phonon wavefronts do 
not emerge in a spatially uniform manner.  Rather, within the few-layer WSe2 flake, 
wavetrains are nucleated at a localized region along a distinct step-edge, and the 
subsequent propagation direction is perpendicular to the interface. The wavetrain 
emerges in one picosecond (ps; see below), is launched, and propagates at a velocity of 
5.5 nm ps
-1
 away from the step-edge.  
7.1.1 | Emergence of a Phonon from a Terraced Interface 
In order to precisely resolve the phonon dynamics at an individual step-edge, 
image series of WSe2 were acquired with increased magnification and finer temporal 
sampling (500-fs steps).  Within the region of interest highlighted in Figure 7.2, the 
intensity was observed to initially increase at a step-edge in the first few-hundred fs and 
continue to grow for approximately 10 ps before relaxation via emission of a traveling 
wave approximately perpendicular to the interface.  The processed difference images 
[Fig. 7.2(b-f); see Appendix G] and corresponding time-dependent intensity traces [Fig. 
7.2(g)] display the emergence mechanism of the in-plane acoustic phonons shown in 
Figure 7.1(a-h).  Notably, the frequency of dynamic intensity at the step-edge is in accord 
with the interlayer echoing of back-and-forth acoustic phonons and resulting oscillating 
Moiré fringes
124, 125, 126
 (see also Appendix G).  It is therefore likely that the differential 
stress imparted on the interface by dephasing of the longitudinal c-axis waves across 
regions of differing height gives rise to the formation of the in-plane traveling phonons.  
Systematic studies to probe this and other aspects associated with the dynamic contrast 
mechanisms are currently in progress and will be described elsewhere. 
  116 
 
Figure 7.2  Femtosecond-resolved phonon nucleation and launch at a crystal step-edge.  
(a) Bright-field image highlighting two step-edges (indicated by the partial dashed white 
lines) in few-layer WSe2.  The colored lines represent regions from which the mean 
intensity was quantified and used to generate the time traces in (g).  The images were 
acquired with a 50-kHz repetition rate and a 20-s integration time per frame.  (b-f) Select 
processed micrographs revealing the nucleation and emergence of a localized phonon 
wavefront (red).  The dotted white lines indicate the position of the step-edge from which 
the wavefront emerges.  (g) Intensity measurements obtained at the colored lines in (a) 
and plotted as a function of time delay.  The slope of the line passing through the peaks 
of the first oscillation period reflects the wavefront velocity of 5.5 nm/ps.  Scale bars = 
200 nm. 
7.1.2 | Spatially-dependent Frequencies, Symmetries, and Dispersion  
The information contained in the image series can be further illustrated via a 
space-time surface plot (see Appendix G).  In Figure 7.3(a), an analysis of contrast 
dynamics observed in the region between the WSe2 crystal-vacuum interface and the 
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step-edge is summarized.  Each streak corresponds to one period of an acoustic phonon, 
with the slope and width indicative of phase velocity and frequency, respectively.  Such 
an analysis reveals the presence of multiple modes in this region, with a relatively high-
frequency oscillation (phase velocity = 5.5 nm ps
-1
) generated during the initial moments 
of excitation, and slower (0.9 nm ps
-1
), lower-frequency dynamics dominating after a 
few-hundred ps.  Similar spectral features identified with Brillouin light scattering from 
thin silicon membranes have been attributed to Lamb-wave modes.
127
  Analogously here, 
the confinement of longitudinal acoustic phonons within the few-nanometer specimen 
thickness gives rise to in-plane propagating modes.  These consist of traveling symmetric 
(S0
i
) and antisymmetric (A0) interlayer displacements [Fig. 7.3(c)].  It has been predicted 
that such dilatational and flexural acoustic modes significantly influence thermal 
transport in layered materials.
128
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Figure 7.3  Analysis of distinct, localized phonon modes in WSe2.  (a) Surface plot 
revealing the evolution of two primary modes, as observed in the region of interest 
highlighted in the accompanying images (t = 0 and 2,500 ps; purple boxes).  The images 
were acquired with a 25-kHz repetition rate and an 18-s integration time per frame.  The 
colored lines demarcate the specific sub-regions analyzed.  The thin, near-vertical streaks 
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predominantly in the sub-500-ps range and spanning the entire step interface region (600 
to 1,200 nm; magnified in the inset) are produced by a relatively high-frequency mode, 
while the large amplitude, broad, diagonal features continuing out to the time-window 
limit are due to a more slowly-propagating low-frequency mode.  (b) Time-domain 
Fourier transform of traces obtained from the sub-regions marked by the colored lines on 
the surface plot in (a).  Peaks arising from echoing of longitudinal acoustic phonons 
(LArt
i
) are labeled, while the traveling-wave modes (A0, S0
i
) are indicated by the dashed 
lines, highlighting propagation dispersion.  The superscript i indicates waves emanating 
from the thicker step-edge region (i = 1) and from that bounded by the crystal-vacuum 
interface (i = 2).  The spectra are offset for clarity.  (c) Schematic of the symmetry of the 
propagating phonon modes with magnified view of a single layer.  The dilatational modes 
(S0
i
, top) occur near 25 and 40 GHz, while the flexural modes (A0, bottom) range from 2 
to 5 GHz. 
Inspection of the spatial dependence of the two phonon modes illustrated in 
Figure 7.3 via application of a discrete time-domain Fourier transform in three different 
spatial regions reveals that both are split into multiple branches, with the degree of 
excitation dependent on local morphology.  A frequency trace near the crystal-vacuum 
interface returns dominant modes at 36 and 39 GHz [Fig. 7.3(b), green], whereas 21 and 
25 GHz are found at the step-edge [Fig. 7.3(b), red].  In each case, the two dominant 
peaks correspond to the frequency of the back-and-forth c-axis acoustic phonons (LArt
i
) 
and that of the resulting dilatational Lamb-wave mode (S0
i
).  Consequently, the 
morphologically-dependent dispersion likely results from the difference in thickness 
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between the regions from which phonons originate.  Additionally, the low-frequency 
flexural mode (A0) is also split into multiple branches despite emanating from a region of 
uniform thickness.  While this may occur from phonon interactions with bends and 
ripples in the flake, analysis of frequency traces obtained from the intermediate section 
[Fig. 7.3(b), blue] show that the A0 mode is strongly damped upon reaching the step-
edge.  Such dynamics are the basis of the large disparities in thermal conductivity of 
layered materials.
48, 129
 
7.1.3 | Discussion and Outlook 
For all studies reported here, the laser-excitation wavelength used was 515 nm 
(2.41 eV). This photon energy is significantly larger than the band gap WSe2 (1.6 eV). 
130, 
131
 Accordingly, the roles played by charge-carrier excitation and recombination on 
localized acoustic-phonon nucleation and launch may be non-negligible.  Indeed, the 
question of why acoustic phonons first appear at specific locations in the material is non-
trivial to answer considering the sequence of events that occurs following fs excitation – 
especially in a disordered material – and the mechanisms of contrast formation in the 
bright-field images (discussed below).  While this topic is the subject of current 
systematic studies in our lab, it nevertheless is perhaps worthwhile to draw comparisons 
to multi-photon pump-probe photoemission electron microscopy (PEEM).  In this variant 
of PEEM, resonant excitation is used to induce surface-plasmon oscillations and image 
their launch, propagation, and evolution with fs resolution.
132, 133
  An analogous 
methodology dubbed photon-induced near-field electron microscopy,
106
 which is not 
reliant on resonant excitation,
107
 has recently been used to image wave-particle properties 
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of surface plasmon polaritons and induce Rabi oscillations in swift, unbound electron 
packets.
115
  With the resonant-excitation approach in mind, one can envision fs electron 
imaging experiments on acoustic-phonon dynamics, where the pump-photon energy is 
varied with respect to the band gap of the material under study.  In this way, one may be 
able to determine the roles played by the various dynamic and transport phenomena at 
work. 
Beyond the acoustic-phonon excitation and nucleation mechanisms, it will be 
important to quantify the precise manner in which contrast is formed in the fs electron 
images.  Deviations of a few milliradians in the local Bragg condition can produce 
significantly different contrast patterns observed in bright-field micrographs.  Indeed, this 
sensitivity to local morphology is what enables observation of dynamic contrast from 
small angular perturbations caused by in-plane propagating waves.  It is expected that the 
nature of the contrast resulting from the acoustic waves is highly dependent on both 
vicinity to a zone axis and the specific zone axis itself.  It is important to note that each of 
the videos of the WSe2 flake presented in this study are acquired at slightly different 
orientations (due to the variability of sample insertion from one experiment to the next) 
and in fact show noticeable differences in static diffraction.  In each case, however, the 
waves appear to emanate from the same features, and the frequencies and phase velocities 
extracted are the same.  Nevertheless, the exact dependence of specimen orientation with 
respect to specific dynamic modulations indeed is an open question. 
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7.2 | Mechanisms of Contrast and Generation of Propagating Acoustic 
Waves 
        Imaging of acoustic-wave dynamics using stroboscopic UEM is enabled by the 
sensitivity of electron-scattering vectors to slight, time-varying orientations of the crystal 
lattice, in much the same way as occurs in static, conventional TEM diffraction-contrast 
imaging of bend contours.  As photogenerated lattice waves travel across the imaging 
field-of-view, the atomic planes respond via local deformation, which causes tilting and 
oscillation of the (reciprocal) lattice with respect to the fixed Ewald sphere.  This 
produces a corresponding local modulation of the Bragg condition.  By inserting an 
aperture into the back focal plane of the objective lens, strongly-scattered electrons 
emerging from specimen regions satisfying the Bragg condition are blocked from 
entering the imaging (projection) system (Fig. 7.4).  Accordingly, the specimen region 
from which this scattering occurs appears dark in the resultant bright-field image, and the 
propagating lattice waves manifest as coherent, propagating contrast waves in the UEM 
videos.
43
  Further, it is expected that the degree of lattice deformation will manifest as 
variations in contrast strength; that is, larger local elastic strains should produce stronger 
contrast, depending upon the initial crystal orientation with respect to strongly-scattering 
conditions. 
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Figure 7.4  Simplified schematic of the UEM imaging-contrast mechanism arising from 
transient local elastic strain.  (Left) Freestanding specimen prior to laser-induced 
deformation.  Under this condition, the diffracted beams (green and orange dashed lines) 
are only weakly excited, and the resulting image contrast is weak owing to most incident 
electrons being contained in the direct beam (green and orange solid lines; blue solid line 
is the optic axis); the direct beam is selected for image formation with the objective 
aperture.  (Right) Upon photoexcitation, elastic deformation of a properly-oriented 
specimen produces a spatially-varying orientation, with some regions satisfying the 
Bragg condition, thus leading to strong excitation of the diffracted beams (green and 
orange solid lines).  This produces a relative reduction in the number of incident electrons 
contained in the direct beam (green and orange dashed lines) and an increase in the 
image-contrast strength.  The black regions at the edges of the detector represent the 
electron-opaque TEM grid bars. 
7.2.1 Quantifying BF-image Series of Phonon Propagation in WSe2 
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Discussed in the previous section, propagating contrast features were observed in 
few-layer flakes of WSe2.  WSe2 has a layered atomic structure with strong covalent in-
plane bonding and weak van der Waals bonding between layers.  Upon thinning to a few 
layers, WSe2 transitions from an indirect to direct band gap, making it an appealing 
candidate for next-generation optoelectronic applications.
64, 134, 135
  Here, however, the 
flakes are expected to display behaviors more-closely matching those of the bulk regime, 
which exhibits an indirect band gap of approximately 1.3 eV.
136
  Both UEM bright-field 
imaging and selected-area diffraction were conducted on a single flake of WSe2, the 
results of which were correlated in order to develop a comprehensive atomic to 
mesoscale picture of the photoexcited structural dynamics.  An overview of the WSe2 
specimen, and the observed real-space structural dynamics, is provided in Figure 7.5.  
Following fs excitation at 515 nm, two distinct acoustic-phonon behaviors are discernible 
with UEM bright-field imaging.  In this case, the distinct behaviors are differentiated by 
the morphological defect features from which they emerge; one wave train is observed 
emanating from a vacuum/crystal interface, while the other emerges from a terraced (i.e., 
crystal/crystal) interfacial region. Each wave train displays a distinct oscillation 
frequency; 40 and 25 GHz for the vacuum/crystal and terraced wave trains, respectively 
[Fig. 7.5(B) and (C), respectively].  Notably, the wave trains are most apparent in regions 
where contrast strength sharply varies spatially.  Accordingly, small angular modulations 
in local lattice orientation, relative to the fixed Ewald sphere, due to relatively low-
energy acoustic-phonon propagation give rise to discernible diffraction-contrast dynamics 
in the UEM images series. 
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Figure 7.5  Quantification of propagating acoustic waves in a freestanding WSe2 flake 
from a UEM bright-field image series.  (A) Representative bright-field UEM image of a 
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WSe2 flake, with two distinct interfaces highlighted:  the vacuum/crystal interface (blue 
rectangle) and a terraced interface (red rectangle).  The black circle around the periphery 
of the image is due to an inserted selected-area aperture.  (B, left) Space-time contour 
plot generated from the vacuum/crystal interfacial region highlighted with the blue 
rectangle in panel (A).  Each time point was generated by first averaging image counts 
along the horizontal direction of the region of interest and then subtracting pre-time-zero 
values to isolate the relative change.  For reference, the 0-nm spatial position corresponds 
to the vacuum/crystal interface.  (B, right) Fourier transform of the temporal traces 
generated by analyzing the space-time contour plot.  The frequency of the mode 
emanating from the vacuum/crystal interface is approximately 40 GHz, with velocities 
ranging from 5.5 to 7 nm/ps.  (C, left) Space-time contour plot generated from the 
terraced interfacial region highlighted with the red rectangle in panel (A).  For reference, 
the 0-nm spatial position corresponds to the approximate position of the terrace in the 
region of interest.  (C, right) Fourier transform of the temporal traces revealing the 
presence of an acoustic wave of approximately 25 GHz emanating and propagating away 
from the terrace at 8 nm/ps, with an apparent double resonance of this mode (50 GHz) 
appearing in the thicker region of the crystal (i.e., lower region of the image). 
The behavior of the WSe2 contrast dynamics at each defect can be quantified by 
defining a region of interest and generating line scans parallel to the propagation 
direction from a select region of interest (by averaging image intensity orthogonal to the 
propagation direction) and plotting the resultant profiles as a function of time.  This 
approach is used to produce space-time contour plots displaying coherent contrast 
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oscillations arising from the phonon wave trains [Fig. 7.5(B) and (C)].  From such plots, 
one can identify both the propagation velocity of each wave front (slope of the contrast 
features) and the spatial frequency of the wave train across the region of interest.  For the 
WSe2 flake studied here, the terraced interface defines a spatial thickness transition 
region, with the thinner region spanning from the terrace to the vacuum/crystal interface.  
Here, the thinner region supports the 40 GHz wave train, which propagates at 
approximate velocities ranging from 5.5 to 7 nm/ps (depending upon which wave front is 
measured).  In addition, the wave train is observed to propagate away from and along a 
vector approximately normal to the interface and oriented toward the terrace.  
Conversely, the wave train emanating from the terrace displays more complex behavior; 
two distinct wave trains can be seen emerging from the terrace and propagating away 
from and along vectors approximately normal to the interface.  This behavior is 
manifested as contrast features in the contour plots having comparable slopes but 
different signs, thus illustrating the opposite propagation directions but comparable 
velocities (ranging from 7 to 11 nm/ps).  Beyond 100 nm from, and on either side of, the 
terrace, oscillation frequencies of approximately 25 GHz are observed.  Interestingly, a 
peak at 50 GHz is clearly present in the specimen region below the terrace (relative to the 
image plane); it is unclear whether this is a physical splitting of the wave via propagation 
through a specimen feature or an artifact of the complex contrast mechanisms in that 
particular region.  
The distinctly different wave-train frequencies in the relatively thick and thin 
specimen regions suggest that local properties and behaviors are dictated by distinct 
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specimen morphologies and structural features.  An explanation for the origin of the in-
plane modes in WSe2 is that initial photoexcitation and rapid c-axis expansion leads to 
excitation of transverse phonons, the nucleation and propagation direction of which is 
dictated by spatial discontinuities in elastic properties along particular wave vectors.  
Indeed, GHz oscillations in graphite, as measured with UEM, have been attributed to 
propagation of longitudinal waves along the c-axis stacking direction and reflection at the 
outer layers.
124, 125, 126
  Similarly here, it is hypothesized that the back-and-forth motion of 
c-axis longitudinal phonons ultimately couple to in-plane propagating modes via 
interfacial stresses.  These in-plane modes then manifest as traveling contrast features 
having distinct wave fronts and vectors in the UEM bright-field image series due to local 
modulation of the Bragg condition by the propagating elastic strain.  As shown below, 
this hypothesis is supported by results obtained from correlative UEM selected-area 
diffraction studies and linear elastic modeling. 
7.2.2 | Correlating Real-space Observations with Ultrafast SAED 
Summarized in Figure 7.6 are UEM selected-area diffraction studies conducted on 
relatively thin and thick WSe2 specimen regions of interest [dashed blue and dashed red 
circles (corresponding to the aperture size and location), respectively, in Fig. 7.6(A)].  
The composite representative diffraction pattern in Figure 7.6(B), where scattering from 
the thin and thick regions is mapped in blue and red RGB channels, respectively, 
confirms that specimen crystallinity is both continuous and oriented across the terrace 
interface, though the relative intensities of the diffracted beams vary between the regions 
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due to tilting effects.  That is, the two regions are portions of an oriented crystal rather 
than individual and disparate crystal grains in a polycrystalline film. 
Here, with UEM, monitoring Bragg-spot properties as a function of time reveals 
ultrafast variations in both the spacing and angular orientation of diffracted beams 
(relative to the direct beam).  For example, Figure 7.6(C) summarizes the extracted 
dynamics of the (202) reflection, which is present in diffraction patterns from both 
specimen regions [white square in Fig. 7.6(B)].  Importantly, the onset of dynamics is 
observable as an initial 0.05% contraction in the inverse d-spacing (Δd-1) in the trace 
from the thin region.  The reciprocal-space contraction (i.e., real-space expansion) occurs 
over approximately 3 ps and is the precursor to coherent oscillations.  Note that the initial 
temporal change is likely instrument limited at the UEM settings used here, as mentioned 
above.  The onset of resolvable angular resonances occurs approximately 15 ps after this 
initial real-space expansion, which may correspond to the first reflection of a c-axis 
longitudinal phonon from an outer crystal layer, after which oscillations in both angle and 
position begin and continue over the entire temporal window (here, beyond 230 ps).  The 
observed transient modulations in diffracted-beam position indicate that the 
corresponding lattice planes exhibit both shear motion and lateral expansion and 
contraction, an effect which may stem from a- and b-axis displacements of in-plane 
phonons.  Figure 7.6(D) displays Fourier transforms of both the angular and radial 
diffraction-spot dynamics from each selected area; frequencies of 21 and 38 GHz for the 
thick and thin regions, respectively, are apparent in both degrees of freedom.  Using the 
relation T = 0.5τνs – where T is the flake thickness, τ is the corresponding oscillation 
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period (i.e., 1/f, where f is the oscillation frequency), and νs is the speed of sound along 
the propagation direction (1.9 nm/ps for the WSe2 c-axis) – thicknesses of 45 and 25 nm 
for the thick and thin regions, respectively, are extracted. 
 
 
Figure 7.6  Selected-area diffraction dynamics in relatively thin and thick regions of a 
freestanding WSe2 flake.  (A) Representative UEM bright-field image illustrating the 
relatively thin (blue dashed circle) and thick (red dashed circle) regions from which 
selected-area time-resolved diffraction data was obtained.  (B) Composite frame 
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consisting of UEM parallel-beam diffraction patterns acquired approximately along the 
[111̅] zone-axis for the thin (blue) and thick (red) regions of interest; overlapping 
intensity between the two regions appears pink.  The white square highlights the analyzed 
(202) reflection, which has significant diffracted-beam intensity contributed from both 
regions of interest.  (C) Transient behavior of the angular orientation (Δθ, top) and 
diffraction-spot spacing (Δd-1, bottom) of the (202) reflection acquired from both the thin 
(blue data points) and thick (red data points) specimen regions.  The left (blue) and right 
(red) axes correspond to data from the thin and thick regions, respectively.  Note that an 
initial contraction of the (202) diffraction-spot spacing (indicative of an initial interlayer 
expansion) is evident in the time trace from the thin specimen region; this initial 
expansion induces the oscillatory elastic response observed in both the real- and 
reciprocal-space UEM studies.  (D) Fourier transforms of the oscillatory behavior shown 
in panel (C) from both the thin and thick specimen regions.  Frequencies of 38 GHz in the 
thin region and 21 GHz in the thick region, respectively, are evident in the spectra for 
both Δθ (top) and Δd-1 (bottom).  The observed behavior is ascribed to beating of c-axis 
longitudinal waves between the flake surfaces within regions of differing thickness. 
 The atomic-level picture of structural dynamics revealed with ultrafast diffraction 
supports the hypothesis pertaining to the origins of GHz propagating, in-plane acoustic-
phonon modes observed with UEM bright-field imaging.  In short, an initial interlayer 
expansion induces an elastic response that launches compression waves that propagate 
along the c-axis layer-stacking direction.  Confinement and interaction of these waves 
with the specimen surfaces (i.e., the outer-most specimen layers) couples to in-plane 
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modes through differential stresses at discrete interfaces (e.g., vacuum/crystal and 
crystal/crystal).  The physical picture of this process is explained in more detail in the 
next section.  Note, however, that the exact and detailed nature of initial fs optical 
coupling to the observed thermoelastic behavior (especially with respect to distinct 
nanoscale defects and interfaces) is not directly addressed with the experiments reported 
here.  Accordingly, future experiments will focus on examining timescales and 
amplitudes of the initial onset of dynamics as a function of photoexcited charge-carrier 
density and excitation wavelength in effort to elucidate the nature of electron-phonon 
coupling leading to local and (eventually) global elastic deformation. 
7.2.3 | Simulating Acoustic-phonon Dynamics in WSe2 with a Time-dependent Linear-
elastic Model 
In order to gain further insight into the nature of the observed coherent contrast 
waves, a finite-element simulation was performed using a transient linear-elastic model 
with the COMSOL Multiphysics Structural Mechanics software module.  Here, free 
boundary conditions were assumed, and the initial and initiating condition for phonon 
launch was an instantaneous, depth-dependent displacement along the z-axis (i.e., layer-
stacking axis) in the crystal.  This initial z-displacement represents the ultrafast, optically-
induced interlayer expansion observed in the diffraction experiments.  That is, the initial 
condition was set to be Δz(z, t = 0) = 𝐴𝑒−
𝑧
𝛼, where z is the coordinate along the WSe2 c-
axis, A is the magnitude of the initial displacement, and α is the inverse of the attenuation 
coefficient (with units of length).  For illustrative purposes, (exaggerated) values of A and 
α have been chosen to be 7.5E-2 nm and 3.2 nm, respectively.  This model was applied to 
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an idealized mesh structure of the two regions of interest – the vacuum/crystal and 
terraced (crystal/crystal) interfaces – embodying a two-dimensional representation of the 
experimental geometry of the WSe2 flake.  For the hexagonal symmetry of the WSe2 
flake, five independent elastic constants make up the anisotropic elastic stiffness tensor, 
represented by the elasticity matrix:
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Here, the C11 and C33 values are 300 and 34 GPa, respectively, to match compressional 
speeds-of-sound along the corresponding axes [i.e., C33 = ρνs,c
2
 = 9320 kg/m
3
·(1.9 
nm/ps)
2 
= 34 GPa], the C44 value is 19 GPa,
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 and the C12 and C13 values are each set to 
15 GPa. 
Select frames from the simulation, representing discrete time points, are shown in 
Figure 7.7 (A) and (B).  As can be seen in the simulations, the initial depth-dependent 
expansion results in a coherent compressional wave that propagates back and forth along 
the c-axis between the outer layers.  At the free edge of the specimen [Fig. 7.7(A)], stress 
imparted by propagation of the longitudinal wave results in rapid coupling to in-plane 
displacements that emanate from the vacuum/crystal interface (i.e., the left edge of the 
flake in the simulation) owing to abrupt spatial variation in elastic (acoustic) properties.  
After 100 ps, a coherent wave train of in-plane compressional displacements can be 
  134 
discerned (t = 100 ps for x-displacement), the emergence of which becomes clear after 50 
ps.  Similarly, in-plane displacements arise at the terraced interface when the c-axis 
longitudinal waves on either side of the interface become out of phase owing to variations 
in total transit time.  For this type of defect, the in-plane displacements are observed to 
subsequently propagate away from the interface in both directions and take on a tilted, 
non-uniform spatial frequency as time progresses. 
 
 
Figure 7.7  Time-dependent linear-elastic simulation of GHz propagating acoustic waves 
at interfaces in WSe2.  (A) Select transients from the simulation mapping both the z- and 
x-displacements (i.e., the c-axis and in-plane directions, respectively) in regions near the 
vacuum/crystal interface.  (B) Select transients from the simulation mapping both the z- 
and x-displacements in regions near the terraced interface.  In both (A) and (B), the initial 
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depth-dependent photoinduced expansion launches a compressional wave that oscillates 
along the z-axis.  This motion couples to in-plane (i.e., x-axis) modes at the edge of the 
specimen (A) and at the terrace (B) owing to the discontinuous elastic properties at each 
interface.  (C and D, left) Space-time contour plots of the x-displacement generated by 
averaging in-plane line-scans at 3-nm intervals within the specimen.  (C and D, right) 
Space-frequency contour plots of the x-displacement illustrating near-quantitative 
agreement with experiment; behaviors that are quantitatively similar to experimental 
observations are captured in the simulations, including the presence of specimen-
thickness-dependent frequencies and speed-of-sound wave trains emanating from the 
interfacial regions. 
In order to further quantify the initiation and launch processes and to compare to 
experimentally-observed contrast dynamics, the x-displacement simulation data was 
converted into spatially-averaged line scans of intensity (sampled from varying crystal 
depths) and plotted as a function of time.  Shown in Figure 7.7 (C) and (D) are simulated 
space-time contour plots and corresponding Fourier transforms displaying spatial 
frequency distributions.  As with the experimental data shown in Figure 7.5 (B) and (C), 
the simulated space-time contrast oscillations depict the propagation direction and 
velocities of the x-displacements, with the slopes of the contrast bands dictated by the in-
plane compressional speed of sound and, thus, the commensurate C11 elastic constant.  
Further, the oscillation frequency of the in-plane waves stems from the specimen 
resonant frequency dictated by the crystal thickness and the out-of-plane compressional 
speed of sound (i.e., the commensurate C33 elastic constant).  Indeed, the spatial and 
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interfacial dependence of the experimentally-observed phonon frequencies are nearly 
quantitatively reproduced in the finite-element simulations. 
While the simulations support the hypothesized formation mechanism and 
coupling behavior of the experimentally-observed GHz acoustic phonons, some 
disagreement remains.  First, the absence of low-frequency features in the simulation 
likely results from a simplification of the actual specimen geometry and exclusion of 
bends and ripples that give rise to these features in the experimental data [see, for 
example, the spatial frequency region below 25 GHz in Figure 7.5(C)].  Second, the 
model employs a projection along one in-plane axis of the structure, and thus does not 
provide an indication of the wave-front shape in two spatial dimensions.  For the UEM 
experiments, the wave-front shapes and propagation directions can evolve and become 
more complex depending upon the orientation of the two in-plane axes with relation to 
discrete and discontinuous morphological features.  Additionally, the values of the elastic 
constants can dictate the behavior of the phenomena in the simulation, and these values 
are often not known for advanced materials or defect-laden specimens.  Indeed, future 
efforts could focus on determining if quantification of the observed acoustic-phonon 
dynamics can be used to extract the anisotropic elastic properties of nanostructures.  
Finally, the continuum model applied here is relevant to bulk materials and geometries; 
while a majority of the presently-observed phenomena is well represented in the 
simulation, future work will determine if a transition to more complex behavior occurs 
upon reduction of flake thickness (i.e., within a transition region from atomistic to 
continuum regimes).
42, 139, 140
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7.3 | Summary 
In conclusion, we have reported the direct, real-space imaging of acoustic-phonon 
dynamics in macroscopically-ordered but microscopically-disordered few-layer WSe2.  
Via fs electron imaging, we have discovered that phonon nucleation and launch occurs at 
discrete spatial locations along individual step-edges, and that the appearance of 
coherent, propagating wavefronts are extremely sensitive to the shapes of local strain 
fields and vacuum-crystal interfaces.  Further, analysis of ps contrast modulation reveals 
the phase velocities, frequencies, and symmetries of the modes, with the spatial and 
layer-thickness dependence of the oscillations being resolved. The acoustic waves, 
discernable in real space via local elastic strain of the lattice leading to modulations of the 
Bragg condition and the resulting commensurate diffraction-contrast dynamics, arise 
from interfacial stress caused by initial excitation and confinement of compressional 
waves along the c-axis stacking direction within the specimen-layer boundaries.  The 
transient diffraction-beam scattering-vector magnitudes and angular orientations, as 
measured with UEM selected-area diffraction, support both the proposed dynamic image-
contrast mechanisms and the physical origins of the acoustic wave trains.  Guided by 
these experimental insights, a time-dependent linear-elastic finite-element simulation of 
the mechanical deformations was developed and applied, the results of which further 
supported the proposed depiction of the ultrafast photoinduced elastic strain-wave 
dynamics.  Moving forward, application of combined UEM imaging and diffraction 
modalities on select, nanoscale specimen regions are expected to be useful in uncovering 
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the physical origins of other phenomena, including (spatial) energy nucleation, 
propagation, conversion, and decay in myriad materials and composite systems.  In 
particular, one could envision using these approaches to uncover the spatially- and 
temporally-varying anisotropic elastic tensors, especially as affected by discrete (and 
dilute) structural discontinuities.  With the spatiotemporal resolutions accessible with 
UEM, it is also expected that much insight could be generated regarding atomistic-to-
continuum structural dynamics, which will aid in informing the continued development 
of multiscale modeling approaches. 
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8 | Conclusions  
 
 
 Throughout this work, we have outlined the development of UEM as a tool for the 
investigation of nanoscale energy transport. Uniquely, UEM has the ability to probe 
phonon transport processes on the relevant condensed time- and length-scales – that is, 
femtoseconds and nanometers, respectively. We have studied a variety of phenomena in 
two-dimensional atomic crystals  and discussed progress in methodologies in operation of 
a thermionic UEM. 
 With in situ electron diffraction, we found a large population of out-of-plane 
vibrations in both single-crystal and polycrystalline monolayer graphene membranes.  
While these were static representations of the laser-heated structures, the technique 
described could be extended to the ps- and ns-time-scales to depict phonon population 
and relaxation within individual grains and offer insight into interfacial confinement and 
scattering at the boundaries.  
Additional in situ studies on the 1T- and 4HB-polytypes of TaS2 provided insight 
into the nearly-commensurate to incommensurate charge-order transitions and revealed a 
single-laser-pulse switching effect which we believe to arise from the intense shear-
motion in the moments after excitation. The TaS2 case study exemplified some practical 
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challenges associated with stroboscopic operation in UEM; notably, heat dissipation from 
the specimen must be considered such that pseudo-steady-state operating temperatures 
resulting from the laser-pulse-trains are within ranges suitable for a particular experiment. 
Additionally, dynamics occurring on time-scales comparable to instrument response 
(such as the ultrafast charge-order melting observed in TaS2) require precise 
deconvolution for proper interpretation of instrinsic material response. Nonetheless, dark-
field imaging on the ultrafast time-scale demonstrated the potential for extraction of non-
equilibrium kinetics locally in real-space. 
In preliminary efforts to realize a solution for systematic characterization of 
electron packet properties, we described a method for in situ ultrafast electron packet and 
photon pulse characterization based on interactions between the probing electrons and 
intense, fleeting evanescent fields at the specimen. Though these strong interactions have 
deleterious effects on image resolution in the initial moments of excitation (as we have 
shown), their kinetics are indicative of the instrument response for the given conditions. 
While this technique has been widely used, our instrument is not equipped with an EELS 
spectrometer, and as such, an alternative solution was required. Exploiting a plasma-
lensing effect described in chapter 2, we systematically mapped the space-charge and 
temporal instrument-response parameter space as a function of photoelectron-packet 
population and applied bias. Instrument-response times ranging from 1 to 10 ps 
(FWHM), for laser-limited single-electron packets to those containing ~10
5
 electrons, 
were observed; this large range of achievable packet population increases experimental 
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flexibility and indeed allows UEM experiments to be conducted at relatively low 
repetition rates (i.e. ~5 kHz). 
Imaging discrete propagation of discrete phonon wavefronts was facilitated by 
contrast arising from small angular perturbations (and as result, local modulation of the 
Bragg condition) in the lattice associated  with  elastic deformation. We have discovered 
that phonon nucleation and launch occurs at discrete spatial locations along individual 
step-edges, and that the appearance of coherent, propagating wavefronts are extremely 
sensitive to the shapes of local strain fields and vacuum-crystal interfaces. Drawing 
additional information from ultrafast selected area diffraction and time-dependent elastic 
simulations, we have concluded the observed modes arise from interfacial stress caused 
by initial excitation and confinement of compressional waves along the WSe2 c-axis 
stacking direction within the specimen-layer bound. 
We expect the methodology and insight presented in this work will aid in future 
quantitative studies of energy transport in crystalline materials with nanostructured 
interfaces and atomic defects. Ultimately, we envision the direct insight available in 
UEM will facilitate design of materials and structures for precise control of energy 
transport and improvement of the numerous applications in which understanding heat 
transport is critical. 
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Appendix B | Detailed Methods for In Situ and Correlative Graphene Studies 
 
Preparation of suspended graphene membranes 
Monolayer graphene grown by CVD on copper (Graphene Supermarket) was 
transferred by a previously described polymer scaffold technique to silicon TEM frames 
with a 0.5 mm by 0.5 mm window covered by a 200 nm holey silicon nitride film with 
holes 2.5 um in diameter (Ted Pella). An optical microscope with a 20x dark-field 
objective lens was used to both determine coverage of the film and find features on the 
support film to correlate with low magnification TEM images such that the SAED grain 
structure characterization is performed on the associated membranes examined by 
confocal Raman microscopy. 
Opto-thermal Raman measurements of thermal conductivity 
A Witec alpha300R confocal Raman microscope with a 514.5 nm excitation 
source (Omnichrome Argon ion laser) was used in characterization of graphene films and 
measurement of their thermal conductivity. Areas of pristine monolayer graphene free of 
wrinkles, polymer and copper contaminates, and bi-/tri-layer islands were identified by 
performing coarse, wide-area scans to find large regions with appropriate I2D/IG ratios and 
free of surface contamination peaks. Thermal conductivity measurements of membranes 
is performed by acquiring spectra for 0.4 seconds in a 30 pixel by 30 pixel grid with the 
specimen rastered across a 12 μm by 12 μm region for six different laser powers. Spectra 
taken from the center of each membrane are then fit to a pseudo-Voigt function to 
determine the center of each G-peak, ωG, and its intensity. The intensity of each peak is 
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correlated with calibration measurements to determine the laser power incident on the 
specimen, and the slope of the ωG versus laser power is used to estimate thermal 
conductivity via Eq. 1. The error bars represent error propagated from the standard error 
of the slopes in linear fitting of ωG vs P. 
Grain size determination 
Membranes examined in the Raman technique were carefully identified in a 
120kV transmission electron microscope (FEI Tecnai T12) by comparing features 
observed in the TEM with reference features from optical micrographs. SAED patterns 
were acquired at 350mm camera-length with the beam illuminating precisely the 
suspended membrane. Azimuthal integration was performed over a 10 pixel annulus 
centered at the radius of the (110) reflection and orientation angle plots were generated 
by averaging four of the six equivalent 60 degree sections. Orientation angle peaks (and 
shoulders for peaks closely bordering each other) with intensity over twice the noise-limit 
were fit to a 2D pseudo-Voigt function, and the geometric mean of the normalized 
intensities (that is, the intensity of a single-peak normalized to the summation of the 
intensities of all peaks) was used to determine an average grain area via multiplication by 
the total membrane area. The characteristic grain size is the square root of this area. 
In-situ SAED of laser-heated membranes 
  In-situ laser heating of graphene membranes was performed in a 200kV TEM 
(FEI Tecnai Femto) equipped with an optical periscope directing external laser light to 
the specimen region. Pulse trains of 515 nm laser light, the second harmonic of a 
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Yb:KGW 1030 nm (1.2 eV) fundamental laser (Light Conversion), are used to excite the 
specimen, and the power is attenuated to 24 mW, 18 mW, and 14 mW by pulse-picking 
from 600kHz to 200 kHz, 150 kHz, and 120 kHz, respectively.  The laser beam-width at 
the specimen is ~120 μm FWHM as measured ex-situ with a beam profiler. Automated 
acquisition of SAED patterns takes place at 120 mm camera length with 10 second 
acquisitions occuring every 22 seconds on a 2048 pixel by 2048 pixel CCD with 16-bit 
digitization (Gatan Orius Sc200B). A shutter is systematically opened and closed at 
specified intervals to allow laser light to reach the specimen. During the first shutter-open 
interval, the laser power is set at ~14 mW via pulse-picking, and the power is increased to 
18 mW and then 24 mW in the subsequent shutter-open intervals. For each interval, a 
pseudo-steady-state is reached within the first two acquisitions. 
Extraction of the Debye-Waller Factor for single-crystal membranes 
For the single-crystal membranes approximately 50 peaks are extracted out to 
tenth-order [i.e. the (410) reflection], and each peak is fit individually to a 2D pseudo-
Voigt function with 7 free-parameters: a Lorentizian and Gaussian amplitude, two center 
coordinates, two orthoganal widths, and an angle describing the rotation of width axes 
with respect to the diffraction axes. We take the intensities as the sum of the Lorentzian 
and Gaussian amplitudes, and these values are used in fitting to Eq. 2 to obtain the non-
excited DWF and in calculations of elastic scattering suppression. In determining the 
non-excited DWF, we average the intensities of each peak over 5 DPs acquired with the 
laser off, apply appropriate normalization of “strong” peaks according to the structure 
factor (that is, divide the intensity of the 2
nd
, 5
th
, 6
th
, and 10
th
 order peaks by 4), and fit to 
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Eq. 2 with log-scale weighting. The reported uncertainty is the standard deviation of 
measurements on three different membranes. To measure intensity suppression upon 
laser excitation, equivalent peaks in every diffraction pattern are averaged and 
normalized to the median laser-off intensity for the given reflection. The suppression 
ratio, I/I0, used in Debye-Waller calculations is taken as the median of the laser-on values 
for a given excitation power. Unless otherwise noted, error-bars for Δ<U2> represent the 
standard error in the slope in linear fitting of –LN(I/I0) vs. G
2
. 
Extraction of the Debye-Waller Factor for polycrystalline membranes and within 
individual grains 
Intensities at radii corresponding to the first six reflections in polycrystalline 
membranes were evaluated by azimuthal integration over 300 degrees (such that the 
region affected by the beam block is excluded). The background of each azimuthal trace 
is estimated by a 4
th
-order polynomial minimizing an asymmetric truncated quadratic cost 
function, and the sum of the background-subtracted azimuthal traces are normalized to 
the median of laser-off values. Again, the appropriate suppression ratio, I/I0, used in 
Debye-Waller calculations is taken as the median of the laser-on values for a given 
excitation power.  
For single-grain calculations, specific angles in the background-subtracted 
azimuthal traces corresponding to individual grains are analyzed separately. The intensity 
of the 1
st
, 2
nd
, 5
th
 and 6
th
 order reflections are extracted by summing 8 pixels surrounding 
a peak maximum, and the intensities traces of the 5
th
 and 6
th
 order peaks normalized to 
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the 1
st
 and 2
nd
 order peaks are used to extract Δ<U2> by Eq. 5. In this case, the error bars 
represent the standard deviation of 4 calculations of Δ<U2> with j = 5, 6 and i =1, 2. 
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Appendix C | Derivations and Additional PINEM Calculations  
 
Derivation of the Weak-Interaction Limit – In ultrafast electron microscopy 
(UEM), a probing electron passing through a scattered near-field generated by a 
femtosecond laser pulse can gain and lose n quanta of the incident photon energy in a 
process known as the photon-induced near-field (PINEM) effect [C1].  A detailed 
derivation of the transition probability for a PINEM event was given in Ref. [C2].  The 
temporal filter aspect of PINEM was given in Ref. [C3] and utilized in Ref. [C4] to 
characterize the temporal spread and energy-time correlation of the electron pulse.  Note, 
however, that only first-order transitions were considered therein.  Below, we describe 
how higher-order transitions may be used to determine both optical and electron pulse 
durations in situ. 
 
The probability (spatial) density of an electron propagating in the z-direction, 
Pe(z’), on a moving frame, z’ = z – vet, was chosen to be the normalized Gaussian 
function (Eq. S1). 
 𝑃𝑒(𝑧′) = (
1
√2𝜋Δ𝑒𝑣𝑒
𝑒𝑥𝑝 [
−(
𝑧′
𝑣𝑒
)
2
2𝜎𝑒
2 ])         (C1) 
Equation S1 represents a pulsed electron packet with temporal width σe traveling at ve, the 
electron velocity.  The (temporal) intensity of incident light at the particle position is 
given by Equation C2. 
 𝐼𝑝(𝑡) = 𝐼0𝑒𝑥𝑝 [
−(−𝑡−𝜏)2
2𝜎𝑝
2 ]           (C2) 
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Here, σp is the photon duration, and τ is the delay between the electron and photon pulses.  
After interaction with the scattered light, the resulting electron density of the n
th
 virtual-
state is given by Equation C3. 
 𝑃𝑛(𝑧′) = 𝑃𝑒(𝑧′)𝑄𝑛(𝑧
′; 𝜏)      (C3) 
Here, Qn(z’;τ) is the transition probability described in Ref. 2 and given by Equation S4. 
 𝑸𝒏(𝒕) = |𝑱𝒏 {
−𝒆|?̃?𝟎|
ħ𝝎𝒑
𝑰𝒑(𝒕)
𝟏
𝟐}|
𝟐
     (C4) 
Here, –e is the electron charge, ħωp the photon energy, and Jn a Bessel function of the 
first kind.  The exponential term describes overlap of the electron packet with the 
incident light at the specimen position in a slowly-varying envelope approximation.  The 
|𝐹?̃?| term is the amplitude of scattered light with spatial frequency 
e
p
k
v

 .  As the 
electric field of a scattered wave is proportional to the magnitude of the electric field of 
the incident light, ?̃?0, we can separate the intensity dependence of the |𝐹?̃?| term (Eq. C5). 
 |?̃?0| = |?̃?0?̃?| = √
2𝐼0
𝑐𝜀0
|?̃?|     (C5) 
Here, ?̃? is determined by the geometry of the particle and the dielectric constant of the 
material, as well as the polarization, wavelength, and phase of the incident light. 
While for large arguments the Bessel function in the transition probability must be 
explicitly evaluated, for small arguments (i.e., the weak-interaction limit) it may be 
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approximated as the first term in the series expansion, 𝑱𝒏 (𝛀
𝟏
𝟐)
𝟐
≈  
𝟏
𝒏!
(
𝛀
𝟐
)
𝒏
  for  𝛀
𝟏
𝟐 ≪
√𝒏 + 𝟏, and Equation S4 reduces to 
 𝑄𝑛(𝑧
′; 𝜏) =
1
𝑛!2
{(
−𝑒|?̃?0|
ħ𝜔𝑝
)
2
𝑒𝑥𝑝 [
−(
𝑧′
𝑣𝑒
−𝜏)
2
2𝜎𝑝
2 ]}
𝑛
    for    
−𝑒|?̃?0|
ħ𝜔𝑝
≪ √𝑛 + 1     (C6) 
Upon insertion of Equation S5 and grouping of constants, Equation C6 can be further 
reduced to Equation S7. 
 𝑄𝑛(𝑧
′; 𝜏) =
1
𝑛!2
{𝑊0𝐼0𝑒𝑥𝑝 [
−(
𝑧′
𝑣𝑒
−𝜏)
2
2𝜎𝑝
2 ]}
𝑛
=
𝑊0
𝑛
𝑛!2
{𝐼𝑝 (−
𝑧′
𝑣𝑒
)}
𝑛
     (C7) 
Here, 𝑊𝑜 =
2
𝑐𝜖𝑜
(
𝑒|?̃?|
2ħ𝜔𝑝
)
2
.  From Equation C7 it can be seen that the temporal profile of the 
incident light is explicitly present in the transition probability and that an n
th
-order 
transition will experience an effective optical pulse length of  
𝜎𝑝
√𝑛
; namely, the higher the 
order of the transition, the shorter pulse length. 
 
The n
th
-order virtual state populations, or the electron energy-gain spectrum 
(EEGS), at time delay τ can then be obtained by integration of Equation S3 over the 
entire electron packet (Eq. C8). 
 𝑃(𝑛; 𝜏) = ∫ 𝑑𝑧′𝑃𝑒(𝑧′)𝑄𝑛(𝑧
′; 𝜏)
+∞
−∞
=
𝑊0
𝑛
𝑛!2
[𝑃𝑒(𝑧′) {𝐼𝑝 (−
𝑧′
𝑣𝑒
)}
𝑛
] (−𝜏)     (C8) 
It can be seen in Equation (C8) that the temporal dependence of each virtual state is 
proportional to the cross-correlation of the two Gaussian functions representing the 
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electron packet and the effective optical pulse experienced by the electron for transitions 
of order n.  The width of this cross-correlation is then given by Equation C9. 
 𝜎𝑛 = √𝜎𝑒2 +
𝜎𝑝
2
𝑛
     (C9) 
From Equation S9, the electron packet duration can be determined for a known photon 
pulse width, or both the electron packet and photon pulse durations can be determined 
independently by analyzing all orders via linear regression of 𝜎𝑛
2 vs.  
1
𝑛
 . 
 
Peak Broadening Magnitude –The origin of peak broadening lies in the non-
linear photon-pulse intensity dependence of PINEM transitions.  The peaks deviate from 
Gaussian shape at higher fluence as they are depleted non-uniformly (within the next 
effective optical pulse range) in favor of the adjacent peaks.  Broadening of the ZLP 
temporal cross-section occurs when it is repopulated due to electrons that have absorbed 
and emitted an equal number of photons; for n PINEM events, where n is an even integer, 
the ZLP cross-section is repopulated only within the effective optical pulse range 
𝜎𝑝
√𝑛
.  The 
relative magnitude of broadening of the observed temporal width of the ZLP cross-
section 𝜎0
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 with respect to the cross-correlation width (𝜎0 = √𝜎𝑒 + 𝜎𝑝) depends 
only on the ratio between pulse durations 
𝜎𝑒
𝜎𝑝
 and the interaction parameter, .  Figure S1 
illustrates the dependence of the broadening percentage (
𝜎0
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑
𝜎0
× 100) on the pulse 
duration ratio and interaction strength.  It can be seen that broadening is largest for pulse 
durations of equal magnitude.  Although this case is seldom observed – electron packet 
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durations are typically significantly larger than photon durations due to energy-time 
uncertainty during emission and broadening during propagation – new pulse compression 
techniques are being developed to reach this regime. 
 
Fig. C1.  ZLP temporal cross-section broadening.  Maximum broadening occurs for 
photon pulse durations that are comparable to the electron packet duration.  This is 
attributed to the greater number of PINEM events that occur for longer-duration and 
higher-intensity photon pulses. 
 
Simulation of EELS/EEGS Plots – Population of nth-order PINEM peaks were 
calculated from the quantum-mechanical treatment of swift electrons in an evanescent 
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near-field [C2].  For a focused electron beam (fixed impact parameter), population of an 
n
th
-order peak is given by Equation C10. 
𝑃(𝑛) = ∑ ∑ 𝐶𝑗
𝑛𝐶𝑘
𝑛∗(1 + 𝑆𝑛𝑗𝑘𝑅𝜎
2)
−1 2⁄
𝑒𝑥𝑝 [−
𝑆𝑛𝑗𝑘𝑅𝜏
2
2(1 + 𝑆𝑛𝑗𝑘𝑅𝜎2)
]
∞
𝑘=0
∞
𝑗=0
 
𝑤ℎ𝑒𝑟𝑒     𝐶𝑗
𝑛 =
1
(|𝑛|+𝑗)!𝑗!
(

2
)
𝑛+𝑗
(
−
2
)
𝑗
 (C10) 
Here, Snjk = n + j + k, Rσ = σe/σp, and Rτ = τ/σp.  Because the interaction strength, Ω, varies 
in space, the resulting PINEM populations for parallel beam illumination must be 
determined from spatial integration over the entire electron beam spot.  For the 
simulations presented here, a spherical nanostructure has been considered such that the 
interaction strength decays exponentially away from the sphere (Eq. C11). 
(𝑟, ) = (𝑎, 0)𝑒𝑥𝑝 [
−(𝑟−𝑎)
𝛿
] cos  (C11) 
Here, a is the radius of the sphere, δ is an empirical decay length, r is the radial position, 
and ϕ is the azimuthal angle.  Integrating over the beam waist (w) yields the relation used 
for n
th
-order PINEM populations (Eq. C12). 
𝑃(𝑛) = ∑ ∑ 𝐷𝑗𝑘
𝑛 𝐶𝑗
𝑛𝐶𝑘
𝑛∗(1 + 𝑆𝑛𝑗𝑘𝑅𝜎
2)
−1 2⁄
𝑒𝑥𝑝 [−
𝑆𝑛𝑗𝑘𝑅𝜏
2
2(1 + 𝑆𝑛𝑗𝑘𝑅𝜎2)
]
∞
𝑘=0
∞
𝑗=0
 
𝑤ℎ𝑒𝑟𝑒     𝐷𝑗𝑘
𝑛 =
𝛿{(2𝑆𝑛𝑗𝑘𝑎+𝛿)−𝑒𝑥𝑝[
−2𝑆𝑛𝑗𝑘(𝑤−𝑎)
𝛿
](2𝑆𝑛𝑗𝑘𝑤+𝛿)}
2√𝜋𝑆𝑛𝑗𝑘
2 (𝑤2−𝑎2)
(
1
2
+𝑆𝑛𝑗𝑘)
(1+𝑆𝑛𝑗𝑘)
    (C12) 
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For illustrative purposes, parameters for a spherical protein vesicle (a = 250 nm, δ = 68 
nm ) and  an electron beam waist of w = 367 nm have been used here [C5].  Additionally, 
Gaussian temporal profiles have been used for photon pulses and electron packets, with 
σp = 150 fs and σe = 300 fs, respectively.  The EELS/EEGS plots are generated from the 
PINEM populations by convolution with the energy-profile of the incident electrons.  For 
a Gaussian energy distribution of standard deviation σE, the EELS/EEGS distribution is 
described by Equation C13. 
𝑃𝐸𝐸𝐺𝑆(𝐸)∑ 𝑃(𝑛)𝑒𝑥𝑝 [
−(𝐸−𝑛ħ𝜔)2
2𝜎𝐸
]𝑛  (C13) 
Here, a FWHM of 1 eV (σE = 0.425 eV) has been used for the incident electron energy 
distribution, and 519 nm (ħω = 2.39 eV) has been used for the pump laser energy. 
 
Gaussian Fitting for Determining Temporal Durations – To determine the 
temporal duration of peaks from EELS plots we employ Gaussian fitting of the temporal 
cross-sections at nħω (Eq. C14). 
𝑃𝑛(𝜏) = 𝐴𝑒𝑥𝑝 [
−𝜏2
2𝜎𝑛
2]    (C14) 
Provided the peaks take the form shown in Equation C14, the Gaussian temporal widths 
σn can be determined from the least-squares fitting of ln (𝑃𝑛) vs. 𝜏
2 such that 𝜎𝑛 =
√
1
2(−𝛽)
, where β is the slope determined from least-squares analysis.  Error values given 
are based on propagation of uncertainty using the standard error of the slope, SEβ. 
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As discussed in the text, least-squares fitting of 𝜎𝑛
2 vs. 
1
𝑛
 can be performed to 
determine the temporal durations of the electron packet and photon pulse.  The electron 
packet duration is given by 𝜎𝑒 = √𝛼, where α is the y-intercept of the regression analysis, 
and the estimated value of the photon pulse duration is given by 𝜎𝑝 = √𝛽.  Reported 
error values in Table 1 of the main text are calculated from propagation of uncertainty 
using standard errors of α and β. 
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Appendix D | Detailed Methods for Discrete Chromatic Aberrations Study 
and Supplementary Information 
Methods 
Calculation of point spread functions and transfer functions.  Projections of 
the electron-energy distribution in the Gaussian image plane are evaluated with the 
following TEM operating parameters:  a collection angle (β) of 4.5 mrad, a coefficient of 
chromatic aberration (Cc) of 1.2 mm, and an accelerating voltage (V) of 200 kV.  We 
approximate the Fourier transforms of the point spread functions (PSF) with the discrete 
Cooley-Tukey numerical approximation.  One-dimensional (1D) cross-sections of the 
PSFs are sampled out to 𝑟 = ±
𝐶𝑐𝛽 (240 eV)
𝑉
 with frequency 𝐹𝑠 =
𝑉
𝐶𝑐𝛽 (0.24 eV)
 in order to 
avoid low-frequency sampling artifacts.  The radial symmetry of the PSFs allows 
rotational sweeping of 1D cross-sections of the FFT to produce two-dimensional transfer 
functions with increased numerical stability and accuracy. 
Image simulations.  The bright-field images of nanostructures shown in Figure 5 
were acquired with a Tecnai Femto UEM (FEI Company) operated in thermionic mode at 
200 kV.  Images of Au nanocrystals were generated from a gold/graphitized carbon 
calibration specimen (Ted Pella), while those of the carbon nanotube were obtained from 
a specimen prepared by drop casting from a dilute solution (Sigma-Aldrich; outer 
diameter = 6 to 13 nm, length = 2.5 to 20 μm) in ethanol.  To simulate the effect of 
quantized energy dispersion, the experimental images were convoluted with the 
chromatic PSF using the imfilter command with circular boundary options in Matlab.  
For accurate portrayal of blurring, the spatial sampling frequency of the experimental 
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images, 93.6 pixels nm
-1
 for the Au nanocrystals and 76.4 pixels nm
-1
 for the carbon 
nanotube, is replicated in the calculation of the chromatic PSF.  Fast Fourier transforms 
of the images are displayed on a logarithmic color scale mapped from counts in the 85
th
 
(black) to the 98
th
 percentile (white). 
Electron-photon coupling and the interaction parameter, Ω – The extent of 
coupling that occurs between the probing electrons and pump photons is dependent upon 
both the properties of the near-field and the degree of overlap with the photoelectron 
packet in space and time.[D1,D2] From quantum mechanical treatment, transition 
probabilities for absorption or emission of n-quanta of the photon energy by a swift 
electron at position t within a temporal envelope can be represented by equation D1: 
   
2
1/2; ( )
o
n n p
p
e F
Q t J I t 

  
  
  
ħ
  (D1)      
with –e being the electron charge, ħωp the photon energy, Ip(t) is the pump laser-pulse 
intensity profile, and Jn is an n
th
-order Bessel function of the second kind, and τ is the 
delay between the electron packet and photon pulse. Importantly, the |𝐹?̃?| term is the 
Fourier component of the electric field at the critical spatial frequency necessary for 
electron-photon coupling such that the z-component of the phase velocity of light equals 
that of the electron velocity – that is, 
e
p
k
v

 . This term (obtainable through numerical 
solutions to Maxwell’s equations) is dependent on the geometry of the specimen, the 
dielectric constant of the material, as well as the polarization, wavelength, and phase of 
the incident light. To evaluate the general dependencies of the electron-energy profile for 
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an arbitrary specimen, the near-field effects are collected into a single, non-dimensional 
term called the interaction parameter () which we define as 0
p
e F

  . [D2,D3]  The 
peak energy densities associated with the optical excitation pulses employed in UEM 
typically yield values of  ranging from five to 25 for typical pump-laser fluences.[D2]  
After integrating transition probabilities over the entire electron packet, the 
energy envelope describing the population of discrete energy states, P(E; ), is given by 
Equation D2. 
1/2 2( ; ) ( ) [ ( ) ]e E pP E P t J I t dt

      (D2) 
Here, E is the electron energy relative to those comprising the zero-loss peak (arising 
from substituting 
p
E
n

 ) and Pe(t) is the electron-packet probability density. 
Following this treatment, at τ = 0 fs and Ω = 10, a substantial number of the zero-loss 
electrons are partitioned into discrete states at integer multiples of the photon energy, 
with populations given by P(E; τ) and an energy distribution (ΔE) governed by the initial 
photo-generation process [Fig. 1b, main text].  Experimentally, electron energy loss/gain 
spectroscopy (i.e., EELS/EEGS) has been used to resolve peaks at up to ±40 ħω, [D2] 
corresponding to a total energy envelope spanning nearly 200 eV.  Within this strong-
interaction regime, the impact of the chromatic dispersion of the electrons, typically 
about one part per million in conventional TEM, must be carefully considered in the 
UEM image-formation process, especially at increased magnifications. 
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Weak interaction versus strong interaction – As the transition probabilities are 
governed by a Bessel function the second kind, implying a physical multi-state Rabii 
oscillation, a high degree of non-linearity occurs for strong interaction. However, we 
have shown previously [D4] that electrons sampling weak fields results in population of 
n
th
-order side bands with temporal dependence that goes as the quadrature of the widths 
of the electron temporal envelope and the effective temporal optical pulse width (e.g. 
2
2 p
n e
n

   ). Similarly, the duration of the imaging aberration, Δt, resulting from 
quantized chromatic dispersion exhibits a temporal dependence that goes as 
2 2
t e p    for electrons sampling weak fields. This regime occurs for weak 
coupling-fields or, alternatively, when the electron packet is much longer than optical 
pulse and thus fewer electrons sample the intense fields associated with a greater 
probability for multiple transition events. Conversely, as discussed in the main text, 
strong coupling-fields or condensed electron packets result in departure from the non-
linear coupling regime and the aberration durations are no longer described as above. 
Summarized in Supplementary Figure 1, contours of the predicted aberration duration 
[Fig. S1, a] roughly follow the linear-coupling contours [Fig. S1, b] when Δe > ~ 2Δp and 
the optical pulse duration is short enough to sufficiently excite coupling events (i.e. Δp < 
~600fs). In the non-linear regime, only marginal gains are achieved upon condensing the 
temporal envelope of the electron packet. 
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Figure D1.  Comparison of aberration durations to linear-coupling regime. (a) Simulated 
contours of the aberration durations (Δt) as a function of the temporal FWHMs of the 
optical pulse profile (Δp) and electron packet envelope (Δe). (b) Contours of 
2 2
t e p    representing the linear-coupling behavior. (Note: Linear color-scale) 
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Appendix E | Additional Details for Instrument Response Characterization 
 
I. Effect of Bias on Bunch Charge and Instrument Response 
A series of cathode images were acquired with varying Wehnelt bias for a range 
of UV laser-pulse energies in order to determine the effects of electrostatic bias on the 
generation and the collection of photoelectrons.  As shown in Figure E2, there appears to 
be a threshold bias (here, reported as a ‘heat-to’ value) at which photoelectron counts 
begin to increase, particularly for relatively large UV pulse energies.  Despite this, the 
bias appears to have only a marginal effect on photoelectron collection for the cathode 
sizes and positions used here, as counts vary within only a factor of two for pulse 
energies and over the entire heat-to range (0 to 31).  It is important to emphasize that, for 
the UEM instrument used here, increasing the Wehnelt bias also increases the 
temperature of the LaB6 cathode.  This produces a shift in the electron Fermi-Dirac 
distribution of the LaB6, which will cause a variation in the photoemission process.  
Fitting the data with the model described by Equation 6.1 in the chapter 6 suggests that 
the relative magnitude of two-photon photoemission increases when the bias is in the on 
state.  This effect likely arises from an increase in population of the tail of the Fermi-
Dirac distribution during resistive heating.  Table E1 is a compilation of the parameters 
used in the image-charge-limited model described by Equation 6.1 in the chapter 6.  
Parameters for both cathodes used here (50- and 100-µm flat, graphite encircled LaB6; 
see chapter 2). 
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Figure E1  Normalized photoelectron counts as a function of applied Wehnelt bias for a 
range of 700-fs UV laser pulse energies.  The error bars represent one standard deviation. 
 
Table E1:  Fit Parameters to Equation 6.1 
  Bias on, 100 μm Bias off, 100 μm Bias on, 50 μm Bias off, 50 μm 
b1 (e
-
/nJ) 10.46  38.48  356.90  228.28  
b2 (e
-
/nJ
2
) 16.46  15.45  40.62  24.32  
F0 (nJ) 12.59  16.65  45.20  33.76  
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 𝑛𝑒−
𝑙𝑖𝑚(e
-
) 3,971.00  4,946.63  25,436.41  10,834.19  
b0 (e
-
) 8.59  0.11  0.00  0.00  
 
To test for any effect of applied Wehnelt bias on measured instrument-response 
time, σt was determined at the extreme and mid-range heat-to values (1, 16, and 31) for a 
range of photoelectron-packet populations (Figure E2).  As throughout the main text, σt is 
the standard deviation of the Gaussian peak function that results from the derivative of 
the kinetic image-intensity error function (see Figures 6.3 and 6.4 in chapter 6).  As can 
be seen in Figure E2, application of a bias at the three values used here has no discernible 
effect on the instrument-response time or the power-law trend observed for σt versus 
photoelectron-packet population (i.e., UV laser-pulse energy). 
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Figure E2  Instrument-response time (fs; standard deviation of Gaussian function) at 1 
(black squares), 16 (blue triangles), and 31 (red circles) heat-to values (i.e., Wehnelt bias) 
as a function of photoelectron-packet population (electrons per pulse). 
II. Time Zero 
Figure E3 shows the observed apparent stochastic fluctuation in measured time 
zero as a function of photoelectron-packet population for three individual UEM image 
scans.  The effect appears to become more pronounced for larger packet populations, 
suggesting a modest acceleration occurs during generation and propagation (i.e., the 
packets with populations above ~10
4
 arrive at earlier times relative to packets below this 
value). 
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Figure E3  Relative arrival time of photoelectron packets as a function of population 
(i.e., UV pulse energy).  Three individual UEM image scans are shown (Run 1, 2, and 3).  
The error bars represent one standard deviation. 
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Appendix G | Image Processing Steps and Additional BF-image Series 
Information 
 
In generating panels (b-g) and (j-o) in Fig. 7.1 of the main text, several steps were 
taken in converting the photoelectron images to 3D surface plots.  First, difference 
images were created by taking an average of 10 pre-time-zero images (dubbed the 
reference image) and subtracting it from each frame in the series.  Second, the difference 
image was modified for contrast and brightness in order to enhance the features of 
interest, including passing the images through a 10-pixel Gaussian smoothing filter.  
Third, each image was leveled by adjusting any pixels with values above 90% or below 
10% of the maximum and minimum intensity, respectively, to the 90% and 10% values, 
respectively.  In addition, a one-pixel swath along the edges of each image was set to the 
10% intensity value. 
The line scans shown in Fig. 7.1(h) of the main text were generated by first drift 
correcting the series of images and rotating each frame such that the direction of 
propagation was horizontal across the field of view.  Following this, three adjacent 
regions measuring 12 by 100 pixels were identified in each image series such that the 
contrast waves traversed these in succession; the regions were offset in the horizontal 
direction such that each would sample the contrast wave one after the other.  At every 
time delay, each region was summed in the vertical direction, and the average was 
determined in the horizontal.  Plotting the mean intensities as a function of time delay 
makes apparent the transitory nature of the waves, as illustrated in Fig. 7.1 of the main 
text.  Phase velocities were extracted by taking the slope of a line connecting the peaks of 
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the mean intensities and converting the pixel values of each region to a real-space 
position.   
Panels (b-f) of Fig. 7.2 in the main text were generated in a similar manner as Fig. 
7.1.  A 6 pixel by 6 pixel average filter was applied to difference images created by 
subtracting an average of 10 pre-time-zero images (i.e., the average reference image).  
The resulting frame was then thresholded at the 80
th
 percentile and placed in the 
saturation channel of an HSV (i.e., hue, saturation, and value) image such that the bright, 
dynamic contrast appears red.  In order to highlight the appearance of contrast at the 
interface, a 3 pixel by 3 pixel vertical Prewitt-filtered version of the original image was 
placed in the value channel.  The line scans were obtained in the same fashion as for Fig. 
2.   
The space-time surface plot in Fig. 7.3(a) of the main text was generated by first 
rotating each image such that the axis of propagation is oriented directly vertical.  A 651 
pixel (Y) by 100 pixel (X) box was selected for the region of interest and median filtered 
(4 pixel by 4 pixel).  Next, the profile for each time delay was created by determining the 
mean of the 100-horizontal pixels for each of the vertical single-pixel-wide sections and 
then subtracting the vertical 651-pixel time-zero reference.  Thus, the motion appears as 
diagonal streaks in the surface plot, with the velocity captured in the slope.  The 
frequency traces were created by taking a discrete Fourier transform of a de-trended time 
trace for various pixels (one at a time).  The displayed results represent the average of the 
Fourier transforms determined over the 20-pixel vertical range. 
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Figure G3.  Moiré-fringe dynamics.  (a) Bright-field image of a WSe2 region showing 
Moiré fringes.  The green box indicates the region of interest analyzed to generate panels 
(b) and (c).  Note that this is the same specimen region shown in Fig. 4 of the main text.  
The xy-orientation is different because the specimen was removed from the holder 
following the experiments done to generate Fig. 4 of the main text and then replaced for 
the experiments done to generate this figure.  The change in orientation also produced a 
slight difference in specimen angle with respect to the incoming photoelectron 
wavevector.  This results in bright-field images (and thus, fs electron images and videos) 
showing different contrast patterns due to changes in the Bragg condition across the field 
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of view.  Detailed studies to quantify this behavior with respect to acoustic-phonon 
dynamics and fs electron-imaging experiments are currently underway in our lab and will 
be reported elsewhere.  Scale bar = 1 μm.  (b) Average frequency spectrum generated 
from 150 pixels perpendicular to the direction of motion within the region of interest.  (c) 
Space-time contour plot of the region of interest in (a).  Oscillations of the particular 
Moiré fringe (blue) about a fixed spatial position are indicative of the echoing of the c-
axis phonons against the boundaries of the layered crystal, with the period given by τ = 
2d/v, where d is the crystal thickness and ν is the c-axis speed of sound1.  Taking the c-
axis speed of sound to be ν = 1.65 nm/ps (as measured with picosecond acoustic and 
interferometry methods)
2
 and the thickness to be d = 36 nm (27 to 28 layers) yields a 
period of τ = 44 ps (f = 22.7 GHz). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
