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a b s t r a c t
Multi-term time-fractional differential equations have been used for describing important
physical phenomena. However, studies of the multi-term time-fractional partial differen-
tial equations with three kinds of nonhomogeneous boundary conditions are still limited.
In this paper, a method of separating variables is used to solve the multi-term time-
fractional diffusion-wave equation and the multi-term time-fractional diffusion equation
in a finite domain. In the two equations, the time-fractional derivative is defined in the
Caputo sense. We discuss and derive the analytical solutions of the two equations with
three kinds of nonhomogeneous boundary conditions, namely, Dirichlet, Neumann and
Robin conditions, respectively.
Crown Copyright© 2012 Published by Elsevier Ltd. All rights reserved.
1. Introduction
Partial differential equations of fractional order play an important role in modeling the so-called anomalous transport
phenomena and in the theory of complex systems (see [1–8]). The recent book [9] is completely devoted to different
applications of fractional differential equations in areas such as physics, chemistry and astrophysics. Historical summaries
of the development of fractional calculus can be found in the works by Oldham and Spanier [10], Miller and Ross [11],
Samko et al. [12] and Podlubny [8]. A number of numerical methods have been proposed for fractional differential
equations [13–19].
The time-fractional diffusion-wave equation describes important physical phenomena that arise in amorphous, colloid,
glassy and porous materials, in fractals and percolation clusters, comb structures, dielectrics and semiconductors, biological
systems, polymers, random and disordered media, geophysical and geological processes (see [20–22,7,23,9]).
The fundamental solution for the fractional diffusion-wave equation in one space dimension was obtained by
Mainardi [24]. The fundamental solution (Green function) for the Cauchy problem is investigated with respect to its scaling
and similarity properties, starting from its Fourier–Laplace representation byMainardi et al. [25].Mainardi et al. [26] provide
the fundamental solution for a general distribution of time orders. Wyss [27] obtained the solutions to the Cauchy and
signaling problems in terms of H-functions using the Mellin transform. Schneider and Wyss [28] converted the diffusion-
wave equation with appropriate initial conditions into integro-differential equations and found the corresponding Green
functions in terms of Fox functions. Agrawal [29,30] analyzed the fractional diffusion-wave equation in a half-line and a
bounded domain (0,L) using the method of the approximation of the convolution by Laguerre polynomials in the space of
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tempered distributions. Gorenflo and Mainardi [31] studied the time-fractional, spatially one-dimensional diffusion-wave
equation on the spatial half-line with zero initial conditions. They considered Dirichlet and Neumann boundary conditions
and proved that the Dirichlet–Neumann map is given by a time-fractional differential operator whose order is one-half the
order of the time-fractional derivative. Mainardi and Paradisi [32] employed the time-fractional diffusion-wave equation
to study the propagation of stress waves in viscoelastic media relevant to acoustics and seismology. Based on orthogonal
polynomials of the Laguerre type, Stojanovic [33] found solutions for the diffusion-wave problem in one dimension with
n-term time fractional derivatives whose orders belong to the intervals (0, 1), (1, 2) and (0, 2), respectively. Equations
in this paper can be solved in one dimension by the method of the approximation of the tempered convolution. This
method transfers the diffusion-wave problem into the corresponding infinite system of linear algebraic equations through
the coefficients, which are uniquely solvable under some relations between the coefficients with index zero. Carcione
et al. [34] used the spatially two-dimensional time-fractional wave equation to simulate constant-Q wave propagation.
In that work, a plane wave was considered, fractional derivatives were computed with the Grunwald–Letnikov and central-
difference approximations, and the phase velocity corresponding to each Fourier component was obtained. Several initial
and boundary-value problems for the time-fractional diffusion-wave equation were investigated by Povstenko [35–39].
Atanackovic et al. [40] considered the solution kernel of the distributed diffusion equation and the solution kernel of the
distributed diffusion-wave equation. Saxena et al. found explicit solutions of some fractional diffusion equations in terms of
the Mittag-Leffler functions which are suitable for numerical computations [41,42]. Some discussions related to the weak
solutions of fractional telegraph equations [43,44] and some other solutions of similar by nature fractional equations [45,46]
have been investigated.
The generalized time-fractional diffusion equation corresponds to a continuous time random walk model where the
characteristic waiting time elapsing between two successive jumps diverge, but the jump length variance remains finite and
is proportional to tα . The exponent α of the mean square displacement proportional to tα often does not remain constant
and changes. To adequately describe these phenomena with fractional models, several approaches have been suggested in
the literature (for example, [47,31,48–51,7,23,52]). However, studies of the generalized time-fractional partial differential
equations with three kinds of nonhomogeneous boundary conditions are still limited. It appears from our recent literature
search that studies of generalized time-fractional partial differential equations have been carried out only for Dirichlet
boundary conditions. However, many practical problems involve nonhomogeneous boundary conditions of various kinds.
The main purpose of this paper is to derive the analytical solutions of these equations with three kinds of nonhomogeneous
boundary conditions.
The time fractional diffusion-wave and diffusion equations can be written in the following form:
Dαt u(x, t) = k
∂2u(x, t)
∂x2
+ f (x, t), 0 < x < L, t > 0, (1)
where x and t are the space and time variables, k is an arbitrary positive constant, f (x, t) is a sufficiently smooth function,
0 < α ≤ 2 and Dαt is a Caputo fractional derivative of order α defined as [8]
Dαt u(t) =

1
Γ (m− α)
 t
0
u(m)(τ )
(t − τ)1+α−m , m− 1 < α < m,
dm
dtm
u(t), α = m ∈ N.
(2)
It is mentioned in [53] for initial value problems involving fractional differential equations defined in the Riemann–Liouville
sense that difficulties can arise with the treatment of the initial conditions. In this case the initial conditions should be given
as the (bounded) initial values of the fractional integral and its integer derivatives of order k = 1, 2, . . . ,m − 1. On the
other hand, in modeling real processes, the initial conditions are normally expressed in terms of a given number of bounded
values assumed by the field variable and its derivatives of integer order. In order to meet this physical requirement, the
Caputo derivative is used.
When 1 < α < 2, Eq. (1) is the time fractional diffusion-wave equation and when 0 < α < 1, Eq. (1) is a fractional
diffusion equation.Whenα = 2, it represents a traditionalwave equation;while ifα = 1, it represents a traditional diffusion
equation.
In some practical situations the underlying processes cannot be described by Eq. (1), but can be modeled using its
generalization—the multi-term time-fractional diffusion-wave and diffusion equations that are given by [51], namely
Pα,α1,...,αn(Dt)u(x, t) = k
∂2u(x, t)
∂x2
+ f (x, t), 0 < x < L, t > 0, (3)
where
Pα,α1,...,αn(Dt)u(x, t) = Dαt +
n
i=1
diD
αi
t , (4)
1 ≤ αn < · · · < α1 < α ≤ 2 or 0 ≤ αn < · · · < α1 < α ≤ 1, and di, i = 1, . . . , n, n ∈ N. Dαit is a Caputo fractional
derivative of order αi with respect to t .
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In this paper, we consider the following cases with three nonhomogeneous boundary conditions, namely, Dirichlet,
Neumann and Robin boundary conditions, respectively.
Case 1: the generalized multi-term time-fractional diffusion-wave equation (here 1 ≤ αn < · · · < α1 < α ≤ 2) with
the initial condition given by
u(x, 0) = φ(x), ut(x, 0) = ψ(x), 0 < x < L, (5)
where φ(x), ψ(x) are continuous functions.
We observe that when n = 1 the nonhomogeneous generalized multi-term time-fractional diffusion-wave equation
reduces to the nonhomogeneous time-fractional telegraph equation studied in [54].
Case 2: the generalized multi-term time-fractional diffusion equation (here 0 < αn < · · · < α1 ≤ α ≤ 1) with initial
condition
u(x, 0) = φ(x), 0 < x < L, (6)
where φ(x) is a continuous function.
We will discuss and derive the analytical solutions of the two equations with three nonhomogeneous boundary
conditions using the method of separation of variables.
The rest of this paper is organized as follows. In Section 2, we give some relevant definitions and lemmas. The analytical
solutions of the nonhomogeneous generalized multi-term time-fractional diffusion-wave equation with three types of
nonhomogeneous boundary conditions, namely Robin (and Dirichlet) and Neumann types are derived in Sections 3 and 4.
The analytical solution of the generalizedmulti-term time-fractional diffusion equationwith Neumann and Robin boundary
conditions are discussed in Section 5. Finally, we summarize the main findings of our research work in Section 6.
2. Background theory
For convenience, we introduce the following definitions and theorems, which are used throughout this paper.
Definition 2.1 (See [55]). A real or complex-valued function f (x), x > 0, is said to be in the space Cα, α ∈ R, if there exists
a real number p > α such that
f (x) = xpf1(x), (7)
for f1(x) ∈ C[0,∞).
Definition 2.2 (See [56]). A function f (x), x > 0, is said to be in the space Cmα , m ∈ N0 = N ∪ {0}, if and only if f m ∈ Cα .
Definition 2.3 (See [56]). A multivariate Mittag-Leffler function (n dimensional cases) is defined as
E(a1,...,an),b(z1, . . . , zn) ≡
∞
k=0

l1+···+ln=k
l1≥0,...,ln≥0
k!
l1! × · · · × ln!
n
i=1
z lii
Γ

b+
n
i=1
aili
 (8)
in which b > 0, ai > 0, |zi| <∞, i = 1, . . . , n.
Lemma 2.4 (See [56]). Let µ > µ1 > · · · > µn ≥ 0,mi − 1 < µi ≤ mi,mi ∈ N0 = N ∪ {0}, di ∈ R, i = 1, . . . , n. Consider
the initial value problem(D
µy)(x)−
n
i=1
di(Dµiy)(x) = g(x),
y(k)(0) = ck ∈ R, k = 0, . . . ,m− 1, m− 1 < µ ≤ m,
(9)
where the function g(x) is assumed to lie in C−1, if µ ∈ N, in C1−1, if µ ∉ N, and the unknown function y(x) is to be determined
in the space Cm−1. This has solution
y(x) = yg(x)+
m−1
k=0
ckuk(x), x ≥ 0, (10)
where
yg(x) =
 x
0
tµ−1E(·),µ(t)g(x− t)dt, (11)
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and
uk(x) = x
k
k! +
n
i=lk+1
dixk+µ−µiE(·),k+1+µ−µi(x), k = 0, . . . ,m− 1, (12)
fulfills the initial conditions u(l)k (0) = δkl, k, l = 0, . . . ,m− 1. The function
E(·),β(x) = Eµ−µ1,...,µ−µn,β(d1xµ−µ1 , . . . , dnxµ−µn) (13)
is a particular case of the multivariate Mittag-Leffler function (see [56]) and the natural numbers lk, k = 0, . . . ,m − 1, are
determined from the condition
mlk ≥ k+ 1,
mlk+1 ≤ k. (14)
In the case mi ≤ k, i = 1, . . . , n, we set lk := 0, and if mi ≥ k+ 1, i = 1, . . . , n, then lk := n.
Proof. See [56]. 
3. Nonhomogeneous generalized multi-term time fractional diffusion-wave equation with Robin and Dirichlet
boundary conditions
Firstly, we consider the generalizedmulti-term time fractional diffusion-wave equation (3) given in Case 1with the initial
conditions (5)
u(x, 0) = φ(x), ut(x, 0) = ψ(x), 0 < x < L,
and the Robin boundary condition:
δ1u(0, t)+ β1ux(0, t) = µ1(t), t ≥ 0,
ε1u(L, t)+ γ1ux(L, t) = µ2(t), t ≥ 0, (15)
where δ1, ε1, β1, γ1 are nonzero constants such that
β1
δ1
− γ1
ε1
− L ≠ 0 and µ1(t), µ2(t) are nonzero smooth functions with
order-one continuous derivatives. In order to solve the problem with nonhomogeneous boundary conditions, we firstly
transform the nonhomogeneous condition into a homogeneous boundary condition. Let
u(x, t) = W1(x, t)+ V1(x, t), (16)
where
V1(x, t) =
1
δ1
µ1(t)− 1ε1µ2(t)
β1
δ1
− γ1
ε1
− L x−

L+ γ1
ε1

µ1(t)
δ1
− β1
δ1
µ2(t)
ε1
β1
δ1
− γ1
ε1
− L (17)
satisfies the boundary conditions
δ1V1(0, t)+ β1 ∂V1(0, t)
∂x
= µ1(t),
ε1V1(L, t)+ γ1 ∂V1(L, t)
∂x
= µ2(t),
(18)
and the functionW1(x, t) is the solution of the problem:
P(Dt)W1(x, t) = k∂
2W1(x, t)
∂x2
+ f1(x, t), 0 < x < L, t > 0
W1(x, 0) = φ1(x), ∂W1(x, 0)
∂t
= ψ1(x), 0 ≤ x ≤ L,
δ1W1(0, t)+ β1 ∂W1(0, t)
∂x
= 0, t ≥ 0,
ε1W1(L, t)+ γ1 ∂W1(L, t)
∂x
= 0, t ≥ 0
(19)
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with 
f1(x, t) = −P(Dt)V1(x, t)+ f (x, t),
φ1(x) = φ(x)−
1
δ1
µ1(0)− 1ε1µ2(0)
β1
δ1
− γ1
ε1
− L x+

L+ γ1
ε1

µ1(0)
δ1
− β1
δ1
µ2(0)
ε1
β1
δ1
− γ1
ε1
− L ,
ψ1(x) = ψ(x)−
1
δ1
µ′1(0)− 1ε1µ′2(0)
β1
δ1
− γ1
ε1
− L x+

L+ γ1
ε1

µ′1(0)
δ1
− β1
δ1
µ′2(0)
ε1
β1
δ1
− γ1
ε1
− L .
(20)
We assume that the solution of the homogeneous equation in (19) has the form
W1(x, t) = X(x)T (t). (21)
Substituting this expression forW1(x, t) in (19), we obtain the Sturm–Liouville problem
X ′′(x)+ λ
k
X(x) = 0,
δ1X(0)+ β1X ′(0) = 0,
ε1X(L)+ γ1X ′(L) = 0,
(22)
and a fractional ordinary linear differential equation with Caputo derivatives for T (t), namely
P(Dt)T (t)+ λT (t) = 0, (23)
where the parameter λ is a positive constant.
The eigenvalues of the Sturm–Liouville problem (22) are given by
tan(µL) =

β1
δ1
− γ1
ε1

µ
1+ β1γ1
δ1ε1
µ2
, µ =

λ
k
> 0, λ = kµ2. (24)
These eigenvalues can be obtained using a numerical root finding method [54]. For convenience we denote the solution of
(24) as µn, n = 1, 2, . . . . Then the eigenvalues are λn = kµ2n, (n = 1, 2, . . .). Note that the eigenvalues are countable and
can be listed in a sequence λ1 < λ2 < · · · < λn < · · ·, with limn→∞ λn = ∞.
The corresponding eigenfunctions are
Xn(x) = −β1
δ1
µn cosµnx+ sinµnx, n = 1, 2, . . . . (25)
A straightforward calculation shows that (see [54]) L
0
X2n (x)dx =
 L
0

−β1
δ1
µn cosµnx+ sinµnx
2
dx
=

β1
δ1
2
µn − 1
2
· tanµnL
1+ tan2 µnL −
β1
δ1
tan2 µnL
1+ tan2 µnL +

β1
δ1
2
µ2n + 1

L
2
=: bn, (26)
where tanµnL = (
β1
δ1
− γ1ε1 )µn
1+ β1γ1
δ1ε1
µ2n
. Then, the formal solution [51] of the boundary value problem (19) is
W1(x, t) =
∞
n=1
Bn(t)Xn(x). (27)
We determine Bn(0), B′n(0) by the following expression:
W1(x, 0) =
∞
n=1
Bn(0)

−β1
δ1
µn cosµnx+ sinµnx

= φ1(x),
∂W1(x, 0)
∂t
=
∞
n=1
B′n(0)

−β1
β1
µn cosµnx+ sinµnx

= ψ1(x).
(28)
3382 H. Jiang et al. / Computers and Mathematics with Applications 64 (2012) 3377–3388
We assume that φ1(x), ψ1(x) are continuous functions with order-one derivatives. Multiplying (28) by (− β1δ1 µn cosµnx +
sinµnx) and integrating from 0 to Lwith respect to x, we obtain
Bn(0) = b−1n
 L
0
φ2(ξ)

−β1
δ1
µn cosµnξ + sinµnξ

dξ,
B′n(0) = b−1n
 L
0
ψ2(ξ)

−β1
δ1
µn cosµnξ + sinµnξ

dξ,
(29)
where bn is given in (26).
We expand f1(x, t) in a Fourier series in the interval [0, L] by the eigenfunctions {− β1δ1 µn cosµnx + sinµnx}, namely
(see [57,54,51])
f1(x, t) =
∞
n=1
fn1(t)

−β1
δ1
µn cosµnx+ sinµnx

, (30)
where
fn1(t) = b−1n
 L
0
f1(ξ , t)

−β1
δ1
µn cosµnξ + sinµnξ

dξ . (31)
Substituting (29) and (30) into (19) gives the following equation:
P(Dt)Bn(t)+ kµ2nBn(t) = fn1(t), n = 1, 2, . . . . (32)
Let θi = α − αi, i = 1, . . . , n, then according to Lemma 2.4, we have
Bn(t) = Bn(0)u0(t)+ B′n(0)u1(t)
+
 t
0
τ α−1E(θ1,...,θn,α),α(−d1τ θ1 , . . . ,−dnτ θn ,−kµ2nτ α)fn1(t − τ)dτ (33)
in which
u0(t) = 1− kµ2ntαE(θ1,...,θn,α),1+α(−d1tθ1 , . . . ,−dntθn ,−kµ2ntα), (34)
and
u1(t) = t − kµ2nt1+αE(θ1,...,θn,α),2+α(−d1tθ1 , . . . ,−dntθn ,−kµ2ntα). (35)
Thus, we obtain the solution of the nonhomogeneous generalized multi-term time fractional diffusion-wave equation with
Robin boundary conditions as [57,54,51],
u(x, t) = W1(x, t)+ V1(x, t)
=
∞
n=1
Bn(t)

−β1
δ1
µn cosµnx+ sinµnx

+
1
δ1
µ1(t)− 1ε1µ2(t)
β1
δ1
− γ1
ε1
− L x−

L+ γ1
ε1

µ1(t)
δ1
− β1
δ1
µ2(t)
β1
δ1
− γ1
ε1
− L . (36)
In particular, let d1 = · · · = dn = 0, k = 1, α = 2, β1 = γ1 = δ1 = ε1 = 1, in which case the fractional order equation can
be reduced to an integer order wave equation with Robin boundary conditions.
Now, we have tan(µL) = (
β1
δ1
− γ1ε1 )µ
1+ β1γ1
δ1ε1
µ2
= 0, µ = √λ, then µn = nπL , n = 1, 2, . . . , from (34) and (35), we obtain
u0(t) = 1− n
2π2k
L2
tαE(θ1,...,θn,α),1+α

−d1tθ1 , . . . ,−dntθn ,−n
2π2k
L2
tα

= 1− n
2π2
L2
t2E2,3

−n
2π2
L2
t2

= cos nπ t
L
, (37)
and
u1(t) = t − n
2π2k
L2
t1+αE(θ1,...,θn,α),2+α

−d1tθ1 , . . . ,−dntθn ,−n
2π2k
L2
tα

= t − n
2π2
L2
t3E2,4

−n
2π2
L2
t2

= L
nπ
sin
nπ t
L
. (38)
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Substituting (37) and (38) into (36), gives
u(x, t) = [µ2(t)− µ1(t)]x
L
+ (L+ 1)µ1(t)− µ2(t)
L
+
∞
n=1

L
nπ
 t
0
sin
nπ(t − τ)
L
fn1(τ )dτ + Bn(0) cos nπ tL +
L
nπ
B′n(0) sin
nπ t
L

×

−nπ
L
cos
nπx
L
+ sin nπx
L

, (39)
which is the standard solution of this integer order problem.
Secondly, let us consider the nonhomogeneous generalized multi-term time fractional diffusion-wave equation with
Dirichlet boundary conditions and initial conditions (5)
u(x, 0) = φ(x), ut(x, 0) = ψ(x), 0 < x < L.
In the above discussion, if we let β1 = γ1 = 0, δ1 = ε1 = 1, the Robin boundary conditions transform into Dirichlet
conditions. Under these conditions, tan(µL) = (
β1
δ1
− γ1ε1 )µ
1+ β1γ1
δ1ε1
µ2
= 0, µ = √λ, then µn = nπL , n = 1, 2, . . . , thus we obtain
corresponding eigenfunctions
Xn(x) = sin nπxL , n = 1, 2, . . .
and
W1(x, t) =
∞
n=1
Bn(t) sin
nπx
L
. (40)
SinceW1(x, t) satisfies the initial conditions in (19), we have
∞
n=1
Bn(0) sin
nπx
L
= φ1(x), 0 < x < L,
∞
n=1
B′n(0) sin
nπx
L
= ψ1(x), 0 < x < L,
(41)
which yields
Bn(0) = 2L
 L
0
φ1(x) sin
nπx
L
dx, n = 1, 2, . . .
B′n(0) =
2
L
 L
0
ψ1(x) sin
nπx
L
dx, n = 1, 2, . . . .
(42)
Therefore we obtain the solution of the generalized multi-term time-fractional diffusion-wave equation with Dirichlet
boundary condition as (see [57,54,51]):
u(x, t) = µ1(t)+ [µ2(t)− µ1(t)]xL
+
∞
n=1
 t
0
τ α−1E(θ1,...,θn,α),α

−d1τ θ1 , . . . ,−dnτ θn ,−n
2π2k
L2
τ α

× fn1(t − τ)dτ + Bn(0)u0(t)+ B′n(0)u1(t)

sin
nπx
L
(43)
in which
u0(t) = 1− n
2π2k
L2
tαE(θ1,...,θn,α),1+α

−d1tθ1 , . . . ,−dntθn ,−n
2π2k
L2
tα

, (44)
u1(t) = t − n
2π2k
L2
t1+αE(θ1,...,θn,α),2+α

−d1tθ1 , . . . ,−dntθn ,−n
2π2k
L2
tα

. (45)
Now let us consider a number of special cases with results already established in the literature. We aim to show that the
solution obtained above agrees with the previously published results in these special cases. This finding indicates that the
concept of fractional derivative extends the concept of derivatives of integer order.
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Firstly, let us consider a time fractional diffusion-wave Eq. (1), i.e., d1 = · · · = dn = 0 in (44) and (45). Then
u0(t) = 1− n
2π2k
L2
tαEα,1+α

−n
2π2k
L2
tα

= 1− n
2π2k
L2
tα
∞
m=0

− n2π2k
L2
tα
m
Γ (αm+ 1+ α)
=
∞
m=0

− n2π2k
L2
tα
m
Γ (αm+ 1)
= Eα,1

−n
2π2k
L2
tα

, (46)
and
u1(t) = t − n
2π2k
L2
t1+αEα,2+α

−n
2π2k
L2
tα

= tEα,2

−n
2π2k
L2
tα

. (47)
Combining Eqs. (46) and (47), we obtain (see [57,54,51]) in (43)
u(x, t) =
∞
n=1
 t
0
τ α−1Eα,α

−n
2π2k
L2
τα

fn1(t − τ)dτ
+ Bn(0)Eα,1

−n
2π2k
L2
tα

+ tB′n(0)Eα,2

−n
2π2k
L2
tα

sin
nπx
L
+µ1(t)+ [µ2(t)− µ1(t)]xL , (48)
where Bn(0), B′n(0) are as given in (42).
If we letψ(x) = 0, µ1(t) = µ2(t) = 0, L = π, f (x, t) = q(t) in (48), noting that 1 =∞n=1 2[1−(−1)n]nπ sin(nx), B′n(0) = 0,
then we have
u(x, t) = 2
π
∞
n=1
Eα,1(−kn2t2) sin(nx)
 π
0
φ(x) sin(nx)dx
+
∞
n=1
sin(nx)
2[1− (−1)n]
nπ
 t
0
τ α−1Eα,α(−kn2t2)q(t − τ)dτ . (49)
This result is the same as that given in [58].
If f (x, t) = 0 in (49), then the corresponding solution is
u(x, t) = 2
π
∞
n=1
Eα,1(−kn2t2) sin(nx)
 π
0
φ(x) sin(nx)dx. (50)
This is the same result discussed by Agrawal [29].
In particular, let d1 = · · · = dn = 0, α = 2, µ1(t) = µ2(t) = 0 in (43), we obtain the solution of the integer order wave
equation with Dirichlet boundary, namely
u(x, t) =
∞
n=1

2
L
 L
0
φ(x) sin
nπx
L
dx · cos nπ
L
√
kt
+ L√
kπn
· 2
L
 L
0
ψ(x) sin
nπx
L
dx · sin nπ
L
√
kt

· sin nπ
L
x
+
∞
n=1
L√
kπn
· sin nπ
L
x
 t
0

sin
√
kπn
L
(t − τ) · 2
L
 L
0
f (ξ , τ ) sin
nπξ
L
dξ

dτ . (51)
This result is indeed the solution of the integer order wave equation [59].
H. Jiang et al. / Computers and Mathematics with Applications 64 (2012) 3377–3388 3385
4. Nonhomogeneous generalized multi-term time fractional diffusion-wave equation with Neumann boundary
condition
In this section, we derive the solution of the following generalized multi-term time fractional diffusion-wave equation
in Case 1 (that is 1 ≤ αn < · · · < α1 < α ≤ 2) with the initial conditions (5) and Neumann boundary conditions:
ux(0, t) = µ1(t), ux(L, t) = µ2(t), t ≥ 0. (52)
In a similar manner as presented in Section 3, in order to solve the problemwith nonhomogeneous boundary conditions,
we first transform the nonhomogeneous boundary conditions into homogeneous boundary conditions. Let
u(x, t) = W2(x, t)+ V2(x, t), (53)
where V2(x, t) = (µ2(t)−µ1(t))x22L + µ1(t)x satisfies the boundary conditions
∂V2(0, t)
∂x
= µ1(t), ∂V2(L, t)
∂x
= µ2(t), (54)
and the functionW2(x, t) satisfies the homogeneous boundary-value problem
P(Dt)W2(x, t) = k∂
2(W2(x, t))
∂x2
+ f2(x, t), 0 < x < L, t > 0
W2(x, 0) = φ2(x), 0 ≤ x ≤ L,
∂W2(x, 0)
∂t
= ψ2(x), 0 ≤ x ≤ L,
∂W2(0, t)
∂x
= ∂W2(L, t)
∂x
= 0, t ≥ 0,
(55)
where
f2(x, t) = −P(Dt)V2(x, t)+ k[µ2(t)− µ1(t)]L + f (x, t),
φ2(x) = φ(x)− µ1(0)x− 12L [µ2(0)− µ1(0)]x
2,
ψ2(x) = ψ(x)− µ′1(0)x−
1
2L
[µ′2(0)− µ′1(0)]x2.
(56)
Similar to the analysis given in Section 3, we obtain the corresponding homogeneous equation in (55). We assume that
W2(x, t) = X(x)T (t).
Substituting this representation into (55), we have the following ordinary linear differential equation with boundary
values:
X ′′(x)+ λ
k
X(x) = 0,
X ′(0) = X ′(L) = 0.
(57)
The eigenvalues of the Sturm–Liouville problem (57) are
λn = n
2π2k
L2
, n = 1, 2, . . .
and corresponding eigenfunctions
Xn(x) = cos nπxL , n = 1, 2, . . . .
Hence, the solution of the nonhomogeneous equation (55) is
W2(x, t) =
∞
n=1
Bn(t) cos
nπx
L
. (58)
We assume that the given series is convergent. In order to determine Bn(t), we expandf (x, t) into a Fourier series by the
eigenfunctions {cos nπxL }∞n=1
f2(x, t) =
∞
n=1
fn2(t) cos
nπx
L
, (59)
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where the Fourier coefficients are
fn2(t) = 2L
 L
0
f2(x, t) cos
nπx
L
dx, n = 1, 2, . . . . (60)
Substituting (58), (59), into (55), we have the following equation:
P(Dt)Bn(t)+ n
2π2k
L2
Bn(t) = fn2(t). (61)
Similar to the analysis in Section 3, we obtain the solution of the problem (55)
W2(x, t) =
∞
n=1
Bn(t) cos
nπx
L
=
∞
n=1
 t
0
τ α−1E(θ1,...,θn,α),α

−d1τ θ1 , . . . ,−dnτ θn ,−n
2π2k
L2
τ α

× fn2(t − τ)dτ + Bn(0)u0(t)+ B′n(0)u1(t)

cos
nπx
L
, (62)
in which
Bn(0) = 2L
 L
0
φ2(x) cos
nπx
L
dx, n = 1, 2, . . . ,
B′n(0) =
2
L
 L
0
ψ2(x) cos
nπx
L
dx, n = 1, 2, . . .
(63)
and u0(t) and u0(t) are as given in (44) and (45). Therefore, we obtain the solution of the nonhomogeneous generalized
multi-term time-fractional diffusion-wave equation with Neumann boundary conditions as
u(x, t) = µ1(t)x+ [µ2(t)− µ1(t)]x
2
2L
+
∞
n=1
 t
0
τα−1E(θ1,...,θn,α),α

−d1τ θ1 , . . . ,−dnτ θn ,−n
2π2k
L2
τ α

× fn2(t − τ)dτ + Bn(0)u0(t)+ B′n(0)u1(t)

cos
nπx
L
. (64)
If we let d1 = · · · = dn = 0, k = 1, α = 2, then the fractional order equation is reduced to an integer order wave
equation with Neumann boundary conditions. Applying (64), we obtain the exact solution of the traditional wave equation
with Neumann boundary conditions, namely
u(x, t) =
∞
n=1

L
nπ
 t
0
sin
nπ(t − τ)
L
fn2(τ )dτ + Bn(0) cos nπ tL
+ L
nπ
B′n(0) sin
nπ t
L

cos
nπx
L
+ µ1(t)x+ [µ2(t)− µ1(t)]x
2
2L
. (65)
5. Analytical solution for the generalized multi-term time-fractional diffusion equation by the method of separating
variables
In this section, we consider the generalized multi-term time-fractional diffusion equation, namely Eq. (3) in Case 2
(i.e., 0 < αn < · · · < α1 ≤ α ≤ 1) with initial condition (6). The solution has been given with Dirichlet boundary
conditions by using the method of separation of variable by Luchko [50]. Here, we only discuss the analytical solutions for
the generalized multi-term time-fractional diffusion equation with Neumann and Robin boundary conditions. Similarly to
the analysis given in Sections 3 and 4, we derive solutions with the two different boundary conditions.
The analytical solution of the generalizedmulti-term time-fractional diffusion equation (3) in Case 2with initial condition
(6) and Neumann boundary condition (52) can be written as follows (see [57,54,51]):
u(x, t) =
∞
n=1
 t
0
τ α−1fn2(t − τ)E(θ1,...,θn,α),α

−d1τ θ1 , . . . ,−dnτ θn ,−n
2π2k
L2
τ α

dτ
+ Bn(0)u0(t)

cos
nπx
L
+ µ1(t)x+ [µ2(t)− µ1(t)]x
2
2L
. (66)
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The analytical solution of the generalizedmulti-term time-fractional diffusion equation (3) in Case 2with initial condition
(6) and Robin boundary condition (15) has the following form:
u(x, t) =
∞
n=1
 t
0
τ α−1fn2(t − τ)E(θ1,...,θn,α),α(−d1τ θ1 , . . . ,−dnτ θn , kµ2nτα)dτ + Bn(0)u0(t)

×

−β1
δ1
cosµnx+ sinµnx

+
1
δ1
µ1(t)− 1ε1µ2(t)
β1
δ1
− γ1
ε1
− L x−

L+ γ1
ε1

µ1(t)
δ1
− β1
δ1
µ2(t)
ε1
β1
δ1
− γ1
ε1
− L . (67)
6. Conclusions
In this paper we have derived analytic solutions to the generalized multi-time time-fractional diffusion-wave/diffusion
equations defined in a finite domainwith nonhomogeneous Dirichlet, Neumann and Robin boundary conditions either using
the method of separation of variables. We have also shown that under special assumptions the derived solutions reduce to
those previously published in the literature. These techniques reported can be applied to other kinds of generalized multi-
time fractional differential equations.
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