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There are many situations where a spacecraft requires knowledge of the
geometry and pose relative to the surrounding environment. SLAM is a class
of algorithms capable of solving these problems simultaneously. In this thesis
we present a Direct Monocular SLAM system which is augmented with flash
LIDAR images. LIDAR measurements provide three tangible improvements to
Direct Monocular SLAM. Improved SLAM system initialization through the
use of LIDAR. Metric LIDAR measurements allow the true scale of localiza-
tion and mapping estimates to become observable. And finally, an Extended
Kalman filter is used to provide updates on map features using LIDAR images.
Monte Carlo methods are used to demonstrate that incorporating LIDAR mea-
surements into the system provides significant performance improvements over
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1.1 Simultaneous Localization and Mapping
Every time we enter a new room our brains perform two tasks simul-
taneously; they construct a map of the room’s geometry, and they provide a
location of our body within that geometry. These are critical steps in allowing
us to control our motion or interact with our environment. There is a large
interdisciplinary effort to create algorithms which allow computers to solve
these mapping and localization problems.
With a simple thought experiment it becomes clear that mapping and
localization are intrinsically coupled problems. Imagine you sit in a car mov-
ing 100 feet per second with your eyes closed. You then open and close your
eyes twice with a one second interval. In the first moment you notice yourself
passing a red house and in the second a blue one. It might seem logical to con-
clude that these two houses are 100 feet apart. However, your true speed can
never be known with absolute certainty. This uncertainty induces error into
your distance calculation. Thus your knowledge of speed (localization) and
distance between the houses (mapping) are inherently linked. Acknowledging
the correlation between these two problems and solving them simultaneously
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allows for more accurate estimates of both. This is known as Simultaneous
Localization and Mapping (SLAM) [1].
SLAM can provide a solution for a large number of real world prob-
lems. These include situations such as autonomous driving [2], infrastructure
inspection [3], office supply inventory management [4], and autonomous land-
ing [5]. The sensors which can be used for SLAM are equally numerous. SLAM
algorithms have been created using almost any combination of visual [6], LI-
DAR [7], intertial [8], depth [9], radar [10], sonar measurements [11], etc.
Most common among these are visual sensors, i.e. cameras. Monocular visual
SLAM’s primary drawback is that the scale of the scene is not observable. In
other words, the system is not able to distinguish between small movements
in a small environment and large movements in a large one.
1.2 Motivation
One particular case of interest in the Aerospace field is situations in-
volving free-fall. In these situations, accelerometers only provide information
when the vehicle produces thrust. A well designed SLAM system should be
robust and continue to function without vehicle thrust, thus we assume we
cannot rely on acceleration measurements. To further improve robustness, we
assume gyroscopic measurements are unavailable as well. With these assump-
tions, our system becomes independent of all inertial measurements. Two
examples of free-fall situations using SLAM are on-orbit proximity operations
and autonomous landing. In proximity operations, one spacecraft may desire
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to inspect, maintain formation, or dock with another. In autonomous landing,
a spacecraft may desire to create a map of the environment below it in order
to search for landing sites. It is clear that both of these problems could be
solved with SLAM.
The metric scale of the scene must be estimated in order to provide a
meaningful solution. Since these situations involve free-fall, inertial measure-
ments cannot be relied upon. Light Detection and Ranging (LIDAR) provides
an alternative. It is straightforward to use LIDAR for scale estimation as it
provides metric measurements of ranges to map points. In addition, LIDAR
has a good heritage in spaceflight, notably used for autonomous docking with
the ISS on Orbital ATK’s Cygnus, Figure 1.1, and SpaceX’s Dragon vehi-
cles [12]. This means that there is a strong application in spaceflight for visual
plus LIDAR SLAM algorithms. This thesis develops and tests a SLAM algo-
rithm using monocular camera and LIDAR measurements for use in spaceflight
and other related applications.
3




2.1 The Origin of SLAM
The basic premise of SLAM is to simultaneously refine estimates of
the environment around the vehicle and the vehicle’s location within that
space. Measurements of the environment are often relative to the sensor. For
example, images show the camera’s 1st-person point of view instead of a 3rd-
person one, while LIDAR measures ranges from the sensor instead of absolute
positions. This causes a coupling between estimates of sensor location and en-
vironment geometry. Poor estimates of one negatively affect the other. SLAM
is effective because it seeks to minimize error across mapping and localization
simultaneously. First proposed in 1988 by Cheeseman et al [14], SLAM is not
a new development. However, advances in computational power meant that
SLAM with cameras was not implementable on a large scale or in real-time
until much more recently. Klein and Murray’s Parallel Tracking and Mapping
(PTAM) [15] represents one of the earliest and best known fully fledged SLAM
architectures.
Early SLAM techniques centered around an Extended Kalman Fil-
ter [16]. A naive implementation of this form requires inversion of an n × n
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matrix where n is the number of map features. Consequently, these imple-
mentations are not real-time capable in systems containing tens to hundreds
of thousands of map features. These difficulties, combined with non-linearities
in dynamics and observation models led to the development of an alternative
filtering approach. Much work was done to provide a filtering SLAM system
based on the Rao-Blackwellised Particle Filter (RBPF) [17]. One famous ex-
ample of RBPF is FastSLAM [18] by Montemerlo and Thrun. FastSLAM is
able to handle real-time operation with many more map features than EKF-
SLAM as it has computational complexity of O (k log(n)) where k is the num-
ber of particles. This can be compared to the O (k2) computational complexity
of EKF-SLAM.
2.2 Two Competing Philosophies
The RBPF represented a paradigm shift in filtering SLAM as it allowed
nonlinearities in localization to be handled with a particle filter. Each particle
tracks its own map representation which is updated while conditioning on
the particle’s localization estimate. Once this statistical assumption is made,
the location of each map feature becomes independent from the others. This
reduces the computational complexity significantly when compared to EKF-
SLAM as large matrix inversions are no longer required.
Simultaneously to the work on RBPF-SLAM, many researchers were
working on the SLAM problem from outside the Baysiean perspective. The
aforementioned PTAM is one notable example. These researchers approached
6
SLAM as a Bundle Adjustment [19] problem. The bundles of observations
to each map feature are adjusted with a large non-linear least squares solver.
These adjustments provide a SLAM estimate which minimizes an error metric
such as re-projection error [20]. It was not long before researchers attempted
to quantify the differences between the two SLAM perspectives. The seminal
paper Real-time monocular SLAM: Why Filter? [21] by Strasdat et al argued
strongly in favor of Bundle Adjustment based methodologies. The community
listened and the bulk of SLAM research afterwards chose to focus on Bundle
Adjustment methods.
2.3 Modern SLAM
Current bundle adjustment visual SLAM can be further divided into
two approaches, feature based and direct. Feature based methods form the
bulk of modern SLAM algorithms. State of the art methodologies such as
ORB-SLAM2 [9] use a feature identification and matching algorithm such as
ORB [22], SURF [23], or SIFT [24] to identify objects which are likely to cor-
respond to the same physical features across multiple images. The features
tend to correspond to things such as corners or changes in color on a surface.
Feature based methods struggle with large textureless environments and dis-
card the remaining information in an image after features have been matched.
Direct approaches seek to align the intensities of each pixel across multiple im-
ages. Every image is used ”directly” in the SLAM algorithm. These types of
algorithms tend to produce much denser maps than feature based approaches,
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as every pixel in an image could potentially become a map point. Until re-
cently, direct SLAM was not real-time capable, but methodologies such as
LSD-SLAM [25] have shown that it can be used to create semi-dense maps
in real time with only a CPU. Direct SLAM also struggles with textureless
environments, and textureless segments of the environment are often sparsely
mapped.
There is a third type of SLAM which is used for some applications,
occupancy map SLAM [26] [27] [28]. These algorithms do not use visual fea-
tures or image pixels at all. Instead the environment is divided into a discrete
domain. The SLAM system estimates if each discrete volume is occupied or
empty. These types of systems are often used when the SLAM map will be
used for path-planning [29].
SLAM with a monocular camera has one notable drawback, scale is not
observable. Resolution of this problem necessitates additional sensors. Inertial
sensors are frequently used to estimate the sensor translation between images,
thus resolving scale. One such example of this utilization is shown by Mur
et al [30]. LIDAR provides another convenient method for scale where mea-
surements are used to estimate the depth of a feature [31] or pixels by Shin
et al [32]. Shin concludes that direct SLAM is a better candidate for LIDAR
integration because the association between sparse LIDAR measurements and
sparse features can be tenuous. They integrate LIDAR measurements into
their SLAM system through inclusion in their non-linear least squares opti-
mization scheme. That is to say, they do not take a Bayesian approach to
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updating the map with information provided by LIDAR. Furthermore, they
discard a large number of LIDAR measurements which align with low texture





The work in this thesis expands upon the framework provided by Large
Scale Direct SLAM (LSD-SLAM) [25] by including LIDAR images. LSD-
SLAM is an open-source direct monocular SLAM algorithm. Direct SLAM al-
gorithms work without the feature matching algorithms found in many other
SLAM systems such as ORB-SLAM2 [9]. Instead, the depths of individual
pixels are estimated directly. LSD-SLAM divides the global map into a series
of local maps which are anchored on selected images called keyframes. LSD-
SLAM chooses to estimate the inverse depth and associated variance for a
subset of pixels in each keyframe. Because scale is unobservable for monoc-
ular camera based systems, the map produced by LSD-SLAM is non-metric.
The inverse depth estimates are scaled such that their mean is one. LIDAR
measurements can be used to estimate the true scale of the environment and
create metric maps.
LSD-SLAM was chosen for the base of my system primarily because it
is open-source and for the density of maps created. A dense map is beneficial
for LIDAR measurement incorporation as it increases the likelihood that a
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LIDAR measurement directly impinges upon a map point.
3.2 LSD-SLAM Improvements
LIDAR measurements have been used to change two portions of LSD-
SLAM. First, a LIDAR image is used to initialize the map on system start-up.
Second, LIDAR measurements are used to estimate scale and refine the map
in the mapping thread. The mapping thread is outlined below in Figure 3.1.
Figure 3.1: An overview of the SLAM system’s mapping thread. The blue
elements are found within LSD-SLAM while the purple ones have been
created as part of this thesis.
The mapping thread begins when a new keyframe is initialized. Next,
LIDAR measurements are used to estimate the keyframe scale. From this point
until a new keyframe is created, subsequent LIDAR and RGB images are used
to refine the map. The LIDAR based modifications are outlined below.
3.2.1 Map Initialization
LSD-SLAM chooses to initialize the map randomly with a large vari-
ance. This thesis presents a method which initializes map points with LIDAR
measurements when possible, and randomly when no LIDAR measurement is
present. For the first RGB and LIDAR image pair, every pixel matching a LI-
DAR measurement is initialized to a depth prescribed by that measurement.
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The remainder are initialized randomly. This process is non-trivial as LIDAR
measurements are of range while map elements are inverse depth and scaled
to have an average estimate of one. Note that the camera and LIDAR system
are assumed to be co-located, thus LIDAR measurements can always be asso-
ciated with image pixels when the RGB and LIDAR images are collected at
the same time.
We have a range measurement di which has been corrupted with zero-
mean noise, ω. The variance of this noise is defined as σ2ω. This range mea-
surement is matched with a pixel using the camera calibration matrix. We
would like to initialize the inverse depth estimate of this pixel according to
this measurement. We assume the ω is distributed according to an Inverse
Gamma. The simulation outlined in the following sections actually uses an
ω which is distributed according to a Gaussian with zero-mean and variance
σ2ω, but the approximation as an Inverse Gamma is good for Gaussians with a
large positive mean and small variance. These assumptions are well suited to
our LIDAR system where the range measurements tend to be several orders
of magnitude larger than σ2ω and are always positive.
The Inverse Gamma distribution is defined by the shape, ai, and scale,
bi, parameters. These can be found as function of di and σ
2
ω in Equations (3.1)
and (3.2).












We have a range measurement but are interested in a depth measure-
ment, thus we must scale the Inverse Gamma distribution by a factor of
cos(θi) cos(φi) from Equation (3.24). When scaling an Inverse Gamma dis-
tribution, the scale parameter must also be scaled. We term the new scale
parameter b̄i and find it according to, b̄i = cos(θi) cos(φi)bi. We have a new




, representing the depth of the map point.
We are interested in the distribution of the inverse depth, ρi = 1/xi.
The relationship between Gamma and Inverse Gamma distributions is known.
ρi is distributed according to a Gamma distribution with a shape parameter,





The inverse depths are all scaled such that their mean is equal to one.
Thus we introduce a new scale factor, k = mean( 1
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When the camera has rotated and translated sufficiently far from the
origin of the local map, a new keyframe is created. Points in the current map
are propagated into the new one in order to initialize. The LIDAR image
associated with the keyframe is used to estimate the scale between the non-
metric map and the metric environment, s. This scale is defined such that a
non-metric quantity y1 could be converted to a metric representation, y2 with
y2 = sy1.
Each LIDAR range measurement, di, has a corresponding azimuth and
elevation. This information is used to map di into a 3D vector, P
l
i , expressed
in the frame of the LIDAR. This is demonstrated in Equation (3.24). P li is
matched with a pixel in the keyframe using the camera calibration matrix.
A check is performed to see if this pixel has a valid inverse depth estimate
ρi and associated variance σ
2
i . If so, these and the depth element of the 3D





A maximum likelihood estimator is employed to estimate the scale, ŝ.
The likelihood function is taken as a Gaussian sum, where each element of
the sum is distributed according to N (βi, σ
2
i ). Thus, ŝ is given according Eqn
(3.6). ŝ is found by first taking a Least-Squares estimate of s. The domain
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surrounding this Least-Squares estimate is discretized and the Gaussian sum
is evaluated at each discrete point. The point with the highest likelihood is
accepted as ŝ.











This method is preferred over a gradient based optimization scheme
due to the large number of local maximums in the Gaussian sum.
3.2.3 Map Update With Lidar
Each new LIDAR image after the keyframe is used to update the map.
The coordinate frame of the senor during measurement is termed the observer
frame. Again, each LIDAR range measurement, di, is used to form a 3D vector,
P oi , in the observer frame. It can be mapped into the non-metric map frame






i − tmm2o (3.7)
Pmi can then be associated with a pixel in the keyframe using the camera
calibration matrix. If this pixel has a valid inverse depth estimate, di will used
to perform an Extended Kalman Filter (EKF) update. If it does not, an
inverse depth estimate will be initialized as detailed in Section 3.2.3.1.
For the case in which an inverse depth estimate, ρi, already exists, it
must first be mapped into a predicted measurement in the observer frame.
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+ (tmm2o · tmm2o) (3.8)
Where P̂mi is the unit vector along P
m
i and (a · b) indicates the inner
product of vectors a and b.
In practice, direct estimation of ρi with an EKF or UKF leads to a smug
and biased filter. This is due to the non-linearity of the inverse operation.
Noting that any inverse depth in the map will be greater than zero, we assume
that the inverse depth has a probability density function given according to a
Gamma distribution, G (ai, bi). Shape parameter ai and inverse scale bi can be
found as analytic expressions of the distribution’s mean and variance, ρi and









If a random variable ρi is distributed according to G (ai, bi), its inverse,
δi = 1/ρi, is distributed according to an Inverse Gamma, G
−1 (ai, bi). Here ai
remains the shape parameter, but bi is known as the scale parameter. The









(ai − 1)2(ai − 2)
(3.12)
Estimating ρi ∼ G (ai, bi) is equivalent to estimating δi ∼ G−1 (ai, bi).











+ (tmm2o · tmm2o) (3.13)
We estimate δi with an EKF, so the partial derivative of Eqn (3.13)





















+ (tmm2o · tmm2o)
(3.14)





































The updated mean, µ+i , and variance, Σ
−
i , are then transformed back
into Inverse Gamma shape and scale parameters. These are converted to shape
and inverse scale parameters of a Gamma distribution representing the inverse
depth, and then finally into the new values for the mean and variance of the
estimate of inverse depth ρi.
In most situations, estimating δi with an EKF and Eqns. (3.15) and
(3.16) leads to an estimator which is unbiased and consistent. An overview of
the process is outlined below.
1. Transform LIDAR measurement into the map frame, continue if this
measurement corresponds to a valid inverse depth estimate
2. Assume the inverse depth estimate belongs to a Gamma distribution,
find its shape and inverse scale parameters
3. The depth now belongs to an Inverse Gamma distribution, find its shape
and scale parameters
4. Use the shape and scale parameters to find the mean and variance of the
Inverse Gamma distribution
5. Map the mean of the Inverse Gamma into a predicted measurement
6. Use the linearized mapping to find the partial derivative of the predicted
measurement with respect to the depth, use this and the variance of the
Inverse Gamma to find a predicted measurement variance
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7. Perform an EKF update of the Inverse Gamma mean and variance using
the LIDAR measurement, LIDAR measurement noise, predicted mea-
surement, and predicted measurement variance
8. Map the updated Inverse Gamma mean and variance back into a Gamma
mean and variance
9. Use the updated Gamma mean and variance for the new estimate of
inverse depth
3.2.3.1 Map Point Initialization
Often a LIDAR measurement will be mapped into the keyframe and
there will not be a valid inverse depth estimate at that pixel. In this case,
the measurement forms the initialization of the inverse depth estimate. The
inverse depth estimate is initialized with process similar to the one used to
initialize the SLAM system. In this case, the new inverse depth estimates are
scaled with the scale estimate found during keyframe creation. This is opposed
to the scaling such that their mean is one as is done in SLAM initialization.
As before, we have a range measurement, di, which has been corrupted
with zero-mean noise, ω. The variance of this noise is defined as σ2ω. This range
measurement has been matched with a pixel whose inverse depth estimate we
seek to initialize. We assume the distribution of our measurement is an Inverse
Gamma, G−1(ai, bi). The parameters ai and bi are defined as a function of the
measurement and its variance according to Eqns (3.1) and (3.2).
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The measurement can be converted to a 3D vector, P li , with Eqn (3.24)
and mapped into the coordinate system of the keyframe with Eqn (3.7). This






i − tmm2o (3.17)
We are interested in the third element (depth) of Pmi . P
m
i (3) has a
distribution expressed as a transformation of the Inverse Gamma distribution
of di with an offset of −tmm2o(3). Thus its mean and variance can be found
explictly as a function of di and σ
2












Ro2m(3, :) · P li
)2
(3.19)
Where Ro2m(3, :) is the 3
rd row of Ro2m and (a · b) is the inner product of a
and b.
Pmi (3) is not distributed according to an Inverse Gamma for non-zero
tmm2o(3), however, we will assume that an Inverse Gamma is a decent approxi-
mation. This approximation is valid so long as µi is sufficiently large and σ
2
i
is sufficiently small. We can find the ai and bi parameters of this distribution
according to Eqns (3.1) and (3.2).
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We now assume our inverse depth estimate is distributed according to
a Gamma with the same ai and bi parameters. The mean and variance of the





























The map is smoothed using the LSD-SLAM smoothing algorithm after
all EKF updates are performed and map points are initialized from the LI-
DAR measurements. Each inverse depth estimate is reassigned according to
the average of the surrounding estimates weighted by the respective inverse
estimate variances. Since the EKF update tends to significantly reduce the
variance of an estimate, the surrounding inverse depths are pulled in the di-
rection of the update by this process. Thus, the information from the LIDAR
is able to update map points which are not directly measured. Smoothing
can be justified from a theoretical perspective as the depths of adjacent pixels
are highly correlated. Thus a LIDAR measurement of one pixel does provide
information on the adjacent ones.
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The algorithm used to perform the smoothing is identical to the one
found in the unmodified LSD-SLAM.
3.3 SLAM Simulation
This thesis involved the creation of a simulation tool which produces
RGB and LIDAR images for the SLAM system. This tool allows us to better
understand the efficacy of our SLAM system when compared to experimental
data by allowing the true environment and system pose to be known.
3.3.1 Simulated Environment
An example environment is shown in Figure 3.2. It contains a variety
of cubes floating in space. The cubes have colored sides and black edges. The
user is completely able to specify the location, size, and number of cubes.
The software is able to render both interior and exterior faces of the cubes.
This allows a large cube to encompass the scene and form the walls of the
environment.
3.3.2 Simulation Outputs
The user provides a list of positions and orientations for sensor mea-
surements to be generated at. These sensors are 480×640 RGB images, Figure
3.2, and 50×50 LIDAR images, Figure 3.3, which simulate the performance of
a monocular RGB camera and flash LIDAR. The RGB images are generated
according to a pinhole camera model [20]. Lidar range measurments are cre-
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Figure 3.2: A RGB Image produced by the SLAM simulation. There are no
simulation features in the background so the majority of the image is white.
A black border has been added to the figure to denote the edge of the image,
this is not present in the raw image file.
ated by measuring the range until intersection along a vector specified by an
azimuth and elevation. The focal points and coordinate systems of the camera
and LIDAR are assumed to be aligned, with each camera image corresponding
to one LIDAR image taken at the exact same time.
A diagram of the pinhole camera model is shown in Figure 3.4.
3.3.3 Ray Tracing
Image generation is a computationally intensive process. Simulation
speed was not a high priority so a naive ray tracing algorithm [?] was used
over a more efficient option such as scanline rendering [?].
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Inputs Outputs
Sensor Position RGB Image
Sensor Orientation Lidar Image
Camera Calibration Matrix
RGB and LIDAR Image Size
Lidar Calibration Info
Environment Features
Table 3.1: The SLAM simulation inputs and outputs.
Figure 3.3: An example LIDAR image generated by the simulation. Note that
LIDAR images are actually range measurements so false color has been added
in order to simulate depth. The dashed lines at the edges of simulated objects
show divisions in the pixels of the image. They are an artifact of the software
used ot produce false color and are not represented in the actual images.
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Figure 3.4: The pinhole camera model (Borrowed from [20]). This diagram
shows how a 3D point X maps onto the image plane to point x.
The basic ray tracing process is to create a vector intersecting each
pixel of an image. That vector is propagated forward through space until it
intersects an object in the simulation. The object intersected determines the
color value of the pixel. Consider a pixel with coordinates px and py. That





The vector p is then mapped through the inverse camera calibration
matrix, K, to form a three dimensional vector in the map frame, Pm. K is
defined as detailed in [20].
Pm = K−1p (3.23)
Pm is projected through the simulation environment and a check is
performed with each object to determine if there is an intersection. All inter-
sections as well as the distance to intersection are recorded. The intersection
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with shortest distance is used to determine the color of the pixel. If no inter-
sections are found, the pixel is assigned the color white.
After every pixel has been colored, a Gaussian blur is applied to the
images to eliminate the aliasing found at the edges of simulation objects. An
example of this aliasing is shown in Figure 3.5.
Figure 3.5: A RGB Image produced by the SLAM simulation without a
Gaussian blur. Note the aliasing present in the form of jagged lines on the
edges of the cubes. A black border has been added to the figure to denote
the edge of the image, this is not present in the raw image file.
3.3.4 Lidar Image Generation
The distance to intersection found while generating RGB images is used
to create LIDAR range images. Before this can be done, each LIDAR measure-
ment must be associated with a pixel in the RGB images. Lidar measurements
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are specified with an azimuth, θ, and elevation, φ angle. Azimuth is defined
as a rotation about the LIDAR y-axis from the positive z-axis. Elevation is
defined as a rotation about the LIDAR x-axis from the x-z plane. The azimuth
rotation is applied first. This coordinate system is outlined in Figure 3.6. A
given LIDAR measurement, d, can be converted to a 3D vector according to
Eqn. (3.24).
Figure 3.6: A diagram of the coordinate system defining a LIDAR
measurement (red “X”). Note the definition of the blue elevation angle, φ,
and the green azimuth angle, θ.


















If the pixel pair (px, py) has an associated depth from RGB image gen-
eration, this depth is accepted as the range measurement for the LIDAR. If
there was no intersection detected for this pixel, the range is simply recorded
as zero. An example LIDAR image is shown in Figure 3.3.
The user can choose to corrupt the LIDAR measurements with gaussian




The SLAM system created was validated through Monte Carlo testing.
A trajectory was generated by varying some hyper-parameters. We did 1000
Monte Carlo runs generating 1000 sets of RBG and LIDAR images. These
were fed into the SLAM system with LIDAR updates of the map enabled
and disabled. In both cases, LIDAR images were still used to estimate the
map scale at the keyframes, this was necessary in-order to produce a metric
mapping and localization estimate.
4.1 Performance with a Rich Environment
This testing condition used 10 cubes in the center of the simulation
environment as well as a encompassing box forming walls of the environment.
This rich information environment allows for high-quality monocular SLAM
tracking and mapping. Lidar serves to mostly improve the map. A sample
image from this environment is shown in Figure 4.1.
The SLAM system initialized a map with the first RGB and LIDAR
images. Once significant translation was detected, a new keyframe was formed
with the next RGB image. The associated LIDAR image was then used to
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Figure 4.1: The rich simulation environment. Note the large number of objects
as well as walls within the environment.
estimate scale. The map and pose estimates were saved before and after every
subsequent operation until a new keyframe was formed. These estimates were
compared to the truth for each Monte Carlo iteration. A variety of key metrics
are outlined in the following sections.
One point to note is that the sensor’s trajectory through each Monte
Carlo run is stochastic. Keyframe selection and creation is determined by the
estimate of these trajectories. One trajectory might result in 10 tracked frames
being used to refine the keyframe while another uses 15. This means that the
total number of tracked frames used varies across Monte Carlo runs. Figure
4.2 shows the number of Monte Carlo runs which are still refining the target
keyframe at each tracked image.
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Figure 4.2: The number of Monte Carlo Runs remaining at each tracked frame
with and without LIDAR.
The number of remaining runs begins to drop dramatically after ap-
proximately the 7th tracked frame. Many metrics presented in this thesis are
calculated at each frame by averaging across all Monte Carlo runs remaining
at that point. For example, the average localization error will be calculated
at both the 5th and 10th tracked frame. At the 5th frame, there are 1000 data
points used to calculate the average localization error since 1000 Monte Carlo
runs remain. However, at the 10th frame, there will likely only be 400 data
points used since the SLAM system has decided to form a new keyframe prior
to this point in 600 of the runs. Thus, the reader should focus their attention
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primarily on statistics calculated before the 10th tracked frame.
4.1.1 Scale Estimation Performance
The SLAM system estimates the scale of each local map upon keyframe
creation. The true scale of the system is unknowable as every depth estimate
contains error. One best estimate of scale, s̄t, can be found by looking at the
localization estimates after each Monte Carlo run. The estimated distance
translated from the keyframe at each RGB image can be compared to the true
distance translated. Averaging over all localization estimates provides a scale







A second best estimate of scale, s̄m, can be found by investigating
every map point which has a depth associated after all map updates have
been performed. This metric is calculated in the same manner as the system’s
estimate of scale, Eqn 3.6. However, for s̄m, all map points are considered,









Figure 4.3 compares s̄t with ŝ. The sample covariance between the two
estimates was calculated and used to create a covariance ellipse. This ellipse
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along with the line y = x were plotted to demonstrate that s̄t and ŝ are very
well correlated.
Figure 4.3: The scale estimation performance. For each Monte Carlo run s̄t is
plotted on the x-axis against ŝ on the y-axis. The line y = x and a covariance
ellipse for s̄t and ŝ are also shown.
Figure 4.4 compares s̄m with ŝ. The sample covariance between the two
estimates was calculated and used to create a covariance ellipse. This ellipse
along with the line y = x were plotted to demonstrate that s̄m and ŝ are very
well correlated.
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Figure 4.4: The scale estimation performance. For each Monte Carlo run s̄m is
plotted on the x-axis against ŝ on the y-axis. The line y = x and a covariance
ellipse for s̄m and ŝ are also shown.
4.1.2 Localization Performance
The SLAM system provides localization estimates in the form of a
rotation and translation from the keyframe to the most recent RGB image.
Since absolute poses and rotations not observable in this SLAM system we
choose to analyze the accuracy of these localization estimates with respect to
the keyframe. Thus we compare the true translation from keyframe to the i-th
frame rmi with its estimate, r̂
m
i . Here the i denotes the image index while the
m indicates the translation is expressed in the reference frame defined by the
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keyframe. This reference frame is diagrammed in Figure 4.5
Figure 4.5: The coordinate systems for the RGB image forming the keyframe
(A), non-metric local map (B), RGB image forming the ith tracked frame (C),
and metric body frame of the sensor during the ith tracked image (D). Also
labeled are the translation rmi , rotation Ri→m, and scale s between the non-
metric local map and metric body frame. A LIDAR measurement is shown in
the metric body frame.
One additional factor for consideration is that the translation estimates
are non-metric. Thus, we actually compare the true translation to the product
of the estimated translation scaled by ŝ. This calculation is shown in Eqn (4.3).
This is an imperfect metric as errors in mapping and localization cannot be
fully separated from errors in scale estimation. Additional metrics can be
created by comparing truth with the estimated translation scaled by s̄t or s̄m





i − ŝr̂mi (4.3)
M4.4 = r
m
i − s̄tr̂mi (4.4)
M4.5 = r
m
i − s̄mr̂mi (4.5)
The metric M4.3 was calculated for each update of each Monte Carlo
run. At each update, the mean and covariance of M4.3 were calculated across
all Monte Carlo runs. This was done for the case with and without LIDAR
Measurements. Figure 4.6 displays the mean position error for each case. The
Figure clearly shows the well known localization drift found in most SLAM
systems. There is not a clear difference in drift between the cases until the 10th
tracked frame. At this point the system with LIDAR appears to show lower
drift in the x and y axes. As described above, this is approximately the point
when most of the SLAM systems in the Monte Carlo runs have decided to form
a new keyframe. Further testing is required to determine if this deviation is
due to reduced number of Monte Carlo runs used for analysis, or improved
behavior due to LIDAR measurement incorporation.
The diagonal elements of the covariance matrix calculated from M4.3
represent the error variance along each axis of the keyframe coordinate sys-
tem. These are displayed in Figure 4.7. We immediately note a performance
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Figure 4.6: The mean position estimation error along each axis of the keyframe
coordinate system, expressed in a metric representation.
difference between the systems with and without LIDAR. The variance in lo-
calization errors is lower in all cases when the system uses LIDAR. This is
because LIDAR based map initialization and refinement result in a higher ac-
curacy map. Localization is a direct function of the map, so a higher accuracy
map translates directly to a higher accuracy localization estimate.
Figure 4.8 shows the positive and negative standard deviation of M4.3
offset by the mean. This Figure was recreated with metrics M4.4 and M4.5 in
Figures 4.9 and 4.10, respectively.
We also compare the true rotation between the coordinate frame defined
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Figure 4.7: The variance of localization estimate errors, expressed in metric
units in the keyframe coordinate system.
by the keyframe and the one defined by the i-th image, Ri←m, with its estimate
R̂i←m. This is done through error Euler Angles. To find them, we first find
an error rotation matrix, Re = Rm←iR̂i←m. Re is then converted to the error
Euler Angles assuming an XYZ rotation order. This was done for the case
with and without map updates from LIDAR. Figure 4.11 shows the average
error Euler Angle for each axis. As with position, we see evidence of the
drift characteristic in SLAM systems. The drift in the two systems roughly
agrees until the 10th tracked frame. After this point, the system’s performance
diverge from one another, but it is difficult to make meaningful conclusions
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Figure 4.8: The mean and 3σ bounds for localization estimates
due to the attrition in Monte Carlo runs at this point.
The variance of each error angle was also calculated. This information is
displayed in Figure 4.12. It is clear that using LIDAR results in a significantly
improved error angle variance. This is again because an improved map results
in improved localization efforts.
The mean and 3σ standard deviation of each Euler Angle is shown in
Figure 4.13. It is made further clear from this Figure that LIDAR measure-
ments significantly improve localization estimates.
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Figure 4.9: The mean and 3σ bounds for localization estimates using s̄t as the
scale estimate.
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Figure 4.10: The mean and 3σ bounds for localization estimates using s̄m as
the scale estimate.
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Figure 4.11: Attitude estimation error statistics with respect to the keyframe.
Expressed in the local map frame.
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Figure 4.12: Attitude estimation error statistics with respect to the keyframe.
Expressed in the local map frame.
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Figure 4.13: Attitude estimation error statistics with respect to the keyframe.
Expressed in the local map frame.
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4.1.3 Mapping Performance
The SLAM system provides mapping estimates as inverse depths, ρ̂i.
For analysis we often choose to invert the estimates and provide metrics based
on the depth estimate. A given local map consists of inverse depth estimates
for some subset of the pixels of the keyframe. All images are created via
simulation, thus the true depths for each pixel are known. The depth error, ei,
for a given pixel is calculated as shown in Eqn (4.6). As with the translation,
the depth is stored in a non-metric representation. The scale estimate, ŝ, is







Only a subset of the map points are directly updated by the LIDAR. We
store the error before, e−i , and after, e
+
i , the EKF update for these points. Then
we calculate the average reduction in error by the EKF across the updated
points. This metric is shown in Eqn (4.7). Note that a positive M4.7 indicates
that on average, depth estimation error before the EKF update was higher






|e+i | − |e−i | (4.7)
Figure 4.14 shows M4.7 for each update of each Monte Carlo run. The
data for each run is displayed with continuous lines for clarity. This should
not be taken to indicate the system is behaving as a time series. In fact, the
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movement of the camera between updates means that very few map points are
updated by the EKF twice in a given Monte Carlo run.
Figure 4.14: The mean error reduction by the LIDAR (top) and number of
points updated via EKF (bottom). Error reduction is highest in the beginning
when LIDAR provides the most information on the depth dimension. As the
system translates away from the keyframe, less information is provided on the
depth dimension, so error reduction tends to decrease.
EKF updates are only the first stage in LIDAR measurement incorpo-
ration in the SLAM system. The hole filling and smoothing procedures found
in LSD-SLAM are applied after the updates are performed. The depth esti-
mate error of all points affected by the smoothing process was stored before
and after the operation. An average error reduction metric was calculated
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|e+i | − |e−i | (4.8)
Figure 4.15 shows M4.8 for each update of each Monte Carlo run. As in
Figure 4.14, the data for each run is displayed with continuous lines for clarity.
This should not be taken to indicate the system is behaving as a time series.
Figure 4.15: The mean error reduction by the LIDAR and smoothing algo-
rithms (top) and number of points updated via EKF (bottom). Error reduc-
tion is highest in the beginning when LIDAR provides the most information
on the depth dimension. As the system translates away from the keyframe,
less information is provided on the depth dimension, so error reduction tends
to decrease.
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The LIDAR measurements were also used to initialize new map points.
Figure 4.16 shows the average number of map points at each tracked frame.
Also shown are the average number of map points which are directly initialized
by LIDAR measurements. After keyframe initialization, the large majority of
new points are initialized from LIDAR measurements. By the 24th tracked
frame, the average size has more than doubled from the inclusion of LIDAR
points. Using LIDAR measurements clearly results in a significant improve-
ment in mapping density.
Figure 4.16: The average number of total map points compared to those which
are initialized from LIDAR measurements alone. Note that LIDAR initialized





This thesis has presented a novel methodology for incorporating LIDAR
range measurements into a direct monocular SLAM system. The open-source
direct monocular SLAM system LSD-SLAM was used as a base for the devel-
opment of this work. LSD-SLAM was modified to accept LIDAR images for
three main purposes:
1. SLAM system initialization
2. Metric scale estimation
3. Map refinement
The first use of LIDAR measurements is for system initialization. The
original LSD-SLAM algorithm chose to initialize the map randomly. This
thesis was able to use calibration information to match LIDAR range mea-
surements with map points. These map points were initialized according the
LIDAR measurement and its associated variance. Clearly, a more accurate
map is produced when initialization is done according to LIDAR measure-
ments as opposed to randomly. The results of this thesis demonstrate that
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this higher mapping performance then results in higher performance localiza-
tion estimates.
The metric scale of the map is inherently unobservable in monocular
SLAM. The second use of LIDAR images was in estimating this scale. The
LIDAR image associated with each new keyframe was used to provide an
estimate of the local map’s scale. This scale estimate can be used to produce
a metric map and localization measurements. The metric estimates are more
useful for applications such as inspection or autonomous landing than the
non-metric estimates produced by LSD-SLAM.
Finally, LIDAR images were used to refine the map. LIDAR measure-
ments at each subsequent tracked RGB image after the keyframe were used to
perform EKF updates on matched map points or to initialize new map points.
In order to ensure the filter was consistent, the map estimates and range mea-
surements were assumed to be distributed according to a Gamma and Inverse
Gamma distribution respectively. This is in contrast to the traditional as-
sumptions of Gaussian distributions in most EKF applications. The thesis
was able to show that these EKF updates improved mapping performance on
average, providing better mapping performance than LSD-SLAM.
5.2 Future Work
Future work can take a variety of directions. We have shown that
LIDAR measurements can be incorporated via EKF into a non-linear least-
squares monocular SLAM system. Future work could seek a more unified cou-
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pling between the two measurement types. A SLAM system could be created
which simultaneously uses direct monocular images and LIDAR measurements
in a Bayesian filter. On the other hand, a future system could instead use both
simultaneously in a larger non-linear least-squares problem.
Another direction for future work is the use of additional measure-
ments. Inertial measurement units are some of the most common sensors in
spaceflight and could provide significant benefits to SLAM localization perfor-
mance. Inertial measurements are metric, so they also provide an additional
avenue for scale estimation.
The final direction I will mention for future work is to expand the scope
of research beyond SLAM. SLAM would never be performed for its own sake in
spaceflight, the goal would always be to use the map and localization estimates
to complete some additional task such as landing site selection. Future work
could investigate these problems.
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