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Abstract: In this paper we  present  various ways for statistical analysis of data, using features of MAPLE 10 
 
THE MAPLE PACKAGE 
   
The Maple software is a powerful system that can be used to solve complex 
mathematical problems. One can also create professional quality documents, presentations, 
and custom interactive computational tools in the Maple environment. The power of the 
Maple computational engine can be accessed through a variety of interfaces. 
The Maple 10 ’Statistics package is a collection of tools for mathematical Statistics 
and data analysis including the following features: continuous and discrete probability 
distributions, tools for creating and manipulating random variables as well as functions for 
computing their densities, a wide range of functions for computing descriptive statistics 
(location, dispersion, shape statistics, moments), statistical plots including box plots, bar 
charts, histograms, probability plots and scatter plots, optimized algorithms for simulating all 
supported distributions, tools for performing regression analysis, tools for kernel density 
estimation, tools for manipulating statistical data (data smoothing functions for moving 
averages, exponential smoothing and linear filters), common tools for performing hypothesis 
testing and inference, including several parametric and non parametric tests.  
The Statistics package comprises also a new interactive Data Analysis Assistant, a 
graphical interface to help the user you explore data. Its functionality will be described further 
on. This tool can be accessed from the Tools→Assistant menu or using the 
InteractiveDataAnalysis command typed after the cursor (slider) in Worksheet mode. This 
command displays a Maplet application that provides a graphical user interface to the data 
analysis routines in the Statistics package. From the InteractiveDataAnalysis Maplet one can 
display textual and graphical information about data sets, traverse data sets, and generate new 
data sets via standard operations on existing ones. 
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The graphical user interface contains the following menus: Datasets, Manipulation, 
Quantities, Plot and Help.  
The Datasets menu includes the options: Import, Export, Join and Delete. 
The Import option opens a window where the variable name corresponding to the 
dataset to be used will be introduced. The variable name should be assigned a vector or an 
array. 
In the Manipulation menu new data sets from existing ones can be generated through 
standard statistical transformations. 
In the Quantities menu one can specify the desired statistical quantities for the 
collection of data sets. 
Various types of statistical plots can be accessed in the Plot menu. 
The functionality in the Statistics package is available when selecting any data 
container (i.e. Vector, List, and Array), known probability distribution or random variables. 
The next example will show how to use this feature. 
Example: Compute the following characteristic values (quantities): the mean, the median, the 
mode, the variance, the absolute deviation, the mean deviation, and standard deviation for the 
following dataset representing corn cob weight of the Minhybrid 511 variety: 240, 250, 260, 
270, 280, 290, 300, 310, 320, 330, 340, 350, 360. Outline the corresponding diagram. 
 
This entails the following steps: 
1. Launch MAPLE. 
2. Enter the data and create the data file, as follows: 
- choose New from the FILE menu, then WORKSHEET mode window and then 
extension .mw for the filename 
- type the data of the problem in the following way 
> X:=Array([240, 250, 260, 270, 280, 290, 300, 310, 320, 330, 340, 350, 
360]); 
- choose Assistant from the TOOLS menu, and then select Data Analysis option 
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In the window that will be displayed choose the Import from Datasets menu and in the 
Maplet box enter the variable name that corresponds to the dataset typed above (i.e. X). 
After that press OK and the following information will be displayed: 
 
From the Quantities menu select the characteristic values that will be displayed in the 
Quantities of Interest box: Mean=3000, Median=300, Mode=300, Mean Deviation=32,31, 
Absolute Deviation=299.5. 
To determine the variance and the standard deviation for the dataset specified above, one 
needs to use the following commands: 
> with(Statistics): 
> XVariance:=Variance(X); 
   XVariance:=1516.66 
> XStandardDeviation:=StandardDeviation(X); 
   XStandardDeviation:=38.94 
From the Plot menu, one can choose various statistical plots such as: box plots, bar 
charts, histograms, probability plots, scatter plots, etc. 
The Statistics package provides various parametric and non-parametric tools for 
performing hypothesis testing and statistical inference: 
ChiSquareGoodnessOfFitTest OneSampleTTest TwoSamplePairedtTest 
ChiSquareIndependenceTest OneSampleZTest TwoSampletTest 
ChiSquareSuitableModelTest ShapiroWilkWTest TwoSampleZTest 
OneSampleChiSquareTest TwoSampleFTest  
 All tests generate a report of all major calculations to userinfo at level 1 (hence, if 
output is suppressed, the reports are still generated).  To access the reports, set the statistics 
information level to 1 using the following command 
> infolevel[Statistics] := 1; 
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Tests for Population Means: 
Two standard parametric tests are available to test for a population mean given a 
sample from that population. The OneSampleZTest (u-test) should be used whenever the 
standard deviation of the population is known.  If the standard deviation is unknown and the 
sample size is small, the OneSampleTTest should be applied instead. 
> OneSampleTTest(X, mu0, test_options) 
The OneSampleTTest function computes the one sample t-test upon a dataset X. This 
calculation is used to determine the significance of the difference between the sample mean 
and an assumed population mean when the standard deviation of the population is unknown.  
The first parameter X is the data sample to use in the analysis.  
The second parameter mu0 is the hypothetical population mean, specified as a real constant.  
The third parameter test_options (optional) is an equation of the form option=value 
where option is one of confidence, output, alternative, ignore or weights. 
The t-test entails the following steps: 
1. Create a file containing the data (launch MAPLE, choose New fom the FILE menu, 
WORKSHEET mode with extension .mv). 
2. Fill in the worksheet 
> with(Statistics): 
> infolevel[Statistics]:=1: 
> X:=Array([data, separated by comma]); 
> Mean(X); 
> OneSampleTTest(X, 2, confidence=0.95); 
3. Press ENTER and a report of all major calculations will be displayed. 
Example: Lucerne production on ten plots having the same surface was: 0.8, 1.3, 1.5, 1.7, 1.7, 
1.8, 2, 2, 2, 2.2 ton/plot. Determine the confidence interval for the mean lucerne production. 
Does the mean value seem to be 2 ton? 
Create the example’s file as follows: 
> with(Statistics): 
> infolevel[Statistics]:=1: 
> X:=Array([0.8, 1.3, 1.5, 1.7, 1.7, 1.8, 2, 2, 2, 2.2]); 
> Mean(X); 
> OneSampleTTest(X, 2, confidence=0.95); 
Save the file under a desired name and press ENTER. 
This test generates a complete report of all calculations in the form of a userinfo message. 
Standard T-Test on One Sample 
Null Hypothesis: 
Sample drawn from population with mean 2 
Alt. Hypothesis: 
Sample drawn from population with mean not equal to 2 
Sample size:             10 
Sample mean:             1.7 
Sample standard dev.:    0.413656 
Distribution:            StudentT(9) 
Computed statistic:      -2.29341    # tcomputed 
Computed pvalue:         0.0475087   # the min value of α, the significance level, for which the 
null hypothesis is rejected 
Confidence interval:     1.404088550 .. 1.995911450 
                         (population mean) 
Result: [Rejected] 
There exists statistical evidence against the null hypothesis. 
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hypothesis=false, confidenceinterval=1.404088550..1.995911450, distribution=StudentT(9), 
pvalue=0.04750870312, statistic=-2.293412362. 
Hence the mean lucerne production seems to be  significantly different from 2 ton and the null 
hypothesis is rejected with a p-value of 0.04. 
Tests for Independence in a Two-Way Table 
The Statistics package contains the ChiSquareIndependenceTest function, which is 
used to determine if two attributes are independent of one another. 
ChiSquareIndependenceTest(X, options) 
The ChiSquareIndependenceTest function computes the chisquare test for the 
independence of two or more attributes which are given in a matrix.  
The first parameter X is a matrix of categorized data samples.  
The second parameter options (optional) is an equation(s) of the form option=value where 
option is one of level or output; specify options for the ChiSquareIndependenceTest 
function. 
The chisquare-test entails the following steps: 
1. Create a file containing the data (launch MAPLE, choose New from the FILE menu, 
WORKSHEET mode with extension .mv). 
2. Fill in the worksheet 
> with(Statistics): 
> infolevel[Statistics]:=1: 
> FirstAttribut:=Vector([data, separated by comma]); 
> SecondAttribut:=Vector ([data, separated by comma]); 
> Output:=Matrix([FirstAttribut, SecondAttribut]): 
> ChiSquareIndependenceTest(Output); 
3. Press ENTER and a report of all major calculations will be displayed. 
Example: Consider a sample of 200 animals that are part of a survey to determine if a new 
drug is effective at fighting a new disease. Out of these 200 animals, 90 were inoculated with 
the drug. 20 animals inoculated were taken ill and 40 animals not inoculated were not taken 
ill. Conclude that the drug had an effect on the recovery rate. 
Create the file as follows: 
> with(Statistics): 
> infolevel[Statistics]:=1: 
> InoculatedGroup:=Vector ([20, 70]): # Recovered, Not Recovered 
> UninoculatedGroup:=Vector([40, 70]): # Recovered, Not Recovered 
> Output: =Matrix([InoculatedGroup, UninoculatedGroup]): 
> ChiSquareIndependenceTest(Output); 
Save the file under a desired name and press ENTER. 
This test generates a complete report of all calculations in the form of a userinfo message. 
Chi-Square Test for Independence 
-------------------------------- 
Null Hypothesis: 
Two attributes within a population are independent of one another 
Alt. Hypothesis: 
Two attributes within a population are not independent of one another 
Dimensions:              2 
Total Elements:          200 
Distribution:            ChiSquare(1) 
Computed statistic:      4.7138 
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Computed pvalue:         0.0299213 
Critical value:          criticalvalue # chisquare test value taken from tables 
Result: [Rejected] 
There exists statistical evidence against the null hypothesis 
Hypothesis=false, criticalvalue=3.841456066, distribution=ChiSquare(1), 
pvalue=0.029921248, statistic=4.713804714 
Thus we conclude that there exists statistical evidence in favor of the drug having an 
effect on the recovery rate. Closer examination reveals that the inoculation improves an 
animal's chance of recovery from the disease. 
Regression Commands 
The Statistics package also provides various commands for fitting linear and 
nonlinear models to data points and performing regression analysis. The fitting algorithms are 
based on least-squares methods, which minimize the sum of the residuals squared. The 
regression commands available are: ExponentialFit (fit an exponential function to data), 
LinearFit (fit a linear model function to data), LogarithmicFit (fit a logarithmic function to 
data ), NonlinearFit (fit a nonlinear model function to data), OnWayANOVA (generate a 
one-way ANOVA table) PolynomialFit (fit a polynomial to data), PowerFit ( fit a power 
function to data). 
The LinearFit command: 
LinearFit(falg, X, Y, v, options); 
The LinearFit command fits a model function that is linear in the model parameters to data 
by minimizing the least-squares error. It performs both simple and multiple linear regression. 
This command accepts the model function in both algebraic and operator forms. 
The first parameter falg is a list or Vector of component functions in algebraic form. Each 
component is an algebraic expression in the independent variables x_1, x_2, ..., x_n.  
The second parameter X is a Vector or Matrix containing the values of the independent 
variable(s). 
The third parameter Y is a Vector containing the values of the dependent variable y. 
The fourth parameter v is a list of the independent variable names used in falg.  
The last parameter options (optional) is an equation(s) of the form option=value where 
option is one of output, svdtolerance or weights; it specifies options for the LinearFit 
command. 
Example: Find the line of regression of the height of bean plants, depending on age (given in 
weeks), given the following data : 
Age (Xi) 1 2 3 4 5 6 7 
Height (Yi) 5 13 16 23 33 38 40 
 
Create the example’s file as follows: 
> with(Statistics): 
> X:=Vector([1, 2, 3, 4, 5, 6, 7]): 
> Y:=Vector([5, 13, 16, 23, 33, 38, 40]): 
> f:=LinearFit([1, t], X, Y, t); 
  f:=-0.5714+6.1428t; 
> with(plots) : 
> points:=Statistics[ScatterPlot](X, Y): 
> curve:=plot(f(t), t=1..7, title=”Function and Data Plot”, thickness=2, 
gridlines): 
> display(curve, points); 
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