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Abstract — The main contribution of this paper is the design of 
a decentralized and tuning-less high level controller able to 
maintain without tracking errors a Leader-Follower (LF) 
configuration in case of lack or degraded 
communications (latencies, loss…) between the leader and 
followers UAVs. The high level controller only requires simple 
tunings and rests on a predictive filtering algorithm and a first 
order dynamic model to recover an estimation of the leader 
UAV velocities and avoid the tracking errors. 
Keywords: Distributed control, Formation control, Robotics, 
Autonomous vehicles, UAVs  
I.  INTRODUCTION 
Multi-Robot Systems (MRS) have been widely studied since 
the 90s [1], [2]. Many advantages can be expected from using 
a group of robots: increase and share of the payload [3], 
reduction of the time needed for the achievement of a task 
[4], fault tolerance and resilience of the system [5], [6], or use 
of simpler and cheaper robots for adaptability to the 
environment [7]. However, making a group of robots 
evolving together in the same environment entails the 
resolution of some problems. Coordination is one of the most 
critical ones, especially considering decentralized settings. 
Coordination between the members of the group can be 
achieved through various ways, behavior or force-based 
methods, Virtual Rigid Body (VRB) structure building, or 
Leader-Follower (LF) schemes. In the present work, we focus 
on the last one and investigate the problem of maintaining 
such a configuration in case of degraded communications 
between the leader and the followers. The question of 
building and maintaining such a formation without 
communication has been addressed many times during the 
last two decades and most of the time the proposed solution 
relies on a sensor-based mechanism for compensating the 
absence of communication. Very often, works are 
considering cameras; pan controlled camera [8] or 
omnidirectional camera like in [9], [10], or other types of 
sensors like Kinect [11]. From the data obtained by the 
sensors, each follower of the formation attempts to estimate 
the pose of the global or of its local leader. In [8], the authors 
consider this problem with a pan-controlled camera. Since no 
communication occurs, the leader's velocities are unknown. 
The goal of their work is the design of both an adaptive 
formation controller and an adaptive camera controller. The 
authors in [10] proposed a method for LF formation control 
considering a robotic system in which each follower is 
equipped with an uncalibrated omnidirectional or perspective 
camera. No communications are allowed and the velocity of 
the leader is considered unknown as well. In that work the 
authors present an adaptive estimator based on several feature 
points. In [11], the goal is to build and maintain a LF 
formation without communication between the robots. Each 
robot is equipped with only one type of sensor, a Kinect, for 
estimating the pose (relative orientation and position of the 
leader). The choice of the Kinect is justified by the fact that 
it provides color and depth information from which can be 
directly deduced angles and distances measurements but it 
suffers from a limited field of view. The controller depends 
on both the visibility maintenance and the minimization of 
position errors.  
With respect to these previous works, our main contribution 
is the design of a decentralized and tuning-less high level 
controller able to maintain a LF configuration. The proposed 
controller combines an omnidirectional camera with filtered 
and predicted measurements and a first order dynamic model 
of the UAV to get the leader velocities (even in case of 
degraded communications (latencies, loss) between the 
leader and followers UAVs) and avoid the tracking errors.  
 
II. PROBLEM STATEMENT 
The goal is to construct a geometrical shape sometimes 
known as Virtual Rigid Body (VRB) in order to establish the 
desired formation. The virtual structure between several 
robots aims at facilitating the agile control of several multi-
rotor formations. The goal of each follower UAV is to follow 
the leader by keeping predefined separation distances XSP1, 
YSP1, ZSP1 as illustrated on Fig.1. The leader UAV is assumed 
to track perfectly a virtual target which moves along a defined 
trajectory (straight line, circle …). The controller of the 
leader UAV is not described in this work. The description of 
the high level controller will be done for the follower UAV 
number 1. The vision-based system provides the distance (d1) 
and the bearing angle (θ1) of the leader UAV. 
 
Figure 1.  Problem statement 
III. DESIGN OF THE HIGH LEVEL CONTROLLER 
A. Double Exponential Smoothing (DES) algorithm  
The proposed method assumes the availability of an 
estimation of both the distance (d1) and of the bearing angle 
(θ1) whose measurements are naturally degraded by noise and 
other uncertainties. A filtering stage to overcome these 
problems is mandatory. Such algorithm has to be fast, 
accurate, robust to different motions, and easy to implement. 
We assume that the leader UAV moves regularly over time 
with a trend. In [12],[13], a comparison is drawn between 
Double Exponential Smoothing (DES) algorithm and 
Kalman filter. The authors show that DES algorithm runs 
faster than Kalman filter with equivalent prediction 
performances and simpler implementations. That is why DES 
algorithm can be a good choice to generate smoothed 
estimates and forecast of distance (d1) and bearing angle (θ1). 
The DES algorithm at time instant n.Te, where Te is the 
sampling period and n is the discrete-time index, 
implemented for both the distance (d1) and bearing angle (θ1) 
measurements is given as follows: 
 
     =    .     + (1 −    ). (       +       ) (1) 
     =    .       −         + (1 −    ).       	 			 ( 2)	
     =    .     + (1 −    ). (       +       )	 		 ( 3)	
     =    .       −         + (1 −    ).          (4) 
where:  d1n, θ1n are the values of d1 and θ1 at nth sample. 
      ,     	are the smoothed values of d1n and θ1n. 
        ,      are the trend values of d1n and θ1n. 
 
Equations (1) and (3) smooth the values of the sequence of 
measurements by taking into account the trend, whilst (2) and 
(4) smooth and update the trend. The m (m > 0) steps ahead 
forecast of the next distance (       ) and bearing angle 
(      ) estimations are: 
 
       =      +  .     						       =      +  .        (5) 
 
The initial values given to     ,     ,      and      are: 
 
     =    ,      = 	   ,      =     −    , 	     =     −       (6)
   
Usually, α (0 ≤   ≤ 1) is called the data smoothing factor 
and λ (0 ≤   ≤ 1) is called the trend smoothing factor. A 
compromise has to be found for the values of α and λ. High 
values make the DES algorithm follow the trend more 
accurately whilst small values make it generate smoother 
results. For the follower UAV 1, the filtered (7) and predicted 
(8) distance errors (x, y axes) are the following ones (Fig.1): 
 
 ̂   =     ∗ cos      −     								 ̂   =     ∗ sin      −     				(7) 
 ̃   =     ∗ cos      −     										 ̃   =     ∗ sin      −         (8) 
B. Design of the tuning-less high level controller 
We assume that the low level controllers (inner loop) 
implemented in the UAVs allow them to reach the desired 
references velocities (according to x and y axes) and the 
desired references positions (according to z axis (altitude, 
yaw angle)) with a short response time and without static 
errors, damping or oscillations. That means that: 	      ⃗ = 	       ⃗  
with      ⃗ = [       ]  the velocity vector of the follower 
UAV 1 and       ⃗ = [       ]  its control inputs. All the 
UAVs are assumed to fly at the same altitude with the same 
yaw angle (altitude and yaw control can be controlled 
separately and are not detailed in this work). The control 
objective is to regulate the distance errors as follows: 
 
lim
 → 
 ̂  ( ) = 	0			 lim →   ̂  ( ) = 	0         (9) 
 
To fulfill this control objective, we propose the following 
error dynamics equation: 
 
  ̇̂   ̇̂  
  = −  
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 
−      ⃗
 
   
(10) 
  =  cos(   −   ) − sin(   −   )sin(   −   ) cos(   −   )
 				    ̂    =     .  ̂    
 
     ⃗ = [       ]  is the leader velocity vector. Ay is an 
attenuation parameter which makes decrease the effect of the 
linear control (x axis) when the lateral error (y axis) is not 
null. 
     ( ∈ [−1. . +1])  and      ( ∈ [−1. . +1])  are defined as 
follows:  
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The saturation function (f) is defined below. It allows to take 
into account the UAV limitations (10).    	,      are the 
maximum allowed velocities according to x and y axes. The 
maximum allowed velocity of the follower is reached as soon 
as the components of its distance, to the leader, are greater or 
equal to   	,   . The saturation function (f) is also used to 
normalize the values of     and     between -1 and +1. 
 (eps, Vm,Dm) =  
−          < −  
  
   .        −   ≤     ≤ +  
+          > +  
 
From (10), we get the following control law: 
 
      ⃗
 
=  .      ⃗
 
+  
   ̂   .      . ∑         ,     −    ,     
     . ∑         ,     −    ,     
          (11) 
 
In steady state (10), the follower will fly at the speed of the 
leader without tracking errors (      ⃗
  =  .      ⃗
 )	 only if it 
receives, through a communication network, the leader 
velocity (     ⃗ ) without disturbances, latencies or losses.  
C. Leader UAV velocities estimation 
To compensate the tracking errors due to disturbances, 
latencies or loss of communication, the leader UAV velocity 
vector (	       ⃗ ) is estimated by using a first order dynamic model 
of the UAV (14): 
 
          ⃗̇
 
=  
−     0
0 −    
  .           ⃗
 
+  
 
  
0
0    
  .           ⃗
 
       (14) 
 
          ⃗ = [         ]  and           ⃗ = [         ]  are the 
velocity and control input vectors of the model respectively. 
In the earth frame (Fig.1), its position           ⃗ = [       ]	is:  
 
          ⃗̇
 
=   .           ⃗
   with			   =  
cos(  ) − sin(  )
sin(  ) cos(  )
      (15) 
 
Let us consider the following filtered distance errors (Fig.1):  
 
 ̂         ⃗
 
=   
    ∗ cos     
    ∗ sin     
  +     .       ⃗
 
−           ⃗
 
   −          
        (16) 
with:    ̂         ⃗ = [ ̂     ̂   ]   
The control objective is to regulate the distance errors as 
follows: 
 
lim
 → 
 ̂   ( ) = 	0			 lim →   ̂   ( ) = 	0         (17) 
 
To fulfill this control objective, we propose the following 
error dynamics equation: 
 
 ̂         ⃗̇
 
= −     00     .  ̂  
       ⃗   =  .      ⃗
 
−           ⃗
 
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with:        =
  
  
            =
  
  
   
 
In steady state (14, 18),	            ⃗ = 	           ⃗ 	 and	           ⃗ =  . 	       ⃗ . The 
tracking errors (18) will be null only if the dynamic model 
get the leader UAV velocities without disturbances, latencies 
or losses. Otherwise, the tracking errors will depend on the 
values of the proportional gains Kx, Ky. Indeed, let us 
consider the following candidate Lyapunov function: 
 
  =     ̂         ⃗ .  ̂         ⃗
 
=    . ( ̂   
  +  ̂     ) (19) 
 
Its time derivative can be written as: 
 
 ̇ =     .  ̇    +     .  ̇    
 
Thus,  ̇ < 0	if | ̂   | ≥  
   
     
 
and   ̂     ≥  
   
    
 
so that the 
size of the tracking errors | ̂   |and   ̂    are uniformly 
and ultimately bounded by      and  
  
   respectively, where     
and      represent bounds on the leader UAV velocity 
components satisfying |   | <      and 	      <     . These 
tracking errors don’t have any effects since they concern the 
dynamic model. This interesting result allows to get the 
leader UAV velocities even in case of degraded (latencies, 
loss,…) communications. From (18), we get for the dynamic 
model the following control law: 
 
           ⃗
 
=  .      ⃗
 
+     00     .  1        ⃗
 
      (20) 
 
Finally, by combining (11) and (20), we get: 
 
      ⃗
 
=            ⃗
 
+  
   ̂   .      . ∑         ,     −    ,     
     . ∑         ,     −    ,     
       (21) 
IV. SIMULATION RESULTS 
The simulations have been carried out on Matlab-Simulink 
software. They are based upon a dynamic model of the UAV 
[14] combined with usual low level controllers (PID control 
for horizontal velocities and Phase Lead control for altitude 
and angular (yaw) positions). The simulation parameters are 
the following ones: 
 
- Simulation time: T=800s - Sampling period: Te=0.01s 
- Altitude (after the take-off phase): 10m  
- Omnidirectional camera position: Loc = 0.15m  
- Attenuation parameter : Ay=0.3 
- Maximum velocities:    ,     = 3	 /   
- Maximum distances:   ,   = 15	 	
DES algorithm: αd,θ  = 0.5, λd,θ = 0.5, m = 10 
- Time constants (first order model): τx = 0.2s, τy = 0.2s 
- Take-off conditions (m, deg) / linear-circle trajectories : 
- Leader (XL, YL, δL) : [-82,-82,0°] - [-95,0,90°] 
- Follower 1 (X1, Y1, δ1)   : [-90,-82,0°] / [-95,-25,90°] 
- Follower 2 (X2, Y2, δ2) : [-90,-74,0°] / [-110,-15,90°] 
- Follower 3 (X3, Y3, δ3) : [-90,-90,0°] / [-80,-15,90°] 
 
In order to study the LF formation and the global aspect of 
the VRB, linear and circle trajectories (radius of the circle: 
90m - leader velocity according to x and y axes: 1m/s) have 
been chosen. The VRB requirements are the following ones: 
 
- Circle trajectory (diamond): 
- XSP1 = +20m - YSP1 = 0m - ZSP1 = 0m 
- XSP2 = +10m - YSP2 = -10m - ZSP2 = 0m 
- XSP3 = +10m - YSP3 = +10m - ZSP3 = 0m 
- UAVs yaw angle: δ1,2,3 =  90° 
- Linear trajectory (line):  
- XSP1 = +10m - YSP1 = 0m - ZSP1 = 0m 
- XSP2 = +10m - YSP2 = -10m - ZSP2 = 0m 
- XSP3 = +10m - YSP3 = +10m - ZSP3 = 0m 
- UAVs yaw angle: δ1,2,3 =  0° 
 
 
Figure 2.  Circle trajectory 
 
 
Figure 3.  Linear trajectory 
The simulation results in Fig.2,3 show that the UAVs follow 
properly (for different velocities and orientations) the circle 
and linear trajectories after the take-off phase and fly 
according to the desired VRB requirements (a triangle for the 
linear trajectory and a diamond for the circle trajectory). 
Then, to study separately and in details the effects of the 
leader velocity estimation with a first order dynamic model, 
the following scenario has been implemented for both 
trajectories:  
Before t=200s, the leader UAV velocity is      ⃗ = [0.3 0.3] 
(in m/s). Between t=200s and t=600s, the leader UAV 
accelerates      ⃗ = [0.4 0.4] (in m/s). After t=600s, the leader 
UAV recovers the previous velocity      ⃗ = [0.3 0.3]  (in 
m/s). From t=400s to t=800s, the communication between the 
UAVs isn’t available. The simulation results correspond to 
the follower UAV 1. They are similar for the others. 
 
 
Figure 4.  Follower 1 (linear trajectory) 
x uav tracking error (e1x) - model control input (U1mx) - x model error (e1mx) 
 
Figure 5.  Follower 1 (linear trajectory) 
y uav tracking error (e1y) – model control input (U1my) - y model error (e1my) 
 
Figure 6.  Follower 1 (circle trajectory) 
x uav error (e1x) – model control input (U1mx) – y model error (e1mx) 
 
 
Figure 7.  Follower 1 (circle trajectory) 
y uav error (e1y) – model control input (U1my) – y model error (e1my) 
 
On Fig.4,5,6,7 we can see that the tracking errors according 
to x and y axes converge toward zero when the leader UAV 
flies at different speeds and even when the communication 
between the leader and the followers is not available. As long 
as the communication is available, the model errors are null 
and the follower UAV 1 uses the speed information sent by 
the UAV leader. When the communication is lost, the model 
errors are not null and allows to recover the speed 
information. 
V. CONCLUSION AND PERSPECTIVES 
In conclusion, the formation control can work in a fully 
decentralized way. Indeed, unlike other VRB methods, which 
rely on the group barycenter to steer the formation [15], our 
approach requires neither positioning nor tracking from a 
centralized point. The high level controller will be 
implemented in C++ language in a companion computer 
(Odroid XU4) embedded in DJI F450 quadrotors. The static 
and dynamic performances of the formation control will be 
evaluated for different shapes (lines, traingle, diamond,...) 
and trajectories (straight lines, circles,...), and the impact of 
communication losses will be analyzed. 
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