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In this paper we give a necessary and sufficient condition for a general class 
of neutral differential-difference equations to be exponentially stable. This 
condition is expressed in terms of certain bilinear functionals which are the 
equivalent of quadratic Liapunov functions for finite-dimensional systems. 
INTRODUCTION 
In this paper we extend the results obtained in [7] to a class of nonautonomous 
linear neutral differential-difference equations. These results are one: We obtain 
a necessary and sufficient condition for uniform asymptotic stability, and two: 
We express this condition in terms of bilinear functionals, called Liapunov 
functionals, defined on a suitable Banach space. Although the statement of these 
results are the same as those given in [7], the procedures used to obtain them 
are significantly different. This is due to the fact that retarded differential- 
difference equations generate compact evolutionary processes and neutral 
differential-difference equations do not. Fortunately the class of neutral 
equations considered in this paper have the nice property that the evolutionary 
process they generate can be split into two processes, a uniformly asymptotically 
stable semigroup and a compact process which is “almost” an evolutionary 
process. It is due to this property that the results in [7] can be extended. It 
should be mentioned that when the above property is not present there is, in 
general, no hope of obtaining stability properties for neutral systems of auto- 
nomous linear differential-difference equations (see e.g. [IO]). 
In [4] Cruz and Hale have obtained very general sufficient conditions for the 
uniform asymptotic stability of systems more general than the type considered 
here. In this paper we show that similar conditions are necessary and sufficient 
for our systems and indicate the structure of the stability determining functionals. 
Our basic condition is that if x(t, t, ,d) represents the solution of the neutral 
system in Euclidean n-space then a necessary and sufficient condition for the 
uniform exponential decay of the system is that the estimate St”, / x(t, t, ,4)Ia dt < 
M 14 I2 be satisfied where M is independent of + and t, . We prove in Remark I 
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that the integral above can be replaced by the norm of the so-called difference 
operator and thus connect our results with those of Cruz and Hale [4]. 
The paper is organized as follows: Preliminaries, description of the problem, 
explanation of the proofs, proof of the main results and then examples and 
remarks. By explanation of the proofs we mean a general outline of the manner 
in which Theorem 1, the main result, is obtained. It is felt that this will help the 
reader in comprehending the statement and proofs of the lemmas preceding 
this theorem, since these are technically involved and taken one at a time ma\- 
not make much sense. 
NOTATION AND PRELIMINARIES 
1. ,Y will denote the real Banach space of all continuous mappings 
from the closed interval [--h, 0] into R”. The norm on X is given b> 
1 q$ 1 = sup I( i @(t,)‘12: t E [--h, 01; . 
i=l 
The topological dual of X will be denoted by X’. The action of an element 
S’ s X will be denoted by (x’, x}. Associated with X and X’ are the Banach 
spaces L(X, X’) and L(X, X) which are, respectively, the space of all continuous 
linear mappings from X into X’ and from X into itself. The norm in both 
spaces is obtained in the usual manner and is denoted ; . ( . In the space L(X, X’) 
we denote by .X the cone of all mappings H which satisfy the conditions 
(i) <WA4 1 0 if 14 ) f  0 and (ii) (Hq5, $) = <fl$, (6) for all 4 and $ in X. 
Finally, the Euclidean norm of any n-vector s will be denoted by ,v ; and the 
inner product of two real n-vectors x and y  will be denoted by (‘v, .v). 
DEFINITION 1. A mapping H(.): [0, ) co +x will be said to be uniformly 
bounded above in 3? if there exists a constant M :> 0 such that (H(t) 4, (6:: :< 
JVZ ) 4 ‘r for all t E [0, co) and (b in X. The mapping H(t) is said to be strongly 
continuous if for all Q E X H(t)+ 1s continuous in the strong topology of x’. 
DEFINITIOX 2. A family {T(t, t,)) CL(X, X) is called a strongly continuous 
linear evolutionary process of exponential type if (i) T(t, t,,) is defined for all 
t -z t, ,> 0, (ii) if t, < s < t, then T(t, S) T(s, t,) =- T(t, to), (iii) there exist 
constants -Vi and w > 0 such that for all t 2 t,, > 0 : T(t, t,,)! :Z Miew(f-fo) and 
(iv), if t, and 4 are fixed, then T(., to) 4 is continuous from [t, , M) into X and 
linkto I T(t, to) 4 == 4. In the sequel a process satisfying Definition 2 will be 
termed an SCLE process. If  an SCLE process satisfies the condition T(t, to) -T 
T(t -- I, . 0) for all t 3 t, > 0 then it is called a strongly continuous semigroup 
of class C,, and is denoted by R(t) or T(t). 
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DEFINITION 3. An SCLE process is said to be uniformly stable if there 
exists a constant M, such that for all t > t, > 0 1 T(t, t,,)l < M, . 
DEFINITION 4. An SCLE process is said to be uniformly asymptotically 
stable, abbreviated to uas, if given E > 0 there exists T(E) such that 1 T(t, to)1 < E 
whenever t > T(C) + t, . 
The proof of the following lemma can be found in [6] (Lemma 1). 
LEMMA 1. An SCLE process is uas if and only if there exists constants M3 
and LY > 0 such that for all t >, t, 
j T(t, to)1 < MsePCtTto). 
The constants M3 and OT are independent of to . 
DEFINITION 5. A function 4 E X is said to Lipschitzian of class K if 
1$(s) - $(t)l < K 1 s - t 1 for all s and t in [-h, 01. The set of all functions 
in X which are Lipschitzian of class K will be denoted by Lip K. 
2. If A is a real n x n matrix the symbol j A / will denote some con- 
venient norm for A. The n x n identity matrix is denoted by I. 
3. A measurable function x(e): [0, 00) 4 Rn is L, integrable if 
jr I x(t) I2 dt < co. A function x(e) which has this property will be said to be 
in L, . 
DESCRIPTION OF THE PROBLEM 
Consider the n-dimensional nonautonomous neutral differential-difference 
system of ordinary differential equations described by 
(d/dt) x(t) - 2 &x(t - hi) = -f A,(t) x( t - h,), 
j=l j=O 
0 = ho < h, < ... < h, = h, if t > to 
and 
x(t) = $(t - to), 4 E x if t E [to - h, to]. 
(4 
It is assumed that the matrices Bj , 1 < j < m, are constant, the matrices A,(t), 
0 <j < m, are continuous on [0, co) and for all indices j and t > 0 satisfy the 
inequalities 
I A,(t)1 d M4 < 00. (3) 
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Furthermore, roots of the equation 
det I - c Bje-shj = 0 
j=l i 
(4) 
exist and all lie in a left-plane Re s .< -p, p > 0. 
DEFINITION 6. Let t > t,, and 4 E X. The point &vt(t, ,$) in X associated 
with the solution of (l)-(2) is defined to be 
~~(t, , 4) --:: {x(t + 0, to , 4): o E [--h, 0] and x(t L-- u, t, ,4) satisfies (l)-(2)]. (5) 
DEFINITION 7. Let t > t, > 0. Let T(t, t,) denote the mapping in L(X, -Y) 
defined by the relation 
v> to) 4 = %@o 2 4). (6) 
LEMMA 2. The family of mappings defined by (6) generates an SCLE process. 
Proof. See [9]. 
The core of this paper is built around the following condition: Given any 
4 E X and to 2 0 there exists a constant M5 which is independent of to and 4 
such that the solution of (l)-(2) satisfies 
(7) 
We shall prove that condition (7) is equivalent to the uas of the SCLE process 
defined by (6) and can be used to find “Liapunov functionals” for the system. 
Before giving a formal demonstration of these statements we shall briefly 
sketch the procedure used in the hope that the subsequent lemmas and theorems 
may appear more intuitive. 
OUTLINE OF THE FUNDAMENTAL RESULT 
Assuming (7) to hold we shall show: 
(I) The SCLE process may be represented in the form 
T(t, to) = R(t - to> + fqt, to) (8) 
where R is a uas semigroup of class Co and K(t, to) is a strongly continuous 
family of linear operators. 
2. K(t, to) is a uniformly bounded family of operators. 
3. For all 4 E X lim,,, / K(t, to) 4 1 + 0. 
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4. For t > t, + h, K(t, to) is a compact operator. This is done by proving 
the existence of a constant M, which is independent of t, and 4 such that 
K(t, to) 4 E Lip ME 1 #J ) if t > t, . 
5. That for t sufficiently large K(t, to) behaves “almost” like an evolu- 
tionary process. 
6. Given any E > 0 there exists T(E) > 0 such that j K(t, to)1 < E whenever 
t >, t, + T(E), i.e., K(t, to) is uas and hence T(t, t,) is also. 
7. Condition (7) can be verified in terms of positive symmetric bilinear 
forms defined on X x X. These will be termed Liapunov functionals. 
PROOF OF THE MAIN RESULTS 
From now on we shall assume (7) holds. 
Consider the following autonomous system of neutral differential-difference 
equations 
(d/dt) y(t) - f B,y(t - hj) 
( i=l 1 ( 




if t > t, and 
y(t) = d(t - to) if t E [to - h, to]. (10) 
Let y(t, t, , 4) denote the solution of (9)-(10) for a given I$ E X and let yl(t, , 4) 
be the corresponding point in X associated with this solution (see Definition 6). 
Let R(t - to) denote the corresponding semigroup generated by the solutions 
of (9)-(10). Thus yt(t, , 4) = R(t - to) (b if 4 E X and t >, t, . In [l] it is shown 
that given t, 3 0 there exists a piecewise continuous n x n matrix S(t) defined 
on (-co, co) which satisfies 
(i) S(t - to) = 0 if t < t, 9 (11) 
(ii) S(t - to) = I if t = t, , (12) 
(iii) (d/d) 
[ 
S(t - to) - f B$(t - t, - hj) 1 (13) j=l 
= - [ s(t - to) - f BJ(t - to - h,) I if t > t,. i-l 
One the basis of (1 l)-( 13) the LaPlace transform of S(t) is easily computed to be 
u(s(t)) (s) = --& p - f B,e-q-l 
j=l 
= & I + f Hjee“‘is 
i=l 1 
(14) 
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where0 < wr < ws ... and the sequence {wj} has no finite limit point. Moreover, 
it can be shown that 
lim ln a - zzz 0 
n+m w, 
which implies (see e.g. [2] or [3]) that the series in (14) converges absolutely for 
Re s > -/I. In fact the solution of (13) which satisfies conditions (I 1) and (12) 
can be obtaining by simple contour integration and is 
S(t) = e-tr + f x(t - Wj) H,&“J (15) 
1=1 
where x(t) = 1 if t > 0 and x(t) = 0 if t < 0. Choose 1 > & > 0 such that 
/3,, < B. Then we obtain the following estimate on the decay of 5’(t) with increas- 
ing t 
<< ( e-tl ( 4. f / Hj 1 X(t _ wj) e-f(l-~a)e-~o(f-w,)e~Ow, (16) 
j=l 
< e-t 11 / + e-t-o) f / Hj 1 ,b”~ < M(p) e-t(‘-h) 
j=l 
where M&) = / I J + cj”_, ) Hj / e4w . Thus j S(t)1 decays exponentially. 
Also observe that the {Hj) in (14) satisfy the relations 
Hj = >I:+ S(t )- ):tum_ S(t) 
> 3 (17) 
and since the series converges for Re s 3 -/3 we have the following estimate 
which will be used below 
Using the work of Henry [IO] or by direct means we can show that all solutions 
of (9)-(10) satisfy an estimate of the form 
I Y&l 9 #>I G w&J e-t(1-“o) I 4J I (1% 
if 0 < ,8,, < 1 and ,BO < /3. (Actually &, < p would suffice, but we only need to 
establish exponential decay.) 
Wherever S(t) is continuous we have 
WP) (t) = -S(t). (20) 
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Hence we see that (dS/dt) (t) exists almost everywhere and decays exponentially, 
satisfying estimate (16). 
Let 4 be in X, t, > 0 and r(t, t, , 4) be the corresponding solution of (9)-(10). 
Then the solution of (l)-(2) with initial values t, and $ can be written 
+ Jtt s(t - s) [x(s, to 94) - sl B,x(s - hi , to 3 4,] ds. 
The corresponding evolutionary process satisfies the equation 
T(t, to) 4 = X&o ,4> = Y&o > 6) + a, to> 4 = w - to) + WY to) 4 (22) 
where for u E [--h, 0] 
(K(t, to)+) (u) = 0 if t + u < to (234 
and 
s 
t+o Yzz S(t + u - s) f A,(s) x(s - hj , to (4) ds 
to 1-o 1 
s 
t+o = qt + u - 4 fMto , ~2,s) ds if t + a > to. 
to 
(234 
Notice that the mapping f : X x Rf -+ R* defined in (23b) is linear and bounded 
for each fixed t in Rf. Thus since x(t, to , 4) is continuous in t and linear in 4 
the family K(t, to) is strongly continuous for on X for t >, to and satisfies the 
condition ) K(to , to)1 = 0 for all to > 0. 
LEMMA 3. Assume condition (7) holds, then there exists a constant M, such 
that 1 xt(to , $)\ < M, 14 1 for al2 t > to and + E X. Thus the solutions of (l)-(2) 
generate an SCLE process which is uniformly bounded. 
Proof. Since yt(to , +) and S’(t) satisfy estimates (16) and (19) we need only 
show, because of (22), that 1 K(t, to) 4 j < A& for some it& . Thus let T > to 
UNIFORM ASYMPTOTIC STABILITY 517 
be fixed. From (3), (7), (23) and the Cauchy-Schwarz inequality we obtain 
the estimate 
I’* < [ S(T - $)I2 ds 
which proves the lemma. 
LEMMA 4. For t 3 to K(t, t,) is a compact operator. More precisely, there 
exists a constant MS such that for each + E X K(t, to) 4 E Lip A!fO : 4 / for t 1: t,, . 
Proof. Choose t $ {wj}. Then for some j,, wj, < t < wj”i-1 . Let S(wjp) : 
lim f-.c,,i- A’(t) and S(wj+) = lim,,+ S(t). Using (20) we obtain with a little 
effort 
4W [(k’(t> to) 4) @>I 
= -CKtt, h> d) Co) +f CXtCtO > 41, t, + 2 [(s(wj-) - s(wj’)l f(xwi(tO >(63 twj>. 
j=l 
(25) 
By Lemma 3 / x,(t, ,4)/ \( M, I$ / and by assumption / A,(t)1 <; MS . Thus 
from the form off (4, t) we can make the following estimate ~ .f(x,(+, to), t)l < 
ii& / 4 j where A& is independent of 4 and t, . Then using (25) and (18) we 
obtain the inequality 
Thus since (K(t + u, t,) 4) (0) = (K(t, t,,) 4) (u), K(t, t,) + is continuous on 
[-h, 0] and by (26) it is absolutely continuous with an almost everywhere 
bounded derivative whose bound is independent of t and t, . Consequently 
K(t, t,)$ is Lipschitzian with Lipschitz constant given by M6 (see e.g. [II]). 
LEMMA 5. For each + E X lim,,, 1 x,(t,, , d)] = 0. 
409 ‘$3 !3-6 
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Proof. Observe that if t, < t, < t then 
$4 to 9 4) = r(t - 4 Y  5 , %,@o > $1) + 1: w - s)f (x&9 $), s) as. 
Hence by Lemma 3, (7), (16) (19), and the Cauchy-Schwarz inequality we 
can find A?l > 0 such that 
1 x(t, to , c$)I < M(po) e-(l-~J(t-t~~M, 1 f$ 1 
Myp,) l/2 m 
(27) 
+ a (2(1 - PO) ) (s, --h I 4s, to ,+)I2 q2. 1 
Since the integral on the right side of (27) is absolutely convergent given any 
E > 0 we can find t(c) such that ( x(t, t, , $)I < E for all t 3 t(e). This proves 
the lemma. 
The next lemma states that K(t, to) is “almost” an evolutionary process. 
LEMMA 6. Given E > 0 there exists T(E) > 0 such that for 
to + 27(E) < s + T(C) < t, 
I qt, s) qs, to) - wt, toll < E- 
(28) 
Proof. Since T(t, to) = R(t - to) + K(t, to) is an evolutionary process and 
R(t) is a semigroup the following equality holds whenever t 3 s 3 to; 
qt - to) + w, to) = qt, to) 
= v, 4 w, to) 
= (W - 4 + w, s)) v+ - to) + qs, to>> 
= R(t - to) + R(t - s) K(s, to) + qt, s) R(s - to) + K(t, s) qs, to). 
That is 
qt, to) = R(t - s) K(s, to) + qt, s) R(s - to> + qt, 4 m, to)* (2% 
Using (19) we can find r(e) > 0 such that 
IWl e & 7 
whenever t > T(C). Hence by Lemma 3 and (29) 
I w, to) - qt, 4 q, toI < E 
if t - s > T(C) and s - to > T(c). This proves the lemma. 
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On X x X we define the mapping Q EL(X, X’) by the relation 
(QA#> = s_3, M4 VW) da. (30) 
Notice that Q E ~6. Let 0 < E < I. We define the set 
E(M, , E) = {#E X: E < I# ) < M, and # E Lip M,J. (31) 
Since E(M, , l ) is compact (see e.g. [8]) and d oes not contain the zero vector of 
X and Q E .X it follows that there exists a constant m(c) > 0 such that 
infKQ#, 3): # E E(M, , +} == VZ(‘). (32) 
Furthermore, since for 7 > t, 
= / x(s t u,(b, f#dsda 
we see that because (7) holds there exists 0 < i@s < GO such that for all t, >I 0 
and 4e.X’ 
I m <QT(s, to) 4, W, G,) $9 ds < as i 4 1’. to 
Using the fact that T(s, t,) = R(t - t,) + K(t, to), that R(t) decays expo- 
nentially, that J K(t, t,,)j is uniformly bounded, and that Q is bilinear we can 
deduce from the above inequality the inequality 
where MS < cc and independent of t,, and q5. 
Let + be such that I+ j = 1. Let 0 < 6 < I and T(E) such that Lemma 6 is 
satisfied. Suppose that on the interval [to + T(E), ~(4, E, t,,)] K(t, to) 4 satisfies 
the conditions / K(t, t, , #)I > E if t < ~(4, .c, to) and 1 K(~(gl, E, t,,), to)+ / = E. 
We wish to estimate the size of 7(+, E, to). Observe that by Lemmas 3 and 4 
K(t, t,,)$ E E(M, , l ) on the interval [t, + T(E), ~(4, E, t,,)]. Hence by (32) 
<QK(t, t,)& K(t, to)+) 2 m(e) > 0 on this interval. Using (33) we obtain the 
estimate 
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From which we obtain the inequality 
The right side of (34) is independent of + and t, . Thus we can state the following 
lemma. 
LEMMA 7. Given 0 < E < 1 there exists Y(E) such that 1 K(t, t,)l < (& + 1) l 
for all t 3 t, + Y(E). In fact 
Yk) < Ml44 + 27(E) where T(4 (35) 
satisjies Lemma 6. 
Proof. Observe by (28) and Lemma 3 that for t > s + T(C) > t, + 27(e) 
I w> 44 G I w, 41 I @, to)i + E < JG I m, 44 + E- (36) 
Let j + ] = 1. By (34) there exists at least one point s in [to + T(C), to + T(C) + 
(M&Z(C))] such that ) K(s, to) 4 1 < E. Hence by (36) 
I WY to) $ I d m, + 1) E (37) 
for all t 3 s + T(C) 3 t, + 27(c). S n i ce the maximum value s can assume is 
t, + T(E) + (M&(E)) it follows that if t 3 t, + 27(c) + (A&,/~(C)) = t, + y(c) 
(37) will be satisfied. This proves the lemma. 
We are now able to prove the main result. This is the same condition stated 
in [7]. 
THEOREM 1. A necessary and su#Snt condition for the evolutionary process 
generated by the solutions of (l)-(2) to be uniformly asymptotically stable is the 
existence of a constant MS such that no matter which + E X or t, 3 0 are chose 
the inequality 
s cm I 46 to , $4” dt < MS I4 I2 to 
is satisjied. 
Proof. Necessity is a consequence of Lemma 1 for by that lemma and the 
assumption of uas we can write for t > t, 
1 x(t, to, +)I2 < ) T(t, t,) 4 I2 < M32e-2a(t-t0) I$ I2 
and hence 
which prove necessity. 
UNIFORM ASYMPTOTIC STABILITY 521 
To prove sufficiency we observe that, if (7) is satisfied, using Lemma 7 and (19) 
given any e > 0 we can find y(c) > 0 such that no matter what choice of t, 7 0 
and + is made 
I w - to)l < 4 and ! K(t, t,)l < 42 
if f , : t,, - Y(E) and hence 
I v, to) 4 I G E 4 I . 
Thus the process generated by the solutions of (l)--(2) is uas which proves 
sufficiency. 
The next result expresses Theorem 1 in terms of “Liapunov” functionals. 
THEOREM 2. A necessary and suficient condition for the evolutionary process 
generated by the so&ions of (l)-(2) t o b e uniformly asymptotically stable is the 
existence of a positive constant y  and a strongly continuous mapping H(t) from 
[0, x)) -+ S which is uniformly bounded above (De$nition I) and such that for all 
4 E X and t > to > 0 
(W) E(W) W, to> 4, W> 4,) &I < -Y / 46 to , +)I”. 
Proof. We first prove necessity. Thus if T(t, t,) is uas by Lemma 1 there 
exists p > 0 and Ms 3 1 such that for all t > t, and + 
( T(t, to) 4 1 c< M3e+(t-to) I C$ j . 
Define H: [0, 00) ---f Z by 
(H(t) 4,46) = jL4 I x(s, f, +>I’ dt 
if I,!J == + and if 4 f II, by 
!W) 4, ~9 = t(W) (4 + 4>, (4 + $1) - WV) (4 - 41, (4 - CD. 
Thus 
(H(t) W, to) 4, W, to) +> = jtm I x(s, t, x,(4, to>)l” dt 
= s tm I x(s, 4, ,+I I 2 dt. 
Differentiating (39) for t > to we obtain 




which satisfies one necessary condition for y = 1. Furthermore, for all t >, 0 
522 RICHARD DATKO 
which satisfies the second necessary condition. The strong continuity of H(t) 
follows from the fact that x(s, t, $) is continuous in (s, t). Thus necessity has 
been established. 
To prove sufficiency notice that if H(t) satisfies the conditions of the theorem 
then for all d, and t >, t, > 0 
0 < W(t) WY to) 4, w to) 4) G <Wo) $3 +> - Y it: I 6 to % w ds. 
Hence 
By Theorem 1 (40) is sufficient for the uas of the process. This proves suffi- 
ciency. 
Remark 1. Cruz and Hale [4] and Slemrod and Infante [13] have obtained 
sufficient conditions for the uas of systems of the type considered in this paper. 
Roughly speaking, these conditions require the “Liapunov” functional 
<H(t) T(t, to) $, T(t, to) 4) to satisfy a property of the following type 
(44 [<H(t) W, to)+, T(t, to)+)1 < -Y [I x(t) - f B,@ - 4) 12-j (41) 
j=l 
instead of Theorem 2. However the condition given by (41) and condition (7) 
are equivalent. To see that (7) implies 
(42) 
we need only make repeated use of the Cauchy-Schwarz inequality. 
That (42) implies (7) requires more explanation. First of all observe that 
x(t, to > 4) = Y(C to 3 4) + j-1 s(t - 4 cd4 ds + j.1 W - 4 (ddds) (4 ds (43) 
where 
n(s) = G, to ,4) - 2 ws - 4 1 GJ , 4). (44 
j-1 
Let S and a denote, respectively, the LaPlace transforms of s(t) and q(t + to). 
Then from (43) we obtain the LaPlace transform of x(t, to, 4) to be 
or 
P = 7 + sq + qsq - I&)) 
z = 9 + Sq(s + 1) - Sq(to). (45) 
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Now by (14) 
@(s + 1) = I - f Biemshf 1 i -‘q = I + f  HjeW‘“lS 1 q. (46) j=l 1-l 
But the inverse transform of (46) is merely the function 
r(t) = q(t + to) + f H&t + to -- wj) ~(5 - wj) (47) 
j=l 
where 
x(t - wj) = 0 if t -gwj, 
x(t - wj) = 1 if t > wj . 
Since q is in L, and Ci”_, Hj is absolutely convergent, Y is in L, and 
j-, I +)I2 dt G (I 1 I + f I f4 I)’ k: 1 q(W LO. (48) 
j=l 
Thus since j y(t, to , $)I satisfies (19) and 1 S(t)] satisfies (16) we see from (43) 
that for some constant Ms 
which completes the proof of this remark. 
On the basis of Remark 1 we can state the following modification of Theorem 2. 
THEOREM 2’. A necessary and sz@cient condition for the evolutionary process 
generated by the solutions of (l)-(2) to be uniformly asymptotically stable is the 
existence of a positive constant y  and a strongly continuous mapping H(t) from 
[0, co) ---f X which is uniformly bounded above and such that for all 4 E X and 
t>t,>o 
Wt) [<H(t) W> to) 4, W, to) +>I 
=- Y x(t, to 3 4) - .fl B,x(t - hj 3 to s 4) I] “- 
Remark 2. The construction of the mappings H(t) described in Theorems 2 
and 2’ can be given explicitly if we require equality to hold in (41). The con- 
struction was carried out for some retarded autonomous systems in [S]. However 
the process is technically involved and not too practical. For example, systems 
of the type discussed in this paper would require the solution of a multipoint 
boundary problem for a linear system of ordinary differential equations of order 
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2n2. Even if this problem is solved one is still faced with the task of 
verifying that the functional obtained has the correct properties. Thus it seems 
that the practical construction of “Liapunov” functionals will remain on an ad 
hoc basis. 
EXAMPLE I. The following scalar example was given in [4] and demon- 
strates the utility of Theorem 2’. Consider 
(d/dt) [x(t) + cx(t - h)] = -u(t) x(t) 
where / c ( < 1 and 0 < 6 < a(t) < M. Define 
V(x, , t) = j x(t) + cx(t - h)12 + s,t, u(u) x2(u) da. 
(We assume a is defined over [--Jr, a).) 
(50) 
(51) 
(dV/dt) (xt , t) = -u(t) [x(t) + cx(t - h)12 - x2(t - h) [a(t - h) - a(t) c”]. 
(52) 
If we assume as was done in [4] that a(t - h) - a(t) c2 > 0 for all t then Theo- 
rem 2’ is satisfied and the system is uniformly asymptotically stable. 
Another functional for (50) is 
( x(t) + cx(t - h)12 + s,I, c2u(u) x”(u) do = V(x, , t). 
Then 
(dV/dt) (xt , t) = -u(t) x”(t) [2 - c”] - 2u(t)cx(t) x(t - h) 
- c%(t - h) xyt - h). 
For uas we require that for some E,, > 0 u(t) (2 - c”) c2a(t - h) > u”(t) cs + E,, 
i.e., (2 - c2) u(t - h) > u(t) + (Q/S). This condition is clearly weaker than the 
preceding one. 
EXAMPLE 2. Most examples used in the stability theory for functional 
differential equations fail to demonstrate a dependence on the retardation. The 
following example shows that stability properties can depend on the retardation 
at least so far as determining the positivity and negativity of the “Liapunov” 
functional and its derivative. 
Consider the scalar equation 
(d/dt) [x(t) + cx(t - h)] = -u(t) x(t - h) (2) 
where 0 < c < 1 and 0 < u(t) < M. Assume there exists a solution of the 
difference equation 
b(t) = 44 + b(t - 4; 
C (55) 
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(this is always possible if a(t) = const > 0) and y > 0 such that 
(i) for some 8 > 0 b(t) [l + b(t)] < -8, 
(ii) the quadratic form 
v(xt > t) == $@(t) + cx(t - h)]” + [x(t) + cx(t - h)] Jt;, b(o) x(u) do 
+ YStlh 
e(“-t)b2(u) x2(a) do 
(56) 
is positive, i.e., V(o, t) 2 0 for all C$ E X and 
(iii) the quadratic form 
x2@ - h) [-b2(t) - c2b(t)] - a(t) x(t - h) 11, b(u) x(u) da 
-t Y J 
e(“-t)b2(u) x2(u) do (57) 
t-h 
is negative. 
Thus we see that the above conditions depend not only on a(t) and c but also 
the lag h. 
The derivative of (56) along trajectories of (54) is 
dV(xt , t) 
dt = b(t) [l + yb(t)] X2(t) + R(xt , t) < -8 I x(t)[“. (58) 
Hence Theorem 1 is satisfied and the system (54) is uniformly asymptotically 
stable. 
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