Abstract. In consequence of the popularity of family video recorders and the surge of Web 2.0, increasing amounts of videos have made the management and integration of the information in videos an urgent and important issue in video retrieval. Key frames, as a high-quality summary of videos, play an important role in the areas of video browsing, searching, categorisation, and indexing. An e®ective set of key frames should include major objects and events of the video sequence, and should contain minimum content redundancies. In this paper, an innovative key frame extraction method is proposed to select representative key frames for a video. By analysing the di®erences between frames and utilising the clustering technique, a set of key frame candidates (KFCs) is¯rst selected at the shot level, and then the information within a video shot and between video shots is used to¯lter the candidate set to generate the¯nal set of key frames. Experimental results on the TRECVID 2007 video dataset have demonstrated the e®ectiveness of our proposed key frame extraction method in terms of the percentage of the extracted key frames and the retrieval precision.
Introduction
As the cost of creating, acquiring, and transmitting videos sharply decreases, huge amounts of video data have been created and delivered every day. Millions of YouTube videos are clicked each day and meanwhile, hundreds of thousands of new videos are uploaded to the YouTube website. All of these create new demands on e±cient video browsing, searching, categorisation, and indexing. Videos can be regarded as a sequence or combination of video frames which are basic units of a video. Usually, the amount of frames within a video is quite large. For example, a video that lasts for 10 minutes at a frame rate of 25 frames per second has a total of 15,000 frames. The analysis of a video based on its frames could be computationally una®ordable if the video length is very long. Therefore, representative frames that are commonly called key frames are selected and extracted from a video. These extracted key frames are supposed to be able to describe the content of the video and summarise the contained information (Truong and Venkatesh, 2007; Fu et al., 2010) .
Today, some websites like MEGAVIDEO provide key frame-based browsing functionality to each video, so that a user who wants to brie°y browse a video's content only needs to put the cursor on the interested video and glance at a sequence of key frames rather than to operate it in the traditional way -clicking and watching the whole video sequence. The key frame-based browsing functionality not only decreases the time that users spend in searching their favourite videos, but also reduces the network tra±c load by delivering a few images rather than the whole video streaming. Key frames are also widely used in video searching and indexing tasks. Almost all the teams utilised key frames-based features from video sources in the TRECVID high-level feature extraction and semantic indexing task (Smeaton et al., 2006) . Key frames make it practical for each team to analyse video contents and construct learning/ranking models, providing a list of ranked shots by their relevance to the concerned high-level features or concepts.
Various categories of key frame extraction approaches have been developed, which used sampling, content changes, coverage-based, cluster-based, motion-based, colour-based, etc., techniques. Each category has its advantages and disadvantages. It is well-acknowledged that the balance between the quality and the quantity of the extracted key frames is a major challenge that needs to be addressed.
In this paper, an innovative key frame extraction approach is proposed with an attempt to achieve a balance between the quantity of key frames for summarising the shots in a video sequence and the quality of key frames to represent the whole video. Our proposed approach has the following contributions: (1) it identi¯es transitive regions and informative regions by analysing the di®er-ences between consecutive frames at the shot level; (2) a modi¯ed clustering technique is utilised as the key frame extractor to select a set of key frame candidates (KFCs) in informative regions, while transitive regions are not used for key frame extraction; and (3) it integrates the frame information within a video shot and between video shots to¯lter redundant KFCs to generate the¯nal set of key frames.
The rest of this paper is organised as follows. Section 2 discusses various categories of key frame extraction approaches. The proposed key frame extraction approach is presented in Section 3. In Section 4, the experimental results and analyses are provided followed by time complexity analysis. Finally, Section 5 concludes this paper and discusses the future work.
Related Work
The simplest way to get key frames is to use the sampling technique (Hoon et al., 2000) . For example, uniform sampling generates key frames at a¯xed sampling rate. However, since the sampling methods do not consider the characteristics of non-homogeneous distribution of the video visual information, they su®er seriously from two major issues. First, the sampling results may miss a lot of important frames which contain the signi¯cant content of the videos. Second, since many frames within a shot are very visually similar to each other, content redundancies widely exist in the sampling results. To overcome these two problems, many key frame extraction algorithms have been proposed and developed.
One category of the algorithms generates key frames when the content change exceeds a certain threshold (Rasheed and Shah, 2003; Zhang et al., 1997; Kang and Hua, 2005; Kim and Hwang, 2002; Zhang et al., 2003) . The content change could be measured by a function based on histograms, accumulated energy, etc. The algorithms belonging to this category do not need shot segmentation before applying key frame extraction methods. Therefore, they are suitable for real time applications. However, one problem for this category of algorithms is that key frames are generated without considering the content of frames in the remaining video sequence. Therefore, the selected key frames may still contain lots of redundancies and become suboptimal, since they cannot represent the content temporally behind them. In other words, the content coverage of these key frames is only limited to the preceding frames.
To overcome the above problem, coverage-based approaches were proposed (Yahiaoui et al., 2001; Rong et al., 2004; Cooper and Foote, 2005; Chang et al., 1999) , which aim to get a small number of key frames by maximising each key frame's coverage towards adjacent frames. One method presented by Chang et al. (1999) applied greedy searching to¯nd key frames with maximum coverage iteratively until all frames were represented by key frames. The major drawback of the coverage-based approaches is heavy computation. In order to search key frames according to coverage, dissimilarity scores need to be calculated on all pairs of frames. Therefore, the performance of coverage-based approaches is limited by the computation power of underlying hardware. Another category of key frame extraction methods that gains much attention is cluster-based algorithms (Zeng et al., 2008; Shi and Guo, 2010; Cheung and Zakhor, 2005; Peng et al., 2008) . Cluster-based algorithms (Peng et al., 2008 ) require a preprocessing step that transforms frames into points of a feature space, where clustering methods are applied and all points are grouped into a bunch of clusters. A cluster selection step is usually followed by picking up signi¯cant clusters and extracting frames that are close to cluster centers as key frames. Cluster-based algorithms rely on a suitable feature space to represent the content of frames. However, good and clean clusters are not easy to be formed and, therefore, the patterns of data points in the feature space are not straightforward. In addition, cluster-based methods are more complicated than the aforementioned key frame extraction methods. Theoretically, inter-cluster visual variance is large; while intracluster variance is small. Hence, the redundancy within the extracted key frames can be kept below a certain level.
There are also some other algorithms that focus on addressing the redundancy problem in extracted key frames. One method used the integration of local and global information to remove redundancy in the set of key frame candidates and achieved good results . Minimum-Correlation based algorithms (Doulamis et al., 2008; Liu and Kender, 2002; Porter et al., 2003) assumed that the key frames had little correlation with each other. By pruning some signi¯cantly correlated frames, the algorithms could ensure that the extracted key frames hold a low level of redundancy. However, minimum-correlation based algorithms were vulnerable to outliers.
Furthermore, key frames could be extracted based on clips (Yu et al., 2004; Girgensohn and Boreczky, 1999) or shots (Liu and Fan, 2005; Kelm et al., 2009; Abd-Almageed, 2008; Liu et al., 2009) . Shot-based approaches are quite intuitive since shots are regarded as the basic semantic unit in videos. In addition, shot segmentation techniques are quite mature recently, and thus it is applicable to detect shots within a video before applying key frame extraction algorithms. The simplest approach of shot-based key frame extraction is to choose the¯rst frame of each shot as a key frame, which works well for shots with low motion. Divakaran et al. (2008) and Narasimha et al. (2003) adopted motion changes within a shot as a criterion to select key frames. The idea was that more key frames should be extracted in shots that consist of frequent motion activity changes. However, motion features obtained in Divakaran et al. (2008) and Narasimha et al. (2003) were from MPGE-7 motion activity descriptors which were not easy to be applied to the uncompressed videos. Therefore, these approaches were limited to the compressed domain. To address such a limitation, Liu et al. (2003) built a motion energy model to perceive motion patterns in the uncompressed domain. However, motion features do not always represent major content within shots. Hence, their approaches only work well for a particular¯eld that is highly related with motion, such as sports (Divakaran et al., 2008; Narasimha et al., 2003; Liu et al., 2003) .
Compared with motion information, visual content in shot/video is described more reliably by colour features. Mendi and Bayrak (2010) created saliency maps based on colour and luminance features in video frames, and the similarity between frames was calculated by using a new signal¯delity measurement called S-SSIM. Frames with the highest S-SSIM in each shot were extracted as key frames. In Lin et al. (2008) , coarse regions were¯rst detected, and then interesting points in these detected regions served as a basis to compare similarity between frames at the shot level. Later, one key frame was extracted from each shot. Although Mendi and Bayrak (2010) and Lin et al. (2008) reported good experimental results, they still faced the same problem that many frames containing important visual content might not be extracted as key frames, since one key frame per shot is usually insu±cient to represent the shot content. In order to completely summarise videos, more key frames need to be extracted from each shot; otherwise, the summarisation quality represented by key frames would be compromised. On the other hand, the increment in the number of frames extracted from each shot will increase redundancy to the¯nal set of key frames. Therefore, the issue to balance the quantity and the quality in key frame extraction is also a major concern.
The Proposed Video Key Frame Extraction Approach
Two main phases are included in the proposed approach. The¯rst one is the cluster-based key frame candidate extraction phase, which extracts a group of key frame candidates (KFCs) on informative regions for each shot from the video sequences. The second one is the¯ltering phase, in which the information within a video shot and between video shots extracted from KFCs is used to remove those redundant KFCs. Figure 1 presents the system architecture of our proposed key frame extraction approach.
A di®erence measure between consecutive frames
One of the frequently used methods that measure the di®erences of images is based on a colour histogram because of its computation simplicity. A colour histogram is a representation of the distribution of colours in an image. For digital images, a colour histogram is represented by counting the number of pixels belonging to each colour. It provides a compact summarisation of the colour information in an image. On the other hand, the colour histogram loses the spatial distribution information of colour data. For example, by comparing the colour histogram, we can infer that an image is red, but cannot tell which part of the image is red. Considering such a drawback of the colour histogram, in this paper, we use a colour feature vector to represent the video frames and employ the Euclidean distance of the feature vectors to measure the di®erence between two frames. For the sake of fast computation, each frame has been partitioned into several squares, and each square is a 16 Â 16 block of pixels (as proposed by Kim et al., 2008) . Then the average pixel value of each square is calculated as a feature of that frame. In other words, the frame has been re-sized to 1/256 of the original size (each dimension being re-sized to 1/16 of its original size), and each pixel in a new image is represented by the average pixel value of the corresponding 16 Â 16 block in the original frame. For instance, a new image with lower resolution (18 Â 22 pixels) will be generated from an original frame with 288 Â 352 pixels. If the columns are sequentially concatenated, the 18 Â 22 image can be converted into a feature vector with 396 features. Therefore, a frame with 288 Â 352 pixels is projected into a feature space < 396 as a feature point with 396 features. Before re-sizing, the original frame is¯rst transferred from RGB colour space to YC b C r colour space, and YCbCr avg was calculated to represent each pixel in the frame by Eq. (1) (Kim et al., 2008) :
The problem of estimating the di®erence in the visual content of two frames now has been converted into a similarity measure of their feature vectors. There are several distance formulas for measuring the similarity of the feature vector. In this paper, Euclidean distance dðÁÞ is employed to measure the similarity of the two feature vectors p and q using Eq. (2):
where p ¼ ðp 1 ; p 2 ; . . . ; p n Þ, q ¼ ðq 1 ; q 2 ; . . . ; q n Þ, and n is the dimension of the feature vector (e.g., n ¼ 396 in the above example). 
A cluster-based frame extraction method on informative regions
A video sequence is made up of a group of shots and each shot is a series of consecutive frames from the start to the end of recording in a camera. For some shots, there is little visual content di®erence between successive frames. In such cases, a single frame may be su±cient to represent the content of all the frames in the shot. On the other hand, for those shots whose content is more various and complex, more key frames are needed to represent the shots. One of the most common methods to select key frames is the temporal sampling method (Hoon et al., 2000) . Though the method is fast and easy to use, it usually does not provide a successful representation since it ignores the fact that the variation of the content within a shot is usually not proportional to the shot length. In order to e®ectively select a proper set of key frames to represent the corresponding shot, the frames in each shot are¯rst separated into two types: transitive frames (TFs) or informative frames (IFs). TFs are those frames that have large pictorial content di®erences compared with their adjacent frames, implying the transition of visual content due to the relatively fast movement of the camera. Compared with TFs, IFs contain more stable content and objects, which are the real visual information that the recorder wants to take. Based on the above assumption, key frames are selected among IFs, but key frames falling within TFs are ignored.
Followed by the di®erence calculation between adjacent frames, the idea of constructing a binary classi¯er to identify TFs and IFs from Otsu (1979) is adopted. It comes from the¯eld of computer vision and image processing, and computes a global threshold that can be used to convert a colour image or a grayscale image to a binary image by choosing the threshold to minimise the intraclass variance of the black and white pixels. The main objective of classifying TFs and IFs is to divide a shot into informative regions and transitive regions. A transitive region whose members are mostly TFs contains blurry objects or uniformly coloured images that are meaningless in terms of the information supplied. Therefore, key frames should be selected from the informative regions. As can be seen from Fig. 2 , the¯rst row is an initial classi¯-cation of IFs and TFs, and the second row shows more continuous regions after a smoothing processing.
For key frame selection, a clustering approach is developed and employed in our proposed approach. Cluster analysis is the formal study of methods and algorithms for grouping data (Jain, 2010) . The general idea of clusterbased key frame extraction methods is to consider all the frames in a shot together and cluster them based on the similarity of their feature vectors. The frame that is closest to the cluster's centre is usually selected as a key frame. One of the problems in clustering is that in order to identify a key frame, the centre of a cluster needs to be¯rst calculated. In our proposed approach, this step is omitted in order to reduce the computation time. In other words, instead of calculating the cluster's centre and its distance with nearby frames, our proposed approach utilises the middle frame of each shot as the¯rst KFC f 1 . Based on f 1 , the second KFC f 2 is chosen using the following criterion: arg max
The above expression is the set of values of f 2 for which dðf 1 , f 2 Þ has the largest value, where argmax stands for the argument of the maximum, and dðf 1 , f 2 Þ indicates the di®erence in the visual content between f 1 and f 2 obtained by Eq. (2) in Section 3.1. To generalize the selection rule, the n th KFC f n is selected by the following criterion:
This selection criterion chooses f n for which the sum of di®erences between f n and previous n À 1 KFCs (k ¼ 1; 2; 3; . . . ; n À 1) has the largest value among all non-KFCs in the shot.
KFC¯ltering by integrating information within a video shot and between video shots
One of the major issues in key frame extraction is to decide the amount of key frames that should be selected per shot. A large set of key frames would give a more comprehensive representation of the video sequence, but at the same time it would result in content redundancy. On the other hand, a small set of key frames could restrict pictorial redundancy, but it hardly represents the video content completely. Another issue is that the number of extracted key frames in each shot should be varied due to the unequal quantities of information conveyed in di®erent shots. A commonly used method is pre-setting a threshold T in the key frame extractor, but the determination of the value for T is another decisive factor to a®ect the¯nal performance of the key frame extractor. Chatzigiorgaki and Skodras (2009) used two videos from TRECVID 2007 test dataset (Smeaton et al., 2006) as a training set to conduct the threshold selection process, which achieved good results in their experiments. It is an acceptable approach that employs the training videos to calculate the threshold for key frame extractors, but it would be more inspiring if a self-adapted method can be developed to decide the number of key frames to be extracted in each shot based on the video sequence information itself. Such an extraction method would be more compact and accurate than those that adopt thresholds calculated from other training videos.
In this paper, we utilise the information within a shot and between shots (e.g., standard deviation of KFCs) tō lter KFCs. Assume that the shot content changes relatively small, so the value of the standard deviation of KFC's feature vectors in the shot should be small, and vice versa. On the basis of such an assumption, the standard deviation of the whole KFCs set is used as a threshold to measure the content variation in each shot. The strategy is that if the standard deviation of the j th shot is less than the standard deviation of the whole KFCs set of the video, only KFC f 1 is reserved to represent the j th shot. Otherwise, the Euclidean distances between KFCs are used to decide how many KFCs are kept as key frames to represent the j th shot. For instance, using the¯rst two KFCs f 1 and f 2 that have been kept as key frames of the j th shot to decide whether f 3 should be kept as a key frame by evaluating the relationships among dðf 1 ; f 2 Þ, dðf 1 ; f 3 Þ and dðf 2 ; f 3 Þ. If in the case of Fig. 3(a) that dðf 1 ; f 3 Þ þ dðf 2 ; f 3 Þ > 2 Ã dðf 1 ; f 2 Þ, which means f 3 may contain extra information in addition to f 1 and f 2 ; then f 3 will be reserved as a¯nal key frame. However, if f 1 , f 2 and f 3 construct a relation as shown in Fig. 3(b) that dðf 1 ; f 3 Þ þ dðf 2 ; f 3 Þ 2 Ã dðf 1 ; f 2 Þ, it implies f 3 may have similarly visual content with f 1 or f 2 ; in this case, f 3 will be removed from set of KFC, reserving f 1 and f 2 as¯nal key frames to represent the j th shot.
Furthermore, in the case of Fig. 4 , assuming that f 3 has been selected as a key frame, KFC f 4 will be evaluated to obey the similar strategy. If the average length of the three gray lines in Fig. 4 is larger than the average length of the other bold lines, f 4 would be kept as a key frame. The same process applies to evaluate f 5 and so on.
If f 3 is removed, f 4 will not be considered and the process of¯ltering KFCs in the j th shot terminates. The general rules in the¯ltering phase are as follows:
IF stdðjÞ < Á stdðvideoÞ THEN Keep KFC f 1 as a key frame, dumping subsequent KFCs in the jth shot ELSE WHILE
Keep KFC f n as a key frame and n ¼ n þ 1. END-WHILE; END-IF.
Here, std(jÞ denotes the standard deviation of the KFCs in the jth shot, std(video) denotes the standard deviation of all KFCs in the video, and is the coe±cient whose value is between 0 and 1. The expression in the \WHILE" statement indicates that if the average Euclidean distance between KFC f n and the other n À 1 key frames in the same shot is larger than the average Euclidean distance between n À 1 key frames, KFC f n should be kept as a key frame and the process to evaluate KFC f nþ1 is continued.
Experimental Results
Usually, a video sequence is¯rst divided into meaningful segments (shots), and then each shot is represented and summarised by key frames. Shot boundary detection (a) (b) Fig. 3 . Two kinds of space layouts of f 1 , f 2 and f 3 : (a) dðf 1 ; Fig. 4 . The space layout of f 1 , f 2 , f 3 and f 4 . algorithms aim to break up a video into meaningful sub-segments by using pixel comparison between consecutive frames, edge changes, grey-scale and RGB colour histogram features, and similarity analysis. In this paper, shot boundary information was given by the data provider, so shot boundary detection is not discussed in this paper. Here, we focus on testing the robustness of the proposed key frame extraction method at the shot level.
Evaluation metrics
We carried out the evaluation of the proposed approach in terms of the percentage of the extracted key frames and the retrieval precision. In the premise of no signi¯cant scenario missing during the key frame extraction process, the smaller number of key frames we use to represent the video, the better performance the key frame extractor does. Therefore, low key frame percentage is preferred to avoid unnecessary content redundancy in the set of key frames. The percentage of the extracted key frames (%KF) is de¯ned as follows.
% KF ¼ number of extracted key frames total number of frames Â 100%:
In statistics, the precision is the number of correct results divided by the number of all returned results. To de¯ne correctly extracted key frames, we introduced a concept called hit deviation to evaluate the quality of the extracted key frames. Hit deviation is de¯ned as the di®erence between the true frame (ground truth) index number and the extracted key frame index number. If the distance of the frame index number between a true key frame and an extracted key frame is less than the preset hit deviation threshold, it means a correct extraction. For instance, if the index number of a true key frame is 39, and the hit deviation threshold is set to 5, an extracted key frame's index number between 34 and 44 is viewed as a correct hit. In case two or more extracted key frames hit one true key frame, only the nearest one was recorded and the others are ignored. As shown in Fig. 5 , KF2 fails to hit its adjacent ground truths GT1 and GT2, since there are other key frames that are closer to the true key frames GT1 and GT2 than KF2. In the case of MPEG-1 video with 25fps, if the di®erence between two frames' index numbers is less than 25, it means the time interval between the two frames is less than one second. Generally speaking, the visual content changes would be relatively small within one second and those frames in one second have similar pictorial content.
Videos data sets
Fourteen MPEG-1 video sequences with 25fps from TRECVID 2007 test video collection (Smeaton et al., 2006) were used to evaluate the performance of our proposed key frame extraction approach. Fig. 5 . Hit deviation measure of the extracted key frames, where t denotes the frame index number at time t; KF1, KF2, and KF3 denote the extracted key frames; GT1 and GT2 denote the true key frames (ground truth); and HD1 and HD2 denote the hit deviations. the characteristics of the fourteen video test sequences, including the name, length, number of shots (# of shots), number of frames (# of Fr), average number of frames per shot (FrPerShot), number of ground truths (# of true KF), and average number of ground truths per shot (tKFPerShot). In addition to the proposed approach, for the purpose of comparison, we also tested the commonly used key frame extraction method: temporal sampling. In particular, temporal sampling was implemented into two versions. One is average temporal sampling that samples a pre-¯xed number of frames per shot with an equal interval. Another sampling method is called adaptive temporal sampling (Hoon et al., 2000) whose initial purpose was to select more frames in a rapidly changing shot region. The method selects sampling rate on the basis of accumulated value of the colour histogram di®erences in the video. We use a modi¯ed version of adaptive temporal sampling by using our feature vectors in Section 2.1 instead of the colour histogram. I-frames of each shot were¯rst selected as basic frames for the KFC extraction.
Results
The experimental results of the key frame percentages are presented in Table 2 , where AvgTS (3) and AvgTS (2) denote the average temporal sampling with sampling rates at 3 and 2 frames per shot, respectively; AdaTS (2) denotes the adaptive temporal sampling with an average sampling rate on two frames per shot. One of the drawbacks in temporal sampling method is that the sampling rate should be pre-set manually. Since the average number of true key frames per shot is greater than one, for adaptive temporal sampling, we extracted twice of the number of ground truth key frames to represent the video. For average temporal sampling method, we set the sampling rate to two and three.
As can be seen from the results, the key frame percentages of our proposed approach were all limited to a maximum of 1.224%; while on average it reached 0.808%. In other methods, the maximum is 1.379% or 2.069% and the average key frame percentage is 0.954% or 1.431%. Compared with the ground truths that reaches 1.067% on Fig. 10 , lots of redundant frames existed in Fig. 6 . The same problem also happens in Figs. 7 and 8. Furthermore, content redundancy in Figs. 7 and 8 also su®ered from the issue of missing key frames. The results of our proposed approach are shown in Fig. 9 , which has successfully extracted e®ective key frames and reduced the overlapped information.
Time complexity analysis
In terms of the theoretical complexity, the average temporal sampling, adaptive temporal sampling, and our proposed approach take O(1), OðNÞ, and OðN 2 Þ, respectively, where N is the number of frames in a video sequence. Though our proposed approach has a higher time complexity than those of the other two approaches, it should not be an issue of concern since in most cases, key frames can be extracted o®-line. The fact that our proposed approach achieves lower percentage and better Fig. 7 . Key frames extracted by average temporal sampling (2 frames per shot) on 11 consecutive shots from shot 11 to shot 21 in video BG 2196. precision of the extracted key frames makes the key framebased applications, such as search and browsing, become more e±cient in terms of time and space complexities. Table 7 shows the computation time (in minutes) of our proposed key frame extraction approach, which was implemented in the Matlab R2008a development environment. The computer used for the comparison was an Intel Core2 Duo CPU T6400 (2.00 GHz) with 4 GB of RAM, and running a Windows 7 Home Premium operating system.
Conclusions and Future Work
This paper proposes an e®ective key frame extraction approach by utilising the information within a video shot and between video shots. Our proposed approach¯rst selects a set of key frame candidates in the informative regions, and then removes a few redundant key frame candidates to¯nalise the set of key frames based on the evaluation of within and between shot information. Through the¯ltering process, most of the redundant key frame candidates are successfully deleted to obtain a reduced set of key frames. According to the performance in terms of extraction percentage and retrieval precision, the proposed approach e®ectively demonstrates its capability of extracting e®ective key frames while reducing overlapped visual content. One of our further improvement directions is to selfadaptively choose the position of the initial KFC f 1 , rather than using the middle frame of a shot as the initial KFC f 1 . Another enhancement direction is to extract KFCs by using object and motion information in both temporal and spatial dimensions from the video sequences. We believe that it would deliver compensatory information which is not available in the current image-based key frame extraction methods.
