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Re´sume´
De´crire la diffusion d’objets browniens corre´le´s est un proble`me non trivial en physique statistique.
La pre´sence de corre´lations a` longue porte´e induit en effet une diffusion “anormale”, par de´finition
non de´crite par les lois usuelles de la physique statistique et devant eˆtre e´tudie´e au cas par cas. Cette
the`se est consacre´e a` l’un de ces exemples, la Single-File Diffusion, de´signant la diffusion d’une chaˆıne
ordonne´e de particules ne pouvant pas se croiser.
Nous pre´sentons des e´tudes nume´riques de dynamique mole´culaire ainsi que des e´tudes expe´rimentales
nous permettant de mettre en e´vidence et de caracte´riser plusieurs re´gimes de diffusion longitudinale
et transverse rencontre´s lors de ce phe´nome`ne de transport.
L’ensemble de nos re´sultats nume´riques et expe´rimentaux est explique´ par un mode`le analytique base´
sur la de´composition des fluctuations thermiques sur les modes propres de vibration d’un syste`me. Ce
mode`le s’applique aux syste`mes physiques re´els car il est valable pour des interactions entre particules
a` longue porte´e et tient compte de la dissipation, de la taille du syste`me et des proprie´te´s du potentiel
de confinement.
L’analyse en modes propres nous permet e´galement de caracte´riser l’e´volution des fluctuations ther-
miques transverses lors de la transition zizag et de pre´voir la structure du syste`me apre`s la transition.
Enfin, l’e´tude de la transition zigzag nous renseigne plus ge´ne´ralement sur les effets d’un bruit ther-
mique sur une bifurcation.
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Un syste`me physique en contact avec un thermostat voit ses particules acque´rir un mouvement
ale´atoire sous l’effet des fluctuations thermiques. Si celles-ci sont, de surcroˆıt, confine´es dans des
milieux tre`s e´troits, les contraintes ge´ome´triques induisent de fortes corre´lations entre particules. Dans
ces conditions, ces corre´lations vont-elles modifier leur processus diffusif et si oui, de quelle manie`re ?
Comment rendre compte de la structure et de la diffusion de syste`mes confine´s ?
Il existe dans un tel syste`me une compe´tition entre deux phe´nome`nes oppose´s : d’un coˆte´, les forces
d’interaction et de confinement tendent a` ordonner les particules. De l’autre coˆte´, le bruit thermique
provoque une diffusion des particules par de´finition ale´atoire, ce qui introduit du de´sordre dans le
syste`me.
De´crire la diffusion d’objets browniens corre´le´s est un proble`me non trivial en physique statistique.
En effet, en pre´sence de corre´lations a` longue porte´e, le the´ore`me de la limite centrale qui est a` la
base de la description de la diffusion libre n’est plus valide et la deuxie`me loi de Fick ne de´crit plus le
mouvement de ces particules [58]. La diffusion est alors dite “anormale”, ce qui signifie que l’e´volution
temporelle du de´placement quadratique moyen des particules est non-line´aire aux temps longs :
〈∆x2〉 = 〈[x(t)− 〈x〉]2〉 ∝ tα avec α 6= 1 (1)
On distingue deux types de diffusions anormales : la sous-diffusion lorsque α < 1 et la super-diffusion
lorsque α > 1. Il n’existe pas de the´orie ge´ne´rale permettant d’expliquer ce type de phe´nome`nes de
transport qui doivent eˆtre e´tudie´s au cas par cas.
La “Single-File Diffusion” (que l’on notera SFD) est un exemple particulier de sous-diffusion sur
lequel nous nous sommes focalise´s durant cette the`se. Ce phe´nome`ne de transport de´crit le mouvement
de particules en interaction, plonge´es dans un bain thermique et confine´es dans une configuration qua-
siment uni-dimensionnelle, de telle sorte que tout croisement entre particules voisines est impossible.
Les particules forment ainsi des chaˆınes ordonne´es, c’est-a`-dire que chacune d’entre elles conserve sa
position relative au sein de la chaˆıne a` tout instant.
On rencontre ce type de phe´nome`ne de transport dans des syste`mes nombreux et varie´s. La SFD
fut observe´e pour la premie`re fois par Hodgkin et Keynes [40] qui montre`rent que le transport des
mole´cules d’eau au travers des membranes cellulaires ne pouvait eˆtre de´crit par les lois de Fick.
Depuis, ce phe´nome`ne de transport a e´te´ observe´ pour la diffusion de mole´cules au sein de mate´riaux
poreux [33, 34, 12, 25], de charges le long de chaˆınes de polyme`res [85], d’ions confine´s dans des pie`ges
e´lectrostatiques ou optiques [71, 84, 76, 8], de poussie`res charge´es dans des plasmas [56, 50, 57, 79,
77, 78], de vortex dans des supraconducteurs [6, 42] ou encore de collo¨ıdes diffusant dans des canaux
lithographie´s [86, 19, 48, 49, 44, 37] ou dans des pie`ges optiques [55, 54].
La SFD e´tant un phe´nome`ne de transport tre`s ge´ne´ral, de nombreuses e´tudes the´oriques lui ont e´te´
consacre´es. La majorite´ d’entre elles se sont focalise´es sur la repre´sentation la plus simple de la SFD
qui soit : un syste`me infini et suramorti de particules interagissant via un potentiel de type “sphe`re
sdures” [36, 47, 82, 3, 46, 81, 5]. Dans ces conditions, les mode`les the´oriques s’accordent sur le fait que
l’e´volution temporelle du de´placement quadratique moyen d’une particule est donne´e par :
〈∆x2〉 = F
√
t (2)
Le pre´facteur F , nomme´ mobilite´ 1, ne de´pend dans ce cas que de la densite´ du syste`me et des
1. La mobilite´ de´finie ici a pour dimensions des m2.s−1/2 et diffe`re de la de´finition classique homoge`ne a` une force
divise´e par une vitesse.
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proprie´te´s du bain thermique 2. Ces re´sultats se sont ave´re´s eˆtre en tre`s bon accord avec des simulations
nume´riques de type Monte-Carlo [72, 82, 60] ou de type dynamique mole´culaire [34] sur des syste`mes
pe´riodiques comportant un tre`s grand nombre de particules.
Bien que ces travaux apportent des re´ponses quant a` l’influence des corre´lations sur la diffusion,
les syste`mes expe´rimentaux e´voque´s plus haut posse`dent des interactions e´lectrostatiques e´crante´es
ou coulombiennes 3 et ne sont donc pas de´crits par les mode`les pre´ce´dents limite´s aux interactions
“sphe`res dures”. Il n’existe que tre`s peu de travaux s’inte´ressant a` la SFD pour des interactions a`
longue porte´e. Seules deux e´tudes analytiques [43, 67] pre´disent, pour les syste`mes suramortis a` la
limite thermodynamique, un re´gime sous-diffusif en racine du temps, dont la mobilite´ de´pendrait cette
fois de la nature des interactions 4.
L’expression the´orique de la mobilite´ ainsi obtenue s’est ave´re´e en tre`s bon accord avec les mobilite´s
mesure´es dans des syste`mes de collo¨ıdes confine´s optiquement, pour diffe´rentes densite´s [55]. Wei et
collaborateurs [86] ont e´galement mesure´ les mobilite´s obtenues pour des collo¨ıdes confine´s dans des
canaux lithographie´s et ce, pour diffe´rentes intensite´s d’interactions inter-particules, mais ils ne les ont
pas compare´es a` l’expression analytique. Nous avons toutefois montre´ que leurs re´sultats sont cohe´rents
avec les valeurs pre´dites par la formule analytique [14] (les diffe´rences entre les re´sultats the´oriques
et expe´rimentaux proviennent probablement des interactions hydrodynamiques, qui ne sont pas prises
en compte par la the´orie.). Enfin, nous avons extrait les mobilite´s des simulations de dynamique
mole´culaire de Herrera-Velarde et collaborateurs [39] et montre´ qu’elles sont en parfait accord avec la
the´orie [14].
Toutefois, le roˆle de la dissipation reste une question totalement ouverte puisque les travaux the´o-
riques pre´ce´dents se limitent aux syste`mes suramortis. Il n’existe par ailleurs aucune e´tude nume´rique
de´die´e a` l’influence de la dissipation sur la SFD. En effet, tous les re´sultats nume´riques sur la SFD
sont soit base´s sur un algorithme de type Monte-Carlo ne tenant intrinse`quement pas compte de la
dissipation [72, 82, 60], soit limite´s au cas de forts coefficients de dissipation [34, 66]. D’un autre cote´,
expe´rimentalement, il est tre`s difficile de controˆler ce parame`tre.
Ainsi, les re´ponses qui ont pu eˆtre apporte´es quant au roˆle des interactions et de la dissipation
dans la SFD ne sont que partielles. Ces deux aspects restent donc a` e´claircir.
L’influence de la taille du syste`me sur les phe´nome`nes diffusifs est e´galement une question qui reste
en suspens. Les effets de taille finie sont pourtant visiblement non ne´gligeables dans certains syste`mes
expe´rimentaux. Ainsi, les distributions de positions d’e´quilibre he´te´roge`nes observe´es dans des chaˆınes
d’ions pie´ge´s ne peuvent eˆtre induites que par les effets de bords (voir figure 1). D’une manie`re
ge´ne´rale, la majorite´ des syste`mes expe´rimentaux pre´sentant de la SFD sont des syste`mes de petite
taille, constitue´s de quelques dizaines de particules tout au plus. Or, la plupart des e´tudes the´oriques
consacre´es a` la SFD ne sont valables qu’a` la limite thermodynamique et ne´gligent totalement les effets
de taille finie. Par ailleurs, les deux seules e´tudes [82, 51] qui les prennent en compte se restreignent
2. L’expression exacte de la mobilite´ pour des interactions de type “sphe`res dures” est donne´e dans la partie III par
l’e´quation III.1
3. Lorsque des collo¨ıdes sont confine´s dans des canaux lithographie´s [86, 19, 48, 49, 44, 37], il existe e´galement des
interactions hydrodynamiques non ne´gligeables entre les particules, dues au mouvement du solvant au sein du canal.
Ces interactions sont en revanche quasiment absentes lorsque les collo¨ıdes diffusent dans des pie`ges optiques car dans
cette configuration, le solvant peut s’e´couler hors du canal de confinement [55, 54].
4. L’expression exacte de la mobilite´ pour des interactions a` longue porte´e est donne´e dans la partie III par l’e´qua-
tion III.6
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a` des interactions de type “sphe`res dures” entre particules. Aucun mode`le actuel ne permet donc de
de´crire l’influence de la taille du syste`me sur le comportement diffusif de particules en interaction a`
longue porte´e.
Enfin, l’influence des proprie´te´s du confinement longitudinal sur la diffusion doit e´galement eˆtre
e´claircie. En effet, les e´tudes the´oriques pre´ce´demment mentionne´es [82, 51] ne conside`rent que des
conditions aux limites re´fle´chissantes alors que la configuration d’e´quilibre observe´e sur la figure 1 ne
peut en qu’eˆtre obtenue qu’en pre´sence d’un confinement longitudinal a` longue porte´e.
Figure 1 – Block, J. Phys. B., 33, 375 (2000), figure 2 : chaˆıne d’ions pie´ge´s a` basse tempe´ra-
ture dans un pie`ge de Paul.
Obtenir un syste`me expe´rimental dans lequel il est possible d’observer de la SFD consiste la plu-
part du temps a` confiner des particules sur un meˆme axe et a` faire en sorte qu’elles ne puissent pas se
croiser. Ces deux contraintes sont a` l’origine des corre´lations entre particules, ne´cessaires a` l’apparition
du re´gime sous-diffusif. Toutefois, la configuration uni-dimensionnelle dans laquelle les particules sont
toutes aligne´es sur un axe n’est pas toujours la plus favorable e´nerge´tiquement. Plusieurs travaux expe´-
rimentaux ont ainsi montre´ qu’un syste`me pre´fe`rera transiter vers une configuration bi-dimensionnelle
dans laquelle les particules se re´partissent en quinconce lorsque la densite´ locale de´passe une valeur
critique ou que le confinement transverse diminue suffisamment [31, 7, 71, 57, 77](voir figure 2). En ef-
fet, l’origine de cette transition provient de la compe´tition existant entre les composantes transverses
des forces re´pulsives inter-particules et des forces de confinement. Ce phe´nome`ne, particulie`rement
observe´ et e´tudie´ dans les chaˆınes d’ions pie´ge´s, s’appelle la transition “zigzag”.
Figure 2 – Block, J. Phys. B., 33, 375 (2000), figure 2 : chaˆıne d’ions pie´ge´s a` basse tempe´ra-
ture dans un pie`ge de Paul.
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Connaˆıtre le seuil d’apparition de la transition zigzag est essentiel pour pre´dire la structure de tels
syste`mes. Plusieurs travaux ont montre´ que le mode de vibration transverse de plus basse fre´quence
du syste`me est de fre´quence nulle a` la transition. Ainsi, il n’existe plus de forces de rappel transverses
au seuil de la transition zigzag et ce mode devient mou. Ceci permet de de´terminer la valeur critique
du parame`tre de controˆle [62, 63, 70, 28, 69].
Puisque l’organisation du syste`me change fortement lors de cette transition, les corre´lations entre
particules vont eˆtre elles-aussi modifie´es et en particulier, on peut s’attendre a` voir apparaˆıtre des
corre´lations transverses. Or, ces corre´lations sont a` la base des phe´nome`nes de diffusion anormaux
observe´s pour la diffusion longitudinale. Par conse´quent, on peut se demander comment la diffusion
transverse des particules va e´voluer au fur et a` mesure qu’un syste`me transite vers le zigzag.
Un syste`me dont les particules sont re´parties en quinconce posse`de toujours deux configurations de
meˆme e´nergie, syme´triques par rapport a` l’axe central. Cette proprie´te´ conduit a` la brisure de syme´trie
survenant a` la transition. Lorsque le parame`tre de controˆle du syste`me est infe´rieur a` une valeur seuil,
la configuration en ligne devient instable et le syste`me transite vers l’une des deux configurations
zigzag qui elles sont stables. Ainsi, la transition zigzag qui est souvent vue comme une transition de
phase configurationnelle peut aussi eˆtre vue comme une bifurcation fourche surcritique. En effet, le
point de transition se´pare les syste`mes dont l’e´nergie potentielle pre´sente un seul minimum global, la
configuration en ligne, des syste`mes dont l’e´nergie potentielle pre´sente deux minima syme´triques, les
configurations zigzag.
L’e´tude des fluctuations thermiques lors de la transition zigzag pose ainsi une question plus ge´ne´rale :
comment la tempe´rature affecte-t-elle un phe´nome`ne de bifurcation ? Bien que ce proble`me soit uni-
versel et que de nombreux travaux lui aient e´te´ consacre´s, il existe toujours beaucoup d’interrogations
sur le sujet. Certaines e´tudes pre´tendent que la tempe´rature ne fait que “masquer” une bifurcation
dont la nature est avant tout me´canique. L’e´volution du parame`tre d’ordre en fonction du parame`tre
de controˆle serait simplement“lisse´e”par les fluctuations thermiques mais la bifurcation resterait iden-
tique en substance. A l’oppose´, d’autres travaux arguent que la tempe´rature vient modifier la notion
meˆme de bifurcation [59, 83, 1]. En effet, a` tempe´rature nulle, la bifurcation intervient pour une valeur
parfaitement de´finie du parame`tre de controˆle. En revanche, a` tempe´rature non nulle, la transition
entre ces deux e´tats ne´cessite de passer par un troisie`me e´tat, observable pour toute une plage du pa-
rame`tre de controˆle nomme´e “re´gion de bifurcation” [59] ou “mesostate” [83]. Il est difficile de trancher
entre ces deux interpre´tations a` l’heure actuelle car peu d’e´tudes ont re´ellement de´crit cette re´gion de
bifurcation et ses proprie´te´s.
Dans cette the`se, nous pre´sentons des e´tudes nume´riques de dynamique mole´culaire ainsi
que des e´tudes expe´rimentales nous permettant de caracte´riser l’ensemble des re´gimes de diffusion
longitudinale et transverse rencontre´s lors de la SFD. L’ensemble de nos re´sultats nume´riques et
expe´rimentaux est explique´ par un mode`le analytique base´ sur la de´composition des fluctuations
thermiques sur les modes propres de vibration d’un syste`me. Ce mode`le s’applique aux
syste`mes physiques re´els car il est valable pour des interactions entre particules a` longue porte´e et tient
compte de la dissipation, de la taille du syste`me et des proprie´te´s du potentiel de confinement. L’analyse
en modes propres nous permet e´galement de caracte´riser l’e´volution des fluctuations thermiques
transverses lors de la transition zizag et de pre´voir la structure du syste`me apre`s la transition.
Enfin, l’e´tude de la transition zigzag nous renseigne plus ge´ne´ralement sur les effets d’un bruit
thermique sur une bifurcation.
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Dans une premie`re partie, nous de´crivons en de´tails les deux outils utilise´s au cours de cette the`se :
• le premier outil est un montage expe´rimental constitue´ d’un ensemble de billes millime´triques en
interaction, confine´es dans des cellules de forme annulaire ou rectiligne et soumises a` un agitation
thermique effective. Les billes forment des chaˆınes ordonne´es dans une configuration de SFD.
Contrairement aux autre expe´riences pre´sentant ce phe´nome`ne de transport, il est possible de
changer l’intensite´ des interactions inter-billes et la tempe´rature effective du syste`me dans notre
dispositif.
• le deuxie`me outil est un code de dynamique mole´culaire. Ces simulations nume´riques sont com-
ple´mentaires a` nos e´tudes expe´rimentales car elles nous permettent de faire varier certains pa-
rame`tres expe´rimentalement hors de porte´e, tels que le coefficient de dissipation, la taille du
syste`me ou les proprie´te´s du potentiel de confinement.
Le code qui a e´te´ de´veloppe´ au cours de cette the`se, et qui est a` la base de nos simulations
nume´riques, a e´te´ pense´ comme une extension de notre dispositif expe´rimental. Ainsi, les parame`tres
des simulations (forces d’interactions, de confinement, masse des particules,...) sont similaires a` ceux de
notre montage. Les re´sultats obtenus pour des syste`mes nume´riques et expe´rimentaux identiques sont
d’ailleurs en tre`s bon accord. L’utilisation conjointe de ces deux outils nous permet donc d’observer
la SFD dans un vrai syste`me physique, tout en e´tudiant dans une large gamme de valeurs l’influence
de ces parame`tres.
Dans la deuxie`me partie de cette the`se, nous utilisons ces deux outils pour e´tudier la SFD pour
des syste`mes de taille finie, pe´riodiques ou avec des conditions aux limites re´pulsives.
Dans le cas des syste`mes pe´riodiques, nous montrons qu’une particule posse`de trois re´gimes de
diffusion caracte´ristiques : balistique aux temps courts, corre´le´ aux temps interme´diaires et collectif
aux temps longs. Le re´gime typique de la SFD est le re´gime corre´le´, toutefois, nous de´montrerons que
celui-ci n’est pas syste´matiquement caracte´rise´ par une e´volution de la variance en racine du temps. En
effet, lorsque la dissipation est faible, la variance e´volue line´airement, avec une coefficient de diffusion
effectif de´pendant des interactions entre particules. De plus, nous mettrons en e´vidence l’existence
d’un surprenant deuxie`me re´gime balistique aux temps longs observe´ pour les petits syste`mes et pour
un faible coefficient de dissipation. Ces re´gimes de diffusion n’avaient, a` notre connaissance, jamais
e´te´ observe´s. Les valeurs des pre´facteurs des diffe´rents re´gimes sont mesure´es, ce qui nous permet de
caracte´riser leur e´volution en fonction de l’intensite´ des interactions, de la dissipation ou de la taille
du syste`me.
Les syste`mes avec des conditions aux limites re´pulsives pre´sentent eux aussi trois re´gimes de dif-
fusion : balistique, corre´le´ et un re´gime de saturation. Contrairement aux syste`mes pe´riodiques, leurs
particules ne sont de´sormais plus indiscernables et chacune d’entre elle posse`de un comportement
diffusif propre. Nous nous focaliserons cette fois sur la fac¸on dont e´volue la diffusion en fonction
de la position de la particule et montrerons qu’elle est tre`s sensible aux proprie´te´s du potentiel de
confinement longitudinal, telles que sa porte´e ou son intensite´. Nous verrons en particulier que les
particules soumises a` un fort confinement longitudinal pre´sentent une diffusion souvent plus rapide
que les particules pour lesquelles le confinement est ne´gligeable. Les pre´facteurs de chaque re´gime
seront syste´matiquement mesure´s pour diffe´rents parame`tres du syste`me.
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L’ensemble des re´sultats obtenus nume´riquement ou expe´rimentalement sera interpre´te´ par un
mode`le analytique consistant a` de´composer le mouvement des particules sur les modes propres de
vibration du syste`me. Cette analyse permet de de´crire tous les re´gimes de diffusion observe´s pour la
SFD et de pre´voir les valeurs et les principales de´pendances de tous les pre´facteurs. Nous montrerons
ainsi que le re´gime corre´le´ provient des saturations progressives des modes de vibration suramortis
ou sousamortis du syste`me et retrouvons de cette manie`re la loi d’e´chelle caracte´ristique en t1/2 ainsi
que la diffusion line´aire observe´e pour les faibles dissipations. Ce mode`le est valable quelles que soient
la dissipation, la taille ou les conditions aux limites du syste`me et est donc parfaitement adapte´ a` la
description de syste`mes re´els pre´sentant ce phe´nome`ne de transport.
Apre`s avoir caracte´rise´ l’influence du confinement longitudinal, nous nous inte´resserons dans la
troisie`me partie de ce travail a` celle du confinement transverse sur la dynamique et la structure d’un
syste`me, ce qui nous ame`ne a` l’e´tude de la transition zigzag. Nous de´crirons les modifications structu-
relles des syste`mes de taille finie pe´riodiques ou avec des conditions aux limites re´pulsives lors de cette
transition et montrerons que celle-ci est assimilable a` une bifurcation fourche surcritique. L’analyse en
modes propres permettra de pre´dire la valeur du seuil de transition ainsi que la structure d’un syste`me
apre`s la transition et ce, quel que soit le type de syste`me conside´re´. Nous verrons e´galement qu’elle
permet de de´crire les fluctuations transverses d’un syste`me n’ayant pas encore bifurque´ et mettrons
en e´vidence l’existence d’un re´gime de diffusion corre´le´ transverse. Ce re´gime, qui est observe´ alors
que les positions moyennes des particules sont encore aligne´es sur l’axe central, prouve que la diffusion
anormale provient bien de l’existence de corre´lations entre particules, et que l’absence de croisements
n’est pas obligatoire pour observer de la SFD.
Lorsqu’un syste`me adopte une configuration en quinconce, les fluctuations thermiques rendent
possible la transition vers l’e´tat syme´trique de meˆme e´nergie du syste`me. La de´composition en modes
propres devient alors insuffisante pour de´crire la dynamique transverse des particules. En effet, celle-
ci est domine´e aux temps longs par ces transitions dont nous e´valuerons la fre´quence en fonction de
l’e´cart au seuil. Nous verrons que l’e´volution de la variance transverse refle`te l’existence de deux temps
caracte´ristiques diffe´rents dans le syste`me : l’un associe´ a` la diffusion d’une particule au sein d’un e´tat,
l’autre a` la transition du syste`me entre ses e´tat syme´triques.
Enfin, la transition zigzag e´tant assimilable a` une bifurcation fourche, les syste`mes conside´re´s
permettent d’e´tudier l’effet du bruit thermique sur une bifurcation dans un cadre plus ge´ne´ral. La
transition est alors caracte´rise´e par deux seuils, le seuil de transition me´canique marquant l’appari-
tion d’une configuration bi-dimensionnelle et le seuil de transition “thermique” marquant la fin des
transitions entre e´tats syme´triques. Ces transitions modifient l’e´volution du parame`tre de controˆle
en fonction du parame`tre d’ordre et celle-ci ne pre´sente plus de singularite´, comme c’est le cas a`
tempe´rature nulle, ce qui rend la de´termination des seuils de transition impre´cise. Nous proposerons
deux me´thodes permettant de pre´dire leur valeur avec pre´cision : le seuil de transition me´canique
correspond a` l’apparition du mode mou transverse dans le syste`me et sa valeur peut donc eˆtre de´duite
du calcul des modes propres du syste`me, que nous expliciterons. Le seuil de transition thermique se
traduit quant a` lui par une divergence des temps de saturation de la variance transverse des particules.
L’e´tudes des fluctuations transverses permet ainsi de de´terminer exactement la valeur de ce seuil.
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Premie`re partie
Dispositif expe´rimental et
simulation nume´rique
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Chapitre I
Dispositif et me´thodes
expe´rimentales
Le dispositif expe´rimental de´crit dans ce chapitre est un syste`me macroscopique bidimensionnel de
billes me´talliques milime´triques en interaction e´lectrostatique soumises a` une agitation me´canique. Ce
dispositif expe´rimental pre´sente trois avantages. Tout d’abord, le caracte`re macroscopique des billes
permet une observation optique directe de leurs mouvements, ce qui facilite grandement la mesure
de leurs trajectoires. Ensuite, il est possible de faire varier l’intensite´ des interactions entre parti-
cules tre`s simplement en modifiant leur charge e´lectrique. Enfin, l’amplitude de l’agitation me´canique
jouant le roˆle du bain thermique est controˆlable, ce qui nous permet d’e´tudier le syste`me a` diffe´rentes
tempe´ratures effectives. La premie`re partie de ce chapitre pre´sente une vue d’ensemble du dispositif,
ainsi que les proce´de´s de traitement d’images que nous avons utilise´s. Dans une seconde partie, nous
montrerons que l’agitation me´canique est e´quivalente a` une tempe´rature thermodynamique pour le
syste`me. Enfin, nous verrons quelles sont les interactions s’exerc¸ant entre les billes ainsi que les forces
qui les confinent.
I.1 Description du montage
I.1.1 Vue d’ensemble du montage
Ce montage a e´te´ mis au point et caracte´rise´ par Gwennou Coupier dans sa the`se [15]. Nous avons
ne´anmoins duˆ l’adapter a` l’e´tude de la SFD. La figure I.1 est un sche´ma du dispositif expe´rimental. Il
s’agit de billes en acier monodisperses, de rayon 0.40 mm et de masse m = 2.15 mg, place´es au contact
de l’e´lectrode infe´rieure d’un condensateur. Un cadre de mate´riau conducteur (en laiton) est pose´ en
contact e´lectrique avec l’e´lectrode infe´rieure afin d’assurer le confinement late´ral des billes au sein du
condensateur. Il est isole´ e´lectriquement de l’e´lectrode supe´rieure par un fin film de Mylar.
Il existe deux contraintes principales sur le condensateur : tout d’abord, l’e´lectrode supe´rieure doit
eˆtre transparente afin de nous permettre d’observer le mouvement des particules pendant l’expe´rience.
Pour ce faire, nous utilisons des plaques de verre d’e´paisseur 1.1 mm dont la face infe´rieure est re-
couverte d’une tre`s fine couche d’un alliage me´tallique 1, ce qui la rend conductrice sans affecter sa
1. Les plaques sont recouvertes par e´pitaxie de 9.5 ± 0.5 × 10−2 µm d’ITO (Indium-Tin-Oxyde) dont la re´sistivite´
est de l’ordre de 0.5 mΩ.cm−1.
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Figure I.1 – Sche´ma du dispositif expe´rimental
transparence 2. L’autre contrainte concerne l’e´lectrode infe´rieure - nous utilisons un “wafer” poli de
silicium dope´ - qui doit eˆtre adapte´e au mouvement des particules. Deux parame`tres ont e´te´ pris en
compte. Le frottement des particules sur l’e´lectrode doit permettre la transmission de l’agitation me´-
canique aux particules sans pour autant ne´cessiter des agitations trop e´leve´es. Les frottements solides
entre l’e´lectrode et les billes ne doivent donc pas eˆtre trop importants. L’e´lectrode doit eˆtre suffisam-
ment dure pour que sa surface ne soit pas endommage´e par la diffusion des particules. Dans le cas
contraire, le frottement cre´erait du relief sur l’e´lectrode, ce qui influerait sur la diffusion et parasiterait
nos re´sultats.
L’ensemble du condensateur repose sur une plaque isolante (en Plexiglas) fixe´e a` la membrane
de deux haut-parleurs. Les haut-parleurs sont alimente´s par deux bruits blancs inde´pendants, dont
la fre´quence est comprise entre 0 et 200 Hz et dont l’amplitude A est ajustable. Les vibrations des
membranes se transmettent a` leur tour aux billes contenues dans le condensateur. Notons que le
de´placement du dispositif est tout a` fait ne´gligeable par rapport au mouvement des billes ; on peut
donc conside´rer que son re´fe´rentiel est immobile par rapport a` celui de la came´ra.
2. Il est possible d’isoler e´lectriquement certaines zones de l’e´lectrode supe´rieure en enlevant localement l’alliage
me´tallique par des techniques de gravures. On peut ainsi cre´er des “pie`ges” ou des “obstacles” pour les particules en
portant ces zones a` un potentiel diffe´rent. Nous n’y avons ne´anmoins pas eu recours durant cette the`se.
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I.1.2 Cellules de confinement
Le cadre de confinement est une plaque de laiton de dimension 12 × 12 cm et d’e´paisseur h =
1.5± 5× 10−2 mm. Sa partie e´vide´e de´finit une cellule au sein de laquelle on viendra placer les billes.
Nous avons utilise´ deux types de cellules pour l’e´tude de la SFD : des cellules annulaires et des
cellules rectilignes 3. De plus, nous avons travaille´ avec deux tailles de cellules diffe´rentes pour chaque
ge´ome´trie et ce, afin de mettre en e´vidence d’e´ventuels effets de taille finie. Les dimensions de ces
cellules sont indique´es dans le tableau de la figure I.2 4.
Figure I.2 – Dimensions des diffe´rents types de cadres de confinement utilise´s.
Le nombre typique de billes utilise´es dans nos expe´riences ainsi que les densite´s correspondantes
sont pre´sente´es dans le tableau I.1. On notera que les densite´s des syste`mes annulaires et des syste`mes
rectilignes sont tre`s proches et ce, afin de pouvoir comparer les re´sultats obtenus dans ces deux
ge´ome´tries. Les figures I.3 et I.4 sont des images typiques de syste`mes respectivement annulaire et
rectiligne. On peut noter en haut a` gauche sur la figure I.3 la pre´sence d’une bille seule confine´e dans
une cellule circulaire. Cette bille joue le roˆle d’un “thermome`tre in situ” et est pre´sente sur chaque
cadre de confinement. Sa fonction sera explique´e en de´tails dans la partie I.2 consacre´e a` la tempe´rature
effective.
Pour finir, notons que bien que la largeur des cellules l ou Rext−Rint soit toujours supe´rieure a` 2d,
les interactions entre les particules et entre les particules et le cadre de confinement rendent impossible
3. Il est tout a` fait possible de travailler avec d’autres cellules, comme le montrent les e´tudes pre´ce´demment re´alise´es
sur ce dispositif [16, 17, 18, 29].
4. Etant donne´ que les de´coupes sont re´alise´es a` la fraiseuse, il existe une le´ge`re incertitude sur les dimensions des
cellules, de l’ordre du dixie`me de millime`tre, sans incidence sur nos mesures.
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Cadre de confinement Nombre de billes Densite´ du syste`me ( m−1)
Petit anneau
12 477
14 557
16 637
Grand anneau
27 477
32 566
37 654
Petit canal
12 480
14 560
16 640
Grand canal
27 474
32 561
37 649
Table I.1 – Nombre de billes et densite´s correspondantes pour les quatre cellules de confinement.
tout croisement lorsque la tension aux bornes du condensateur est e´leve´e. On est ainsi assure´ d’eˆtre
dans les conditions de la Single-File Diffusion. Ne´anmoins, pour les plus fortes densite´s (ρ ≈ 640 m−1)
et les plus faibles tensions, les configurations d’e´quilibre observe´es dans les cellules rectilignes ne sont
plus unidimensionnelles mais pre´sentent une forme en zigzag. Celle-ci sera e´tudie´e dans le chapitre V.
Figure I.3 – Image d’une cellule annulaire contenant Ntot = 37 billes charge´es pour une tem-
pe´rature effective T = 10.2 × 1011 K et une tension V0 = 1000 V. Le rayon inte´rieur Rint du
confinement vaut 8 mm et le rayon exte´rieur Rext = 10 mm. La bille confine´e dans la cellule
circulaire en haut a` droite correspond au thermome`tre in situ de´crit dans la partie I
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Figure I.4 – Image de deux cellules rectilignes contenant Ntot = 22 et 32 billes charge´es pour
une tension V0 = 1000 V. Les cellules sont de longueur L = 25 et L = 57 mm.
I.1.3 Traitement des images et calcul des observables
I.1.3.1 Identification des particules et calcul des trajectoires
Durant l’expe´rience, les images des billes sont enregistre´es par une came´ra dont nous pouvons re´gler
la fre´quence d’acquisition F . Nous avons effectue´ la quasi totalite´ de nos mesures avec une came´ra
dont la fre´quence maximale est d’environ 200 images par seconde. Nous nous sommes e´galement
servis ponctuellement d’une came´ra rapide permettant d’enregistrer jusqu’a` plus de 10000 images
par seconde, ce qui nous a permis d’observer le mouvement des billes aux temps tre`s courts 5. Nous
utilisons ensuite le logiciel de traitement d’image IDL afin de de´tecter les positions des billes sur chaque
image 6.
On reconstruit ensuite la trajectoire de chaque bille i au cours du temps (xi(t), yi(t)). Il est pour
cela ne´cessaire d’identifier chaque bille entre deux images successives se´pare´es d’une dure´e ∆t. Pour
cela, nous utilisons un code MATLAB qui calcule entre deux images successives la quantite´
D =
Ntot∑
i
[ri(tn)− ri(tn+1)] =
Ntot∑
i=1
√
[xi(tn)− xi(tn+1)]2 + [yi(tn)− yi(tn+1)]2 (I.1)
ou` tn = n∆t et ri(tn) = (xi(tn), yi(tn)) de´signe la position de la bille i sur l’image n. On se´lectionne
ensuite le jeu d’indice i permettant de minimiser la quantite´ D. Une fois que chaque bille i a e´te´
identifie´e sur chaque image, on reconstruit sa trajectoire (xi(t), yi(t)) au cours du temps.
I.1.3.2 Calcul du de´placement quadratique moyen et moyenne des donne´es
Pour les syste`mes pe´riodiques, le de´placement quadratique moyen (d.q.m.) s’exprime comme :
R2〈∆θ2(t)〉 = R2〈[θ(t+ t0)− θ(t0)− 〈θ(t+ t0)− θ(t0)〉]2〉 pour le d.q.m. orthoradial (I.2)
〈∆r2(t)〉 = 〈[r(t+ t0)− r(t0)− 〈r(t+ t0)− r(t0)〉]2〉 pour le d.q.m. radial (I.3)
Pour les syste`mes line´aires, il s’exprime
〈∆x2i (t)〉 = 〈[xi(t+ t0)− xi(t0)− 〈xi(t+ t0)− xi(t0)〉]2〉 pour le d.q.m. longitudinal (I.4)
〈∆y2i (t)〉 = 〈[yi(t+ t0)− yi(t0)− 〈yi(t+ t0)− yi(t0)〉]2〉 pour le d.q.m. transverse (I.5)
5. Nous reviendrons sur les mesures effectue´es a` la came´ra rapide dans la partie I.2.2
6. La de´tection est base´e sur les niveaux de gris : les billes sont en effet e´claire´es par une lampe et renvoient plus de
lumie`re que le wafer de silicium. Elles sont donc associe´es a` des niveaux de gris plus clairs, ce qui permet de les repe´rer
automatiquement sur nos images.
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La notation 〈 . 〉 de´signe une moyenne des donne´es mais celle-ci sera effectue´e diffe´remment selon
le type de syste`me conside´re´.
Dans tous les cas, nous effectuerons une premie`re moyenne sur les positions initiales, note´e 〈 . 〉0 .
En effet, puisque l’on s’inte´resse a` un e´tat d’e´quilibre stationnaire, le de´placement quadratique moyen
est inde´pendant de l’origine des temps t0. On peut donc de´caler cette origine et conside´rer que l’on
obtient ainsi une nouvelle re´alisation de l’expe´rience. On notera Npas le nombre total de pas de temps
de la simulation nume´rique et nt = t/∆t. Par ailleurs, nous de´finissons le temps de de´corre´lation
τD = nD∆t : pour que la moyenne sur les positions initiales soit le´gitime, il est ne´cessaire que deux
positions initiales successives xi[nDn0∆t] et xi[nD(n0 + 1)∆t] soit de´corre´le´es. Il faut pour cela que
la particule i ait eu au moins une collision au sein du bain thermique durant l’intervalle de temps τD.
On ajustera pour cela la variable nD.
Pour la quasi-totalite´ de nos expe´riences, les mouvements des billes sont de´corre´le´s entre deux
images successives car le temps caracte´ristique de collision du bain thermique τbt est bien infe´rieur au
taux d’acquisition de la came´ra. On peut donc simplement prendre nD = 1. En revanche, ce n’est pas
le cas des expe´riences de´crites dans la partie I.2.2, pour lesquelles on utilise une came´ra rapide. Dans
ce cas, le temps de de´corre´lation doit eˆtre choisi avec pre´caution. De`s lors que τD ≥ τbt, les variances
calcule´es par ce type de moyenne deviennent inde´pendantes de τD. Nous utiliserons cette proprie´te´
pour ajuster celui-ci a` l’expe´rience en question.
La moyenne du de´placement quadratique moyen longitudinal sur les positions initiales t0 peut alors
s’exprimer :
〈∆x2i (t)〉0 =
(Npas−nt)/nD∑
n0=0
{xi[(nt + nDn0)∆t]− xi(nDn0∆t)}2
(Npas − nt)/nD + 1
−
(Npas−nt)/nD∑
n0=0
xi[(nt + nDn0)∆t]− xi(nDn0∆t)
(Npas − nt)/nD + 1
2 (I.6)
Lorsque les particules sont indiscernables, on moyennera en plus sur les diffe´rentes billes du syste`me.
La moyenne 〈 . 〉 du de´placement quadratique moyen longitudinal correspond donc a` :
〈∆x2(t)〉 = 〈〈∆x2i (t)〉0〉i (I.7)
ou` la notation 〈.〉i de´signe la moyenne sur le nombre Ntot de particules du syste`me. Cette moyenne
sera calcule´e ainsi :
〈〈∆x2(t)〉0〉i = 1
Ntot
Ntot∑
i=1
〈∆x2i (t)〉0 (I.8)
Lorsque les particules sont discernables, il sera parfois ne´cessaire de moyenner e´galement sur plu-
sieurs re´alisations de l’expe´rience. Le de´placement quadratique moyen de la particule i s’exprime
donc :
〈∆x2i (t)〉 = 〈〈∆x2i (t)〉0〉e (I.9)
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La notation 〈 . 〉e de´signe la moyenne d’ensemble sur Nrel expe´riences identiques et est calcule´e de la
manie`re suivante :
〈〈∆x2i (t)〉0〉e =
1
Nrel
Nrel∑
e=1
〈∆x2i,e(t)〉0 (I.10)
ou` xi,e(t) de´signe la position longitudinale de la particule i au temps t pour la re´alisation e de l’ex-
pe´rience. Notons que cette moyenne d’ensemble 〈 . 〉e n’est pas ne´cessaire lorsque l’on peut moyenner
sur les diffe´rentes particules 〈 . 〉i.
I.2 De´termination de la tempe´rature effective
Dans des travaux ante´rieurs, il a e´te´ montre´ que l’agitation me´canique transmise aux billes par
les haut-parleurs est e´quivalente a` une agitation thermique et qu’une tempe´rature effective peut eˆtre
de´finie et mesure´e in situ [16, 17, 18, 29]. Les principaux re´sultats sont rappele´s en Annexe C.
I.2.1 De´termination de la tempe´rature effective par la distribution de
Boltzmann
L’expe´rience que nous allons de´crire a permis d’e´tablir une correspondance entre la tempe´rature
effective de notre syste`me et l’amplitude A du signal envoye´ dans les haut-parleurs (partie 3.2.2 de [15]
et [16]).
Le syste`me est constitue´ d’une bille unique confine´e dans un cadre de confinement carre´. L’ensemble
du condensateur est incline´ d’un angle α = 25◦ par rapport au plan horizontal et aucune tension n’est
applique´e aux bornes du condensateur. Ainsi, les forces s’exerc¸ant entre la bille et les parois du cadre
de confinement sont de type sphe`re-dures. Lorsqu’une agitation me´canique est applique´e au syste`me,
la bille se met en mouvement et rebondit e´lastiquement contre les parois du cadre. L’e´nergie potentielle
de la bille est donc donne´e par ǫ(x) = mgx tanα, en notant x la distance entre la bille et la paroi du
cadre. Si la loi de Boltzmann est respecte´e, la densite´ de probabilite´ de la bille en x doit eˆtre donne´e
par
P (x) =
mg tanα
kBT
exp
[
− ǫ(x)
kBT
]
(I.11)
T e´tant une variable d’ajustement correspondant a` la tempe´rature du syste`me. On peut voir sur la
figure I.5 a) que la densite´ de probabilite´ en x expe´rimentale est en tre`s bon accord avec la formule
(I.11) et ce, quelle que soit la valeur de A. Par conse´quent, la loi de Boltzmann est bien ve´rifie´e pour
ce syste`me.
La figure I.5 b) repre´sente l’e´volution de la tempe´rature effective du syste`me T en fonction de A.
Plus l’intensite´ du bruit A est importante et plus la tempe´rature effective est e´leve´e.
I.2.2 De´termination de la tempe´rature effective par la diffusion balistique
aux temps courts
Le formalisme de Langevin permettant de de´crire le mouvement ale´atoire des billes soumises a`
l’agitation me´canique (voir Annexe D), nous avons montre´ qu’il est e´galement possible d’estimer la
tempe´rature effective T de notre syste`me en e´tudiant le mouvement d’une particule aux temps courts.
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Figure I.5 – Coupier, The`se (2009), figure 3.2 : a) Densite´ de probabilite´ de pre´sence P (x)
en mm−1 pour une bille place´e sur un plan incline´. La droite correspond a` un ajustement a` un
parame`tre T avec la loi de Boltzmann (I.11). b) Courbe d’e´talonnage de la tempe´rature T = f(A)
obtenue graˆce a` ce syste`me. T est une fonction affine de A : T = 16.22× 1011A+1.03× 1011 K.
En effet, pour une diffusion libre ou dans un puits de potentiel, le de´placement quadratique moyen
d’une particule dans un bain thermique a` la tempe´rature T est balistique lorsque t→ 0 et s’exprime :
〈∆x2(t)〉 t→0∼ kBT
m
t2 = Ht2 (I.12)
Cette formule montre que le mouvement des billes de´pend alors uniquement de leur masse et de la
tempe´rature du syste`me. Par conse´quent, la tempe´rature T peut eˆtre obtenue en mesurant la valeur
du pre´facteur du re´gime balistique H et en multipliant celle-ci par m/kB .
Le taux d’acquisition de notre came´ra usuelle e´tant trop faible pour observer le re´gime balistique des
billes, nous avons utilise´ une came´ra rapide pour cette e´tude nous permettant d’enregistrer jusqu’a` plus
de 10000 images par seconde. La figure I.6 a) repre´sentant l’e´volution de la variance d’une particule aux
temps tre`s courts pour diffe´rentes valeurs de A montre que celle-ci posse`de bien un re´gime balistique
en t2 dont le pre´facteur augmente avec A. La mesure des pre´facteurs H nous a permis d’obtenir la
courbe T = f(A), repre´sente´e sur la figure I.6 b). La relation entre A et T est la` encore line´aire. On
peut constater que cette me´thode donne des estimations de la tempe´rature effective similaires a` celles
obtenues par la distribution de Boltzmann. On remarquera toutefois que les tempe´ratures estime´es
par la mesure des pre´facteurs sont cependant syste´matiquement supe´rieures.
I.2.3 Thermome`tre in situ
La diffe´rence de poids de chaque cellule et le vieillissement des haut-parleurs 7 rendent ne´cessaire
de mesurer in-situ la tempe´rature effective pour chaque expe´rience. Pour cela, chaque dispositif est
e´quipe´ d’un “thermome`tre in situ”dont nous allons maintenant de´crire le fonctionnement (partie 3.2.3
de [15]).
Le thermome`tre in situ est constitue´ d’une bille confine´e dans une cellule circulaire de rayon
R (figure I.3). Dans un tel syste`me, le de´placement quadratique moyen de la bille 〈r2〉 est relie´e a`
la tempe´rature T et il est donc possible de connaˆıtre la tempe´rature effective d’une expe´rience en
7. Leur comportement varie en effet de fac¸on mesurable sur une e´chelle de 6 mois a` un an.
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Figure I.6 – a) De´placement quadratique moyen orthoradial R2〈∆θ2(t)〉 en mm2 en fonction
du temps en µs en e´chelle logarithmique pour diffe´rentes intensite´s du bruit A. La courbe en
tirets est de pente 2.
b) Tempe´rature effective en K en fonction de l’intensite´ du bruit dans les haut-parleurs A en
unite´s arbitraires. Carre´s rouges : de´termination des tempe´ratures graˆce au thermome`tre in
situ. Ronds bleus : de´termination des tempe´ratures graˆce a` la mesure du pre´facteur du re´gime
balistique.
mesurant la variance radiale de la bille du thermome`tre. Pour cela, il est ne´cessaire de de´terminer
la relation permettant de passer de 〈r2〉 a` T . Notons que celle-ci de´pend uniquement de la force
de confinement s’exerc¸ant sur la bille, donc des proprie´te´s du thermome`tre. Pour la de´terminer, les
valeurs de 〈r2〉 ont e´te´ mesure´es pour plusieurs intensite´s du bruit A et dans des cellules circulaires
de plusieurs rayons diffe´rents. Ces expe´riences sont re´alise´es avec le meˆme dispositif expe´rimental que
celui ayant permis d’e´tablir la courbe d’e´talonnage T = f(A) et on connait donc la tempe´rature T
associe´e a` chaque intensite´ de A. On constate ainsi sur la figure I.7 que la relation entre 〈r2〉 et T est
line´aire. On a en effet 〈r2〉 = aT + b et les coefficients a et b peuvent eˆtre de´termine´s a` partir de ces
mesures.
Figure I.7 – Coupier, The`se (2009), figure 3.7 : Rayons quadratiques moyens 〈r2〉 d’une bille
en fonction de la tempe´rature pour 5 diame`tres du cadre circulaire de confinement, pour une
tension V0 = 900 V.
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Ces coefficients caracte´risent la force de confinement et ne de´pendent donc que de la ge´ome´trie du
thermome`tre et de la tension aux bornes du condensateur : a(R, V0) et b(R, V0). Les coefficients a et
b ont e´te´ mesure´s pour toute la gamme de tensions que nous utilisons. Chaque cadre de confinement
utilise´ comportant un thermome`tre in situ 8, la tempe´rature effective sera mesure´e lors de chaque
expe´rience en calculant la valeur 〈r2〉 et en utilisant ces coefficients pour en de´duire la valeur de T .
Les tempe´ratures effectives mesure´es varient entre 5.7× 1011 et 1.5× 1012 K 9.
I.3 Description des interactions
Lorsque le condensateur est mis sous tension, l’e´lectrode infe´rieure, les billes et le cadre de confi-
nement sont maintenus a` un potentiel e´lectrostatique nul alors que l’e´lectrode supe´rieure est porte´e a`
un potentiel V0. Les billes et le cadre de confinement se chargent e´lectriquement, ce qui se traduit par
des forces re´pulsives entre billes et entre les billes et le cadre de confinement.
I.3.1 Interaction entre billes
Il est possible d’e´valuer le potentiel d’interaction entre deux billes en estimant la diffe´rence d’e´nergie
electrostatique stocke´e dans le condensateur en pre´sence ou en l’absence de ces deux billes [29, 15].
En faisant l’hypothe`se que le condensateur est infini et qu’il ne contient que deux billes, on obtient
comme potentiel d’interaction Uint
Uint(r) = E0(V0)K0(r/λ0) (I.13)
E0(V0) correspond a` l’e´nergie caracte´ristique d’interaction. Elle de´pend quadratiquement de la tension
aux bornes du condensateur et peut s’e´crire :
E0 = ǫV
2
0 (I.14)
ou` ǫ est une constante qui de´pend des caracte´ristiques ge´ome´triques du syste`me billes-condensateur [29]
et qui vaut pour notre syste`me 9.42 × 10−15J.V−2. Kn(r) de´signe la fonction de Bessel modifie´e de
deuxie`me espe`ce d’indice n, dont les comportements asymptotiques sont les suivantes :
K0(r/λ0)
t→0∼ − ln(r/λ0) (I.15)
K0(r/λ0)
t→∞∼
√
πλ0
2r
e−r/λ0 (I.16)
ou` λ0 est une longueur caracte´ristique donnant la porte´e du potentiel d’interaction et valant 0.48 mm
10.
ǫ et λ0 sont deux valeurs qui de´pendent de l’e´paisseur du condensateur h, reste´e constante dans nos
expe´riences.
8. Tous les thermome`tres effectifs utilise´s dans nos expe´riences ont pour rayon 6 mm car cette taille de cellule permet
un calcul a` la fois pre´cis et rapide de 〈r2〉. En effet, les petites cellules de confinement sont associe´es a` de faibles rayons
moyens, et la pixelisation peut alors diminuer la pre´cision de la mesure de 〈r2〉. A l’inverse, plus la cellule est grande et
plus le nombre d’images ne´cessaires pour moyenner le rayon 〈r2〉 doit eˆtre important.
9. Les expe´riences de diffusion libre ou dans un puits quadratique ont quant a` elle e´tabli que le coefficient de
dissipation γ est compris entre 5 et 70 s−1 et que le bain thermique est de nature liquide.
10. On notera que la porte´e des interactions λ0 = 0.48 mm est toujours tre`s infe´rieure a` la taille du syste`me L. De
plus, elle est e´galement toujours infe´rieure a` la distance moyenne entre particules 1/ρ. Pour les syste`mes les plus denses
que nous avons e´tudie´s, on a en effet 1/ρ = 16/25 ≈ 0.64 mm. Les deux approximations de ce calcul consistant a` ne
conside´rer que deux particules dans un condensateur infini sont donc raisonnables.
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Le comportement de Uint pour r grand donne´ par la formule (I.16) correspond a` un potentiel
d’interaction entre les billes est de type e´lectrostatique e´crante´. Cela correspond exactement a` l’inter-
action s’exerc¸ant entre deux vortex dans un supraconducteur de type II [20]. La force d’interaction
Fint correspondante s’exprime quant a` elle :
Fint(r) = −∂Uint
∂r
=
E0(V0)
λ0
K1(r/λ0) (I.17)
Cette expression a e´te´ teste´e lors d’e´tudes ante´rieures et s’est ave´re´e en tre`s bon accord avec les
observations expe´rimentales [29].
I.3.2 Interactions entre une bille et le cadre de confinement
Nous distinguerons ici trois types de confinement : celui cre´e´ par un cadre de forme circulaire, de
forme annulaire ou de forme rectiligne.
H a L
H b L
Figure I.8 – Calcul des forces d’interaction : on mode´lise le cadre de confinement par un en-
semble de billes en interaction avec la vraie bille repre´sente´e en rouge.
I.3.2.1 Cadre de confinement circulaire : confinement radial
Lorsqu’une bille est suffisamment e´loigne´e du cadre de confinement, il est possible d’estimer la
force re´pulsive s’exerc¸ant entre la bille et la paroi en de´crivant le cadre de confinement comme un
ensemble de billes charge´es [29, 15] (voir le sche´ma de la figure I.8 a)). Ainsi, un cadre de confinement
circulaire de rayon Rc peut eˆtre repre´sente´ comme un ensemble de billes charge´es fictives, au contact,
de diame`tre h et place´es sur le cercle de rayon Rc. Le potentiel de confinement est alors donne´ par la
somme des interactions entre les billes fictives et la bille re´elle. Coupier et collaborateurs ont montre´
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que, pour une bille situe´e a` une distance r du centre du confinement, le potentiel de confinement radial
pouvait s’e´crire :
Uradc (r) = Ec(V0)
√
2πλcRc
h
exp
[
1− 2r
Rc
+
r −Rc
λc
]
(I.18)
avec λc = 0.44 mm. Ew(V0) correspond a` l’e´nergie caracte´ristique du confinement. Comme E0, elle
de´pend quadratiquement de la tension aux bornes du condensateur
Ew(V0) = ǫwV
2
0 (I.19)
ou` ǫw est une constante valant pour notre dispositif expe´rimental [29] environ 1.32 × 10−14 J.V−2
pour un condensateur de hauteur h = 1.5 mm. La force de confinement radiale correspondante est
quant a` elle donne´e par :
F radc (r) = −
∂Uradc (r)
∂r
= Ew(V0)(Rc − 2λc)
√
2π
λcRc
exp
[
1− 2r
Rc
+
r −Rc
λc
]
(I.20)
La figure I.9 repre´sente F radc (r) pour deux tensions diffe´rentes V0 aux bornes du condensateur. Nous
rappelons que cette expression n’est valable que lorsque les billes sont suffisamment e´loigne´es du cadre
de confinement et que Rc > h. Par conse´quent, la force F
rad
c (r) correspond a` la force ressentie par
la bille du thermome`tre in situ de´crit pre´ce´demment. En revanche, elle ne s’applique absolument pas
aux cellules de confinement annulaires, pour lesquelles Rc < h.
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Figure I.9 – Force de confinement radiale F radc en µN exerce´e par un cadre circulaire pour une
tension V0 = 1000 V (courbe rouge) et 1300 V (courbe bleue). F
rad
c est donne´e par l’expression
(I.20).
I.3.2.2 Cadre de confinement annulaire : confinement transverse
On parlera ici de confinement transverse (et non radial), par opposition au confinement longitudinal
que nous e´valuerons dans le paragraphe suivant. Pour une cellule de confinement annulaire, il est
impossible d’e´valuer la force de confinement par la me´thode utilise´e dans la partie pre´ce´dente. En
effet, celle-ci n’est valable que lorsque la distance entre les billes et les parois du cadre est grande par
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rapport a` la hauteur du condensateur, ce qui n’est pas le cas ici. En revanche, il a e´te´ prouve´ dans la
partie I.2 que le syste`me obe´issait a` la loi de Boltzmann. Par conse´quent, le potentiel de confinement
transverse peut eˆtre e´value´ graˆce a` la formule suivante :
U⊥c (r) = −kBT lnP (r) (I.21)
ou` P (r) de´signe la distribution des positions radiales d’une particule confine´e dans une cellule annu-
laire. P (r) pouvant eˆtre mesure´e expe´rimentalement, on obtient U⊥c (r) a` partir de la formule (I.21).
La figure I.10 repre´sente le potentiel de confinement transverse U⊥c (r) pour diffe´rentes tensions V0 aux
bornes du condensateur. On voit que U⊥c (r) est quadratique, quelle que soit la tension V0 et que la
raideur du puits augmente avec la tension V0. On peut donc e´crire que :
U⊥c (r) =
E(V0)
2
r2 (I.22)
F⊥c (r) = −E(V0) r (I.23)
avec E(V0) une fonction croissante de la tension aux bornes du condensateur V0 [17].
Figure I.10 – Coupier, The`se (2009), figure 10.2 a) : Potentiels radiaux de confinement U⊥c
(note´ ici V (r)) d’une cellule de confinement annulaire obtenus a partir de la distribution des
rayons des billes, pour deux nombres de billes diffe´rents et deux tensions V0 : 1 bille, V0 = 800 V
(ronds pleins) ; 1 bille ; V0 = 1000 V (triangles pleins) ; 12 billes, V0 = 800 V (ronds vides) ; 12
billes, V0 = 1000 V (ronds vides).
I.3.2.3 Cadre de confinement rectiligne : confinement longitudinal
Inte´ressons-nous maintenant a` la force de confinement longitudinale F
‖
c (r) entre une bille et un
cadre de confinement line´aire. Nous verrons dans le chapitre IV que ses caracte´ristiques jouent un
roˆle essentiel dans la diffusion des particules de syste`mes avec des conditions aux limites re´pulsives.
Nous utiliserons trois me´thodes pour l’e´valuer : dans un premier temps, nous mode´liserons les parois
du cadre de confinement par des billes fictives, comme dans la partie pre´ce´dente. Ensuite, nous cal-
culerons directement le potentiel e´lectrique au sein du canal et en de´duirons la force de confinement
correspondante. Enfin, nous pre´senterons les d’une re´solution nume´rique 3D de l’e´quation de Laplace
par la me´thode des e´le´ments finis.
Mode´lisation du cadre par un ensemble de billes
34 CHAPITRE I. DISPOSITIF ET ME´THODES EXPE´RIMENTALES
Nous faisons ici l’hypothe`se que la force de confinement longitudinale peut eˆtre calcule´e en mode´-
lisant les bords du cadre de confinement par un ensemble de billes en interaction avec la bille re´elle
conside´re´e. Nous ne tiendrons pas compte ici des interactions entre les autres billes “fictives” qui for-
meraient les parois transverses et la bille re´elle et simplifions fortement le proble`me (figure I.8 b)).
Ce calcul est donc tre`s qualitatif. La force de confinement correspondante est obtenue en sommant
nume´riquement sur les billes fictives et est repre´sente´e sur la figure I.11 (courbe rouge en pointille´es).
On peut voir qu’elle de´croit tre`s rapidement lorsque l’on s’e´loigne de la paroi puisque le confinement
ressenti a` une distance supe´rieure a` 3 mm est quasiment nul.
Calcul du champ e´lectrique
Pour estimer la force de confinement longitudinale, nous avons e´galement conside´re´ une cellule
de confinement bidimensionnelle. On fait donc l’hypothe`se que le champ e´lectrique tridimensionnel
de notre condensateur est e´quivalent a` celui d’un condensateur infini dans le plan orthogonal au
sche´ma I.12. Les e´lectrodes supe´rieure et infe´rieure sont repre´sente´es comme des lignes au potentiel
nul et au potentiel V0 respectivement. Les e´lectrodes sont se´pare´es d’une distance maximale h au sein
du canal et d’une distance minimale a = ǫ h avec ǫ = 1/15 ailleurs, correspondant a` l’e´paisseur du
film isolant (voir figure I.12). Dans ce type de condensateur a` deux dimensions, le potentiel e´lectrique
est donne´, en notation complexe, par [27]
z
h
= − 1
π
(
arccosh
[
(2ζ + 1)ǫ2 − 1
1− ǫ2
]
− ǫ arccosh
[
(1 + ǫ2)ζ − 2
(1− ǫ2)ζ
])
+ j (I.24)
ou` z est la coordonne´e dans le plan complexe et j est tel que j2 = −1. La fonction ζ = exp[jπφ/V0]
de´pend du potentiel complexe φ = V−jF , V de´signant le potentiel e´lectrique et F le flux e´lectrique. Les
e´quipotentielles correspondant a` cette expression sont repre´sente´es sur la figure I.12. On constate que
les e´quipotentielles aux extre´mite´s ressemblent a` celles d’un condensateur die´drique tandis que celles
au centre sont e´quivalentes a` celles d’un condensateur plan, la longueur caracte´ristique de de´croissance
e´tant de l’ordre de h/2.
æ
æ
æ
æææææææææææææææææææææææææææææææ
æ
5 10 15
0.0
0.1
0.2
0.3
0.4
0.5
0.6
x HmmL
F c°
H
x
L
H
Μ
NL
Figure I.11 – Force de confinement longitudinale F
‖
c en µN en fonction de x en mm pour une
tension V0 de 1000 V aux bornes du condensateur. Courbe rouge en pointille´s : mode´lisation des
bords du cadre de confinement par des billes fictives. Courbe bleue : calcul du potentiel e´lectrique
graˆce a` la formule (I.24).
Nous pouvons maintenant de´duire le champ e´lectrique longitudinal Ex du potentiel complexe graˆce
I.3. DESCRIPTION DES INTERACTIONS 35
a` la formule :
Ex − jEy = −∂φ
∂z
= −
(
∂ζ
∂φ
)−1(
∂z
∂ζ
)−1
(I.25)
Nous obtenons la force de confinement longitudinale exerce´e sur chaque bille de rayon R en estimant
sa charge Q ponctuelle :
Q ≈ 4πǫ0RV0 (I.26)
ou` ǫ0 de´signe la permittivite´ du vide. La force de confinement longitudinale F
‖
c est donc donne´e par
QEx et nous ferons l’hypothe`se qu’elle est exerce´e au centre de la bille
11. La force de confinement
longitudinale est repre´sente´e sur la figure I.11 pour V0 = 1000 V. De par sa de´croissance rapide, son
e´volution est similaire a` notre premie`re estimation. Elle devient toutefois ne´gligeable pour une distance
environ 2 fois supe´rieure a` que ce que l’on avait obtenu par notre premier calcul.
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Figure I.12 – Equipotentielles au sein du canal calcule´es a` partir de la formule (I.24). La ligne
noire a` y = 1.5 mm correspond a` l’e´lectrode supe´rieure au potentiel V0 et la ligne noire infe´rieure
a` y = 0 mm a` l’e´lectrode infe´rieure a` potentiel nul.
11. Dans cette approximation, la tension aux bornes du condensateur ne change donc que l’intensite´ du confinement.
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Figure I.13 – Equipotentielles obtenues par re´solution nume´rique de l’e´quation de Laplace pour
une bille place´e sur un bord ou vers le milieu d’un canal rectiligne de longueur L = 60 mm,
de hauteur h = 4 mm et de largeur l = 4 mm. Les e´quipotentielles repre´sente´es ici sont celles
que l’on obtient au centre du canal pour une diffe´rence de potentiel aux bornes du condensateur
V0 = 1000 V (calcul re´alise´ par Benjamin Leroy).
Re´solution nume´rique de l’e´quation de Laplace
Nous avons compare´ ces e´quipotentielles a` celles obtenues par une re´solution nume´rique tridimen-
sionnelle de l’e´quation de Laplace par la me´thode des e´le´ments finis. L’accord entre ces deux me´thodes
est tre`s bon. La figure I.13 repre´sente les e´quipotentielles obtenues pour la grande cellule rectiligne
de longueur L = 60 mm, de hauteur h = 4 mm et de largeur l = 4 mm. Nous constatons encore
une fois une de´croissance rapide pre`s des bords (L/8 ≈ 7 mm). Par ailleurs, on peut remarquer que
les distorsions des e´quipotentielles duˆes a` la pre´sence de billes charge´es sont importantes et rendent
illusoire tout calcul analytique exact de cette force de re´pulsion.
I.4 Conclusion
Le dispositif expe´rimental pre´sente´ ici permet d’e´tudier la SFD de particules dans des syste`mes
pe´riodiques ou en pre´sence d’un potentiel de confinement longitudinal. Il pre´sente l’avantage de pouvoir
controˆler la tempe´rature effective du syste`me ainsi que l’intensite´ des interactions entre particules. Les
forces s’exerc¸ant au sein du syste`me ont e´te´ pour la plupart caracte´rise´es. La force d’interaction entre
les particules est de type e´lectrostatique e´crante´e, son expression analytique est connue et a` e´te´ ve´rifie´e
dans des e´tudes pre´alables. La force de confinement transverse correspond quant a` elle a` un potentiel
quadratique. En revanche, la force de confinement longitudinale est moins bien de´finie. Nous avons
toutefois pu estimer son comportement par plusieurs me´thodes. Nous en retiendrons sa de´croissance
rapide et l’existence d’une longueur caracte´ristique de de´croissance.
Chapitre II
Simulations nume´riques
Dans ce chapitre, nous de´crivons en de´tail les me´thodes nume´riques que nous avons mises au point
et utilise´es pour les syste`mes pe´riodiques et les syste`mes avec des conditions aux limites re´pulsives.
Rappelons que nous avons fait en sorte d’utiliser des interactions similaires a` celles de notre dispositif
expe´rimental afin de pouvoir comparer les re´sultats obtenus nume´riquement et expe´rimentalement.
Nous avons en effet conside´re´ ces simulations comme un prolongement de nos re´sultats expe´rimentaux,
nous permettant de faire varier des parame`tre hors de porte´e expe´rimentalement tels que le coefficient
de dissipation, ou encore de controˆler inde´pendamment les forces de confinement longitudinale et
transverse s’exerc¸ant dans les syste`mes avec des conditions aux limites re´pulsives.
II.1 Mise en e´quation
x
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Figure II.1 – Sche´ma des diffe´rentes axes du syste`me pour les syste`mes pe´riodiques et les
syste`mes avec des conditions aux limites re´pulsives
Nos re´sultats nume´riques ont e´te´ obtenus graˆce a` un code de dynamique mole´culaire permettant
d’inte´grer les e´quations diffe´rentielles du mouvement des particules. On conside`re ici que les particules
sont ponctuelles, de masse m et diffusent dans le plan xy sous l’influence d’un bain thermique a`
la tempe´rature T . Comme dans les expe´riences, on conside`re que les particules sont plaque´es sur
l’e´lectrode infe´rieure sous l’effet de la gravite´ et gardent une altitude z constante. Pour un syste`me de
N particules, on doit donc inte´grer nume´riquement un syste`me de 2N e´quations.
Si l’on note ri(t) la position de la particule i au cours du temps, son mouvement est de´crit par
l’e´quation de Langevin suivante :
mr¨i = Fdiss(r˙i) +
∑
j 6=i
Fint(rij) + F
‖
c
(xi) + F
⊥
c
(yi) + µi(t) (II.1)
ou` Fdiss de´signe la force de dissipation, Fint la force d’interaction entre les particules, F
⊥
c
la force de
confinement longitudinale, F⊥
c
la force de confinement transverse et µi une force ale´atoire repre´sentant
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les interactions entre la particule et celles du bain thermique. En projetant sur les axes x et y, on
obtient :
mx¨i =
∑
j 6=i
Fint(rij).ex + F
‖
c (xi) + Fdiss(x˙i) + µ
x
i (t) (II.2)
my¨i =
∑
j 6=i
Fint(rij).ey + F
⊥
c (yi) + Fdiss(y˙i) + µ
y
i (t) (II.3)
Notons que dans le cas des syste`mes pe´riodiques, il n’y a pas de confinement longitudinal et F⊥c = 0.
II.2 Forces pre´sentes dans le syste`me
II.2.1 Force d’interaction entre particules
Nous avons choisi de reprendre le meˆme potentiel d’interaction que dans notre syste`me expe´rimen-
tal, soit
Uint(rij) = E0K0(rij/λ0) (II.4)
la force d’interaction est donc donne´ par Fint(rij) = −∇Uint(rij), soit
Fint(rij) =
E0
λ0
K1(rij/λ0)
rij
rij
(II.5)
L’utilisation d’une fonction de Bessel K1 peut se faire directement en C ou C++ graˆce a` certaines
bibliothe`ques mais cela ralentit notablement le temps de calcul. Dans notre code, nous utiliserons
donc une fonction K˜1(r/λ0) qui pre´sente les meˆmes comportements asymptotiques que la fonction de
Bessel K1, soit
K˜1(r/λ0) −→
r→0
λ0
r
+ b
r
λ0
+ c
r
λ0
ln(
r
λ0
) (II.6)
K˜1(r/λ0) −→
r→+∞
√
πλ0
2r
e−r/λ0
(
1 +
aλ0
r
)
+ d (II.7)
ou` a, b, c et d sont des constantes. De plus, on rajoute e´galement un cutoff dcut afin de ne pas calculer
les forces d’interactions lorsque celles-ci sont ne´gligeables car les particules trop e´loigne´es. On va donc
poser
K˜1(r/λ0 > dcut) = 0 (II.8)
Finalement, on obtient le syste`me d’e´quations suivant :
K˜1(r/λ0) =
λ0
r
+ b
r
λ0
+ c
r
λ0
ln(
r
λ0
) pour r/λ0 < d
∗
K˜1(r/λ0) =
√
πλ0
2r
e−r/λ0
(
1 +
aλ0
r
)
+ d pour d∗ < r/λ0 < dcut
K˜1(r/λ0) = 0 pour r/λ0 > dcut
(II.9)
sachant que la continuite´ nous impose deux conditions supple´mentaires
1
d∗
+ bd∗ + cd∗ ln(d∗) =
√
π
2d∗
e−d
∗
(
1 +
a
d∗
)
+ d (II.10)√
π
2dcut
e−dcut
(
1 +
a
dcut
)
+ d = 0 (II.11)
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On a donc six parame`tres pour cinq e´quations, soit un seul parame`tre libre. Nous avons fait le choix de
fixer d∗ = 1, ce qui nous impose les valeurs des autres parame`tres 1. La figure II.2 compare la fonction
de Bessel K1 a` notre approximation K˜1 et on voit que l’accord est excellent.
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Figure II.2 – Comparaison entre la fonction de Bessel K1 (trait noir e´pais) et notre approxi-
mation K˜1 donne´e par les e´quations II.9 (pointille´s verts et orange)
II.2.2 Bain thermique
Dans le formalisme de Langevin, l’action du bain thermique sur une particule est mode´lise´e par
deux forces : une force de dissipation visqueuse Fdiss et une force ale´atoire µi(t). La force de dissipation
visqueuse est proportionnelle a` la vitesse de la particule et vaut
Fdiss(r˙i) = −mγr˙i (II.12)
avec mγ le coefficient de dissipation visqueuse, m la masse de la particule et γ−1 le temps caracte´ris-
tique de dissipation visqueuse. La force ale´atoire µi(t) a` quant a` elle les proprie´te´s suivantes :
〈µxi (t)〉 = 〈µyi (t)〉 = 0 (II.13)
〈µxi (t)µyi (t′)〉 = 0 (II.14)
〈µxi (t)µxj (t′)〉 = 〈µyi (t)µyj (t′)〉 = 2kBTmγδ(t− t′)δij (II.15)
ou` kB est la constante de Boltzmann et T la tempe´rature du syste`me. Ces deux parame`tres sont
caracte´ristiques d’un bain thermique donne´ et relie´s au coefficient de diffusion D0 d’une particule par
la relation d’Einstein
D0 =
kBT
mγ
(II.16)
Les e´quations II.13, II.14 et II.15 de´crivent un processus Markovien continu [83]. Ne´anmoins, l’inte´gra-
tion nume´rique des e´quations du mouvement suppose une discre´tisation du pas de temps de longueur
δt. Il est donc ne´cessaire de trouver un algorithme discret respectant les caracte´ristiques d’un procesus
1. En re´solvant le syste`me d’e´quations ci-dessus, on trouve dcut = 30, a = 0.305462, b = −0.398093, c = 0.354393 et
d = −2.16304×10−14. On notera que la constante d aurait pu eˆtre totalement ne´glige´e vu sa tre`s faible valeur. Introduire
un cutoff permet donc de gagner efficacement du temps de calcul sans pour autant ne´gliger de force importante.
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Markovien continu, afin de simuler le bruit thermique. Gillespie a montre´ que si l’on tient compte
des proprie´te´s du bruit thermique, l’action du bain thermique sur la vitesse d’une particule s’exprime
ne´cessairement par l’algorithme suivant [32] 2 :
x˙n+1i − x˙ni = −γx˙ni δt︸ ︷︷ ︸
Fdiss
+
√
D0Nδt(n, x, i)
√
δt︸ ︷︷ ︸
µi
(II.17)
x˙ni de´signe la vitesse de la particule i au pas de temps n, soit x˙
n
i = x˙(tn) = x˙(nδt). Nδt(n, x, i)
correspond quant a` lui a` un nombre ale´atoire compris entre 0 et 1 et ge´ne´re´ a` partir d’une distribution
gaussienne. On tirera un nombre ale´atoire pour chaque pas de temps n, chaque direction de l’espace
(x ou y) et chaque particule i. La me´thode que nous avons utilise´e pour ge´ne´rer ce nombre ale´atoire
est de´taille´e dans l’annexe B.
II.2.3 Confinement transverse et longitudinal
Pour que les particules restent ordonne´es selon la direction x, il est ne´cessaire de les confiner
par un potentiel transverse U⊥c . Dans toutes nos simulations, nous avons choisi, par analogie avec le
dispositif expe´rimental, d’utiliser un potentiel de confinement transverse quadratique U⊥c (yi) = βy
2
i ,
ce qui correspond donc a` une force de confinement line´aire donne´e par
F⊥
c
(yi) = −βyiey (II.18)
Nous faisons varier l’amplitude du confinement transverse en changeant la valeur de β.
Lorsque l’on e´tudiera la diffusion de particules dans une boˆıte de dimension finie, il sera e´galement
ne´cessaire de rajouter un confinement longitudinal au syste`me. Nous avons choisi le potentiel U
‖
c
valant :
U‖c (xi) = Ew
√
π
2
[
e−xi/λw
√
λw
xi
+ e−(L−xi)/λw
√
λw
L− xi
]
(II.19)
Le confinement a donc deux proprie´te´s caracte´ristiques : λw qui correspond a` son extension et Ew
qui correspond a` son amplitude. En pratique, on de´finira l’intensite´ du confinement Ew par rapport a`
l’intensite´ de la force inter-particule E0. La force de confinement correspondante est la suivante :
F‖
c
(xi) =
Ew
λw
[√
λwπ
2xi
e−xi/λw
(
λw
2xi
+ 1
)
−
√
λwπ
2(L− xi)e
−(L−xi)/λw
(
λw
2(L− xi) + 1
)]
ex (II.20)
La figure II.3 repre´sente le potentiel U
‖
c pour diffe´rentes valeurs de λw et Ew. Notons que la
forme du potentiel de confinement longitudinal nume´rique est tre`s proche de celle du confinement
longitudinal expe´rimental de´crit au chapitre pre´ce´dent pour certaines valeurs de (λw, Ew). On peut
ainsi espe´rer obtenir des re´sultats comparables a` ceux de notre expe´rience.
2. Plus pre´cise´ment, cet algorithme permet d’inte´grer nume´riquement tout processus d’Ornstein-Uhlenbeck, qui est
un proce´de´ Markovien continu particulier
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Figure II.3 – Potentiel de confinement longitudinal U⊥c (x) pour une boˆıte de taille L = 60 mm
avec (λw, Ew) = (0.48 mm, 0.1E0) (rouge) ,(λw, Uw) = (4 mm, 0.1E0) (bleu),(λw, Uw) =
(15 mm, 0.1E0) (vert) et (λw, Uw) = (15 mm, 0.05E0) (violet)
II.3 Algorithme de Verlet et pas d’inte´gration
L’inte´gration nume´rique est base´e sur l’algorithme de Verlet : a` chaque instant tn+1 = (n + 1)δt,
on calcule les nouvelles positions (xn+1i , y
n+1
i ) et vitesses (x˙
n+1
i , y˙
n+1
i ) de la i-e`me particule a` partir
des positions et des vitesses des particules a` l’instant d’avant tn = nδt, graˆce aux formules suivantes
(explique´es en Annexe B) :
x˙n+1i = x˙
n
i +
∑
F(i, tn).ex
m
δt y˙n+1i = y˙
n
i +
∑
F(i, tn).ey
m
δt (II.21)
xn+1i = x
n
i + x˙
n+1
i δt y
n+1
i = y
n
i + y˙
n+1
i δt (II.22)
ou`
∑
F(i, tn) correspond a` la somme des forces s’exerc¸ant sur la particule i a` l’instant tn. On obtient
donc, pour les positions et les vitesses projete´es sur l’axe x :
x˙n+1i = x˙
n
i +
F⊥c (xni ) + Fdiss(x˙ni ) +∑
j 6=i
Fint(r
n
ij).ex
 δt+√D0Nδt(n, x, i)√δt
xn+1i = x
n
i + x˙
n+1
i δt
(II.23)
et pour l’axe y :
y˙n+1i = y˙
n
i +
F⊥c (yni ) + Fdiss(y˙ni ) +∑
j 6=i
Fint(rij).ey
 δt+√D0Nδt(n, x, i)√δt
yn+1i = y
n
i + y˙
n+1
i δt
(II.24)
Pour que cet algorithme soit valable, il est ne´cessaire de choisir un pas de temps δt infe´rieur a` tous
les temps caracte´ristiques du syste`me. Il faut donc conside´rer les temps caracte´ristiques associe´s
• aux interactions, τint = 2π/
√
U ′′int[1/(λ0ρ)]/(λ
2
0m)
• a` la dissipation, τdiss = 1/γ
• au confinement transverse, τ⊥c = 2π/
√
U⊥′′c /m = 2π/
√
β/m
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• au confinement longitudinal (s’il existe), τ‖c = 2π/
√
U
‖′′
c [xmin/λw]/(λ2wm)
xmin de´signe la position de la premie`re particule qui est celle ressentant la force de confinement
longitudinale la plus forte. Dans nos simulations, les parame`tres varient sur des gammes telles que les
valeurs minimales des temps caracte´ristique valent
• τint = 2π/
√
U ′′int[60/(0.48× 35)]/((0.48× 10−3)2 × 2.15× 10−6) ≈ 1.4× 10−2 s
• τdiss = 1/60 ≈ 1.7× 10−2 s
• τ⊥c = 2π/
√
7.74/(2.15× 10−6) ≈ 3.3× 10−3 s
• τ‖c = 2π/
√
U
‖′′
c [0.32/0.48]/((0.48× 10−3)2 × 2.15× 10−6) ≈ 0.5 s
Pour la majorite´ de nos simulations, on choisira un pas de temps δt = 10−3 s−1, bien infe´rieur a` tous
les temps caracte´ristiques que l’on vient d’e´voquer.
II.4 Phase de thermalisation et “trempe” du syste`me
Dans toutes nos simulations, les particules sont initialement re´parties uniforme´ment dans le canal
de longueur L. A t = 0, elles commencent a` ressentir l’action des forces du syste`me. On doit donc
laisser le syste`me e´voluer pendant un certain temps avant de s’inte´resser au mouvement des particules
pour lui laisser le temps d’atteindre son e´tat d’e´quilibre stationnaire. Par conse´quent, on ne commen-
cera a` enregistrer les positions des particules qu’apre`s une phase de thermalisation de dure´e τtherm.
Cette dure´e est variable : les syste`mes pe´riodiques dont les positions d’e´quilibre sont e´quire´parties
n’ont pas besoin de longtemps pour se thermaliser, ce qui n’est pas le cas des syste`mes avec un confi-
nement longitudinal pour lesquels il faudra attendre plus longtemps pour atteindre l’e´tat d’e´quilibre
stationnaire. D’une manie`re ge´ne´rale, plus la configuration d’e´quilibre est“e´loigne´e”de la configuration
e´quire´partie, plus la phase de thermalisation sera longue.
Therm alisation
haute T
Therm alisation
basse T Ecriture des trajectoires
ΤHT Τtherm
Trempe
Figure II.4 – Sche´ma des diffe´rentes phases d’une simulation nume´rique a` basse tempe´rature.
Lorsque l’on s’inte´resse a` des syste`mes a` basse tempe´rature, on effectuera une phase de thermali-
sation a` haute tempe´rature d’une dure´e τHT pour que le syste`me atteigne sa configuration d’e´quilibre
puis on effectuera une “trempe”. Ainsi, le syste`me est porte´e a` haute tempe´rature pour 0 ≤ t < τHT
(typiquement T ≈ 1011 K), puis refroidi brutalement a` t = τHT . Nous effectuons alors a` nouveau une
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phase de thermalisation, a` basse tempe´rature cette fois, pour laisser le temps au syste`me de dissiper
les fortes fluctuations thermiques induites par la premie`re thermalisation. Ces diffe´rentes phases sont
sche´matise´es sur la figure II.4.
Ce proce´de´ est essentiel car le syste`me ne part pas de sa configuration d’e´quilibre au temps t = 0 et
par conse´quent, il est possible qu’il se bloque dans un e´tat me´tastable dont il ne pourra s’e´chapper si
les fluctuations thermiques sont trop faibles. Le roˆle de la thermalisation a` haute tempe´rature est donc
de fournir aux particules une e´nergie thermique qui leur permette de sortir de ces e´tats me´tastables
et d’atteindre l’e´tat fondamental. La figure II.5 repre´sente les positions d’e´quilibre d’un syste`me dans
la configuration zig-zag 3, avec ou sans la phase de thermalisation haute tempe´rature initiale. On voit
que celle-ci est essentielle pour atteindre l’e´tat fondamental a` basse tempe´rature.
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Figure II.5 – Positions d’e´quilibre 〈y〉 en fonction de 〈x〉 en mm pour deux simulations nume´-
riques a` T = 102 K. a) Simulation nume´rique sans phase de thermalisation haute tempe´rature. b)
Simulation nume´rique avec une phase de thermalisation haute tempe´rature. Le syste`me n’atteint
l’e´tat fondamentale que dans le cas b).
II.5 Syste`mes pe´riodiques : effets de courbure ?
Nous avons vu dans le chapitre pre´ce´dent que les syste`mes re´els les plus proches des syste`mes
infinis sont les syste`mes pe´riodiques et que les seuls syste`mes pe´riodiques que nous pouvons e´tudier
expe´rimentalement sont les syste`mes en anneaux. On peut ne´anmoins se demander si la courbure de
ces syste`mes n’est pas une source d’erreur pour nos re´sultats. Nume´riquement, il est possible d’obtenir
des syste`mes pe´riodiques line´aires et d’e´liminer ainsi tout effet de courbure. Nous avons donc ve´rifie´
au pre´alable que dans les conditions de l’expe´rience, la courbure ne joue aucun roˆle. On peut voir sur
les figures II.6 a) et b) que les courbes de variance obtenues dans un syste`me line´aire pe´riodique de
longueur L = 60 mm et dans un syste`me circulaire de pe´rime`tre 2πR = 60 mm a` densite´ identique
ρ ≈ 533 m−1 sont rigoureusement identiques, quelle que soit la valeur de la dissipation γ. Ceci est du
au fait que le rayon de courbure du confinement circulaire est bien supe´rieur a` l’inverse de la densite´ :
R ≫ 1/ρ. La figure II.6 c) pre´sente elle aussi des courbes superposables car ce crite`re est satisfait
bien que l’on ait diminue´ la taille du syste`me. En revanche, si l’on diminue maintenant la densite´ du
syste`me et que R < 1/ρ, on voit sur la figure II.6 d) que des diffe´rences apparaissent entre les deux
syste`mes. Puisque nous travaillerons toujours sur des syste`mes pour lesquels R ≫ 1/ρ, nous nous
limiterons a` l’e´tude de syste`mes pe´riodiques line´aires.
3. Nous reviendrons en de´tails sur ces configurations dans le chapitre V.
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Figure II.6 – De´placement quadratique moyen orthoradial en fonction du temps en e´chelle
logarithmique. La courbe rouge correspond a` une simulation nume´rique line´aire boucle´e dans
laquelle les particules sont confine´es dans une boˆıte de taille L. La variance est donc donne´e
par 〈∆x2(t)〉. La courbe noire correspond a` une simulation nume´rique circulaire dans laquelle
les particules sont confine´es dans un anneau de rayon R = L/(2π). La variance est donc e´gale
a` R2〈∆θ2(t)〉. a) 32 particules, L = 60 mm, R = 60/(2π) mm et γ = 1 s−1. b) 10 particules,
L = 60 mm et R = 60/(2π) mm et γ = 10 s−1. c) 8 particules, L = 7.5 mm et R = 7.5/(2π) mm
et γ = 1 s−1. d) 4 particules, L = 7.5 mm et R = 7.5/(2π) mm et γ = 1 s−1.
II.6 Syste`mes avec confinement longitudinal : moyennes et
nombre de re´alisations
Pour eˆtre fiables et reproductibles, nos re´sultats doivent eˆtre suffisamment moyenne´s. Comme pour
nos donne´es expe´rimentales, nous moyennerons sur les positions initiales car nous nous inte´ressons a` un
e´tat stationnaire. Les parenthe`ses 〈.〉 de´signent donc le meˆme type de moyenne que pour nos donne´es
expe´rimentales. Dans le cas des syste`mes pe´riodiques, elles de´signent une moyenne sur les positions
initiales et sur les particules de la chaˆıne. Ces deux moyennes sont suffisantes pour obtenir des re´sultats
toujours reproductibles entre simulations identiques. En revanche, dans le cas des syste`mes avec un
confinement longitudinal, on ne moyenne que sur les positions initiales. Or, nous avons vu dans le
chapitre pre´ce´dent qu’avec ce proce´de´, les donne´es sont moins bien moyenne´es pour les temps longs.
Il en re´sulte des proble`mes de reproductibilite´ en ce qui concerne la dynamique des particules aux
temps longs. Ainsi, la variance des particules sature aux temps longs a` des valeurs qui peuvent varier
d’une simulation a` l’autre. Il est donc ne´cessaire d’effectuer e´galement une moyenne d’ensemble sur
un certain nombre de re´alisations qu’il nous reste a` e´valuer.
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Pour cela, on peut s’aider de deux proprie´te´s du syste`me :
• le syste`me e´tant syme´trique par rapport au centre du canal L/2, nous devrions obtenir des
distributions syme´triques elles-aussi.
• les valeurs de saturation sont inde´pendantes de la dissipation car γ ne controˆle que la dynamique
du syste`me et ne doit donc pas influencer 〈∆2i (t)〉 aux temps longs 4.
Nous avons donc mesure´ les valeurs de saturation de la variance pour diffe´rentes valeurs de γ et
moyenne´ celles-ci sur plusieurs re´alisations jusqu’a` ce qu’elles re´pondent aux deux crite`res ci-dessus.
Nous obtenons ainsi le nombre de simulations a` re´aliser pour que nos re´sultats soient fiables. Ces
re´sultats sont pre´sente´s sur la figure II.7. Pour obtenir des distributions de valeurs de saturation
syme´triques, nous voyons qu’il est ne´cessaire de moyenner sur 10 re´alisations pour γ = 1 et 5 s−1 et
sur 30 re´alisations pour γ = 20 s−1. Ces moyennes permettent e´galement d’obtenir des distributions
identiques pour les diffe´rentes valeurs de dissipation que nous avons choisies. La figure II.7 pre´sente
e´galement deux exemples de distributions non ou pas assez moyenne´es. On peut remarquer que les
billes centrales sont celles qui pre´sentent les plus grandes fluctuations de valeurs de saturation et qui
ne´cessitent donc un plus grand moyennage. Nous donnerons des arguments permettant d’expliquer
pourquoi certaines billes ou valeurs de γ doivent eˆtre plus moyenne´es que d’autres dans le chapitre IV,
dans la partie consacre´e a` notre mode`le the´orique.
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Figure II.7 – Valeurs de saturation de 〈∆x2i (∞)〉 en mm2 en fonction de la position de la
particule i pour un syste`me de 33 particules confine´es par un potentiel longitudinal tel que λw =
8.25d¯ et Ew = 0.1E0 . (ronds bleus) γ = 1 s
−1 et moyenne sur 10 re´alisations ; (carre´s rouges)
γ = 5 s−1 et moyenne sur 10 re´alisations ; (triangles verts) γ = 20 s−1 et une moyenne sur 30
re´alisations. Les losanges noirs vides correspondent aux valeurs non moyenne´es pour le meˆme
syste`me ; Les triangles oranges vides correspondent a` une moyenne sur 4 re´alisations.
4. On peut voir dans le calcul en Annexe A que l’expression de la variance d’une particule diffusant dans un puits
de potentiel quadratique est inde´pendante de la dissipation lorsque t→∞.
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II.7 Conclusion
Nous avons pre´sente´ ici un code de dynamique mole´culaire permettant d’e´tudier le mouvement de
particules browniennes confine´es dans des syste`mes pe´riodiques ou de taille finie. Les forces d’interac-
tion de nos simulations sont identiques ou proches des forces de notre dispositif expe´rimental afin que
l’on puisse comparer nos re´sultats nume´riques et expe´rimentaux. De plus, il sera possible nume´rique-
ment de controˆler certains parame`tres non accessibles expe´rimentalement, comme la dissipation. Nous
verrons e´galement que le fait de controˆler pre´cise´ment les forces de confinement sera tre`s important
pour l’e´tude des syste`mes avec des conditions aux limites re´pulsives.
Deuxie`me partie
Diffusion longitudinale
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Chapitre III
Diffusion en ligne dans les syste`mes
pe´riodiques
Dans ce chapitre, nous allons nous inte´resser aux syste`mes quasi uni-dimensionnels pe´riodiques.
Avec cette ge´ome´trie, les particules se re´partissent de manie`re homoge`ne dans le syste`me. Celui-ci
est donc invariant par translation et les particules peuvent eˆtre conside´re´es comme indiscernables.
Ainsi, tant que les effets de taille finie ne se font pas sentir, on peut conside´rer que les syste`mes
pe´riodiques sont e´quivalents aux syste`mes infinis avec lesquels ils partagent l’invariance par translation
et l’e´quire´partition. Les re´sultats obtenus avec des syste`mes pe´riodiques peuvent donc eˆtre directement
confronte´s aux the´ories existantes qui se placent a` la limite thermodynamique.
Nous pre´senterons dans un premier temps nos re´sultats expe´rimentaux et nume´riques puis, nous
de´taillerons notre mode`le analytique base´ sur les modes propres de vibration du syste`me. Nous verrons
que ces modes collectifs permettent de rendre compte parfaitement de la diffusion en ligne de particules
en interaction. Ces re´sultats reprennent les publications [14, 21].
III.1 Etat des lieux
III.1.1 Cas des interactions “sphe`res dures”
Il existe un grand nombre de mode`les analytiques de´crivant la diffusion en ligne de particules
interagissant via des interactions de type “sphe`res dures” (“Hard-Core”). Aux temps longs, tous ces
mode`les s’accordent sur le fait que pour des syste`mes infinis [5, 46, 82, 36, 47, 81, 3], le de´placement
quadratique moyen e´volue en :
〈∆x2(t)〉 = FHC
√
t =
2
ρ
√
D0
π
√
t (III.1)
ou` D0 est le coefficient de diffusion libre donne´ par la relation d’Einstein
D0 =
kBT
mγ
(III.2)
et ρ correspond a` la densite´ du syste`me Ntot/L. En ce qui concerne les syste`mes pe´riodiques, Van
Beijeren et Barkai [82, 5] ont montre´ que ce re´gime sous-diffusif est suivi d’un re´gime line´aire dont le
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coefficient de diffusion DN est donne´ par :
DN =
kBT
mNtotγ
(III.3)
Ce re´gime de diffusion est la signature des effets de taille finie sur le de´placement quadratique moyen
des particules. Il correspond en effet a` la diffusion libre du centre de masse du syste`me et c’est donc
un re´gime de diffusion collective.
Aux temps courts, la variance adopte un comportement balistique [82, 5, 81] en :
〈∆x2(t)〉 = kBT
m
t2 (III.4)
suivi dans le cas de syste`mes a` faible densite´ d’un re´gime de diffusion line´aire ayant lieu avant le re´gime
corre´le´ [81], tel que :
〈∆x2(t)〉 = 2D0t = 2kBT
mγ
t (III.5)
Ces deux derniers comportements sont caracte´ristiques de la diffusion libre d’une particule dans un
bain thermique. En effet pour des interactions “sphe`res dures”, il n’y a aucune diffe´rence entre la
diffusion libre d’une particule et sa diffusion au sein d’une chaˆıne tant que la particule n’est pas entre´e
en collision avec ses voisines. Par conse´quent, on retrouve les lois d’e´chelle usuelles de la diffusion
line´aire aux temps courts, de`s lors que le syste`me est suffisamment dilue´.
III.1.2 Cas des interactions a` longue porte´e
Il n’existe que tre`s peu d’e´tudes analytiques consacre´es aux syste`mes en interaction longue porte´e.
En particulier, aucune d’entre elles n’est consacre´e aux syste`mes pe´riodiques. Il a e´te´ montre´ que pour
les syste`mes infinis, la mobilite´ Fs peut s’exprimer en fonction d’un coefficient de diffusion effectif
Deff [43, 53, 67] :
Fs =
S(0, 0)
ρ
√
Deff/π avec Deff =
D0
S(0, 0)
(III.6)
ou` S(0, 0) est le facteur de structure statique du syste`me. Il est important de noter que cette formule
a e´te´ obtenue en partant de l’e´quation de Langevin suramortie dans laquelle on ne´glige totalement
le terme inertiel. Il est possible d’exprimer la mobilite´ en fonction de la compressibilite´ isotherme du
syste`me κT car celle-ci est relie´e au facteur de structure statique [64] :
S(0, 0) = ρkBTκT (III.7)
ce qui nous permet d’obtenir :
Fs =
2
ρ
√
D0ρkBTκT
π
(III.8)
Exprimons maintenant Fs en fonction des parame`tres de controˆle de notre dispositif expe´rimental. Pour
un syste`me unidimensionnel de particules se´pare´es par une distance moyenne 1/ρ, la compressibilite´
isotherme κT peut s’exprimer en fonction du potentiel d’interaction Uint(r) [10] :
κT =
ρ∑
l>0
l2U ′′int
(
l
λ0ρ
) (III.9)
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ce qui nous permet finalement d’obtenir pour la mobilite´ 1 :
Fs = 2
 D0kBT
π
∑
l>0
l2U ′′int
(
l
λ0ρ
)

1/2
(III.10)
Nous devons insister sur le fait que l’expression (III.9) de la compressibilite´ isotherme κT n’est en
the´orie valable qu’a` tempe´rature nulle. Ne´anmoins, on pourra tout de meˆme l’utiliser pour de´crire
notre syste`me en tre`s bonne approximation lorsque la tempe´rature T est infe´rieure a` sa tempe´rature
de fusion [41]. Pour re´sumer, la formule (III.8) n’est en principe valable que pour des syste`mes :
• infinis
• dont l’inertie est ne´gligeable
• pour des tempe´ratures infe´rieures a` la tempe´rature de fusion
Aux temps courts, on peut s’attendre a` observer le meˆme re´gime balistique que pour les syste`mes
de “sphe`res dures” puisque que ce re´gime est inde´pendant des interactions entre particules. De meˆme,
pour des syste`mes suffisamment dilue´s, on devrait retrouver une diffusion line´aire en 2D0t, tant que
les particules ne ressentent pas l’influence de leurs voisines.
Du point de vue expe´rimental, le re´gime sous-diffusif en
√
t a e´te´ observe´ pour la diffusion de
collo¨ıdes dans des mate´riaux poreux comme les ze´olithes [12, 33, 34], de charges le long de chaˆıne de
polyme`res [85], de vortex dans les supraconducteurs en bandes [42] ou de collo¨ıdes dans des nanodis-
positifs [19, 37, 38, 44, 48, 49, 86] ou dans des pie`ges optiques [55, 54]. Lutz et collaborateurs [55, 54]
sont les seuls a` avoir pu mesurer des valeurs des mobilite´s pour des interactions a` longue porte´e.
Ne´anmoins, la tempe´rature et la force d’interaction entre les particules ne sont pas des parame`tres
de controˆle de leur syste`me et leurs donne´es ne permettent donc pas de de´terminer l’influence de ces
parame`tres sur la diffusion.
Les autres re´gimes de diffusion pre´dits pour la SFD de “sphe`res dures” n’ont a` notre connaissance
jamais e´te´ observe´s pour des chaˆınes de particules en interactions a` longue porte´e. Ainsi, aucune
expe´rience n’a permis de distinguer clairement un re´gime balistique aux temps courts ou un re´gime
line´aire aux temps longs. En revanche, les expe´riences de Lin et collaborateurs sur la SFD de collo¨ıdes
permettent d’observer le re´gime de diffusion line´aire en 2D0t pre´ce´dant le re´gime corre´le´ [48, 49].
III.2 Re´sultats expe´rimentaux
Dans cette section, nous pre´sentons les re´sultats expe´rimentaux que nous avons obtenus pour un
ensemble de billes me´talliques charge´es confine´es dans un cadre annulaire 2. Rappelons que l’intensite´
des interactions entre particules est caracte´rise´e par Γ = Uint(1/ρ)/(kBT ). Nous nous inte´resserons
tout d’abord aux positions d’e´quilibre des particules et a` leurs histogrammes de positions. Nous met-
trons ensuite l’accent sur la dynamique des billes et de´crirons les diffe´rents re´gimes de diffusion qui
peuvent eˆtre observe´s dans cette configuration. Ces re´sultats expe´rimentaux ont fait l’objet d’une
publication [14].
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Figure III.1 – Positions d’e´quilibre 〈x〉 et 〈y〉 en mm. A gauche : syste`me de 16 billes dans
un anneau de rayon inte´rieur Rint = 3 mm et de rayon exte´rieur Rext = 5 mm pour Γ ≈ 25.
A droite : syste`me de 37 billes dans un anneau de rayon inte´rieur Rint = 8 mm et de rayon
exte´rieur Rext = 10 mm pour Γ ≈ 20.
III.2.1 Positions d’e´quilibre et histogrammes
Les billes se re´partissent de manie`re homoge`ne dans le cadre de confinement, comme on peut le
voir sur la figure III.1. Les densite´s moyennes ρ seront choisies suffisamment grandes pour que les billes
soient toujours e´quire´parties, quelle que soit la tension V a` laquelle on porte le condensateur 3. Changer
Γ a` densite´ constante n’aura donc aucun effet sur les positions d’e´quilibre dans nos expe´riences. Nous
n’avons jamais travaille´ sur des syste`mes expe´rimentaux tre`s dilue´s. Autour des positions d’e´quilibre,
les histogrammes de positions P (∆x) des particules sont gaussiens, comme on peut le voir sur la
figure III.2.
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Figure III.2 – Histogramme de position P (∆x) moyenne´ sur les positions de 3 particules diffe´-
rentes pour une chaˆıne boucle´e de 32 particules. La courbe noire en pointille´s est une gaussienne.
1. Dans la majorite´ des cas, il suffit de ne conserver que le premier terme de la somme sur l’indice l.
2. Les de´tails concernant ce dispositif se trouvent dans la section I.
3. Il peut toutefois exister des he´te´roge´ne´ite´s de densite´s dans notre syste`me, ge´ne´ralement imputables aux de´fauts
d’horizontalite´ du condensateur. Ne´anmois, la distance interparticule locale 1/ρi ne diffe`re jamais de la distance interpar-
ticule moyenne 1/ρ de plus de 15%. Ainsi, si l’on de´finit 1/ρi telle que 1/ρi = 〈
√
(xi+1(t)− xi(t))2 + (yi+1(t)− yi(t))2〉,
on a ∀i |(ρi − ρ)/ρ| < 15%.
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Puisque toutes les billes se trouvent dans la meˆme situation, elles sont indiscernables et le syste`me
est invariant par translation. Dans tous les re´sultats qui suivent, nous ne pre´senterons donc les re´sul-
tats obtenus que pour une seule particule 4. Cette indiscernabilite´ nous permet de plus de moyenner
e´galement nos re´sultats sur le nombre de particules, chaque particule pouvant eˆtre vue comme la
re´alisation d’une expe´rience particulie`re.
III.2.2 Evolution de la variance orthoradiale des particules en fonction du
temps
Figure III.3 – De´placement quadratique moyen orthoradial R2〈∆θ2(t)〉 en fonction du temps
en e´chelle logarithmique pour une chaˆıne de 37 billes dans un anneau de rayon 9 mm, a` T =
9.72 × 1011 K et pour Γ ≈ 18.5 (courbe bleue), 22.8 (courbe noire), 27.7 (courbe rouge), 32.9
(courbe verte), 38.6 (courbe rose) et 44.8 (courbe orange). Toutes les courbes ont e´te´ de´cale´es
d’un facteur constant pour permettre une meilleure observation des lois d’e´chelles. Les droites
de couleur sont de pente 1/2 et nous permettent de de´terminer les valeurs des mobilite´s Fs pour
chaque valeur de Γ. Figure en insertion : meˆmes courbes non de´cale´es. La ligne noire est de
pente 1.
La figure III.3 repre´sente l’e´volution du de´placement quadratique moyen orthoradial d’une particule
au cours du temps pour ρ = 654 m−1, T = 9.72×1011 K et une valeur de Γ comprise entre 18.5 et 44.8.
En e´chelle logarithmique, on voit clairement apparaˆıtre deux re´gimes de diffusion diffe´rents, quelle que
soit la valeur de Γ.
Dans un premier temps, les variances R2〈∆θ2(t)〉 sont superposables. On le voit sur la figure en
insertion repre´sentant les courbes non de´cale´es. Ce re´gime est donc inde´pendant des interactions entre
particules. Meˆme s’il est difficile de parler de loi d’e´chelle vu la faible quantite´ de points dont on
dispose a` cette e´chelle de temps, il semble que le de´placement quadratique moyen croisse en tα, avec
4. Nous avons ne´anmoins ve´rifie´ syste´matiquement que les re´sultats des autres particules e´taient similaires.
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α compris entre 1 et 2. Ce re´gime pourrait donc correspondre a` la fin du re´gime balistique, ce qui
expliquerait qu’il soit inde´pendant de Γ 5.
Au bout d’un temps qui sera note´ τcorr (environ 100 ms ici), on entre dans un deuxie`me re´gime
caracte´rise´ par une e´volution de la variance en
√
t sur plus d’une de´cade. L’e´volution sous-diffusive
de la variance en
√
t est caracte´ristique de la SFD. Contrairement au re´gime pre´ce´dent, l’e´volution
de la variance de´pend maintenant des interactions entre particules : on peut remarquer sur la figure
en insertion que R2〈∆θ2(t)〉 croˆıt d’autant plus rapidement que Γ est petit. Il s’agit donc bien d’un
re´gime de diffusion corre´le´e, la mobilite´ Fs de´pendant des interactions entre particules. Notons que le
temps τcorr de´pend lui aussi de Γ. On voit ainsi sur la figure en insertion que plus Γ est grand, plus
τcorr est petit.
Pour re´sumer, on n’observe expe´rimentalement que deux re´gimes de diffusion :
• pour t < τcorr, la variance croˆıt en tα avec 1 < α < 2 et est inde´pendante de Γ. Ce comportement
correspond a` la fin du re´gime balistique.
• pour t > τcorr, la variance croˆıt en
√
t, ce qui permet de de´finir la mobilite´ Fs. Celle-ci, ainsi
que le temps τcorr de´pendent des interactions entre particules et ce re´gime correspond a` une
diffusion corre´le´e des particules.
Dans nos expe´riences, nous n’avons donc jamais observe´ le re´gime line´aire pre´ce´dent le re´gime
corre´le´. Les deux re´gimes de´crits sont inde´pendants de la taille du syste`me puisqu’on observe des
variances similaires dans des syste`mes de taille diffe´rente et de densite´ quasiment identique (voir
figure III.4). Ils sont en revanche de´pendant de la densite´. Si les effets de taille finie existent, ils ne
sont donc pas observables aux e´chelles de temps de nos expe´riences.
Figure III.4 – De´placement quadratique moyen orthoradial R2〈∆θ2(t)〉 en mm2 en fonction du
temps en e´chelle logarithmique pour ρ = 477 m−1 et Γ ≈ 5.5 (courbe noire : petit anneau avec
Ntot = 12 billes, courbe bleue : grand anneau avec Ntot = 27 billes) et ρ = 637 m
−1 et Γ ≈ 18
(courbe rouge : petit anneau avec Ntot = 16 billes, courbe verte : grand anneau avec Ntot = 37
billes). Les droites noires sont de pente 1 et 1/2. T = 1.12× 1012 K pour toutes les expe´riences.
5. Nous ne pouvons malheureusement pas le de´crire plus pre´cise´ment expe´rimentalement, le taux d’acquisition de
notre came´ra e´tant trop faible pour obtenir suffisamment de donne´es a` cette e´chelle de temps.
III.2. RE´SULTATS EXPE´RIMENTAUX 55
III.2.3 Mesures de mobilite´s
Le re´gime corre´le´ se maintenant sur une dure´e suffisamment longue, il nous est possible de mesurer
pre´cise´ment les valeurs des mobilite´s Fs. Pour cela, nous trac¸ons en e´chelle logarithmique une droite
d’e´quation y = C
√
t et ajustons la constante C de fac¸on a` ce que la droite vienne se superposer au
de´placement quadratique moyen comme sur la figure III.3. Nous avons ainsi extrait les valeurs des
mobilite´s et de´termine´ leurs principales de´pendances avec l’intensite´ des interactions Γ, la densite´ ρ
et la tempe´rature T .
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Figure III.5 – Mobilite´s Fs en mm
2s−1/2. Carre´s rouges : ρ ≈ 637 m−1. Ronds bleus : ρ ≈
477 m−1. Dans les expe´riences, Ntot = 12, 16, 27 ou 37 particules, Γ ∈ [4.5, 55.2] et T ∈
[9.72, 11.2]× 1011 K. a) Les mobilite´s sont repre´sente´es en fonction de Γ. b) Les mobilite´s sont
repre´sente´es en fonction de 2kBT/
√
κT /πmργ en mm
2.s−1/2. γ est un parame`tre ajustable
valant ici 60 s−1. La droite noire en pointille´s est de pente 1.
c) Mobilite´s Fs en mm
2s−1/2 en fonction de la tempe´rature T en K pour un syste`me de densite´
ρ ≈ 565 m−1 et de 32 particules. A tempe´rature identique, les losanges verts sont obtenus pour
des syste`mes dont la valeur de Γ est infe´rieure aux triangles violets.
On peut ainsi voir sur les figures III.5 a), b) et c) que :
• la mobilite´ de´croˆıt avec l’interaction Γ entre particules.
• la mobilite´ augmente avec la compressibilite´ du syste`me κT .
• la mobilite´ augmente lorsque la densite´ ρ diminue.
• la mobilite´ augmente line´airement avec la tempe´rature.
Il est important de noter que, a` densite´ identique, les mobilite´s sont similaires dans le grand et le
petit anneau. Le re´gime corre´le´ est donc inde´pendant de la taille du syste`me.
Sur la figure III.5 c), les mobilite´s Fs se regroupent autour de la droite d’e´quation Fs = 2kBT
√
κT /πmργ,
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ce qui correspond a` la formule (III.8) 6. Bien que cette expression ait e´te´ calcule´e pour des syste`mes
infinis, il n’est pas e´tonnant de voir qu’elle est aussi valable pour les syste`mes pe´riodiques puisque
nous venons de voir que le re´gime corre´le´ est inde´pendant de la taille du syste`me.
On voit que les mobilite´s pour les densite´s les plus fortes (ρ = 637 m−1) sont le´ge`rement sous-
estime´es d’un facteur 0.9 environ alors que les mobilite´s pour les densite´s les plus faibles (ρ = 477 m−1)
sont le´ge`rement sur-estime´es d’un facteur 1.2. Il est donc impossible de rendre mieux compte des mo-
bilite´s pour ces deux densite´s a` la fois et ce, meˆme en ajustant la valeur du coefficient de dissipation γ.
Puisque γ ou encore la tempe´rature T sont inde´pendants de la densite´ du syste`me, on ne peut expli-
quer ce re´sultat qu’en faisant l’hypothe`se que la valeur de la compressibilite´ κT n’est pas parfaitement
estime´e dans les deux cas. Cela peut provenir d’une approximation dans la de´termination de la force
d’interactions entre particules ou du fait que la compressibilite´ isotherme n’est en the´orie valable qu’a`
T = 0 K.
III.2.4 Temps de corre´lation τcorr
Inte´ressons nous maintenant au temps de corre´lation τcorr marquant l’apparition du re´gime corre´le´.
Le passage au re´gime corre´le´ se faisant continuˆment, il est difficile de mesurer pre´cise´ment sa valeur.
Une des fac¸ons d’obtenir une estimation de τcorr consiste a` diviser le de´placement quadratique moyen
par t. Le temps de transition est ainsi bien marque´ par un pic 7 de la fonction R2〈∆θ2(t)〉/t.
Figure III.6 – Temps de corre´lation τcorr mesure´s expe´rimentalement en s. Symboles ronds :
expe´riences re´alise´es dans le grand anneau de rayon inte´rieur Rint = 8 mm et de rayon exte´rieur
Rext = 10 mm. Symboles carre´s : expe´riences re´alise´es dans le petit anneau de rayon inte´rieur
Rint = 3 mm et de rayon exte´rieur Rext = 5 mm. Ronds verts : ρ ≈ 682 m−1. Carre´s verts :
ρ ≈ 638 m−1. Ronds rouges : ρ ≈ 590 m−1. Carre´s rouges : ρ ≈ 561 m−1. Ronds bleus :
ρ ≈ 496 m−1. Carre´s bleus : ρ ≈ 485 m−1. a) Temps de corre´lation τcorr en fonction de Γ. b)
Temps de corre´lation τcorr en fonction de π
√
κTm/ρ.
6. Pour la figure III.5 b), la droite noire en tirets est de pente 1. L’expression de la mobilite´ Fs ne comporte qu’un
seul parame`tre ajustable, γ, qui a e´te´ ajuste´ a` 60 s−1, ce qui est en bon accord avec les estimations de la dissipation
dans notre dispositif expe´rimental (voir le chapitre I).
7. Cette me´thode tend a` surestimer le´ge`rement la valeur de τcorr car tel que nous l’avons de´fini, ce temps correspond
au moment a` partir duquel 〈∆x2(t)〉 ∝ tα avec α < 2. Notre me´thode nous donnant un pic pour α = 1, il faudrait
retrancher aux valeurs de τcorr mesure´es la dure´e ∆t pendant laquelle 2 < α < 1. Ne´anmoins, e´tant donne´ que la
transition du re´gime balistique au re´gime corre´le´ se fait rapidement et qu’il est de toutes fac¸ons de´licat de mesurer
pre´cise´ment τcorr, on ne´gligera ∆t. Gardons donc a` l’esprit que les valeurs pre´sente´es sont des ordres de grandeurs.
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Nous avons ainsi e´value´ la valeur de τcorr pour plusieurs intensite´s d’interactions inter-particules.
On voit sur la figure III.6 a) qu’a` densite´ donne´e, τcorr est d’autant plus petit que Γ est grand. De
plus, τcorr diminue lorsque la densite´ ρ augmente. Cela signifie que le re´gime corre´le´ se met en place
d’autant plus vite que les particules interagissent plus fortement.
Une autre fac¸on d’e´valuer τcorr est de conside´rer qu’il s’agit du temps ne´cessaire a` une particule
pour “sentir” l’influence de ses voisines. Or, la particule diffuse dans un puits de potentiel effectif
cre´e´ par les interactions avec ses voisines et caracte´rise´ par U ′′int. Le re´gime corre´le´ ne se mettra donc
en place que lorsque la particule aura parcouru la totalite´ de ce puits de potentiel. Le calcul du
de´placement quadratique moyen d’une particule dans un puits quadratique U(x) (Annexe A) nous
apprend que la variance sature a` la valeur kBT/U
′′
int. Par conse´quent, τcorr va correspondre au temps
ne´cessaire pour parcourir cette distance. Aux temps courts, la particule diffuse de manie`re balistique 8
et on aura donc :
kBT
m
τ2corr ∼
kBT
U ′′int(1/ρ)
=⇒ τcorr ∼
√
m
U ′′int(1/ρ)
∼
√
κTm
ρ
(III.12)
Pour une expe´rience re´alise´e a` T = 9.72 × 1011 K avec Γ ≈ 22.8, la formule III.12 nous donne
un temps de corre´lation τcorr =
√
m/U ′′int(1/ρ) ∼ 0.05 s, ce qui est cohe´rent avec la figure III.3 pour
laquelle τcorr vaut environ 0.1 s. La figure III.6 b) repre´sentant τcorr en fonction de π
√
κTm/ρ montre
que les temps de transition expe´rimentaux pre´sentent bien les de´pendances de la formule (III.12).
III.2.5 Conclusion sur les re´sultats expe´rimentaux
Nous avons observe´ expe´rimentalement le re´gime corre´le´ typique de la diffusion en ligne, caracte´rise´
par une e´volution de la variance en
√
t. Nous avons pu mesurer les valeurs de la mobilite´ Fs en
fonction de nos parame`tres de controˆle (tempe´rature T , intensite´ des interactions Γ, densite´ ρ et taille
du syste`me L), ce qui n’avait jusqu’a` pre´sent jamais e´te´ fait expe´rimentalement. Nous avons trouve´
un bon accord avec la formule the´orique (III.8). Nous avons e´galement estime´ la valeur du temps
d’apparition du re´gime sous diffusif τcorr et montre´ que pour les densite´s que nous avons conside´re´es,
τcorr ∼
√
κTm
ρ
Nous n’avons pas observe´ le re´gime collectif caracte´ristique des syste`mes de taille finie aux temps
longs. En effet, la dissipation e´tant relativement importante dans notre syste`me expe´rimental (γ ≈
60 s−1), la diffusion collective se met en place trop tardivement pour qu’elle puisse eˆtre e´tudie´e avec
notre dispositif.
Notre objectif e´tant de proposer un mode`le analytique rendant compte de la SFD dans son en-
semble, il est crucial d’observer et de caracte´riser tous les re´gimes de diffusion qui peuvent apparaˆıtre
8. Si le syste`me est dilue´ et que l’on observe une diffusion libre en 2D0t avant le re´gime corre´le´, τcorr sera donne´
par :
2D0τcorr ∼ kBT
U ′′int(1/ρ)
=⇒ τcorr ∼ mγ
2U ′′int(1/ρ)
∼ mκT γ
2ρ
(III.11)
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dans cette configuration. Pour cette raison, nous avons e´galement effectue´ des simulations nume´riques.
Celles-ci vont nous permettre d’avoir acce`s au re´gime balistique en choisissant un pas de temps suf-
fisamment petit pour re´soudre la dynamique des particules aux temps courts. De plus, il est possible
nume´riquement de changer la valeur du coefficient de dissipation γ. En re´duisant la dissipation, on va
ainsi pouvoir e´tudier le re´gime collectif qui apparaˆıt alors plus rapidement.
III.3 Simulations nume´riques
Nous allons maintenant pre´senter les re´sultats que nous avons obtenus nume´riquement. Nous rap-
pelons que les de´tails concernant les simulations nume´riques sont donne´s dans la section II. Apre`s
avoir compare´ les re´sultats expe´rimentaux et les re´sultats nume´riques et montre´ leur cohe´rence, nous
analyserons ces derniers en nous inte´ressant d’abord aux positions d’e´quilibre des particules, puis a`
leur dynamique [21].
III.3.1 Distributions et positions d’e´quilibre
Les positions d’e´quilibre que l’on obtient par simulation nume´rique sont bien e´quire´parties, comme
on peut le voir sur la figure III.7. Comme nous l’avons de´ja` explique´ dans le chapitre II, nous travaillons
avec des syste`mes line´aires boucle´s artificiellement. On obtient donc des positions d’e´quilibre aligne´es
sur une droite, telles que 〈y〉 = 0. Nume´riquement, la distance interparticule locale ρi = 〈xi+1 − xi〉
ne diffe`re jamais de la distance interparticule moyenne ρ de plus de 0.2%, soit |(ρi − ρ)/ρ| < 0.2%.
10 20 30 40 50 60-0.10
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Figure III.7 – Positions d’e´quilibre 〈x〉 et 〈y〉 en mm pour 32 particules dans un syste`me de
taille L = 60 mm, γ = 20 s−1 et Γ ≈ 10.1.
III.3.2 Evolution de la variance longitudinale des particules en fonction du
temps
Nous nous inte´ressons maintenant a` l’e´volution de la variance longitudinale en fonction du temps
et en fonction des parame`tres de controˆle de notre simulation. On peut de´sormais choisir la taille du
syste`me L plus librement car nous ne sommes plus limite´s par la taille du condensateur. De plus, on
dispose maintenant d’un parame`tre de controˆle supple´mentaire : le coefficient de dissipation γ.
Nous avons dans un premier temps ve´rifie´ que les re´sultats nume´riques sont cohe´rents avec les
re´sultats expe´rimentaux pour des parame`tres identiques. La figure III.8 repre´sente le de´placement
quadratique moyen d’un syste`me de 32 particules, obtenu expe´rimentalement et nume´riquement. Le
coefficient de dissipation γ a e´te´ fixe´ a` 60 s−1 dans les simulations, en accord avec nos estimations
lors de l’e´tude des mobilite´s 9. Les re´sultats nume´riques et expe´rimentaux sont tre`s similaires, les deux
9. La tempe´rature permettant aux simulations nume´riques de rendre le mieux compte des re´sultats expe´rimentaux
est supe´rieure a` la tempe´rature que nous mesurons avec notre thermome`tre effectif : Tnum/Texp ∼ 2.5. Cela pourrait
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Figure III.8 – a) De´placement quadratique moyen en mm2 en fonction du temps en s pour
Ntot = 16 particules, L = 25 mm et Γ ≈ 7.9. La courbe rouge est une mesure expe´rimentale
de R2〈∆θ2(t)〉 pour T = 1.12× 1012 K. La courbe bleue est une mesure nume´rique de 〈∆x2(t)〉
pour T = 2.8× 1012 K et γ = 60 s−1
courbes de la figure III.8 e´tant superposables.
Figure III.9 – De´placement quadratique moyen 〈∆x2(t)〉 en mm2 en fonction du temps en
s pour un syste`me de Ntot = 32 particules et une tempe´rature T = 10
12 K. a) γ = 0.1 s−1
et Γ ≈ 14.5. La courbe rouge correspond aux re´sultats nume´riques, la courbe noire au calcul
analytique (formule (III.38)). b) γ = 10 s−1 et Γ ≈ 10.1. La courbe bleue correspond aux re´sultats
nume´riques, la courbe noire au calcul analytique (formule (III.38)). La droite noire en traits
pleins est de pente 2, celle en tirets de pente 1 et celle en pointille´es de pente 0.5.
Lorsqu’on trace l’e´volution temporelle du de´placement quadratique moyen en e´chelle logarithmique,
on voit syste´matiquement apparaˆıtre trois re´gimes de diffusion diffe´rents, quelle que soit la valeur des
parame`tres de controˆle. Ces diffe´rents re´gimes sont mis en e´vidence sur la figure III.9 :
• re´gime I dit “balistique” ( 0 ≤ t ≤ τcorr) : la variance augmente en H1t2.
• re´gime II dit “corre´le´” (τcorr ≤ t ≤ τcoll) : e´volution de 〈∆x2〉 en 2Dt seulement, en Fs
√
t
seulement ou bien en 2Dt puis en Fs
√
t en fonction des parame`tres de la simulation. Le coefficient
D est diffe´rent du coefficient de diffusion libre D0, comme nous allons le voir. τcorr ayant e´te´
de´fini comme le temps d’apparition du re´gime corre´le´, il marque donc la transition entre H1t
2
vouloir dire que nous sous-estimons la tempe´rature de notre dispositif expe´rimental
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et 2Dt ou entre H1t
2 et Fs
√
t.
• re´gime III dit “collectif” (τcoll ≤ t) : 〈∆x2〉 croˆıt en 2DN t avec D0 6= DN 6= D. Nous verrons que
pour certains parame`tres, ce re´gime est parfois pre´ce´de´ d’une e´volution en HN t
2 avec HN 6= H1.
Dans ce cas, on de´finit τlin comme le temps de transition entre 2DN t et HN t
2.
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Figure III.10 – De´placement quadratique moyen 〈∆x2(t)〉 en mm2 en fonction du temps en
s pour une densite´ ρ = 533 m−1. Les parame`tres sont : Ntot = 32, T = 10
12 K, Γ = 6.8 et
γ = 10 s−1. a) Γ = 4.4, 6.8, 9.8 et 13.4 (ronds verts, carre´s rouges, triangles orange et losanges
bleus respectivement). b) T = 1010, 1011, 1012 et 1013 K (ronds verts, carre´s rouges, triangles
orange et losanges bleus respectivement). c) γ = 1 s−1 et Ntot = 4, 16, 64 et 128 (losanges
bleus, carre´s orange, triangles rouges et ronds verts respectivement). d) γ = 0.1, 1, 10 et 60 s−1
(losanges bleus, carre´s rouges, triangles verts et ronds orange respectivement). La ligne droite
correspond a` la formule (III.43), la ligne en pointille´s a` (III.8) et la ligne hachure´e a` (III.5)
pour a), b) et d) et a` (III.48) pour c).
III.3.3 Influence des parame`tres de controˆle sur l’e´volution de la variance
longitudinale
Les figures III.10 a), b), c) et d) repre´sentent l’e´volution temporelle de la variance longitudinale
lorsqu’on fait varier Γ, T , ρ et γ respectivement.
Sur la figure III.10 a), il apparaˆıt que seul le re´gime de diffusion corre´le´ est sensible a` la valeur de
Γ. On peut voir sur la figure en insertion que la mobilite´ diminue lorsque Γ augmente. Pour les re´gimes
balistique et collectif, on obtient des courbes superposables, ce qui signifie que ces re´gimes sont inde´-
pendants des interactions. Cette proprie´te´ du re´gime balistique confirme nos re´sultats expe´rimentaux.
La figure III.10 b) repre´sente 〈∆x2(t)〉 pour diffe´rentes tempe´ratures. Cette fois, on obtient des
courbes semblables mais translate´es en ordonne´es. Cela signifie que les temps de transition entre les
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diffe´rents re´gimes sont inde´pendants de la tempe´rature, a` l’inverse des pre´facteurs de ces re´gimes. Plus
la tempe´rature est e´leve´e, plus la valeur des pre´facteurs est grande.
La figure III.10 c) montre quant a` elle l’e´volution de la variance pour quatre syste`mes de la meˆme
densite´ ρ mais de taille L et de nombre de particules Ntot diffe´rents. On observe que toutes les courbes
sont superposables aux temps courts. En revanche, le troisie`me re´gime de diffusion collective se met
en place d’autant plus rapidement que le syste`me est petit. Dans certains cas, il apparait tellement
rapidement que le re´gime sous-diffusif en
√
t n’est plus observable. Lorsque l’on diminue suffisamment
la taille du syste`me, on voit e´galement apparaˆıtre le second re´gime balistique en HN t
2 mentionne´
plus haut. Enfin, le pre´facteur du re´gime collectif line´aire DN augmente lorsque la taille du syste`me
diminue.
La figure III.10 d) montre l’influence de la dissipation γ sur le de´placement quadratique moyen.
On obtient des courbes superposables aux temps courts, ce qui signifie que le re´gime balistique est
inde´pendant de γ. Le re´gime corre´le´ est en revanche tre`s diffe´rent selon la valeur de la dissipation.
Pour les plus grandes valeurs de γ, le re´gime corre´le´ est sous-diffusif et la mobilite´ diminue lorsque
γ augmente. Lorsque la dissipation diminue, on voit apparaˆıtre le re´gime corre´le´ line´aire qui finit
par remplacer totalement le re´gime sous-diffusif. Le pre´facteur du re´gime line´aire est quant a` lui
inde´pendant de la dissipation. En ce qui concerne le re´gime collectif, on peut noter que le re´gime en
HN t
2 n’est observable que pour la plus faible valeur de γ. Dans les autres cas, il apparaˆıt seulement
un re´gime de diffusion line´aire dont le pre´facteur diminue lorsque γ augmente.
Nous allons maintenant mesurer les coefficients de transport associe´s a` chacun des trois re´gimes
de diffusion et caracte´riser leurs de´pendances avec Γ, T , ρ et γ. Puis, nous ferons de meˆme pour les
temps de transition entre ces re´gimes.
III.3.4 Coefficients de transport et leur principales de´pendances
III.3.4.1 Re´gime balistique : t ≤ τcorr
Le premier re´gime de diffusion est un re´gime balistique. Par conse´quent, pour t ≤ τcorr, chaque
particule diffuse inde´pendamment, sans ressentir l’influence de ses voisines et effectue un vol balistique
a` la vitesse thermique
√
kBT/m. Cela signifie que le pre´facteur que H1 est donne´ par :
H1 =
kBT
m
(III.13)
Cette expression s’obtient analytiquement en re´solvant l’e´quation de Langevin pour une particule libre
ou dans un puits et en prenant la limite des temps courts t → 0 (voir Annexes A). Les pre´facteurs
mesure´s nume´riquement sont en excellent accord avec la formule (III.13) (voir figure III.11 a). Ainsi,
le re´gime balistique ne de´pend que d’un seul parame`tre de controˆle, la tempe´rature T .
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Figure III.11 – Tous les axes sont en e´chelle logarithmique. Les lignes noires hachure´es ont
une pente 1.
a) Pre´facteur du re´gime balistique H1 en fonction de kBT/m (en mm
2.s−2).
b) Coefficient de diffusion D en fonction de kBT/(mγ) (en mm
2.s−1). Les carre´s verts repre´-
sentent les simulations a` faible densite´ (ρ ≈ 100 et 33 m−1) et les ronds violets les simulations
a` plus haute densite´ (ρ ≈ 533 m−1).
c) Coefficient de diffusion D en fonction de kBT/
√
κT /(4mρ) (en mm
2.s−1). Les carre´s verts
repre´sentent les simulations a` faible densite´ (ρ ≈ 100 et 33 m−1) et les ronds violets les simula-
tions a` plus haute densite´ (ρ ≈ 533 m−1).
d) Mobilite´s Fs en fonction de 2kBT/
√
κT /πmργ (en mm
2.s−1/2). Les ronds bleus correspondent
aux syste`mes suramortis, les triangles rouges aux syste`mes sousamortis.
e) Pre´facteur du re´gime balistique collectif HN en fonction de kBT/(Ntotm) (en mm
2.s−2).
f)Coefficient de diffusion collectif DN en fonction kBT/(Ntotmγ) (en mm
2.s−1).
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III.3.4.2 Re´gime corre´le´ : τcorr ≤ t ≤ τcoll
Inte´ressons-nous tout d’abord au re´gime sous-diffusif en
√
t. Les valeurs de mobilite´ mesure´es
dans les simulations sont bien de´crites par la formule (III.8), comme dans le cas expe´rimental, a` la
diffe´rence que la dissipation γ n’est plus un parame`tre ajustable. Notons que c’est e´galement le cas
des mobilite´s associe´es aux syste`mes de faible dissipation, pour lesquels les termes inertiels ne sont
pas ne´gligeables 10.
En ce qui concerne le re´gime line´aire, on pourrait eˆtre tente´ d’expliquer cette loi d’e´chelle par le
fait qu’il faut un certain temps a` une particule pour sentir l’influence de ses voisines. Ainsi pour les
syste`mes dilue´s, chaque particule pourrait atteindre le re´gime de diffusion libre avant d’eˆtre corre´le´e
a` ses voisines, auquel cas leur variance e´voluerait en 2D0t [48, 49, 81]. On trouve effectivemment que
le pre´facteur est e´gal a` 2D0 pour les syste`mes de tre`s faibles densite´s (figure III.11 b). Cependant, si
cet argument e´tait toujours vrai, le re´gime line´aire devrait eˆtre d’autant plus facile a` observer que la
dissipation est grande car D0 diminue lorsque γ augmente. Les particules devraient donc diffuser moins
vite et mettre plus de temps a` sentir l’influence de leurs voisines. Or, on a vu que le re´gime line´aire
disparait lorsque γ augmente. Ensuite, on peut voir sur la figure III.11 b) que les valeurs du coefficient
de diffusion D mesure´es nume´riquement sont dans la plupart des cas diffe´rentes de D0 et de´pendent
de la compressibilite´ du syte`me (figure III.11 c) . Pour les densite´s auxquelles nous travaillons, il
ne s’agit donc pas d’une diffusion libre mais bien d’un re´gime de diffusion corre´le´e observable lorsque
l’amortissement est faible. Nous montrerons que les coefficients de diffusion associe´s a` cette loi d’e´chelle
sont donne´s par l’expression (III.48) :
D = kBT
√
κT
4mρ
(III.14)
Ils sont donc bien inde´pendants de la dissipation γ et de´pendent fortement des interactions entre
particules.
III.3.4.3 Re´gime collectif : τcoll ≤ t
Aux temps longs dans les syste`mes de taille finie, on s’attend, comme pour les syste`mes de“sphe`res
dures”, a` observer la diffusion libre du centre de masse de la chaˆıne de particules. Le coefficient de
diffusion DN du re´gime line´aire doit donc correspondre a` celui d’une macroparticule de masse Ntot m
donne´ par
DN =
kBT
Ntotmγ
(III.15)
Les valeurs nume´rique sont effectivement en tre`s bon accord avec cette formule (figure III.11 e). On
retrouve donc bien les de´pendances de DN en γ, T et Ntot.
Puisque le re´gime collectif correspond a` la diffusion libre du centre de masse, on peut faire l’hypo-
the`se que le deuxie`me re´gime balistique observe´ dans les simulations en HN t
2 provient de la diffusion
balistique de ce meˆme centre de masse. Ce coefficient HN devrait eˆtre donne´ par la re´solution de
l’e´quation de Langevin de´crivant la diffusion libre d’une particule de masse Ntot m, soit
HN =
kBT
Ntotm
(III.16)
La figure III.11 f) montre que les valeurs de HN mesure´es sont en parfait accord avec cette formule.
10. Nous reviendrons sur cette notion dans le paragraphe consacre´ a` l’analyse de nos re´sultats et a` la description en
modes propres.
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III.3.5 Temps de transition et leur principales de´pendances
Maintenant que nous avons caracte´rise´ les pre´facteurs des trois re´gimes diffusifs que l’on peut
rencontrer, il est possible de donner de manie`re heuristique les expressions des temps de transition
entre ces re´gimes. En effet, il est toujours possible d’obtenir l’expression d’un temps de transition en
imposant la continuite´ de la variance entre deux re´gimes obe´issant a` des lois d’e´chelle diffe´rentes
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Figure III.12 – Tous les axes sont en e´chelle logarithmique. Les lignes noires hachure´es ont
une pente 1.
a) Temps de transition τcorr en fonction de 2/γ (en s, e´chelle logarithmique). Les ronds verts
repre´sentent τcorr pour les syste`mes a` haute densite´ (ρ ≈ 533 m−1) et les carre´s rouges pour les
syste`mes a` plus faible densite´ (ρ ≈ 100 et 33 m−1)
b) Temps de transition τcorr en fonction de
√
κTm/ρ (en s, e´chelle logarithmique). Meˆmes codes
couleur que a).
c) Temps de transition τcoll en fonction de mγN
2
totκT /(πρ) (en s, e´chelle logarithmique). Les
ronds bleus repre´sentent τcoll pour les syste`mes tels que (Ntot/2)
√
γ2mκT /ρ > 1 et les losanges
violets pour (Ntot/2)
√
γ2mκT /ρ < 1
d) Temps de transition τcoll en fonction de Ntot
√
κTm/ρ (en s, le coefficient nume´rique est
le´ge`rement diffe´rent de (III.21)). Meˆmes codes couleur que c).
III.3.5.1 Temps de transition : τcorr
Si l’on suit cette me´thode, on peut donc obtenir τcorr en conside´rant qu’il s’agit du temps pour
lequel les deux courbes d’e´quation H1t
2 et 2Dt vont se croiser. On obtient dans le cas d’un syste`me
dilue´, c’est-a`-dire pour lequel D = D0,
kBT
m
τ2corr ∼ 2
kBT
mγ
τcorr =⇒ τcorr ∼ 2
γ
(III.17)
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Dans les autres cas pour lesquels D de´pend de la compressibilite´ du syste`me, on trouve :
kBT
m
τ2corr ∼
kBT
π
√
κT
mρ
τcorr =⇒ τcorr ∼ 1
π
√
κTm
ρ
. (III.18)
Les figures III.12 a) et b) repre´sentent les valeurs de τcorr mesure´es nume´riquement en fonction
des formules (III.17) et (III.18) respectivement. Il apparaˆıt assez clairement qu’il y a deux populations
distinctes de temps de transition, et donc deux me´canismes en jeu : un pour les syste`mes interagissant
fortement (Γ grand) et un autre pour les syste`mes interagissant tre`s peu (Γ petit). Ces re´sultats sont
en tre`s bon accord avec notre estimation (III.12) et nos re´sultats expe´rimentaux.
III.3.5.2 Temps de transition : τcoll
Le temps τcoll marque le passage du re´gime de diffusion corre´le´ au re´gime collectif. Pour les syste`mes
pre´sentant un re´gime sous-diffusif, τcoll sera donne´ par le croisement des courbes d’e´quation Fs
√
t et
2DN t
11. On obtient :
FS
√
τcoll = 2DNτcoll =⇒ τcoll = F
2
4D2N
=
S(0, 0)2
D20
×Deff × N
2
tot
πρ2
=
mγN2totκT
πρ
. (III.19)
Notons qu’en se rappelant que Deff = D0/S(0, 0), on trouve que τcoll peut e´galement s’exprimer
comme :
τcoll ∝ L
2
Deff
(III.20)
ce qui signifie qu’on peut conside´rer τcoll comme e´tant le temps d’apparition des effets associe´s a` la
taille finie L du syste`me.
En ce qui concerne les syste`mes pre´sentant un re´gime de diffusion corre´le´e line´aire, on devra
conside´rer le passage de 2Dt a` HN t
2. Cela nous donne :
2Dτcoll = HNτ
2
coll =⇒
kBT
π
√
mK
τcoll =
kBT
Ntotm
τ2coll =⇒ τcoll =
Ntot
π
√
m
K
. (III.21)
ou` K est une raideur effective donne´e par K = F ′int(1/ρ). Les valeurs nume´riques de τcoll ont e´te´ me-
sure´es et sont reporte´es sur les figures III.12 c) et d) en fonction de (III.19) et (III.21) respectivement.
La` encore, ces deux formules rendent bien compte des valeurs mesure´es et la diffe´rence entre les deux
mecanismes de transitions apparait clairement.
III.3.5.3 Temps de transition : τlin
τlin de´signe le passage entre le re´gime collectif balistique en HN t
2 et le re´gime collectif line´aire en
2DN t. On a donc
HNτ
2
lin = 2DNτlin =⇒
kBT
mNtot
τ2lin = 2
kBT
Ntotmγ
τlin =⇒ τlin = 2
γ
(III.22)
III.3.6 Conclusion sur les re´sultats nume´riques
Les simulations nume´riques nous ont permis d’observer le re´gime balistique aux temps courts ainsi
que le re´gime de diffusion collective dont l’origine provient des effets de taille finie. Nous avons mis
11. Nous n’avons jamais observe´ un re´gime sous-diffusif suivi par un re´gime collectif balistique en HN t
2.
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en e´vidence l’existence d’un second re´gime balistique qui n’avait, a` notre connaissance, encore jamais
e´te´ de´crit et montre´ en mesurant le pre´facteur HN qu’il s’agit d’une diffusion balistique du centre de
masse du syste`me.
Nous avons e´galement e´tudie´ le roˆle de la dissipation sur le syste`me. Cela nous a permis de re-
marquer qu’a` faible dissipation, le re´gime corre´le´ peut se traduire par une e´volution line´aire du de´pla-
cement quadratique moyen avec un coefficient de diffusion de´pendant des interactions entre particules.
Nous avons de´termine´ empiriquement les principales de´pendances des coefficients de transport et
des temps caracte´risant les changements de re´gimes. En ce qui concerne les mobilite´s, nous avons
mesure´ des valeurs de mobilite´s en accord avec la formule (III.8) calcule´e par Kollmann, Ooshida et
Lizana [43, 67, 53] et qui avait de´ja` e´te´ valide´e expe´rimentalement. Toutefois, celle-ci n’est en the´orie
valable que pour les syste`mes infinis, a` l’inertie ne´gligeable. Or, nos syste`mes sont de taille finie et
rien ne dit que l’inertie y soit ne´gligeable. On peut se demander quel crite`re peut nous permettre
de conside´rer qu’un syste`me est suramorti ou sousamorti. Aussi, nous allons maintenant pre´senter
le mode`le analytique base´ sur les modes propres de vibration du syste`me que nous avons de´veloppe´
pour retrouver l’ensemble des re´gimes de diffusion observe´s et de´terminer explicitement les principales
de´pendances des coefficients de transport avec les caracte´ristiques du syste`me (Ntot, ρ, T , γ, ...).
III.4 Mode`le de diffusion corre´le´e de particules en interac-
tion : cas d’un syste`me pe´riodique
    

Figure III.13 – Sche´ma de principe du mode`le analytique pour un syste`me pe´riodique : mode´-
lisation du syste`me par une chaˆıne de ressorts
Le mode`le analytique pre´sente´ ici est expose´ dans l’article [21].
Puisque l’on s’inte´resse a` une configuration dans laquelle les particules ne se croisent jamais, nous
faisons l’hypothe`se que l’on peut mode´liser le syste`me par une chaˆıne unidimensionnelle de masses
relie´es entre elles par des ressorts (voir sche´ma III.13). En effet, si les fluctuations ǫ des particules
autour de leur position d’e´quilibre sont petites, on peut line´ariser les interactions en effectuant un
de´veloppement de Taylor de la force d’interaction autour de la distance inter-particule d’e´quilibre 1/ρ
et en ne gardant que le terme du premier ordre :
Fint(1/ρ+ ǫ) = −U ′int(1/ρ+ ǫ) = −U ′int(1/ρ)︸ ︷︷ ︸
=0
−ǫ U ′′int(1/ρ)︸ ︷︷ ︸
=K
+o(ǫ2)
K correspond donc a` la raideur effective des ressorts reliant les particules. Dans la suite des calculs,
la distance inter-particule 1/ρ sera normalise´e a` l’unite´.
Il est possible de calculer les modes propres de vibration de ce syste`me. En superposant les lois
de diffusion de chacun de ces modes, on calcule le de´placement quadratique moyen d’une particule.
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Nous retrouvons ainsi toutes les lois d’e´chelles observe´es expe´rimentalement et nume´riquement et
de´terminons les principales de´pendances des coefficients de transport et des temps de transition.
III.4.1 Modes propres de vibration et diffusion
III.4.1.1 De´composition en modes
Nous nous limitons aux interactions entre plus proches voisins. Il est possible de prendre en compte
la totalite´ des interactions, mais nous ne le ferons que plus tard dans un souci de clarte´ (voir le cha-
pitre IV). Si l’on conside`re Ntot particules en interaction dans un syste`me pe´riodique, leur dynamique
sera de´crite par un syste`me de Ntot e´quations diffe´rentielles du deuxie`me ordre. Si l’on note x(l, t) la
position de la particule l au temps t, on obtient l’e´quation de Langevin suivante
d2
dt2
x(l, t) = −γ d
dt
x(l, t) +
K
m
[x(l + 1, t)− 2x(l, t) + x(l − 1, t)] + µ(l, t)
m
(III.23)
µ(l, t) est une force ale´atoire posse´dant les proprie´te´s suivantes :
〈µ(l, t)〉 = 0 (III.24)
〈µ(l, t)µ(l′, t′)〉 = 2kBTmγδ(l, l′)δ(t, t′) (III.25)
Conside´rons maintenant la transforme´e de Fourier discre`te :
X(q, t) =
Ntot∑
l=1
eiqlx(l, t), x(l, t) =
1
Ntot
Ntot∑
k=1
e−iqklX(qk, t) (III.26)
La pe´riodicite´ du syste`me requiert que :
x(l, t) = x(l +Ntot, t) (III.27)
ce qui nous impose de prendre qk = −π + 2πk/Ntot pour k = 1, . . . , Ntot. On de´compose donc le
mouvement de la particule sur les modes propres du syste`me Uqk(l) qui sont les modes de Fourier
caracte´rise´s par :
Uqk(l) =
{
(1/
√
Ntot) sin [kπl/(2Ntot)] , (modes impairs, k pair)
(1/
√
Ntot) cos [kπl/(2Ntot)] , (modes pairs, k impair)
(III.28)
Par commodite´ d’e´criture, nous omettrons dans la suite la de´pendance en k des modes q et remplace-
rons la somme sur k par une somme sur q. En utilisant le fait que les modes sont orthogonaux entre
eux, on trouve que le de´placement quadratique moyen longitudinal peut s’e´crire :
〈∆x2(t)〉 =
∑
q
〈∆X2(q, t)〉/N2tot (III.29)
avec
〈∆X2(q, t)〉 ≡ 〈[X(q, t)− 〈X(q, t)〉][X(−q, t)− 〈X(−q, t)〉]〉 (III.30)
On peut donc obtenir l’e´volution de la variance d’une particule au cours du temps a` partir de celles
des modes propres du syste`me.
Examinons maintenant l’e´quation dynamique pour chacun des modes propres. Si l’on applique une
transforme´e de Fourier discre`te a` l’e´quation (III.23), on trouve que chaque mode propre e´volue selon
l’e´quation
d2
dt2
X(q, t) + γ
d
dt
X(q, t) +
2K
m
(1− cos q)X(q, t) = µ(q, t)
m
. (III.31)
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Conside´rons dans un premier temps le mode q = 0 que l’on notera X0(t). Son e´volution est donne´e
par
d2
dt2
X0(t) + γ
d
dt
X0(t) =
µ(q = 0, t)
m
. (III.32)
On remarque que cette e´quation correspond a` la diffusion libre d’une particule de masse m dans un
bain thermique. On trouve ainsi
X0(t)−X0(t = 0) = X˙0(t = 0)
γ
[
1− e−γt]+ 1
m
t∫
0
dt′
t′∫
0
dt′′e−γ(t
′−t′′)µ(q = 0, t′′) (III.33)
ou` X0(t = 0) et X˙0(t = 0) correspondent aux conditions initiales (voir Annexe A). En utilisant la
formule (III.30) et en moyennant sur les conditions initiales et sur l’ensemble des re´alisations, on
trouve que l’expression du de´placement quadratique moyen du mode q = 0 est donne´e par
〈∆X20 〉 = 2
NtotkBT
mγ
[
t− 1
γ
(
1− e−γt)] . (III.34)
Il est important de pre´ciser que nous n’avons singularise´ le mode q = 0 que pour des raisons physiques.
En effet, l’e´quation (III.31) ne pre´sente aucune pathologie particulie`re pour q = 0. Ne´anmoins, le mode
q = 0 est un mode d’e´nergie nulle qui existe car le syste`me est invariant par translation. Cela ne couˆte
donc aucune e´nergie de le translater d’une distance arbitraire. Nous verrons que cette proprie´te´ du
mode q = 0 fait qu’il controˆle totalement la diffusion des particules aux temps longs.
Passons maintenant aux modes tels que q 6= 0. L’e´quation (III.31) nous permet d’obtenir la relation
de dispersion
ω±(q) ≡ −γ
2
±
√
γ2
4
− ω2q ; ω2q ≡ 2
K
m
(1− cos q) (III.35)
La relation de dispersion est tre`s importante car elle va nous permettre de se´parer les modes propres
en deux cate´gories :
• lorsque ωq < γ/2, le mode q est suramorti
• lorsque ωq > γ/2, le mode q est sousamorti
Nous verrons que ces deux types de modes ne contribuent pas au de´placement quadratique moyen
de la meˆme manie`re, il est donc important de les distinguer 12. Un syste`me donne´ peut posse´der a` la
fois des modes suramortis et des modes sousamortis. On parlera de syste`me suramorti lorsque tous
ses modes le sont, c’est-a`-dire lorsque sa plus haute fre´quence propre ωpi est infe´rieure a` γ/2 (on aura
donc γ/2 > ωq ∀q 6= 0). A l’inverse, on parlera de syste`me sousamorti lorsque la plus petite fre´quence
propre du syste`me ω2pi/Ntot est supe´rieure a` γ/2 (γ/2 < ωq ∀q 6= 0).
Revenons a` l’e´quation (III.31). Celle-ci de´crit le mouvement d’une particule de masse m diffusant
sous l’effet d’un bain thermique dans un puits de potentiel de pulsation caracte´ristique ωq. On obtient
cette fois
X(q, t) =
X˙(q, 0) + ω−(q)X(q, 0)
ω+(q)− ω−(q) e
ω+(q)t +
ω+(q)X(q, 0)− X˙(q, 0)
ω+(q)− ω−(q) e
ω−(q)t +Xµ(q, t) (III.36)
12. Puisque ω0 = 0, le mode q = 0 est toujours suramorti.
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Figure III.14 – Relation de dispersion donnant ωq en fonction du nombre d’onde q pour q ≥ 0
(pour q ≤ 0, on obtient une courbe syme´trique par rapport a` l’axe des ordonne´es). La ligne noire
correspond au cas des syste`mes infinis et les ronds noirs repre´sentent les modes pour un syste`me
de Ntot = 32 particules. Les modes associe´s a` une fre´quence ωq infe´rieure a` γ/2 sont suramortis,
les autres sousamortis.
Xµ(q, t) correspond a` la partie fluctuante de la solution (Annexe A). On obtient ainsi comme expression
pour le de´placement quadratique moyen des modes q 6= 0 :
〈∆X2(q, t)〉 = 2NtotkBT
mω2q
[
1 +
ω−(q)e
ω+(q)t
ω+(q)− ω−(q) −
ω+(q)e
ω−(q)t
ω+(q)− ω−(q)
]
(III.37)
III.4.1.2 Superposition des modes
Il ne reste maintenant plus qu’a` superposer les variances associe´es a` chaque mode. En utilisant
la de´finition de la transforme´e de Fourier inverse donne´e par (III.26), on trouve que le de´placement
quadratique moyen de x(l, t) est donne´ par
〈∆x2(t)〉 = 2kBT
Ntotm
 tγ − 1γ2 (1− e−γt)+∑
q 6=0
1
ω2q
[
1 +
ω−e
ω+t
ω+ − ω− −
ω+e
ω−t
ω+ − ω−
] (III.38)
On peut noter que cette expression est valable quel que soit le coefficient de dissipation γ car nous
n’avons ne´glige´ aucun terme inertiel dans notre calcul.
III.4.1.3 Evolution temporelle de chaque mode
Etudions maintenant l’e´volution temporelle du de´placement quadratique moyen de chaque mode.
La figure III.15 repre´sente l’e´volution conjointe de quelques modes ainsi que la somme de la totalite´
des modes (formule (III.38)). La figure III.15 a) repre´sente un syste`me dont tous les modes sont
sousamortis et est obtenue en prenant un faible coefficient de dissipation γ = 1 s−1 alors que dans
la figure b) au contraire, γ = 80 s−1 et tous les modes sont suramortis. Chaque mode e´volue de la
manie`re suivante :
• aux temps courts, tous les modes croissent en t2
• aux temps interme´diaire, les modes suramortis croissent line´airement alors que les modes sousa-
mortis continuent a` croˆıtre en t2
• aux temps longs, les modes saturent. Plus q est petit, plus le mode sature tard. Les modes
suramortis transitent continuˆment vers la saturation alors que les modes sousamortis pre´sentent
des oscillations avant la saturation.
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Figure III.15 – De´placement quadratique moyen de plusieurs modes 〈∆X2(q, t)〉 en mm2 en
fonction du temps en s pour une densite´ ρ = 533 m−1, Ntot = 32 particules et T = 10
12 K en
e´chelle logarithmique. Les courbes sont trace´es pour les modes q = π/16 (bleu), q = π/4 (vert),
q = 7π/16 (marron) et q = 11π/16 (orange) graˆce a` la formule (III.37) et pour le mode q = 0
(rouge, formule (III.34)). La courbe en traits noirs e´pais repre´sente la somme de tous les modes
(formule (III.38)). a) γ = 1 s−1. Les lignes hachure´es sont de pente 2 et 1. b) γ = 80 s−1. Les
lignes hachure´es sont de pente 2, 1/2 et 1.
La seule exception concerne le mode q = 0. En effet, l’invariance par translation ne´cessite que ce
mode ne soit jamais sature´, ce que l’on peut observer sur la figure III.15
Les temps caracte´ristiques de transition entre ces diffe´rents re´gimes de diffusion peuvent eˆtre
e´value´s a` partir de la formule (III.37).
Dans le cas d’un fort amortissement, la fin du re´gime en t2 a lieu pour t = 2/γ et ce, de manie`re
simultane´e pour tous les modes, comme on le voit sur la figure III.15 b). Le temps de saturation
de´pend du nombre d’onde q et est donne´ par t = 1/ω+(q). Le temps de saturation le plus court est
associe´ au mode q = π et vaut t = γ/ω2pi.
Dans le cas d’un faible amortissement, les modes e´voluent en t2 jusqu’au temps t = 1/ωq. Le dernier
mode a` quitter ce re´gime est le mode q = π. Le re´gime de saturation correspond a` la fin des oscillations
et est atteint pour t = 1/γ, quel que soit le mode conside´re´.
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III.4.2 Calcul des lois d’e´chelle et des coefficients de transport
Nous allons tout d’abord nous inte´resser aux syste`mes infinis en portant nos re´sultats analytiques
a` la limite thermodynamique. Nous conside`rerons ensuite les syste`mes de taille finie.
III.4.2.1 Syste`mes infinis
Lorsque Ntot →∞, on peut replacer la somme discre`te de l’e´quation (III.38) par une inte´grale, ce
qui nous donne
〈∆x2(t)〉 = 2kBT
m
1
π
pi∫
0
dq
1
ω2q
[
1 +
ω−(q)e
ω+(q)t
ω+(q)− ω−(q) −
ω+(q)e
ω−(q)t
ω+(q)− ω−(q)
]
(III.39)
en remplac¸ant (1/Ntot)
∑
q −→ (1/2π)
∫ pi
−pi
. La me´thode de Laplace permet d’obtenir le comportement
asymptotique de l’inte´grale aux temps longs [65]. On utilise pour cela la de´rive´e temporelle
∂〈∆x2(t)〉
∂t
=
2kBT
m
1
π
pi∫
0
dq
eω+(q)t − eω−(q)t
ω+(q)− ω−(q) . (III.40)
Pour les modes sousamortis, on a ω± = −γ/2 ± j
√
ω2q − γ2/4, ce qui signifie que le comportement
aux temps longs sera donne´ par exp[−γt/2]. Pour les modes suramortis, le terme en ω−(q) de´croˆıt
exponentiellement, ce qui signifie que le comportement asymptotique de l’inte´grale aux temps longs
est domine´ par le maximum de ω+(q) atteint pour q = 0 et tel que ω+(0) = 0, ω
′
+(0) = 0 et
ω′′+(0) = −2K/(mγ). On obtient ainsi
∂〈∆x2(t)〉
∂t
t→∞∼ 2kBT
πm
1
2
[
2
−tω′′+(0)
]1/2
1
γ
eω+(0)tΓ
(
1
2
)
=
[
(kBT )
2
πmγK
]1/2
1
t1/2
. (III.41)
Le de´placement quadratique moyen aux temps longs vaut donc
〈∆x2(t)〉 t→∞∼ 2
(
kBTD0κT
πρ
)1/2
t1/2 (III.42)
On retrouve donc exactement la formule (III.8) calcule´e par Kollmann, Ooshida et Lizana [43, 67, 53]
pour des syste`mes infinis suramortis. En revanche, nous n’avons pas ne´glige´ dans notre mode`le les
termes inertiels. Par conse´quent, tout syste`me infini se comporte aux temps longs en Fs
√
t avec une
mobilite´ donne´e par (III.42), et ce quelle que soit la valeur de la dissipation γ. Toute e´volution diffe´rente
lorsque t→∞ est donc un effet de taille finie.
III.4.2.2 Syste`mes de taille finie
Rappelons que pour les syste`mes de taille finie, l’expression analytique de la variance est donne´e
par :
〈∆x2(t)〉 = 2kBT
Ntotm
 tγ − 1γ2 (1− e−γt)+∑
q 6=0
1
ω2q
[
1 +
ω−e
ω+t
ω+ − ω− −
ω+e
ω−t
ω+ − ω−
]
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Re´gime balistique : 0 ≤ t ≤ τcorr
En prenant la limite des temps courts de l’e´quation (III.38), on obtient
〈∆x2(t)〉 t→0∼ kBT
m
t2. (III.43)
Il n’est pas surprenant de retrouver cette e´volution en t2 puisque tous les modes se comportent de
la sorte aux temps courts, qu’ils soient sur ou sousamortis (figure III.15). On retrouve e´galement
l’expression du pre´facteur H1 donne´e par (III.13).
Inte´ressons nous maintenant au temps de corre´lation τcorr. Le comportement du de´placement
quadratique moyen 〈∆x2(t)〉 est re´gi a` la fois par celui du mode q = 0 et des modes q 6= 0. D’apre`s
(III.38), on obtient une e´volution en t2 sur une e´chelle de temps telle que :
t ≤ τcorr ≡ min
(
2
γ
,
1√
ω2pi − γ2/4
,
γ
ω2pi
)
(III.44)
Il existe donc bien plusieurs me´canismes a` l’origine de la fin du re´gime balistique : si ωpi est grand,
c’est-a`-dire si le syste`me a une forte densite´ ou si ses particules interagissent fortement, alors l’e´chelle
de temps minimale est donne´e par le deuxie`me temps. On a donc τcorr ≈ 1/ωpi ∝
√
m/K ∝√mκT /ρ
et on retrouve l’expression (III.18). Dans le cas contraire, on obtient τcorr ≈ 2/γ, ce qui est cette
fois en accord avec l’expression (III.17). Ces re´sultats sont cohe´rents avec nos re´sultats nume´riques et
expe´rimentaux.
Re´gime corre´le´ : τcorr ≤ t ≤ τcoll
Comme nous l’avons vu pre´ce´demment, le comportement des modes aux temps interme´diaires est
fortement de´pendant de leur amortissement. Nous e´tudierons donc se´pare´ment les modes suramortis
et les modes sousamortis. Meˆme si pour certaines valeurs de γ, ces deux types de modes peuvent
exister conjointement, nous nous placerons par souci de clarte´ dans les cas limites de tre`s forte ou
de tre`s faible dissipation dans un premier temps. Nous discuterons ensuite le cas des valeurs de γ
interme´diaires.
§ Syste`mes sousamortis
Pour les syste`mes sousamortis, on a γ ≪ 2ω2pi/Ntot 13. Nous voyons qu’aux temps interme´diaires, les
modes saturent un a` un a` des temps diffe´rents qui de´pendent de q. L’e´volution de 〈∆x2(t)〉 re´sulte de
la superposition de modes saturant progressivement a` des temps diffe´rents. Si l’on conside`re l’e´quation
(III.37), on peut e´crire en premie`re approximation que lorsque γ → 0,
1
N2tot
〈
∆X2(q, t)
〉 ∼ 2kBT
Ntotmω2q
[
1− e−γt/2 cosω(q)t
]
∼ kBT
Ntotm
t2. (III.45)
La somme des modes est domine´e a` l’instant t par la contribution des modes n’ayant pas encore atteint
leur premier maximum, c’est-a`-dire des modes q pour lesquels t < 1/ωq. Si l’on appelle n(t) le nombre
13. Sachant que ω2π/Ntot ≈ 3.4 s−1 pour une syste`me de 32 particules dans un syste`me de taille L, on sera dans ce
cas pour γ = 0.1 s−1 (figure III.15 a).
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de modes contributeurs au temps t, alors 〈∆x2(t)〉 est donne´ par :
〈∆x2(t)〉 ∼ kBT
Ntotm
t2 n(t) (III.46)
Pour de´terminer n(t), on se place dans l’approximation de Debye qui consiste a` e´crire que les fre´quences
propres des modes sont line´aires par rapport au nombre d’onde, soit :
ωq = q
√
K/m (III.47)
Le dernier mode contributeur a` un instant t a donc un nombre d’onde valant 1/t
√
K/m. Le nombre de
mode est obtenu en multipliant cette valeur par la densite´ de modes, soit n(t) ∼ 2(Ntot/2π)(1/t
√
K/m).
Si l’on injecte cette expression dans l’e´quation (III.46), on trouve finalement :
〈∆x2(t)〉 ∼ kBT
π
√
mK
t =
kBT
π
√
κT
mρ
t (III.48)
Cette e´volution correspond a` la diffusion line´aire du re´gime corre´le´. Le coefficient de diffusion de´pend
bien des interactions entre particules et est donne´ par kBT/(2π
√
mK), ce qui est en bon accord avec
les re´sultats des simulations nume´riques et de l’estimation heuristique que nous en avions fait.
§ Syste`mes suramortis
Pour les syste`mes suramortis, c’est-a`-dire pour lequels on a γ ≫ 2ωpi 14, on peut faire trois ap-
proximations :
ω+(q)− ω−(q) ≈ γ ; ω+(q) ≈ −ω2q/γ ; ω−(q) ≈ −γ .
En partant a` nouveau de l’e´quation (III.37), on trouve cette fois :
1
N2tot
〈
∆X2(q, t)
〉 ∼ 2kBT
Ntotmω2q
{
1 +
ω−(q)[1− ω+(q)t]
ω+(q)− ω−(q)
}
∼ 2kBT
Ntotmγ
t (III.49)
Par conse´quent, 〈∆x2(t)〉 vaut :
〈∆x2(t)〉 ∼ 2kBT
Ntotmγ
t n(t) (III.50)
Les modes suramortis saturent pour t > γ/ω2q . Dans l’approximation de Debye, le dernier mode sature´
a donc un nombre d’onde valant
√
mγ/(Kt). On trouve alors n(t) ∼ 2(Ntot/2π)
√
mγ/(Kt), ce qui
nous donne en utilisant (III.50) :
〈∆x2(t)〉 ∼ 2kBT
Ntotmγ
t× 2Ntot
2π
√
mγ
Kt
= 2kBT
√
κT
mργπ2
t1/2 =
2
ρ
√
D0ρkBTκT
π2
t1/2 (III.51)
Ainsi, on obtient bien un re´gime sous-diffusif en
√
t avec un pre´facteur en excellent accord avec nos
mesures et avec la formule (III.8).
Nous n’avons vu ici que les cas extreˆmes dans lesquels tous les modes d’un syste`me sont soit sou-
samortis, soit suramortis. Ne´anmoins, pour des valeurs de γ interme´diaires, un syste`me peut avoir les
14. Sachant que ωπ ≈ 34.8 s−1 pour une syste`me de 32 particules dans un syste`me de taille L, tous les modes seront
suramortis pour γ = 80 s−1 (figure III.15 b).
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deux types de modes simultane´ment. Comme nous venons de le voir, les modes suramortis contribue-
ront au re´gime sous-diffusif en Fs
√
t alors que les modes sousamortis contribueront au re´gime en 2Dt.
Le temps de transition marquant le passage d’un re´gime a` l’autre correspond donc au moment ou` le
dernier mode sousamorti sature, soit 2/γ, d’apre`s la de´finition meˆme d’un mode sousamorti. Sachant
que la fre´quence propre minimum d’un syste`me est donne´e par ω2pi/Ntot , on peut de plus affirmer que
l’on ne pourra observer le re´gime sous-diffusif en
√
t caracte´ristique de la Single-File Diffusion que si
γ > ω2pi/Ntot . Dans le cas contraire, si tous les modes sont sousamortis, on observera uniquement le
re´gime de diffusion line´aire en 2Dt. En augmentant γ, on favorise donc le re´gime sous-diffusif, ce que
nous avions de´ja` pu voir sur la figure III.10 a) 15.
Re´gime collectif : τcoll ≤ t
Le dernier re´gime de diffusion est, comme nous l’avons de´ja` mentionne´, un re´gime de diffusion
collective propre aux syste`mes de taille finie. On retrouve tre`s facilement le re´gime de diffusion line´aire
en 2DN t en prenant la limite asymptotique des temps longs de l’e´quation (III.38). L’e´volution de la
variance dans ce re´gime est entie`rement controˆle´e par le mode q = 0, qui est le seul a` ne pas saturer
du fait de l’invariance par translation. Nous obtenons :
〈∆x2(t)〉 t→∞∼ kBT
Ntotmγ
t (III.52)
On retrouve donc bien l’expression (III.15) que l’on avait de´duite de nos re´sultats nume´riques.
Ainsi, on peut estimer τcoll comme e´tant le temps pour lequel la contribution du mode q = 0 devient
dominante par rapport a` la somme de tous les autres modes. Si l’on utilise a` nouveau l’approximation
de Debye (III.47), on obtient donc comme condition d’apparition du re´gime collectif 16 :
2kBT
Ntotmγ
τcoll ∼
∑
q 6=0
2kBT
Ntotmω2q
∼ 2NtotkBT
4π2K
(Ntot−1)/2∑
i=1
1
i2
=⇒ τcoll ≥ N
2
totmγ
12K
=
N2totmγκT
12ρ
(III.53)
La formule (III.53) est en tre`s bon accord avec (III.19), issue de nos re´sultats nume´riques.
De meˆme, rappelons que l’e´volution line´aire que nous venons de de´crire peut eˆtre pre´ce´de´e d’une
e´volution en HN t
2. Cela peut s’expliquer si tous les modes q 6= 0 saturent alors que le mode q = 0
e´volue toujours en [(kBT )/(Ntotm)]t
2. On n’observera donc ce re´gime balistique tant que t < 1/γ
(sinon le mode q = 0 e´volue line´airement) et lorsque l’e´volution de la variance sera domine´e par ce
mode :〈
∆x2
(
t =
1
γ
)〉∣∣∣∣
q=0
∼ kBT
Ntotm
(
1
γ
)2
>
∑
q 6=0
2kBT
Ntotmω2q
∼ NtotmkBT
12K
=⇒ γ2 < 12K
N2totm
, (III.54)
15. Ceci nous permet aussi de comprendre pourquoi sur la figure III.10 b), le re´gime sous-diffusif n’est observable que
pour Ntot ≥ 128 particules. En effet, lorsque Ntot augmente, ω2π/Ntot diminue, ce qui signifie que le nombre de modes
suramortis augmente, permettant ainsi l’apparition du re´gime en
√
t.
16. en utilisant le fait que
(Ntot−1)/2∑
i=1
1
i2
= H(Ntot−1)/2,2 = π
2/6 +O
(
1
Ntot
)
H(Ntot−1)/2,2 repre´sentant le nombre harmonique d’ordre (Ntot − 1)/2.
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ou` nous avons encore une fois utilise´ l’approximation de Debye 17. Cette formule nous dit que pour
observer une telle e´volution de la variance, le syste`me que l’on conside`re doit avoir une faible dissipation
ou un faible nombre de particules, ce qui correspond bien a` ce que l’on observe sur les figures III.10
a) et b). Dans ce cas, le re´gime collectif apparaitra lorsque tous les modes q 6= 0 seront sature´s. Ce
temps est donne´ par :
kBT
Ntotm
τ2coll ∼
∑
q 6=0
2kBT
Ntotmω2q
∼ 2NtotkBT
4π2K
(Ntot−1)/2∑
i=1
1
i2
=⇒ τcoll ∼ Ntot
√
m
6K
= Ntot
√
mκT
6ρ
(III.55)
Cette expression s’accorde une fois encore avec nos re´sultats nume´riques (III.21). Pour finir, le temps
de passage de HN t
2 a` 2DN t, que l’on a appele´ τlin nous est donne´ par le changement de comportement
du mode q = 0, soit
τlin =
1
γ
(III.56)
III.5 Conclusion
Nous avons e´tudie´ dans ce chapitre la diffusion en ligne de particules en interaction a` longue
porte´e dans des syste`mes pe´riodiques et ce, expe´rimentalement, nume´riquement et analytiquement.
Nous avons pu caracte´riser le processus diffusif dans son ensemble et mettre en e´vidence plusieurs
re´gimes de diffusion diffe´rents, en mesurant syste´matiquement les lois d’e´chelles, pre´facteurs et temps
de transition associe´s a` chacun d’entre eux.
Ainsi, nous avons pu voir que le re´gime sous-diffusif en F
√
t caracte´ristique de la Single-File
Diffusion et e´voque´ a` de nombreuses reprises dans la litte´rature a pour origine les modes suramortis
du syste`me. L’expression analytique de la mobilite´ calcule´e par Kollmann, Ooshida et Lizana pour
des syste`mes infinis suramortis est donc valable pour n’importe quel syste`me de taille finie posse´dant
un nombre minimum de modes suramortis. A l’inverse, nous avons montre´ que les modes sousamortis
donnent naissance a` un re´gime de diffusion line´aire dans lequel le coefficient de diffusion de´pend des
interactions entre particules. Aux temps longs, les effets de taille finie apparaissent et se traduisent par
une difusion libre du centre de masse du syste`me. Celui-ci est parfois pre´ce´de´ d’un deuxie`me re´gime
balistique que l’on peut observer dans de petits syste`mes peu dissipatifs. Ce re´gime particulier n’avait,
a` notre connaissance, pas e´te´ observe´ ou e´voque´.
En conclusion, les modes propres permettent de de´crire fide`lement la Single File Diffusion de
particules en interaction longue porte´e pour les syste`mes pe´riodiques et pour les syste`mes infinis. En
effet, notre mode`le analytique permet de rendre compte de tous les re´gimes de diffusion rencontre´s
dans ces deux configurations puisqu’on retrouve les lois d’e´chelle des re´gimes balistique, corre´le´ et
collectif ainsi que leur pre´facteurs et temps de transition a` la constante pre`s. La figure III.9 montre
la superposition parfaite des variations de la variance obtenues nume´riquement et analytiquement. Il
17. On peut e´galement donner un crite`re pour l’apparition du re´gime enHN t
2 en remarquant qu’il faut impe´rativement
que le temps de saturation du dernier mode q = 2π/Ntot soit infe´rieur a` 1/γ, correspondant a` la fin du re´gime balistique
du mode q = 0. On obtient ainsi
1
ω2π/Ntot
<
1
γ
=⇒ Ntot
2π
√
γ2mκT
ρ
< 1 =⇒ γ2 < 4π
2K
N2totm
ce qui est cohe´rent avec notre premie`re estimation (III.54).
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s’agit donc d’un excellent outil pour la description de ce type de diffusion anormale. Nous verrons dans
le chapitre suivant que c’est aussi le cas pour les syste`mes confine´s avec des conditions aux limites
re´pulsives, c’est-a`-dire pour des chaˆınes de particules diffusant dans une boˆıte.
Chapitre IV
Diffusion en ligne pour des
conditions aux limites re´pulsives
Dans le chapitre pre´ce´dent, nous avons de´crit les diffe´rents re´gimes de diffusion d’une chaˆıne de
particules pour des conditions aux limites pe´riodiques et nous avons vu qu’il e´tait possible de de´crire
le processus diffusif dans son ensemble a` l’aide des modes propres du syste`me. Nous allons maintenant
nous inte´resser a` des particules toujours en interaction longue porte´e mais cette fois, en pre´sence
d’un potentiel de confinement longitudinal. Le syste`me a donc de´sormais des Conditions aux Limites
Re´pulsives (on parlera de syste`mes “CLR”). La perte de la pe´riodicite´ signifie la fin de l’invariance
par translation du syte`me et complexifie fortement le proble`me car les particules ne peuvent plus eˆtre
conside´re´es comme indiscernables. Apre`s avoir pre´sente´ nos re´sultats expe´rimentaux et nume´riques,
nous verrons que les modes propres de vibration du syste`me permettent a` nouveau de de´crire l’ensemble
des comportements diffusifs rencontre´s. Ces travaux ont e´te´ publie´s [24, 22, 23].
IV.1 Etat des lieux
Il y a depuis plusieurs anne´es un regain d’inte´reˆt concernant les amas de Coulomb. Expe´rimentale-
ment, ces clusters sont obtenus en confinant des ions refroidis a` tre`s basse tempe´rature dans des pie`ges
de Paul et Penning [8, 71, 76, 84] ou des poussie`res charge´es (“plasma dust”) dans des puits de potentiel
e´lectrostatiques [50, 56, 57, 79, 77, 78]. Les interactions entre particules pie´ge´es sont donc coulom-
biennes pour les ions et e´lectrostatiques e´crante´es pour les poussie`res. Dans toutes ces expe´riences,
les intensite´s des confinements longitudinal El et transverse Et sont re´gle´es inde´pendamment, il est
donc possible de confiner les particules a` une dimension en choisissant un rapport Et/El suffisamment
grand. Notons que ces deux types de syste`mes ont e´galement e´te´ e´tudie´s nume´riquement [26, 4, 75, 74].
Bien que tous les travaux cite´s pre´ce´demment permettent d’obtenir des chaˆınes de particules en
interaction longue porte´e confine´es longitudinalement, la dynamique de ces particules n’a e´te´ que tre`s
peu e´tudie´e, les auteurs se focalisant sur la configuration des particules a` l’e´quilibre. Analytiquement,
il existe extreˆmement peu d’e´tudes consacre´es a` la diffusion de particules dans ces syste`mes CLR. De
plus, celles-ci se limitent toujours a` des interactions de type “sphe`res dures” avec des conditions aux
limites re´fle´chissantes [51, 52, 82, 73].
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Pour ce type d’interaction et de confinement, il a e´te´ montre´ que pour un ensemble de “sphe`res dures”,
on pouvait observer expe´rimentalement trois re´gimes de diffusion 1 :
• un re´gime de diffusion libre en 2D0t aux temps courts.
• un re´gime sous-diffusif en F√t aux temps interme´diaires avec une mobilite´ F = 2ρ
√
D0
pi pour
toutes les particules.
• une saturation de la variance aux temps longs. La valeur de la saturation de´pend alors de la
position de la particule i dans la chaˆıne.
La question de l’influence du potentiel de confinement longitudinal sur la dynamique des particules
restait ouverte. Lizana et collaborateurs avaient mis en e´vidence, pour les syte`mes de “sphe`res dures”,
une asyme´trie des histogrammes de position des particules qui s’amplifie au fur et a` mesure qu’on se
rapproche des extre´mite´s du canal [51, 52]. Cet effet, imputable a` la force de confinement longitudinal
sugge´rait que les proprie´te´s de cette force allaient e´galement influencer la diffusion des particules.
Aussi, avons nous voulu caracte´riser son influence sur la dynamique des particules en interaction
longue porte´e.
IV.2 Re´sultats expe´rimentaux
Pour pre´senter nos re´sultats expe´rimentaux, nous allons suivre le meˆme plan que pour les syste`mes
pe´riodiques. Nous pre´senterons d’abord les re´sultats expe´rimentaux concernant les positions d’e´quilibre
et la force de confinement qui peut en eˆtre de´duite, puis ceux associe´s a` la dynamique des particules.
Cette e´tude a e´te´ publie´e dans l’article [24].
IV.2.1 Positions d’e´quilibre et potentiel de confinement longitudinal
IV.2.1.1 Positions d’e´quilibre et histogrammes
Dans les syste`mes CLR, les particules ne sont plus re´parties de manie`re homoge`ne. On ne peut
donc plus caracte´riser les positions d’e´quilibre uniquement par une densite´ moyenne ρ. Il est donc
ne´cessaire de conside´rer la densite´ locale ρi de´finie comme
1
ρi
= 〈xi+1(t)− xi(t)〉 (IV.1)
ou` xi de´signe la position longitudinale de la bille i. Les particules sont nume´rote´es a` partir du centre de
la chaˆıne : pour les syste`mes de 2N+1 particules, la particule i = 0 est donc la particule centrale et les
particules i = ±N les particules aux extre´mite´s. Pour les syste`mes de 2N particules, les deux particules
centrales sont nume´rote´es i = ±1 et les particules externes i = ±N (il n’y a donc pas de particule
i = 0). La figure IV.1 repre´sente les distributions typiques de 1/ρi pour deux densite´s moyennes
diffe´rentes. Celles-ci sont paraboliques et de´pendent du potentiel applique´ V0. Les particules sur les
bords sont toujours moins compresse´es que les particules centrales, ρi diminuant lorsque |i| → N .
Lorsque V0 augmente, les densite´s ρi associe´es aux particules aux extre´mite´s de la chaˆıne diminuent
alors qu’elles augmentent pour toutes les autres.
1. Le re´gime balistique en t2, plus difficile a` observer expe´rimentalement, n’a pas e´te´ spe´cifiquement e´tudie´.
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Figure IV.1 – Inverse de la densite´ locale 1/ρi en mm en fonction de la position des billes a`
l’e´quilibre 〈xi〉 en mm. a) 12 billes confine´es dans un canal de longueur L = 25 mm. Losanges
verts : V = 1000 V, ronds orange : V = 1300 V. b) 27 billes confine´es dans un canal de longueur
L = 57 mm. Losanges verts : V = 1000 V, ronds orange : V = 1300 V. c) 14 billes confine´es dans
un canal de longueur L = 25 mm. Carre´s bleus : V = 1000 V, triangles rouges : V = 1300 V. d)
32 billes confine´es dans un canal de longueur L = 57 mm. Carre´s bleus : V = 1000 V, triangles
rouges : V = 1300 V.
Les histogrammes de positions des particules autour de leur position d’e´quilibre sont gaussiens
pour les particules centrales et tre`s le´ge`rement asyme´triques pour les particules les plus externes et ce,
pour les deux tailles de cellules de confinement rectilignes utilise´es (figure IV.2). On retrouve ainsi le
re´sultat mis en e´vidence par Lizana [51]. Cependant, l’asyme´trie observe´e est moins importante pour
les syste`mes de “sphe`res dures” [24].
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Figure IV.2 – Histogrammes de position Pi(x) de trois particules d’une chaˆıne meˆme chaˆıne.
Les histogrammes ont e´te´ de´cale´s arbitrairement en abscisse. A gauche : i = −16 (bleu), i = −1
(rouge) et i = 16 (vert) pour une chaˆıne de 32 particules dans un canal de longueur L = 57 mm
avec V = 1300 V. A droite : i = −6 (bleu), i = −1 (rouge) et i = 6 (vert) pour une chaˆıne de
12 particules dans un canal de longueur L = 25 mm avec V = 1300 V.
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IV.2.1.2 Force de confinement longitudinale
Les positions d’e´quilibre et la force d’interaction entre les particules ainsi connues, la force de
confinement longitudinale F
‖
c ressentie par chaque bille peut eˆtre de´termine´e a` partir de leur e´quation
d’e´quilibre, soit :
F ‖c (xi) = Fint
(
1
ρi−1
)
− Fint
(
1
ρi
)
(IV.2)
Les valeurs de F
‖
c (xi) sont repre´sente´es sur la figure IV.3. Les formes des confinements et leur longueur
caracte´ristique sont en bon accord avec celles estime´es dans le chapitre I..
Ces courbes montrent que la force de confinement est diffe´rente pour les deux cellules utilise´es.
Pour le canal de 57 mm, le confinement est a` longue porte´e car chaque bille ressent une force de
confinement significativement diffe´rente de sa voisine et ce, meˆme au centre du canal (figure IV.3 a) ;
La bille externe ressent quant a` elle une force de confinement supe´rieure a` toutes les autres puisque
F
‖
c (x1)/F
‖
c (x2) ≈ 6 au maximum pour les syste`mes de plus forte densite´. En revanche, dans le canal de
25 mm, a` densite´ similaire, le confinement est a` courte porte´e car la force de confinement est tre`s faible
pour toutes les billes, excepte´ la bille externe (figure IV.3 b). On peut d’ailleurs noter sur la figure IV.1
c) que la densite´ des particules centrales est constante dans ce cas. Cette fois, F
‖
c (x1)/F
‖
c (x2) ≈ 30 au
maximum. Le confinement du petit canal se rapproche donc plus du confinement “sphe`res dures” que
celui du grand canal 2.
æ æ
æ
æ
æ
æ æ æ æ
æ
æ æ
æ æ
à
à
à à
à
à
à
à à
à à
à à à
ì
ì ì ì
ì
ì
ì ì
ì
ì ì
ì ì ì ì
ì
ô
ô
ô ô
ô
ô ô ô
ô
ô
ô ô
ô
ô ô
ô
ò
ò
ò ò
ò ò
ò ò ò ò
ò ò
ò ò ò
ò ò
ò
ò
0 5 10 15 20 25
0.0
0.1
0.2
0.3
0.4
0.5
0.6
<xi > HmmL
F c
l H
x i
L
H
Μ
NL
H aL
æ
æ æ æ æ æ
à
à à à à à
ì
ì ì ì ì ì
ô
ô ô ô ô ô
ò
ò ò ò ò ò ò
ç
ç ç ç ç ç ç
á
á á á á á á
á
0 2 4 6 8 10 12
0.0
0.5
1.0
1.5
2.0
<xi > HmmL
F c
l H
x i
L
H
Μ
NL
H bL
Figure IV.3 – Force de confinement longitudinale F
‖
c (xi) en µN en fonction de la position
〈xi〉 en mm.
a) Syste`me de taille L = 57 mm. Ronds bleus : 27 billes, V = 1000 V. Carre´s rouges : 27 billes,
V = 1300 V. Losanges verts : 32 billes, V = 1000 V. Triangles orange : 32 billes, V = 1300 V.
Triangles gris : 37 billes, V = 1300 V. La courbe noire en pointille´s correspond au confinement
longitudinal nume´rique F
‖
c (x/λw) donne´e par (II.20) pour λw = 30 mm et Ew/E0 = 0.05.
b) Syste`me de taille L = 25 mm. Ronds bleus : 12 billes, V = 1000 V. Carre´s rouges : 12 billes,
V = 1100 V. Losanges verts : 12 billes, V = 1200 V. Triangles orange : 12 billes, V = 1300 V.
Triangles gris : 14 billes, V = 1000 V. Ronds vides noirs : 14 billes, V = 1300 V. Carre´s
vides violets : 16 billes, V = 1300 V. La courbe noire en pointille´s correspond au confinement
longitudinal nume´rique F
‖
c (x/λw) donne´e par (II.20) pour λw = 0.48 mm et Ew/E0 = 15.
2. La variation de la porte´e du confinement longitudinal en fonction de la taille de la cellule n’a pas e´te´ discute´e dans
le chapitre I et est sans doute imputable aux variations pre´cises du potentiel pre`s des extre´mite´s.
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IV.2.2 Evolution de la variance longitudinale des particules
Les particules sont toutes distinctes puisqu’elles ressentent des forces de confinement et d’interac-
tion tre`s diffe´rentes. Leur diffusion de´pend grandement de leur position i au sein de la chaˆıne.
Figure IV.4 – Evolution du de´placement quadratique moyen 〈∆x2i 〉 en mm2 en fonction du
temps en ms. Tous les graphiques sont en e´chelle logarithmique. La droite noire est de pente 2,
celle en pointille´ de pente 1/2.
a) et b) Syste`me de 32 particules dans le canal de 57 mm, T = 11.12× 1011K et ρ ≈ 565 m−1.
Particules i = ±1 (ronds bleus), i = ±4 (carre´s rouges), i = ±8 (losanges verts) et i = ±16
(triangle magenta). a) Γ ≈ 11.5. b) Γ ≈ 19.5.
c) et d) Syste`me de 12 particules dans le canal de 25 mm avec ρ ≈ 477 m−1. Particules i = ±6
(ronds bleus), i = ±5 (carre´s rouges), i = ±4 (losanges verts) et i = ±1 (triangle magenta). c)
Γ ≈ 10.7, T = 9.72× 1011K d) Γ ≈ 9.3, T = 11.12× 1011K.
La figure IV.4 repre´sente l’e´volution temporelle de 〈∆x2i (t)〉 de diffe´rentes particules, pour dif-
fe´rentes valeurs du potentiel d’interaction moyen Γ 3 et de la densite´ moyenne ρ. Deux types de
confinement longitudinaux sont conside´re´s :
• Les figures a) et b) correspondent a` un confinement a` longue porte´e (32 billes confine´es dans
une cellule de 57 mm).
• Les figures c) et d) correspondent a` un confinement a` courte porte´e (12 billes confine´es dans une
cellule de 25 mm).
3. Notons que contrairement au chapitre pre´ce´dent, Γ n’est de´sormais qu’une valeur indicative de l’intensite´ des
interactions entre particules, calcule´e a` partir de la densite´ moyenne L/Ntot.
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On remarque imme´diatement que les courbes de variance de´pendent fortement de la position
de la particule i, contrairement aux syste`mes pe´riodiques pour lesquels toutes les courbes e´taient
superposables. Elles de´pendent ainsi de la porte´e du confinement. Il est possible toutefois de distinguer
des re´gimes de diffusion communs a` toutes les particules :
• Aux temps courts, pour t < τcorr(i), on retrouve un comportement s’apparentant a` la fin du
re´gime balistique avec des variances e´voluant en t2. Dans ce re´gime, l’e´volution de la variance
semble inde´pendante de la position de la particule (figures IV.4 c) et d)) mais τcorr(i) en de´pend
(figures IV.4 a) et b)).
• Aux temps longs, pour t > τsat(i), le de´placement quadratique moyen pre´sente un re´gime de
saturation dont la valeur 〈∆x2i (∞)〉 de´pend de la position de la particule. On voit sur les fi-
gures IV.4 c) et d) que les valeurs de saturation sont de fac¸on surprenante les plus grandes pour
les billes centrales, alors qu’elles sont associe´es aux densite´s les plus e´leve´es. Le temps de satu-
ration τsat(i) de´pend lui aussi de i et diminue lorsque |i| augmente. Enfin, on peut remarquer
en comparant les figures IV.4 c) et d) que 〈∆x2i (∞)〉 augmente avec la tempe´rature.
• Aux temps interme´diaires, pour τcorr(i) < t < τsat(i), on retrouve les deux lois d’e´chelles obser-
ve´es pour les syste`mes pe´riodiques : en
√
t (figures a), b) et c)) ou line´aire (figure d)).
IV.2.3 Re´gime interme´diaire et porte´e du confinement
Les caracte´ristiques du re´gime interme´diaire de´pendent fortement du potentiel de confinement.
Pour un confinement de courte porte´e, les particules se comportent toutes de la meˆme manie`re : leur
mobilite´ Fs et leur coefficient de diffusion D sont inde´pendants de i. On observe ainsi un faisceau de
courbes superposables (figures c) et d)).
Pour un confinement de longue porte´e, la mobilite´ de´pend de la valeur de |i|. Sur la figure IV.5, on
voit en effet que les mobilite´s Fs(i) les plus grandes sont associe´es aux particules externes
4. Comme
pour les syste`mes pe´riodiques, les mobilite´s sont d’autant plus grandes que la tempe´rature est e´leve´e
et d’autant plus petites que Γ est grand. On peut noter que le re´gime sous-diffusif n’est jamais observe´
pour les particules les plus externes (|i| = 16) qui transitent directement du re´gime balistique au
re´gime de saturation, quelle que soit la valeur de Γ. Par ailleurs, les courbes de variance des diffe´rentes
particules se croisent entre elles. Ceci traduit le fait que les particules externes ont une diffusion plus
rapide que les particules centrales aux temps courts mais saturent en revanche a` des valeurs 〈∆x2i (∞)〉
infe´rieures. Ainsi, pour deux particules i et j avec |i| < |j|, on aura 〈∆x2i (t)〉 < 〈∆x2j (t)〉 aux temps
courts, mais 〈∆x2i (∞)〉 > 〈∆x2j (∞)〉. La continuite´ impose donc que les courbes se croisent et le temps
de croisement de´pendra de la valeur de i et j.
4. La me´thode de mesure est la meˆme que pour les syste`mes pe´riodiques.
IV.2. RE´SULTATS EXPE´RIMENTAUX 83
à
à
à
à
à
ààààààààà
æ
æ
æ
æ
æ
ææ
æææææææ
0 2 4 6 8 10 12
0.03
0.04
0.05
0.06
0.07
0.08
0.09
particule i
F S
H
iL
H
m
m
2
s
1
2 L
Figure IV.5 – Mobilite´s Fs(i) mesure´es expe´rimentalement en fonction de la position de la
particule i pour un syste`me de 32 billes confine´es dans un canal de taille L = 57 mm. Carre´s
rouges : T = 9.72× 1011 K et Γ ≈ 13.2. Ronds bleus : T = 11.12× 1011 K et Γ ≈ 11.5.
IV.2.4 Valeurs de saturation 〈∆x2i (∞)〉
Les distributions de valeurs de saturation 〈∆x2i (∞)〉 augmentent avec la tempe´rature T et de´-
croˆıssent avec ρ et Γ (figure IV.6). Elles pre´sentent aussi des comportements non triviaux. On peut
voir sur la figure IV.6, repre´sentant ces distributions en fonction de i que les particules centrales
correspondent aux valeurs de saturation maximales. Or ces particules sont justement associe´es aux
densite´s locales les plus grandes. Une des fac¸ons de comprendre ce re´sultat est de prendre en compte
l’e´lasticite´ de la chaˆıne de billes : en effet, meˆme si elles sont plus proches de leurs voisines que les
particules externes, les particules centrales peuvent repousser leurs voisines de manie`re beaucoup plus
efficace que ces dernie`res. Ainsi, elles diffusent dans un puits de potentiel “effectif” qui est en re´alite´
plus large que celui des particules sur les bords. Nous y reviendrons dans la section IV.4.
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Figure IV.6 – Valeurs de saturation expe´rimentales de la variance 〈∆x2i (∞)〉 en mm2 repre´-
sente´es en fonction de la position des particules i.
a) Syste`me de 32 particules confine´es dans un canal de taille L = 57 mm, soit ρ ≈ 565 m−1.
Carre´s rouges : T = 7.23 × 1011 K et Γ ≈ 17.8. Ronds bleus : T = 9.72 × 1011 K et Γ ≈ 13.2.
Triangles orange : T = 11.2× 1011 K et Γ ≈ 11.5.
b) Syste`me de 12 particules confine´es dans un canal de taille L = 25 mm, soit ρ ≈ 477 m−1.
Carre´s rouges : T = 7.23 × 1011 K et Γ ≈ 8.5. Ronds bleus : T = 9.72 × 1011 K et Γ ≈ 6.3.
Triangles orange : T = 11.2× 1011 K et Γ ≈ 5.5.
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IV.2.5 Temps de transition
§ Temps de corre´lation τcorr
Voyons maintenant quels sont les temps de transition entre les diffe´rents re´gimes de diffusion.
Commenc¸ons par le temps de corre´lation τcorr(i). La figure IV.7 repre´sente les valeurs de τcorr(i)
mesure´s expe´rimentalement. Sur la figure IV.7 a), on voit distinctement que τcorr(i) est d’autant plus
grand que |i| est grand, ce qui signifie que les particules centrales atteignent le re´gime corre´le´ plus
rapidement que les particules exte´rieures. Ce re´sultat n’a rien de surprenant car nous avons vu que
les particules centrales sont celles qui sont les plus proches de leurs voisines.
Lorsque l’on augmente Γ, on observe deux effets contradictoires : τcorr(i) augmente le´ge`rement
pour les billes centrales alors qu’il diminue notablement pour les billes externes. On peut comprendre
ce comportement en remarquant que pour un confinement longue porte´e, la densite´ locale adopte
un comportement similaire lorsque Γ augmente (voir la figure IV.1 b). Ainsi, l’e´volution de τcorr(i)
semble, en premie`re approximation eˆtre lie´e a` la densite´ locale. On voit en effet sur la figure IV.7
b) que les temps de corre´lation τcorr(i) se regroupent autour de la droite de pente 2
√
κTm/ρi. Cette
formule correspond a` l’expression que l’on avait trouve´e pour les syste`mes pe´riodiques dans laquelle
on utilise la densite´ locale ρi.
On notera toutefois qu’il semble que les syste`mes a` Γ ≈ 11.5 et a` Γ ≈ 19.4 soient de´crits par une
pente le´ge`rement diffe´rente. Comme pour les mobilite´s des syste`mes pe´riodiques (voir figure III.5), cela
pourrait provenir d’une estimation imparfaite de la compressibilite´ κT du syste`me. Pour finir, on peut
remarquer que les deux points correspondent aux τcorr des particules les plus externes, pour lesquels
2
√
κTm/ρi > 0.2 s, ne sont pas bien de´crits par cette expression. Cela pourrait indiquer que pour les
grandes compressibilite´s, le me´canisme d’apparition du re´gime corre´le´ est diffe´rent et que τcorr doit
donc eˆtre de´crit par une autre expression.
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Figure IV.7 – τcorr(i) en s mesure´es expe´rimentalement pour une syste`me de 32 particules
confine´es dans un canal de taille L = 57 mm pour T = 11.2× 1011 K. Carre´s noirs : Γ ≈ 11.5.
Ronds rouges : Γ ≈ 19.4 . a) τcorr(i) en fonction de la position de la particule i. b) τcorr(i) en
fonction de 2
√
κTm/ρi en e´chelle logarithmique. La ligne noire en tirets est de pente 1.
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§ Temps de saturation τsat
La figure IV.8 montre des comportements des temps de saturation tre`s diffe´rents pour les particules
externes (|i| > 9) et pour les particules internes (|i| < 9).
Les valeurs de τsat des particules externes sont inde´pendants de Γ et de la tempe´rature. En revanche,
pour les particules internes, le temps de saturation augmente lorsque Γ ou T diminuent. Les particules
centrales sont syste´matiquement les dernie`res a` atteindre le re´gime de saturation. Il semble donc
qu’il y ait deux me´canismes diffe´rents de transition vers le re´gime de saturation. Nous montrerons
que contrairement a` τcorr(i), l’e´volution de τsat(i) ne peut pas eˆtre explique´e par un mode`le “local”
impliquant ρi. Nous verrons qu’il est ne´cessaire de prendre en compte les modes collectifs pour en
rendre compte.
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Figure IV.8 – τsat(i) en s mesure´s expe´rimentalement pour une syste`me de 32 particules confi-
ne´es dans un canal de taille L = 57 mm. Carre´s noirs : T = 7.23× 1011 K et Γ ≈ 30.1. Ronds
rouges : T = 9.72× 1011 K et Γ ≈ 22.4. Losanges verts : T = 11.2× 1011 K et Γ ≈ 19.5.
IV.2.6 Conclusion sur les re´sultats expe´rimentaux
Dans les syste`mes CLR, trois re´gimes de diffusion distincts ont e´te´ observe´s : un re´gime balistique,
suivi d’un re´gime corre´le´ puis d’un re´gime de saturation. Les re´gimes balistique et corre´le´ sont carac-
te´rise´s par les meˆmes lois d’e´chelle que les syste`mes pe´riodiques. On retrouve donc une e´volution de
la variance en Ht2 aux temps courts, puis une e´volution en F
√
t ou en 2Dt aux temps interme´diaires.
Le re´gime de saturation est quant a` lui caracte´ristique des syste`mes CLR.
Dans ces syste`mes, les he´te´roge´ne´ite´s de densite´ sont importantes et la porte´e du confinement
de´termine les caracte´ristiques de la diffusion de chaque particule. Ainsi, nous avons montre´ que les
valeurs de saturation de la variance 〈∆x2i (∞)〉 et le temps de transition τsat de´pendent toujours de
la position de la particule i. De plus, lorsque le confinement est a` longue porte´e, la mobilite´ Fs et le
temps de transition τcorr de´pendent e´galement de i.
Expe´rimentalement, nous n’avons que peu de controˆle sur cette force de confinement. En effet, nous
ne pouvons pas faire varier inde´pendamment le confinement longitudinal et le confinement transverse
et nous ne connaissons pas de fac¸on pre´cise la fac¸on dont cette force varie lorsque nous changeons
la tension aux bornes du condensateur. Or, nous venons de voir que ces parame`tres jouent un roˆle
essentiel dans la description de la diffusion dans les syste`mes CLR. Nous avons donc re´alise´ des simu-
lations nume´riques dans lesquelles les forces de confinement longitudinal et transverse sont controˆle´es
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pre´cise´ment. Ceci nous a permis de caracte´riser l’influence du confinement longitudinal sur la diffusion
et de faire varier la dissipation, comme pour les syste`mes pe´riodiques.
IV.3 Simulations nume´riques
Avant de donner les re´sultats obtenus par nos simulations nume´riques [22, 23], il est important
de bien caracte´riser la force de confinement longitudinal que nous utilisons. Contrairement aux sys-
te`mes pe´riodiques, il est impossible ici de comparer directement nos re´sultats expe´rimentaux avec nos
re´sultats nume´riques car nous ne connaissons pas l’expression exacte du confinement expe´rimental.
Nous ne pouvons donc qu’essayer de nous rapprocher des parame`tres expe´rimentaux et ve´rifier que
les re´sultats que l’on obtient par les deux me´thodes sont cohe´rents qualitativement.
IV.3.1 Type de confinement
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Figure IV.9 – Diagramme dans le plan (λw/λ0, Ew/E0) en e´chelle logarithmique. La courbe
rouge se´pare la re´gion des potentiels HW de celle des SW et son e´quation est donne´e par la
formule (IV.6). La courbe verte se´pare les potentiels a` courte porte´e (HW et SW) des potentiels
LR (e´quation (IV.7)). Cercles orange : simulations pour lesquelles la distribution des valeur de
saturation est parabolique. Carre´s violets : simulations pour lesquelles la distribution des valeur
de saturation pre´sente un changement de courbure.
Comme nous l’avions de´ja` explique´ dans le chapitre II, nous utilisons dans nos simulations une
force de confinement longitudinale donne´e par
F‖
c
(λw, Ew, ri) = Ew
[√
λwπ
2xi
e−xi/λw
(
λw
2xi
+ 1
)
−
√
λwπ
2(L− xi)e
−(L−xi)/λw
(
λw
2(L− xi) + 1
)]
ex
(IV.3)
Le confinement est donc caracte´rise´ par deux parame`tres qui de´terminent la porte´e du potentiel de
confinement longitudinal : sa longueur caracte´ristique λw et son intensite´ Ew. Un potentiel sera dit “a`
courte porte´e” si l’action du confinement n’est ressentie que par les deux particules les plus externes.
Il sera dit “a` longue porte´e” dans le cas contraire. On distinguera deux cas parmi les potentiels a`
courte porte´e : dans le cas “mur dur” que l’on notera HW (pour “Hard-Wall”), la raideur associe´e a` la
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force de re´pulsion entre le mur et la particule externe est supe´rieure a` celle associe´e aux interactions
interparticules, soit :
∂F
‖
c
∂x
(Ew, λw, d
∗) >
∂Fint
∂x
[E0, λ0, 1/ρ(d
∗)] . (IV.4)
ou` d∗ correspond a` la distance entre la particule externe et l’origine du potentiel de confinement et
ρ(d∗) correspond a` la densite´ associe´e aux particules centrales donne´e par ρ(d∗) = (L−2d∗)/(Ntot−1) 5.
La valeur de d∗ est donne´e par l’e´quation :
F ‖c (Ew, λw, d
∗) = Fint [E0, λ0, 1/ρ(d
∗)] . (IV.5)
ou` les forces F
‖
c et Fint sont de´finies par les e´quations (IV.3) et (II.9). Dans le cas contraire, on parlera
de potentiel SW (“Soft-Wall” pour “mur mou”). La courbe permettant de se´parer les potentiels HW
et SW dans le plan (λw, Ew) est donc donne´e par l’e´quation :
1 =
∂F‖c
∂x (Ew, λw, d
∗)Fint [E0, λ0, 1/ρ(d
∗)]
∂Fint
∂x [E0, λ0, 1/ρ(d
∗)]F
‖
c (Ew, λw, d∗)
. (IV.6)
Les e´quations (IV.5) et (IV.6) ne sont valables que pour un confinement a` courte porte´e.
Plus pre´cise´ment, les potentiels a` courte porte´e sont ceux pour lesquels les raideurs associe´es au confi-
nement longitudinal (a` l’exception des deux particules externes) sont infe´rieures a` 6% des raideurs
associe´es aux interactions interparticules. Bien que ce crite`re soit cohe´rent avec le fait que les in-
teractions entre les particules centrales et le confinement doivent eˆtre ne´gligeables, il peut sembler
relativement arbitraire. Nous verrons par la suite que c’est en re´alite´ un choix en accord avec un autre
crite`re que nous de´taillerons dans la partie IV.4 et qui nous permet lui aussi de distinguer les potentiels
a` courte et a` longue porte´e.
Pour un λw donne´, la distance d
∗ critique est donc donne´e par :
0.06 =
∂F‖c
∂x [Ew, λw, d
∗ + 1/ρ(d∗)]
∂Fint
∂x [E0, λ0, 1/ρ(d
∗)]
. (IV.7)
En reportant cette valeur dans la formule (IV.5), on peut ainsi distinguer les potentiels a` courte porte´e
des potentiels a` longue porte´e note´s LR (pour “Long-Ranged”) dans le plan (Ew, λw).
Graˆce aux expressions (IV.6) et (IV.7), on peut se´parer le plan (Ew/E0, λw/λ0) en trois zones
distinctes, comme cela est repre´sente´ sur la figure IV.9. La distinction entre les potentiels HW, SW
et LR nous sera tre`s utile pour la suite car les proprie´te´s du potentiel de confinement influencent
directement la diffusion des particules.
5. Dans le cas d’un potentiel a` courte porte´e, la configuration d’e´quilibre est relativement simple car on peut se
ramener au cas des syste`mes pe´riodiques. En effet, les positions d’e´quilibre sont donne´es par :
F
‖
c (〈xi〉) + Fint(〈xi〉 − 〈xi−1〉)− Fint(〈xi+1〉 − 〈xi〉) = 0,
Dans notre cas, on a F
‖
c (〈xi〉) = 0 ∀i a` l’exception des billes externes. Par conse´quent, la distance interparticule 1/ρi
est constante, excepte´e pour les deux particules externes qui seront se´pare´s des murs par la distance d∗. Par conse´quent,
1/ρi vaut
1/ρi =
L− 2d∗
Ntot − 1
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Situons maintenant nos potentiels de confinement expe´rimentaux dans le plan (Ew/E0, λw/λ0).
Comme on le voit sur la figure IV.3, l’expression (IV.3) rend bien compte des mesures expe´rimentales si
l’on choisit (Ew = 0.05, λw/λ0 = 62.5 mm) pour le canal de 57 mm et (Ew/E0 = 15, λw/λ0 = 1 mm)
pour le canal de 25 mm. Reporte´es sur figure IV.9, ces valeurs confirment que le confinement du grand
canal est a` longue porte´e alors que celui du petit canal est a` courte porte´e 6.
IV.3.2 Positions d’e´quilibre et potentiel de confinement longitudinal
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Figure IV.10 – Positions d’e´quilibre en mm obtenues nume´riquement pour 33 particules confi-
ne´es dans un canal de 60 mm. Ew/E0 = 0.1 et Γ ≈ 11.5. De haut en bas : λw = 0.48, 1, 4, 7,
11, 15 et 30 mm.
Les positions d’e´quilibre obtenues nume´riquement pour diffe´rentes porte´es du confinement sont
pre´sente´es sur la figure IV.10. Pour un confinement a` courte porte´e (figures IV.11 a et b), la distribution
6. Il ne s’agit bien suˆr que d’une estimation car nous ne connaissons pas pre´cise´ment l’expression de cette force de
confinement.
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des distances entre particules voisines est homoge`ne dans la chaˆıne, sauf pour les deux particules les
plus externes qui sont se´pare´es des bords par une distance qui peut eˆtre diffe´rente de la distance
interparticule. Lorsque l’on augmente λw, on obtient des distributions de plus en plus he´te´roge`nes
avec des densite´s locales plus fortes au centre de la chaˆıne (figures IV.11 c et d).
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Figure IV.11 – Distances d’e´quilibre adimensionne´es ρ/ρi = 〈xi−xi−1〉/(L/2Ntot) en fonction
de la particule i pour un syste`me de 33 particules confine´es dans un canal de longueur L =
60 mm. x± 17 correspont a` la position des murs de gauche et droite. Ew/E0 = 0.1 pour toutes
les figures. a) Confinement HW : λw/λ0 = 1. b) Confinement SW : λw/λ0 ≈ 2. c) Confinement
LR : λw/λ0 ≈ 14. d) Confinement LR : λw/λ0 ≈ 31.
Examinons maintenant les histogrammes de position des particules. Nous avons mesure´ l’asyme´trie
de ces histogrammes de´finie par Ai = 〈(xi−〈xi〉)3/〈∆x2i 〉3/2 en fonction de la position i de la particule
(figure IV.12). La figure IV.12 gauche repre´sentant Ai pour un potentiel de confinement a` courte porte´e
montre que l’asyme´trie des distributions de positions augmente lorsqu’on se rapproche des parois. De
plus, elle augmente e´galement lorsque la porte´e du confinement diminue. Lorsque le confinement est a`
longue porte´e (figure IV.12 droite), les histogrammes sont presque tous syme´triques. Ainsi, l’asyme´trie
est associe´e aux confinements a` courte porte´e. Cette observation explique deux re´sultats : tout d’abord,
le fait que l’asyme´trie ait e´te´ observe´e dans des syste`mes avec un confinement de type “sphe`res dures”,
donc a` courte porte´e. Ensuite, on comprend pourquoi nos histogrammes expe´rimentaux pre´sentaient
une asyme´trie bien moins importante que celle observe´e pour ces syste`mes : l’asyme´trie diminue en
effet lorsque la porte´e augmente et la porte´e de notre confinement expe´rimental est dans tous les cas
supe´rieure a` celle d’un potentiel “sphe`res dures”7.
7. Notons qu’en raison de la syme´trie du syste`me et du nombre impair de particules conside´re´ ici, on doit obtenir
Ai = 0 pour la particule centrale. Cela nous permet d’e´valuer les barres d’erreur de nos simulations.
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Figure IV.12 – Asyme´trie des histogrammes de positions Ai en fonction de la particule i pour un
syste`me de 33 particules. On ne repre´sente que la moitie´ des particules, les autres histogrammes
e´tant syme´triques rapport au centre de la boˆıte. Figure en insertion : histogrammes de position des
particules externes et de la particule centrale. A gauche : confinement a` courte porte´e. Ronds
rouges : λw = λ0, Ew = 0.0095E0. Carre´s verts : λw = 2λ0, Ew = 0.1E0. Losanges bleus :
λw = 15λ0, Ew = 0.005E0. A droite : confinement a` longue porte´e d’intensite´ Ew = 0.1E0.
Ronds gris : λw = 15λ0. Carre´s violets : λw = 30λ0.
IV.3.3 Evolution de la variance longitudinale des particules
Les figures IV.13, IV.14 et IV.15 repre´sentent l’e´volution de 〈∆x2i (t)〉 de plusieurs particules i,
pour diffe´rentes valeurs de dissipation γ et diffe´rents potentiels de confinement longitudinaux. Trois
re´gimes de diffusion successifs qui e´tendent nos re´sultats expe´rimentaux sont observe´s.
IV.3.3.1 Re´gime balistique : 0 ≤ t ≤ τcorr(i)
Le re´gime balistique est ici tout a` fait identique a` celui observe´ pour les syste`mes pe´riodiques : le
de´placement quadratique moyen e´volue en H1t
2 avec H1 donne´e par l’expression (III.13) et ce, quelle
que soit la particule i. Ce re´gime est e´galement totalement inde´pendant du potentiel de confinement
car aux temps courts, chaque particule diffuse librement et n’est influence´e ni par le confinement, ni
par les interactions avec ses voisines.
IV.3.3.2 Re´gime corre´le´ : τcorr(i) ≤ t ≤ τsat(i)
La` encore, on retrouve les deux comportements des syste`mes pe´riodiques : line´aire en 2Dit pour
une faible dissipation, sous-diffusif en Fi
√
t pour une forte dissipation ou les deux successivement pour
des valeurs de γ interme´diaires.
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Figure IV.13 – Evolution du de´placement quadratique moyen 〈∆x2i 〉 en mm2 en fonction du
temps en s, pour un syste`me de 33 particules et un confinement HW tel que λw = 0.48 mm
et Ew = 0.0095E0. Les variances repre´sente´es ici correspondent aux particules i = ±16 (ronds
bleus), i = ±15 (carre´s rouges),i = ±14 (losanges verts), i = ±13 (triangle magenta) et i = 0
(triangle noirs). Le coefficient de dissipation vaut γ = 1 s−1 [(a) et (d)] ; γ = 10 s−1 [(b) et (e)] ;
γ = 60 s−1 [(c) et (f)]. Colonne de gauche : re´sultats nume´riques ; Colonne de droite : mode`le
analytique. Tous les graphiques sont en e´chelle logarithmique. La droite noire est de pente 1,
celle en pointille´ de pente 2 et celle en tirets de pente 1/2
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Figure IV.14 – Evolution du de´placement quadratique moyen 〈∆x2i 〉 en mm2 en fonction du
temps en s, pour un syste`me de 33 particules et un confinement de type SW tel que λw = 1 mm
et Ew = 0.1E0. Les variances repre´sente´es ici correspondent aux particules i = ±16 (ronds
bleus), i = ±15 (carre´s rouges),i = ±14 (losanges verts), i = ±13 (triangle magenta) et i = 0
(triangle noirs). Le coefficient de dissipation vaut γ = 1 s−1 [(a) et (d)] ; γ = 10 s−1 [(b) et (e)] ;
γ = 60 s−1 [(c) et (f)]. Colonne de gauche : re´sultats nume´riques ; Colonne de droite : mode`le
analytique. Tous les graphiques sont en e´chelle logarithmique. La droite noire est de pente 1,
celle en pointille´ de pente 2 et celle en tirets de pente 1/2. La figure en insertion est un zoom
sur le croisement des courbes.
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Figure IV.15 – Evolution du de´placement quadratique moyen 〈∆x2i 〉 en mm2 en fonction du
temps en s, pour un syste`me de 33 particules et un confinement LR tel que Ew = 0.1E0 et
λw = 4 mm [(a) et (d)], λw = 11 mm [(b) et (e)] et λw = 30 mm [(c) et (f)]. Les variances
repre´sente´es ici correspondent aux particules i = ±16 (ronds bleus), i = ±15 (carre´s rouges),i =
±14 (losanges verts), i = ±13 (triangle magenta) et i = 0 (triangle noirs). Le coefficient de
dissipation vaut γ = 1 s−1 pour toutes les figures. Colonne de gauche : re´sultats nume´riques ;
Colonne de droite : mode`le analytique. Tous les graphiques sont en e´chelle logarithmique. La
droite noire est de pente 1 et celle en pointille´ de pente 2
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Dans ce re´gime, alors que l’e´volution de la variance est inde´pendante de la position de la particule
lorsque le confinement est a` courte porte´e, elle en de´pend fortement lorsque le confinement est a` longue
porte´e. On peut ainsi remarquer sur les figures IV.13 c) et IV.14 c) que les particules exte´rieures i =
±16 ne pre´sentent pas de re´gime sous-diffusif, meˆme pour un fort coefficient de dissipation γ = 60 s−1
alors que celui-ci est bien marque´ pour les particules centrales i = 0. Lorsque le confinement est a`
longue porte´e, les pre´facteurs Di et Fi de´pendent e´galement de i, comme on le voit sur la figures IV.15
a), b) et c). Ce n’est pas le cas pour un confinement HW ou SW (figures IV.13 a), b) et c) et IV.14
a), b) et c)
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Figure IV.16 – Coefficients de diffusion Di en mm
2.s−1 en fonction de la particule i pour 33
particules et γ = 1s−1. (a) Confinement de type HW, λw = 0.48 mm, Ew/E0 = 0.0095 (ronds
vides rouges) ; confinement SW, λw = 0.48 mm, Ew/E0 = 0.1 (ronds bleus) ; confinement LR,
Ew/E0 = 0.1, λw = 4 mm (triangles magenta), 7 mm (losanges verts), 11 mm (carre´s orange),
15 mm (ronds noirs). (b) Confinement LR, 15 mm, Ew/E0 = 0.005 (carre´s cyan), 0.1 (ronds
noirs), 0.5 (triangles gris).
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Figure IV.17 – Mobilite´s Fi en mm
2.s−1/2 en fonction de la particule i pour 33 particules. (a)
γ = 1s−1, confinement de type HW, λw = 0.48 mm, Ew/E0 = 0.0095 (ronds vides rouges) ;
confinement SW, λw = 0.48 mm, Ew/E0 = 0.1 (ronds bleus) ; confinement LR, Ew/E0 = 0.1,
λw = 4 mm (triangles magenta), 7 mm (losanges verts), 11 mm (carre´s orange), 15 mm (ronds
noirs). (b) γ = 60s−1, confinement LR, 15 mm, Ew/E0 = 0.001 (losanges rouges), 0.05 (cercles
roses), 0.1 (ronds noirs).
Nous avons mesure´ l’e´volution de Di et de Fi en fonction de la position des particules et des
parame`tres du potentiel de confinement. Ces re´sultats sont pre´sente´s sur la figure IV.16. On voit sur la
figure a) que les coefficients Di mesure´s pour une chaˆıne de particules sont de plus en plus he´te´roge`nes
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lorsque la porte´e du confinement λw augmente. C’est e´galement le cas lorsque l’on augmente l’intensite´
du confinement Ew (figure IV.16 b)). Les mobilite´s ont un comportement identique (figure IV.17).
Ainsi, d’une manie`re ge´ne´rale, plus on pe´ne`tre dans la zone des potentiels LR dans le plan (Ew, λw),
plus les valeurs des pre´facteurs de´pendent de la position de la particule i. En ce qui concerne les autres
parame`tres de controˆle (densite´ ρ, tempe´rature T , interactions Γ), on retrouve les meˆmes de´pendances
que pour les syste`mes pe´riodiques.
Les valeurs de τcorr obtenues nume´riquement sont repre´sente´es sur la figure IV.18 dans le cas d’un
potentiel LR. Dans le cas d’un potentiel SW ou HW, τcorr reste globalement constant, excepte´ pour
la particule la plus externe pour laquelle on obtient un temps de corre´lation infe´rieur ou supe´rieur
respectivement. Pour un potentiel LR, τcorr augmente au contraire progressivement lorsque l’on se
rapproche des extre´mite´s de la chaˆıne. A l’inverse, les temps de corre´lation diminuent lorsque l’intensite´
du potentiel Ew augmente. Enfin, si τcorr est inde´pendant de la dissipation pour les faibles valeurs de
γ, il diminue fortement lorsque l’on augmente γ pour les fortes valeurs de coefficients de dissipation.
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Figure IV.18 – Temps de corre´lation τcorr en fonction de la position de la particule i obtenus
nume´riquement pour un syste`me de 33 particules, γ = 1 s−1 et un confinement de type LR.
a) Ew/E0 = 0.1, λw = 4 mm (triangles violets), 7 mm (losanges verts), 11 mm (ronds noirs),
15 mm (care´s orange). b) λw = 15 mm, Ew/E0 = 0.005 (ronds vides roses), 0.1 (ronds noirs),
0.5 (triangles gris).
IV.3.3.3 Re´gime de saturation : τsat(i) ≤ t
§ Valeurs de saturation 〈∆x2i (∞)〉
Aux temps longs, on observe une saturation de 〈∆x2i (t)〉. On peut voir sur les figures IV.13, IV.14
et IV.15 que les temps de saturation τsat et les valeurs de saturation de´pendent fortement de la position
de la particule i et ce, que le confinement soit a` courte ou a` longue porte´e. Les caracte´ristiques du
confinement (λw, Ew) jouent ne´anmoins un roˆle important sur les valeurs de 〈∆x2i (t)〉 comme nous
allons le voir. On peut remarquer de plus que dans le re´gime de saturation, pour certaines valeurs de
γ et (λw, Ew), on observe syste´matiquement une petite de´ple´tion de la variance a` t ≈ 2 s quelle que
soit la particule i (voir figures IV.13 a), IV.14 a) et IV.15 a), b) et c)).
La figure IV.19 repre´sente les valeurs 〈∆x2i (∞)〉 en fonction de la position de la particule i et
ce, pour diffe´rentes valeurs de λw (figure IV.19 a, b et c) et de Ew (figure IV.19 d). La forme de ces
courbes est tre`s de´pendante des caracte´ristiques du potentiel. Pour des potentiels a` courte porte´e, qu’ils
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soient HW ou SW, les valeurs de saturation sont quasi-paraboliques. En revanche, un effet paradoxal
intervient lorsque la porte´e du confinement longitudinal augmente : les fluctuations des particules
externes, qui pourtant subissent davantage les forces de confinement, sont amplifie´es tandis que celles
des particules internes sont re´duites. Un minimum d’amplitude de fluctuations apparaˆıt a` une distance
xmin des extre´mite´s. Ainsi, on voit progressivement apparaˆıtre des “ailettes” pour les grands i, puis
une parabole inverse´e lorsque (λw, Ew) se rapproche de la re´gion LR. Ces comportements ont e´te´
reporte´s sur la figure IV.9 et e´tudie´s en de´tail dans [22].
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Figure IV.19 – Valeurs de saturation de 〈∆2i (∞)〉 en mm2 en fonction de la position de la
particule i pour un syste`me de 33 particules et γ = 1 s−1 . Symboles : re´sultats nume´riques
moyenne´s sur 10 re´alisations ; lignes de la meˆme couleur : re´sultats the´oriques pour les meˆmes
parame`tres calcule´s a` partir de la formule (IV.42). (a)(ronds bleus) Potentiel HW, λw = 0.27d¯,
Ew = 0.0095E0. (carre´s verts) Potentiel SW, λw = 0.57d¯, Ew = 0.1E0. (b) Ew = 0.1E0 ; (ronds
violet) λw = 2.10λ0 , (triangles rouges) λw = 8.35λ0 , et (carre´s orange) λw = 14.57λ0 . (c)
Ew = 0.1E0 ; (ronds verts) λw = 22.93λ0 , (triangles bleus) λw = 31.28λ0 , et (carre´s noirs)
λw = 62.56λ0 . (d) λw = 31.28λ0 ; (ronds verts) Ew = 0.005E0 , (carre´s rouges) Ew = 0.02E0 ,
(triangles bleus) Ew = 0.1E0 et (losanges orange) Ew = 0.5E0 .
Nous avons mesure´ les valeurs de xmin en fonction de λw/d¯ pour une intensite´ Ew constante (voir
figure IV.20 a). Pour 33 particules, xmin augmente line´airement pour les petites valeurs de λw/d¯
et semble ensuite atteindre une valeur limite. Cette limite est un effet de taille finie. Pour nous en
convaincre, nous avons re´alise´ des simulations sur des syste`mes de tailles diffe´rentes. Plus le syste`me
est grand et plus ce re´gime de saturation apparait pour de grandes valeurs de λw (figure IV.20 a)).
xmin atteint sa limite a` L/2.
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Figure IV.20 – a) Valeurs de xmin (en mm) en fonction de λw/d¯ pour une distance inter-
particule moyenne d¯ = 60/34 mm et une intensite´ de confinement Ew = 0.1E0. Le nombre de
particules Ntot est de 16 (ronds rouges), 33 (carre´s bleus), 66 (losanges verts) et 132 (triangles
violet). b) Valeurs de saturation du de´placement quadratique moyen 〈∆xi(∞)2〉 en mm2 pour la
particule centrale i = 0 (ronds rouges) et la particule externe i = 16 (carre´s bleus) en fonction
de λw/d¯ pour une syste`me de 33 particules.
Il est inte´ressant de remarquer que ces changements de comportement de valeurs de saturation sont
observe´s pour des distributions de positions d’e´quilibre tre`s similaires : ainsi, les valeurs de 〈∆2i (∞)〉
repre´sente´es sur la figure IV.19 d) sont obtenues pour des distributions d’e´quilibre toutes paraboliques.
On peut en de´duire que ces valeurs de saturation ne peuvent eˆtre explique´es par les he´te´roge´ne´ite´s de
densite´ locale du syste`me. Elles proviennent au contraire de phe´nome`nes collectifs. Nous y reviendrons
dans la section IV.4.
§ Temps de saturation τsat
Comme on peut le voir sur la figure IV.21, les valeurs de τsat de´croissent lorsque i augmente.
Le temps de saturation τsat est inde´pendant de γ pour les faibles dissipations puisqu’on voit sur la
figure IV.21 a) que les points obtenus pour γ = 0.1 et 1 s−1 sont superposables. Lorsque γ augmente,
on voit au contraire que τsat augmente pour les particules externes et reste a` peu pre`s constant pour
les particules centrales. Les temps de saturation de´pendent e´galement des caracte´ristiques du potentiel
de confinement. Cependant, l’e´volution de τsat n’est pas la meˆme pour les particules externes et pour
les particules internes : lorsque Ew et λw augmentent, τsat diminue pour les particules externes alors
qu’il augmente pour les particules internes (figure IV.21 b et c respectivement).
IV.3.4 Conclusion sur les re´sultats nume´riques
Dans cette partie, nous avons identifie´ les parame`tres pertinents caracte´risant la porte´e du confine-
ment et montre´ leur influence sur la diffusion de particules confine´es dans des syste`mes aux conditions
aux limites re´pulsives. Nos simulations nume´riques ont confirme´ les observations qui avaient e´te´ faites
sur la porte´e du confinement longitudinal associe´ aux deux cellules utilise´es expe´rimentalement.
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Figure IV.21 – Temps de saturation τsat en fonction de la position de la particule i obtenus
nume´riquement pour un syste`me de 33 particules. a) Confinement de type SW, λw = 1 mm,
Ew/E0 = 0.1 : γ = 0.1 s
−1 (triangles rouges), 1 s−1 (ronds orange), 10 s−1 (carre´s bleus),
20 s−1 (losange verts). Figure en insertion : τsat en fonction de i pour un confinement HW : γ =
1 s−1 (triangles rouges), 10 s−1 (losanges noirs). b) Confinement LR, Ew/E0 = 0.1, γ = 1 s
−1,
λw = 4 mm (triangles magenta), 7 mm (losanges verts), 15 mm (ronds noirs). c) Confinement
LR, γ = 1 s−1, λw = 15 mm, Ew/E0 = 0.05, (ronds roses), 0.1 (ronds noirs), 0.5 (triangles
gris)
Nous avons ensuite pu montrer que le re´gime corre´le´ ne de´pendait de la position des particules que
dans le cas d’un confinement a` longue porte´e, en bon accord avec nos re´sultats expe´rimentaux. Nous
avons de´crits l’e´volution des pre´facteurs Di et Fi en fonction de la position des particules ainsi que
celle des temps de transition τcorr et τsat. Les re´sultats pour les potentiels a` courte porte´e sont quant
a` eux cohe´rents avec les re´sultats the´oriques sur les “sphe`res dures”.
Les valeurs de saturation de la variance de´pendent fortement des proprie´te´s du confinement. Par
exemple, un potentiel a` longue porte´e peut induire un renforcement significatif de la diffusion des
particules externes, qui subissent pourtant la force de confinement la plus importante. Nous allons
maintenant voir s’il est possible de de´crire l’ensemble de ces re´sultats graˆce aux modes propres de
vibration du syste`me, comme nous l’avions fait pour les syste`mes pe´riodiques.
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IV.4 Mode`le de diffusion corre´le´e de particules en interac-
tion : cas d’un syste`me CLR
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Figure IV.22 – Sche´ma de principe du mode`le analytique pour un syste`me de taille finie. Les
raideurs en bleu proviennent des interactions inter-particules et les raideurs en rouge du confi-
nement longitudinal
Les calculs pre´sente´s ci-dessous ont fait l’objet de deux publication [22, 23].
Nous allons a` nouveau repre´senter le syste`me par une chaˆıne de masses ponctuelles relie´es entre elles
par des ressorts mais cette fois, chaque masse sera e´galement relie´e a` chacun des murs de confinement
par un autre ressort afin de prendre en compte la force de confinement (voir figure IV.22). Conside´rons
un syste`me impair de Ntot = 2N − 1 particules. La position xi(t) de la particule i sera donc de´crite
par l’e´quation de Langevin suivante :
Mx¨i(t) = kixi−1(t)− (kωi + ki + ki+1)xi(t) + ki+1xi+1(t)−Mγx˙i(t) + µi(t) (IV.8)
ou` ki correspond a` la raideur mode´lisant l’interaction entre la particule i et i− 1 et kωi correspond a`
l’interaction entre la particule i et le potentiel de confinement longitudinal. On a donc
ki ≡ −∂Fint
∂x
(di), k
w
i ≡ −
∂F
‖
c
∂x
(L/2 + x∗i )−
∂F
‖
c
∂x
(L/2− x∗i ). (IV.9)
ou` x∗i de´signe la distance entre la particule i et le mur de gauche.
L’expression des forces d’interaction et de confinement e´tant connue, les distributions de raideurs
sont de´duites des positions d’e´quilibre des particules 8. La figure IV.23 repre´sente quelques distributions
typiques obtenues pour des potentiels HW, SW ou LR.
Dans le cas des potentiels HW et SW, les raideurs obtenues sont identiques pour toutes les parti-
cules, excepte´es les plus externes, ce qui est logique puisque les positions d’e´quilibre sont e´quire´parties
(voir figure IV.10 a) et b). De plus, seules les particules externes ressentent la force de confinement
8. On peut obtenir les positions d’e´quilibre en moyennant les xi(t) que l’on obtient nume´riquement ou en re´solvant
nume´riquement le syste`me de Ntot e´quations alge´briques
Fc(xi(t)) +
∑
i 6=j
Fint(xi(t)− xj(t)) = 0
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lorsque λw est petit et k
ω
i = 0 pour |i| 6= N − 1. Pour un potentiel de confinement HW ou SW, on
notera donc :
ki =
{
k pour i ∈ ]−N + 1;N − 1[
0 pour |i| = N − 1 k
i
w =
{
kw pour |i| = N − 1
0 sinon
avec kw > k dans le cas HW et kw < k dans le cas SW.
Pour les potentiels LR, les raideurs ki et k
ω
i sont en revanche beaucoup plus he´te´roge`nes. Les
raideurs ki sont toujours plus grandes au centre de la chaˆıne car les densite´s locales ρi y sont plus
grandes alors que les raideurs kωi sont plus fortes pour les billes externes, plus proches des murs.
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Figure IV.23 – Raideurs adimensionne´es en fonction de la position de i pour un syste`me
de 33 particules. a) Potentiel d’interaction a` courte porte´e. Triangles rouges : potentiel HW
avec λw = 0.48 mm et Ew/E0 = 0.0095. Carre´s bleus : potentiel SW avec λw = 1 mm et
Ew/E0 = 0.1. Pour cette figure, k−16 et k16 correspondent a` k
w
i (k
w
i ≈ 0 ∀i ∈] − 16, 16[). b)
Potentiel d’interaction a` longue porte´e avec λw = 15 mm et Ew/E0 = 0.1. Ronds bleus : raideurs
inter-particules ki/k(1/ρ) (ordonne´e de gauche). Carre´s bleus : raideurs lie´es au confinement
kwi /k(1/ρ) (ordonne´e de droite).
Notre syste`me sera donc caracte´rise´ par une matrice d’interaction S dont les coefficients sont
donne´s par :
Sji = −kiδj,i−1 + (kωi + ki + ki+1)δi,j − ki+1δj,i+1. (IV.10)
Afin d’obtenir l’e´volution de la variance 〈∆xi(t)〉 en fonction du temps, nous calculons les modes
propres ainsi que les valeurs propres du syste`me. Les fre´quences propres ωs sont donne´es par ω
2
s =
σs/M ou` les σs correspondent aux valeurs propres de la matrice S. On note Xs les modes propres de
S et Xs(i) leur i-ie`me composante.
Comme pour les syste`mes pe´riodiques, le mouvement de chaque particule xi(t) se de´compose sur
les modes propres Xs(i) :
xi(t) =
2N−1∑
s=1
Xs(i)Is(t). (IV.11)
ou` le coefficient Is de´finit le poids du mode s. Si l’on injecte cette expression dans (IV.8), on obtient
M
2N−1∑
s=1
I¨sXs(i) =
2N−1∑
s=1
N−1∑
i′=−N+1
Sii′IsXs(i
′)−Mγ
2N−1∑
s=1
I˙sXs(i) + µ(i, t). (IV.12)
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En utilisant les proprie´te´s des modes propres du syste`me, nous permettant d’e´crire
∑N−1
i′=−N+1 Sii′Xs(i
′) =
−Mω2sXs(i) et l’orthogonalite´ des modes statuant que Xs · Xs′ = δss′ , la projection de l’e´quation
(IV.12) sur le mode Xs′ nous donne :
I¨s + ω
2
sIs + γI˙s =
µ˜(s, t)
M
, (IV.13)
ou` nous avons de´fini µ˜(s, t) =
∑N−1
i=−N+1Xs(i)µ(i, t). On trouve facilement a` partir de (III.24) que
cette force posse`de les proprie´te´s suivantes :
〈µ˜(s, t)〉 = 0 (IV.14)
〈µ˜(s, t)µ˜(s, t)〉 =
N−1∑
i=−N+1
N−1∑
i′=−N+1
Xs(i)Xs(i
′)〈µ(i, t)µ(i′, t′)〉 = 2kBTMγδs,s′δ(t− t′) (IV.15)
Les modes propres e´tant orthogonaux, le de´placement quadratique moyen de la particule i est
donne´ par :
〈∆xi(t)2〉 =
2N−1∑
s=1
Xs(i)
2〈∆I2s (t)〉 (IV.16)
Nous avons vu que l’e´volution temporelle de Is(t) e´tait re´gie par les e´quations (IV.13), (IV.14)
et (IV.15) que nous avions de´ja` rencontre´es dans les syste`mes pe´riodiques (formules (III.31), (III.24)
et (III.25)). Le de´placement quadratique moyen de chaque mode Is(t) est donc donne´ par la meˆme
expression que (III.37) 9 et on obtient :
〈∆I2s (t)〉 =
2kBT
Mω2s
[
1 +
ω−(s)e
ω+(s)t
ω+(s)− ω−(s) −
ω+(s)e
ω−(s)t
ω+(s)− ω−(s)
]
,
ω±(s) ≡ −γ
2
±
√
γ2
4
− ω2s .
(IV.17)
Il nous reste maintenant a` de´terminer les modes Xs(i) et les fre´quences propres ωs du syste`me. Nous
allons proce´der de deux manie`res diffe´rentes : pour les syste`mes HW et SW, nous utiliserons une
me´thode analytique de´veloppe´e par Montroll et Potts [61] tandis que pour les syste`mes LR, nous
diagonaliserons nume´riquement la matrice d’interaction. Nous verrons en effet que si la me´thode de
Montroll et Potts permet d’obtenir des expressions analytiques pour les modes et les fre´quences propres
d’une chaˆıne de masses-ressorts en pre´sence d’un de´faut localise´, elle n’est pas adapte´e aux syste`mes
tre`s he´te´roge`nes.
IV.4.1 Modes propres de vibration
IV.4.1.1 Syste`mes HW ou SW : me´thode de Montroll et Potts
Dans le cas d’une chaˆıne homoge`ne pre´sentant quelques de´fauts localise´s, il est possible de trouver
des expressions analytiques pour les modes propres graˆce a` la me´thode de Montroll et Potts [61]. Pour
notre syste`me, les de´fauts correspondent aux deux raideurs exte´rieures qui sont diffe´rentes de toutes
les autres. On va chercher les solutions de l’e´quation (IV.8) sous la forme xi(t) = X(i)e
jωt ou` j2 = −1
et
X(i) =

A sin(N + i)φ si i > N − 1
B sin(N − i)φ si i < −N + 1
Cejiφ +De−jiφ sinon
(IV.18)
9. Mis a` part un facteur Ntot provenant de la normalisation des modes de´finie par la transforme´e de Fourier
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Si l’on injecte cette expression dans l’e´quation (IV.8), on trouve que ∀i ∈]−N + 1, N − 1[,
Mω2 = 2k(1− cosφ), (IV.19)
On a ainsi l’expression de la fre´quence propre ω en fonction du parame`tre φ. On peut ensuite de´terminer
la valeurs des constantes A, B, C et D graˆce aux e´quations du mouvement des particules |i| = N − 1
et |i| = N − 2. Si l’on pose kω = k(1− ǫ), on obtient
(A+B) sinφ = 2(1− ǫ)(C +D) cos(N − 1)φ (IV.20)
0 = −2(C +D) [ǫ cos(N − 1)φ− cosNφ] (IV.21)
(A−B) sinφ = 2j(1− ǫ)(C −D) sin(N − 1)φ (IV.22)
0 = −2j(C −D) [ǫ sin(N − 1)φ− sinNφ] (IV.23)
On va donc distinguer les modes pairs (A = B,C = D) des modes impairs (A = −B,C = −D). Les
valeurs du parame`tre φ nous sont donne´es par les deux e´quations transcendantes (IV.21) et (IV.23) :
ǫ cos(N − 1)φs = cosNφs, (modes pairs)
ǫ sin(N − 1)φ′s = sinNφ′s. (modes impairs)
(IV.24)
Dans le cas SW, kw < k soit ǫ > 0 et ces deux e´quations nous donnent N modes pairs et N − 1
modes impairs de´finis par les parame`tres re´els φs et φs′ . Les valeurs de φ et φs′ se situent entre les
ze´ros adjacents de cos(Nφs) et sin(Nφs) respectivement et peuvent donc facilement eˆtre calcule´es
nume´riquement.
Dans le cas HW, kw > k soit ǫ < 0. Lorsque ǫ < −1, les modes de plus haute fre´quence ne sont plus
donne´s par l’e´quation (IV.24) et on ne peut obtenir des solutions que pour un parame`tre φ complexe
de´fini par φ = π + iψ. On obtient ainsi
|ǫ| cosh(N − 1)ψN = coshNψN , (pour ǫ < −1)
|ǫ| sinh(N − 1)ψ′N−1 = sinhNψ′N−1. (pour ǫ < −N/(N − 1))
(IV.25)
Les fre´quences propres ne sont alors plus donne´es par la relation (IV.19) mais par :
Mω2 = 2k(1 + coshψ) (IV.26)
Finalement, on peut exprimer les modes propres du syste`me en fonction du parame`tre φ donne´ par
les e´quations (IV.24) ou (IV.25) :
Xs(i) = Cs cos iφs, C
2
s
N−1∑
i=−N+1
cos2 iφs = 1, (modes pairs)
Xs(i) = Cs sin iφ
′
s, C
2
s
N−1∑
i=−N+1
sin2 iφ′s = 1, (modes impairs)
(IV.27)
On remplacera les fonctions trigonome´triques par leur e´quivalent hyperbolique dans le cas d’une valeur
de φs ou de φs′ complexe.
Il est inte´ressant de comparer la forme de ces modes aux modes que l’on avait calcule´s dans le cas
pe´riodique (voir figure IV.24). On peut remarquer que les modes de basse fre´quence des syste`mes HW
et SW sont tre`s similaires et ressemblent e´norme´ment aux modes obtenus pour une chaˆıne homoge`ne.
Ce n’est en revanche pas le cas des modes de haute fre´quence pour lesquels les particules centrales
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pre´sentent une amplitude quasiment nulle dans le cas HW. Ceci indique que ces modes de haute fre´-
quence se localisent aux extre´mite´s de la chaˆıne de particules pour ce type de potentiel de confinement.
Ce re´sultat n’a rien d’e´tonnant : pour un confinement HW, on obtient une raideur externe kω > k
ge´ne´rant des ondes dont la fre´quence est supe´rieure a` la fre´quence de coupure de la chaˆıne. Ces ondes
ne se propagent donc pas et restent localise´es sur les particules externes.
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Figure IV.24 – Amplitude normalise´e des modes normaux d’une chaˆıne de 33 particules en
fonction de la position de la particule i pour un potentiel de confinement a` courte porte´e. Cercles
bleus : potentiel SW, ǫ = 0.42. Carre´s rouges : potentiel HW, ǫ = −2.17. a) mode s = 1 b) mode
s = 2 c) mode s = 32 d) mode s = 33. Les modes sont ordonne´s par fre´quence croissante.
IV.4.1.2 Syste`mes LR : diagonalisation de la matrice d’interaction
La me´thode de Montroll et Potts que l’on vient de de´crire n’est pas adapte´e a` la description des
syste`mes LR car ceux-ci pre´sentent une distribution de raideurs plutoˆt que des de´fauts localise´s. Il
est ne´anmoins possible d’obtenir les modes et les fre´quences propres du syste`me en diagonalisant
nume´riquement la matrice d’interactions S. On peut voir sur la figure IV.25 repre´sentant certains de
ces modes qu’ils diffe`rent conside´rablement de ceux des syste`mes HW et SW. En effet, le confinement
induit une suppression des modes de haute fre´quence et une augmentation des modes de basse fre´quence
pour les particules externes.
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Figure IV.25 – Amplitude normalise´e des modes normaux d’une chaˆıne de 33 particules en
fonction de la position de la particule i pour un potentiel de confinement a` longue porte´e. Cercles
bleus : modes propres d’une chaˆıne homoge`ne (formule (III.28)). Carre´s rouges : modes propres
pour un syste`me avec un confinement d’une porte´e λw = 3.96d¯ et d’une intensite´ Ew = 0.1E0.
a) mode s = 1 b) mode s = 2 c) mode s = 32 d) mode s = 33. Les modes sont ordonne´s par
fre´quence croissante.
IV.4.2 Poids des modes Xs(i) et fre´quences propres ωs
La figure IV.26 a) repre´sente les fre´quences propres du syste`me pour diffe´rents types de potentiel
de confinement. On peut voir que plus le potentiel est a` longue porte´e et plus les fre´quences propres
se de´calent vers les hautes fre´quences. Il n’est pas difficile d’interpre´ter ce re´sultat car augmenter la
porte´e λw a` intensite´ Ew constante revient a` compresser d’avantage la chaˆıne de particules, ce qui se
traduit par des raideurs supe´rieures en moyenne. Il est possible d’observer directement ce de´calage vers
les hautes fre´quences sur les transforme´es de Fourier des positions des particules lorsque la dissipation
γ est tre`s faible (voir figure IV.27). Dans le cas d’un potentiel HW, les raideurs traduisant l’action du
confinement sur les particules externes sont tellement grandes que certaines fre´quences propres sont
supe´rieures a` la fre´quence de coupure de la chaˆıne (voir figure IV.26 b). Cela se traduit par l’existence
de modes localise´s aux extre´mite´s du syste`me, comme on l’a vu sur les figures IV.24 c) et d).
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Figure IV.26 – a) Fre´quences propres ωs en s
−1 d’un syste`me de 33 particules confine´es dans
un canal de longueur 60 mm. Triangles orange : λw = 30 mm, Ew/E0 = 0.1. Triangles noirs :
λw = 11 mm, Ew/E0 = 0.1. Losanges verts : λw = 4 mm, Ew/E0 = 0.1. Carre´s bleus :
λw = 1 mm, Ew/E0 = 0.1 (confinement SW). Ronds rouges : λw = 0.48 mm, Ew/E0 = 0.005
(confinement HW). b) Zoom sur les plus hautes fre´quences propres des syste`mes HW et SW.
Dans le cas HW, Les deux plus hautes fre´quences sont associe´es a` des modes localise´s. La courbe
noire en pointille´s est un guide pour les yeux.
En ce qui concerne le poids des modes Xs(i), on obtient des re´sultats tre`s diffe´rents des syste`mes
pe´riodiques. En effet, dans les syste`mes pe´riodiques, chaque mode avait un poids identique e´gal a`
1/Ntot = 1/(2N − 1) (voir formule (III.29)). Pour un mode s, l’amplitude Xs(i) est maximale pour
les particules dont la position correspond a` un ventre de ce mode. Ainsi, chaque particule i donne´e
posse`de un nombre de maxima valant N − i. Par exemple, la particule centrale i = 0 posse`de N
maxima car tous les modes pairs ont une amplitude maximale au centre de la chaˆıne alors que les
modes impairs sont d’amplitude nulle et ce, quelque soit le confinement. C’est bien ce que l’on observe
sur la figure IV.28 repre´sentant Xs(i)
2 en fonction de l’indice du mode s pour plusieurs particules
diffe´rentes.
Pour un confinement SR, on peut voir sur la figure IV.28 a) que les positions des maxima sont
tre`s similaires a` celles que l’on obtient pour une chaˆıne homoge`ne confine´e entre deux murs (voir le
calcul en Annexe A). Lorsque l’on augmente l’intensite´ ou la porte´e du confinement, les amplitudes
des diffe´rents modes sont modifie´es. Dans le cas HW, les modes de plus grande amplitude sont de´cale´s
vers les hautes fre´quences (figure IV.28 b). On voit que pour les particules les plus externes (i = 15 ou
16), les amplitudes les plus grandes sont obtenues pour les modes de plus haute fre´quence alors que
leur amplitude est quasiment nulle pour les particules centrales, ce qui traduit leur caracte`re localise´.
A l’inverse, augmenter la porte´e du confinement λw revient a` de´caler les maxima des deux particules
externes vers les basses fre´quences (figure IV.28 c). Dans ce cas, la contribution des modes de haute
fre´quence au mouvement de ces particules devient quasiment nulle.
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Figure IV.27 – Densite´ spectrale de la trajectoire d’une particule i en fonction de la fre´quence
ω en s−1 pour une syste`me de 33 particules, γ = 0.1 s−1 et pour i = ±16 (rouge), i = ±15
(bleu) et i = 0 (vert). a) Confinement SW : λw = 1 mm, Ew = 0.1E0. b) Confinement LR :
λw = 15 mm, Ew = 0.1E0. Les lignes en pointille´s correspondent aux a) 16 et b) 24 premie`res
fre´quences propres.
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Figure IV.28 – Xs(i)
2 en fonction du mode s pour trois particules i diffe´rentes : la particule
externe i = 16 (ronds rouges), la suivante i = 15 (carre´s bleus) et la centrale i = 0 (losanges
verts). a) Confinement SW : λw = 1 mm, Ew = 0.1E0. b) Confinement HW : λw = 0.48 mm,
Ew = 0.005E0. c) Confinement LR : λw = 15 mm, Ew = 0.1E0.
IV.4.3 Calcul des lois d’e´chelle et des coefficients de transport
Dans cette partie, nous de´terminerons a` partir de l’expression analytique (IV.16) les lois d’e´chelles
et les coefficients de transport associe´s a` tous les re´gimes de diffusion observe´s. Soulignons de`s a`
pre´sent le parfait accord entre les e´volutions temporelles de la variance obtenues nume´riquement et
celles calcule´es ci-dessous (voir figures IV.13, IV.14 et IV.15).
Re´gime balistique : t ≤ τcorr
Aux temps courts, les modes e´voluent tous de manie`re identique, d’apre`s la formule (IV.17) :
〈∆I2s (t)〉 t→0∼
kBT
M
t2 (IV.28)
En utilisant l’orthonormalite´ des modes propres, on trouve pour chacune des particules :
〈∆xi(t)2〉 t→0∼ kBT
M
t2 (IV.29)
Re´gime interme´diaire : τcorr ≤ t ≤ τsat
Afin de comprendre ce re´gime de diffusion, il est ne´cessaire de conside´rer pour chaque particule
i la contribution 〈∆I2s (t)〉Xs(i)2 a` sa variance 〈∆x2i (t)〉. La figure IV.29 repre´sente les contributions
des modes s = 1, 3 et 33 pour la particule centrale (i = 0). Nous avons conside´re´ deux coefficients de
dissipation diffe´rents : a) γ = 0.1 s−1 b) 60 s−1.
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Figure IV.29 – Evolution de la contribution 〈∆I2s (t)〉Xs(i)2 du mode s en mm2 en fonction
du temps pour s = 1 (rouge), s = 3 (bleu), s = 33 (vert). Le de´placement quadratique moyen
〈∆x2(t)〉 en mm2 est trace´ en noir pour un syste`me de 33 particules, un confinement SW :
Ew = 0.1E0 et λw = 1 mm. a) γ = 0.1 s
−1 b) a) γ = 60 s−1
Pour une tre`s faible dissipation (γ/2 < ωs ∀s), tous les modes oscillent avant d’atteindre leur
re´gime de saturation. L’e´volution du de´placement quadratique moyen 〈∆x2(t)〉 est donc explique´e par
la saturation progressive de tous les modes, comme pour les syste`mes pe´riodiques. Comme en III.4.1.3,
ils saturent apre`s un temps t ≈ 2/(√3 ωs). Dans l’approximation de Debye, le nombre de modes non
sature´s n(t) est :
n(t) ∼ 4
√
3N
π
√
KD/M t
(IV.30)
ou` KD est une raideur effective telle que, pour les basses fre´quences, la relation de dispersion s’e´crive :
ωs =
(
π
2N
√
KD
M
)
s (IV.31)
A` tre`s forte dissipation (γ/2 > ωs ∀s), tous les modes sont suramortis et croissent line´airement
en 2kBT/(Mγ)t avant de saturer pour un temps t = γ/ω
2
s (figure IV.29 b)). Dans l’approximation de
Debye, le nombre de modes contribuant a` la variance pour lesquels t < γ/ω2s est e´gal a` :
n(t) ∼ 2N
π
√
KD/Mγ
√
t
(IV.32)
Dans les deux cas, les modes e´voluent en t2 aux temps courts (expression (IV.28)). Par conse´quent,
la variance e´volue comme :
〈∆xi(t)2〉 ≈
kBT
M
n(t)∑
s=1
X2s (i)
 t2 (IV.33)
La figure IV.30 repre´sente les valeurs de Σ(n, i) ≡
n(t)∑
s=1
X2s (i) en fonction de n pour un confinement
SW et LR.
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Dans le cas SW, la somme Σ(n, i) est quasi-line´aire en n et ce, quelle que soit la particule conside´re´e.
Ainsi, chaque mode contribue au de´placement quadratique moyen (meˆme si le poids de chaque mode
est diffe´rent). Sachant que Σ(n, i) = 1 pour n = 2N − 1, on en de´duit que :
ΣSR(n) ≈ n(t)/(2N − 1) (IV.34)
Le cas LR est en revanche tre`s diffe´rent. Cette fois, Σ(n, i) de´pend fortement de la particule i consi-
de´re´e. De plus, on voit que la somme n’est line´aire que jusqu’a` n = nmax(i, λw, Ew) < (2N − 1),
puis saute brutalement a` 1, ce qui signifie que les modes d’indice supe´rieurs ne contribuent plus. On
pouvait s’attendre a` ce re´sultat e´tant donne´ que les modes de haute fre´quence ont une amplitude Xs(i)
extreˆmement faible, comme nous l’avions de´ja` remarque´ sur la figure IV.28. On peut donc e´crire :
ΣLR(n, i) =
{
Σ(nmax, i)n(t)/nmax pour n < nmax(i, λw, Ew)
1 sinon
(IV.35)
L’e´volution de nmax en fonction de i est repre´sente´e sur la figure IV.31 pour diffe´rentes valeurs de λw.
On voit que plus |i| est grand, plus nmax diminue.
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Figure IV.30 – Somme partielle Σ(n, i) en fonction de n pour un syste`me de 33 particules et
pour les particules i = ±16 (ronds rouges), i = ±15 (carre´s bleus) et i = 0 (losanges verts). a)
Confinement SW : λw = 1 mm, Ew = 0.1E0. b) Confinement LR : λw = 30 mm, Ew = 0.1E0.
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Figure IV.31 – nmax(i, λw, Ew) en fonction de la position des particules i pour diffe´rents confi-
nements LR tels que Ew = 0.1E0 et λw = 4 mm (triangles magenta), 15 mm (ronds noirs) et
30 mm (losanges rouges).
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§ Syste`mes sousamortis
En utilisant les expressions (IV.33) et (IV.30), on trouve que pour un faible coefficient de dissipa-
tion, l’e´volution de la variance est donne´e par
〈∆xi(t)2〉 ≈
kBT
M
n(t)∑
s=1
X2s (i)
 t2 = 2Dt (IV.36)
Les expressions (IV.30), (IV.36), (IV.34) et (IV.35) nous permettent d’obtenir l’expression des coeffi-
cients de diffusion D d’un syste`me avec un confinement a` courte ou a` longue porte´e, pour une faible
dissipation :
DSR =
2
√
3kBTN
π(2N − 1)√MKD
=
2
√
3kBTN
π(2N − 1)
√
κT
Mρ
, (IV.37)
DLR(i) =
2
√
3kBTNΣ(nmax, i)
πnmax(i, λw, Ew)
√
κT
Mρ
, (IV.38)
ou` nous avons utilise´ le fait que κT = 1/(d¯KD).
§ Syste`mes suramortis
Pour un fort coefficient de dissipation, en utilisant les formules (IV.33) et (IV.32), on trouve
〈∆xi(t)2〉 ≈
2kBT
Mγ
n(t)∑
s=1
X2s (i)
 t = F√t. (IV.39)
On obtiendra l’expression de la mobilite´ F graˆce aux expressions (IV.32), (IV.39), (IV.34) et (IV.35) :
FSR =
2kBTN
π(2N − 1)√MKDγ
=
2kBT
π
N
2N − 1
√
κT d¯
Mγ
, (IV.40)
FLR(i) =
4kBTN
π
√
κT d¯
Mγ
Σ(nmax, i)
nmax(i, λw, Ew)
(IV.41)
Conforme´ment a` nos observations expe´rimentales et nume´riques, les coefficients de transport DSR
et FSR sont inde´pendants de la position des particules. A l’inverse, DLR(i) et FLR(i) de´pendent
explicitement de la position de la particule i via le coefficient nmax(i, λw, Ew). Les deux coefficients
augmentent lorsque i augmente, ce qui est en accord avec les figures IV.16 et IV.17 a) et b).
De plus, quelle que soit la porte´e du confinement, D et F sont proportionnels, avec D/F =√
γ/3. D e´tant inde´pendant de la dissipation γ d’apre`s (IV.37) et (IV.38), la mobilite´ doit eˆtre
proportionelle a` γ−1/2, ce qui est bien ce que l’on obtient en comparant les figure IV.17 a) et b) :
pour λw = 15 mm, Ew = 0.1E0, les mobilite´s valent environ 0.07 mm
2.s−1/2 pour γ = 10 s−1 et
0.03 ≈ 0.07/√6 mm2.s−1/2 pour γ = 60 s−1. Nous avons trace´ les valeurs des coefficients de diffusion
donne´es par (IV.37) et (IV.38) pour diffe´rents potentiels de confinement (figure IV.32). L’accord
avec les valeurs nume´riques (IV.16) est satisfaisant. Les mobilite´s peuvent eˆtre de´duites facilement
en multipliant simplement par
√
γ/3. La` encore, l’accord avec les simulations nume´riques (IV.17) est
bon.
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Figure IV.32 – Coefficients de diffusion nume´riques Di en mm
2.s−1 en fonction de la particule
i pour 33 particules et γ = 1s−1. (a) Confinement LR, Ew/E0 = 0.1, λw = 4 mm (triangles
magenta), 7 mm (losanges verts), 11 mm (carre´s orange), 15 mm (ronds noirs). (b) Confinement
LR, 15 mm, Ew/E0 = 0.005 (carre´s cyan), 0.1 (ronds noirs), 0.5 (triangles gris).
Re´gime de saturation : t ≥ τsat
Nous savons, d’apre`s le the´ore`me d’e´quire´partition de l’e´nergie, que tous les modes s saturent a`
une valeur 2kBT/(Mω
2
s) aux temps longs. Par conse´quent, les valeurs de saturation du de´placement
quadratique moyen sont donne´es, d’apre`s l’expression (IV.16) par
lim
t→∞
〈∆xi(t)2〉 ≡ 〈∆xi(∞)2〉 = 2kBT
M
2N−1∑
s=1
Xs(i)
2
ω2s
. (IV.42)
Les valeurs the´oriques calcule´es a` partir de cette formule sont en tre`s bon accord avec les valeurs
obtenues nume´riquement (voir figure IV.19).
Pour un potentiel de confinement a` courte porte´e (de type HW ou SW), on obtient des distributions
en forme de cloche. C’est d’ailleurs e´galement ce que l’on observe pour des“sphe`res dures”confine´es par
des conditions aux limites re´fle´chissantes[51]. Lorsque l’on s’e´loigne progressivement de la ligne verte
de la figure IV.9 en allant vers les potentiels a` longue porte´e, ces distributions perdent progressivement
leur forme en cloche : les fluctuations des particules externes augmentent alors que les fluctuations
des particules centrales diminuent, jusqu’a` devenir infe´rieures a` celles des particules externes pour
(λw = 31.28λ0, Ew = 0.5E0) (figure IV.19 c, courbe orange). Les fluctuations des billes externes
peuvent eˆtre multiplie´es par un facteur 4 et deviennent quasi-constantes lorsque λw > 14.57λ0 pour
une intensite´ Ew = 0.1E0 (figure IV.20 b). Les fluctuations des particules centrales sont quant a` elles
diminue´es d’un facteur 2 pour les plus grandes valeurs de λw.
Comme nous l’avions fait remarquer dans la partie pre´ce´dentes, les distributions de 〈∆xi(∞)2〉
pre´sentent des “ailettes” pour les confinements interme´diaires, c’est-a`-dire qu’elles posse`dent deux
minima de valeurs de saturation pour des particules situe´es a` une distance xmin des parois. Lorsque
l’on augmente λw, ces minima se de´calent vers le centre de la chaˆıne. Nous pouvons expliquer ces
comportements par l’e´volution des modes propres pre´sente´e sur les figures IV.24 et IV.25. D’une
manie`re ge´ne´rale, on peut voir sur la figure IV.26 que les fre´quences propres du syste`me se de´calent
vers les hautes fre´quences lorsque l’on augmente λw (ce qui est logique puisque la densite´ moyenne
du syste`me augmente). La contribution de chaque mode a` la variance e´tant divise´e par ω2s d’apre`s la
formule(IV.42), cela signifie que la variance est de plus en plus domine´e par les modes de plus basse
fre´quence. Or, l’amplitude de ces modes augmente pour les particules externes alors qu’elle diminue
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pour les particules centrales. On comprend donc pourquoi les valeurs de saturation e´voluent elles aussi
de cette manie`re lorsque λw augmente (voir figure IV.20 b) : elles suivent en re´alite´ l’e´volution des
modes de plus basse fre´quence. A l’inverse, la contribution au mouvement des particules externes des
modes de plus haute fre´quence est comple`tement supprime´e sur une distance d’environ λw lorsque
la porte´e augmente (figure IV.25 c et d). Cela n’a pas de conse´quence pour les particules les plus
externes dont la dynamique est comple`tement domine´e par les modes de basse fre´quence. En revanche,
la disparition des mouvements a` haute fre´quence diminue de manie`re significative les fluctuations des
particules plus proches du centre (telles que 〈xi〉 < λw). On voit donc apparaˆıtre des minima dans les
distributions de valeurs de saturation dont la position xmin est proportionnelle a` λw.
Notons que nous avons dans ces calculs ne´glige´ les interactions autres qu’entre plus proches voisins.
Pour e´valuer l’importance de ces interactions, nous avons fait quelques simulations nume´riques dans
lesquelles on n’utilise que les interactions entre plus proches voisins et nous avons compare´ leurs re´sul-
tats a` ceux des simulations obtenues en prenant en compte les interactions entre toutes les particules.
On peut voir sur la figure IV.33 a) que l’accord entre les re´sultats nume´riques et notre mode`le analy-
tique est encore meilleur pour les simulations plus proches voisins, en particulier pour les particules
centrales. Cela signifie que lorsque le confinement est a` longue porte´e, les densite´s locales au centre de
la chaˆıne deviennent tellement grandes qu’on ne peut plus ne´gliger les autres interactions (1/ρi < λ0
au centre de la chaˆıne). Cela ne constitue pas vraiment une limite de notre mode`le dans la mesure ou` il
est tout a` fait possible de prendre en compte ces interactions. On doit pour cela conside´rer des ressorts
supple´mentaires entre paires de particules. Si l’on fait cela, la matrice d’interactions obtenue est plus
complexe mais pour les tailles de syste`me conside´re´es, on peut toujours calculer nume´riquement ses
modes et valeurs propres. On peut voir sur la figure IV.33 b) que cela ame´liore bien la pre´cision des
re´sultats de notre mode`le et permet de mieux rendre compte des re´sultats nume´riques.
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Figure IV.33 – Valeurs de saturation du de´placement quadratique moyen 〈∆xi(∞)2〉 en fonction
de la position de la particule i pour un syste`me de 33 particules, γ = 1 s−1, Ew = 0.1E0 et
λw = 31.28λ0. Triangles bleus : simulations nume´riques avec toutes les interactions. Losanges
rouges : simulations nume´riques avec les interactions plus-proches-voisins (ppv) uniquement.
Les courbes en traits pleins sont donne´es par la formule analytique (IV.42). Courbe bleue :
interactions ppv uniquement, raideurs obtenues a` partir des positions d’e´quilibre de la simulation
“normale”. Courbe rouge : interactions ppv uniquement, raideurs obtenues a` partir des positions
d’e´quilibre de la simulation ppv. Courbe noire : toutes les interactions, raideurs obtenues a` partir
des positions d’e´quilibre de la simulation correspondante.
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Temps de transition
§ Temps de corre´lation τcorr
Le temps de corre´lation τcorr(i) est donne´ par 2
√
3/
√
ω2nnmax(i) − γ2/4. En effet, contrairement aux
syste`mes pe´riodiques, il n’est pas ne´cessaire de prendre en compte les modes s tels que s > nmax(i)
puisque leur contribution a` la variance est ne´gligeable.
Dans le cas d’un confinement SW, on a nmax(i) > 20 pour la plupart des particules (pour les
syste`mes que nous avons conside´re´s) 10. Sachant que ωs varie lentement pour les grandes valeurs de
s, les temps de corre´lations sont quasiment inde´pendants du nombre d’onde. En revanche, ωnmax(i)
diminue lorsque i augmente, ce qui se traduit par des temps de corre´lation plus longs pour les billes
externes. Dans le cas d’un confinement HW, les valeurs de nmax(i) se de´calent vers les hautes fre´-
quences. Ainsi, τcorr reste inde´pendant de la position de la particule mais augmente par rapport au
confinement SW pour les particules centrales du fait de la diminution des fre´quences propres que nous
avons de´ja` de´crite pre´ce´demment.
Enfin, dans le cas LR, toutes les valeurs de nmax(i) sont de´cale´es vers les petits nombres d’onde et
nous avons vu que les hautes fre´quences ne contribuent quasiment plus a` l’e´volution de la variance. Par
conse´quent, les temps de corre´lation augmentent fortement, en particulier pour les particules externes
dont la valeur de nmax(i) est la plus de´cale´e. Nous avons trace´ l’e´volution de τcorr en fonction de la
position de la particule i pour des potentiels de confinement de type LR (figure IV.34). On retrouve
les comportements observe´s nume´riquement (figure IV.18). Il est inte´ressant de noter que dans le cas
d’interactions “sphe`res dures” [51], les temps de corre´lation ne de´pendent que de la densite´ du syste`me
car les particules diffusent librement tant qu’elles ne sont pas rentre´es en collision avec leurs voisines.
Ici, leur diffusion a` t < τcorr se fait dans le potentiel local cre´e´ par ces voisines, ce qui explique que
τcorr de´pende des interactions entre particules.
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Figure IV.34 – Temps de corre´lation τcorr en fonction de la position de la particule i obtenus
nume´riquement pour un syste`me de 33 particules, γ = 1 s−1 et un confinement de type LR.
a) Ew/E0 = 0.1, λw = 4 mm (triangles violets), 7 mm (losanges verts), 11 mm (ronds noirs),
15 mm (care´s orange). b) λw = 15 mm, Ew/E0 = 0.005 (ronds vides roses), 0.1 (ronds noirs),
0.5 (triangles gris).
10. La borne infe´rieure de nmax de´pend bien entendu du nombre de particules du syste`me.
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§ Temps de saturation τsat
La fin du re´gime interme´diaire d’une particule i est quant a` elle caracte´rise´e par le mode s =
nmin(i, λw, Ew). Quand ωnmin > γ/2, la plupart des modes sont des modes sousamortis oscillants. Au
contraire quand ωnmin < γ/2, les modes sont en majorite´ suramortis. Les temps de saturation τsat
valent donc :
τsat =
{
π(ω2nmin − γ2/4)−1/2 pour ωnmin < γ/2
π
[
γ/2− (ω2nmin − γ2/4)1/2
]−1
pour ωnmin > γ/2
(IV.43)
Lorsque γ est tre`s petit, on a donc τsat ≈ π/ωnmin et lorsque γ est tre`s grand, τsat ≈ πγ/ω2nmin . Pour
des valeurs interme´diaires de dissipation, il est possible que les particules exte´rieures soient dans le
re´gime de faible dissipation alors que les particules centrales sont dans le re´gime de forte dissipation.
Par conse´quent, les temps de saturation deviennent inde´pendants de γ uniquement pour les particules
externes et on observe un saut dans l’e´volution de τsat a` la valeur de i correspondant au passage d’un
re´gime a` l’autre, ce qui est effectivement le cas sur la figure IV.18.
On voit donc que le re´gime interme´diaire s’e´tend entre τcorr et τsat, dont les valeurs sont de´termine´es
respectivement par nmin et nmax. Cela nous permet de mieux comprendre pourquoi il est impossible
d’observer ce re´gime pour les particules externes : en effet, l’amplitude de Xs(±16) est maximale pour
un seul mode s (figure IV.28), ce qui signifie que τcorr = τsat pour ces particules.
De´ple´tion de la variance pendant la saturation
Le re´gime de saturation pre´sente, sauf pour les syste`mes tre`s amortis, une de´ple´tion de la variance
dont notre mode`le peut e´galement rendre compte (voir figures IV.13, IV.14 et IV.15, a` 5 s environ). En
effet, on trouve que ce comportement peut eˆtre observe´ si γ est suffisamment petit pour que le mode s =
1 soit oscillant. La diminution correspond alors au premier minimum local de l’e´volution temporelle de
ce mode apparaissant pour t = 2π(ω21−γ2/4)−1/2 (voir figure IV.29). Ce temps correspond e´galement
au s-ie`me minimum des modes s > 1 dont la fre´quence est proportionelle a` ω1
11. La de´ple´tion de la
variance provient donc de la superposition des minima de tous ces modes. Elle n’est par conse´quent
observable que lorsque les modes basses fre´quences sont sousamortis et ce, quelque soit la particule i.
Dans les syste`mes pe´riodiques, elle n’apparait pas car elle est “cache´e” par le mode s = 0 traduisant
l’invariance par translation. Lorsque on augmente λw ou Ew, cette de´ple´tion survient a` des temps plus
courts puisque ω1 se de´cale vers les hautes fre´quences. Au contraire, augmenter γ revient a` diminuer ω1
et la de´ple´tion apparaˆıt plus tard. Il est ainsi possible d’estimer son amplitude a` partir de la formule :
δdepth(i) =
∑
s
[
X2s (i)e
−γpi/ω1
ω2s − γ2/4
]
(IV.44)
On peut voir sur la figure IV.35 que cette formule pre´dit une augmentation de δdepth lorsque |i| diminue
ou que γ augmente, ce qui est en accord avec nos simulations nume´riques.
11. En re´alite´, cela n’est vrai que pour les basse fre´quences pour lesquelles la relation de dispersion est line´aire. Ces
modes sont de toutes manie`res les plus importants puisqu’ils contribuent d’avantage au de´placement quadratique moyen
que les hautes fre´quences.
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Figure IV.35 – δdepth(i) en fonction de la position de la particule i pour un potentiel SW et
pour deux dissipation diffe´rentes : γ = 0.1 s−1 (points rouges) et γ = 1 s−1 (carre´s bleus)
IV.5 Conclusion
Nous avons e´tudie´ dans cette partie la diffusion longitudinale de chaˆınes de particules dans des
syste`mes aux conditions aux limites re´pulsives et caracte´rise´ tous les re´gimes de diffusion rencontre´s
dans cette configuration. On retrouve ainsi les meˆmes lois d’e´chelles que pour les syste`mes pe´riodiques
pour les re´gimes balistiques et corre´le´s, mais le re´gime de diffusion collective est quant a` lui remplace´
par un re´gime de saturation.
Dans ces syste`mes, la perte de l’invariance par translation se traduit par des coefficients de transport
pouvant de´pendre de la position des particules.
Nous avons e´galement montre´ que la porte´e du potentiel de confinement longitudinal jouait un roˆle
tre`s important. Lorsque le confinement est a` courte porte´e, les coefficients de diffusion et les mobilite´s
sont inde´pendants de la position des particules, les temps caracte´ristiques des diffe´rents re´gimes en
de´pendant malgre´ tout. On retrouve ainsi les re´sultats the´oriques obtenus pour les syste`mes de“sphe`res
dures”.
En revanche, lorsque le potentiel de confinement est a` longue porte´e, les coefficients de transport du
re´gime corre´le´ de´pendent fortement de la position de la particule.
De meˆme, les caracte´ristiques du confinement influence fortement les valeurs de saturation de la
variance. Ainsi, nous avons montre´ qu’une importante force de confinement peut se traduire para-
doxalement par une augmentation de la diffusion des particules externes.
Enfin, comme pour les syste`mes pe´riodiques ou infinis, tous ces comportements peuvent a` nouveau
eˆtre explique´s par les modes de vibrations du syste`me. La discernabilite´ des particules complique en
revanche le calcul de ces modes et des me´thodes spe´cifiques analytiques ou nume´riques doivent eˆtre
employe´es.
On peut maintenant s’interroger sur le roˆle du confinement transverse. Nous verrons dans la partie
suivante que diminuer l’intensite´ de ce confinement conduit a` une transition du syste`me vers une
configuration bidimensionnelle, nomme´e transition “zig-zag”. L’approche de cette transition a un effet
non trivial sur les fluctuations transverses des particules, dont la dynamique devient corre´le´e et sous-
diffusive.
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Troisie`me partie
Diffusion transverse
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Chapitre V
Fluctuations transverses et
transition zigzag
Nous nous sommes inte´resse´s jusqu’a` pre´sent aux mouvements longitudinaux des particules. Dans
ce chapitre, nous allons cette fois nous focaliser sur les fluctuations transverses. A l’image du confi-
nement U
‖
c qui joue un roˆle de´terminant sur la diffusion longitudinale dans les syste`mes CLR, les
fluctuations transverses sont directement relie´es a` l’intensite´ du confinement U⊥c . Toutefois, lorsque la
force de confinement devient suffisamment faible relativement aux composantes transverses des forces
entre particules, la configuration dans laquelle les particules sont toutes aligne´es n’est plus favorable
e´nerge´tiquement et les particules s’organisent alors en quinconce (voir figure V.1). Cette transition
structurale s’appelle la transition “zigzag”. Son origine est purement me´canique. La structure adopte´e
par le syste`me ne de´pend pas de la tempe´rature et pourra donc eˆtre de´crite a` basse tempe´rature.
Toutefois, on peut s’attendre a` ce que les fluctuations transverses de´pendent de cette structure, que
l’on doit donc caracte´riser pre´cise´ment au pre´alable.
x
yH a L
x
yH b L
Figure V.1 – Sche´ma de la transition zigzag. a) Configuration en ligne. b) Configuration zigzag.
Lorsque le confinement transverse est largement supe´rieur aux forces entre particules, chaque par-
ticule est inde´pendante et ses fluctuations transverses sont celles d’une particule isole´e dans un puits.
A l’inverse, lorsque le confinement est proche du seuil de transition, les mouvements des particules
deviennent corre´le´s et la diffusion transverse pre´sente des caracte´ristiques sous-diffusives en t1/2, in-
terpre´tables en termes de diffusion de modes transverses de vibration.
Enfin, lorsque le syste`me a de´ja` transite´ vers une configuration zigzag, les fluctuations thermiques
peuvent, a` suffisamment haute tempe´rature, lui permettre de permuter entre deux configurations
d’e´quilibre e´quivalentes e´nerge´tiquement et syme´triques par rapport a` l’axe central. Ces permutations
se superposent aux fluctuations des particules autour de leur positions d’e´quilibre et induisent des
comportements spe´cifiques de la diffusion des particules, notamment aux temps longs.
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Nous pre´senterons tout d’abord l’e´tude de la transition zigzag et les changements structuraux
qu’elle induit. Cette e´tude sera mene´e a` basse tempe´rature, pour que les effets thermiques, perturbant
l’observation des positions d’e´quilibre soient minimise´s. Nous caracte´riserons ensuite la dynamique
des permutations observe´es a` haute tempe´rature entre les configurations d’e´quilibre syme´triques. La
dernie`re partie sera consacre´e a` l’e´tude des fluctuations des positions transverses des particules.
V.1 Transition zigzag a` basse tempe´rature : configurations
d’e´quilibre
Nous caracte´risons dans cette partie les changements de configuration que subit un syste`me lors
de la transition zigzag.
V.1.1 A` propos de la transition zigzag : e´tat des lieux
Plusieurs e´tudes expe´rimentales ont de´montre´ que des syste`mes quasi unidimensionnels de parti-
cules en interaction re´pulsives transitent vers une configuration bidimensionnelle lorsque la densite´
de´passe un certain seuil ou que le confinement transverse diminue. La transition “zigzag” a e´te´ ob-
serve´e pour des chaˆınes d’ions confine´s dans des pie`ges de Paul a` refroidissement laser [7] ou dans
des pie`ges magne´tiques [71, 31] ou pour des poussie`res charge´es dans des plasmas [57, 77]. Ces deux
syste`mes sont soumis respectivement a` des interactions inter-particules e´lectriques a` longue porte´e
et e´lectriques e´crante´es. La transition zigzag est ge´ne´rique des syste`mes confine´s de particules en
interaction re´pulsive.
La configuration d’e´quilibre des particules juste apre`s la transition zigzag varie selon le syste`me
conside´re´.
Pour des syste`mes infinis, il a e´te´ montre´ analytiquement [28, 30, 70, 69] que la transition est carac-
te´rise´e par le passage d’une a` deux chaˆınes de particules dispose´es en quinconce.
Ce type de comportement est e´galement observe´ expe´rimentalement pour des chaˆınes d’ions bou-
cle´es [7, 9]. La parite´ joue alors un roˆle important : en effet, si le nombre de particules est impair, il
existe force´ment une particule surnume´raire. Sheridan a montre´ nume´riquement que la pre´sence de ce
de´faut induit une transition zigzag diffe´rente entre les syste`mes pairs et impairs : alors que les sys-
te`mes pairs transitent vers la configuration en double-chaˆıne comme les syste`mes infinis, les syste`mes
impairs transitent vers une configuration d’e´quilibre “non-uniforme” plus favorable e´nerge´tiquement,
dans laquelle quelques particules restent aligne´es sur l’axe central tandis que les autres adoptent une
configuration en quinconce [79] (voir figure V.2).
En ce qui concerne les syste`mes CLR, la transition est localise´e : une partie seulement des particules du
syste`me adopte une configuration en quinconce, tandis que les autres restent aligne´es sur l’axe central
du syste`me [57, 13, 74, 77, 78] (voir figure V.2). Dans ces e´tudes, cette “bulle zigzag” est toujours
annonce´e au centre du syste`me la` ou` les densite´s locales sont les plus fortes. Les particules centrales
sont ainsi toujours les premie`res a` de´passer le seuil de densite´ critique et a` adopter la configuration en
zigzag. De plus, cette bulle zigzag implique toujours plusieurs particules et il n’a jamais e´te´ observe´
de configuration dans laquelle une particule isole´e sortirait de l’axe central.
Plusieurs e´tudes ont montre´ que pour des syste`mes infinis de particules confine´es par un potentiel
harmonique a` tempe´rature nulle, la transition zigzag peut eˆtre de´crite dans le formalisme des transi-
tions de phase du second ordre de Ginzburg-Landau [70, 30, 28, 80], avec comme parame`tre d’ordre
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Figure V.2 – Sheridan, Phys.Scr. 80 (2009) 065502 : configurations d’e´quilibre nume´riques
d’une chaˆıne de Ntot particules confine´es dans un syste`me pe´riodique. a) Ntot = 45, confi-
guration en chaˆıne. b) Ntot = 48, configuration zigzag uniforme. c) Ntot = 49, configuration
zigzag non-uniforme. La fle`che rouge indique le de´faut de la structure zigzag.
Melzer, PRE 73 (2006) 056404 : configurations d’e´quilibre expe´rimentales d’une chaˆıne de 13
poussie`res charge´es confine´es dans un plasma. L’intensite´ du confinement transverse par rapport
au confinement longitudinal augmente de gauche a` droite.
le de´placement transverse des particules par rapport a` l’axe central 〈yi〉. Quelle que soit la nature du
syste`me et des interactions entre particules, a` la transition, la plus petite fre´quence propre du syste`me
s’annule et un des modes de vibration du syste`me devient mou. Cela permet d’en de´duire le seuil de
la transition [62, 63, 70, 28, 69].
Lorsque la densite´ d’un syste`me est faible, son e´nergie E(y) posse`de un seul minimum, correspon-
dant a` la configuration dans laquelle toutes les particules sont aligne´es sur l’axe central. En revanche,
lorsque la densite´ augmente, E(y) posse`de alors deux minima, correspondant aux configurations zig-
zag syme´triques par rapport a` y = 0. La configuration en ligne devient quant a` elle instable. Ce
comportement, ainsi que l’apparition d’un mode mou dans le syste`me, sont caracte´ristiques d’une
bifurcation fourche. La stabilite´ de la configuration en ligne avant et apre`s la transition, ainsi que
l’absence d’hyste´re´sis indiquent que cette bifurcation est surcritique. Il n’est pas surprenant de de´crire
cette transition par la the´orie des bifurcations car il existe une tre`s forte analogie entre les bifurcations
et la the´orie de Landau des transitions de phase du second ordre. On verra que la position transverse
moyenne 〈y〉 obe´it bien a` l’e´quation caracte´ristique d’une bifurcation fourche.
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V.1.2 Observations expe´rimentales
La transition zigzag a e´te´ observe´e avec notre dispositif expe´rimental pour les syste`mes CLR. Ainsi,
lorsque l’on e´tudie des syste`mes de 32 billes confine´es dans un canal rectiligne de longueur L = 57 mm,
on observe que les billes centrales se placent en quinconce autour de l’axe central lorsque la tension aux
bornes du condensateur est infe´rieure a` 1000 V (voir figure V.3). On peut ainsi observer une “bulle”
zigzag qui disparaˆıt au fur et a` mesure que l’on augmente la tension V0 applique´e au condensateur. Les
configurations d’e´quilibre obtenues sont tre`s proches de ce que l’on observe pour des chaˆınes d’ions
pie´ge´s (voir figure V.2), a` la diffe´rence pre`s que nos expe´riences ont e´te´ re´alise´es a` tempe´rature e´leve´e.
Figure V.3 – Image d’un canal line´aire de longueur L = 57 mm contenant Ntot = 32 billes
charge´es pour diffe´rentes valeurs de la tension V0. De haut en bas : V0 = 700, 800, 900, 1000 et
1136 V. La tempe´rature du syste`me est de T = 9× 1011 K (ce qui correspond a` une intensite´ du
bruit A = 500).
Bien que des configurations d’e´quilibre en zigzag soient observables expe´rimentalement, notre dis-
positif est mal adapte´ a` une e´tude pre´cise de cette transition. En effet, il n’existe que deux parame`tres
de controˆle nous permettant de faire apparaˆıtre une configuration zigzag expe´rimentalement : la den-
site´ ρ et la tension aux bornes du condensateur V0. La densite´ peut eˆtre change´e facilement en enlevant
ou en ajoutant des billes dans un canal mais seulement de manie`re discre`te. De plus, lorsque l’on fait
varier la tension V0, nous changeons simultane´ment les proprie´te´s du confinement transverse et longi-
tudinal (ou radial et orthoradial) ainsi que celles des forces d’interaction entre billes, ce qui revient a`
dire que nous faisons varier simultane´ment trois parame`tres de controˆle 1. Ainsi, nous ne disposons pas
expe´rimentalement d’un parame`tre de controˆle nous permettant d’explorer continuˆment la transition
1. Un montage permettant de changer inde´pendamment l’intensite´ des potentiels Uint, U
‖ et U⊥ serait envisageable
mais peu commode d’usage.
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zigzag sans modifier les autres parame`tres du syste`me. Nous nous sommes donc limite´s aux simulations
nume´riques pour cette e´tude.
V.1.3 La transition zigzag : une bifurcation fourche
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Figure V.4 – a) Positions d’e´quilibre the´oriques 〈y〉 en fonction de β (e´quation (V.3)). Les
courbes rouges en traits pleins repre´sentent les positions d’e´quilibre stables et les courbes en
tirets les positions d’e´quilibre instables. b) Positions d’e´quilibre nume´riques 〈|y|〉 en fonction du
parame`tre d’ordre adimensionne´ ǫ pour un syste`me pe´riodique de 32 particules et de longueur
L = 60 mm. La courbe en pointille´s repre´sente la fonction 〈|y|〉 = C√−ǫ.
Nous avons vu dans le chapitre II que le mouvement transverse des particules est de´crit par
l’e´quation (II.3), que nous rappelons ici :
My¨i =
∑
j 6=i
Fint(rij).ey + F
⊥
c (yi) + Fdiss(y˙i) + µ
y
i (t)
Pour un syste`me pe´riodique, la position moyenne 〈y〉 d’une particule est donc donne´e par l’e´quation :
M〈y¨〉+Mγ〈y˙〉 = −β〈y〉+ 2Fint
(√
1/ρ2 + 4〈y2〉
)
.ey (V.1)
Au premier ordre non line´aire en 〈y〉, la projection transverse de la force d’interaction est donne´e par :
2Fint
(√
1/ρ2 + 4〈y〉2
)
.ey = 4ρFint(1/ρ)〈y〉+ 8
[
ρ2F ′int(1/ρ)− ρ3Fint(1/ρ)
] 〈y〉3 (V.2)
La valeur moyenne de la position transverse est donc donne´e par l’e´quation :
M〈y¨〉+Mγ〈y˙〉 = a1〈y〉 − a3〈y〉3 (V.3)
les coefficients a1 et a3 valant
a1 = −β + 4ρFint(1/ρ) (V.4)
a3 = 8
[
ρ2F ′int(1/ρ)− ρ3Fint(1/ρ)
] ≤ 0 (V.5)
L’e´quation (V.3) correspond a` la forme normale d’une bifurcation fourche 2. Les positions d’e´quilibre
2. Avec un le´ger abus de langage. Au sens strict, le syste`me dynamique (V.3) correspond a` un espace de phase a` deux
dimensions. Il resterait a` re´duire la dynamique a` la seule varie´te´ centrale pour obtenir exactement la forme normale de
la bifurcation fourche.
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〈y〉 sont obtenues pour 〈y〉(a1 + a3〈y〉2) = 0. On trouve ainsi :
〈y〉 = 0 ∀a1 et ∀a3 (V.6)
〈y〉 = ±
√−a1
a3
lorsque a1 ≥ 0 (V.7)
D’apre`s l’e´quation (V.4) de´finissant le coefficient a1, la bifurcation survient lorsque le parame`tre de
controˆle atteint la valeur critique β = βzz(0) = ρFint(1/ρ). Le seuil de transition βzz(0) sera de´signe´
comme le seuil de transition “me´canique” du syste`me. On notera l’e´cart adimensionne´ a` cette valeur
critique ǫ = β/βzz(0)− 1. Ainsi, a` T = 0, la position d’e´quilibre 〈y〉 = 0 est stable lorsque β > βzz(0)
(ǫ > 0) et instable pour β < βzz(0) (ǫ < 0), comme cela est repre´sente´ sur la figure V.4 a). Par
conse´quent, lorsque β = βzz(0), le syste`me transite de la position d’e´quilibre 〈y〉 = 0 vers 〈y〉 =
±√−a1/a3 ∝ √−ǫ 3. La figure V.4 b) repre´sente les valeurs nume´riques de 〈|y|〉 en fonction de ǫ pour
un syste`me pe´riodique pair de 32 particules. Le parame`tre d’ordre 〈|y|〉 est bien proportionnel a` la
racine carre´e de l’e´cart au seuil.
V.1.4 Configurations d’e´quilibre
Nous caracte´risons dans cette partie les changements structuraux survenant dans les syste`mes
pe´riodiques ou CLR lors de la transition zigzag.
V.1.4.1 Syste`mes pe´riodiques
Nous disposons de deux parame`tres de controˆle nous permettant d’observer la transition zigzag
dans les syste`mes pe´riodiques :
• la densite´ ρ
• le rapport de l’intensite´ du confinement transverse sur l’intensite´ des interactions entre parti-
cules : β/ρ2E0
En pratique, nous nous sommes interesse´s a` l’apparition de cette transition lorsque l’on fait varier β
en gardant E0 constant. La parite´ du syste`me joue un roˆle important.
§ Nombre pair de particules
La figure V.5 repre´sente les configurations d’e´quilibre obtenues lorsque β diminue pour un nombre
de particules Ntot pair.
A` fort confinement, les particules sont toutes aligne´es sur l’axe y = 0. Lorsque β devient infe´rieur
a` la valeur seuil, les particules sortent toutes de cet axe et s’organisent en deux chaˆınes de Ntot/2
particules, telles que 〈y〉 = ±ν. On qualifiera cette structure de configuration en double-chaˆıne. La
distance a` l’axe 〈y〉 augmente au fur et a` mesure que l’intensite´ du confinement transverse baisse.
Lorsque β continue a` de´croˆıtre, on voit apparaˆıtre une de´formation au sein des deux chaˆınes. En
effet, pour certaines particules i, 〈yi〉 augmente alors qu’il diminue pour les autres. On obtient ainsi
des positions d’e´quilibre en forme de “lentille” : la distance a` l’axe 〈yi〉 de´pend de la particule i et
〈yi〉 6= 0 ∀i.
Finalement, cette configuration e´volue vers une “bulle” zigzag localise´e dans la chaˆıne : une partie
3. car a1 = −βzz(0) ǫ.
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Figure V.5 – Positions d’e´quilibre 〈y〉 en fonction de 〈x〉 en mm pour un syste`me pe´riodique de
32 particules, de longueur L = 60 mm et a` T = 109 K. L’intensite´ du confinement β diminue de
haut en bas et de gauche a` droite. L’e´cart au seuil vaut ǫ = 0.004, −0.02, −0.04, −0.05, −0.07,
−0.11, −0.48, −0.78 et −0.93. Le seuil de transition me´canique vaut βzz(0) = 5.82×10−4 kg.s−2
pour ce syste`me.
seulement des particules adoptent une configuration en quinconce tandis que les autres retournent
sur l’axe y = 0, ce qui la diffe´rencie de la configuration en lentille dans laquelle toutes les particules
sortent de l’axe. Cette bulle grossit et s’allonge au fur et a` mesure que β diminue, c’est-a`-dire que 〈yi〉
augmente ainsi que le nombre de particules constituant la bulle. Finalement, celle-ci finit par occuper
tout le syste`me et on se retrouve alors a` nouveau avec deux chaˆınes identiques.
§ Nombre impair de particules
Voyons maintenant comment s’effectue la transition dans les syste`mes impairs. On peut voir sur
la figure V.6 que contrairement aux syste`mes pairs, la configuration en double-chaˆıne n’est jamais
observe´e. Ainsi, le syste`me transite directement de la configuration purement uni-dimensionnelle a` celle
en forme de “lentille”. Celle-ci e´volue ensuite en “bulle” zigzag de la meˆme manie`re que pre´ce´demment,
en se condensant en un endroit, puis en grandissant jusqu’a` envahir la totalite´ du syste`me.
Les syste`mes impairs sont frustre´s lors de la transition zigzag. La particule surnume´raire peut eˆtre
conside´re´e comme un de´faut [79] dont le surcouˆt e´nerge´tique non ne´gligeable rend la configuration en
“lentille” plus avantageuse que la configuration en double-chaˆıne. Notons que ce de´faut est observable
pour un tre`s faible confinement (voir la dernie`re figure de V.6).
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Figure V.6 – Positions d’e´quilibre 〈y〉 en fonction de 〈x〉 en mm pour un syste`me pe´riodique de
33 particules, de longueur L = 60 mm et a` T = 109 K. L’intensite´ du confinement β diminue de
haut en bas et de gauche a` droite. L’e´cart au seuil vaut ǫ = 0.021, 0.002, −0.017, −0.023, −0.06,
−0.12, −0.50, −0.87 et −0.97. Le seuil de transition me´canique vaut βzz(0) = 6.86×10−4 kg.s−2
pour ce syste`me. On remarquera la pre´sence d’un de´faut sur la figure en bas a` droite.
Lorsque l’on observe une “bulle” zigzag dans le syste`me, celle-ci pre´sente une dynamique complexe
et se de´place le long de la chaˆıne de particules. Plus la tempe´rature T est e´leve´e et plus son mouvement
est important. Ainsi, une particule donne´e peut n’appartenir a` la bulle zigzag que pendant un temps
∆t infe´rieur a` la dure´e de la simulation. La dynamique de la bulle dans le syste`me est une e´tude que
nous n’avons pas mene´e dans le cadre de cette the`se.
V.1.4.2 Syste`mes CLR
Inte´ressons nous maintenant aux syste`mes CLR. Nous avons de´sormais trois parame`tres de controˆle
nous permettant d’obtenir des configurations zigzag :
• la densite ρ
• le rapport de l’intensite´ du confinement transverse sur l’intensite´ des interactions entre parti-
cules : β/ρ2E0
• le rapport de l’intensite´ du confinement longitudinal sur l’intensite´ des interactions entre parti-
cules : Ew/E0
Comme pour les syste`mes pe´riodiques, nous nous focaliserons sur le parame`tre β pour e´tudier la
transition. Nous distinguerons cette fois deux types de syste`mes : les syste`mes avec un confinement a`
courte porte´e, de type HW ou SW et ceux avec un confinement a` plus longue porte´e.
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Figure V.7 – Positions d’e´quilibre 〈y〉 en fonction de 〈x〉 en mm pour un syste`me CLR de 33
particules, de longueur L = 60 mm et a` T = 102 K. Le confinement longitudinal est de type
HW : λw = 0.48 mm et Ew = 0.0095E0. L’intensite´ du confinement transverse β diminue de
haut en bas et de gauche a` droite. L’e´cart au seuil vaut ǫ = 0.002, −0.005, −0.008, −0.044, −0.08
et −0.22. Le seuil de transition me´canique vaut βzz(0) = 6.07× 10−4 kg.s−2 pour ce syste`me.
§ Confinement longitudinal a` courte porte´e
Ces syste`mes sont les plus proches des syste`mes pe´riodiques car nous avons vu dans le chapitre IV
que leur densite´ est homoge`ne, a` l’exception des deux particules aux extre´mite´s. Dans ces syste`mes, les
particules passent d’une configuration d’e´quilibre uni-dimensionnelle a` la configuration en “lentille”,
puis a` la configuration en bulle. Celle-ci peut eˆtre situe´e n’importe ou` au sein de la chaˆıne et se
de´place le long de la chaˆıne. La configuration en double-chaˆıne n’est jamais observe´e et ce, meˆme
pour un nombre de particules pair. La transition zigzag d’un syste`me avec un confinement HW est
repre´sente´e sur la figure V.7. On peut noter sur les configurations d’e´quilibre correspondant aux plus
faibles valeurs de β que la bulle zigzag est excentre´e, ce qui indique que la bulle peut se de´placer dans
le syste`me.
§ Confinement longitudinal a` longue porte´e
Nous avons vu que ces syste`mes pre´sentent des he´te´roge´ne´ite´s de densite´ importantes, les particules
centrales e´tant plus proches de leurs voisines. La transition se traduit cette fois par l’apparition
imme´diate d’une bulle zigzag au centre du syste`me, les configurations en double-chaˆıne ou en “lentille”
n’e´tant jamais observe´es. Cette bulle est ancre´e au centre de la chaˆıne et ne se de´place plus du tout,
meˆme a` haute tempe´rature. En effet, il est plus favorable e´nerge´tiquement qu’elle apparaisse la` ou`
les densite´s locales sont les plus fortes. Ainsi, le confinement LR fixe la bulle zigzag et supprime sa
translation le long de l’alignement.
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Figure V.8 – Positions d’e´quilibre 〈y〉 en fonction de 〈x〉 en mm pour un syste`me CLR de 33
particules, de longueur L = 60 mm et a` T = 102 K. Le confinement longitudinal est de type LR :
λw = 15 mm et Ew = 0.1E0. L’intensite´ du confinement transverse β diminue de haut en bas et
de gauche a` droite. L’e´cart au seuil vaut ǫ = 0.001, −0.001, −0.027, −0.18, −0.28 et −0.49. Le
seuil de transition me´canique vaut βzz(0) = 2.10× 10−3 kg.s−2 pour ce syste`me.
V.2 Influences des fluctuations thermiques : permutations entre
e´tats syme´triques
Nous avons dans la partie pre´ce´dente montre´ que la transition zigzag est une bifurcation fourche
surcritique et de´crit les changements structuraux qui surviennent lors de cette transition. Voyons
maintenant quel est l’effet du bruit thermique sur un tel syste`me.
V.2.1 Bifurcations a` tempe´rature non nulle : e´tat des lieux
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Figure V.9 – Evolution du parame`tre d’ordre 〈y〉 en fonction du parame`tre de controˆle β pour
T = 0 (courbes rouges) et T 6= 0 (courbe bleue). βzz(T ) de´signe le seuil de transition “thermique”.
Plusieurs e´tudes ont montre´ que l’e´volution du parame`tre d’ordre en fonction du parame`tre de
controˆle est modifie´e en pre´sence de fluctuations thermiques. En particulier, la valeur du parame`tre
de controˆle pour laquelle le parame`tre d’ordre devient non nul, se de´cale lorsque la tempe´rature
augmente [59, 1] (voir figure V.9). On notera βzz(T ) ce seuil de transition “thermique”.
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Plus fondamentalement, c’est la notion meˆme de bifurcation qui est remise en cause en pre´-
sence d’un bruit thermique. En effet, alors que le syste`me peut explorer deux situations distinctes
a` tempe´rature nulle [β < βzz(0) et β > βzz(0)], il en existe une troisie`me a` tempe´rature non nulle
[βzz(T ) < β < βzz(0)]. De`s lors, le terme de bifuraction ne de´signe plus le meˆme phe´nome`ne puisqu’il
ne s’agit plus d’un passage net entre les deux e´tats existant a` tempe´rature nulle.
Lorsque βzz(T ) < β < βzz(0), le syste`me posse`de deux minima d’e´nergie. Ne´anmoins, les fluctua-
tions thermiques permettent au syste`me de transiter entre ces deux minima. On parle dans ce cas
de “re´gion de bifurcation” [1, 59] ou de “meso-e´tat” (“mesostate”) [83]. On distinguera deux compor-
tements dans cette re´gion : proche du seuil de transition me´canique, la barrie`re d’e´nergie entre les
deux minima est tre`s petite et le syste`me passe de l’un a` l’autre continuˆment. A l’inverse, plus proche
du seuil de transition thermique, le syste`me pre´sente deux dynamiques caracte´ristiques : celle de la
diffusion dans un puits et celle de la transition entre les deux puits.
Si le seuil de transition “me´canique”βzz(0) peut eˆtre de´termine´ en minimisant l’e´nergie du syste`me
ou en de´terminant pour quelle valeur de β apparaˆıt le mode mou [62, 63, 70, 28, 69], il est beaucoup
plus difficile expe´rimentalement de trouver la valeur de βzz(T ). En effet, la courbe d’e´volution du
parame`tre d’ordre en fonction du parame`tre de controˆle ne pre´sente pas de singularite´ a` β = βzz(T ),
en pre´sence de fluctuations thermiques. Il est d’usage de de´terminer le seuil βzz(T ) en conside´rant
le point d’inflexion de la courbe d’e´volution de 〈y〉 en fonction de β [2]. Nous proposerons dans la
section V.6 une me´thode plus pre´cise pour de´terminer ce seuil.
V.2.2 Histogrammes de positions et transitions entre e´tats syme´triques
Conside´rons les positions transverses de la particule centrale appartenant a` une bulle zigzag dans
un syste`me confine´ par un potentiel a` longue porte´e, pour diffe´rentes valeurs de notre parame`tre de
controˆle β (figure V.10). Les histogrammmes des autres particules de la bulle pre´sentent les meˆmes
comportements et ce, quel que soit le syste`me conside´re´. On peut les re´partir en quatre cate´gories :
• Lorsque β ≫ βzz(0), les histogrammes de positions sont gaussiens et centre´s en 0, comme sur
les figures V.10 a) et b). La largeur de la gaussienne est d’autant plus grande que β est petit.
• Lorsque βzz(T ) < β < βzz(0) et que ǫ est petit, on observe un histogramme non gaussien centre´
en 0 (figure V.10 c)).
• Lorsque βzz(T ) < β < βzz(0) et que ǫ augmente, on observe deux gaussiennes centre´es sur ±ν,
la valeur de ν augmentant au fur et a` mesure que β diminue (figures V.10 d) et e)).
• Lorsque β < βzz(T ), on obtient une seule gaussienne le´ge`rement asyme´trique, centre´e sur ν ou
sur −ν (figures V.10 f)).
Les histogrammes V.10 a) et b) pre´sentant un seul pic gaussien centre´ en 0 montrent que chaque
particule fluctue autour de sa position d’e´quilibre, y = 0. L’amplitude des fluctuations augmente
lorsqu’on s’approche de βzz(0). L’histogramme V.10 c) correspond a` un syste`me transitant fre´quem-
ment entre ses deux e´tats d’e´quilibre, ce qui se traduit par un seule pic mais non gaussien, centre´
en 0. Les histogrammes V.10 d) et e) pre´sentant deux gaussiennes syme´triques par rapport a` l’axe
y = 0 prouvent quant a` eux qu’a` tempe´rature non nulle, le syste`me a la possibilite´ de transiter entre
deux configurations d’e´quilibre e´quivalentes. Les deux gaussiennes e´tant ici bien distinctes, ces his-
togrammes correspondent a` des syste`mes dans lesquels les transitions entre e´tats sont relativement
rares. Finalement, lorsque β < βzz(T ), la distribution des positions transverses des particules dans
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la bulle zigzag est repre´sente´e par une seule gaussienne, excentre´e par rapport a` l’axe central, ce qui
traduit le fait que le syste`me est alors pie´ge´ dans un de ses e´tats syme´triques (histogramme V.10 f)).
Dans ce cas, deux particules voisines pre´sentent des histogrammes syme´triques par rapport a` y = 0.
Les quatre types d’histogrammes de positions pre´sente´s ici pour un syste`me avec un confinement
a` longue porte´e sont observables pour tous les syste`mes e´tudie´s. En effet, meˆme si les configurations
d’e´quilibre diffe`rent, comme nous l’avons vu dans la partie pre´ce´dente, chaque type de syste`me pre´-
sente toujours deux e´tats syme´triques apre`s la transition. Par conse´quent, les transitions entre e´tats
syme´triques dues aux fluctuations thermiques sont toujours observables.
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Figure V.10 – Histogrammes des positions transverses de la particule i = 0 pour un syste`me
CLR de 33 particules, de longueur L = 60 mm et a` T = 1011 K. γ = 10 s−1. Le confinement
longitudinal est de type LR (λw = 15 mm et Ew = 0.1E0). a) ǫ = 1.05. b) ǫ = 0.014. c)
ǫ = −0.0003. d) ǫ = −0.007. e) ǫ = −0.012. f) ǫ = −0.027. Les figures en insertion permettent
de situer ǫ par rapport aux seuils de transition thermique et me´canique. Les seuils de transition
me´canique et thermique valent respectivement βzz(0) = 2.10 × 10−3 kg.s−2 et βzz(T ) = 2.07 ×
10−3 kg.s−2 (ǫ = −0.016). Les courbes noires en pointille´s sont des gaussiennes.
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V.2.3 Trajectoires des particules
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Figure V.11 – Evolution temporelle des positions transverses des particules centrales yi(t) en
mm pour un syste`me CLR de 33 particules, de longueur L = 60 mm et pour diffe´rentes valeurs
du confinement β. Le confinement longitudinal est de type LR (λw = 15 mm et Ew = 0.1E0).
T = 1011 K et γ = 10 s−1. Courbe rouge : i = 0, ordonne´e a` gauche. Courbe bleue : i = 1,
ordonne´e a` droite. De haut en bas : ǫ = 0.13, 0.001, −0.0003, −0.012, −0.016 et −0.39. Le seuil
de transition thermique vaut βzz(T ) = 2.07 × 10−3 kg.s−2 (ǫ = −0.016). Les droites noires en
pointille´s correspondent a` l’axe y = 0 pour chaque particule. On notera que les trajectoires de la
premie`re figure sont centre´es en 0, a` l’inverse de celles de la dernie`re.
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La figure V.11 repre´sente l’e´volution des positions transverses des particules centrales en fonction
du temps yi(t) pour un syste`me avec un confinement longitudinal tel que λw = 15 mm et Ew = 0.1E0
et pour diffe´rentes valeurs du confinement β. La` encore, on retrouve ces comportements pour tous les
types de syste`mes.
Pour un confinement fort (ǫ = 0.13), les trajectoires des particules sont de´corre´le´es et centre´es autour
de leur position d’e´quilibre y = 0.
Lorsque le confinement transverse diminue (ǫ = 0.001), on observe que les mouvements transverses de
particules voisines deviennent corre´le´s (en opposition de phase), bien que l’on soit au-dela` du seuil de
transition βzz(0) et que les particules soient toujours dispose´es en ligne. Nous y reviendrons dans le
paragraphe V.3.2.
Pour ǫ = −0.0003, le syste`me est en configuration zigzag et pourtant, les trajectoires sont presques
semblables a` des oscillations. Les transition entre e´tats syme´triques se font sans a`-coups, les particules
permutant leurs positions d’e´quilibre en restant corre´le´es. On est alors dans la “re´gion de bifurcation”.
Pour ǫ = −0.016 et −0.012, les trajectoires pre´sentent cette fois des “cre´neaux”, traduisant une transi-
tion tre`s brusque. Les permutations sont d’autant moins fre´quentes et les cre´neaux d’autant plus raides
que β → βzz(T )+. Finalement, pour ǫ = −0.39, deux particules centrales voisines ont des positions
d’e´quilibre syme´triques et diffusent autour de ces positions. Il n’y a plus de transition, ce qui signifie
que β < βzz(T ).
V.2.4 Temps caracte´ristiques de transition entre e´tats syme´triques
Graˆce aux histogrammes et aux trajectoires transverses, nous avons montre´ l’existence de transi-
tions entre e´tats syme´triques du syste`me en pre´sence de fluctuations thermiques. Il est maintenant
essentiel de de´crire la dynamique de ces transitions et de de´terminer leurs temps caracte´ristiques.
Ceux-ci permettent en effet de comprendre comment l’e´volution du parame`tre d’ordre en fonction
du parame`tre de controˆle est modifie´e a` tempe´rature non nulle (partie V.3.1) et pourquoi la variance
transverse de´pend fortement de la dynamique des transitions lorsque βzz(T ) < β < βzz(0) (partie V.4).
Βzz H 0L < Β
DE
kBT > DE
Βzz H TL < Β < Βzz H 0L
DE
kBT < DE
Β < Βzz H TL
Figure V.12 – Sche´ma repre´sentant l’e´nergie du syste`me, avant ou apre`s la transition zigzag.
Lorsque β < βzz(0), le syste`me posse`de toujours deux configurations d’e´quilibre syme´triques par
rapport a` son axe central et de meˆme e´nergie Ezz. Ces deux e´tats sont les minima d’un double-puits
de potentiel et sont se´pare´s par une barrie`re d’e´nergie ∆E. La hauteur de barrie`re de´pend de l’e´cart
au seuil ǫ et est donne´e par la diffe´rence d’e´nergie entre la configuration uni-dimensionnelle E1D et la
configuration zigzag, soit
∆E(ǫ) = E1D − Ezz(ǫ) (V.8)
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Nous avons calcule´ les valeurs de ∆E pour diffe´rents valeurs de ǫ graˆce aux positions d’e´quilibre
obtenues nume´riquement 4. On voit sur la figure V.13 a) que la hauteur de barrie`re ∆E croˆıt lorsque
ǫ diminue.
Pour qu’un syste`me puisse transiter entre ses deux minima d’e´nergie, l’e´nergie thermique kBT doit
eˆtre supe´rieure a` la barrie`re d’e´nergie ∆E entre les deux minima, comme sche´matise´ sur la figure V.12.
Puisque ∆E(ǫ) augmente lorsque ǫ diminue, l’e´nergie thermique devient infe´rieure a` ∆E lorsque β
diminue suffisamment et les particules se retrouvent alors pie´ge´es dans l’un des deux e´tats du syste`me.
Cette valeur critique du parame`tre de controˆle correspond au seuil de transition “thermique’ βzz(T ).
La dynamique des transitions entre e´tats syme´triques observe´es pour βzz(T ) < β < βzz(0) de´-
pend de l’e´cart au seuil βzz(0). Lorsque le rapport ∆E/(kBT ) ≪ 1 (β → βzz(0)−), les fluctuations
thermiques sont suffisamment fortes pour permettre au syste`me de franchir sans difficulte´ la barrie`re
d’e´nergie. Meunier et collaborateurs ont montre´ que la dynamique du syste`me est alors comparable a`
celle que l’on observe avant la transition, lorsque le syste`me ne posse`de qu’un minimum d’e´nergie. On
peut donc assimiler le mouvement des particules a` une oscillation dans un seul puits de potentiel. Le
temps caracte´ristique de cette “oscillation” τM est tel que [59]
5 :
τM =
Γ(1/4)
23/4
γMβzz(0)
1/2
(kBT |a3|)3/4
√−ǫ (V.9)
Les temps caracte´ristiques donne´s par cette relation sont de l’ordre de la seconde pour les valeurs des
parame`tres correspondant a` la figure V.19.
Lorsque l’on s’e´loigne du seuil de transition me´canique, la hauteur de barrie`re ∆E augmente petit a`
petit et les permutations entre e´tats syme´triques se font de plus en plus rares. Lorsque ∆E/(kBT ) ≥ 1,
le temps de re´sidence moyen dans chacun des puits est alors donne´ par le temps de Kramers [45] :
τK =
√
2mπγ
βzz(0)− β exp
(
∆E
kBT
)
(V.10)
Il est possible de calculer les valeurs des temps de Kramers a` partir des valeurs de ∆E nume´riques
de´termine´es pre´ce´demment. On voit dans le tableau V.1 qu’ils divergent tre`s rapidement lorsque le
parame`tre de controˆle s’e´loigne du seuil de transition me´canique βzz(0). D’apre`s la the´orie de Kramers,
la densite´ de probabilite´ des temps de saut P (τsaut) est donne´e par la loi de Poisson :
P (τsaut) =
1
τK
exp
(
−τsaut
τK
)
(V.11)
La figure V.13 b) repre´sente la distribution des temps de re´sidence que nous avons mesure´s nume´ri-
quement pour ǫ = −0.029 (β = 2.065 × 10−3 kg.s−2). On voit que celle-ci est tre`s bien repre´sente´e
par une loi de Poisson dont le temps de Kramers caracte´ristique vaut τK = 550 s
−1, ce qui est en bon
accord avec le temps de 993 s−1 calcule´ analytiquement.
Il est important de bien faire la distinction entre ces deux types de transitions. En effet, le forma-
lisme de Kramers ne s’applique pas aux transitions fre´quentes, observe´es lorsque ∆E ≪ kBT et n’est
4. Toutes les interactions ont e´te´ prises en compte pour calculer les e´nergies E1D et Ezz . En particulier, les interactions
entre seconds voisins sont essentielles a` la stabilite´ des configurations bidimensionnelles en lentille ou en bulle. Si l’on
ne conside`rent que les interactions plus proches voisins, ces structures ne sont pas stables.
5. Le temps propose´ dans l’article de Meunier et Verga [59] est adimensionne´. Les unite´s sont Mγ/βzz(0) pour le
temps,
√
βzz(0)/|a3| pour la longueur et σ2 = 2kBT |a3|/βzz(0)2 pour l’amplitude du bruit thermique.
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Figure V.13 – a) Barrie`re e´nerge´tique entre e´tats syme´triques ∆E en nJ en fonction de l’e´cart
au seuil de transition ǫ = β/βzz(0) − 1. La courbe noire en pointille´s repre´sente la fonction
y = α(−x)2 avec α = 7.4. b) Densite´ de probabilite´ des temps de re´sidence dans chaque e´tat
syme´trique P (τsaut) en s
−1. La courbe noire en pointille´s repre´sente la fonction (V.11) pour un
temps de Kramers de τK = 550 s.
valable que pour ∆E ≫ kBT . Inversement, la formule (V.9) n’est vraie que pour ∆E ≪ kBT . Le
changement de re´gime se fait pour ǫ ≈ 0.6
√
2|a3|kBT/βzz(0)2. On obtient un changement de re´gime
pour ǫ ≈ 10−3 pour les syste`mes pe´riodiques.
ǫ −0.079 −0.027 −0.016
∆E/(kBT ) 51 12 6
τK (s) 10
22 105 993
Table V.1 – Temps de Kramers τK et hauteur de la barrie`re d’e´nergie adimensionne´e ∆E/kBT
pour diffe´rentes valeurs de ǫ et pour T = 1011 K.
V.3 Parame`tre d’ordre et corre´lations transverses
Nous venons de voir que les fluctuations thermiques rendaient possibles les transitions entre les
deux configurations d’e´quilibre e´quivalentes d’un syste`me. Comment ces transitions affectent-elles le
parame`tre d’ordre du syste`me ? Pourquoi ces transitions de´calent-elles le seuil de transition apparent
du zigzag ?
V.3.1 Moyenne temporelle et parame`tre d’ordre
Un parame`tre d’ordre possible pour notre syste`me est la moyenne des positions transverses des
particules 〈y〉. Cette moyenne 〈.〉 de´signe en principe une moyenne d’ensemble. Ne´anmoins, expe´ri-
mentalement, celle-ci est remplace´e par une moyenne temporelle effectue´e sur un temps tmoy fini. Pour
que cette hypothe`se ergodique soit le´gitime, le syste`me doit avoir le temps d’explorer suffisamment de
configurations pendant la dure´e de l’expe´rience Ttot.
Il a e´te´ montre´ que la transition zigzag est associe´e a` l’apparition d’un mode de vibration transverse
mou dans le syste`me [62, 63, 70, 28, 69]. Etant donne´ que la fre´quence de ce mode tend vers 0 lorsque
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β → βzz+(0), la pe´riode d’oscillation Tmou associe´e a` ce mode diverge. Pour satisfaire l’hypothe`se
ergodique, la dure´e de la simulation Ttot devrait eˆtre supe´rieure a` Tmou.
A l’inverse, lorsque βzz(T ) < β < βzz(0), la dynamique des particules est essentiellement controˆle´e
par le temps de passage entre les deux e´tats syme´triques du syste`me. Or, celui-ci tend vers ze´ro lorsque
β → βzz−(0) puisque la barrie`re de potentiel ∆E disparaˆıt petit a` petit (voir formule (V.9). Le
syste`me transite donc de plus en plus facilement entre leurs positions d’e´quilibre syme´triques. Ainsi, si
τM < tmoy, le parame`tre d’ordre 〈y〉 sera nul bien que le syste`me ait de´ja` transite´ vers la configuration
zigzag (voir figure V.14). Pour obtenir un parame`tre d’odre non nul, il faudrait donc que la dure´e de
la simulation soit infe´rieure au temps de saut.
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Figure V.14 – Syste`me CLR de 33 particules et de longueur L = 60 mm. ǫ = −0.018. a)
Positions d’e´quilibre 〈y〉 en fonction de 〈x〉 en mm. b) Positions “instantane´es” y(t) en fonction
de x(t) en mm.
Ainsi, pour obtenir un bon parame`tre d’ordre a` tempe´rature non nulle, c’est-a`-dire pour que 〈y〉 = 0
lorsque β > βzz(0) et que 〈y〉 6= 0 lorsque β < βzz(0), il faut que
• tmoy > Tmou, sachant que Tmou →∞ lorsque β → βzz+(0).
• tmoy < τM , sachant que τM → 0 lorsque β → βzz−(0).
Ces deux contraintes contradictoires mettent en e´vidence le fait que, pre`s de la transition me´canique
βzz(0), les moyennes temporelles sont force´ment biaise´es, ce qui modifie l’e´volution du parame`tre
d’ordre par rapport au parame`tre de controˆle. En particulier, lorsque la deuxie`me condition n’est pas
respecte´e, 〈y〉 garde une valeur nulle tant que l’on moyenne sur une dure´e supe´rieure au temps de
passage, ce qui explique pourquoi le seuil de transition apparent se de´cale en pre´sence de fluctuations
thermiques.
V.3.2 Corre´lations transverses : un parame`tre d’ordre possible ?
La plupart des e´tudes consacre´es a` la transition zigzag prennent comme parame`tre d’ordre la valeur
moyenne des positions transverses 〈yi〉. Si ce choix est adapte´ aux syste`mes a` tempe´rature nulle, nous
venons de montrer qu’il ne l’est pas a` tempe´rature non nulle.
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Figure V.15 – Fonction de corre´lation de paires 〈yiyi+1〉 en fonction de l’e´cart au seuil ǫ pour
un syste`me CLR de 33 particules et de longueur L = 60 mm. Le confinement est de type LR
avec λw = 15 mm et Ew = 0.1E0. Courbe rouge : i = 13, T = 10
11 K. Courbe bleue : i = 0,
T = 1011 K. Courbe verte : i = 0, T = 102 K. La droite noire en pointille´s repre´sente la fonction
β = βzz(0).
On peut alors se demander si la fonction de corre´lation de paires 〈yiyi+1〉 ne serait pas un meilleur
candidat. En effet, les transitions entre e´tats syme´triques ne devraient pas modifier la valeur de la
fonction de corre´lation puisque les positions transverses de deux particules voisines yi et yi+1 ne
sont que permute´es lors d’une transition. La figure V.15 repre´sente la valeur de cette fonction de
corre´lation en fonction de l’e´cart au seuil ǫ pour un syste`me confine´ au confinement de type LR. Pour
deux particules exte´rieures a` la bulle zigzag, on obtient toujours 〈y13y14〉 = 0, ce qui signifie qu’il n’y
a pas de corre´lations entre les particules i = 13 et i = 14. A l’inverse, pour deux billes centrales i = 0
et i = 1, 〈y0y1〉 devient ne´gative aux environs de ǫ = 0 et sa valeur diminue au fur et a` mesure que
l’e´cart au seuil augmente, les positions d’e´quilibre transverses s’e´cartant alors de l’axe central. 〈yiyi+1〉
semblerait donc avoir les caracte´ristiques d’un bon parame`tre d’ordre.
Ne´anmoins, on voit sur la figure en insertion que 〈y0y1〉 prend une valeur non nulle avant le seuil
de transition me´canique βzz(0) et ce, quelle que soit la valeur de la tempe´rature. Ces corre´lations
apparaissent sur la figure V.11 correspondant a` ǫ = 0.001, ou` l’on voit que les particules voisines
bougent en opposition de phase. Par conse´quent, les corre´lations entre les positions transverses existent
avant le seuil βzz(0). La fonction 〈yiyi+1〉 ne peut donc faire office de parame`tre d’ordre.
L’existence de corre´lations avant le seuil de transition est toutefois tre`s inte´ressante car il faut se
rappeler que ce sont ces corre´lations qui sont a` l’origine de la diffusion anormale observe´e dans les
syste`mes CLR. On peut donc se demander si ces corre´lations vont influencer la diffusion transverse,
comme elle l’avaient fait pour la diffusion longitudinale. En particulier, va-t-on observer un re´gime
corre´le´ dans l’e´volution temporelle de la variance transverse ?
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V.4 Evolution de la variance transverse des particules
L’e´volution de la variance transverse des particules est tre`s similaire dans les syste`mes pe´riodiques
et dans les syste`mes CLR. Nous traiterons donc les deux types de syste`mes conjointement.
V.4.1 Avant la transition me´canique : β > βzz(0)
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Figure V.16 – a) Evolution temporelle de la variance transverse 〈∆y20(t)〉 pour un syste`me
CLR de 33 particules et de longueur L = 60 mm. Le potentiel longitudinal est de type LR
(λw = 15 mm et Ew = 0.1E0). γ = 10 s
−1 et T = 1011 K. ǫ = 0.54 (courbe rouge), ǫ = 1.05
(courbe verte) et ǫ = 2.07 (courbe bleue). Le seuil de transition me´canique vaut βzz(0) = 2.10×
10−3 kg.s−2 pour ce syste`me.
b) Evolution temporelle de la variance transverse 〈∆y2(t)〉 pour un syste`me pe´riodique de 32
particules et de longueur L = 60 mm. γ = 1 s−1 et T = 1011 K. ǫ = 0.48 (courbe rouge),
ǫ = 0.85 (courbe verte) et ǫ = 1.22 (courbe bleue). Le seuil de transition me´canique vaut βzz(0) =
5.82× 10−4 kg.s−2 pour ce syste`me.
La droite noire a pour e´quation 〈∆y2(t)〉 = (kBT/M)t2.
Les particules sont toutes aligne´es sur l’axe central et on peut voir sur la figure V.16 que l’e´volution
du de´placement quadratique moyen est typique d’une diffusion dans un puits de potentiel : 〈∆y2(t)〉
pre´sente un re´gime balistique en t2 aux temps courts puis sature aux temps longs, apre`s quelques
oscillations, dont l’intensite´ et le nombre de´pendent de la valeur du coefficient de dissipation γ (voir
annexe A).
Le re´gime balistique et le re´gime de saturation sont observe´s syste´matiquement, quelle que soit
l’intensite´ du confinement transverse β ou la particule i conside´re´e. Le re´gime balistique est comple`te-
ment inde´pendant de β et de i et son pre´facteur vaut toujours H = kBT/M . Le re´gime de saturation
est lui aussi toujours observable 6 mais la valeur de saturation 〈∆y2(∞)〉 de´pend quant a` elle de β.
Dans le cas des syste`mes CLR, elle de´pend e´galement de la particule i. De manie`re ge´ne´rale, 〈∆y2(∞)〉
diminue lorsque β augmente (figure V.16).
Lorsque β diminue et tend vers le seuil de transition me´canique βzz(0), on observe petit a` petit
l’apparition d’un re´gime corre´le´.
Dans les syste`mes pe´riodiques, ce re´gime apparaˆıt quelle que soit la particule car la transition zigzag
mobilise toutes les particules (voir partie V.1.4.1). Les figures V.17 c) et e) pre´sentent ainsi un re´gime
corre´le´ en
√
t s’e´tendant sur deux de´cades lorsque l’e´cart au seuil ǫ est infe´rieur a` 10−2. Cependant,
6. Excepte´ lorsque β = βzz(T ).
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Figure V.17 – Evolution temporelle de la variance transverse 〈∆y2(t)〉 pour un syste`me pe´-
riodique de 30 particules et de longueur L = 60 mm. T = 107 K. ǫ = 0.1 (courbe rouge),
ǫ = 0.01 (courbe verte) et ǫ = 0.001 (courbe bleue). Le seuil de transition me´canique vaut
βzz(0) = 4.05× 10−4 kg.s−2 pour ce syste`me. Colonne de gauche : simulations nume´riques, co-
lonne de droite : calculs analytiques. La droite noire en pointille´s est de pente 1/2 et en tirets
pente 1.
a) et b) γ = 1 s−1. c) et d) γ = 10 s−1. e) et f) γ = 60 s−1.
comme pour la diffusion longitudinale, ce re´gime corre´le´ peut aussi se traduire par un re´gime de
diffusion line´aire lorsque γ est petit, le coefficient de diffusion effectif de´pendant des interactions entre
particules (figure V.17 a)).
Dans les syste`mes CLR, seules les particules centrales faisant partie de la bulle zigzag pre´sentent
e´galement ce re´gime corre´le´. La variance transverse des billes externes reste quant a` elle caracte´ristique
de la diffusion d’une particule diffusant dans un puits quadratique. Le re´gime sous-diffusif en
√
t est
observable sur deux de´cades pour les billes centrales lorsque ǫ ≤ 10−2, alors que l’e´volution de la
variance transverse des particules externes est quasiment inde´pendante de β (figure V.18 g)).
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Figure V.18 – Evolution temporelle de la variance transverse 〈∆y2i (t)〉 pour un syste`me CLR de
33 particules et de longueur L = 60 mm. Le potentiel longitudinal est de type LR (λw = 15 mm
et Ew = 0.1E0). γ = 10 s
−1 et T = 1011 K. Colonne de gauche : simulations nume´riques,
colonne de droite : calculs analytiques. La droite noire en pointille´s est de pente 1/2 et celle en
tirets de pente 1. i = 15 (courbe verte), 13 (courbe bleue), 11 (courbe rouge), 9 (courbe orange),
7 (courbe jaune), 5 (courbe violette), 3 (courbe noire) et 1 (courbe grise). Le seuil de transition
me´canique vaut βzz(0) = 2.10× 10−3 kg.s−2 pour ce syste`me.
a) et b) ǫ = 0.54, c) et d) ǫ = 0.024, e) et f) ǫ = 0.014, g) et h) ǫ = 0.003.
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L’existence d’un re´gime corre´le´ est cohe´rente avec la figure V.15, qui mettait en e´vidence la pre´sence
de corre´lations entre les positions transverses des particules avant l’apparition d’une configuration bidi-
mensionnelle. Ce re´sultat prouve que ce sont bien les corre´lations qui sont responsables de l’apparition
de ce re´gime de diffusion anormale. L’impossibilite´ de croiser une particule voisine, bien qu’elle favorise
l’apparition de ces corre´lations, n’est donc pas une condition indispensable a` l’observation de la SFD.
L’observation d’un re´gime sous-diffusif typique de la SFD pour les fluctuations transverses n’avait
juqu’a` pre´sent jamais e´te´ rapporte´e.
V.4.2 Dans la re´gion de bifurcation : βzz(T ) < β < βzz(0)
Tant que la dure´e de la simulation est infe´rieure au temps de passage, le syste`me reste pie´ge´ dans un
de ses deux e´tats d’e´quilibre et l’histogramme des positions transverses des particules pre´sente un seul
pic (histogrammes bleu et noir des figures V.19 b) et d) respectivement). La dynamique des particules
est alors identique a` celle observe´e juste avant la transition, avec un re´gime corre´le´ imme´diatement
suivi d’un re´gime de saturation (courbes bleue et noire des figures V.19 a) et c) respectivement).
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Figure V.19 – a) Evolution temporelle du de´placement quadratique moyen transverse 〈∆y2〉
en mm2 pour un syste`me pe´riodique de 32 particules et de longueur L = 60 mm. γ = 1s−1,
T = 109 K. ǫ = −0.018 et βzz(0) = 5.82 × 10−4. Dure´e de la simulation : Ttot = 102s (courbe
bleue), Ttot = 10
4s (courbe rouge).
b) Histogrammes des positions transverses correspondant aux courbes de variances de la figure
a). Aucune transition entre e´tats syme´triques n’a lieu pour la simulation de Ttot = 10
2s.
c) Evolution temporelle du de´placement quadratique moyen transverse 〈∆y20〉 en mm2 pour un
syste`me CLR de 33 particules et de longueur L = 60 mm. Le potentiel longitudinal est de type
LR (λw = 15 mm et Ew = 0.1E0). γ = 10s
−1, T = 1011 K. ǫ = −0.017 et βzz(0) = 2.10× 10−3.
Dure´e de la simulation : Ttot = 10
2s (courbe bleue), Ttot = 10
4s (courbe rouge).
d) Histogrammes des positions transverses correspondant aux courbes de variances de la figure
c). Aucune transition entre e´tats syme´triques n’a lieu pour la simulation de Ttot = 10
2s.
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A l’inverse, si la dure´e de la simulation est supe´rieure au temps de passage, il existe alors des
transitions entre e´tats et les histogrammes des positions transverses pre´sentent deux pics syme´triques
(histogrammes rouge et vert des figures V.19 b) et d). Les courbes de variance sont alors diffe´rentes
des pre´ce´dentes, en particulier entre 5 et 100 s environ : alors que 〈∆y2i 〉 sature pour les simulations
les plus courtes, elle continue a` croˆıtre pour les simulations les plus longues. Cet effet provient de la
brisure d’ergodicite´, e´voque´e dans la partie V.3.1 : lorsque la dure´e de la simulation est infe´rieure au
temps de passage, la moyenne temporelle n’est plus e´quivalente a` une moyenne d’ensemble, ce qui se
traduit par une saturation pre´mature´e de la variance transverse.
Lorsque la dure´e de la simulation est supe´rieure au temps de passage, on voit apparaˆıtre un nouveau
re´gime de diffusion, entre le re´gime corre´le´ et le re´gime de saturation final 7. Sur la figure V.20, on
remarque que cette saturation apparaˆıt d’autant plus tardivement et atteint des valeurs d’autant plus
grandes que l’on est proche du seuil de transition thermique. Nous reviendrons sur ce point dans la
partie V.6.
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Figure V.20 – Evolution temporelle du de´placement quadratique moyen transverse 〈∆y20〉 en
mm2 pour un syste`me CLR de 33 particules et de longueur L = 60 mm. Le potentiel longitudinal
est de type LR (λw = 15 mm et Ew = 0.1E0). γ = 10s
−1 et T = 1011 K. ǫ = −0.016 (courbe
orange), ǫ = −0.014 (courbe bleue), ǫ = −0.012 (courbe verte) et ǫ = −0.007 (courbe rouge). Le
seuil de transition me´canique vaut βzz(0) = 2.10× 10−3 kg.s−2 pour ce syste`me.
V.4.3 Apre`s la transition thermique : β < βzz(T )
Apre`s le seuil de transition thermique βzz(T ), le syste`me est pie´ge´ dans un de ses deux e´tats
syme´triques. Les temps de saturation τsat et les valeurs de saturation 〈∆y2(∞)〉 diminuent donc
brutalement lorsque β devient infe´rieur a` βzz(T ).
Suffisamment loin du seuil thermique, lorsque β ≪ βzz(T ), tous les types de syste`mes que nous
avons de´crits pre´sentent une bulle zigzag. Les particules en faisant partie posse`dent toujours un re´gime
corre´le´ mais celui-ci disparait tre`s rapidement pour faire place au re´gime de saturation (figure V.21
a)). Les particules hors de la bulle gardent un comportement caracte´ristique d’une diffusion dans un
7. L’e´volution de la variance est alors telle que
〈∆y2〉 = Gtα
On trouve α = 0.4 pour la figure V.19 a) et α = 0.7 pour la figure V.19 c). Par ailleurs, on voit sur la figure V.20 que cet
exposant semble inde´pendant de la valeur de β. En effet, seule la valeur du pre´facteur de ce re´gime G diminue lorsque
β diminue tandis que la loi d’e´chelle est conserve´e. Nous n’avons pas effectue´ de mesures syste´matiques de ce re´gime.
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puits quadratique (figure V.21 b)). Au fur et a` mesure que β diminue, la bulle grandit et les particules
qui s’y agre`gent adoptent alors le comportement que nous venons de de´crire 8.
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Figure V.21 – Evolution temporelle de la variance transverse 〈∆y2i (t)〉 pour un syste`me CLR
de 33 particules et de longueur L = 60 mm. Le potentiel longitudinal est de type LR tel que
(λw = 15 mm et Ew = 0.1E0). γ = 10 s
−1 et T = 1011 K. ǫ = −0.49 (courbe rouge), ǫ = −0.39
(courbe verte), ǫ = −0.28 (courbe orange) et ǫ = −0.18 (courbe bleue). a) i = 0. b) i = 14.
V.5 Mode`le de diffusion corre´le´e de particules en interaction :
cas des fluctuations transverses
Pour interpre´ter le re´gime sous-diffusif observe´ lorsque β > βzz(0), nous calculons dans cette partie
les modes propres de vibration transverses du syste`me lorsque toutes les particules sont aligne´es sur
le meˆme axe a` l’e´quilibre, comme nous l’avons fait dans les chapitres III et IV.
V.5.1 Mise en e´quation
Les particules e´tant toutes aligne´es sur l’axe y = 0, on peut donc e´crire que leurs positions d’e´qui-
libre sont donne´es par 〈ri〉 = (〈xi〉, 0). Sachant que di = 〈xi − xi−1〉 de´signe la distance longitudinale
moyenne entre la particule i et sa voisine de gauche, on peut e´crire que la distance entre deux particules
voisines est donne´e, au premier ordre, par :
|ri − ri−1| = [(di + ui − ui−1)2 + (yi − yi−1)2]1/2 (V.12)
ou` ui et yi de´signent les petites fluctuations dans la direction longitudinale et transverse respective-
ment. Les fluctuations transverses et longitudinales sont donc de´couple´es et la dynamique transverse
des particules est de´crite par l’e´quation de Langevin suivante :
My¨i(t) = kiyi−1(t)− (β + ki + ki+1) yi(t) + ki+1yi+1(t)−Mγy˙i(t) + µi(t) (V.13)
8. Dans le cas des syste`mes pe´riodiques ou de syste`mes CLR avec un confinement a` courte porte´e, la bulle zigzag
peut se de´placer. Au cours du temps, chaque particule peut donc inte´grer ou quitter cette bulle a` plusieurs reprises.
L’e´volution de sa variance transverse re´sulte alors de la superposition de ces diffe´rents mouvements.
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Cette e´quation est tre`s semblable a` l’e´quation (IV.8) qui nous avait permis de de´crire les fluctuations
longitudinales d’un syste`me confine´ 9.
V.5.2 Syste`mes pe´riodiques
On conside`re un syste`me pe´riodique de Ntot particules. Comme les particules sont e´quire´parties,
on peut donc e´crire 〈xi〉 = i/ρ. Par conse´quent, les raideurs ki sont inde´pendantes de i et l’on a :
ki = k¯ = ρFint(1/ρ) (V.14)
Comme dans le chapitre III, nous de´finissons maintenant la transforme´e de Fourier discre`te :
Y (qk, t) =
Ntot∑
l=1
eiqkly(l, t), y(l, t) =
1
Ntot
Ntot∑
k=1
e−iqklY (qk, t), (V.15)
La pe´riodicite´ nous impose que y(l, t) = y(l+Ntot, t) et donc qk = −π+2πk/Ntot pour k = 1, . . . , Ntot.
Nous allons adopter les meˆmes notations que dans le chapitre III, en omettant la de´pendance en k
des modes q et en remplac¸ant les sommes sur k par des sommes sur q. En injectant l’e´galite´ (V.15)
dans l’e´quation (V.13), on trouve que l’e´volution temporelle de chaque mode Y (q, t) est gouverne´e par
l’e´quation :
Y¨ (q, t) + γY˙ (q, t) +
1
M
[
β − 4k¯ sin2(q
2
)
]
Y (q, t) =
µ(q, t)
M
(V.16)
V.5.2.1 Mode mou a` la transition
On reconnait ici l’e´quation de´crivant la diffusion d’une particule de masse M dans un puits de
potentiel harmonique. Pour chaque mode, la fre´quence caracte´ristique du puits est :
Ω2q ≡
1
M
(
β − 4k¯ sin2 q
2
)
(V.17)
La figure V.22 a) repre´sente les valeurs de Ωq pour β = 4k¯ pour un syste`me pe´riodique de 30
particules. Pour cette valeur particulie`re de β, on a Ω±pi = 0 et le mode q = ±π devient mou, c’est-
a`-dire d’e´nergie nulle. La valeur β = 4k¯ correspond donc au seuil de transition me´canique βzz(0),
marquant l’apparition de la configuration zigzag du syste`me. Les valeurs de βzz(0), calcule´es pour des
syste`mes pe´riodiques de diffe´rentes densite´s, sont reporte´es dans le tableau V.2 et s’ave`rent en bon
9. L’e´quation (V.13) n’est valable que lorsque les termes d’ordre supe´rieur du de´veloppement limite´ de la force
d’interaction sont ne´gligeables. Pour les syste`mes pe´riodiques, cela signifie que l’e´quation (V.3) doit satisfaire a1〈y〉 >
a3〈y〉, soit :
ǫ >
kBT
mγ2
8
[
ρ3Fint(1/ρ)− ρ2F ′int(1/ρ)
]
βzz(0)︸ ︷︷ ︸
ǫ∗
Par conse´quent, la line´arisation des e´quations du mouvement n’est plus valable trop proche du seuil de transition
me´canique, lorsque ǫ devient infe´rieur a` une valeur critique ǫ∗. On notera que plus la tempe´rature est e´leve´e, plus ǫ∗
est grand. Ce calcul permet d’expliquer les diffe´rences entre les re´sultats nume´riques et analytiques observables sur les
figures V.18 g) et h).
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Figure V.22 – a) Relation de dispersion Ωq en fonction de q pour un syste`me pe´riodique de 30
particules et de longueur L = 60 mm. b) Ωs en fonction du mode s pour un syste`me CLR de 33
particules de taille L = 60 mm. Le confinement est de type LR (λw = 4 mm et Ew = 0.1E0).
Figure en insertion : valeur de βzz(0) en N.mm
−1 en fonction de la porte´e du potentiel de
confinement longitudinal λw en mm.
accord avec les configurations d’e´quilibre des figures V.5 et V.6 10.
Ce calcul ne tient compte que des interactions entre plus proches voisins. Or, pour les syste`mes denses,
les autres interactions ne sont plus ne´gligeables. Dans ce cas, il est possible d’obtenir les fre´quences
propres Ωq en diagonalisant nume´riquement la matrice d’interactions du syste`me, en suivant la meˆme
me´thode que dans le chapitre IV. On peut alors de´terminer le seuil de transition me´canique βzz(0) en
cherchant nume´riquement pour quelle valeur du parame`tre de controˆle β un mode mou apparaˆıt. De
cette manie`re, on trouve des valeurs de βzz(0) tre`s le´ge`rement supe´rieures a` 4k¯ (voir tableau V.2).
Conditions aux limites Ntot Confinement βzz(0) ( kg.s
−2) βzz(0) ppv ( kg.s
−2)
Pe´riodiques 30 - 4.05× 10−4 4.01× 10−4
Pe´riodiques 32 - 5.82× 10−4 5.76× 10−4
Pe´riodiques 33 - 6.86× 10−4 6.81× 10−4
Re´pulsives 33 (λw, Ew) = (0.48 mm, 0.1E0) 6.07× 10−4 6.07× 10−4
Re´pulsives 33 (λw, Ew) = (15 mm, 0.1E0) 2.10× 10−3 2.10× 10−3
Table V.2 – Valeurs seuils du parame`tre de controˆle βzz(0) pour lesquelles la transition zigzag
a lieu dans des syste`mes de longueur L = 60 mm.
10. Pour les syste`mes pe´riodiques pairs, le seuil de transition me´canique βzz(0) peut e´galement eˆtre de´termine´ par
un calcul simple de minimisation d’e´nergie. En effet, nous avons vu que le syste`me passait d’une configuration uni-
dimensionnelle a` une configuration en double-chaˆıne lors de la transition. On a donc (〈x〉, 〈y〉) = (i/ρ, 0) lorsque β >
βzz(0) et (〈x〉, 〈y〉) = (i/ρ, (−1)iν) lorsque β < βzz(0). Si l’on ne conside`re que les interactions premiers voisins, l’e´nergie
totale du syste`me est donc donne´e par
E = Ntot
[
Uint
(√
(1/ρ)2 + 4ν2
)
+ βν2/2
]
Les configurations en ±ν ayant la meˆme e´nergie, la transition zigzag est observable lorsque ∂2E/∂ν2|ν=0 = 0. On
obtient ainsi
βzz(0) = −4U ′int(1/ρ)ρ = 4k¯
On retrouve donc la valeur critique de´termine´e par le calcul des fre´quences propres.
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Figure V.23 – Colonne de gauche : amplitude du mode de plus basse fre´quence en fonction de la
position de la particule x en mm. Colonne de droite : positions d’e´quilibre 〈y〉 en fonction de 〈x〉
en mm pour un syste`me de longueur L = 60 mm. a) et b) Syste`me pe´riodique de 32 particules.
c) et d) Syste`me pe´riodique de 33 particules.
Comme on l’a de´ja` vu, la contribution de chaque mode q a` la variance est inversement propor-
tionnelle au carre´ de sa fre´quence propre Ωq. Par conse´quent, lorsque Ωq → 0, le mode mou finit par
controˆler totalement le comportement des particules. Proche de la transition, c’est donc la forme de ce
mode qui va fixer la configuration d’e´quilibre du syste`me. La figure V.23 compare la forme du mode
mou aux positions d’e´quilibre pour β < βzz et |ǫ| ≪ 1, c’est-a`-dire juste apre`s la transition zigzag.
On peut voir que la configuration d’e´quilibre est similaire a` la forme du mode mou. On retrouve
ainsi les configurations en double-chaˆıne (figure V.23 a)) ou en lentille (figure V.23 c)), observe´es
nume´riquement dans la partie V.1.4.1.
V.5.2.2 Evolution de la variance transverse
On peut calculer l’e´volution temporelle de la variance transverse de la meˆme manie`re que pour la
variance longitudinale (voir le chapitre III). On obtient ainsi :
〈∆y2(t)〉 = 2kBT
NtotM
∑
q
1
Ω2q
[
1 +
Ω−(q)e
Ω+(q)t
Ω+(q)− Ω−(q) −
Ω+(q)e
Ω−(q)t
Ω+(q)− Ω−(q)
]
(V.18)
avec
Ω±(q) ≡ −γ
2
±
√
γ2
4
− Ω2q, Ω2q ≡
1
M
(
β − 4k¯ sin2 q
2
)
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Les figures V.17 comparent les variances transverses de syste`mes pe´riodiques obtenues nume´rique-
ment ou par la formule (V.18), avant le seuil de transition. Les re´sultats analytiques sont en excellent
accord pour β > βzz(0). Explicitons les lois d’e´chelles caracte´ristiques des diffe´rents re´gimes de diffu-
sion.
§ Re´gime balistique
Aux temps courts, tous les Ntot modes de la somme (V.18) e´voluent en t
2 et on retrouve le re´gime
balistique :
〈∆y2(t)〉 t→0∼ kBT
M
t2 (V.19)
§ Re´gime interme´diaire
Comme pour les mouvements longitudinaux, l’e´volution temporelle de la variance dans ce re´gime
provient de la saturation progressive des modes propres du syste`me. Le nombre de modes non sature´s
n(t) contribuant a` cette variance a` l’instant t est donne´ par :
n(t) ≈ 2Ntot
2π
(
Mγ
βt
)1/2
(V.20)
Pour obtenir cette expression, nous avons proce´de´ comme dans la section III.4.2 en remarquant que
pour le mouvement transverse, la relation de dispersion est cette fois line´aire au voisinage de q = π
(figure V.22) :
Ω2q ≈
β(π − q)2
M
(V.21)
Plac¸ons nous a` la limite des fortes dissipations. Cela nous permet d’e´crire, d’apre`s l’e´quation (V.17),
que
Ω−(q) ≈ −γ , Ω+(q) ≈ −Ω2q/γ , Ω+(q)− Ω−(q) ≈ γ (V.22)
De plus, chaque mode suramorti e´volue line´airement avant d’atteindre la saturation. En partant de la
formule (V.18) et en ne´gligeant les termes eΩ−(q)t, on trouve que le de´placement quadratique moyen
transverse est donne´ par
〈∆y2(t)〉 ∼ 2kBT
NtotM
∑
q
1
Ω2q
[
1− γ(1− Ω
2
qt/γ)
γ
]
∼ 2kBT
NtotMγ
(∑
q
1
)
︸ ︷︷ ︸
=n(t)
t ∼ 2
π
kBT
(
t
Mγβ
)1/2
(V.23)
On retrouve ainsi le re´gime sous-diffusif observe´ nume´riquement pour de forts coefficients de dissipa-
tion. Nous ne rapportons pas ici le cas d’une tre`s faible dissipation qui nous conduirait, comme pour
les fluctuations longitudinales, a` un re´gime line´aire en t.
§ Re´gime de saturation
Plac¸ons nous juste avant la transition me´canique, le parame`tre de controˆle valant β = βzz(0)(1+ǫ)
avec 0 < ǫ≪ 1. Chaque mode sature aux temps longs a` une valeur 2kBT/(NtotMΩ2q). La somme (V.18)
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est domine´e par les modes basses fre´quences, dont le nombre d’onde est tel que π−q ≪ 1. La fre´quence
propre de ces modes s’exprime en bonne approximation Ω2q ≈ βzz(0)/M(ǫ+ (π − q)2/4) et reste donc
petite tant que |π−q| ≤ 2√ǫ. Par conse´quent, le dernier mode pris en compte sera celui dont l’index k
est donne´ par k ≈ Ntot(π − q)/(2π) ≈ Ntot
√
ǫ/π, ce qui nous permet d’estimer la variance transverse
aux temps longs par
〈∆y2(t)〉 t→∞∼ 2 2kBT
NtotM
Ntot
√
ǫ
π
M
βzz(0)ǫ
∼ 4kBT
πβzz(0)ǫ1/2
(V.24)
Lorsque le syste`me est exactement a` la transition et que ǫ = 0, la valeur de saturation de la variance
diverge. Ce re´sultat est en accord avec le fait que pour β = βzz(0), aucune force ne s’oppose au
mouvement transverse des particules.
§ Temps de saturation
Il est possible d’estimer la valeur du temps de saturation de la variance τsat. Dans le cas d’une
forte dissipation, ce temps correspond au passage d’un re´gime corre´le´ (expression (V.23)) a` un re´gime
de saturation (expression (V.24)). La continuite´ de la variance impose en effet que celui-ci soit donne´
par l’e´quation
[τsat/(Mγβ)]
1/2 ∼ kBT/(πβǫ1/2) (V.25)
soit
τsat ∼Mγ/(βǫ) (V.26)
On voit ainsi que le temps de saturation diverge lui aussi a` la transition me´canique. Soulignons toutefois
que ce calcul, ainsi que l’expression (V.24), sont valables en l’absence de transition entre configurations
syme´triques qui induisent un de´placement de cette divergence vers le seuil de transition thermique
βzz(T ). Nous y reviendrons dans la section V.6.
V.5.3 Syste`mes infinis
Lorsque β → βzz(0)+, le de´placement quadratique moyen d’une particule d’un syste`me infini est
lui aussi donne´ par l’expression (V.18). A la limite thermodynamique, il est possible de remplacer la
somme discre`te sur Ntot par une inte´grale, soit (1/Ntot)
∑
q −→ (1/2π)
∫ pi
−pi
. En prenant la de´rive´e
temporelle de la variance, on obtient :
∂〈∆y2(t)〉
∂t
=
2kBT
M
1
π
pi∫
0
dq
eΩ+(q)t − eΩ−(q)t
Ω+(q)− Ω−(q) (V.27)
Comme dans le chapitre III, le comportement asymptotique aux temps longs de cette inte´grale peut
eˆtre de´termine´ par la me´thode de Laplace. Il est domine´ par la valeur maximale de Ω+(q) qui corres-
pond au mode q = π, avec Ω+(π) = 0, Ω+(π)
′ = 0 et Ω+(π)
′′ < 0. On trouve ainsi :
〈∆y2(t)〉 t→∞∼ 2kBT√
πMγk¯
t1/2 (V.28)
On voit donc que, a` proximite´ de la transition zigzag, les fluctuations transverses des syste`mes infinis
pre´sentent le re´gime caracte´ristique de la SFD en
√
t aux temps longs. Le calcul pre´ce´dent relie ce
re´gime a` l’existence du mode mou Ω+(π), tout comme il provenait, dans le cas longitudinal, du mode
de fre´quence nulle associe´ a` l’invariance par translation.
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V.5.4 Syste`mes CLR
On conside`re un syste`me CLR deNtot = 2N−1 particules. Le potentiel de confinement longitudinal
U
‖
c ne contribue pas aux mouvements transverses des particules. Comme nous l’avions de´ja` fait pour les
mouvements longitudinaux, nous pouvons de´composer les mouvements transverses de chaque particule
yi(t) sur les modes propres de vibration Ys :
yi(t) =
2N−1∑
s=1
Ys(i)Js(t). (V.29)
En injectant cette relation dans l’e´quation (V.13) et en utilisant l’orthogonalite´ des modes, on trouve
des e´quations semblables a` celles que l’on avait obtenues pour le de´placement longitudinal. Le de´-
placement quadratique moyen du mode transverse Js est donne´ par la meˆme expression que (IV.17),
soit
〈∆J2s (t)〉 =
2kBT
MΩ2s
[
1 +
Ωs−e
Ωs+t
Ωs+ − Ωs−
− Ω
s
+e
Ωs−t
Ωs+ − Ωs−
]
(V.30)
La variance transverse de la particule i s’exprime :
〈∆y2i (t)〉 =
2kBT
M
N∑
s=1
Ys(i)
2
Ω2s
[
1 +
Ωs−e
Ωs+t
Ωs+ − Ωs−
− Ω
s
+e
Ωs−t
Ωs+ − Ωs−
]
(V.31)
V.5.4.1 Mode mou a` la transition
Les syste`mes a` courte porte´e sont les plus simples a` de´crire car les particules e´tant e´quire´parties,
la raideur des ressorts ki est inde´pendante de i, ce qui signifie que l’e´quation (V.14) est e´galement
valable. Dans ce cas, les e´quations du mouvement sont formellement identiques a` celle d’une chaˆıne
homoge`ne de masses et de ressorts, de taille finie, avec des conditions aux limites libres. Les fre´quences
propres s’expriment alors [11] :
Ω2s ≡
1
M
[
β + 4U ′int(1/ρ)ρ cos
2 (N + 1− s)π
2N
]
(V.32)
avec s = 1, . . . , N . Du fait de la dissipation, les fre´quences propres Ωs± sont de´cale´es et donne´es par
Ωs± ≡ −
γ
2
±
√
γ2
4
− Ω2s. (V.33)
Pour les syste`mes avec un confinement a` courte porte´e, les fre´quences maximum et minimum sont
obtenues respectivement pour Ω1 et ΩN . Comme pour les syste`mes pe´riodiques, la transition zigzag
apparaˆıt lorsque la fre´quence minimale ΩN devient nulle, c’est-a`-dire lorsque
βzz(0) = −4U ′int(1/ρ)ρ cos2
π
2N
(V.34)
Pour un syste`me CLR de 33 particules dans un canal de longueur L = 60 mm avec un potentiel HW
tel que λw = 0.48 mm et Ew = 0.0095E0, la formule (V.34) pre´dit que la transition zigzag a lieu
lorsque βzz(0) ≈ 6.07× 10−4kg.s−2, ce qui est cohe´rent avec la figure V.7.
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Lorsque le confinement longitudinal est a` longue porte´e, les raideurs ki ne peuvent plus eˆtre consi-
de´re´es comme constantes et il faut diagonaliser nume´riquement la matrice d’interactions (voir cha-
pitre IV). On obtient ainsi les valeurs propres de la matrice, correspondant a` Ωs (voir figure V.22 b))
et les fre´quences propres Ωs± graˆce a` l’e´quation (V.33).
On obtiendra cette fois βzz(0) en de´terminant nume´riquement la valeur de β correspondant l’ap-
parition du mode mou transverse. Les valeurs de βzz(0) calcule´es nume´riquement pour diffe´rentes
valeurs de λw a` Ew = 0.1E0 constant sont repre´sente´es sur la figure en insertion V.22 b). Plus λw
est grand et plus βzz(0) est petit, ce qui est logique puisque la densite´ du syste`me augmente avec λw.
Pour λw = 15 mm, on trouve βzz(0) ≈ 2.10 × 10−3kg.s−2, en tre`s bon accord avec les configurations
d’e´quilibre de la figure V.8 (voir tableau V.2) 11.
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Figure V.24 – Colonne de gauche : amplitude du mode de plus basse fre´quence en fonction de
la position de la particule x en mm. Colonne de droite : positions d’e´quilibre 〈y〉 en fonction de
〈x〉 en mm pour un syste`me de longueur L = 60 mm. a) et b) Syste`me CLR de 33 particules
pour un potentiel longitudinal tel que λw = 0.48 mm et Ew = 0.0095E0. c) et d) Syste`me CLR
de 33 particules pour un potentiel longitudinal tel que λw = 15 mm et Ew = 0.1E0.
Comme dans le cas des syste`mes pe´riodiques, c’est le mode mou qui va controˆler la structure du
syste`me au voisinage du seuil de transition me´canique βzz(0). On voit sur la figure V.24 que le mode
mou pre´sente en effet une organisation en lentille (figure V.24 a)) ou en bulle (figure V.24 c)), en bon
accord avec les configurations d’e´quilibre observe´es nume´riquement. 12.
11. La re´solution nume´rique permet e´galement d’obtenir une valeur plus pre´cise du seuil de transition, tenant compte
de toutes les interactions, et pas seulement des plus proches voisins. Ne´anmoins, pour les syste`mes conside´re´s, ce calcul
nous donne des valeurs de βzz(0) identiques a` trois chiffres significatifs pre`s.
12. On notera que les figures V.24 a) et b) et V.24 c) et d) sont inverse´es, ce qui traduit le fait que les configurations
syme´triques par rapport a` l’axe central sont e´quivalentes.
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V.5.4.2 Evolution de la variance transverse
Nos re´sultats nume´riques sont a` nouveau en tre`s bon accord avec la formule analytique (V.31),
comme le montre la figure V.18. Encore une fois, il est possible de retrouver les diffe´rentes re´gimes de
diffusion a` partir de (V.31).
§ Re´gime balistique
On retrouve donc le re´gime balistique, quelle que soit la particule conside´re´e :
〈∆y2i (t)〉 t→0∼
kBT
M
t2 (V.35)
§ Re´gime interme´diaire
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Figure V.25 – Somme partielle Σ(n) en fonction du nombre de modes N − n pour un syste`me
CLR de 33 particules et de longueur L = 60 mm. Ew = 0.1E0. a) λw = 1 mm. b) λw = 7 mm.
c) λw = 15 mm.
Plac¸ons-nous dans le cas d’une forte dissipation. L’e´volution des modes transverses est identique a`
celle des modes longitudinaux et nous avons vu dans le chapitre IV qu’un mode s e´volue line´airement
en [2kBT/(Mγ)]t avant d’atteindre la saturation au temps γ/Ω
2
s. L’e´volution temporelle de 〈∆y2i 〉 sera
donc a` nouveau explique´e par la disparition progressive des contributions des modes s atteignant la
saturation. Il est possible d’estimer leur nombre n(t) par la relation de Debye :
Ωs ∼ π
2N
√
βzz(λw, Ew)
M
(N + 1− s). (V.36)
, ce qui nous donne :
n(t) ∼ 2N
π
√
Mγ
βzz(λw, Ew)t
(V.37)
La variance de la particule centrale i = 0 est alors donne´e par l’expression
〈∆y0(t)2〉 ∼
2kBT
Mγ
N∑
s=n(t)
Y 2s (0)
 t (V.38)
On notera Σ(n) ≡
N∑
s=n
Y 2s (0) la somme partielle de cette expression. La figure V.25 repre´sente l’e´volu-
tion de Σ(n) en fonction du nombre de modes N −n. On peut voir que Σ(n) e´volue quasi-line´airement
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et ce, quelle que soit la porte´e du confinement λw. On peut donc e´crire en premie`re approximation
que Σ(n) ≈ n/N . Par conse´quent, la variance transverse de la particule i = 0 vaut
〈∆y0(t)2〉 ∼ 2kBT
Mγ
n(t)
N
t =
4
π
kBT√
Mγβzz(λw, Ew)
t1/2 (V.39)
On retrouve donc bien le comportement caracte´ristique de la SFD pour la diffusion transverse des
particules centrales, pour une forte dissipation.
§ Re´gime de saturation
Au voisinage de la transition, le comportement des particules est domine´ par le mode mou. La
variance transverse diverge donc au seuil de transition me´canique, de la meˆme manie`re que pour les
syste`mes pe´riodiques. Il conviendra toutefois de remplacer βzz(0) par βzz(λw, Ew) dans l’expression
(V.24).
V.6 Seuil de transition thermique βzz(T )
V.6.1 Valeurs de saturation de la variance transverse
Dans les syste`mes CLR, la transition zigzag, ainsi que les modifications structurelles qui en re´sultent
sont pre´ce´de´es par des phe´nome`nes observables sur les fluctuations transverses. En particulier, les
valeurs de saturation de la variance transverse 〈∆y2i (∞)〉 e´voluent de manie`re significative a` l’approche
du seuil de transition. La figure V.26 a) repre´sente les valeurs de 〈∆y2i (∞)〉 en fonction de i pour
diffe´rentes valeurs de l’e´cart au seuil ǫ. On observe que les valeurs de saturation des particules centrales,
qui sont celles formant la bulle zigzag lors de la transition, augmentent tre`s fortement et divergent au
seuil de transition thermique.
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Figure V.26 – Valeurs de saturation de la variance transverse 〈∆y2i (∞)〉 en fonction de la
particule i pour un syste`me CLR de 33 particules et de longueur L = 60 mm. Le potentiel
longitudinal est de type LR (λw = 15 mm et Ew = 0.1E0). γ = 10 s
−1 et T = 1011 K. Le seuil
de transition thermique vaut βzz(T ) = 2.07× 10−3 kg.s−2 (ǫ = −0.016)
a) ǫ = −0.49 (ronds rouges), −0.027 (triangles violets), −0.007 (carre´s vides noirs), −0.002
(carre´s verts), 0.003 (losanges bleus) et 1.05 (triangles orange).
b) ǫ = −0.49 (ronds rouges), −0.39 (losanges gris), −0.28 (triangles vides noirs) et −0.18
(triangles marron).
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Tant que le syste`me peut transiter entre ses deux configurations d’e´quilibre, la diffusion des par-
ticules centrales se fait entre 〈yi〉 et −〈yi〉. Or, nous avons vu dans la partie V.1.4.2 que la distance
moyenne a` l’axe 〈yi〉 augmente dans la bulle zigzag lorsque β diminue. Par conse´quent, les valeurs de
saturation continuent a` augmenter apre`s la transition, tant que β > βzz(T ). C’est bien ce que l’on
voit sur la figure V.26 a), ou` l’on constate que les valeurs maximales de saturation correspondent a`
des ǫ ne´gatifs.
Lorsque le parame`tre de controˆle de´passe le seuil de transition thermique en revanche, les parti-
cules de la bulle zigzag se retrouvent pie´ge´es dans un puits de potentiel effectif cre´e´ d’une part par
le confinement transverse, d’autre part par les particules voisines. On observe alors une diminution
brutale des valeurs de saturation qui leurs sont associe´es. Les valeurs de saturation maximales corres-
pondent alors aux particules se situant sur les bords de la bulle (voir figure V.26 b)). Les deux pics
de 〈∆y2i (∞)〉 qui apparaissent alors permettent de mesurer l’e´tendue de la bulle zigzag.
V.6.2 De´termination du seuil de transition βzz(T ) par le temps de satura-
tion
A` tempe´rature nulle, le mouvement des particules est associe´ a` une oscillation dont la pe´riode tend
vers l’infini au seuil de transition me´canique. A` tempe´rature non nulle, dans la “re´gion de bifurcation”,
la dynamique des particules est semblable a` celle qu’elles auraient dans un puits de potentiel effectif
dont le centre serait situe´ entre les deux minima d’e´nergie du syste`me [59]. La pe´riode d’exploration
de ce potentiel effectif diverge par de´finition au seuil de transition thermique. Par conse´quent, cette
dynamique est similaire a` la pre´ce´dente, a` condition de remplacer le seuil de transition me´canique
βzz(0) par le seuil de transition thermique βzz(T ), βzz(T ) ≤ βzz(0). Ceci se traduit par exemple, pour
un ǫ donne´, par la diminution de la valeur de saturation et du temps de saturation de la variance,
conforme´ment aux expressions (V.24) et (V.26). Ceci est illustre´ par la figure V.27.
æ
æ
æ
æ
æ
æ
æ
æ
æ
ææ
ææ
ææ
ææ
ææ
æææ
ææ
ææ
ææ
ææ
æææ
ææ
ææ
æææ
ææ
ææ
ææ
ææ
ææ
ææ
ææ
ææ
ææ
ææ
ææ
ææ
ææ
ææ
ææ
ææ
æææ
æææ
ææ
ææææ
ææææ
æææææ
æææææææææææææææææ
ææ
ææ
à
à
à
à
à
à
à
à
à
à
àà
àà
àà
àà
àà
ààà
àà
àà
àà
àà
ààà
àà
àà
àà
àà
àà
àà
àà
ààà
ààà
ààà
ààà
àààà
ààà
àààà
ààààà
àààààààààà
ààààààà
àààà
àà
àààààààààà
àààààààà
ì
ì
ì
ì
ì
ì
ì
ì
ìì
ìì
ìì
ìì
ìì
ìì
ìì
ìì
ììì
ìì
ììì
ìì
ììì
ììì
ììì
ìììì
ììììì
ìììì
ììììììì
ììììììììììììììì
ìììììììììììììì
ììììììììììì
ììììì
ò
ò
ò
ò
ò
ò
ò
òò
òò
òò
òò
òòò
òòòò
òòò
òòò
òòòò
òòò
òòòòòò
òòòòò
òòòòòòò
òòòòòòòòòòòòòòòòòòòòòòòòòòòòòòò
òòòòòòòòòòòòòòòòòòòòòò
òòòòòòòò
0.1 1 10 100
1 ´ 106
2 ´ 106
5 ´ 106
1 ´ 107
2 ´ 107
5 ´ 107
temps H sL
<
D
y
2
>
Figure V.27 – Variance transverse adimensionne´e 〈∆y¯2〉 =Mγ2〈∆y2〉/(kBT ) pour un syste`me
pe´riodique de 30 particules et de longueur L = 60 mm. γ = 10s−1 et β = 4.06 × 10−4kg.s−2
(ǫ = 0.002). T = 107 (courbe rouge), 108 (courbe verte), T = 109 (courbe orange) et T =
1010 K (courbe bleue). Le seuil de transition me´canique vaut βzz(0) = 4.05 × 10−4 kg.s−2 pour
ce syste`me. La courbe noire en pointille´s est de pente 1/2.
A` basse tempe´rature, le temps de saturation diverge a` βzz(0) ; par analogie, a` tempe´rature non
nulle, le temps de saturation diverge a` βzz(T ), comme le montre la figure V.28. Nous avons mesure´
des variations des temps de saturation allant jusqu’a` trois ordres de grandeurs lorsque β → βzz(T ).
Le seuil du parame`tre de controˆle βzz(T ) marque la “fin” des permutations entre les e´tats syme´-
triques du syste`me. Nous avons vu que lorsque βzz(T ) < β < βzz(0), la dynamique des particules est
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domine´e par ces transitions, caracte´rise´es par le temps de re´sidence τsaut. Or, celui-ci diverge pour
β = βzz(T ). On peut donc s’attendre a` ce que le temps de saturation de la variance diverge e´galement.
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Figure V.28 – Temps de saturation du de´placement quadratique moyen transverse en s en fonc-
tion de l’intensite´ du confinement transverse β en kg.s−2 pour un syste`me CLR de 33 particules,
de longueur L = 60 mm a` T = 102 K. Le potentiel de confinement longitudinal est de type LR
(λw = 15 mm et Ew = 0.1E0). La divergence apparaˆıt clairement sur cette figure.
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Figure V.29 – a) Temps de saturation du de´placement quadratique moyen transverse en s
en fonction de l’intensite´ du confinement transverse β en kg.s−2 pour un syste`me CLR de 33
particules et de longueur L = 60 mm. Le potentiel de confinement longitudinal est de type LR
(λw = 15 mm et Ew = 0.1E0). Courbe rouge : T = 10
11 K. Courbe verte : T = 2 × 1010 K.
Courbe orange : T = 107 K. Courbe bleue : T = 102 K. Le seuil de transition me´canique vaut
βzz(0) = 2.10× 10−3 kg.s−2 pour ce syste`me.
b) Seuil de transition thermique βzz(T ) en kg.s
−2 en fonction de la tempe´rature T en K pour
un syste`me CLR de 33 particules et de longueur L = 60 mm. Le potentiel de confinement
longitudinal est de type LR (λw = 15 mm et Ew = 0.1E0). L’axe des abscisses est en e´chelle
logarithmique. La courbe noire en pointille´s correspond a` l’expression (V.40).
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La figure V.28 a) repre´sente les divergences des temps de saturation τsat en fonction de β, mesure´s
pour diffe´rentes tempe´ratures T . L’e´volution de βzz(T ) en fonction de la tempe´rature est repre´sente´e
sur la figure V.29. Bien que nous n’ayons que peu de mesures de βzz(T ), nous voyons que son e´volution
en fonction de la tempe´rature est en bon accord avec la formule calcule´e par Agez et collaborateurs [1] :
βzz(T )− βzz(0) ∝
[
kBT
M
]1/2
(V.40)
Cette fac¸on de de´terminer βzz(T ) se base sur le repe´rage d’une divergence et permet donc d’obtenir
la valeur du seuil de transition βzz(T ) de manie`re plus pre´cise que les me´thodes base´es sur le repe´rage
du point d’inflexion de la courbe d’e´volution du parame`tre d’ordre en fonction du parame`tre de
controˆle.
V.7 Conclusion
Nous avons e´tudie´ dans ce chapitre la dynamique des fluctuations transverses et la transition zigzag.
Nous avons tout d’abord de´montre´ que la transition zigzag est assimilable a` une bifurcation fourche
surcritique. Les modifications structurelles du syste`me survenant lors de cette transition de´pendent
des conditions aux limites, de la parite´ du nombre de particules et des proprie´te´s du potentiel de
confinement. Elles refle`tent la structure du mode de vibration transverse de plus basse fre´quence.
Tant que la transition me´canique n’a pas eu lieu et que β > βzz(0), il est possible de de´crire
les mouvements transverses des particules par leurs modes propres de vibration. L’accord entre nos
re´sultats nume´riques et analytiques est excellent, aussi bien pour les syste`mes pe´riodiques que pour les
syste`mes CLR. Nous avons en particulier de´montre´ l’existence d’un re´gime corre´le´ pour les fluctuations
transverses, qui re´ve`le l’existence de corre´lations avant le seuil de transition me´canique βzz(0) et prouve
que l’absence de croisements n’est pas une condition ne´cessaire a` l’observation de la SFD.
Lorsque le confinement transverse est compris entre le seuil de transition me´canique βzz(0) et le
seuil de transition thermique βzz(T ), le syste`me est dans la configuration zigzag mais permute entre
ses deux e´tats syme´triques d’e´quilibre. Nous avons caracte´rise´ la dynamique de ces permutations qui
se traduisent par un de´calage du seuil de bifurcation βzz(T ) qui de´pend alors de la tempe´rature. Nous
avons exhibe´ une divergence du temps de saturation de la variance transverse au voisinage de ce seuil
de transition thermique qui nous permet de proposer une me´thode de de´termination pre´cise de ce
seuil.
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Dans de nombreux phe´nome`nes physiques, des particules diffusent dans un espace confine´. Les
corre´lations induites par les restrictions de de´placement des particules se traduisent alors par une
diffusion anormale. Il n’existe toutefois pas de the´orie ge´ne´rale de´crivant ce type de phe´nome`nes
diffusifs et chaque cas doit eˆtre e´tudie´ et caracte´rise´ se´pare´ment.
Parmi eux, la Single-File Diffusion qui de´signe la diffusion d’une chaˆıne ordonne´e de particules
ne pouvant pas se croiser est une des plus e´tudie´es. Du point de vue the´orique, ces e´tudes ont porte´
essentiellement sur des syste`mes infinis de particules en interaction de contact et suramorties. Peu
de travaux ont conside´re´ des syste`mes de taille finie [82, 51], plus rares encore sont ceux qui se sont
inte´resse´s a` l’influence de la porte´e des interactions entre particules [43, 53, 67] et aucun, a` notre
connaissance, n’est de´die´ a` l’influence de la dissipation γ. Pourtant, les e´tudes expe´rimentales mene´es
sur le sujet concernent des syste`mes de particules en interaction longue porte´e, la plupart du temps
en faible nombre et pour une inertie pas ne´cessairement ne´gligeable. Pour ne donner que quelques
exemples, citons les ions dans les prote´ines transmembranaires cellulaires [40], les vortex dans les
supraconducteurs en bandes [6, 42], les charges e´lectriques le long de chaˆınes de polyme`res [85], les
ions confine´s dans des pie`ges e´lectrostatiques ou optiques [8, 71, 76, 84], les collo¨ıdes confine´s dans des
pie`ges optiques [55, 54] ou dans des canaux lithographie´s [86, 19, 48, 49, 44, 37] ou encore les collo¨ıdes
dans les mate´riaux poreux [33, 34, 12, 25].
Aussi, nous sommes nous inte´resse´s a` l’influence sur la SFD de la porte´e des interactions entre
particules, de la densite´ et de l’importance de la dissipation. Par ailleurs, les syste`mes expe´rimentaux
e´tant de taille finie, nous avons examine´ les effets des conditions aux limites sur la diffusion, qu’elles
soient pe´riodiques ou re´pulsives. Dans ce dernier cas, le roˆle de la porte´e des forces de confinement a
e´te´ caracte´rise´.
Dans cette the`se, nous avons mene´ conjointement des e´tudes expe´rimentales, des simulations nu-
me´riques et de´veloppe´ un mode`le the´orique original permettant d’interpre´ter les phe´nome`nes observe´s.
Expe´rimentalement, la diffusion de billes me´talliques macroscopiques en interaction e´lectrostatique et
soumises a` une agitation me´canique simulant un bruit thermique a e´te´ e´tudie´e dans des ge´ome´tries de
confinement annulaires ou rectilignes. Ce dispositif permet de controˆler inde´pendamment l’intensite´
des interactions et la tempe´rature effective du syste`me.
Pour e´tendre ces re´sultats a` des parame`tres difficilement ou pas accessibles expe´rimentalement, tels
que la dissipation ou la porte´e des forces de confinement, nous avons e´galement re´alise´ des simulations
nume´riques. Pour ce faire, nous avons de´veloppe´ un code de dynamique mole´culaire adapte´.
Afin d’interpre´ter nos re´sultats, nous proposons un mode`le analytique de´crivant les fluctuations de
position des particules comme la superposition des diffusions des modes propres de vibration du sys-
te`me. L’avantage de ce mode`le est qu’il prend en compte les effets de taille finie et reste valable quelles
que soient les forces de confinement ou d’interaction entre les particules et quelle que soit l’amplitude
de la dissipation.
Concernant les fluctuations longitudinales, les e´tudes the´oriques ante´rieures ont montre´ que l’e´vo-
lution temporelle de ces fluctuations, pour un syste`me infini (limite thermodynamique), pre´sente deux
re´gimes de diffusion distincts [36, 47, 82, 3, 46, 81, 5] : un re´gime balistique aux temps courts, suivi
d’un re´gime corre´le´ sous-diffusif en F
√
t, ou` F est commune´ment appele´e mobilite´. Celle-ci ne de´-
pend que de la densite´ et de la tempe´rature pour des interactions de contact, en revanche elle de´pend
aussi de la compressibilite´ du syste`me dans le cas d’interactions longue porte´e [43, 53, 67]. Pour les
syste`mes de taille finie, un troisie`me re´gime est observe´ a` grands temps. Dans le cas de syste`mes avec
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des conditions aux limites pe´riodiques, ce re´gime de diffusion peut eˆtre conside´re´ comme celui d’une
seule particule effective ayant pour masse celle de l’ensemble du syste`me et diffusant librement, ce qui
se traduit par une e´volution line´aire de la variance. Dans le cas de syste`mes avec des Conditions aux
Limites Re´pulsives (CLR), la disparition de l’invariance par translation conduit a` une saturation du
de´placement quadratique moyen a` une valeur qui de´pend de la position de la particule au sein de la
chaˆıne.
On retrouve ces trois re´gimes de diffusion dans nos re´sultats expe´rimentaux et nume´riques.
Pour les syste`mes pe´riodiques, la variance longitudinale dans le re´gime corre´le´ varie en 2D t et en F
√
t
respectivement pour de faibles et fortes dissipations ou pre´sente successivement ces deux re´gimes pour
des valeurs interme´diaires de γ. On observe ainsi un re´gime sous-diffusif en
√
t et les mobilite´s mesure´es
sont en bon accord avec les pre´dictions the´oriques [43, 53, 67]. Le re´gime en 2D t, lorsqu’il est observe´,
n’est pas associable a` la diffusion libre de chaque particule car son coefficient de diffusion de´pend des
interactions entre particules. Les corre´lations dans un syste`me SFD de taille finie ne se traduisent donc
pas uniquement par un re´gime sous-diffusif en
√
t. Aux temps longs, le re´gime collectif se manifeste,
comme attendu, par une diffusion line´aire en temps associe´e au mouvement d’ensemble des particules.
Dans le cas de petits syste`mes et a` faible dissipation, nous avons mis en e´vidence l’e´mergence du
re´gime balistique de la “particule unique” e´voque´e plus haut entre le re´gime corre´le´ et ce re´gime
collectif line´aire.
Pour une valeur de γ donne´e, les modes propres de vibration d’un tel syste`me pe´riodique sont soit
suramortis lorsque leur fre´quence propre est infe´rieure a` γ/2, soit sousamortis dans le cas contraire.
L’e´volution de la variance de chacun de ces modes est celle d’une particule fictive dans un puits de
potentiel harmonique effectif dont la raideur de´pend de la fre´quence du mode conside´re´. Chaque mode
pre´sente, entre son re´gime balistique et son re´gime de saturation, un re´gime interme´diaire line´aire si le
mode est suramorti ou oscillant si le mode est sousamorti. En outre, chacun de ces modes sature a` un
temps diffe´rent, d’autant plus long que sa fre´quence est basse. A` chaque instant, le nombre de modes
sur ou sousamortis n’ayant pas atteint leur re´gime de saturation peut eˆtre de´duit de leur relation de
dispersion. La superposition des modes montre que les modes suramortis sont a` l’origine du re´gime en√
t tandis que les modes sousamortis sont ceux qui contribuent au re´gime de diffusion line´aire en 2D t.
Cette analyse explique les lois d’e´chelles observe´es expe´rimentalement et nume´riquement et permet de
calculer les coefficients de transport correspondant. Elle pre´cise e´galement les conditions d’apparition
du re´gime en
√
t : il n’est observable que lorsqu’un syste`me posse`de un nombre significatif de modes
suramortis (forte dissipation ou faible raideur).
Le re´gime collectif provient quant a` lui du mode de fre´quence nulle, caracte´ristique de l’invariance
par translation des syste`mes pe´riodiques. Ce mode passe d’un re´gime balistique en t2 a` un re´gime
line´aire en t. E´tant le seul a` ne pas saturer, il controˆle totalement la diffusion des particules aux temps
longs. Pour les petits syste`mes et a` faible dissipation, le temps de changement de re´gime est plus grand
que tous les temps de saturation associe´s aux autres modes, ce qui explique la re´surgence du re´gime
balistique collectif apre`s le re´gime corre´le´.
Lorsque le nombre de particules de ces syste`mes pe´riodiques tend vers l’infini, on retrouve les
re´sultats de la limite thermodynamique. En effet, le spectre des fre´quences propres est alors continu.
Par conse´quent, aussi faible que soit la dissipation, il existe toujours une bande de modes suramortis
qui dominent la dynamique a` grands temps. Ainsi, le re´gime asymptotique en
√
t est de´montre´ pour
les syste`mes infinis, quelle que soit la valeur de la dissipation.
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Pour les syste`mes CLR, l’e´volution temporelle des variances longitudinales pre´sente les trois re´-
gimes de diffusion attendus pour les syste`mes de taille finie. A` la diffe´rence des syste`mes pe´riodiques,
les particules ne sont de´sormais plus indiscernables et les coefficients de transport peuvent de´pendre
du rang de la particule au sein de la chaˆıne. Par ailleurs, les positions d’e´quilibre ne sont plus homo-
ge`nes et changent avec les caracte´ristiques du confinement longitudinal. L’analyse de ces positions en
fonction de l’amplitude de la force de confinement Ew et de sa longueur de de´croissance λw nous a
permis de distinguer dans le plan (Ew, λw) deux cate´gories de confinement ayant chacune une signa-
ture distincte sur la dynamique des particules.
Lorsque seules les particules externes ressentent l’influence de la paroi (confinement “a` courte por-
te´e”), les particules sont e´quire´parties et les re´gimes de diffusion balistique et corre´le´ sont similaires
a` ceux observe´s pour les syste`mes pe´riodiques et sont inde´pendants de la position de la particule. En
revanche, les temps de saturation de´pendent eux de la position de la particule tout comme les valeurs
de saturation dont la distribution est “en cloche”, les particules centrales saturant les dernie`res aux
valeurs les plus e´leve´es.
Lorsque plusieurs particules ressentent l’influence de la paroi (confinement “a` longue porte´e”), la dis-
tribution des positions d’e´quilibre est inhomoge`ne, la distance entre particules voisines diminuant des
parois vers le centre. Les lois d’e´chelle et les coefficients de transport du re´gime corre´le´ de´pendent
alors fortement de la particule conside´re´e. En outre, les distributions des valeurs de saturation res-
tent maximales au centre de la chaˆıne et pre´sentent deux minima syme´triques a` proximite´ des parois.
En revanche, lorsque le confinement est ressenti par toutes les particules, ce sont paradoxalement les
particules externes subissant les forces de confinement les plus e´leve´es qui pre´sentent les plus grandes
valeurs de saturation. Ainsi, le confinement peut amplifier la diffusion.
Ces re´sultats s’interpre`tent e´galement dans le cadre de notre description analytique en modes
propres. Les diffe´rences de comportement observe´s pour chaque particule s’expliquent par le poids
relatif des modes qui est ici diffe´rent d’une particule a` l’autre, contrairement aux syste`mes pe´riodiques.
De plus, pour une particule donne´e, la distinction entre les potentiels a` courte ou a` longue porte´e trouve
son origine dans le fait que les modes contribuant majoritairement a` sa variance de´pendent de la porte´e
du potentiel de confinement longitudinal.
Lorsque l’on diminue l’intensite´ du confinement transverse, des changements structuraux sur-
viennent dans le syste`me. Cette transition, dite “zigzag”, se produit lorsque la force de confinement
transverse compense exactement les composantes transverses des forces re´pulsives interparticulaires.
Le syste`me transite alors vers une configuration bidimensionnelle dans laquelle ses particules se placent
en quinconce, leurs positions dans l’alignement demeurant inchange´es. Loin de ce seuil, les fluctuations
transverses des particules sont celles de particules inde´pendantes confine´es chacune dans un puits de
potentiel harmonique. En revanche, au voisinage de ce seuil, alors meˆme que les positions d’e´quilibre
des particules sont toujours aligne´es, leurs mouvements deviennent fortement corre´le´s. Tout comme
dans le cas des fluctuations longitudinales, ces corre´lations induisent un re´gime sous-diffusif de la va-
riance des de´placements transverses. Ces comportements peuvent eux aussi eˆtre de´crits dans le cadre
de notre mode`le, en de´composant le mouvement des particules sur les modes propres transverses
de vibration. Soulignons que ce re´sultat met en exergue le fait que ce sont bien les corre´lations qui
induisent une diffusion anormale. Dans le cas pre´sent, elles sont favorise´es par la proximite´ d’une tran-
sition structurale ; dans le cas longitudinal, elles proviennent de l’interdiction des croisements entre
particules.
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Dans la phase en quinconce, il existe deux configurations d’e´quilibre syme´triques. La transition
“zigzag” correspond donc a` une bifurcation fourche. A tempe´rature nulle, un seuil de transition me´ca-
nique peut eˆtre de´fini sans ambigu¨ıte´. Au-dela` de ce seuil, le syste`me est gele´ dans l’une de ses deux
configurations syme´triques.
En revanche a` tempe´rature non nulle, a` proximite´ de ce seuil de bifurcation me´canique, les fluctua-
tions thermiques permettent au syste`me de permuter entre ces deux configurations. De`s lors, le syste`me
n’est pie´ge´ dans une de ses configurations qu’a` partir d’un seuil apparent diffe´rent du seuil me´canique
et qui de´pend maintenant de la tempe´rature. La de´termination de ce seuil “thermique” a suscite´ de
nombreux de´bats. Nous proposons sa mesure par l’e´tude des fluctuations transverses. Nous avons en
effet montre´ que la variation du temps de saturation de cette variance en fonction de l’e´cart au seuil
me´canique diverge a` une valeur qui de´pend de la tempe´rature. L’analyse fine que nous en avons faite
permet d’identifier la position de cette divergence au seuil “thermique” de bifurcation. Son e´volution
en fonction de la tempe´rature est d’ailleurs conforme aux pre´dictions the´oriques [1].
Dans des travaux ante´rieurs, il a e´te´ montre´ que la diffusion des particules dans des syste`mes de
deux chaˆınes pe´riodiques couple´es de´pendait de leur commensurabilite´. Une augmentation significative
de la diffusion avait e´galement e´te´ mise en e´vidence sans qu’aucune interpre´tation the´orique n’ait e´te´
apporte´e [18]. Si de nombreuses e´tudes se sont inte´resse´es a` la diffusion d’une seule particule en pre´-
sence d’un potentiel pe´riodique spatialement et/ou fluctuant dans le temps, peu se sont inte´resse´es au
comportement d’une chaˆıne de particules en interaction a` longue porte´e dans de telles configurations.
Les travaux pre´sente´s dans cette the`se permettent maintenant d’envisager d’utiliser le formalisme que
nous avons de´veloppe´ pour de´crire de tels comportements.
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Annexe A
Re´solution de l’e´quation de
Langevin pour une particule
diffusant librement ou dans un
puits de potentiel quadratique
A.1 Diffusion libre
La diffusion libre d’une particule est de´crite par l’e´quation de Langevin suivante
mx¨ = −αx˙+ µ(t) (A.1)
x¨+ γx˙ =
µ(t)
m
(A.2)
avec γ = αm le coefficient de frottement et µ(t) la force ale´atoire exerce´e par le bain thermique sur la
particule posse´dant les proprie´te´s suivantes :
〈µ(t)〉 = 0 (A.3)
〈µ(t)µ(t′)〉 = 2kBTmγδ(t− t′) (A.4)
Pour trouver la solution analytique de l’e´quation diffe´rentielle, on cherche tout d’abord la solution
xi(t) de l’e´quation A.2 sans second membre, puis on cherche une solution particulie`re xF (t) de A.2
que l’on obtient par la me´thode de variation de la constante. La vraie solution est donne´e par la somme
de xi et de xF :
x(t) = xi(t) + xF (t) (A.5)
La solution de l’e´quation sans second membre xi est donne´e par :
xi(t) =
v0
γ
(
1− e−γt)+ x0 (A.6)
ou` v0 et x0 de´signent respectivement les vitesse et position initiales de la particule.
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ANNEXE A. RE´SOLUTION DE L’E´QUATION DE LANGEVIN POUR UNE PARTICULE DIFFUSANT
LIBREMENT OU DANS UN PUITS DE POTENTIEL QUADRATIQUE
Passons maintenant a` la partie fluctuante xF (t). Celle-ci est obtenue par la me´thode de variation
de la constante. Pour une e´quation diffe´rentielle d’ordre 2, on va poser :
xF (t) = ν1(t)
v0
γ
(
1− e−γt)+ ν2(t)x0 (A.7)
x′F (t) = ν1(t) v0e
−γt (A.8)
La deuxie`me e´galite´ exige que l’on ait ν′1(t)
v0
γ (1− e−γt) + ν′2(t)x0 = 0. De plus, si l’on injecte
l’expression de xF (t) dans l’e´quation A.2, on obtient :
ν′1(t) v0e
−γt = µ(t) (A.9)
On doit donc re´soudre le syste`me d’e´quation suivant :
ν′1(t)
v0
γ
(
1− e−γt)+ ν′2(t)x0 = 0 (A.10)
ν′1(t) v0e
−γt =
µ(t)
m
(A.11)
On trouve ainsi la solution particulie`re xF :
xF (t) =
∫ t
0
dt′
mγ
µ(t′)− e−γt
∫ t
0
dt′
mγ
eγt
′
µ(t′) (A.12)
La solution ge´ne´rale de l’e´quation de Langevin x(t) est donc donne´e par
x(t) =
v0
γ
(
1− e−γt)+ ∫ t
0
dt′
mγ
µ(t′)− e−γt
∫ t
0
dt′
mγ
eγt
′
µ(t′) + x0 (A.13)
A partir de l’e´quation A.13, on peut obtenir l’expression analytique de l’e´volution temporelle du
de´placement quadratique moyen 〈∆x2(t)〉. On obtient ainsi
〈∆x2(t)〉 = 〈[x(t)− 〈x(t)〉]2〉 (A.14)
= 〈x2F (t)〉 (A.15)
= 2
kBT
mγ
(
t− 21− e
−γt
γ
+
1− e−2γt
2γ
)
(A.16)
A.2 Diffusion dans un puits de potentiel quadratique
On calcule ici analytiquement le de´placement d’une particule brownienne dans un puits de potentiel
quadratique. Le mouvement de la particule est de´crit par l’e´quation Langevin
mx¨ = −αx˙−Kx+ µ(t) (A.17)
x¨+ γx˙+ ω20x =
µ(t)
m
(A.18)
avec ω0 =
√
K
m la pulsation caracte´ristique du puits de potentiel. On utilise a` nouveau la me´thode de
variation de la constante pour trouver la solution de l’e´quation A.18 :
x(t) = xi(t) + xF (t) (A.19)
La solution sans second membre xi(t) est obtenue tre`s facilement. En ce qui concerne la solution
particulie`re xF (t), on distinguera 2 cas :
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A.2.1 Amortissement faible : γ < 2ω0
Dans ce cas, les racines du polynoˆme caracte´ristique ∆ = γ2 − 4ω20 sont imaginaires. Elles sont
donne´es par :
λ1 = −γ
2
+ iω
λ2 = −γ
2
− iω avec ω = ω20 −
γ
4
et les solutions dans C par
y1(t) = Ae
λ1t y2(t) = Be
λ2t (A.20)
Les solutions que l’on cherche sont re´elles. On peut montrer que dans R, l’ensemble des solutions est
engendre´ par
g1(t) = e
−γt
2 cos(ωt) g2(t) = e
−γt
2 sin(ωt) (A.21)
Par conse´quent, la fonction xi(t) vaut
xi(t) = Ae
−γt
2 cos(ωt) +Be
−γt
2 sin(ωt) (A.22)
Passons maintenant a` la partie fluctuante xF (t). Celle-ci est obtenue par la me´thode de variation de
la constante. Pour une e´quation diffe´rentielle d’ordre 2, on va poser :
xF (t) = ν1(t)g1(t) + ν2(t)g2(t) (A.23)
x′F (t) = ν1(t)g
′
1(t) + ν2(t)g
′
2(t) (A.24)
La deuxie`me e´galite´ exige que l’on ait ν′1(t)g1(t) + ν
′
2(t)g2(t) = 0. De plus, si l’on injecte l’expression
de xF (t) dans l’e´quation (1), on obtient :
ν′1(t)g
′
1(t) + ν
′
2(t)g
′
2(t) = µ(t) (A.25)
On doit donc re´soudre le syste`me d’e´quation suivant :
ν′1(t)g1(t) + ν
′
2(t)g2(t) = 0 (A.26)
ν′1(t)g
′
1(t) + ν
′
2(t)g
′
2(t) = µ(t) (A.27)
En remplac¸ant g1(t) et g2(t) par leurs valeurs respectives, on trouve assez facilement
ν1(t) =
∫ t
0
eγt
′/2µ(t
′)
2mω
(cos(ωt′)− sin(ωt′))dt′ (A.28)
ν2(t) = −
∫ t
0
eγt
′/2µ(t
′)
2mω
(cos(ωt′) + sin(ωt′))dt′ (A.29)
soit une solution particulie`re xF (t) valant
xF (t) = e
−γt/2
[
sin(ωt)
∫ t
O
dt′
mω
eγt
′/2 cos(ωt′)µ(t′)− cos(ωt)
∫ t
O
dt′
mω
eγt
′/2 sin(ωt′)µ(t′)
]
(A.30)
Au final, le mouvement de la particule est de´crit par
x(t) = Ae
−γt
2 cos(ωt) +Be
−γt
2 sin(ωt) + e−γt/2
[
sin(ωt)
∫ t
O
dt′
mω
eγt
′/2 cos(ωt′)µ(t′)
− cos(ωt)
∫ t
O
dt′
mω
eγt
′/2 sin(ωt′)µ(t′)
] (A.31)
166
ANNEXE A. RE´SOLUTION DE L’E´QUATION DE LANGEVIN POUR UNE PARTICULE DIFFUSANT
LIBREMENT OU DANS UN PUITS DE POTENTIEL QUADRATIQUE
L’e´volution temporelle du de´placement quadratique moyen 〈∆x2(t)〉 est donc donne´e par la formule
〈∆x2(t)〉 = 〈[x(t)− 〈x(t)〉]2〉 (A.32)
= 〈x2F (t)〉 (A.33)
=
kBT
mω20
[
1 +
e−γt
ω2
(
−ω20 +
γ2
4
cos (2ωt)− γω
2
sin (2ωt)
)]
(A.34)
A.2.2 Amortissement fort : γ > 2ω0
Ici, les racines du polynoˆme caracte´ristique ∆ = γ2 − 4ω20 sont re´elles. Elles sont donne´es par :
λ1 = −γ
2
+ ω (A.35)
λ2 = −γ
2
− ω avec ω = γ
4
− ω20 (A.36)
et les solutions par
g1(t) = e
−γt
2 eωt g2(t) = e
−γt
2 e−ωt (A.37)
Par conse´quent, la fonction xi(t) vaut
xi(t) = Ae
−γt
2 eωt +Be
−γt
2 e−ωt (A.38)
On utilise a` nouveau la me´thode de variation de la constante pour la partie fluctuante xF (t). On
obtient cette fois :
ν1(t) =
∫ t
0
eγt
′/2µ(t
′)
2mω
e−ωt
′
dt′ (A.39)
ν2(t) = −
∫ t
0
eγt
′/2µ(t
′)
2mω
eωt
′
dt′ (A.40)
ce qui nous donne pour xF (t) apre`s quelques re´arrangements :
xF (t) = e
−γt/2
[
sinh(ωt)
∫ t
O
dt′
mω
eγt
′/2 cosh(ωt′)µ(t′)− cosh(ωt)
∫ t
O
dt′
mω
eγt
′/2 sinh(ωt′)µ(t′)
]
(A.41)
Au final, le mouvement de la particule est de´crit par
x(t) = Ae
−γt
2 cos(ωt) +Be
−γt
2 sin(ωt) + e−γt/2
[
sin(ωt)
∫ t
O
dt′
mω
eγt
′/2 cos(ωt′)µ(t′)
− cos(ωt)
∫ t
O
dt′
mω
eγt
′/2 sin(ωt′)µ(t′)
] (A.42)
L’e´volution temporelle du de´placement quadratique moyen 〈∆x2(t)〉 peut eˆtre calcule´e a` partir de
la formule A.42. On trouve
〈∆x2(t)〉 = 〈[x(t)− 〈x(t)〉]2〉 (A.43)
= 〈x2F (t)〉 (A.44)
=
kBT
mω20
[
1 +
e−γt
ω2
(
ω20 −
γ2
4
cosh (2ωt)− γω
2
sinh (2ωt)
)]
(A.45)
Annexe B
Algorithme de Verlet et ge´ne´ration
de nombres ale´atoires gaussiens
B.1 Algorithme de Verlet
L’algorithme de Verlet permet d’inte´grer nume´riquement des e´quations diffe´rentielles [35] et ce, de
manie`re plus pre´cise que l’algorithme d’Euler par exemple. L’ide´e est la suivante : si l’on effectue un
de´veloppement de Taylor de la position d’une particule pour un pas de temps δt, on obtient
x(x+ δt) = x(t) + x˙(t)δt+
1
2
x¨(t)δt2 +
1
6
...
x (t)δt3 (B.1)
x(x− δt) = x(t)− x˙(t)δt+ 1
2
x¨(t)δt2 − 1
6
...
x (t)δt3 (B.2)
En additionnant les e´quations B.1 et B.2, on obtient
x(x+ δt) + x(x− δt) = 2x(t) + x¨(t)δt2 (B.3)
x(x+ δt) = x(t) + [x(t)− x(t− δt)] +
∑
F (t)
m
δt2 (B.4)
x(x+ δt) = x(t) +
[
x˙(t) +
∑
F (t)
m
δt
]
δt (B.5)
De plus, le meˆme raisonnement pour la vitesse nous donne, en ne´gligeant les termes d’odre supe´rieur
ou e´gal a` 3 en δt
x˙(x+ δt) = x˙(t) + x¨(t)δt (B.6)
x˙(x+ δt) = x˙(t) +
∑
F (t)
m
δt (B.7)
Ainsi, a` chaque pas de temps n, on calculera la position et la vitesse au pas de temps supe´rieur n+ 1
de la manie`re suivante :  x˙n+1 = x˙n +
∑
Fn
m
δt
xn+1 = xn + x˙n+1δt
(B.8)
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B.2 Ge´ne´ration de nombres ale´atoires gaussiens
Nous allons voir dans cette section comment ge´ne´rer un nombre ale´atoire compris entre 0 et 1 avec
une distribution gaussienne. Conside´rons l’e´quation suivante :[∫ +∞
−∞
dx√
2π
exp(−x2/2σ2)
]2
=
∫ +∞
−∞
dx√
2π
e−x
2/2σ2
∫ +∞
−∞
dy√
2π
e−y
2/2σ2 (B.9)
=
∫ +∞
−∞
dx dy
2π
exp[−(x2 + y2)/2σ2] (B.10)
En passant en coordonne´es polaires (dx dy = r dr dθ), on obtient∫ +∞
−∞
dx dy
2π
exp[−(x2 + y2)/2σ2] =
∫ 2pi
0
dθ
2π
∫ +∞
0
r dr exp[−r2/2σ2] (B.11)
En posant r2/2σ2 = Γ (soit r dr = σ2dΓ), on trouve finalement[∫ +∞
−∞
dx√
2π
exp(−x2/2σ2)
]2
=
∫ 2pi
0
dθ
2π
∫ +∞
0
σ2dΓ exp[−Γ] (B.12)
L’e´quation B.12 montre qu’il est possible de ge´ne´rer un nombre ale´atoire a` la distribution gaussienne
x a` partir de deux autres nombres ale´atoires a` la distribution tre`s simple :
• un nombre ale´atoire θ distribue´ uniforme´ment entre 0 et 2π.
• un nombre ale´atoire Γ a` la distribution exponentielle.
Si l’on note ran(a, b) un nombre ale´atoire distribue´ uniforme´ment entre a et b, on peut donc utiliser
l’algorithme suivant :
1. on choisit le nombre ale´atoire θ : θ ← ran(0, 2π)
2. on choisit le nombre ale´atoire Γ. Pour cela, il suffit de prendre l’oppose´ du logarithme d’un
nombre distribue´ uniforme´ment entre 0 et 1 : Γ← − log ran(0, 1).
3. on calcule le rayon r en coordonne´es polaires : r ← σ√2Γ
4. on en de´duit deux nombres ale´atoires a` la distribution gaussienne : x← r cos θ et y ← r sin θ
Cet algorithme peut ne´anmoins eˆtre encore ame´liore´ car il fait appelle a` une fonction trigonome´trique
cos ou sin, ce qui le ralentit.
Pour nous passer de ces fonctions, nous allons ge´ne´rer un angle ale´atoire entre 0 et 2π d’une manie`re
diffe´rente. Conside´rons une distribution d’angle ale´atoire entre 0 et 2π :∫ 2pi
0
dθ = 2
∫ 1
0
r dr︸ ︷︷ ︸
1
∫ 2pi
0
dθ (B.13)
= 2
∫ 1
0
∫ 2pi
0
r dr dθ (B.14)
= 2
∫ 1
−1
dx
∫ 1
−1
dy avec x2 + y2 ≤ 1 (B.15)
Cette e´quation montre qu’il est possible de ge´ne´rer le nombre θ en tirant deux nombres ale´atoires α et
β distribue´s uniforme´ment entre −1 et 1 et en ne gardant que les nombres tels que φ = α2 + β2 ≤ 1.
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L’avantage de cette me´thode est qu’elle permet ensuite d’obtenir tre`s simplement les valeurs de cos θ ou
de sin θ sans faire appel aux fonctions trigonome´triques, puisque cos θ = α/
√
φ et que sin θ = β/
√
φ. De
plus, φ correspond a` un nombre ale´atoire choisi uniforme´ment entre 0 et 1 : φ = ran(0, 1). Finalement,
on obtient l’algorithme suivant :
1. on choisit deux nombres ale´atoires α et β entre −1 et 1 : α← ran(−1, 1) et β ← ran(−1, 1).
2. on calcule la somme de leur carre´ φ : φ← α2 + β2.
3. on ve´rifie que φ est bien infe´rieur a` 1. Si ce n’est pas le cas, on recommence a` l’e´tape 1.
4. on choisit le nombre ale´atoire Γ : Γ← − log φ.
5. on calcule le rayon r en coordonne´es polaires : r ← σ√2Γ
6. on en de´duit deux nombres ale´atoires a` la distribution gaussienne : x ← r cos θ = r α/√φ et
y ← r sin θ = r β/√φ.
Cet algorithme est plus rapide que le pre´ce´dent et c’est celui que nous utilisons dans nos simulations
nume´riques pour obtenir Nδt(n, x, i).
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Annexe C
L’agitation me´canique : une
tempe´rature thermodynamique
effective
C.1 Distribution des vitesses
La premier test important a` effectuer consiste a` ve´rifier que la distribution des vitesses des billes
est stationnaire et de´crite par la loi de Boltzmann, comme cela doit eˆtre le cas pour des particules
plonge´es dans un bain thermique (partie 3.2.1 de [15]). La figure C.1 montre que les distributions
de vitesses d’une particule confine´e dans une cellule circulaire sont effectivement gaussiennes et ce,
pour plusieurs intensite´s de bruit A. De plus, elles sont inde´pendantes de la tension aux bornes du
condensateur V0, ainsi que de la position de la particule sur le wafer. L’agitation me´canique est donc
homoge`ne sur l’ensemble du syste`me.
Figure C.1 – Coupier, The`se (2009), figure 3.1 : Distributions de vitesses P (v) de billes pie´-
ge´es dans un puits de potentiel, pour 3 agitations A (en unite´s arbitraires). Les courbes pleines
montrent l’ajustement des donne´es avec une loi gaussienne. Les e´carts mesure´s pour les petites
vitesses sont dus a la pixelisation des images.
L’existence d’un e´tat stationnaire prouve que les pertes e´nerge´tiques par frottements sont exacte-
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ment compense´es par le transfert d’impulsion, me´die´ par ces meˆmes frottements. De plus, la mesure
de la largeur des distributions permet d’obtenir une premie`re estimation de la tempe´rature effective
du syste`me, puisque kBT =
1
2m〈v2〉. On trouve ainsi que T est comprise entre 1011 et 1012 K. Notons
que cette de´termination de la tempe´rature est tre`s peu pre´cise : en effet, les vitesses sont obtenues
graˆce aux diffe´rences de positions entre deux images successives. Le taux d’acquisition de notre came´ra
e´tant relativement faible, il est fre´quent que la particule ait change´ de direction plusieurs fois entre
deux images successives, ce qui induit des erreurs non ne´gligeables dans la de´termination de sa vitesse.
Les valeurs de tempe´rature de´termine´es par cette me´thode ne sont donc que des ordres de grandeurs.
C.2 Syste`mes a` deux niveaux et temps de Kramers
Cette nouvelle expe´rience montre elle aussi que le syste`me obe´it a` la loi de Boltzmann mais elle
se base cette fois sur la mesure des temps de re´sidence dans des syste`mes a` deux e´tats (partie 3.2.2
de [15]). Ces re´sultats ont fait l’objet d’une publication [16].
Figure C.2 – Coupier, The`se (2009), figure 3.3 : Configurations stable et instable d’un syste`me
de N = 6 billes confine´es dans une cellule circulaire. a) Etat stable, n = 1 et p = 5. b) Etat
me´tastable, n = 0 et p = 6.
On conside`re ici des syste`mes de N billes confine´es dans une cellule circulaire. La configuration
d’e´quilibre (soit l’e´tat stable) de ces syste`mes est la suivante : n billes restent au centre de la cellule et
p billes forment un pentagone centre´. Ne´anmoins, sous l’effet des fluctuations thermiques, le syste`me
peut transiter vers un e´tat instable dans lequel une des n billes centrales vient inte´grer la couronne
exte´rieure ou, au contraire, une des billes de la couronne p se positionne au centre (figure C.2). La
transition entre ces deux e´tats e´tant tre`s rapide, on peut conside´rer que le spectre en e´nergie du syste`me
est discret. De plus, lorsque N ≤ 9, ces deux e´tats sont les seuls que posse`de le syte`me. On peut donc
conside´rer que le spectre e´nerge´tique ne comporte que deux niveaux d’e´nergie, correspondant a` un
minimum local de l’e´nergie dans l’espace des positions. Les configurations d’e´quilibre des e´tats stables
et me´tastables sont de´taille´es dans le tableau C.1 pour des syste`mes de 5, 6 et 9 particules.
Pour transiter entre ces deux e´tats, le syste`me doit ne´cessairement franchir une barrie`re e´nerge´-
tique ∆E, ce qui est rendu possible graˆce a` l’agitation me´canique. Si cette agitation me´canique est
e´quivalente a` une tempe´rature thermodynamique, c’est-a`-dire si le syste`me suit la loi de Boltzmann,
la distribution des temps de re´sidence τ dans les diffe´rents e´tats du syste`me doit eˆtre donne´e par le
formalisme de Kramers [45]. La distribution statistique des temps de re´sidence P (τ) s’exprime alors
P (τ) =
1
τK
exp(−τ/τK) (C.1)
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Nombre de particules Ntot Etat stable Etat instable
5
n = 0 n = 1
p = 5 p = 4
6
n = 1 n = 0
p = 5 p = 6
9
n = 1 n = 2
p = 8 p = 7
Table C.1 – Configurations d’e´quilibre stable et instable pour des syte`mes de 5, 6 ou 9 particules
confine´es dans une cellule circulaire. n correspond au nombre de billes centrales et p au nombre
de billes en couronne.
et suit donc the´oriquement une loi de Poisson.
La variable τK de l’expression (C.1) de´signe quant a` elle le temps de Kramers, c’est-a`-dire le temps
moyen que met le syste`me pour franchir la barrie`re de potentiel ∆E et transiter entre les deux e´tats.
Il est donne´ par l’expression suivante 1 :
τK = τe exp(∆E/kBT ) (C.2)
ou` τe correspond au temps de relaxation au sein d’un des deux puits de potentiel. D’apre`s cette
formule, le rapport entre les valeurs moyennes des temps de re´sidences dans l’e´tat stable 〈τ0〉 et dans
l’e´tat instable 〈τ1〉 vaut
〈τ0〉
〈τ1〉 ≈ exp[(E1 − E0)/kBT ] (C.3)
ou` E0 et E1 de´signent l’e´nergie du syte`me dans l’e´tat stable et instable respectivement.
Figure C.3 – Coupier, The`se (2009), figure 3.4 : Distribution P (τ) des temps de re´sidence dans
chacune des configurations (n, p) accessibles pour N = 9. L’ajustement a` une loi de Poisson est
montre´ par les traits pleins.
La figure C.3 repre´sente la distribution des temps de re´sidence expe´rimentale pour un syste`me de
9 billes. On peut voir que cette distribution est en tre`s bon accord avec une loi de Poisson et donc avec
1. Cette expression n’est valable que lorsque kBT ≪ ∆E.
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la formule (C.1). La figure C.4 correspond quant a` elle au rapport 〈τ0〉/〈τ1〉 mesure´ expe´rimentalement
pour diffe´rentes tempe´ratures effectives dans des syste`mes de 5 et 6 billes. On y voit que 〈τ0〉/〈τ1〉
de´pend exponentiellement de l’inverse de la tempe´rature, en accord avec la formule (C.3). Ces deux
re´sultats confirment ainsi que le syste`me suit bien la loi de Boltzmann. 2
Figure C.4 – Coupier, The`se (2009), figure 3.5 : Rapport 〈τ0〉/〈τ1〉 entre les temps de re´sidence
moyens des syste`mes a` N = 5 billes (carre´s) et N = 6 billes (ronds) en e´chelle logarithmique
en fonction de la tempe´rature du syste`me T en K. Les lignes droites donnent les diffe´rences
d’e´nergie entre les deux e´tats E1−E0. Les figures en insertion correspondent aux configurations
stables (a` gauche) et instable (a` droite).
2. Des mesures similaires ont e´galement re´alise´es sur des syste`mes a` plus de deux niveaux tels que 18 ≤ N ≤ 20. La`
encore, les re´sultats sont en accord avec la loi de Boltzmann.
Annexe D
Bain thermique et utilisation du
formalisme de Langevin
D.1 Dynamique d’un syste`me simple
Les paragraphes pre´ce´dents mettent en e´vidence l’existence d’un e´tat stationnaire obe´issant a` la loi
de Boltzmann. Dans cette partie, nous allons voir que les mouvements des billes soumis a` l’agitation
me´canique sont bien de´crits par le formalisme de Langevin pour des syste`mes simples (partie 3.3
de [15]) et caracte´risent le bain thermique. Ces re´sultats ont e´te´ publie´s [17].
On conside`rera dans un premier temps une particule diffusant librement, c’est-a`-dire uniquement
soumise a` un bain thermique. L’e´quation de Langevin permet d’exprimer analytiquement l’e´volution
temporelle de la variance de la particule en fonction du temps 〈∆x2(t)〉 (ces calculs sont de´taille´s
en Annexe A). Pour obtenir une diffusion libre expe´rimentalement, on place une unique bille au sein
d’une tre`s grande cellule de confinement. Le condensateur n’est pas mis sous tension, ce qui signifie
que tant que la bille n’entre pas en contact avec les parois de la cellule, elle ne ressent aucune force de
confinement. La figure D.1 a) repre´sente l’e´volution temporelle de sa variance. Celle-ci est line´aire aux
temps longs et en tα avec 1 ≤ α ≤ 2 aux temps courts, ce qui est en tre`s bon accord avec la solution
(A.14) de l’e´quation de Langevin.
On s’inte´resse maintenant a` la diffusion d’une particule dans un puits de potentiel quadratique.
La` encore, le formalisme de Langevin permet d’obtenir l’e´volution temporelle de la variance de la
particule. Pour obtenir ce type de syste`me expe´rimentalement, on place une bille dans l’un des cadres
de confinement en anneaux de´crit pre´ce´demment et on porte le condensateur a` la tension V0 : nous
verrons en effet dans la partie I.3.1 que le potentiel de confinement radial cre´e´ par ce type de cadre est
quadratique. La figure D.1 b) montre l’e´volution temporelle de la variance radiale de cette particule
〈∆r2(t)〉. Celle-ci pre´sente quelques oscillations avant d’atteindre un re´gime de saturation. Les courbes
en traits pleins montrent que ces mesures sont en excellent accord avec la solution de l’e´quation de
Langevin (A.32) et ce, pour plusieurs tensions V0 aux bornes du condensateur.
Ces deux expe´riences montrent que les re´sultats obtenus avec notre dispositif expe´rimental sont en
ade´quation avec le formalisme de Langevin, ce qui nous conforte dans l’ide´e que l’agitation me´canique
du syste`me est bien e´quivalente a` une tempe´rature thermodynamique. Nous allons voir maintenant
qu’il est possible de caracte´riser plus pre´cise´ment le bain thermique cre´e´ par l’agitation me´canique en
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Figure D.1 – Coupier, The`se (2009), figure 3.8 : (a) De´placement quadratique moyen typique
d’une bille libre (e´chelle log) en fonction du temps. La moyenne d’ensemble a e´te´ calcule´e sur
environ 2000 trajectoires.(b) De´placement quadratique moyen radial d’une bille dans un puits
de largeur 2 mm pour 3 potentiels e´lectrostatiques applique´s diffe´rents. Les points correspondent
aux donne´es expe´rimentales, obtenues en moyennant sur plusieurs milliers de trajectoires. Les
traits pleins montrent l’ajustement a` l’e´quation (A.32).
utilisant des re´sultats simples du formalisme de Langevin.
D.1.1 Diffusion line´aire aux temps longs : mesure du coefficient de dissi-
pation
Dans le formalisme de Langevin, l’e´volution temporelle du de´placement quadratique moyen d’une
particule diffusant librement est donne´e aux temps longs par
〈∆x2(t)〉 t→∞∼ 2D0t (D.1)
D0 de´signe le coefficient de diffusion d’une particule. Celui-ci est relie´ aux deux grandeurs caracte´-
ristiques d’un bain thermique, la tempe´rature T et le coefficient de dissipation γ par la relation de
fluctuation-dissipation :
D0 =
kBT
mγ
(D.2)
Etant donne´ que l’on connait la tempe´rature T graˆce au thermome`tre effectif ou a` la courbe de
calibration T = f(A), il est possible d’estimer la valeur du coefficient de dissipation expe´rimental en
mesurant la valeur du coefficient de diffusion (a` partir de la courbe D.1 a) par exemple) et en utilisant
la formule (D.2) pour en de´duire γ. On trouve de cette manie`re un coefficient de dissipation de l’ordre
de 10 s−1.
La diffusion d’une particule dans un puits quadratique nous permet elle aussi d’estimer la valeur
de γ (partie 3.3.2 de [15]). En effet, l’e´volution temporelle du de´placement quadratique moyen dans
un tel syste`me est donne´e par
〈∆x2(t)〉 = 2kBT
K
[
1− e−γt/2
(
cos (ωt) +
γ
2ω
sin (ωt)
)]
(D.3)
ou` ω0 =
√
K/m− γ2/4 (voir le calcul en annexe A). On peut donc obtenir la valeur de γ par
ajustement des courbes de variances expe´rimentales (comme celles de la figure D.1 b)) avec la formule
(D.3).
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Figure D.2 – Coupier, The`se (2009), note 24 page 56 : Coefficient de dissipation expe´rimental
γ en fonction de la tempe´rature T . La mesure de γ est moins pre´cise lorsque γ est grand car les
courbes de variance correspondantes pre´sentent moins d’oscillations, ce qui rend l’ajustement a`
la formule (D.3) plus approximatif.
La figure D.2 repre´sente l’e´volution du coefficient de dissipation en fonction de la tempe´rature.
On voit que la valeur de γ diminue lorsque T augmente. Dans un vrai bain thermique, l’e´volution du
coefficient de dissipation en fonction de la tempe´rature est comple`tement diffe´rente dans un liquide
ou dans un gaz [68] : dans un gaz, l’augmentation de la tempe´rature se traduit essentiellement par
l’augmentation de la vitesse quadratique moyenne, donc de la viscosite´. Au contraire, dans un liquide,
la diffusion d’une particule peut se voir comme une succession de sauts thermiquement active´s et
la viscosite´ de´croˆıt donc avec la tempe´rature. Dans ce cas, l’e´volution de γ est donne´e par la loi de
Guzman-Andrade γ = AeB/T , qui rend tre`s bien compte du comportement des liquides simples. On
peut voir sur la figure D.2 que celle-ci est e´galement en tre`s bon accord avec l’e´volution du coefficient
de dissipation expe´rimental, ce qui semble indiquer que notre bain thermique est de nature liquide.
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