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1. INTRODUCTION
Consider a stationary motion of an incompressible viscous fluid in R2.
Such a motion can be described by the stream function Y(x) and by
vorticity w(x): If v(x)=(v1(x), v2(x)) is the velocity field of the fluid, then
v(x)=NbY(x)=1“Y(x)“x2 , −“Y(x)“x1 2 ,
w(x) is the scalar equal to the component of curl v(x) orthogonal to the
plane where the fluid moves. The functions Y(x) and w(x) satisfy the
Helmholtz equations (see, for example, [13]).
Let particles of r types be put in the fluid. Let uk(t, x) be the density of
the particles of type k at time t \ 0, k=1, 2, ..., r. The particles move
together with the fluid, diffuse with corresponding diffusion coefficients Dk,
which we for brevity consider as constants, and take part in a chemical
reaction. In the absence of the motion, the reaction is described by the local
kinetic equations
duk
dt
=fk(u1, ..., ur); k=1, ..., r.
The functionals fk may also depend on the position in the space:
fk=fk(x; u1, ..., ur). If both, the transport of the particles and the chemical
reaction, are taken into account, then the evolution of the densities is
described by the system of reaction-diffusion equations:
“uk(t, x)
“t =
Dk
2
Duk+NbY(x) ·Nuk+fk(u1, ..., ur)
t > 0, x ¥ R2, k ¥ {1, ..., r}, uk(0, x)=gk(x) \ 0.
(1.1)
Here gk(x), k ¥ {1, ..., y}, are the initial densities of the particles. Assume
that the gk(x) are bounded and continuous. Later, we will consider a
broader class of initial functions to incorporate some simple examples.
Asymptotic problems for system (1.1) are considered in this paper. The
most attention is paid to the small diffusion asymptotics, when Dk=e2D˜k,
0 < e° 1. Under certain assumptions on nonlinear terms, we describe the
motion of the interface (wave front) separating the areas of high and low
densities.
The case when both, diffusion coefficients and the nonlinear terms, are
of order e2° 1, and the velocity of the flow is of order 1 is considered in
Section 4. We call it fast flow asymptotics.
Let, first, a single equation with a small diffusion be considered:
“u(t, x)
“t =
e2
2
Du+NbY ·Nu+f(u), t > 0, x ¥ R2
u(0, x)=g(x) \ 0.
(1.2)
In the linear case f(u) — 0, the small diffusion asymptotics and the fast
flow asymptotics coincide. Using the results of [9] (see also [10, Chap. 8]),
under some additional assumptions, one can prove (see Section 4) that in
this case lime a 0 u(t/e2, x)=u¯(t, x) exists. To calculate u¯(t, x), one should
consider a Cauchy problem in the product [0,.)×C, where C is a graph
(see below) defined by the stream function Y(x).
There is a natural map Y: R2Q C. If v(t, y), t > 0, y ¥ C, is the solution
of the mentioned above problem in [0,.)×C, then u¯(t, x)=v(t, Y(x)).
We will give the precise result later.
If f(u) – 0 and, say, is of Kolmogorov–Petrovskii–Piskunov (KPP) type
(see below), then another time scale should be taken. We show in this case
that lime a 0 u(
t
e , x) exists, and we calculate it in quite an explicit form.
To proceed, we need to introduce the graph C and the mapping Y
corresponding to Y(x) as well as some other notions from [9, 10].
Let Y(x), x ¥ R2, have four continuous derivatives, |NY(x)| and the
second derivatives be bounded. Assume that Y(x) is a generic function.
This means that Y(x) has a finite number of critical points, each of the
critical points is non-degenerate, and each critical value is taken just at one
critical point. Moreover, let lim|x|Q. Y(x)=.. Without loss of generality
we can assume that minx ¥ R2 Y(x)=0. We refer to these assumptions on
Y(x) as Assumption 1.
A typical example of the stream function Y(x) and its level sets is shown
in Fig. 1. Denote by C(z) the z-level set of Y(x): C(z)={x ¥ R2 :
Y(x)=z}, z \ 0. The set C(z) may consist of several connected compo-
nents: C(z)=1n(z)k=1 Ck(z). If z is not a critical value, then each Ck(z)
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FIGURE 1
consists of one periodic trajectory of the vector field NbY(x). If z is a local
minimum or maximum of Y(x), then among the components of C(z) there
is a set consisting of one point, which is the rest point of the flow. If Y(x)
has a saddle point at x0 and Y(x0)=z, then C(z) contains a connected
component consisting of three trajectories: the equilibrium at x0, and two
trajectories which have x0 as their limiting point as tQ ±..
Consider the graph C={I1, ..., In, O1, ..., Om} homeomorphic to the set
of all connected components of the level sets of Y(x) provided with the
natural topology. The graph C, corresponding to the function Y(x)
represented in Fig. 1a, is shown in Fig. 1c. Figure 1b shows the level sets of
Y(x). Each vertex of C corresponds to a critical point of Y(x). The interior
points of an edge Ii … C correspond to periodic trajectories. The vertices
corresponding to the extremums of Y(x) are called exterior vertices. The
vertices corresponding to the saddle points are called the interior vertices.
Each interior vertex Ok is connected with 3 edges Ii1 , Ii2 , Ii3 (we write
Ii1 , Ii2 , Ii3 ’ Ok). The level set component Ck(z) containing a saddle point O
is called .-shaped curve with the intersection at O. There are two such
curves in Fig. 1: One related to the point O2 and another to point O4.
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If Y(x) satisfies the Assumption 1, the graph C has a finite set of edges
I1, ..., In and a finite set of vertices O1, ..., Om. The graph has a structure of
a tree.
Each point y ¥ C can be described by a pair (z, k), where k ¥ {1, ..., n} is
the number of the edge containing y, and z is the value of Y(x) on the level
set component corresponding to y. The pairs (z, k) form a global coordi-
nate system on C. Each interior vertex O ¥ C has in these coordinates
representations (z, k1), (z, k2), (z, k3), where Ik1 , Ik2 , Ik3 ’ O.
Let k(x), x ¥ R2, be the number of an edge in C containing the
point y ¥ C corresponding to the level set component containing
x: x ¥ Ck(x)(Y(x)).
Define the mapping Y: R2Q C, Y(x)=(Y(x), k(x)), x ¥ R2. Put
Tk(z)=G
Ck(z)
dl
|NY(x)|
, ak(z)=G
Ck(z)
|NY(x)| dl,
where dl is the length element on Ck(z), (z, k) ¥ C0{O1, ..., Om}. The
function Tk(z) is nothing else but the period of the motion along Ck(z). As
is known, Tk(z)=dSk(z)/dz, where Sk(z) is the area of the domain
Gk(z) … R2 bounded by Ck(z). Taking into account that Ck(z) is a compo-
nent of a z-level set and applying the divergence theorem, we have
ak(z)=: G
Gk(z)
DY(x) dx :=: G
Gk(z)
w(x) dx : .
With each edge Ik … C, we associate a differential operator
Lk=
1
2Tk(z)
d
dz
1ak(z) ddz2 , (z, k) ¥ Ik … C.
We say that the nonlinear term f(u) in (1.2) is of KPP type, if f(u)=
c(u) u, c(u) is Lipschitz continuous, c(u) > 0 for u < 1, c(u) < 0 for u > 1,
and c=c(0)=maxu \ 0 c(u). Systems of KPP type are also studied in
Section 3.
A metric r(y1, y2), y1, y2 ¥ C, is introduced in Section 3, such that, if
y1=(z1, k) and y2=(z2, k) belong to the same edge Ik … C, then
r(y1, y2)=F
z2
z1
= Tk(z)
ak(z)
dz.
Let u(x, t) be the solution of (1.2) and f(u) be of KPP type. Then, under
certain mild additional assumptions we prove in Section 3 that u( te , x),
roughly speaking, is close as e° 1 to a step function, which is equal to 1
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on a set Gt … R2, t > 0, and to zero outside Gt. It turns out that the
evolution (growth) of Gt in time can be described by a kind of Huygens
principle. Namely, the projection Y(Gt) of the domain Gt on the graph C
grows as t increases according to the Huygens principle, which has a con-
stant speed `2c , if the speed is calculated in the metric r( · , · ) on C. More
precisely
Y(Gt)={y ¥ C : r(y, Y(G0)) [ t`2c },
where G0=supp g.
We consider briefly in Section 5 Eq. (1.2) with KPP type nonlinear term
depending on x ¥ R2, f=f(x, u)=c(x, u) u. The evolution of the set
where the solution is close to 1 is described there in general situation. It
turns out that if f(x, u) essentially depends on x, so that
1
Tk(z)
G
Ck(z)
c(x, 0) dl
|NY(x)|
=c¯(y), y=(z, k),
is not a constant, then the motion of the front cannot be described by a
universal (independent of the initial function) Huygens principle. The front
in this case may have jumps and other unexpected properties.
The fast flow asymptotics is studied in Section 4. In particular we consider
there the linear problem for a single equation:
“u(t, x)
“t =
e2
2
Du+NbY(x) ·Nu+e2f(x), u(0, x)=g(x). (1.3)
One can see that, in general, lime a 0 u(t/e2, x) does not exist. For
example, if dTk(z)/dz — 0 for (z, k) ¥ Y(supp g(x)) and g(x) – g¯(Y(x)),
then the limit does not exist at least for some t and x. It is shown in
Section 4 that, under some additional assumptions excluding this case,
lime a 0 u(t/e2, x)=u¯(t, x) exists, and u¯(t, x)=v(t, Y(x)). The function
v(t, y), t \ 0, y ¥ C is a continuous solution of the following Cauchy
problem:
“v(t, y)
“t =Lkv(t; z, k)+f¯(z, k), t > 0, y=(z, k) ¥ C0{O1, ..., Om},
v(0, z, k)=
1
Tk(z)
G
Ck(z)
g(x) dl
|NY(x)|
=g¯(z, k), (1.4)
f¯(z, k)=
1
Tk(z)
G
Ck(z)
f(x) dl
|NY(x)|
.
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The operators Lk, k ¥ {1, ..., y}, are defined above. Problem (1.4) has
many solutions. To single out the solution of problem (1.4) which defines
u¯(t, x), one should add certain gluing conditions at the interior vertices of
C. The gluing conditions are defined by the stream function Y(x). We
present them in Section 4.
The fast flow asymptotics for the solution of problem (1.1) can be
described in a similar way by the solution of the corresponding semi-linear
system on C with gluing conditions which are, actually, the same as for one
linear equation.
To obtain these results we use probabilistic methods. As is well known
(see, for example [4]), one can connect a diffusion process with any linear
second order differential operator with a non-negative characteristic form.
The process Xt in Rd related to the operator Lu=
D
2 Du+b(x) Nu with a
good enough b(x) can be defined by the stochastic differential equation,
X˙t=`D W˙t+b(Xt), X0=x ¥ Rd, (1.5)
whereWt is the d-dimensional Wiener process.
Consider the Cauchy problem
“u(t, x)
“t =Lu+c(t, x) u, t > 0, x ¥ R
d, u(0, x)=g(x).
The solution of this problem can be written as the expected value of
a certain functional of the process Xt associated with L (Feynman–Kac
formula):
u(t, x)=Ex g(Xt) exp 3F t
0
c(t−s, Xs) ds4 . (1.6)
Here Ext means the expected value of the random variable t with respect
to the probability measure Px in the space of continuous functions on
[0,.) with values in Rd, induced by the solution of (1.5) with the initial
condition X0=x.
If the Cauchy problem for the reaction-diffusion equation
“u(t, x)
“t =Lu(t, x)+c(u) u, u(0, x)=g(x),
is considered then (1.6) implies the following integral equation for u(t, x) in
the space of trajectories:
u(t, x)=Ex g(Xt) exp 3F t
0
c(u(t−s, Xs)) ds4 . (1.7)
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Under mild assumptions about the function c(u), Eq. (1.7) can be solved
by successive approximations (see more details in [4, Chaps. 5, 6]). Such
an approach can be used in the case of degenerate operators and operators
on graphs with certain gluing conditions at the vertices.
If the operator L depends on a parameter, the process Xt defined by (1.5)
also depends on this parameter. In particular, if d=2 and b(x)=1e NbY(x),
then the process Xt=X
e
t has the fast and slow components as e a 0. The
fast component is, roughly speaking, the motion along the trajectories of
the system
Xa˙ et=
1
e
NbY(X¯ et).
The slow component is, in general, the projection Y et=Y(X
e
t) of X
e
t on
the graph C corresponding to Y(x). The long time evolution of Y et for
0 < e° 1 is defined by the averaging principle: process Y et converges
weakly to a diffusion process Yt on C. The process Yt is governed inside the
edges by the differential operators Lk introduced above and by the gluing
conditions at the vertices. The results concerning the process on graphs and
the convergence of Y et to Yt one can find in [9, 10]. This convergence is
playing an important part when we are studying the fast flow asymptotics.
The small diffusion asymptotics is connected with the limiting behavior
as e a 0 for the process X et defined by (1.5) with D=e and b(x)=
1
e NbY(x).
In this case the trajectories Y(Xet ) on C converge for any t > 0 to the initial
point Y(x). But the function c(u) in (1.7) also should be replaced by 1e c(u),
and the asymptotics of the solution of (1.7) is defined by the large devia-
tions for the process Y(Xet ) as e a 0. The limiting behavior of the probabil-
ities of large deviations for Y(Xet) is a result of an interplay between the
averaging and the large deviations for process with a small diffusion. We
study these questions in the next section. General results concerning the
large deviation principle one can find in [10].
2. ESTIMATES FOR PROBABILITIES OF LARGE DEVIATIONS
Consider the process X et defined by the equation
X˙ et=`e W˙t+
1
e
NbY(Xet ), X
e
0=x ¥ R2. (2.1)
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Lemma 2.1. Assume that |NY(x)| <M, |DY(x)| <M for x ¥ R2. Then
for any T, A > 0 there exists N> 0 and e0 > 0 such that
Px{max
0 [ t [ T
|Y(Xet)| > N} [ exp 3−Ae 4
for x ¥ R2 and e < e0.
Proof. Applying the Ito formula and taking into account that NY(x) ·
NbY(x)=0, we have
Y(X et )−Y(x)=`e F
t
0
NY(Xes) dWs+
e
2
F t
0
DY(X es) ds. (2.2)
Since |DY(x)| <M <., we derive from (2.2) that
Px{max
0 [ t [ T
|Y(X et)| > N} [ Px 3`e max
0 [ t [ T
: F t
0
NY(Xes) dWs : >N2 4 (2.3)
for e > 0 small enough. Using the self similarity of the Wiener process, one
can find a one-dimensional Wiener processW2 (t) such that
F t
0
NY(Xet) dWs=W2 1F t
0
|NY(Xes)|
2 ds2 , t \ 0.
We conclude form this equality and (2.3) that
Px{max
0 [ t [ T
|Y(Xet )| > N} [ P 3 max
0 [ t [M2T
|W2 (t)| >
N
2`e
4 [ exp 3− N2
2eM2T
4
for e > 0 small enough. The statement of Lemma 2.1 follows from this
bound. L
Lemma 2.2. Let Assumption 1 be satisfied and Y(x) have just one
minimum at x=0, Y(0)=0. Let f(x), x ¥ R2, be a bounded continuously
differentiable function such that
G
C(z)
f(x) dl
|NY(x)|
=0 for any z > 0. (2.4)
Then for any A, T > 0 there exist B > 0 and e0 > 0 such that
Px 3 max
0 [ t [ T
: F t
0
f(Xes) ds : > Be4 [ exp 3−Ae 4
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for any x ¥ R2 and e < e0. In particular, for any d > 0 and e small enough
Px 3 max
0 [ t [ T
: F t
0
f(Xes) ds : > d4 [ exp 3−Ae 4 .
Proof. Consider the equation
NbY(x) ·Nu(x)=−f(x), x ¥ R2. (2.5)
This equation is not solvable for some f(x). But if (2.4) is satisfied then a
solution exists. Some boundary condition should be added to the equation
to single out one solution. Let Yt solve the equation Y˙t=NY(Yt), Y0=
y ] 0. Such a solution is unique, limtQ. Yt=., limtQ −. Yt=0 and Yt
cross each level set C(z), z > 0, at one point y(z) ¥ C(z). Define the func-
tion u(x) as follows: if x ¥ C(z) put
u(x)=Fx
y(z)
f(x) dl
|NY(x)|
,
where the integral is taken along C(z) in the direction defined by the field
NbY(x), dl is the length element on C(z). It is easy to check that u(x) is the
solution of (2.5) satisfying the condition u(y(z))=0, z \ 0.
The function u(x) has continuous second derivatives. Applying the Ito
formula, we have
u(Xet)−u(x)=`e F
t
0
Nu(Xes) dWs+
1
e
F t
0
Nu(Xes) NbY(X
e
s) ds
+
e
2
F t
0
Du(Xes) ds.
Thus
F t
0
f(Xes) ds=e
3/2 F t
0
Nu(Xes) dWs+
e2
2
F t
0
Du(Xes) ds
+eu(x)− eu(Xet). (2.6)
According to Lemma 2.1 one can choose N so large that |Y(Xet )| [N for
t ¥ [0, T] with probability greater than 1−exp{− 2Ae } as e > 0 is small
enough. Let M1=maxx: Y(x) [N (|Nu(x)|+|Du(x)|). Then we derive from
(2.6),
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Px 3 max
0 [ t [ T
: F t
0
f(Xet ) ds : > Be4
[ P 3e3/2max
0 [ t [ T
:W2 1F t
0
|NY(X et)|
2 ds2: > Be
2
4
[ P 3 max
0 [ s [ TM2
|W2 (s)| >
B
2`e
4 [ exp 3− B2
2eTM21
4
for e small enough. Here W2 (t) is the one-dimensional Wiener process
introduce in the proof of Lemma 2.1. Choosing large enough B, we get the
first statement of Lemma 2.2. The second statement follows from the first
one. L
For any bounded measurable function g(x), x ¥ R2, we denote by g¯(z)
the average value of g(x) over C(z):
g¯(z)=
1
T(z)
G
C(z)
g(x) dl
|NY(x)|
, T(z)=G
C(z)
dl
|NY(x)|
.
Lemma 2.3. Let Y(x) satisfy Assumption 1. Let Y(x) have just one
critical point, which is a minimum at the origin 0 and Y(0)=0. Consider the
family of processes Y et=Y(X
e
t ), t \ 0, 0 < e° 1, in the phase space
I={y \ 0}. Then the action functional (see [10]) for Y et , 0 [ t [ T, e a 0, in
the space COT of continuous functions provided with uniform topology is equal
1
e SOT(j),
SOT(j)=˛12 FT0 j˙2s dsa(js) , j ¥ C0T is absolutely continuous and j0=Y e0=Y(x)
+., for the rest of C0T .
Here
a(z)=
1
T(z)
G
C(z)
|NY(x)| dl=
1
T(z)
: F
G(z)
DY(x) dx := 1
T(z)
: F
G(z)
w(x) dx : ,
T(z)=?C(z) dl|NY(x)| is the period of rotation along the stream line C(z)=
{x ¥ R2 : Y(x)=z}; T(z)=dS(z)dz , where S(z) is the area of the domain G(z)
bounded by C(z), w(x) is the vorticity of the flow. The set Fs={j ¥ C0T :
S0T(j) [ s} is compact. The functional S0T(j) is lower semi-continuous.
Remark. It is easy to see that a(0)=0. We put j˙s/a(js)=0, if j˙s=0
and js=0.
Proof. The compactness of Fs, s <., and the lower semi-continuity of
S0T(j) can be proved in the same way as, for example, in [10]. To prove
the lemma we should check:
REACTION-DIFFUSION IN FLUID 53
(1) For any j: [0, T]Q I and any d, h > 0 there exists e0 > 0 such
that
Px{r0T(Y
e
· , j · ) < d} > exp 3 −1e (S0T(j)+h)4 (2.7a)
for 0 < e < e0;
(2) For any s ¥ (0,.) and d, h > 0 there exists e0 > 0 such that
Px{r0T(Y
e
· , Fs) < d} > exp 3 −1e (s−h)4 (2.7b)
for 0 < e < e0. Here r0T( · , · ) is the uniform metric in C0T.
Taking into account (2.2), we have for j ¥ C0T, j0=Y(x), N> 1 and a
small enough e > 0:
Px{r0T(Y
e
· , j · ) < d}
=P 3r0T(Y e· , j · ) < d, > `e F t
0
NY(X es) dWs
+
e
2
F t
0
DY(X es) ds−jt+j0>T
0
< d4
\ Px 3r0T(Y e· , j · ) < dN , > `e F t0 NYdWs−jt+j0 ::T0 < d24
=Px 3r0T(Y e· , j · ) < dN , > `eW2 1F t0 |NY(Xes)|2 ds2−jt+j0>T0 < d24
=Px 3r0T(Y e· , j · ) < dN , > `eW2 1F t0 |NY|2 (Y es) ds
+F t
0
(|NY(Xes)|
2−|NY|2 (Y es)) ds2−jt+j0>T
0
<
d
2
4
=Px 3r0T(Y e· , j · ) < dN , > `eW2 1F t0 |NY|2 (js) ds
+F t
0
(|NY(Xes)|
2−|NY|2 (Y es) ds)
+F t
0
(|NY|2 (Y es)− |NY|
2 (js)) ds2−jt+j0>T
0
<
d
2
4 . (2.8)
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Here W2 (t) is a one-dimensional Wiener process, || · ||T0 is a uniform norm in
C0T.
Taking into account, that the function f(x)=|NY(x)|2−|NY(x)|2
satisfies the conditions of Lemma 2.2, we conclude that for A=2S0T(j)
and any d1
Px 3> F t
0
|NY(Xes)|
2 ds−F t
0
|NY|2 (Y es) ds>T
0
>
d1
2
4 < e − 2S0T(j)e (2.9)
for e > 0 small enough. We derive, using the continuity of NY(x), that
>F t
0
(|NY|2 (Y es)− |NY|
2 (js)) ds>T
0
<
d1
2
(2.10)
for trajectories X et , 0 [ t [ T, such that ||Y(X et)−jt ||T0 < dN with a large
enough N.
For the one-dimensional Wiener processW2 (t), we have
P 3`e max
0 [ t [ T
max
|s| [ d1
t+s \ 0
|W2 (t+s)−W2 (s)| >
d
4
4
[ C
[ T
d1
]+1
k=1
P 3e max
0 [ s [ 2d1
:W2 1kT
d1
+s2−W2 1kT
d1
2: > d
4
4
[ 1 T
d1
+12 P 3 max
0 [ s [ 2d1
|W2s | >
d
4
4
[
T+1
d1
e −
d
2
4ed1 [ e −
2S0T(j)
e (2.11)
if d1=d/10S0T(j) and e > 0 is small enough.
Combining (2.8)–(2.11) and taking into account that |NY|2 (z)=a(z), we
obtain (2.7a),
Px{r0T(Y
e
0, j) < d}
\ P 3> `eW2 1F t
0
a(js) ds2−jt >T
0
<
d
2
4−exp 3−2S0T(j)
e
4
\ exp 3−1
e
(S0T(j)+h)4
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for e > 0 small enough. In the last inequality we used the fact that the
action functional for the Gaussian process `eW2 (> t0 a(js) ds) on the
function jt, 0 [ t [ T, is equal 1e S0T(j) (see, for example [10, Chap. 4]).
The proof of (2.7b) follows the standard way, if the bounds given in
Lemma 2.2 are available. First, we note that the family Y et=Y(X
e
t),
0 [ t [ T, is exponentially tight in C0T : for any A > 0 and d > 0 there exists
a compact KA … C0T such that
Px{r0T(Y(X
e
· ), KA) \ d} < exp 3−Ae 4
for e > 0 small enough. This can be easily derived from the equality:
Y(Xet)−Y(X)=`eW2 1F t
0
|NY(X es)|
2 ds2+e
2
F t
0
DY(X es) ds.
We omit the details.
Choosing A=2s+1, we have
Px{r0T(Y
e
· , Fs) > d} [ Px{r0T(Y e· , Fs) > d, r0T(Y e0, K2s+1) < d}
+Px{r0T(Y
e
· , Fs) > d), r0T(Y
e
· , K2s+1) > d}
[ Px{r0T(Y e· , K2s+1 0Fs) < d}+exp 3−2s+1e 4 . (2.12)
Taking a finite covering of K2s+1 0Fs, we conclude from (2.12), that bound
(2.7b) can be derived from the following result: For any j ¥K2s+1 0Fs and
any h > 0 there exist d, e0 > 0 such that
Px{r0T(Y
e
· , j · ) < d} [ exp 3−1e (s−h)4 (2.13)
for e < e0.
Using (2.2) and Lemma 2.2, we conclude that for small enough d > 0
Px{r0T(Y
e
· , j) < d}
[ P 3> `eW2 1F t
0
|NY|2 (js) ds2−jt+j0>T
0
< 2d4+e − 2s+1e
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if e > 0 is small enough. Since the action functional for the Gaussian
process `eW2 (> t0 |NY|2 (js) ds) on the function j ¥ C0T is equal to
1
e S0T(j), we have for any h > 0 and small enough d > 0:
Px{r0T(Y
e
0, j) < d} [ exp 3 −1e (S0T(j)−h)4 , e < e0=e(d, h). (2.14)
Taking into account that j ¥K2s+1 0Fs, we conclude that S0T(j) \ s. Thus
(2.14) implies (2.13) and (2.7). L
We study in this section the family of processes Y et=Y(X
e
t ), 0 [ t [ T,
e a 0. Here X et is defined by (2.1) and Y: R
2Q C is the mapping from R2 on
the graph C corresponding to the stream function Y defined in Section 1.
The process Y et on C is the slow component of X
e
t as e° 1. In the case
when Y(x) has just one critical point (C consists in this case of one edge
{y \ 0}) the action functional is given by Lemma 2.3. To consider the
general case, we need some estimates near saddle points of Y(x).
Consider a saddle point O of the stream function Y(x) and the level set
C(Y(O)). This level set is an .-shaped curve consisting of three trajec-
tories (see Fig. 2). Let D0(±d) be the domain bounded by the curves
C(Y(O)+d)=Cd3 and C(Y(O)−d)=C
d
1 2 Cd2.
Lemma 2.4. For any t0, h > 0 there exists d0 > 0 such that
Px ˛ trajectoryX et hits Cdibefore time t0 ˇ > exp 3−he 4 , x ¥ Cdj , i ] j, i, j ¥ {1, 2, 3},
if d < d0 and e > 0 is small enough.
FIGURE 2
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Proof. We show that, starting at x ¥ C(Y(O)),
Px ˛ trajectoryX et hits Cdibefore time t0 ˇ > exp−he (2.15)
for d < d0 and e small enough. The probability that X
e
t , starting at x ¥ Cj
comes to C(Y(O)) before t0 can be estimated in the same way. These
estimates imply the statement of Lemma 2.4.
Let for definiteness Cdi=C(Y(O)+d)=C
d
3 (see Fig. 2). We prove (2.15)
in two steps: First, we show that the trajectory, starting at C(Y(O)), hits
C(Y(O)+e2/3) before time t0/2 with probability greater than exp{−
h
8e} as
e a 0. Then we prove that for d > 0 small enough the trajectory
X et , X
e
0=x ¥ C(Y(0)+e2/3), hits Cd3 in a small time with a probability
greater than exp{− h8e}, e a 0.
To prove the first statement, consider D0(± e2/3). Put El={x ¥ R2 :
|x−O| < d}. Let for definiteness the initial point x ¥ C(Y(O)) be situated
as shown in Fig. 2. As it follows from Lemma 8.5.3 of [10], the trajectory
X et , X
e
0=x, with the probability close to 1 as e a 0, goes inside D0(± e
2/3)
around the left loop and enters again El in the upper left part of D0(± e2/3).
Let s=inf{t: X et ¨ E2l} be the exit time from E2l.
Let y be the first time when X et comes back to El after s: y=
min{t > s : X et ¥ El}. It is easy to see that if a > 0 is small enough then
e0=e0(a) > 0 exists such that Px{y−s > ae} >
1
2 . Taking into account that
|NH(x)| \ m > 0 in D0(± e2/3)0El, we derive from (2.2) the following
bound,
Px ˛ the trajectoryX et touches
C e
2/3
3 in one rotation
ˇ
\ Px 3`e max
s < t < y
F t
0
NH(Xes) dWs > 2e
2/34
\ P 3 max
0 [ t [ ae
W2t >
4e2/3
m`e
4=P 3 max
0 [ t [ 1
W2t >
4e2/3
m`a e
4
\ exp 3− c1
e2/3
4 > exp 3−h
e
4
for e > 0 small enough. Here W2t is a one-dimensional Wiener process, c1 is
a positive constant. This inequality implies the first statement.
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To prove the second statement, consider the process X2 et defined by the
equation
X2˙ et=`e W˙t+
1
e
NbY(X2 et)+
NY(X2 et )
|NY(X2 et )|
, X2 e0=y ¥ C(Y(O)+e2/3).
We consider this process just outside the set D0(±
1
2 e
2/3), so that |NY(X et)|
> a(e) > 0.
The measures m and m˜ in the space of trajectories on the time interval
[0, d1] induced byX
e
t ,X
e
0=y, and byX2
e
t are mutually absolutely continuous
and
dm
dm˜
=exp 3 1
`e
F d1
0
NY(X2 es) dWs
|NY(X2 es)|
−
1
2e
F d1
0
ds4 . (2.16)
Using (2.16) and the Cauchy inequality we derive that
Py ˛X2 et hits Cd3 before it entersD0(12 e2/3) and before the time d1 ˇ
[ EI{Xet hits Cd3 before d1}
dm˜
dm
[ (Py{Xet hits Cd3 before d1})1/2 1Ey 1dm˜dm2221/2
[ (Py{Xet hits Cd3 before d1})1/2 exp 3d1e 4 . (2.17)
Here IA means the indicator function of A … C0, d1 . Inequality (2.17) implies
Py{X
e
t hits C
d
3 before d1} \ e −
2d1
e 1Py ˛X2 et hits Cd3 before d1 andbefore it enters D0(± 12e2/3)ˇ2
2
.
Thus, to prove the second statement, we need to show that for small
enough d > 0 and for e ¥ (0, e0(d))
Py ˛X2 et hits Cd3 before it entersD0(12 e2/3) and before d1 ˇ > a > 0. (2.18)
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To prove (2.18) we show first, that the slow component of the process X2 et
can be approximated by the averaged process outside D0(e2/3/2). Applying
the Ito formula, we have
Y(X2 et)−Y(y)=`e F
t
0
NY(X2 es) dWs+
e
2
F t
0
DY(X2 es) ds+F
t
0
|NY(X2 es)| ds.
(2.19)
Let a(z) and T(z) be the same as in Lemma 2.3 and put
b(z)=
1
T(z)
F
G(z)
DY(x)
|NY(x)|
dx.
Note that the average of |NY(x)| on C(z) with respect to the density
1
T(z)
1
|NY(x)| , x ¥ C(z), is equal to
l(z)
T(z) , where l(z) is the length of C(z).
According to the Morse lemma, since O is a non-degenerate saddle
point, one can introduce a coordinate system in R2 such that Y(x) in a
neighborhood of the point O has the form Y(x)=x21−x
2
2.
Consider the following equations
NbY(x) ·Nu1(x)=−(|NY(x)|2−a(Y(x)))=−f1(x),
NbY(x) ·Nu2(x)=−1 |NY(x)|− l(Y(x))T(Y(x))2=−f2(x) (2.20)
in the domain G=D0(±d)0D0(± 12 e
2/3), where d > 0 is a small number,
e < d2/3. The functions fi(x), i=1, 2, are chosen so that their average with
respect to the density (T(z) |NY(x)|)−1 on any C(z) is zero. Therefore
equations (2.20) are solvable. We will single out one solution for each of
these equations if we assume that the following conditions are satisfied
u1(0, x2)=0, u2(0, x2)=0.
Here (x1, x2) are the coordinates in which Y(x)=x
2
1−x
2
2 inside a
d-neighborhood of O. The solutions satisfying these conditions can be
written explicitly:
u1(x)=F
x
C(Y(x))
|NY(y)| dl−
1
T(Y(x))
Fx
C(Y(x))
dl
|NY(x)|
·G
C(Y(x))
|NY(x)| dl
u2(x)=F
x
C(Y(x))
dl−
1
T(Y(x))
G
C(Y(x))
dl ·Fx
C(Y(x))
dl
|NY(x)|
.
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Here >xC(Y(x)) f(y) dl means the integral along C(Y(x)) starting at the
intersection of C(Y(x)) with x1-axis in the direction of the field −NbY(x)
(we consider just a small neighborhood of the .-shape curve C(Y(0))) till
the point x ¥ C(Y(x)).
Taking into account smoothness of Y(x) and that |NY(x)| > 0 in G and
that Y(x)=x21−x
2
2 inside the d-neighborhood of O, we can obtain the
following estimates: there exist positive constants C2 and C3 such that
T(z) ’ −ln |z−Y(O)|, zQY(O);
|TŒ(z)| < C2
|z−Y(O)|
, |Tœ(z)| < C2
|z−Y(O)|2
.
(2.21)
T(z) is monotone for small |z−Y(O)|; |ui(x)| < C2, |Nui(x)| < C2/
|Y(x)−Y(O)|, Dui(x) < C2/|Y(x)−Y(O)|2, |NY|2 > C3 |Y(x)−Y(O)| for
x such that |Y(x)−Y(O)| is small enough.
Applying the Ito formula to ui(X2
e
t), i=1, 2, we have
ui(X2
e
t )−ui(x)=`e F
t
0
Nui(X2
e
s) dWs+
e
2
F t
0
Dui(X2
e
s) ds
+
1
e
F t
0
NbY(X2 es) ·Nui(X2
e
s) ds+F
t
0
Nui(X2
e
s) ·NY(X2
e
s) ds
|NY(X2 es)|
.
This equality implies that
F t
0
fi(X2
e
s) ds=−e(ui(X2
e
s)−ui(x))+e F
t
0
Nui ·NYds
|NY|
+e3/2 F t
0
Nui(X2
e
s) dWs
+
e2
2
F t
0
Dui(X2
e
s) ds. (2.22)
We derive from (2.19) that for an appropriate Wiener processW2t
Y(X2 et)−Y(y)=`eW2 1F t
0
a(Y(X2 es)) ds+F
t
0
f1(X2
e
s) ds2+e2 F t0 DY(X2 es) ds
+F t
0
l(Y(X2 es)) ds
T(Y(X2 es))
+F t
0
f2(X2
e
s) ds. (2.23)
Taking into account that
lim
t a 0
t −
1
2+o max
0 [ s [ t
|Ws |=0
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with probability 1 for any o > 0, and using the estimates (2.21), (2.22), we
derive from (2.23) that for X2 e0=y ¥ C(Y(O)+e2/3)
Y(X2 et)−Y(O)− e
2/3=F t
0
l(Y(X2 es)) ds
T(Y(X2 es))
+ae(t)`e , (2.24)
where ae(t) is a stochastic process such that max0 [ s [ t |ae(s)| < t1/2−o, o > 0,
with probability close to 1 as e and t are small enough. In particular, one
can take t=th(e)=e1/3+h, h > 0. Then ae(s)`e < 12 e2/3 for e small enough
and 0 [ s [ th(e).
Since T(z) ’ −ln |z−Y(O)|, |z−Y(O)|Q 0, and l(z) [ l0 <., we
conclude from (2.24), that
Y(X2 eth(e))−Y(O) > c4e
1
3+h ln e−1 > c5e
1
3+2h
with probability Py >
1
2 , y ¥ C(Y(O)+e
2/3), if e > 0 is small enough.
We will show now that the process X2 et , starting from (C(Y(O)+e
1/3+2h),
hits Cd3 in a small time with probability separated from 0 uniformly in e, if
d and e are small enough.
Consider an ordinary differential equation
Ya˙ t=b(Ya t), b(z)=
l(z)
T(z)
, Ya 0=Y(O)+
1
2
e
1
3+2h (2.25)
Since b(z) ’ c6/ln |z−Y(O)| as zQY(0) and ln z is integrable at z=0, the
trajectory of (2.25), starting from any Ya 0 > 0, leaves the interval [0, d]
before a time d1(d) such that limd a 0 d1(d)=0. Let X2
e
t start at t=0 from a
point y ¥ C(Y(O)+e 13+2h), h=0.05:
X2 et −y=
1
e
F t
0
NbY(X2 es) ds+`eWt+F
t
0
NY(X2 es)
|NY(X2 es)|
ds.
Then, applying the Ito formula,
Y(X2 et)−Y(O)− e
1
3+2h=`e F t
0
NY(X2 es) dWs+
e
2
F t
0
DY(X2 es) ds
+F t
0
|NY(X2 es)| ds
=F t
0
l(Y(X2 es))
T(Y(X2 es))
ds+`e a2e(t) (2.26)
As well as we did it when we derived (2.24), one can check that
|a2e(t)| < t
1
2−o with probability close to 1 for small enough e, t and o=0.01.
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Comparing (2.25) and (2.26) we conclude that
Y(X2 et)−Ya t=c
e(t)+F t
0
(b(Y(X2 es))−b(Ya s)) ds,
where c e(t) > 0 for small e, d with probability close to 1. Taking into
account that the function b(z) is increasing for small z > 0 (this follows
from Lemma 2.5) and that Y(X2 e0) >Ya 0, we conclude from the last equation
that Y(X2 et ) >Ya t, for 0 [ t [ d1 with a large probability if e and d1 are small
enough. Thus X2 et , X2
e
0=y ¥ C(Y(O)+e1/3+2h) touches Cd3 before d1=d1(d)
with probability close to 1 if e and d are small enough.
Combining all these estimates and using strong Markov property of X2 et ,
we obtain the statement of Lemma 2.4. L
Lemma 2.5. Let Y(x) satisfy Assumption 1. Suppose O ¥ R2 is a saddle
point of Y(x) and Y(O)=0. Let C(z), z > 0, z small enough, consist of one
component. Denote by l(z) the length ofC(z) and by T(z) the period of rotation
along C(z). Then
lim
z a 0
d
dz
1 l(z)
T(z)
2=..
Proof. Since the saddle point O is not degenerate, one can make a
linear orthogonal change of variables such that in the new coordinates
Y(x1, x2)=Ax
2
2−Bx
2
1+(a1x
3
1+a2x
2
1x2+a3x1x
2
2+a4x
3
2)+O(x
2
1+x
2
2)
2;
A, B > 0, x21+x
2
2 Q 0. (2.27)
Since the transformation is orthogonal, it does not change the length and
the area.
Consider the curve C(z)={(x1, x2) : Y(x1, x2)=z}, z > 0 (Fig. 3). Let
l(z) be the length of C(z) and S(z) be the area of the domain G(z) … R2
bounded by C(z). As is known T(z)=SŒ(z).
We can divide l(z) and S(z) in two parts: the first part is the length of
the curve C(z) or the area of G(z) outside the h-strip around the x2-axis;
the second part is the length or the area inside the h-strip: l(z)=
l1(z)+l2(z), S(z)=S1(z)+S2(z). The functions l1(z) and S1(z) and their
first derivatives have no singularities for small z. Consider l2(z) and S2(z).
Let, first, Y(x1, x2)=Ax
2
2−Bx
2
1. Then
S2(z)=4 F
h
0
dx1 = z+Bx21A , l2(z)=4 F h0 dx1 =1+ B2x21A(z+Bx21) .
REACTION-DIFFUSION IN FLUID 63
FIGURE 3
These integrals can be calculated explicitly. Then one can see that
T(z) ’
dS2(z)
dz
’ ln z−1, TŒ(z) ’ z−1, l(z)Q l(0), lŒ(z) ’ z−1
as z a 0. Thus
1 l(z)
T(z)
2 −=lŒ(z) T(z)−l(z) TŒ(z)
T2(z)
’
z−1 ln z−1−z−1l(0)
(ln z−1)2
Q., z a 0.
(We write here A(z) ’ B(z) as z a 0, if A(z) B−1(z)Q a, 0 < a <..)
If Y(x, y) is given by (2.27), then one can check that the functions
T(z), TŒ(z), l(z), lŒ(z), z a 0, have the same asymptotics as for Y=Ax22−
Bx21. This implies the statement of Lemma 2.5. L
Lemma 2.6. Let G={x ¥ R2 : z1 <Y(x) < z2} and the stream function
Y(x) have no critical points in G 2 “G. Let Xˆ et be the diffusion process
governed by the equation
X˙ˆ et=W˙t+
1
e2
NbY(Xˆ et ), X
e
0=x ¥ G,
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and y e=min{t: Xˆ et ¨ G}. Then a one-dimensional Wiener process Wat=Wa x, et
defined on the same sample space as Wt, exists such that for any d1, d2 > 0
and T > 0 one can find e0 > 0 such that
Px{ max
0 [ t [ TNye
|Y(X et)−Yt | > d1} < d2
for any x ¥ G and e < e0. Here Yt is the solution of the equation
Y˙t=s(Yt) Wa˙t+b(Yt), Y0=Y(x),
where
T(z)=G
C(z)
dl
|NY(x)|
, s2(z)=
1
T(z)
G
C(z)
|NY(x)| dl,
b(z)=
1
2T(z)
G
C(z)
DY(x)
|NY(x)|
dl.
Proof. Applying the Ito formula, we have
Y(Xˆ et )−Y(x)=F
t
0
NY(Xˆ es) dWs+
1
2 F
t
0
DY(Xˆ es) ds.
There exists a Wiener processW2t in R1 such that
Y(Xˆ et)−Y(x)=W2 1F t
0
|NY(Xˆ es)|
2 ds2+12 F t
0
DY(Xˆ es) ds. (2.28)
For any bounded continuous function f(x), x ¥ R2, denote
f¯(z)=
1
T(z)
G
C(z)
f(x) dl
|NY(x)|
.
Let v(x) be a bounded smooth solution of the equation
NbY(x) ·Nv(x)=f(x)−f¯(Y(x))
in G. Applying Ito’s formula,
v(Xˆ es)−v(x)=
1
e
F t
0
(f(Xˆ es)− f¯(Y(Xˆ
e
s))) ds
+F t
0
Nv(Xˆ es) dWs+
1
2
F t
0
Dv(Xˆ es) ds.
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We conclude from this equality that for any d > 0 there exists N> 0 such
that
Px 3 max
0 [ t [ T
: F t
0
(f(Xˆ es)− f¯(Y(Xˆ
e
s))) ds : >Ne4 < d (2.29)
for any x ¥ G, e > 0.
Equality (2.28) together with (2.29) implies
Y(Xˆ et)−Y(x)=W2 1F t
0
|NY|2 (Y(Xˆ es)) ds2
+12 F
t
0
DY(Y(Xˆ es)) ds+ae(t), (2.30)
where max0 [ t [ T ae(t) tends to zero in probability Px uniformly for all
x ¥ G as e a 0.
Taking into account that |NY|2 (z)=s2(z) and DY(z)=b(z), one can
write (2.30) as
Y(Xˆ et)−Y(x)=F
t
0
s(Y(Xˆ es)) dWas+F
t
0
b(Y(Xˆ es)) ds+ae(t),
where Wat is an appropriate Wiener process in R1. Taking into account
Lipschitz continuity of s(z) and b(z), we derive from here the statement of
Lemma 2.6. L
3. SMALL DIFFUSION ASYMPTOTICS
Consider, first, the Cauchy problem for a single equation:
“u(t, x)
“t =
e2
2
Du+NbY(x) ·Nu+f(x, u), t > 0, x ¥ R2,
u(0, x)=g(x) \ 0.
Let Y(x) satisfy Assumption 1; f(x, u)=c(x, u) u, where c(x, u) is
Lipschitz continuous and bounded.
Let G0=supp g={x ¥ R2 : g(x) > 0}. Assume that g(x) is non-negative
and bounded and the closure of the interior (G0) of G0 coincides with the
closure [G0] of G0. Moreover, let g(x) be continuous in [G0] (if x0 ¥ [G]0
(G) then g(x0)=limxQ x0 g(x) for x ¥ (G0)). We say that the Assumption 2
is satisfied if the initial function g(x) has all these properties.
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Put u e(t, x)=u( te , x). The function u e(t, x) satisfies the equation
“u e(t, x)
“t =
e
2
Du e+
1
e
NbY(x) ·Nu e+
1
e
f(x, u e), u e(0, x)=g(x). (3.1)
Let X et be the diffusion process in R
2 generated by the operator L e=
e
2 D+
1
e NbY ·N:
X˙ et=`e W˙t+
1
e
NbY(Xet ), X
e
0=x. (3.2)
Let C be the graph corresponding to Y(x) and Y: R2Q C, Y(x)=
(Y(x), k(x)), be the corresponding mapping. Denote by Tk(z) the period of
rotation along Ck(z). As is known, Tk(z)=dSk(z)/dz, where Sk(z) is the
area of the domain Gk(z) bounded by Ck(z).
Lemma 3.1. Let Assumption 1 be satisfied and dTk(z)/dz ] 0 for
(z, k) ¥ Y(G0) … C. Then for any d > 0 and any compact F … Y−1(Y((G0)))
there exists t0 ¥ (0, d) such that
Px{X
e
t0 ¥ (G0)} > e
− de
for any x ¥ F and e > 0 small enough.
Proof. One can introduce action-angle coordinates (I, j) in a neigh-
borhood of any nonsingular stream line defined as the solution of the
equation
Xa˙ et=
1
e
NbY(Xa et ), Xa
e
0=x. (3.3)
The equations for X et in the new coordinates have the form
I˙ et=`e s1(I et , j et) W˙t+eb1(I et , j et),
j˙ et=
1
e
w(I et)+`e s2(I et , j et ) W˙t+eb2(I et , j et ).
Here si(I, j) are 2-dimensional vectors, |si(I, j)| > 0, and bi(I, j) are
scalar functions, i ¥ {1, 2}.
Let, first, the initial point x=(I0, j0) and t0 > 0 be such that
j¯ et0 :=j¯
e
t0 (j0, I0)=j0+
t0
e
w(I0) ¥ (G0). (3.4)
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Let m be the distance between j¯ et0 and R
20G0. It is easy to see that if
max0 [ t [ t0 |I
e
t −I0 | < ae, where a > 0 is a small enough and independent of e
constant, then |j et0 − j¯
e
t0 | <
m
2 with probability close to 1 for small e. Using
the self-similarity of the Wiener process, we have for small enough e > 0,
PI0, j0{ max
0 [ t [ t0
|I et −I0 | < ae} > P{ max
0 [ s [ t0
|Ws | < c1a`e } \ exp 3−c2t0e 4 .
(3.5)
Here and below the ci are positive constants independent of e and t0.
Bounds (3.4) and (3.5) imply
PI0, j0{j
e
t0 ¥ (G0)} > exp 3− d2e4 (3.6)
if t0 < d/2(c2+1). Moreover, bound (3.6) holds if j0 is replaced by any j
such that |j−j0 | <
m
4 and t0 is replaced by any tŒ ¥ [t0+be] with a small
enough independent of e constant b > 0.
Let now x=(I, j) ¥ Y−1(Y((G0))). Note that for any such x=(I, j),
one can find a point xŒ=(IŒ, j), |I−IŒ| < c3e, such that j¯ et0 (IŒ, j˜) ¥ (G0)
for any j˜ from a neighborhood E of j. This is possible due to the assump-
tion (dTk/dz)(z) ] 0 for (z, k) ¥ Y(G0). The last assumption means that
dw(I)
dI ] 0.
Since |s1(I, j)| \ s > 0, one can check that the process I et , starting from
(I, j) hits IŒ before time ce, c > 0, with the probability bounded from
below uniformly in e:
PI, j{ max
0 [ s [ ce
(I es −I) > c3e}
\ P{ max
0 [ s [ ce
`eW2s > c4e}
=2P{W2ce > c4 `e }=2P 3W21 > c4`c4 . (3.7)
HereW2s is a one-dimensional Wiener process.
The statement of the lemma follows from (3.6), (3.7), and strong Markov
property. L
Assume now, that the nonlinear term in (3.1) is of KPP-type: f(x, u)=
c(x, u) u, c(x, u) > 0 for u < 1 and x ¥ R2, c(x, u) < 0 for u > 1 and x ¥ R2,
c(x)=c(x, 0)=maxu \ 0 c(x, u).
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Lemma 3.2. Let f(x, u) in (3.1) be of KPP type. Assume that a
Lipschitz continuous function c˜(u) exists such that f2(u)=uc˜(u) is of KPP
type and c(x, u) > c˜(u). Then for any compact K … {(t, x): t > 0, x ¥ R2}
O
e a 0
u e(t, x) [ 1
uniformly in (t, x) ¥K.
Let additionally Assumption 1 be satisfied and at least one of the following
conditions holds:
(1) The initial function g(x) is invariant with respect to the flow:
g(x)=g¯(Y(x)), where g¯ is a function on the graph C corresponding to Y(x).
(2) dTk(z)/dz ] 0 for (z, k) ¥ Y(G0) … C.
Then for any compact F … Y−1(Y((G0))) and any a ¥ (0, 1)
lim
e a 0
u e(t, x)=1
uniformly in x ¥ F, a [ t [ 1a .
Proof. As we mentioned in Section 1, the Feynman–Kac formula
implies that
u e(t, x)=Ea g(X
e
t) exp 31e F t0 c(Xet , u e(t−s, X es)) ds4 . (3.8)
Suppose that the first statement of Lemma 3.2 is wrong: there exists a
sequence of points (tk, xk) ¥K and ek, ek a 0 as kQ., such that
lim
kQ.
u ek(tk, xk)=1+h > 1.
One can assume that the sequence (tk, xk) ¥K converges to a point
(t¯, x¯) ¥K as kQ.. Thus tk > 12 t¯ > 0 starting from some k0.
Let D eh={(t, x) : u
e(t, x) > 1+h2}, “D eh be the boundary of D eh; u e(t, x)=
1+h2 if (t, x) ¥ “D eh and t > 0. Let y=inf{s \ 0 : (t−s, Xes) ¨ D eh}. Using
the strong Markov property, we derive from (3.8)
u e(tk, xk)=Exku
e(tk−y, X
e
y) exp 31e F y0 c(Xes , u e(t−s, X es)) ds4 . (3.9)
Denote by I1 the indicator function of the set of trajectories for which
t−y > 0 and by I2 the indicator function of the set y=t. As it follows from
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the definition of D eh, u
e(t− y, X ey)=1+
h
2 on the first set, and u
e(t−y, X ey)=
g(Xey) [M<. on the second set. Moreover, since f(x, u)=c(x, u) u is of
KPP type, c(x, u) [ −c¯ < 0 in D eh. Thus (3.9) implies
u e(tk, xk) [ 11+h22 ExkI1+Me − c¯t¯2eExkI2.
We conclude from this inequality that u e(tk, xk) [ 1+h2 for small enough
e > 0. This contradicts our assumption that limkQ. u ek(tk, xk)=1+h. This
contradiction proves the first statement of Lemma 3.2.
According to the first statement, to prove the second one we should
check that
lim
e a 0
u e(t, x) \ 1 (3.10)
uniformly in x ¥ F, a [ t [ 1a . If (3.10) is wrong then a sequence (tk, xk),
xk ¥ F, a [ tk [ 1a , and ek a 0 as kQ. exist such that
u ek(tk, xk) [ 1−h (3.11)
for some h > 0 and k=1, ..., n, ... .
For any tˆ > 0, put
D2 eh, tˆ=3(t, x) : t > tˆ, x ¥ R2, u e(t, x) < 1−h24 .
Let G20 and G2
2
0 be open sets in R2 such that [G20] … G220 … [G220] … G0 and
F ¥ Y−1(Y(G20)). Put c0=inf0 [ u [ 1−h/2, x ¥ R2 c(x, u); c0 > 0 since c(x, u) \
c˜(u).
Let d=c0a/4. It follows from Lemma 3.1 that t0 <
a
4 exists such that
Px{X
e
t0 ¥ G20} > exp 3−de 4 , x ¥ B=Y−1(Y(G220)) (3.12)
for e > 0 small enough. Put
y˜=min{s: (t−s, X es) ¨ D2 eh, t0}, t \ t0.
For any set A from the space of trajectories on the time interval [0, t], we
denote by IA the indicator function on A.
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Using strong Markov property, we have from (3.8)
u e(t, x)=Exu e(t− y˜, X
e
y˜) exp 31e F y˜0 c(Xes , u e(t−s, X es)) ds4
\ 11−h
2
2 Px{y˜ < t−t0}+ExI{y˜=t−t0, Xet− t0 ¥ B}u e(t0, X et− t0 )
×exp 31
e
F t− t0
0
c(Xes , u
e(t−s, X es)) ds4
\ 11−h
2
2 Px{y˜ < t−t0}+Px{y˜=t−t0, X et− t0 ¥ B}
×e −
c0a
4e min
x ¥ [G220]
g(x) e
3c0a
4e
\ 11−h
2
2 Px{y˜ < t−t0}+11−h22 Px{y˜=t−t0, X et− t0 ¥ B}
(3.13)
if e > 0 is small enough. We used here (3.12) and that c(x, u) > c0 in D2
e
h, t0 .
Note that Px{y˜ [ t− t0}=1, and, since the distance in R2 between F and
the exterior of [G220] is positive, lime a 0 Px{X
e
t− t0 ¨ B}=0 uniformly in x ¥ F.
Taking this into account, we derive from (3.13) that u e(t, x) \ 1− 3h4 for e
small enough. The last inequality contradicts (3.11). This proves the last
statement of Lemma 3.2. L
Consider the graph C corresponding to Y(x). Let
Tk(z)=G
Ck(z)
dl
|NY(x)|
, ak(z)=G
Ck(z)
|NY(x)| dl=: F
Gk(z)
w(x) dx : ,
y=(z, k) ¥ C. Introduce a Riemannian metric r( · , · ) on C: Inside any
edge Ik … C, the metric is defined by the form ds2=(Tk(z)/ak(z)) dz2. If
y1=(z1, k), y2=(z2, k) then
r(y1, y2)=F
z2
z1
= Tk(z)
ak(z)
dz. (3.14)
The function `Tk(z)/ak(z) goes to infinity as y=(z, k) approaches a
vertex of the graph. Near an exterior vertex O, Tk(z) ’ const > 0 and
ak(z) ’ |z−Y(O)| as zQY(O). Near an interior vertex, Tk(z) ’ log
|z−Y(O)|−1 and ak(z) ’ const > 0. Therefore the singularity of the
integrand in (3.14) is always integrable, and the distance between any two
points is finite.
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To define the distance between any y1, y2 ¥ C, consider the path without
intersections leading from y1 to y2. Such a path is unique. Let this path
lead from y1 to a vertex O1, from O1 to O2 and so on. Let On be the last
vertex in this path so that y2 belongs to an edge I ’ On. Then define
r(y1, y2)=r(y1, O1)+C
n−1
k=1
r(Ok, Ok+1)+r(On, y2).
We introduced in Lemma 2.3 the functional
S0T(j)=
1
2
FT
0
Tk(js) j˙
2
s ds
ak(js)
,
where js is an absolutely continuous function on [0, T]. Let y1=(z1, k),
y2=(z2, k) ¥ Ik … C. Then
inf{S0T(j): j0=z1, jT=z2}=
r2(y1, y2)
2t
. (3.15)
This simple statement follows from Lemma 6.2.2 of [F]. One can extend
this functional S0T to the set of functions Fs=(js, ks), 0 [ s [ T, with
values in C,
S0T(F)=
1
2
FT
0
Tk(s)(js) j˙
2
s ds
ak(s)(js)
; (3.16)
if Fs=(js, k(s)) is a vertex of C and j˙s=0, we put Tk(s)(js) j˙
2
s/
ak(s)(js)=0. Then equality (3.15) holds for any y1, y2 ¥ C, not necessarily
for the points of one edge.
Theorem 3.1. Let Assumptions 1 and 2 be satisfied. Let the nonlinear
term in (3.1) be independent of x and be of KPP type: f(x, u)=c(u) u, c(u)
is Lipschitz continuous, c(u) > 0 for u < 1 and c(u) < 0 for u > 1, c(0)=c=
maxu \ 0 c(u).
Assume that at least one of the following conditions is satisfied:
(1) The initial function is invariant with respect the flow: g(x)=
g¯(Y(x)), where g¯ is a function on the graph C corresponding to Y(x);
(2) dTk(z)/dt ] 0 for (z, k) ¥ Y(G0) … C.
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Then the solution u e(t, x) of problem (3.1) has the following asymptotic
behavior,
lim
e a 0
u e(t, x)=˛1, if r(Y(x), Y(G0)) < t`2c, t > 0
0, if r(Y(x), Y(G0)) > t`2c,
where c=c(0). The convergence is uniform in (t, x) from any compact set
K … {t > 0}×R20{(s, x): r(Y(x), Y(G0))=s`2c}.
Remark 3.1. The assumption that g(x) satisfies at least one of conditions
(1), (2) can be made weaker. But it cannot be omitted as the following
example shows. Let Y(x)=|x|2, x ¥ R2. This means that the fluid is rotat-
ing around the origin with a constant angular velocity. The graph C in this
case consists of one edge and T(z)=const, z > 0. Let G0 be a circle of the
radius r=0.1 with the center at x0, |x0 |=1. None of conditions (1), (2) is
satisfied here. It is easy to see that it will take time of order 1 as e a 0 to
make u e(t, x) close to 1 everywhere in the ring {x ¥ R2, 1−r < |x| < 1+r}.
Thus the statement of theorem is not true here.
Proof of Theorem 3.1. As I have mentioned already, the solution of
(3.1) satisfies the equation
u e(t, x)=Ex g(X
e
t) exp 31e F t0 c(ue(t−s, X es)) ds4 . (3.17)
Since c(u) [ c=c(0) and 0 [ g(x) [M<., (3.17) implies
0 < u e(t, x) [ e cteMPx{Xet ¥ G0} [Me
ct
ePx{Y(X
e
t ) ¥ Y(G0)}. (3.18)
Our next goal is to show that
O
e a 0
e ln Px{Y(X
e
t) ¥ Y(G0)} [
r2(x, Y(G0))
2t
. (3.19)
Let y=inf{t: Y(Xet ) ¥ Y(G0)}. Then
Px{Y(X
e
t) ¥ Y(G0)} [ Px{y [ t}. (3.20)
It is easy to see that Y(Xey) may have one of not more than n+1 different
positions on C, where n is the number of edges in C. All these positions yk
are boundary points of the set Y(G0) … C. Consider a path connecting Y(x)
and such a point yk. Let it lead, first, from Y(x) to a vertex O1, then from
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O1 to O2, and so on. Let Ol is the last vertex in this path so that Ol and yk
belong to the same edge; l is less or equal than the number of vertices in C.
Let a vertex Oi from this sequence connect the edges Iki and Iki+1 of the
path. Denote by a−i =(z
−
i , ki) the point of Iki such that |z
−
i −Y(Oi)|=d,
and by A−i =(z˜
−
i , ki) the point of Iki for which |z˜
−
i −Y(Oi)|=2d. Let
a+i =(z
+
i , ki+1) and A
+
i =(z˜
+
i , ki+1) be points of Iki+1 such that |z
+
i −Y(Oi)|
=d and |z˜+i −Y(Oi)|=2d, respectively. We have
Px{y [ t}=C
yk
Px{y [ t, Y(Xey)=yk},
Px{y [ t, Y(Xey)=yk} [ C
j0, ..., jl \ 1
j0+· · ·+jl [ r+l+1
Px 3y(a−1 ) ¥ 5(j0−1) tr , j0tr 64
×D
l−1
s=1
max
x¯ ¥ Y−1(A+s )
Px¯ 3y(a−s+1) ¥ 5(js−1) tr , jstr 64
× max
x¯ ¥ Y−1(A+l )
Px¯ 3y(yk) ¥ 5(jl−1) tr , jltr 64 , (3.21)
where y(y)=min {t: Y(Xet)=y}, y ¥ C.
TrajectoriesX et , starting form x¯ ¥ Y−1(A+s ) can hit Y−1(a−s+1) not touching
Y−1(a+s ). They can reach Y
−1(a−s+1) touching, first, Y
−1(a+s ), coming back
to Y−1(A+s ) and then going to Y
−1(a−s+1) not touching any more Y
−1(a+s ).
In general the trajectories can make any finite number of cycles
Y−1(A+s )Q Y
−1(a+s )Q Y
−1(A+s ) and then go to Y(a
−
s+1) not touching again
Y−1(a+s ). The probability that X
e
t , starting from x¯ ¥ Y−1(A+s ), hits Y−1(a+s )
before Y(a−s+1) is not greater then a certain independent of e function
o(d) < 1, limd a 0 o(d)=1.
The last statement follows from the fact that exit probabilities for Y(Xet)
are the same as for the process Y(Xet/e). The process Y(X
e
t/e), according to
Lemma 2.6, converges as e a 0 to a diffusion process Yt on [a
+
s , a
−
s+1]. The
probability that Yt, starting from A
+
s hits a
+
s before a
−
s+1 is strictly less then 1.
Using the strong Markov property and standard arguments, we derive
that
max
x¯ ¥ Y−1(A+s )
Px¯ 3y(a+s+1) [ jstr 4
[
1
1−o(d)
max
x¯ ¥ Y−1(A+s )
Px¯3y(a−s+1) [ 1 jstr N y(a+s )24 . (3.22)
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The probability on the right hand side of (3.22) is related to the behavior
of the process X et when Y(X
e
t) belongs to one edge I connecting the
vertices Os and Os+1 (even to the interval [a
+
s , a
−
s+1] which is situated
strictly inside I). Therefore the asymptotics of this probability as e a 0 can
be calculated using Lemma 2.3:
lim
e a 0
e ln Px¯ 3y(a−s+1) [ 1 jstr N y(a+s )24
=inf 3S0, jstr (j): j0=z˜+s , jjstr=z−s+1, z+s [ js [ z−s+1 for 0 [ s [ jstr 4 .
Using (3.15), we conclude from here that
lim
e a 0
e ln Px¯ 3y(a−s+1) [ 1 jstr Ny(a+s )24=r
2(A+s , a
−
s+1)
2 1 jst
r
2 ,
x ¥ Y−1(A+s ).
(3.23)
For any h > 0, one can choose d > 0 so small that
C
l
s=1
r(A−s , A
+
s ) <
h
4
.
Let r be so large that
r2(Y(x), Y(G0))
t
−
r2(Y(x), Y(G0))
t+
l+1
r
<
h
4
.
Then we conclude from (3.21)–(3.23) that for e > 0 small enough
Px{y [ t} [ c(r, d) exp 3−1e 1−h2+minyk 1r
2(Y(x), 01)
2t0
+C
l−1
s=1
r2(Os, Os+1)
2ts
+
r2(Ol, yk)
2tl
224 , (3.24)
where c(r, d) is independent of e.
We will use the following inequality: for any ak, tk > 0, k ¥ {1, ..., l},
C
l
1
a2k
tk
\
(; l1 ak)2
; l1 tk
. (3.25)
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This inequality follows from the Cauchy inequality: if e1=(a1/`t1 , ...,
al/`tl ), e2=(`t1 , ...,`tl ), then (3.25) is equivalent to (e1 · e2)2 [
|e1 |2 |e
2
2 |.
Since r(Y(x), O1)+; l−1s=1 r(Os.Os+1)+r(Ol, yk)=r(Y(x), yk) and ; ti
=t, we conclude from (3.24) and (3.25) that
Px{y [ t} [ exp 3−1e 1r2(Y(x), Y(G0))2t −h24
for e > 0 small enough.
The last inequality and (3.20) imply (3.19). We derive from (3.18) and
(3.19) that
lim
e a 0
u e(t, x)=0 (3.26)
if r(Y(x), Y(G0)) > t`2c. It is easy to check that the convergence in (3.26)
is uniform in (t, x) ¥K1, where compact K1 … {t > 0, r(Y(x), Y(G0)) >
t`2c}.
We will show now that lime a 0 u e(t, x)=1 if r(Y(x), Y(G0)) < t`2c,
t > 0. Taking into account the first statement of Lemma 3.2, it is sufficient
to check that
lim
e a 0
u e(t, x) \ 1. (3.27)
First, for any closed subset Gˆ … (G0) we can assume without loss of
generality that g(x) \ 12 for x ¥ Y
−1(Y(Gˆ)). This follows from the second
statement of Lemma 3.2. The set Gˆ we will choose later.
Let us show that for any l > 0 and (t, x) such that r(x, G0)=t`2c,
t \ t0 > 0, there exists e0 > 0 such that
u e(t, x) > exp 3−l
e
4 for 0 < e [ e0. (3.28)
For such a point (t, x) consider the path on the graph C connecting
Y(x)=y0 ¥ C with the point of Y([G0]) closest to Y(x). Let this point be
y1. Let us choose the parameterization of this path F(s)=(js, ks) such
that F(0)=(j0, k0)=y0, Ft=(jt, kt)=y1, and in between y0 and y1 let
the parameter be proportional to the distance from y0,
|j˙s |=
r(y0, y1)
t
= aks (js)
Tks (js)
,
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if (js, ks) is not a vertex; the function Fs is continuous and spends time
zero at the vertices. It follows from (3.15) that Fs, 0 [ s [ t, is the extremal
of the functional S0t(F) defined by (3.16), and
inf{S0t(F): F0=y0, Ft=y1}=
r2(y0, y1)
2t
.
Consider now a reconstruction Fgs , 0 [ s [ t, of Fs=(js, ks): Choose a
point yg ¥ Y((G0)) and a small d > 0 and put
Fgs=F
d, yg
s =(j
g
s , k
g
s )=˛y0, 0 [ s [ d2 ,Fs− d2, d2 [ s [ t−d2 ,
(ls− t+d2, ks), t−
d
2
[ s [ t,
where ls, 0 [ s [ d2 , is the linear function connecting l0=Ft−d and ld/2=y
g.
We assume that y1 is not a vertex and yg and d are chosen so that yg and
Ft−d belong to the same edge. This assumption can be made without loss of
generality.
For any h > 0 one can choose d > 0 and yg in such a way, that
F t
t− d2
Tkg(s)(j˙
g
s )
2 ds
akg(s)(j
g
s )
<
h
4
, (3.29)
d · max
0 [ u [ supx ¥ R2 g(x)
|c(u)| <
h
4
. (3.30)
Let the set Gˆ … G0 be chosen so that yg ¥ Y(Gˆ), and c1 > 0 be the
distance between yg and the complement to (Gˆ). Let
Es={y ¥ C : r(y, Y(G0)) [ s`2c},
2c2= min
d
2 [ s [ t−
d
2
r(Fgs , Es).
We conclude from (3.26) for e > 0 small enough that
max
d
2 [ s [ t−
d
2
(c−c(u e(t−s, Ys))) <
h
4t
, (3.31)
for any Ys such that Y(Ys), 0 [ s [ t, belongs to the c2-neighborhood of
Fgs in C0t.
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Taking into account (3.29), we can derive from Lemma 2.3 (bound 2.6)
and Lemma 2.4 that
Px 3r0, t(Y(Xe· ), Fg· ) < c2 4 \ exp 3−1e 1r
2(y0, y1)
2t
+
h
4
24
for c=c1 N c2 and e > 0 small enough.
Denote by I1 the indicator function of the set of trajectories X
e
s ,
0 [ s [ t, such that Y(Xe· ) belongs to
c
2-neighborhood of Y
g
· in C0T. The
last bound together with (3.30) and (3.31) imply:
u e(t, x)=Ex g(X
e
t) exp 31e F t0 c(ue(t−s, X es)) ds4
\
1
2
ExI1 exp 31e F t0 c(u e(t−s, X es)) ds4 \ exp 3−he 4
for (t, x) such that r(x, G0)=t`2c, t > 0, and e > 0 small enough.
Estimate (3.28) follows from this inequality.
The derivation of (3.27) from (3.28) is similar to the proof of Theorem 3.1
from [5]. Therefore we just give a sketch of the proof. Let K be a compact,
K … {(t, x): r(Y(x), Y(G0)) < t`2c, t > t0 > 0}.
Suppose sequences (tn, xn) ¥K and en, en a 0, exist such that limnQ. u en(tn, xn)
=1−h < 1. Let (tg, xg) be the limiting point for (tn, xn), and 2o be
the Euclidean distance between (tg, xg) and {(t, x): t > 0, r(Y(x), Y(G0))=
t`2c}=F. Put
D e=3(t, x): u e(t, x) < 1−h
2
, r(Y(x), Y(G0)) < t`2c4 ,
y=min{s: (t−s, X es) ¨ D e}, c0= min
0 [ u [ 1− h2
c(u).
Since f(u)=c(u) u is of KPP type, c0 > 0. Using strong Markov property,
we have
u en(tn, xn)=Exnu
en(tn−y, X
en
y ) exp 31e F y0 c(uen(tn−s, X ens )) ds4
\ Exnu
en(tn−y, X
en
y ) exp 3c0ye 4
\ ExnI1u
en(tn− y, X
en
y )+ExnI2u
en(tn−y, X
en
y ) exp 3c0ye 4 , (3.32)
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where I1 and I2 are indicator functions of the sets
{(tn−y, X
en
y ) ¨ F} and {(tn−y, X eny ) ¥ F},
respectively. On the first set, u e(t− yn, X
e
yn
)=1− h2 . It is easy to check
that y > o with probability close to 1 as en is small enough. Taking into
account bound (3.28) with l=c0o/2, we derive from (3.32), that u e(tn, xn)
\ 1− h2 for e small enough and n large. This contradiction proves that
Je a 0u e(t, x) \ 1 uniformly in
K … {(t, x), t > t0, r(Y(x), Y(G0)) < t`2c}. L
This theorem, actually, says that the projection of the area, where u e(t, x)
is close to 1, on the graph C is growing according to Huygens principle.
The corresponding velocity field is constant in absolute value if calculated
in the metric r on C.
Suppose we consider a stationary motion of a fluid in a bounded domain
D … R2 with a smooth boundary “D with adhesion condition on “D. The
stream function Y(x) then is equal to a constant on each connected
component of “D. Consider a KPP type equation in D with reflection on
the boundary:
“u e(t, x)
“t =
e
2
Du e+
1
e
NbY(x) ·Nu e+
1
e
f(ue),
t > 0, x ¥ D,
“u e
“n
:
“D
=0, u e(0, x)=g(x).
(3.33)
One can derive for the solution of (3.33) a result similar to Theorem 3.1
lim
e a 0
u e(t, x)=˛1, if r(Y(x), Y(G0)) < t`2c
0, if r(Y(x), Y(G0)) > t`2c .
But now, since D is bounded, it will take a finite time T=T(D) for the
lime a 0 u e(t, x) to be equal to 1 for any x ¥ D. Let G0=supp g be just a
small ball Bd(x0)={x ¥ R2 : |x−x0 | < d}, 0 < d° 1. Then the projection
on C of the area where u e(t, x) tends to 1 as e a 0 is close to the ‘‘ball’’
Bat`2c (Y(x0)) on C, where Bar(y0)={y ¥ C : r(y, y0) < r}, if d° 1.
One can ask the question: Where should the ‘‘drop’’ Bd(x0) be situated in
D to make T(D) as small as possible? It follows from our considerations
that x0 ¥ Y−1(y0), where y0 is defined as follows: consider Y(D)=c … C.
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Suppose c contains l exterior vertices O1, ..., Ol. The set Y(“D) consists of
a finite number of points. Denote them by Ol+1, ..., ON. Let
max
Oi, Oj ¥ {O1, ..., ON}
r(Oi, Oj)=r(Oig, Ojg).
Assume that such a pair (Oig, Ojg) is unique. Then the optimal y0=(z0, k0)
is the middle of the path from Oig to Ojg, so that r(Oig, y0)=r(y0, Ojg).
We should assume additionally that dTk0 (z)/dz|z=z0 ] 0.
One can also consider the question of the optimal choice of the stream
function Y(x) from a certain class to make T(D) as small as possible.
In Section 5, we will formulate a result for the asymptotic behavior of
the solution of (3.1) in the case when f(x, u) depends on x. I would like
just to mention here that one cannot describe the motion of the front via
the Huygens principle if f(x, u) essentially depends on x. The front (inter-
face) in that case may have jumps and some other non-classical properties.
In the rest of this section we consider briefly semi-linear PDE’s of KPP
type. We say that the system
“uk(t, x)
“t =
eDk
2
Du ek+
1
e
NbY ·Nu ek+
1
e
F(ue1, ..., u
e
r)
t > 0, x ¥ R2, k ¥ {1, ..., r}, u ek(0, x)=gk(x) \ 0,
(3.34)
is of KPP type if the vector field F(u)=(F1(u), ..., Fr(u)), u ¥ R r, satisfies
the following properties (see [8]):
(1) There exists B > 0 such that the field F(u), u ¥ Rn, points strictly
inward from the boundary of the cube [0, B] r … R r, except at u=0 where
F(0)=0; the field F(u) is continuously differentiable.
(2) Let ckm=(“Fk/“um)(0), c=(ckm)r×r. Assume that mink, m ckm=
b > 0. Note that the origin is an unstable equilibrium point for the field
F(u).
(3) Fk(u) [; rm=1 ckmum, 1 [ k [ r, u ¥ [0, B] r.
For every c > 0 there exists BŒ=BŒ(c) > 0 such that
Fk(u) \ C
r
m=1
(ckm− c) um, 1 [ k [ r, u ¥ [0, BŒ] r.
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A Markov process (X et , v
e
t ) in the state space R
2×{1, ..., r} can be con-
nected with the linear system
“v ek(t, x)
“t =
eDk
2
Dv ek+
1
e
NbY ·Nv ek+
1
e
C
r
i=1
cki(u
e
i −u
e
k),
1 [ k [ r, t > 0, x ¥ R2.
(3.35)
The process (X et , n
e
t) can be characterized as follows: n
e
t , t > 0, is the
continuous time Markov chain in the phase space (1, ..., r) such that
P{n et+D=m | n
e
t=l}=
clm
e
D+o(D), D a 0,
l, m ¥ {1, ..., r}, l ] m, n e0=k ¥ {1, ..., r}.
The component X et satisfies the equation
X˙ et=`eDnet W˙t+
1
e
NbY(X es), X
e
0=x ¥ R2, t > 0,
where the Wiener process Wt in R2 is independent of n
e
t . The solutions of
the Cauchy problem for (3.35) as well as of some initial-boundary
problems for (3.35) can be written as expected values of appropriate
functionals of (X et , n
e
t). This allows to study the asymptotic behavior of the
solution of problem (3.34) as e a 0.
LetC be the graph corresponding toY(x) andY: R2Q C be the projection
of R2 on C: Y(x)=(Y(x), k(x)) ¥ C. Let l=l(y, p, a), y=(z, k) ¥ C,
p ¥ R1, a ¥ R r, be the first eigenvalue of the matrix cˆ=(cˆij) r1,
cˆij=cij if i ] j, cˆii=− C
j: j ] i
cij+ai+
ak(z) Di p2
2Tk(z)
,
where ak(z) and Tk(z), y=(z, k), are the same as in the single equation
case. One can check that l(y, p, a) is real, convex in p and a.
Define L(y, q, b) as the Legendre transformation of l(y, p, a) in
p, a: L(y, q, b)=supp, a{pq+ab−l(y, p, a)}, q ¥ R1, b ¥ R r. The function
L(y, q, b) is nonnegative, L(y, q, b) <. only for b=(b1, ..., br) such that
bi \ 0, ; r1 bi=1; L(y, q, b)=0 at q=0 and b equal to the stationary
distribution of the chain n1t .
The following counterpart of Lemma 2.3 holds:
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Lemma 3.3. Let Y(x) satisfy the conditions of Lemma 2.3. Then the
action functional for the family (Y(Xet), Z
e
t ), 0 [ t [ T, in the uniform
topology is equal to 1e S0T(k, m), where
S0T(j, m)=˛FT0 L(js, j˙s, m˙s) ds, if js and ms are absolutely continuous,
j0=x, C
n
1
m is=s, mi(s) is nondecreasing;
+., otherwise.
Introduce a matrix C2=(c˜ij(y, p))
r
1, y=(z, k) ¥ C, p ¥ R1,
c˜ij=cij if i ] j, c˜ii=cii+
Diak(z) p2
2Tk(z)
.
Let L(y, p) be the first eigenvalue of C2 , and
z(y, q)=−sup
p ¥ R1
{pq−L(y, p)}, q ¥ R1, y=(z, k) ¥ C.
Define
V(t, y)=sup 3 min
0 [ a [ t
F a
0
z(js, ks; j˙s) ds: Fs=(js, ks), js is absolutely
continuous, F 0=y, Ft=(jt, kt) ¥ Y(G 0)4 .
Theorem 3.2. Let Assumption 1 be satisfied. Let the vector field F(u)=
(F1(u), ..., Fr(u)), u ¥ R r, in (3.34) be of KPP type. Let the initial functions
gk(x) be nonnegative, bounded and continuous, G
k
0=supp gk, G0=1 rk=1 Gk0 .
Let dTk(z)/dt ] 0 if (z, k) ¥ Y([G0]). Then
(1) lime a 0 u
e
k(t, x)=0 uniformly in any compact subset of {(t, x): t > 0,
V(t, Y(x)) < 0}, k ¥ {1, ..., r}
(2) lim e a 0 u
e
k(t, x) > 0, uniformly in (t, x) from any compact subset of
the interior of the set {(t, x): t > 0, V(t, Y(x))=0}, k ¥ {1, ..., r}.
The proof of this theorem is similar to the proof of Theorem 1 from [8],
if we take into account Lemmas 2.4, 3.2, and 3.3. We omit the details.
Remark 3.2. We described in Theorem 3.2 the motion of the interface
(wave front) separating areas where all u ek(t, x) are close to zero and where
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they are of order 1 as e a 0. Unlike the case of one equation, lime a 0 u
e
k(t, x)
may not exist in the case of systems, even if we assume that the trajectories
of the ‘‘local’’ system u˙=F(u) are attracted to a certain point u¯ ¥ R r.
4. FAST FLOW ASYMPTOTICS
The following system is considered in this section:
“u ek(t, x)
“t =
Dk
2
Du ek+
1
e
NbY(x) ·Nu ek+Fk(u
e
1, ..., u
e
r)
t > 0, x ¥ R2, u ek(0, x)=gk(x), k ¥ {1, ..., r}.
(4.1)
We assume that Y(x) satisfies Assumption 1, Fk(u), u ¥ R r, k ¥ {1, ..., r},
are bounded and Lipschitz continuous:
|Fk(u1)−Fk(u2)| [K |u1−u2 |.
Initial functions gk(x), x ¥ R2, k ¥ {1, ..., r}, are assumed to be bounded
and uniformly continuous. Let Gk0=supp gk, G0=1 rk=1 Gk0 , and assume
for brevity that Y([G0]) does not contain any vertices of the graph C
related to the stream function Y(x). We say that Assumption 3 is satisfied
if the initial functions satisfy all these properties.
A Markov process Xk, et in R
2 can be connected with the linear part of
the kth equation in (4.1):
X˙k, et =`Dk W˙t+
1
e
NbY(Xk, et ), X
k, e
0 =x, k ¥ {1, ..., r}. (4.2)
Here Wt is the Wiener process in R2. If u e(t, x)=(u
e
1(t, x), ..., u
e
r(t, x)) is
the solution of (4.1), then
u ek(t, x)=Ex gk(X
k, e
t )+Ex F
t
0
Fk(u e(t−s, X
k, e
s )) ds
t \ 0, x ¥ R2, k ¥ {1, 2, ..., r}.
(4.3)
It is easy to check that if u e(t, x)=(ue1(t, x), ..., u
e
r(t, x)) is a solution of
system (4.3) then u e(t, x) satisfies (4.1) as well.
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Denote, as before,
Ti(z)=G
Ci(z)
dl
|NY(x)|
, ai(z)=: F
Gi(z)
w(x) dx : ,
(z, i)=y ¥ C={I1, ..., In; O1, ..., Om},
where Gi(z) is the domain bounded by the level set component Ci(z) and
w(x) is the vorticity of the flow.
Consider an interior vertex Ol ¥ C and let Il1 , Il2 , Il3 ’ Ol (this means that
Ol is an end of each of the edges Ili ). Denote by C2li (Y(Ol)) the curve which
is the part of Y−1(Ol) limiting for the curves Cli (z), (z, li) ¥ Ili , i=1, 2, 3.
Let G2li (Y(Ol)) be the domain bounded by C2li (Y(Ol)). Put
bli=: F
G2li (Y(Ol))
w(x) dx : , g¯k(y)= 1Ti(z) GCi(z) gk(x) dl|NY(x)| for y=(z, i) ¥ C.
Consider the following Cauchy problem in [0,.)×C,
“vk(t, y)
“t =
Dk
2Ti(z)
“
“z
1ai(z) “vk(t, y)“z 2+Fk(v1, ..., vr)
=DkLivk(t, y)+Fk(v1, ..., vr), (4.4)
t > 0, y=(z, i) ¥ Ii … C, y is not a vertex, vk(0, y)=g¯k(y), k ¥ {1, ..., r};
vk(t, y) is continuous on [0,.)×C and at each interior vertex Ol ¥ C with
Il1 , Il2 , Il3 ’ Ol satisfies the gluing condition,
C
i: Ii ’ Ol
±bli divk(t, y) :
y=Ol
=0, k ¥ {1, ..., r}, (4.5)
where di is differentiation along Ili and the sign + is taken if Y-coordinate
increases along Ili , when the point approaches Ol, and sign − otherwise.
Note that (4.4)–(4.5) is a non-standard Cauchy problem, first, because this
is a problem on a graph with certain gluing conditions at the vertices, and,
second, because the operators Li are degenerate at the vertices. To con-
struct the solution of problem (4.4)–(4.5), consider the diffusion process
Ykt , k ¥ {1, ..., r}, on C governed by the operators DkLi inside the edges
Ii … C, i ¥ {1, ..., n} and by gluing conditions (4.5) at the vertices. Such
processes exist and are defined in a unique way (see [9, 10]). As it follows
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from the general theory of Markov processes, if v(t, y)=(v1(t, y), ...,
vr(t, y)) is a solution of (4.4)–(4.5), then the following equations are
satisfied:
vk(t, y)=Ey F
t
0
Fk(v(t−s, Y
k
s )) ds+Ey g¯k(Y
k
t ),
t > 0, y ¥ C, k ¥ {1, ..., r}.
(4.6)
We call a continuous function v(t, x)=(v1(t, y), ..., vr(t, y)), t > 0, y ¥ C,
satisfying (4.6), a generalized solution of (4.4)–(4.5).
Lemma 4.1. Let Assumptions 1 and 3 be satisfied. Assume that the
functions Fk(u), k ¥ {1, ..., r} are Lipschitz continuous with a constant K.
Then there exists a unique solution of problem (4.6). This solution can be
constructed as the limit of the successive approximations:
v0k(t, y)=g¯k(y), t \ 0, y ¥ C,
vn+1k (t, y)=Ey g¯k(Y
k
t )+Ey F
t
0
Fk(v
n
1(t−s, Y
k
s ), ..., v
n
r (t−s, Y
k
s )) ds (4.7)
n ¥ {0, 1, ...}, t \ 0, y ¥ C.
The convergence vnk(t, x) to vk(t, x) as nQ. is uniform in (t, x) from any
compact set F … {t \ 0, y ¥ C}.
Proof. Proof is standard: Since the functions Fk(u) are Lipschitz
continuous, we derive from (4.7), that the following bound holds for
mn(t)= sup
y ¥ C, 0 [ s [ t
k ¥ {1, ..., r}
|vnk(s, y)−v
n−1
k (s, y)|:
mn(t) [Kr F t
0
mn−1(s) ds.
We conclude from here that limnQ. v
n
k(s, y)=vk(s, y) exists and is uniform
in any compact subset of [0,.)×C. The limiting function satisfies
Eqs. (4.6). The uniqueness is implied by the estimate
|vk(t, y)−v2k(t, y)| [K F
t
0
max
0 [ sŒ [ s
|v(t−sŒ, y)−v2(t−sŒ, y)| ds.
The inequality holds for any two solutions v and v2 of (4.6). L
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It is easy to prove that if the solution of (4.6) is smooth enough, it is the
classical solution of (4.4)–(4.5). One can expect that the generalized solu-
tion is, actually, always smooth. The smoothness can be easily checked
inside the edges. One should be more careful near the vertices. But taking
into account the character of the degeneration at the vertices, I expect that
the generalized solution is smooth up to the vertices. We will not prove
here the smoothness and will deal with the generalized solution.
Theorem 4.1. Let Assumptions 1 and 3 be satisfied and let Fk(u),
k ¥ {1, ..., r} be Lipschitz continuous. Assume that dTi(z)/dz ] 0 for y=
(z, i) ¥ Y([G0]).
Let u e(t, x)=(ue1(t, x), ..., u
e
r(t, x)), t \ 0, x ¥ R2, be the solution of
the problem (4.1), and v(t, x)=(v1(t, x), ..., vr(t, x)), t \ 0, y ¥ C, be the
solution, maybe generalized, of problem (4.4)–(4.5). Let Y: R2Q C be the
mapping corresponding to the stream function Y(x).
Then
lim
e a 0
u e(t, x)=v(t, Y(x))
uniformly in (t, x) from any compact F … {t > 0, x ¥ R2}.
To prove this theorem we need two lemmas. The first of them is of the
same kind as Lemma 4.1, and we omit the proof.
Lemma 4.2. Assume that the functions Fk(u) are Lipschitz continuous.
Put
u0, ek (t, x) — gk(x),
un+1, ek (t, x)=Ex g(X
k, e
t )+Ex F
t
0
Fk(u
n, e
1 (t−s, X
k, e
s ), ..., u
n, e
r (t−s, X
k, e
s )) ds
k ¥ {1, ..., r}, t \ 0, x ¥ R2. (4.8)
Then limnQ. u
n, e
k (t, x)=u
e
k(t, x) uniformly in e ¥ (0, 1] and (t, x) in any
compact F … {t \ 0, x ¥ R2}. The functions u e1(t, x), ..., u er(t, x) satisfy
Eqs. (4.2).
Lemma 4.3. Let Assumptions 1 and 3 be satisfied and dTi(z)/dz ] 0 for
y=(z, i) ¥ Y([G0]). Let 47 < a <
2
3 . Then
lim
e a 0
Ex gk(X
e
e
a)=g¯k(Y(x))=
1
Ti(z)
G
Ci(z)
gk(x) dl
|NY(x)|
uniformly in any compact set F … R2.
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Proof. Denote by o the distance between Y([G0]) and the set of
vertices of the graph C. Applying the Ito formula to Y(Xk, et ), where X
k, e
t is
defined by (4.2), we have
Y(Xk, et )−Y(x)=F
t
0
NY(Xk, es )`Dk dWs+
Dk
2
F t
0
DY(Xk, es ) ds. (4.9)
Taking into account that gk(x)=0 outside Y−1(Y([G0])), we can conclude
from (4.9), that lime a 0 Ex g(X
e
e
a)=0 uniformly in x such that the distance
between Y(x) and Y([G0]) is greater than
o
2 .
Let now the distance between Y(x)=(z, i) and the set of the vertices be
greater than o2 . Then one can introduce the action-angle coordinates (I, j),
0 [ j < 2p, in a neighborhood of Ci(z). The process Xk, et in these coordi-
nates has the form
j˙k, et =
1
e
w(Ik, et )+s1(I
k, e
t , j
k, e
t ) W˙t+b1(I
k, e
t , j
k, e
t ),
I˙k, et =s2(I
k, e
t , j
k, e
t ) W˙t+b2(I
k, e
t , j
k, e
t ),
(4.10)
where s1(I, j) and s2(I, j) are smooth bounded functions with values in
R2 and b1(I, j) and b2(I, j) are scalars.
We have from the second of Eqs. (4.10): for any c > 0,
max
0 [ s1 [ s
|Ik, es1 −I0 | [ s
1
2− c (4.11)
with the probability close to 1 as s a 0.
For any continuous function f(I, j), f(I, j)=f(I, j+2p), define
f¯¯(I) :=
1
2p
F 2p
0
f(I, j) dj.
Since |NY|=|w(I)| in the new coordinates, Ti(z)=
2p
|w(I)| and
g¯(Y(x))=
1
2p
F 2p
0
g(j, I) dj=g¯¯(I).
Put
u(I, j)=Fj
0
|s2 |2 (I, s)− |s2 |2 (I)
w(I)
ds.
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The function u(I, j) is 2p-periodic in j. Applying the Ito formula, we have
u(Ik, et , j
k, e
t )−u(I0, j0)
=
1
e
F t
0
[|s2 |2 (I
k, e
s , j
k, e
s )− |s2 |
2 (Ik, es )] ds+F
t
0
“u
“I s2(I
k, e
s , j
k, e
s ) dWs
+F t
0
“u
“j s1(I
k, e
s , j
k, e
s ) dWs+F
t
0
Lu(Ik, es , j
k, e
s ) ds, (4.12)
where L is a second order differential operator with bounded coefficients.
We derive from (4.12) that if t=ea then a constant c1 exists such that
max
0 [ t1 [ t
: F t
0
[|s2 |2 (I
k, e
s , j
k, e
s )− |s2 |
2 (Ik, es )] ds : [ c1e (4.13)
with probability close to 1 as e a 0.
The second of Eqs. (4.10) implies
Ik, et −I0=F
t
0
s2(I
k, e
s , j
k, e
s ) dWs+F
t
0
b2(I
k, e
s , j
k, e
s ) ds
=W2 1F t
0
|s2 |2 (I
k, e
s , j
k, e
s ) ds2+F t
0
b2(I
k, e
s , j
k, e
s ) ds
=W2 1F t
0
|s2 |2 (I
k, e
s ) ds2+5W2 1F t
0
|s2 |2 (I
k, e
s , j
k, e
s ) ds2
−W2 1F t
0
|s2 |2 (I
k, e
s ) ds26+F t
0
b2(I
k, e
s , j
k, e
s ) ds
=W2 1F t
0
|s2 |2 (I0) ds2+5W2 1F t
0
|s2 |2 (I
k, e
s ) ds2
−W2 1F t
0
|s2 |2 (I0) ds26+5W2 1F t
0
|s2 |2 (I
k, e
s , j
k, e
s ) ds2
−W2 1F t
0
|s2 |2 (I
k, e
s ) ds26+F t
0
b2(I
k, e
s , j
k, e
s ) ds. (4.14)
Here W2 (t) is a 1-dimensional Wiener process. Using the bounds (4.11) and
(4.13) and the Hölder property of W2t in the Levy form (see [11, Sect. 1.9])
we conclude from (4.14), that the following equality holds for 0 < s [ ea,
Ik, es −I0=W2 (|s2 |
2 (I0) s)+L1(s)+L2(e), (4.15)
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where (L1(s)/s3/4− c)Q 0 as s a 0 and (L2(e)/e1/2− c)Q 0 as e a 0 in proba-
bility for any c > 0.
We obtain from (4.10) that
jk, et −j0=
tw(I0)
e
+
1
e
F t
0
wŒ(I0)(Ik, es −I0) ds+
1
2e
F t
0
w'(I2s)(I
k, e
s −I0)
2 ds
+F t
0
b1(I
k, e
s , j
k, e
s ) ds+F
t
0
s1(I
k, e
s , j
k, e
s ) dWs.
Using (4.11) and (4.15) and taking into account that a > 47 , we obtain
from this equality
j
k, e
e
a −j0=
w(I0)
e1−a
+
wŒ(I0)
e
F e
a
0
` |s2 |2 (I0) W2 (s) ds+Oe(1), (4.16)
where Oe(1)Q 0 in probability as e a 0. The second term in the right hand
side of (4.16) is a mean zero Gaussian random variable with the variance
(wŒ(I0))2 |s2 |2 (I0)
3
e3a−2=n(e).
Since a < 23 and wŒ(I0) ] 0 then lime a 0 n(e)=..
Limiting distribution of the random variable
z e=5w(I0)
e1−a
+
wŒ(I0)
e
F e
a
0
` |s2 |2 (I0) W2 (s) ds6 mod 2p
as e a 0 is the uniform distribution on [0, 2p].
This follows, for example, from the fact that the Weiner process on a
circle has uniform distribution as the limiting one, and the rotation on any
non-random angle does not change the uniform distribution on the circle.
Thus, taking into account the continuity of g(x), we have
lim
e a 0
Ex g(I
k, e
e
a , jk, e
e
a )=
1
2p
F 2p
0
g(I0, j) dj=g¯¯(I0)=g¯(Y(x)). L
Proof of Theorem 4.1. Let u˜ e(t, x)=(u˜ e1(t, x), ..., u˜
e
r(t, x)) be the solu-
tion of problem (4.1) with gk(x), k ¥ {1, ..., r}, replaced by g˜k(x)=
g¯k(Y(x)), where
g¯k(y)=
1
Ti(z)
G
Ci(z)
g(x) dl
|NY(x)|
, y=(z, i) ¥ C.
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First, we check that
lim
e a 0
|u e(t, x)− u˜ e(t, x)|=0 (4.17)
uniformly in (t, x) from any compact F … {t > 0, x ¥ R2}: Using the Markov
property, we have
u ek(t, x)=Exu
e
k(e
a, Xk, et− ea)+Ex F
t− ea
0
Fk(u e(t−s, X
k, e
e
a )) ds.
Lemma 4.3 implies that for 12 < a <
2
3
lim
e a 0
u ek(e
a, x)=lim
e a 0
5Ex g ek(Xk, eea )+Ex F ea
0
Fk(u e(t−s, X
k, e
e
a )) ds6
=g¯k(Y(x)). (4.18)
Taking into account (4.18) and Eq. (4.2) for u e(t, x) and for u˜ e(t, x), we
derive (4.17).
Because of (4.17), one can assume without loss of generality that the
initial functions gk(x) are invariant with respect to the flow: gk(x)=
g¯k(Y(x)), k ¥ {1, ..., n}.
Consider now the successive approximations un, e=(un, e1 , ..., u
n, e
r ) for the
solution u e(t, x) of the problem (4.3), constructed in Lemma 4.2, and the
approximations vn, e=(vn, e1 , ..., v
n, e
r ) for the solution of (4.6) constructed in
Lemma 4.1.
Since we assumed that gk(x)=g¯k(Y(x)), k ¥ {1, ..., r}, we can write
u1, ek (t, x)=Ex g¯k(Y(X
k, e
t ))+Ex F
t
0
Fk(g¯1(Y(X
k, e
s )), ..., g¯r(Y(X
k, e
s ))) ds.
(4.19)
It was proved in [9] (see also [10, Chap. 8]), that the processes Y(Xk, et ),
t ¥ [0, T], on the graph C, for any initial point x ¥ R2, converge weakly as
e a 0 to the diffusion process Ykt , Y
k
0=Y(x), on C, which was introduced
earlier in this section.
Using this convergence we can conclude from (4.7) and (4.19) that
lim
e a 0
u1, ek (t, x)=v
1
k(t, Y(x)), k ¥ {1, ..., r}.
But we need the convergence which is uniform in (t, x) from any compact
F … {t > 0, x ¥ R2}.
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We show in Lemma 4.4, that the functions u1, ek (t, x), k ¥ {1, ..., r}, are
equicontinuous uniformly in (t, x) ¥ [0, T]×F2 for e ¥ (0, 1]. Here F2 is a
compact in R2 such that Y(F2 ) does not contain the vertices of C. This fact
together with Lemmas 8.3.5 and 8.3.6 from [10] implies the uniform
convergence of u1, ek (t, x) to v
1
k(t, Y(x)) for (t, x) ¥ F.
In the same way, one can check that if un, ek (t, x)Q v
n
k(t, Y(x)),
k ¥ {1, ..., r}, uniformly in (t, x) from any compact F … {t > 0, x ¥ R2},
then un+1, ek (t, x)Q v
n+1
k (t, Y(x)) as e a 0 uniformly in F. Thus, by induction,
u l, ek (t, x) converges to v
l
k(t, Y(x)) as e a 0 for any k ¥ {1, ..., r} and l=
1, 2, ..., uniformly in any compact.
Taking into account, that the approximations un, e(t, x) converge as
nQ. to the solution u e(t, x) of problem (4.1) uniformly in e ¥ (0, 1] (see
Lemma 4.2), we derive the statement of Theorem 4.1. L
Remark 4.1. The assumption dTi(z)/dz ] 0 for y=(z, i) ¥ Y([G0]) can
be omitted, if the initial functions gk(x), k ¥ {1, ..., r}, are invariant with
respect to the flow: gk(x)=g¯k(Y(x)).
One can also allow some growth of the nonlinear terms Fk(u) in (4.1),
but not faster than linearly.
Lemma 4.4. Consider the problem
“u e(t, x)
“t =
D
2
Du e+
1
e
NbY(x) ·Nu e+c(t, x) u+h(t, x)
t > 0, x ¥ R2, u e(0, x)=g¯(Y(x)).
(4.20)
Assume that Y satisfies Assumption 1, g¯(y), y ¥ C, |c(t, x)| and |h(t, x)|
are bounded and uniformly continuous. Let F2 … R2 be a compact such that
Y(F2 ) does not contain the vertices of C.
Then for any T ¥ (0,.), the functions u e(t, x) are uniformly in (t, x) ¥
[0, T]×F2 equicontinuous for e ¥ (0, 1].
Proof. LetX et be the diffusion process in R
2 associated with the operator
L e=D2 D+
1
e NbY(x) ·N. First, notice that, since
u e(t, x)=Ex g¯(Y(X
e
t)) exp 3F t
0
c(t−s, X es) ds4
+Ex F
t
0
h(t−s, X es) exp 3F t
0
c(t−s1, X
e
s1 ) ds1 4 ds,
(4.21)
|u e(t, x)| is bounded uniformly in e ¥ (0, 1], 0 [ t < T, x ¥ R2.
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Applying the Ito formula to Y(X et), we have
Y(X et)−Y(x)=F
t
0
`D NY(X es) · dWs+
D
2
F t
0
DY(Xes) ds. (4.22)
Using the boundness of |NY(x)| and of |DY(x)|, we derive from (4.22) the
bound
E |Y(X et+D)−Y(X
e
t)|
2 [ c1 `D , 0 [ D [ 1. (4.23)
We denote by ci constants independent of t, x and e. Taking into account
the uniform continuity of g¯(y), c(t, x) h(t, x), we derive from (4.21) and
(4.23) that an increasing function a(D), D > 0, exists such that limD a 0
a(D)=0 and
|u e(t+D, x)−u e(t, x)| [ a(D) (4.24)
for any t \ 0, x ¥ R2, e ¥ (0, 1].
In a d-neighborhood Ed of the periodic trajectory Y−1(y), y ¨ {O1, ...,
Om}, one can introduce the action-angle coordinates (I, j) such that the
differential operator in the right hand side of (4.20) has the form
Lu=
w(I)
e
“u
“j+L
2u+c˜(t, I, j) u+h˜(t, I, j),
where L2 is strictly elliptic operator with bounded coefficients; c˜(t, I, j) and
h˜(t, I, j) are continuous bounded functions.
Put
b(x)=b et1, t2 (x)=F
t2
t1
u e(s, x) ds.
The function b(x) satisfies the equality
u e(t2, x)−u e(t1, x)=
w(I)
e
“b
“j+L
2b+F t2
t1
[c(s, x) u e(s, x)+h(s, x)] ds.
(4.25)
Taking into account the boundness of |u e(t, x)|, |c(t, x)| and |h(t, x)|, and
applying the a priori bound obtained in [12], we derive from (4.25) that
constants o ¥ (0, 1) and N> 0 exist such that
|b et1, t2 (x1)−b
e
t1, t2 (x2)| < N |x1−x2 |
o (4.26)
for 0 [ t1 [ t2 [ T, x ¥ Ed2 , e ¥ (0, 1).
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We derive from the definition of b(x)
|b et1, t2 (x1)−b
e
t1, t2 (x2)|=: F t2
t1
[u e(s, x1)−u e(s, x2)] ds :
=|(t1−t2)[u e(t1, x1)−u e(t1, x2)]
+F t2
t1
[u e(s, x1)−u e(t1, x1)] ds
+F t2
t1
[u e(s, x2)−u e(t1, x2)] ds.
Thus, using (4.24) and (4.26),
|u e(t1, x2)−u e(t1, x1)| [
N |x2−x1 |o
|t2−t1 |
+2a(|t2−t1 |).
Choosing t2−t1=|x2−x1 |o/2, we conclude from the last inequality that
|u e(t1, x2)−u e(t1, x1)| [N |x2−x1 |
o
2+2a(|x2−x1 |
o
2)
=aˆ(|x2−x1 |), (4.27)
for 0 [ t1 [ T; x1, x2 ¥ Ed2, 0 < e [ 1.
The statement of Lemma 4.4 follows from (4.24) and (4.27). L
5. REMARKS AND GENERALIZATIONS
(1) Consider the equation
“u e(t, x)
“t =
e
2
Du e+
1
e
NbY(x) ·Nu e+
1
e
c(x, u e) u e,
t > 0, x ¥ R2, u e(0, x)=g(x) \ 0
(5.1)
which appears in the small diffusion asymptotics after the time rescaling.
Let the Assumptions 1 and 2 be satisfied, and the function f(x, u)=
c(x, u) u be of KPP type for any x ¥ R2. As I have already mentioned, the
limiting behavior of u e(t, x) as e a 0 can not, in general, be described by the
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Huygens principle. One can expect, and this can be justified by Lemma 2.2,
that the nonlinear term in the corresponding problem on the graph should
be calculated by averaging with respect the fast motion:
c¯(y, u)=
1
Ti(z)
G c(x, u) dl
|NY(x)|
, y=(z, i) ¥ C.
But now c¯(y)=c¯(y, 0) is not necessarily a constant, and therefore the
logarithmic asymptotics of u e(t, x) is defined not just by asymptotics of
the transition probabilities for the corresponding process X et , but by the
distribution of Xs, 0 [ s [ t, in the space of trajectories on the time interval
[0, t].
Put
V(t, y)=sup 3 min
0 [ a [ t
F a
0
5c¯(Fs)−Tis (js) j˙2s2ais (js) 6 ds:
Fs=(fs, is), F0=y ¥ C, Ft ¥ Y(Go)4 .
Here Ti(z) and ai(z) are the same as in Section 3. One can show that
V(t, y) is a continuous function on (0,.)×C, V(t, y) [ 0 (compare with
[8]).
Theorem 5.1. Let Assumptions 1 and 2 be satisfied and f(x, u) be of the
KPP type for any x ¥ R2. Moreover, assume that an independent of x KPP
type function f˜(u) exists, such that f(x, u) \ f˜(u). Then
(i) lime a 0 u e(t, x)=0 uniformly in any compact subset of {t > 0, x ¥ R2 :
V(t, Y(x)) < 0};
(ii) if F is a compact subset of the interior of the set {t > 0, x ¥ R2 :
V(t, Y(x))=0}, then lime a 0 u e(t, x)=1 uniformly in (t, x) ¥ F.
If one takes into account that the functional defined by formula (3.16) is,
actually, the action functional for the family of processes Y et=Y(X
e
t),
0 [ t [ T, on C, e a 0, then the proof of Theorem 5.1 is a combination of
the proof of Theorem 1 from [8] and the estimates given in Sections 2 and 3.
If c¯(y)=const, y ¥ C, then this result coincides with Theorem 3.1 and
and motion of the projection of the front can be described by an universal
Huygens principle. But, in general, the set {y: V(t, y)=0}=At grows not
continuously: the set At+d may have points such that the distance between
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them and At does not tend to 0 as d a 0. This leads to jumps of the inter-
face separating the areas where u e(t, x) is close to 1 and to 0 (compare with
[4, 5]). If the function c¯(y) is non-increasing as r(y, Y(G0)) is growing,
then (for given G0) the motion of the projection of the interface on C can
be described by Huygens principle. But this Huygens principle is not uni-
versal: the times in which the front need to go from a pointM to a point N
is not the same as from N toM. The motion of the interface has also some
other unexpected features (see [4–6]).
(2) One can consider the case when the diffusion coefficients are not
space homogeneous. If the operator D in (5.1) is replaced by
L= C
2
i, j=1
“
“x i
1a ij(x) ““x j2 ,
then Theorem 5.1 holds if we replace ai(z) in the definition of V(t, y) by
a˜i(z)=: F
Gi(z)
LY(x) dx : .
In particular if c¯(y)=c¯=const, then even for variable diffusion coeffi-
cients, the growth of the projection of the domain, where u e(t, x) is close
to 1, can be described in the same way as in Theorem 3.1. One should just
replace c by c¯ and ai(z) by a˜i(z).
(3) Consider the bistable case, when c(x, u) in (5.1) is such that, for
some l ¥ (0, 1), c(x, 0)=c(x, l)=c(x, 1)=0, c(x, u) < 0 if u ¨ [l, 1], and
c(x, u) > 0 if l < u < 1. Let >10 uc(x, u) du > 0 for x ¥ R2. We expect that
u e(t, x) also converges to 1 or to 0 as e a 0, and, even for non-homogeneous
nonlinear term, the motion of the interface of the graph can be described
by a Huygens principle. We will address this problem elsewhere.
(4) Let the velocity field NbY(x), the nonlinear term and the initial
function in (5.1) be 1-periodic in x1 and x2. This means that we consider a
flow and a reaction diffusion equation on a two-dimensional torus P. The
system X˙t=NbY(Xt) on P has in the generic case the following structure:
The trajectories form a finite number of loops. Inside each of the loops the
system behaves as a generic system in a part of the plane. But the exterior
of those loops is one ergodic class, where each trajectory is dense (see [1]).
Random perturbations of such system are discussed briefly in [7]. Again,
we have here the fast and slow components of the motion. The slow
motion should be considered on the graph. The specificity of this situation
is that the graph has a vertex O which corresponds to the whole exterior of
the loops. Since this domain has a positive area, the limiting slow motion
spends a positive time at 0. As a result, we will have at 0 a special gluing
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condition for the limiting slow motion [7]. This leads to a special gluing
condition at 0 for the fast flow asymptotics.
In the small diffusion asymptotics, when c(x, u) u is of KPP type, we
observe here the following effect: Let O ¨ Y(G0). Then at some time t1 > 0
the whole area outside the loops will be ‘‘switched on.’’ This means that
lime a 0 u e(t, x)=0 if t < t1 and lime a 0 u e(t, x)=1 if t > t1 for any point x
belonging to the exterior of the loops.
(5) Finally, I want to mention that in [2, 3] an analytic approach
was developed for the small diffusion asymptotics problem when NY(x)
— 0. This approach together with a version of the averaging principle,
probably, also can be used to obtain the results of Section 3.
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