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A seleção de características (ou redução da dimensionalidade) é um dos principais e             
mais utilizados métodos na mineração de dados. O objetivo da seleção de características             
é selecionar o subconjunto de características mais apropriado do conjunto de dados            
original, eliminando as características irrelevantes (Liu e Motoda 2002).  
Técnicas de seleção de características não alteram a representação original das           
variáveis, mas apenas selecionam um subconjunto delas. Assim, elas preservam a           
semântica original das variáveis, oferecendo, portanto, a vantagem de interpretabilidade          
por um especialista sobre o domínio (Saeys ​et al​., 2007). Apesar dos benefícios que a               
seleção de características provê, existe o problema do equilíbrio entre redução e            
precisão, onde se tenta manter a qualidade na classificação, minimizando a quantidade            
de dados.  
Na busca do melhor equilíbrio entre redução dos dados e precisão, diversas            
metodologias vêm sendo propostas para selecionar características. No entanto, após o           
estudo dos trabalhos relacionados, notou-se que muitos utilizaram algoritmos evolutivos          
para seleção de características, mas nenhum deles é um Algoritmo Evolutivo           
Multiobjetivo (AEMO), apesar de tais métodos buscarem otimizar dois objetivos          
considerados conflitantes entre si, precisão e redução do custo computacional. 
Diante do exposto, este trabalho se propõe a avaliar a aplicação de três AEMO              
amplamente conhecidos pela comunidade científica, sendo eles, o Non-dominated         
Sorting Genetic Algorithm (NSGA-II) (Deb ​et al​.​, 2002), o NSGA-III (Deb & Jain,             
2014) e o Non-Dominated Sorting Genetic Algorithm Distance Oriented (NSGA-DO)          
(Pimenta & Camargo, 2015) na seleção de características em bases de dados, além de              




Para selecionar características, foram aplicados três AEMO, utilizando o framework          
jMetal ​(Durillo & Nebro, 2011)​, ​sendo eles: NSGA-II, NSGA-III e o NSGA-DO. O             
Problema foi modelado considerando uma codificação binária do cromossomo, onde 1           
indica a presença de uma característica e 0 sua ausência. Os operadores escolhidos             
juntamente com suas taxas para cruzamento, mutação e seleção foram ​Single Point            
Crossover (0.9)​, ​Bit Flip Mutation (0.2) ​e ​Binary Tournament​, respectivamente. O           
tamanho da população foi definido em 100 indivíduos e como critério de parada, foram              
consideradas 100 gerações.  
A função de ​fitness é responsável por avaliar cada cromossomo a partir dos dois              
objetivos estabelecidos, acurácia e taxa de redução, que são obtidos através das            
equações 1 e 2 respectivamente. 
 
curácia a = total de acertostotal características (1) 
 
axa de redução t = total características
total carac. − total carac reduzidas (2) 
 
Na Equação 1, o número total de acertos é proveniente da aplicação do classificador              
k-Nearest Neighbor ​(KNN) disponível no WEKA , com o valor de ​K igual a 5. Uma vez                1
que o valor de K pode variar de uma base de dados para outra, pois não há                 
conhecimento de novas metodologias para a escolha absoluta do mesmo, além de            
tentativa e erro (Dreiseitl & Ohno-Machado, 2002). Neste estudo, o valor de K foi              
definido a partir de experimentos, que utilizaram os valores 1, 3 e 5. 
Após a aplicação de cada AEMO na seleção das características, foi utilizado como             
classificador para os testes, o ​Support Vector Machine (SVM), também disponível no            
WEKA, que se baseia na teoria de aprendizado estatístico desenvolvida por (Vapnik,            
2013). O SVM constrói ótimos limites de separação de um determinado conjunto de             
dados por meio de um hiperplano, tendo desempenhos iguais ou superior a outros             
classificadores em estudos na literatura médica  (Dreiseitl & Ohno-Machado, 2002). 
Para os experimentos, foram utilizadas nove bases de dados extraídas do repositório            
UCI Machine Learning , todas consideradas grandes, por possuírem mais de 100           2
características. A Tabela 1 mostra as informações referentes a essas bases de dados. 
 
Tabela 1. Bases de dados utilizadas na seleção de características 
Dataset Instâncias Atributos Classes 
Arrhythmia 452 279 13 
Dexter 600 20000 2 
Gina Agnostic 3468 970 2 
Hiva Agnostic 4229 1617 2 
Isolet 7797 617 26 
Madelon 2600 500 2 
Mfeat-factors 2000 216 10 
Mfeat-pixels 2000 240 10 
Musk 6598 166 2 
 
1 WEKA: ​Waikato Environment for Knowledge Analysis 
2 https://archive.ics.uci.edu/ml/datasets.html 
As bases de dados originais foram divididas em conjuntos de treinamento e teste,             
utilizando a abordagem ​10-fold cross validation (Kohavi, 1995). Além disso, cada ​fold            
foi testado três vezes, logo, para cada base de dados foram efetuadas 30 execuções.              
Portanto, os resultados expressam a média destas 30 execuções. 
Para comparar os resultados obtidos antes e após a aplicação dos três AEMO,             
inicialmente foi utilizado o teste de Friedman (Friedman, 1940) para verificar se            
existem diferenças significantes entre os resultados. Uma vez percebida uma diferença           
significante, os resultados são comparados em pares, utilizando o teste Wilcoxon           
Signed-Ranks  (Wilcoxon, 1945). 
 
RESULTADOS E DISCUSSÃO 
 
A Tabela 2 mostra a média das 30 execuções obtidas através do classificador SVM,              
aplicado nas bases originais e nas bases após as seleções de características, realizadas             
pelos três AEMO. As colunas AC e TR indicam acurácia e taxa de redução,              
respectivamente, e os valores são expressos em porcentagem. 
 
Tabela 2. Resultado da classificação das bases de dados utilizando os três  
AEMO para selecionar características. 
Dataset 
Original NSGA-II NSGA-III NSGA-DO 
AC AC TR AC TR AC TR 
Arrhythmia 70.60 69.86 58.75 68.74 57.40 70.29 58.66 
Dexter 92.83 89.06 51.09 89.94 50.85 90.22 51.14 
Gina Agnostic 83.74 85.12 54.64 85.02 53.44 85.34 54.22 
Hiva Agnostic 94.28 95.02 53.43 94.82 52.65 94.99 53.48 
Isolet 96.84 95.65 55.12 95.76 53.21 95.60 55.00 
Madelon 55.96 57.69 56.70 56.33 54.79 57.10 56.45 
Mfeat-factors 99.85 99.65 63.84 99.63 60.08 99.58 63.56 
Mfeat-pixels 99.35 99.25 62.03 99.05 58.94 99.10 61.86 
Musk 100.00 99.34 64.87 99.75 60.87 100.00 64.22 
 
De acordo com os resultados apresentados na Tabela 2, os métodos propostos            
apresentaram pequenas variações na precisão do classificador em comparação com as           
bases de dados originais. Para checar se essas variações têm alguma relevância, o teste              
de Friedman foi aplicado utilizando um nível de confiança α = 0,05, resultando num              
p-value = 0,36. Isso implica que não há diferenças estatísticas entre os resultados em              
relação a acurácia. 
Desse modo, a redução das bases de dados em mais de 50% em todos os ​datasets​,                





Neste trabalho realizou-se um estudo na aplicação de três algoritmos evolutivos           
multiobjetivo na seleção de características em nove bases de dados. Também foi            
realizada uma comparação estatística dos valores de acurácia, considerando as bases de            
dados originais e reduzidas, em relação a precisão do classificador SVM. 
Os resultados mostraram que todas as bases de dados foram reduzidas em            
aproximadamente 50% e que apesar da redução, o desempenho do classificador SVM            
não foi prejudicado de acordo com o teste de Friedman. Desse modo, a seleção de               
características por meio de algoritmos evolutivos multiobjetivo, torna-se uma         
alternativa para se obter um subconjunto reduzido de características com o mesmo            
desempenho do conjunto original.  
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