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The many-body polarization energy is the major source of non-additivity in strongly polar systems such as
water. This non-additivity is often considerable and must be included, if only in an average manner, to correctly
describe the physical properties of the system. Models for the polarization energy are usually parameterized
using experimental data, or theoretical estimates of the many-body effects. Here we show how many-body
polarization models can be developed for water complexes using data for the monomer and dimer only using
ideas recently developed in the field of intermolecular perturbation theory and state-of-the-art approaches for
calculating distributed molecular properties based on the iterated stockholder atoms (ISA) algorithm. We show
how these models can be calculated, and validate their accuracy in describing the many-body non-additive
energies of a range of water clusters. We further investigate their sensitivity to the details of the polarization
damping models used. We show how our very best polarization models yield many-body energies that agree
with those computed with coupled-cluster methods, but at a fraction of the computational cost.
I. INTRODUCTION
Ab initio intermolecular interaction models have come a
long way in recent years. We have seen the development both
of specific interaction models, for high-accuracy calculations
on specific systems, and of classes of models designed to be
more generally applicable to a broad range of systems. By and
large, these models are constructed using well-defined theo-
retically motivated functional forms, with parameters either
extracted from molecular properties, or fitted to a range of
ab initio interaction energy calculations, or a combination of
these. The successes of these approaches have now been well
documented and include the fields of molecular organic crys-
tal structure prediction, [1–4] simulation of liquids such as
water, [5] high-accuracy spectroscopy (see for example [6–
9]), and other bulk properties.
In principle, creating a model from first principles may
seem reasonably straightforward: a functional form with a
fixed number of parameters which are determined using as
large a data set of ab initio interaction energies as is needed.
This is of course a simplistic view of what is a complex fit-
ting problem in a high dimensional space with parameters
that are often heavily correlated. However, for the two-body
interaction (here and elsewhere in this paper by ‘body’ we
mean an interacting unit, that is, a molecule), particularly with
the rigid-body approximation, this problem has been largely
solved using advanced, hierachical fitting techniques in which
the bulk of the parameters are extracted from the charge-
density and static and frequency-dependent density linear-
response functions or are given prior values (in the Bayesian
sense) via a density-overlap model [4, 10–14]. Additionally,
machine learning algorithms are being used, particularly for
high-accuracy modelling of small systems [15], though these
techniques are being used on larger systems too [16, 17].
Many-body non-additive effects complicate matters consid-
erably. Even with the rigid-body approximation, the dimen-
sion of the fitting space is much larger when many-body ef-
fects are included. Here, more than ever, we need recourse
to physical models rather than brute-force fitting to computed
data.
The importance of many-body effects cannot be disputed.
The non-trivial consequences of many-body dispersion ener-
gies have been extensively documented in the recent litera-
ture in the condensed phase, or in low-dimensional systems,
these effects can lead to qualitative deviations from the two-
body additive description. Likewise, many-body polarization
effects have been shown to play an important role in molecu-
lar organic crystals, [1, 18] interfaces, [19, 20] ion solvation,
the anomalous properties of water, and more generally, in any
system with strong permanent multipoles and high polariz-
abilities. Besides these there are many-body effects arising
from the exchange energy, charge-delocalization energy (of-
ten termed “charge-transfer”, but see the discussion below),
and the various couplings between these and the dispersion
and polarization. In this paper we will be concerned with
many-body polarization models only.
In some cases, it is possible to mimic the average effect
of the many-body interactions by adjusting the parameters in
the two-body model. For example, in bulk water the many-
body polarization leads to a charge movement in the water
molecules that can be used to approximate the effects of po-
larization without the need for an effective polarization model.
This is of course only approximate and leads to models such
as TIP4P that use a fixed enhanced dipole moment but are
limited in applicability to situations where the water is ‘bulk-
like’, and fail where the water molecules are in a manifestly
different state, for example in clusters [21] and at interfaces
[19, 20]. If we seek to develop models that are applicable to
an ever wider range of applications, then we much describe
these complex effects correctly, preferably from first princi-
ples.
In principle the development of a many-body polarization
model is straightforward: the system is assigned permanent
multipoles and static (zero-frequency) polarizabilities. These
are coupled together and the polarization energy is determined
through the self-consistent multipole-moment changes in a
manner described by Stone [22]. In some models Drude os-
cillators are used in place of point polarizabilities, but these
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2do not differ in a fundamental way, except that we understand
better how to increase the ranks of the point polarizabilities.
The multipoles and polarizabilities need to be distributed for
all but the smallest of molecules and they need to include
terms of high enough rank to ensure convergence. The diffi-
culty with the polarization model lies in the choice of damp-
ing: all polarization models need some form of damping to
ensure that the many-body polarization energies are meaning-
ful. While the choice of damping may not appear to have a
significant effect on the two-body energies, the consequences
for the many-body energies can be enormous, particularly as
we increase the ranks of the polarizabilitity tensors.
Thus far there have been two main approaches to develop-
ing many-body models for water: the first approach combines
a two-body (2B) interaction model with an N-body (NB) po-
larization model, and the second uses both a two-body and
three-body (3B) model with non-additive contributions in-
volving four and more bodies described using a polarization
model. We will refer to these approaches as the “2B+NBpol”
and “2B+3B+NBpol” models, respectively. Note that here
and elsewhere in this paper we refer to a (water) molecule
as a “body”. The advantage of the first approach is simplicity:
such a model will be more efficiently evaluated in a simula-
tion, but the latter approach is expected to be more accurate as
it offers the possibility of including three-body non-additivity
from the exchange and dispersion effects in addition to that
from the induction contribution to the interaction energy. The
disadvantage of the second approach is one of dimensionality:
for rigid water molecules the 2B model is 6-dimensional, but
the 3B model is 12-dimensional. If the water molecules are
considered flexible then the number of dimensions increases
to 12 and 21 respectively. This has meant that recent mod-
els based on the second approach, in particular the MB-pol
model [23, 24], which includes molecular flexibility, and the
CCpol23+ model, which does not, have been parameterised
using an enormous amount of data. The three-body part of
MB-pol used 12,000 water trimer calculations and CCpol23+
used more than 71,000 trimers. Additionally CCpol23+ used
tetramers of water extracted from the known water hexamers.
Any model based on the 2B+NBpol approach will need far
less data for its parameterization. However as this class of
models relies entirely on the classical polarizable model for
the many-body non-additivity, some, carefully chosen clusters
of water are needed in practice to help tune the parameters in
the polarization model so as to result in a reasonable descrip-
tion of the many-body effects. This is the approach taken by
the DPP and DPP2 models. [25] Interestingly, the one excep-
tion to this is are the ASP-W potentials [26] which are con-
structed without recourse to cluster data.
While extensive data sets of clusters of more than two
molecules is a viable approach for the water molecule, for
larger systems both the 2B+3B+NBpol and 2B+NBpol ap-
proaches can prove both computationally formidable and also
cumbersome. As we seek to develop many-body interaction
models for larger systems we need to find ways of reducing
our dependence on data and also reduce fitting to a minimum.
Indeed, with these considerations in mind, over the last few
years we have developed techniques for constructing many-
body polarization models from accurate distributed multi-
poles [27] and distributed polarizabilities [28], based both on
a basis-space version [27] of the iterated stockholder atoms
(ISA) algorithm [29] and a detailed understanding of the link
between the polarization, charge-delocalization and induction
energies made through Reg-SAPT(DFT) [30]. While we have
used some of these methods in developing the many-body
model for the pyridine complex and have successfully used
this model to find the two known forms as well as a new,
third form of the pyridine crystal, [31] we have never put these
models to detailed tests of their capacity to describe the many-
body energies of complexes. This is what we do now, using
some of the extensive datasets available for the water system.
Additionally, as we wish to explore the limits of this approach
— that uses only monomer and dimer data — in the prediction
of the many-body non-additive energies, we pose the follow-
ing questions:
• Q1: Can many-body polarization models be developed
from the properties of the monomer and dimer energy
calculations only?
• Q2: Can we develop a systematic hierarchy of polariz-
ability models of increasing rank, and how do the accu-
racies of these models vary with rank?
• Q3: How accurate are the damping models obtained
from Reg-SAPT(DFT) and how sensitive are the many-
body energies and cluster geometries to deviations from
them?
The first question is central to this paper: we will show that
under some assumptions, the many-body polarization energy
can indeed be determined from monomer properties and dimer
energies only; no more information is needed. The second
question is posed as this question has never been addressed
in a systematic study: most polarization models make use of
dipole-dipole polarizabilities only, and only ASP-W4 [26] and
SCME [32] make use of quadrupolar polarizabilities, but nei-
ther fare well on reproducing the energies of the water hex-
amers [21]. As we shall show, the dipole-dipole polarizability
model is a sweet spot for water, but for higher accuracy, par-
ticularly for systems with heavier atoms, higher ranking terms
may be needed. Finally we pose the third question as we have
previously argued that the true polarization energy (at second
order) is well-defined through Reg-SAPT(DFT) [30] and this
allows us to determine the polarization damping needed for a
specified polarization model. Here we test just how close to
optimum is this approach and what happens to the errors in
the many-body energies if the damping parameters are altered
from the proposed values.
II. COMPUTATIONAL DETAILS
The molecular properties used in this work were computed
using the modified basis-space iterated stockholder atoms
(BS-ISA) and the ISA-Pol algorithms implemented in Cam-
CASP 6.0 [33]. The Kohn–Sham orbitals and orbital energies
3needed for these calculations were calculated using the DAL-
TON2006 [34] code with a patch from the SAPT [35] code.
We used the asymptotically corrected PBE0 [36] functional
with the d-aug-cc-pVTZ basis set. For the asymptotic correc-
tion we used the Fermi–Amaldi [37] long-range form with the
Tozer & Handy splicing [38] and a shift computed using the
vertical ionization energy of 0.4638 Hartree [39]. The linear-
response density functional calculations were performed us-
ing the hybrid ALDA+CHF kernel in CamCASP 6.0 [10, 33].
The SAPT(DFT) interaction energy calculations used to de-
termine the induction energies and regularized induction en-
ergies for the polarization models were computed using Cam-
CASP 6.0 [33] with the above numerical details except that we
used the aug-cc-pVTZ basis in the MC+BS format [40] using
a 3s2p1d1f mid-bond basis. Note that in CamCASP 6.0 the
second-order exchange-induction energy is computed without
the single-exchange (S 2) approximation using a closed-shell
implementation of the general energy expression derived by
Schaffer & Jansen [41].
To develop the non-polarization terms in the two-body po-
tential we used 2048 dimers selected at random using an
algorithm based on Shoemake’s uniform random rotations
scheme [42] which we have described in previous publica-
tions [4, 10, 11] and have implemented in the CamCASP pro-
gram. SAPT(DFT) interaction energies were computed using
the above basis but with CamCASP 5.9, that is, the S 2 ap-
proximation was used with E(2)ind,exch. However as observed by
Schaffer & Jansen, the error is largely cancelled with a corre-
sponding error of the opposite sign in the δHFint term.
III. NOTATION & NOMENCLATURE
In this paper we adopt the notation for the SAPT(DFT)
interaction energy components introduced in a recent pa-
per [10]: E(1)elst and E
(1)
exch are the first-order electrostatic
and exchange-repulsion energies, E(2)IND = E
(2)
ind,pol + E
(2)
ind,exch
is the total second-order induction energy, E(2)IND(Reg) =
E(2)ind,pol(Reg) + E
(2)
ind,exch(Reg) is the total regularized second-
order induction energy [30], E(2)DISP = E
(2)
disp,pol + E
(2)
disp,exch is the
total dispersion energy, and δHFint is the estimate of effects of
third and higher order, primarily induction [43, 44].
We will partition the total second-order induction energy,
E(2)IND, into a charge-delocalization (CD) and true polarization
(POL) energy at second-order: E(2)CD and E
(2)
POL. Higher-order
terms will be defined below. Note that in previous works we
have termed the charge-delocalization energy as the “charge-
transfer” energy, which is the term used by much of the litera-
ture. Also note that what we will call the polarization energy is
often, and confusingly, termed the “induction” energy in texts
[22] and our past papers [45, 46].
Note that the SAPT energy components without exchange
effects included are also termed “polarization” [47], but these
are not the same as the polarization energies that arise from
the conventional electromagnetic polarization that will be the
focus of this paper.
IV. THE MODELS: DERIVED INTERMOLECULAR
FORCE-FIELDS (DIFF)
We have described the procedure used to develop the de-
rived intermolecular force-fields, or DIFF models, in previ-
ous works [10]. In brief, at long-range, distributed multipole
expansions for the electrostatics, polarization and dispersion
terms are computed from the unperturbed molecular prop-
erties, and at short-range the polarization and dispersion ex-
pansions are damped and electrostatic penetration, exchange-
repulsion and charge-delocalization energies are described
using an anisotropic Born–Mayer functional form, with the
anisotropy described through atomic shape-functions. Here
we list some of the important numerical choices made that
are relevant to this work; the full potential specifications and
parameters are provided in the Supplementary Information.
• Electrostatic multipoles were calculated using the ISA-
A functional from the modified version [28] of the
basis-space iterated stockholder atoms (BS-ISA) algo-
rithm [27]. Terms of maximum rank 4 were kept on all
atoms, and the electrostatic expansion is not damped.
• Polarizability models were calculated using the ISA-Pol
algorithm [28] in a manner consistent with the elec-
trostatic moments. The non-local polarizabilites from
the ISA-Pol algorithm include terms from ranks 0 to 4
and are cumbersome to be used directly, consequently
we have localized the polarizabilities [28] to result in
three models of maximum ranks 1, 2 and 3. These po-
larizability models are local but anisotropic and include
all intramolecular couplings. The polarization damping
models are described below in detail.
• Dispersion models for the water dimer are identical to
those reported in an earlier work [28]. They were calcu-
lated in a similar manner from the frequency-dependent
localized and isotropic ISA-Pol polarizabilities, with
all site pairs including terms from C6 to C12. We have
used the Tang & Toennies damping functions [48] with
damping parameters determined using the scaled-ISA-
exponents algorithm [28] which gives damping param-
eters: βOOdisp = 1.7794, β
OH
disp = 1.9011, and β
HH
disp = 2.0227
atomic units.
• Short-range terms were modelled using an anisotropic
Born–Mayer functional form in site–site form [10]. The
parameters in this part of the model were determined
by fitting to reference SAPT(DFT) interaction energies
which fully account for the electrostatic penetration,
exchange-repulsion and charge-delocalization energies.
The full specifications of the model parameters are included
in the supporting information.
Note that in previous works we have fitted the short-range
interaction model in a multi-step procedure that used the dis-
tributed density-overlap model as a means to obtain prior val-
ues to the model parameters [10]. We have not done this here
as the water molecule is small enough that all parameters are
well determined by the computed data.
4A. The polarization models
The damped classical polarization model is described com-
prehensively in texts such as that by Stone [22] so we outline
only the points that relate to this paper. The classical polariza-
tion energy of a molecule A in a cluster is defined as:
Epol,cl(A) =
1
2
∑
a∈A
∑
B,A
∑
b∈B
∑
tu
∆Qat fn(tu)(β
ab
polRab)T
ab
tu Q
b
u, (1)
where the ranks of the moments are given in the compact form
t ≡ lκ where l = 0, 1, 2, . . . is the angular momentum quan-
tum number and κ = 0, 1c, 1s, . . . , lc, ls labels the real com-
ponents of the spherical harmonics of rank l (see Appendix B
in Stone [22]). Qat is the multipole moment operator for mo-
ment t at site a, and T abtu is the interaction tensor [22] which
describes the interaction between a multipole Qbu at site b and
a multipole Qat at site a. fn(tu)(β
ab
polRab) is a damping function
of order n. Here n is a function of the tensor ranks t and u,
and if t = l1κ1 and u = l2κ2, then n = l1 + l2 + 1. We assume
that the damping depends only on the distance Rab between
sites a and b and not on their relative orientation. This is an
approximation that needs assessment, but we do not address
this issue in this paper. The strength of the damping is gov-
erned by the damping parameter βabpol. In the above expression,
∆Qat is the change in multipole moment t at a due to the self-
consistent polarization of site a in the field of all sites on other
molecules, and is given by
∆Qat = −
∑
a′∈A
∑
B,A
∑
b∈B
∑
t′v
αaa
′
tt′ fn(t′v)(β
a′b
polRa′b)T
a′b
t′v (Q
b
v + ∆Q
b
v),
(2)
where αaa
′
tt′ is the distributed polarizability for sites (a, a
′)
which describes the response of the multipole moment com-
ponent Qat at site a to the t
′-component of the field at site a′.
To find ∆Qat we need to solve eq. (2) iteratively and this leads
to the significant computational cost of the classical polariza-
tion model, though there are now methods to reduce this cost
[49, 50]. If ∆Qbv is dropped from the right-hand-side of this
equation then the resulting ∆Qat , when inserted in eq. (1) leads
to the second-order polarization energy, E(2)pol,cl.
In the polarization models used in this paper we assume the
Tang–Toennies form for the damping functions [51]. Further
we use the localized form [45, 46] of the distributed polariz-
ability tensor, that is, the non-local polarizability αaa
′
tu in eq. (2)
is replaced by αatuδaa′ , where δaa′ is the Kronecker-delta and
αatu is the localized polarizability tensor of the same rank.
Without the damping functions, the classical polarization
model can be used to determine the polarization energy at
long-range only, where orbital overlap effects are negligible.
At short-range, damping needs to be included to suppress the
1/R divergences that set in as R → 0. Besides the elimina-
tion of the mathematical singularity, the damping functions
are also required to enable the damped classical polarization
energies to match the reference, non-expanded polarization
energies. This poses a problem as neither SAPT(DFT) nor
SAPT have an explicit polarization energy term, instead in
both theories the induction energy can be considered the sum
of the polarization (POL) and charge-delocalization (CD) en-
ergies [30]. To complicate matters, just about any partition-
ing of the induction energy into CD and POL is consistent
with a particular damped classical polarization model as long
as the CD component is exponentially decaying (and thereby
lacks a multipole expansion). That is, there are infinitely many
damped classical polarization models that are consistent with
the SAPT(DFT) induction energies. This would not be a prob-
lem if we were interested in dimer energies alone, but, as was
already indicated by Misquitta [30], and as we demonstrate
here with extensive datasets, the choice of damping can lead
to vastly different predictions for the many-body polarization
energies, and the system geometries. Consequently the choice
of charge-delocalization energy is crucial.
1. The charge-delocalization (CD) energy
The charge-delocalization may be thought of as a quantum
delocalization process in which there is a (typically small)
probability of the electronic charge density of a molecule
to tunnel onto the atomic sites of a neighbouring molecule
[30]. The energy of stabilization of this process is the charge-
delocalization energy. The physical origin of the CD energy
is distinct from that of the classical polarization energy which
originates from local responses in the charge denstiy. In fact,
no polarization model with only rank 1 (dipole-dipole) polar-
izabilities and those of higher ranks can describe the CD pro-
cess. Instead the charge movement in the CD process proba-
bly needs to be described by the rank 0 by 0 polarizabilities,
also called charge-flow polarizabilities (see Chapter 9 in Stone
[22]). These are non-local and are thus able to describe charge
movement across a system [52–54] but are rarely applied in
polarization models. While the non-local polarizabilities, in-
cluding the charge-flow terms, are computed as part of the
ISA-Pol calculation [28], they are subsequently transformed
away into higher-ranking polarizabilities using localization
algorithms [55, 56]. Even if these terms were retained, it is
not clear how to use them directly in calculations of the CD
energy. Consequently when developing classical polarization
models with the localized polarizability models such as those
we will use here, we need to ensure that the models are con-
structed to model only that part of the induction energy asso-
ciated with local responses. That is, the charge-delocalization
energy, which involves longer ranged charge movement, must
be separated out from the induction.
Regularized SAPT(DFT) in brief: We use the definition
of the CD energy based on regularised SAPT(DFT) [30],
or Reg-SAPT(DFT). In this approach, the second-order in-
duction energy is split into (second-order) polarization and
(second-order) charge-delocalization contributions using a
modified electron-nuclear interaction operator. Conceptually
this involves interpreting the charge-delocalization energy as
arising from a tunneling of the charge of one monomer into
the attractive potential well arising from an electron-deficient
site in a partner monomer. More specifically, we begin with
the second-order induction energy of a molecule (A): this is
5the energy of stabilization in response to the total electrostatic
potential arising from the unperturbed partner (B). In Reg-
SAPT(DFT) we write the regularized electrostatic potential
of monomer B as ωBReg given by:
ωBReg(r) = −
∑
β∈B
Zβ
1
|r − Rβ|
(
1 − e−η|r−Rβ |2
)
+
∫
ρB(r′)
|r − r′|dr
′,
(3)
where β labels the nuclei of monomer B, Zβ is the nuclear
charge located at position Rβ, ρB(r) is the unperturbed elec-
tronic density of B, and η is the regularization parameter. The
regularized second-order “polarization” (not to be confused
with the classical polarization energy) component of the in-
duction energy is then defined as:
E(2)ind,pol(Reg)[A] =
∑
r,0
|〈ΦAr |ΩˆBReg|ΦA0 〉|2
EA0 − EAr
, (4)
where ΩˆBReg =
∑
i ω
B
Reg(ri) is the many-body form of the elec-
trostatic potential of monomer B, and ΦAr and E
A
r are the ex-
cited states and energies of monomer A. A similar expres-
sion applies for E(2)ind,pol(Reg)[B]. E
(2)
ind,pol(Reg) is then the sum
of the contributions from monomers A and B. This expres-
sion is readily evaluated using linear-response theory within
the SAPT(DFT) framework, as is the accompanying second-
order regularized exchange-induction contribution [30] with-
out the single-exchange approximation [41]. These techniques
are available in the CamCASP 6.0 code and have also been re-
cently implemented in the Molpro code [57].
The extent of the regularization is controlled by η: as η →
∞ the regularization is switched off and we recover E(2)IND. For
any finite and positive value of η we suppress some fraction
of the second-order induction energy, and with η = 3.0 a.u.,
Misquitta has demonstrated that is possible to suppress the CD
contribution to E(2)IND thereby allowing us to define the second-
order polarization energy as
E(2)POL = E
(2)
IND(Reg) ≡ E(2)ind,pol(Reg) + E(2)ind,exch(Reg). (5)
And the second-order charge-delocalization energy is defined
as the difference:
E(2)CD = E
(2)
IND − E(2)IND(Reg) (6)
≡
(
E(2)ind,pol − E(2)ind,pol(Reg)
)
+
(
E(2)ind,exch − E(2)ind,exch(Reg)
)
.
(7)
Notice that both E(2)POL and E
(2)
CD contain contributions from the
exchange-induction energy. This fundamentally differentiates
E(2)POL from the second-order induction “polarization” energy,
E(2)ind,pol, defined in SAPT(DFT).
The strength of this approach is that both E(2)POL and E
(2)
CD are
well-defined in the complete basis set limit and E(2)CD is expo-
nentially decaying as would be expected on physical grounds,
even for very strongly bound complexes [30]. However the
downsides of this approach are that there is as yet no rigorous
way of determining which value of η exactly suppresses the
charge-delocalization states in all cases, and in its present im-
plementation the technique is applicable at second-order only.
As has been demonstrated by Misquitta & Stone [10], the sec-
ond difficulty can be overcome using the classical polarization
model. We describe how this is done in §IV A 4 below. The
first issue is the more challenging one as, while Misquitta has
argued [30] that η = 3.0 a.u. is an appropriate value for the
regularization parameter, a more general algorithm to deter-
mine η is needed.
Fitting the polarization model damping to E(2)POL: Once
we have determined the E(2)POL energies for a representative
set of dimers, the polarization model damping in eq. (1) and
eq. (2) can be determined by fitting to these energies. Since
E(2)POL is equivalent to the classical polarization energy evalu-
ated at the first step of the self-consistent process, no iterations
are performed when determining the damping. That is, at this
stage, the polarization energy is computed in response to the
permanent fields only.
It may seem paradoxical that the many-body polariza-
tion energies can depend strongly on the definition of the
charge-delocalization energy; after all the former arises from
long-range interactions while the latter is a short-range phe-
nomenon. The key issue here is that the polarization model
damping (a short-range effect) depends on the definition of the
CD energy, and so the induced moments also depend on the
CD energy. These induced moments then interact with other
bodies in the system through the long-range electrostatic in-
teraction, and thereby can have major consequences for the
energy of clusters or the condensed phase.
2. Polarization in the DIFF models for water
We have created three DIFF polarization models for water
with maximum polarizability ranks 1, 2 and 3, respectively.
As already stated, the distributed polarizability models were
computed using the ISA-Pol algorithm [28] and these include
anisotropy, and consequently also include couplings between
the ranks. These localized models are fully coupled in the
sense that polarization effects within the water molecule are
fully accounted for. However, like the ISA-DMA multipoles,
they have been computed for a fixed water geometry and will
therefore be incorrect when applied to water molecules in dif-
ferent conformations. We note here that in previous works we
have often limited the polarizability ranks [45, 46] on the hy-
drogen atoms to rank 1 (dipole-dipole), but here we have used
the same maximum rank on all atoms.
There are three unique site-pairs in the water dimer (O. . . O,
O. . . H, and H. . . H) and we associate each of these with a
unique damping parameter, consequently we need to select
dimers with suitable close contacts so as to be able to extract
the damping information from the E(2)POL energies. Following
earlier work [30] we use the three dimer orientations shown in
Figure 1, and for each dimer orientation, E(2)IND(Reg) energies
are computed at several intermolecular separations. The polar-
ization damping parameters, βOOpol , β
OH
pol , and β
HH
pol for the three
DIFF models are shown in Table I, and in Figure 2 we display
6(a) O..H contact (b) H..H contact
(c) O..O contact
FIG. 1. A representative sample of the water dimer configurations
used in determining the polarization model damping parameters. In
case (c) the angles of the planes of the two water molecules were
sampled in 30° intervals. In all cases the dimer separations were sam-
pled along the O..O separation vector.
the scatter plot of E(2)IND(Reg) energies versus the correspond-
ing energies from the three DIFF polarization models. We see
that the O. . . O pair needs more damping (a smaller damping
coefficient) than the H. . . H pair, with the mixed, O. . . H damp-
ing coefficient intermediate. Further, as the maximum rank of
the polarizability terms decreases, βOHpol increases, presumably
to make up for the missing effects. The polarization energies
are most sensitive to the O. . . H cross term and least sensi-
tive to the H. . . H term. In fact, with the data available to us,
we were unable to precisely determine the H. . . H polariza-
tion damping parameter other than to state that it is large and
close to the chosen value of βHHpol = 2.0 a.u. To determine the
damping for the O. . . O site pair we needed to compromise
by focusing only on dimers with interaction energy less than
45.0 kJ mol−1, or just over twice the absolute binding energy
of the water dimer. It was not possible to find a damping model
that worked for the more repulsive configurations, presumably
because the anisotropy of the oxygen atom in water requires
an angular dependence in the βOOpol parameter.
These damping models combined with the polarizabilities
and the appropriate two-body models result in the DIFF-Lnpol
models, where n = 1, 2, 3 indicates the maximum rank of the
polarizability tensors included in the model.
3. Alternative polarization damping models
In addition to the DIFF-Lnpol models described above we
have explored models with alternative polarization damping in
order to shed light on the importance of the choice of damping
on the many-body energies and energy landscape.
In an early work on what were then termed “induction mod-
els”, Misquitta, Stone & Price recommended that the induc-
tion damping be determined from the molecular ionization po-
tentials according to the formula [46]:
βIPpol =
√
2IA +
√
2IB, (8)
where IA/B (in a.u.) are the vertical ionization potentials for
monomers A and B. Notice that unlike the three-parameter
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FIG. 2. Scatter plot of second-order polarization energies computed
using the three DIFF models against the reference E(2)IND(Reg) ener-
gies computed for the dimer orientations shown in fig. 1. The solid
points denote dimers with total energy less than 45.0 kJ mol−1 and the
faded points denote dimers with larger total interaction energies. The
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for this model.
IP DIFF
x = 0 x = 0.5 x = 1 x = 1.5
L3:
βOO 1.926 1.588 1.25 0.912
βOH 1.926 1.698 1.47 1.242
βHH 1.926 1.963 2.00 2.037
L2:
βOO – – 1.25 –
βOH – – 1.57 –
βHH – – 2.00 –
L1:
βOO 1.926 1.588 1.25 0.912
βOH 1.926 1.803 1.68 1.557
βHH 1.926 1.963 2.00 2.037
TABLE I. Polarisation damping parameters used for each model used
in this work. The column titled “IP” indicates the damping based on
the ionization potential of water (see text for details), and “DIFF”
indicates the optimized damping for the DIFF models.
DIFF damping models, this procedure results in a single pa-
rameter for all site pairs: that is, the damping depends on the
interacting molecules as a whole. Despite this simplicity this
damping model, which we will call the IP-based model, was
shown to work remarkably well for a set of systems, but with
this model the damped polarization energy was always close
to E(2)IND; that is, the total second-order induction energy which
includes both the polarization and charge-delocalization ener-
gies at second-order.
In Figure 3 we display E(2)IND and E
(2)
IND(Reg) for the water
dimer in the hydrogen-bonded configuration. Also displayed
are polarization models all with maximum rank of 3 but with
different damping models. First of all, the DIFF-L3pol model
can be clearly seen to reproduce E(2)IND(Reg), but as found by
7Misquitta et al. [46], the IP-damped model reproduces E(2)IND.
We also display two additional models, one over-damped and
the other under-damped, but intermediate to the DIFF-L3pol
model and the IP-based one. The damping coefficients used
in these four polarization models are related through linear
interpolation with the parameter x determining the model as
follows:
βabpol(x) = β
IP
pol + x(β
ab
pol − βIPpol), (9)
where βIPpol = 1.926 a.u. is the IP-based damping derived us-
ing eq. (8) using a vertical ionization of 0.4638 a.u. [39], and
βabpol are the optimized DIFF damping parameters for site-pair
ab shown in Table I. Varying x allows us to smoothly interpo-
late between the significantly underdamped IP-based damping
model (x = 0.0), through a moderately underdamped x = 0.5
model, to the optimized DIFF model (x = 1.0), and to an over-
damped model with x = 1.5. We have created complete inter-
action models for x = 0.0, 0.5, 1.0, and 1.5 for the polariza-
tion models with maximum rank 1 and 3, and can therefore
perform energy evaluations and geometry optimizations with
these models. The second-order polarization energies from the
x = 0.5 and x = 1.5 models are displayed in Figure 3.
The range of polarization models available to us (both in
rank and in choice of damping model) will allow us to eval-
uate the performance of these models in ways not possible
before. In particular, we will be able to assess the predictive
power of the DIFF damping models based on E(2)IND(Reg) ener-
gies as described earlier in this section, and the availability of
entire interaction models with different polarization damping
will allow us to assess the importance of the choice of damp-
ing on the structures of water clusters.
4. The infinite-order polarization charge-delocalization
Before moving on we note that having obtained the DIFF
damping parameters, we can proceed to define the infinite-
order CD and POL energies. Following Misquitta & Stone
[10], this is done by first approximating the infinite-order in-
duction energy as:
E(2−∞)IND ≈ E(2)IND + δHFint (10)
and then defining the two-body infinite-order charge-
delocalization energy to be
E(2−∞)CD = E
(2−∞)
IND − E(2−∞)POL
≈ E(2)IND + δHFint − E(2−∞)pol,cl , (11)
where E(2−∞)POL is the infinite-order polarization energy which is
approximated by E(2−∞)pol,cl from the classical polarization model
iterated to convergence (see eq. (1) and eq. (2)). While this
expression is readily implemented, it has a drawback in that
the definition depends on the type of polarization model used,
but this dependence is relatively minor.
The CD contributions from higher than second order are
important and actually dominate at the H-bonded minimum
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FIG. 3. The second-order induction energy, E(2)IND, regularised in-
duction, E(2)IND(Reg), and second-order polarization energies from the
ISA-Pol-L3 polarizabilities with various damping models, all plot-
ted as a function of the O..O separation in the water dimer in its
hydrogen-bonded configuration (dimer (a) in fig. 1). As explained in
the text, x = 1.5 is the over-damped model, x = 1.0 is the DIFF
model with damping obtained from the regularised induction ener-
gies, x = 0.5 is an underdamped model, and x = 0.0 is an even more
underdamped model derived from the ionisation energies of the wa-
ter molecules.
energy dimer geometry: Here E(2)CD = −0.95 kJ mol−1, but us-
ing E(2−∞)pol,cl from the DIFF-L3pol polarization model we get,
from eq. (11), E(2−∞)CD = −3.30 kJ mol−1, which is in good
agreement with the ALMO(CCSD) result of −3.51 kJ mol−1
from Azar & Head-Gordon [58].
5. Summary of main features of the DIFF polarization models
• Only 1-body and 2-body information is used. To con-
struct the polarization models we need the molecu-
lar multipole moments and the molecular static po-
larizabilities. Both are 1-body properties that depend
on many-body effects only through the dependence
of the molecular conformation on the many-body in-
teractions. The damping is determined using only
two-body second-order induction energies calculated
through Reg-SAPT(DFT).
• Reg-SAPT(DFT) allows us to define a definite damping
model whose parameters vary only with the ranks of the
multipole and polarizability models.
• Models of arbitrary rank can be created. The algo-
rithm present here can be used to develop models of
any rank or complexity. That is, while we will use mul-
tipole models with maximum rank 4 and anisotropic,
fully coupled point-polarizability models with maxi-
mum ranks 1, 2 and 3, it should be equally possible
to use Drude oscillator models with multipoles repre-
sented by point charges only.
8FIG. 4. Water trimer structure.
It is perhaps the first of these points which is the most im-
portant: In the above procedure, no many-body information is
used. In this respect, the models we present in this paper will
differ from almost every other previously developed many-
body polarization model.
V. ASSESSMENT OF THE DIFF MODELS
Ideally we would use the DIFF models to simulate vari-
ous bulk properties of water, but this is not yet possible as
even the simplest of these models cannot yet be used in main-
stream simulation programs. While this may be possible soon,
at present we are limited to tests on water clusters only. In
some ways, this is advantageous as one of the main aims of
this paper is to assess the predictive power of the DIFF models
for the many-body energies, and a detailed analysis of water
clusters of various sizes can allow us to make this assessment
in an unambiguous manner as we have very accurate energies
and optimized geometries for a whole range of water clusters
from high-accuracy theory, as well as some information from
experiment.
A. Trimers: Three-body (3B) non-additivity
The water trimers provide us with the first test of the capa-
bility of the DIFF models to describe the non-additive ener-
gies. We first use the reference trimer set from Liu et al. [59]
which consists of variations of the water trimer in its minimum
energy configuration shown in Figure 4 with O. . . O bonds
changed in a systematic manner. The trimer non-additive en-
ergies have been computed by Liu et al. using second-order
Møller–Plesset (MP2) perturbation theory at the complete
basis-set (CBS) limit. Note that the monomer geometries used
for these trimers is the same as that used to construct the DIFF
models and consequently the DIFF multipoles and polariz-
abilities are appropriate for these trimers.
In Figure 5 we display the non-additive 3B energies for
these trimers from the DIFF models as well as from the
AMOEBA model studied by Liu et al. [59] The performance
of all models is good with energy differences not exceed-
ing 2 kJ mol−1, but the DIFF-L2pol and DIFF-L3pol models
show the best agreement with the MP2/CBS data with most
of the differences being substantially less than 0.5 kJ mol−1.
The DIFF-L1pol model tends to underestimate the 3B non-
additive energies, but usually this by less than 1 kJ mol−1, and
for the lowest energy trimers (structures 0 and 1) this model
comes closer to MP2 reference energies than the others.
In Figure 6 we display the 3B non-additive energies from
the L1 and L3 polarization models with the alternative damp-
ing models described in §IV A 3. The models with maximum
rank 1 (L1pol), that is, those that include dipole-dipole polar-
izabilies only are not very sensitive to the choice of damping.
The 3B energies for these models vary by just over 5 kJ mol−1
in the worse case, but by around 2 kJ mol−1 for the majority
of the 24 trimers. This shows that, at least for the trimers, the
dipole-dipole polarization models are not too sensitive to the
choice of damping model.
On the other hand, also shown in Figure 6 is the sensitiv-
ity of the polarization models with maximum rank 3 (L3pol)
to the choice of damping, and here we see a very different
picture. The DIFF-L3pol model with its damping determined
by fitting to the E(2)IND(Reg) energies is the best, with a near
perfect agreement with the MP2/CBS reference energies. All
the other damping models result in vastly different 3B non-
additive energies. The IP-based damping model (x = 0.0),
which reproduces E(2)IND for the dimers (see Figure 3), results
in an overestimation of the 3B non-additivity by more than a
100%, and for the x = 0.5 model the overestimation is over
30%. At the other end, the over-damped x = 1.5 model under-
estimates the non-additivity by more than 30%.
In Figure 7 we display the mean-absolute errors (MAEs) of
the three polarization models as a function of the interpolation
parameter x (see eq. (9)). We see that for the L1 polarization
model the MAE shows a shallow minimum at x = 0.4, that is,
for this model and for the timers used in this test, the dipole-
dipole polarization model needs to be under-damped. How-
ever, for the L2 and L3 polarization models there is a very
clear and sharp minimum in the MAE very close to x = 1.0,
which is the (DIFF) damping obtained using the procedure
described in §IV A.
The water trimers tested thus far are all based on the most
stable trimer configuration and all have negative three-body
non-additive energies. Akin-Ojo and Szalewicz [60] have pro-
vided a more extensive set of 600 trimers obtained from snap-
shots taken from a water simulation. These include not only
clusters with an attractive 3B contribution, but also those with
a repulsive 3B energy, and consequently present a more chal-
lenging test for the many-body non-additive models. As with
the trimers from Liu et al. (above), the monomer geometries
used in this larger set of timers is the same as that used in the
construction of the DIFF models.
In Figure 8 we display the 3B non-additive energies from
the three DIFF models against the CCSD(T) reference ener-
gies from Akin-Ojo and Szalewicz. All three DIFF models
show a good correlation with the reference energies, with the
scatter progressively decreasing as the maximum rank of the
polarizabilities increases. The DIFF models are able to de-
scribe the attractive non-additive energies more accurately,
with errors increasing for the repulsive energies. However we
clearly see that as the rank of the model increases, so does the
ability of the model to describe the repulsive non-additive en-
ergies: DIFF-L1pol shows sizable scatter and underestimation
of the 3B non-additive energy above 1 kJ mol−1, but the scatter
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FIG. 5. Trimer three-body energies using the three DIFF mod-
els as well as the AMOEBA model. Trimer geometries, MP2 and
AMOEBA energies are from from Liu et al. [59]. The lower panel
displays three-body non-additive energies relative to those from
MP2.
is reduced in the L2pol and L3pol models which are in good
agreement with the CCSD(T) references even for trimers with
Eint[3B] ≈ 2 kJ mol−1.
For comparison we also include the CCpol3 3B model en-
ergies in Figure 8. This model, from Góra et al. [61] is a 12-
dimensional three-body non-additive model fitted to 71,000
trimers as described in the Introduction. We can see that
while CCpol3 is indeed better than all the DIFF models, it
is not significantly better than the DIFF-L3pol model, except
for the few trimers with 3B energies larger than 2 kJ mol−1.
The mean-absolute and root-mean-square errors (MAE and
RMSE) for these models are shown in Table II. The differ-
ences in MAEs are quite small, particularly between CCpol3
and DIFF-L3pol. However, the increased overestimation of
the 3B energies above 2 kJ mol−1 causes an increase in the
RMSE in DIFF-L3pol compared with CCpol3. Despite this,
it should be evident that if we are concerned primarily with
trimers with an attractive or weakly repulsive three-body non-
additivity, then the CCpol3 model is comparable in accuracy
to the DIFF-L3pol and DIFF-L2pol models. In fact, given that
no trimers were used in the determination of any of the DIFF
models, their predictive power is remarkable.
The Akin-Ojo and Szalewicz data set is particularly signif-
icant as in a detailed study of polarization modelling using
the damped Drude oscillator approach, they concluded [60]
that classical polarization models cannot be used to model
the non-additive energies in water, particularly the exchange
non-additivity. Here we have shown that this is not the case:
the classical polarization models we have constructed can all
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energies from the CCpol23+ model from Góra et al. [61] Starting
from the right, the datasets are offset by multiples of −2 kJ mol−1
along the x-axis.
describe the three-body non-additivity, except for the trimers
with the most repulsive Eint[3B] energies. Why did Akin-Ojo
and Szalewicz come to this perhaps too pessimistic conclu-
sion? Some insight may be obtained from Fig. 1 from their pa-
per, and also from the polarization energy models that are part
of CCpol3 and CC-pol-8s. 3B energies from the latter two are
visualised in Figure 9. These are both significantly poorer at
modelling the reference CCSD(T) 3B energies compared with
DIFF-L3pol or even DIFF-L1pol, which is similar in com-
plexity. The MAE/RMSE errors for the CCpol3-3B(pol) and
CC-pol-8s-3B(pol) models are shown in Table II and these are
much larger than those from the DIFF models, in fact, they
are substantially larger than those from DIFF-L1pol. It is not
clear why the polarization models in the CCpol3 and CC-pol-
8s models are not more accurate. It could be the way in which
the damping was modelled or the way in which the molecular
polarizabilities and multipoles were chosen. But whatever the
cause, the poor performance of these models seems to have
caused Akin-Ojo and Szalewicz to be over pessimistic about
the accuracies that can the attained by a well constructed po-
larization model, and any of the DIFF models may serve as a
counterexample.
Model MAE RMSE
DIFF-L1pol 0.091 0.235
DIFF-L2pol 0.064 0.163
DIFF-L3pol 0.058 0.141
Polarization part of CCpol models:
CCpol3-3B(pol) 0.121 0.307
CC-pol-8s-3B(pol) 0.159 0.449
Explicit 3B potentials:
CCpol3 0.042 0.065
CC-pol-8s 0.094 0.175
HBB2-pol 0.082 0.157
WHBB6 0.148 0.269
TABLE II. Mean-absolute errors (MAEs) and root-mean-square er-
rors (RMSEs) in 3-body energies for the water models on the 600
trimer data set from Akin-Ojo & Szalewicz [60]. Errors are com-
puted against CCSD(T) references and are reported in kJ mol−1. The
DIFF models data have been obtained in this work, all other data was
obtained from data supplied by Góra et al. [61].
CCpol3 is but one of a group of accurate explicit 3-
body non-additive models for water; that is, the 3-body non-
additivity is not modelled through a polarization model, but is
fit to a functional form to include terms such as the exchange
and dispersion non-additivities that a classical polarization
model does not include. The CC-pol-8s [62], HBB2-pol [63],
and WHBB6 [64] models are amongst the others in this class
of explicit 3-body models, and all are fitted to extensive sets
of water trimers. In Figure 9 we compare these models on the
600 water trimers, and MAEs and RMSEs are reported in Ta-
ble II. The CCpol3 model is clearly the best able to model
the CCSD(T) reference 3B energies, and this is no doubt tes-
timony to its careful parametrization on the extensive set of
trimers. With the exception of CCpol3, the DIFF-L3pol and
DIFF-L2pol models are better at reproducing the reference 3B
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FIG. 9. Comparison of the DIFF-L3pol and DIFF-L1pol models with
the polarization models from CCpol23+ and CCpol8 (upper panel),
and the 3B potentials from HBB2, WHBB6 and CCpol8s (lower
panel). Trimer three-body non-additive energies for the 600 trimer
Akin-Ojo & Szalewicz [60] data set. Data for all but the DIFF models
was taken from Góra et al. [61] Starting from the right, the datasets
are offset by multiples of −2 kJ mol−1 along the x-axis.
energies than any of CC-pol-8s, HBB2-pol or WHBB6. The
latter fares substantially worse than DIFF-L1pol. Note that
HBB2-pol has been superseded by the MB-pol model which
has been demonstrated to significantly outperform HBB2-pol
on the water trimers [24].
B. Molecular flexibility and the DIFF models
The comparisons made with the extensive set of trimers
was straightforward because both the Liu et al. [59] and the
Akin-Ojo & Szalewicz [60] datasets used trimers with a fixed
monomer geometry that was the same as that used in the DIFF
models. For the larger clusters this is not the case. Now the
monomers are allowed to relax and so we are led to a ques-
tion: how are the DIFF models to be used on structures with
slightly different molecular conformations?
One solution would be to transform all flexible monomers
in a cluster into the rigid monomer geometry used in develop-
ing the models. Another solution would be to adapt the rigid
body model to the new molecular conformation. The latter ap-
proach has the merit that the site-site separations in the cluster
are preserved, however, it is not a priori obvious if the inter-
action model would be well-behaved if the expansion centres
were moved relative to each other. To know which of these
approaches is best we would need to create a model that in-
cludes intramolecular flexibility, but this is not the goal of this
paper. Instead we will rely on the fact that the ISA properties
— multipole moments and perhaps even the ISA-Pol polar-
izabilities — do not alter significantly on modest changes to
the molecular conformation [65] and should be transferable
onto the molecular conformers without alteration. Addition-
ally, we also move the short-range parameters from the DIFF
models onto the new molecular site locations. All DIFF model
parameters can be defined in the local-axis framework of the
molecule, and this includes the anisotropy parameters. Conse-
quently when the molecular conformation alters and the site
locations change, so do the local-axis frames for the three
sites in the water molecules. The short-range anisotropy in
the Born–Mayer term, as well as the site multipoles and lo-
cal polarizabilities, all rotate with the local-axis frames. Thus
there is a well-defined way of transferring the parameters of
any DIFF model onto molecules with different conformations,
and as long as these conformations are not too far from the one
used in the DIFF model parametrizations, we may expect that
the resulting model will result in sensible interaction energies.
Clearly the above premise needs to be systematically tested,
but we will simply adopt it here and instead note that we will
now expect to see deviations in the cluster energies because of
this imposed flexibility of the DIFF models.
One final point: the DIFF models can be used for inter-
molecular geometry optimizations only. Consequently, when
we optimize the clusters geometries, we will do so with the
molecular conformations kept fixed. That is, no intramolecu-
lar degrees of freedom will be allowed to vary.
C. The water hexamers
The extensive and accurate theoretical data available for the
hexamer energies and structures has meant that every ab ini-
tio model is tested against the hexamers [21]. Additionally, the
structural information determined from broadband rotational
spectroscopy by Perez et al. [67] means that there is a link
to experiment even if only some structural data (the O. . . O
separations) are determined with confidence. In this work we
use as our references the MP2/CBS optimized hexamer ge-
ometries from Bates and Tschumper [66] which are shown in
Figure 10. Reference energies are the CCSD(T)-F12 hexamer
energies from Medders et al. [68], who have also computed
the many-body decomposition of the total intermolecular in-
teraction energies of the hexamer isomers, thus allowing a de-
tailed comparison of the DIFF models.
In Figure 11 we display the hexamer intermolecular en-
ergies from the DIFF models along with the reference
CCSD(T)-F12 energies and those from the MB-pol model
[68]. We do not present the hexamer energies with respect to
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FIG. 10. Hexamers used in this study. The structures have been opti-
mized using MP2/CBS by Bates & Tschumper [66].
the prism structure energy as is done by many authors, but
have instead displayed the absolute intermolecular interaction
energies. This is because if the energy of the prism structure
happens to be in error, as is the case here, the relative en-
ergies will lead to a falsely pessimistic picture. The DIFF-
L3pol model gives hexamer energies in good agreement with
the CCSD(T)-F12 references with differences in energy of no
more than 2 kJ mol−1 at the prism and cyclic-boat-1 structures,
and less than 1 kJ mol−1 for the cage to ring structures. The
DIFF-L2pol model shows somewhat larger errors, but here
too the maximum error is only just over 2 kJ mol−1. On the
other hand, while the DIFF-L1pol model shows a remark-
able agreement with the reference energies for the prism to
bag structures, this model overestimates the binding energies
of the ring-like structures. Both DIFF-L2pol and DIFF-L3pol
show the correct energetic ordering of the hexamers up to the
cyclic boat, but this is not the case for DIFF-L1pol. Notice that
both of the higher ranking DIFF models compare favourably
to the MB-pol model.
Also shown in Figure 11 are the energies of the hex-
amers with the intermolecular degrees of freedom relaxed.
There are almost no intermolecular geometric changes on
the DIFF-L2pol and DIFF-L3pol surfaces, with O. . . O sep-
arations changing no more than 0.03 Å. This is reflected in
the small energetic lowering on optimization on these sur-
faces. However, for the DIFF-L1pol model the optimized en-
ergies can be as much as 2 kJ mol−1 lower, and although the
O. . . O separations can alter by only 0.04 Å (similarly to the
higher ranked models), for the more open cyclic-boat struc-
tures optimizations using this model leads to structural tor-
sional changes of around 30°, that is, the boat structures in-
vert, while for the DIFF-L2pol and DIFF-L3pol models these
changes are only 6° and 3°.
In Figure 12 we display the hexamer energies for the L1pol
and L3pol models with the alternative damping models dis-
cussed in §IV A 3. This is done both for the hexamers at
the Bates & Tschumper reference geometries and for the op-
timized geometries, where optimizations were possible. For
both the L1 and L3 polarization models, the DIFF damping
models (x = 1.0) lead to the best agreement with the refer-
ence energies. Unlike the case of the trimers (see Figure 6)
where the changes in damping model made little difference
to the energies from the L1 polarization model, for the hex-
amers we see considerably more variations in the energies,
with the difference in energies between structures increasing
as the damping model changes. However, like the case for the
trimers, the L3 polarization models show even more sensitiv-
ity to the choice of damping, with the accurate DIFF-L3pol
model separated from the x = 1.5 and x = 0.5 models by
around 10 kJ mol−1. It is worth recalling that all the models
used here were fitted to yield the same two-body energies:
they differ only in how they treat the polarization damping,
and this difference is magnified substantially in the many-
body energies of the clusters. In Figure 13 we display the
MAEs for the L1, L2 and L3 polarization models as a func-
tion of interpolation parameter x. The MAE for the L3 model
shows a minimum almost exactly at x = 1.0, while for the L2
model the minimum occurs just below 1.0, that is slightly less
damping may be needed, and for the L1 polarization model
there is a broad minimum near x = 1.1, that is more damping
is needed.
The alternate damping models not only lead to different
cluster energies, but they can also exhibit very different results
for the geometry optimizations of the hexamers. From Fig-
ure 12 we see that the IP-based damping (x = 0.0) for both L1
and L3 polarization models leads to the polarization catastro-
phe: that is, optimization does not converge and intermolecu-
lar bond lengths become arbitrarily small. The moderately un-
derdamped (x = 0.5) L3 polarization model also results in the
polarization catastrophe. The DIFF damping model (x = 1.0)
is optimal for the L3 polarization model and close to optimal
for the L1 model. While the overdamped (x = 1.5) L1 model
actually shows better hexamer energy ordering and slightly
less structural variations on optimization than the x = 1.0
DIFF-L1pol model, for the L3 model the structures tend to
expand and show increases in the O. . . O distances of as much
13
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FIG. 11. Total interaction energy for hexamers using the DIFF mod-
els with maximum polarizabilities of maximum rank 1, 2 and 3, all
damped with the proposed (x = 1) DIFF damping models. For each
of the DIFF models the hexamer geometries have been relaxed with
the monomers kept rigid. These relaxed interaction energies are in-
dicated by the faded points and lines for each of the DIFF models.
Reference interaction energies are the CCSD(T)-F12 energies from
Medders et al. [68]. Also shown are the MB-pol interaction energies
also taken from Medders et al.. The hexamer geometries are from
Bates and Tschumper [66].
as 0.07 Å, with large torsional changes of 45° in the cyclic-
boat structures.
Following the discussion in §V B, we should expect errors
in the energies from the DIFF models as the water conforma-
tions in the hexamers are not fixed, but instead vary within
and between the hexamer conformers. Additionally, no non-
additive dispersion is included in the DIFF models, and al-
though these energies are expected to be small, they are non-
negligible [22] for the more compact hexamers. From Fig-
ure 14 we see that this good agreement arises from an error
cancellation between the two-body and many-body energies:
While the DIFF models are able to predict the overall trends
of the n-body contributions of the hexamer isomers, they are
offset from the reference values. We emphasise that this is not
necessarily a deficiency of the DIFF models as these were de-
signed for systems with water molecules held in a fixed geom-
etry. What is remarkable is that these deviations in the n-body
energies cancel to such a large extent to result in accurate total
interaction energies.
D. Larger water clusters: 16-mers and 24-mers
In this final set of tests, we will use the DIFF models to
evaluate the many-body energies of the larger water clusters
shown in Figure 15 and Figure 16. In general, for reasons dis-
cussed in §V B and also in §V C we will focus more on trends
than actual interaction energies, as these are more likely to be
reproduced with models that are not explicitly dependent on
the molecular conformations.
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FIG. 12. Variations in the hexamer energies as a function of the polar-
ization damping used in the DIFF models. The damping models are
obtained using the interpolation scheme discussed in the text. For all
DIFF models the solid points indicate interaction energies computed
at the reference geometries from Bates and Tschumper [66]. The
faded lines and points indicate the energies of the relaxed structures.
For some under-damped polarization models the relaxation leads to
the polarization catastrophe. In these cases geometry convergence is
not achieved and is indicated with ’No conv.’.
1. (H2O)16 isomers
The (H2O)16 clusters have been optimized by Yoo and
Xantheas [69] and this set includes two bonding variants of
the “4444” structure and two of the “boat” structure. The fifth
structure, the “anti-boat”, was estimated [69] to have an en-
ergy lying between the two boat structures. The best estimates
of the energies (total and many-body decomposition) of these
clusters (excluding the boat-a isomer) have been obtained by
Góra et al. [61] using the SAMBA algorithm. The SAMBA
method avoids energy calculations of the cluster as a whole,
but instead makes use of the many-body expansion to arrive
at the total interaction energy from a sum of dimer, trimer,
and higher-body contributions. In this way, appropriate lev-
els of theory and basis sets can be used for each level, and
numerical issues like the basis-set superposition error (BSSE)
can be corrected. The intermolecular interaction energies for
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the (H2O)16 isomers are given in Table III and are terms in-
cluding 2-body to 4-body contributions, Eint[2B-4BB-,B] are
displayed in Figure 17. Note that SAMBA reference energies
are not available for the boat-a isomer.
The (H2O)16 isomers have reference energies within only
6 kJ mol−1, which is half the energy range of the water hexam-
ers. The 4444-a and 4444-b isomers differ in energy by only
1.2 kJ mol−1 and the boat-b and anti-boat isomers differ by
1.4 kJ mol−1. However there is a wider gap between the 4444-
a/b and boat-b/anti-boat sets which are separated by around
3.4 kJ mol−1. Consequently when looking for trends we focus
on this larger energy separation as it is less likely to be an arte-
fact of the SAMBA reference energies. First of all, the DIFF-
L3pol energies are within 2 kJ mol−1 of the SAMBA ener-
gies, and the DIFF-L2pol and DIFF-L1pol models are within
10 kJ mol−1, with the former underestimating the cluster bind-
ing, and the latter leading to an overestimation. Both higher-
ranking DIFF models give an acceptable separation of the
4444-a/b and boat-b/anti-boat groups of isomers: for DIFF-
L3pol and DIFF-L2pol the separation is 2.6 kJ mol−1 and
3.1 kJ mol−1, resp., in good agreement with the 3.4 kJ mol−1
SAMBA reference. However, the DIFF-L1pol model results
in 4444-a/b and boat-b being nearly iso-energetic, and the
anti-boat structure being more stable than the boat-b isomer
by 7.4 kJ mol−1. It is not clear why this is the case, but the
problem appears similar to the inability of the DIFF-L1pol
model to describe the energetic ordering of the ring-like water
hexamers.
Also shown in Table III are the interaction energies of the
optimized (H2O)16 isomers on the DIFF surfaces. All isomers
are minima on the DIFF-L3pol and DIFF-L2pol surfaces, with
very little energetic reduction on optimization, and geomet-
ric changes in the O. . . O separations of order 0.01 Å only.
However for the DIFF-L1pol model there are larger geomet-
ric changes on optimization with O. . . O separations changing
by as much as 0.04 Å, and energies lowering by between 4 to
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FIG. 15. 16mers used in the study.
(a) 308 (b) 316
FIG. 16. 24mers used in the study.
8 kJ mol−1. This is again similar to the performance of these
models on the water hexamers, and once again we observe that
the higher ranking polarization models seem better able to de-
scribe both the energies and structures of the water clusters.
In Figure 18 we display the many-body energy decomposi-
tion of the (H2O)16 clusters. As with the hexamers (see Fig-
ure 14) we see that the excellent total interaction energies from
the DIFF models results from a cancellation of errors made in
the 2-body and many-body energies. The general trends in the
DIFF-L2pol and DIFF-L3pol n-body energies are very simi-
lar to those from the SAMBA references, but the DIFF-L1pol
model shows a comparative over-estimation of the anti-boat
many-body energies. Part of the overestimation of the many-
body energies results from the use of molecular properties
evaluated at the reference monomer geometry and transferred
to the flexible monomers in the clusters. We have made an es-
timate of the magnitude of this effect by evaluating the molec-
ular properties at the water equilibrium geometry rather than
at the vibrationally averaged geometry used in the DIFF mod-
els. This change results in 3-body energies that are around
5 kJ mol−1 smaller (in magnitude) than those from the DIFF
models, and brings them closer to the SAMBA references.
The main effect arises from the change in the water multi-
poles, with the changes in the polarizabilities having a smaller
impact on the energies. A more systematic study of this effect
is needed and is in progress in our group.
2. (H2O)24 isomers
The two (H2O)24 isomers shown in Figure 16 are the largest
clusters considered in this study. SAMBA reference energies
for these clusters [70] show that the 308 and 316 isomers are
nearly isoenergetic, with an Eint[2B-4B] energy difference of
less than 1 kJ mol−1, and the 308 isomer the more stable. This
small difference arises from a near cancellation of energy dif-
ferences in the 2B and 3B energies of the two isomers. From
Table 20 in the SI we see that at the 2B level, 308 is more
stable by around 7 kJ mol−1, but at the 3B and 4B levels it
is less stable by around 5 kJ mol−1 and 1 kJ mol−1. Therefore,
these clusters present a good test of the balance between the
two-body and many-body parts of the interaction models.
In Figure 19 we display the differences in the model en-
ergies from the SAMBA references. Here we consider the
DIFF as well as CCpol23+ and CC-pol-8s-NB models with
data for the latter two taken from Góra et al. [61]. All mod-
els show almost exactly the same errors for the 2-body ener-
gies, but the DIFF models show smaller errors for the 3-body
non-additivity, and the CC models show smaller errors for the
4-body non-additivity. As the errors made by the DIFF mod-
els for the 2-body and many-body energies are of opposite
signs, these largely cancel out to result in better agreement
than the two CC models with the SAMBA references for the
Eint[2B-4B] estimate of the cluster interaction energies. This
was not expected as CCpol23+ is based on CCSD(T) refer-
ence energies as are the SAMBA references, but the DIFF
models are based on SAPT(DFT) references.
Also shown in Figure 19 are the relative energy differences,
16
∆Eint, between the 316 and 308 isomers from the SAMBA
reference calculations and the DIFF and CC models. These
are displayed both for Eint[2B-4B] as well as for the individ-
ual contributions from the many-body expansion. All mod-
els underestimate the 2-body contribution to ∆Eint, but the
CC models and the DIFF-L1pol model show better agree-
ment with the 3-body contribution to the energy difference,
while the two higher-ranking DIFF models underestimate this
difference. On the other hand, at the 4-body level the DIFF-
L2pol and DIFF-L3pol models show an excellent agreement
with the SAMBA references, while the CC and DIFF-L1pol
models predict an energy difference of the wrong sign. All
models show excellent agreement with the very small total
isomer interaction energy difference, ∆Eint[2B-4B], with the
CCpol23+ and CC-pol-8s-NB models closer than the DIFF-
L2pol and DIFF-L3pol models. Góra et al. [61] have made
comparisons of the WHBB and HBB2-pol models for these
isomers and while HBB2-pol gives energies in reasonably
good agreement with SAMBA, the WHBB models (of order
5 and 6) both result in very large errors of around 50 kJ mol−1
in the 3-body contribution to ∆Eint. This is well in excess of
the 2–3 kJ mol−1 errors made by the CC and DIFF models.
We must not place too much importance to the relatively
small differences in the CCpol23+, CC-pol-8s-NB and the
three DIFF models as all have been transferred onto the flexi-
ble water conformers in these (H2O)24 clusters, so some differ-
ences must be expected. Indeed, a perfect agreement would be
surprising. Nevertheless, the fact that these differences are so
small is remarkable, particularly for the DIFF models which
have bee constructed from 1-body and 2-body data only.
Structure 4444-a 4444-b boat-a boat-b anti-boat
SAMBA
Eint[2B-4B] -712.397 -711.234 — -717.179 -715.765
DIFF-L3pol
Eint[2B-4B] -713.187 -713.873 -716.235 -716.447 -716.603
Eint (Ref geom) -710.068 -711.449 -714.616 -715.063 -715.107
Eint (Opt geom) -711.239 -712.59 -715.833 -716.342 -716.846
∆Eint -1.171 -1.141 -1.217 -1.279 -1.739
DIFF-L2pol
Eint[2B-4B] -703.661 -702.952 -706.192 -706.014 -707.615
Eint (Ref geom) -700.786 -700.355 -704.446 -704.014 -706.119
Eint (Opt geom) -701.301 -701.364 -704.971 -704.993 -707.125
∆Eint -0.515 -1.009 -0.525 -0.979 -1.006
DIFF-L1pol
Eint[2B-4B] -722.757 -722.513 -721.682 -721.782 -729.189
Eint (Ref geom) -721.556 -721.494 -721.174 -721.041 -729.827
Eint (Opt geom) -725.641 -725.865 -727.392 -728.978 -737.026
∆Eint -4.085 -4.371 -6.218 -7.937 -7.199
TABLE III. Many-body intermolecular interaction energies for
(H2O)16 clusters. The SAMBA reference energies including contri-
butions from 2-body to 4-body interactions, Eint[2B-4B], are from
Góra et al. [70]. For the DIFF models we report both Eint[2B-4B]
as well as the total intermolecular interaction energy Eint at the ref-
erence geometries (“Ref geom”), as well as Eint for the optimized
cluster geometries with intramolecular conformations fixed as de-
scribed in §V B (“Opt geom”). ∆Eint is the difference in energies of
the optimized and reference structures. All energies are in kJ mol−1.
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FIG. 17. (H2O)16 isomer interaction energies including two-body to
four-body contributions, Eint[2B-4B], computed with the three DIFF
models and the reference SAMBA energies from Góra et al. [61].
There are no SAMBA references for the boat-a structure. All energies
are computed at the reference geometries from Yoo and Xantheas
[69].
VI. ANALYSIS
We began this paper with three questions that can now be
answered:
• Q1: Can many-body polarization models be developed
from the properties of the monomer and dimer energy
calculations only?
Many-body polarization models can be developed from
monomer properties and dimer interaction energies
alone. The route to this is to use monomer distributed
multipoles computed using the basis-space implemen-
tation of the iterated stockholder atoms (BS-ISA) algo-
rithm [27], and the monomer distributed polarizabili-
ties computed using the ISA-Pol algorithm [28]. Ad-
ditionally and perhaps most importantly, the damping
needed for the polarization model needs to be deter-
mined using the true polarization energies, as defined
using Reg-SAPT(DFT) [30], that are free from charge-
delocalization contributions. These models have been
demonstrated to reproduce the geometries and energies
of a large number of water clusters to an accuracy that
rivals that attained by models fitted to extensive sets of
water clusters.
• Q2: Can we develop a systematic hierarchy of polariz-
ability model of increasing rank, and how do the accu-
racies of these models vary with rank?
The ISA-Pol polarizabilities can be defined at any
rank (currently to a maximum of rank 3) and include
anisotropy and full coupling within the molecule (all
many-body interactions within the molecule are ac-
counted for). We have developed three DIFF models
using these polarizabilities of maximum ranks 1, 2 and
3, and have demonstrated that all result in accurate pre-
dictions for the energetics of the water clusters, with the
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FIG. 18. Comparison of the n-body energies from the DIFF models with the SAMBA references from Góra et al. [61]. There are no SAMBA
references for the boat-a structure.
higher ranking models also able to accurately reproduce
the geometries of the water clusters. Although we have
used terms of the same rank on all sites, it is possible
to create ISA-Pol models of lower ranks on some sites
(say the hydrogen ions), and even to make the polariz-
ability tensors isotropic.
• Q3: How accurate are the damping models obtained
from Reg-SAPT(DFT) and how sensitive are the many-
body energies and cluster geometries to deviations from
them?
We have shown that the polarization damping mod-
els determined using Reg-SAPT(DFT) are close to op-
timal in the sense that they lead to three-body non-
additive polarization energies which are able to describe
the MP2 and CCSD(T) reference energies for more
than 600 trimers. Additionally, these models show very
small errors for the total interaction energies of the wa-
ter hexamers. Deviating from these proposed damping
models leads to increases in errors that are most notable
in the models with rank 2 and 3 polarizabilities.
We have demonstrated that the DIFF models, in particular
the DIFF-L2pol and DIFF-L3pol models, lead to many-body
interaction energies that are comparable in accuracy to the
best ab initio water models currently available. These include
the recently developed CCpol23+ model [61] and HBB2-
pol [68] models, as well as more established WHBB model
[64]. These three have dedicated three-body models, with ad-
ditional many-body non-additive effects described through a
polarization model. The three-body models in these poten-
tials are fitted to sizeable sets of water trimers, and contain
considerable numbers of fitted parameters. Nevertheless, us-
ing a set of 600 water trimers extracted from simulations of
liquid water [60] we have demonstrated that the DIFF-L2pol
and DIFF-L3pol models are second in accuracy only to the
CCpol23+ model (MB-pol was not considered in this com-
parison and we expect it to equal or surpass CCpol23+ in ac-
curacy). All DIFF models show an increase in errors only for
the trimers with the most repulsive three-body non-additive
energies (with Eint[3B] ≥ 2 kJ mol−1), for which physical ef-
fects not included in the polarization models are expected to
be important. As this high accuracy is attained with models
built largely from properties computed from the monomers,
with only three parameters fitted to a small number of dimer
energies, the DIFF approach may be a better route to the de-
velopment of high-accuracy many-body models in systems
with strong many-body polarization. Additional effects may
be absorbed in a correction model which could be simpler in
structure than the full three-body interaction model.
We have additionally demonstrated how the DIFF models
can maintain a high accuracy even when transferred onto sys-
tems with flexible water molecules. This high accuracy in the
total interaction energy seems to arise from a systematic can-
cellation of errors in the two-body and many-body energies
from the DIFF models. It is not clear why this error cancel-
lation is so systematic, or indeed if it is a feature of water
models only (due to the fairly limited bonding types in the
water clusters) or is more general. It is possible that the high
transferability of the ISA-based monomer properties, in par-
ticular the ISA multipoles, may be the reason for the high de-
gree of transferability of the DIFF models. We have already
demonstrated that the ISA multipoles do possess a good de-
gree of transferability on molecular crystals [71], and work is
in progress in our group to make an analysis of the ISA-Pol
dispersion and polarizability models.
There are also questions which have arisen during the
course of this investigation that require further investigation.
Perhaps the most important of these
• How should the many-body polarization models of in-
creasing rank be systematically constructed so as to be
consistent?
• What is the minimum rank of the polarizability tensor
needed to achieve a high accuracy both in the many-
body interaction energies and in the cluster geometries.
We have shown that the L1pol model is acceptable for
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figure.
the energetics, but perhaps not for the geometries. The
L2pol (including quadrupole–quadrupole polarizabili-
ties) were needed for accurate geometries. But is this
generally the case, and if so, on which atomic sites are
these terms needed?
• The damping models rely on true polarization ener-
gies defined using Reg-SAPT(DFT), but this theory re-
lies on a regularization parameter — which defines a
length scale — to separate the polarization and charge-
delocalization components of the (second-order) induc-
tion energy. How sensitive are the DIFF models to the
choice of this parameter, and how does this parameter
vary with system and atom type?
We have thus far constructed the three DIFF models of
maximum polarizability ranks 1, 2 and 3, independently, with
the polarization damping models determined separately for
each. In this way, the weaker damping for the DIFF-L1pol
model makes up for the missing higher-ranking terms, but
it is also possible that the resulting larger induced dipoles
cause the slight over-binding seen in the ring-like hexamers
and the 16-mers. An alternative would be to determine the po-
larization damping model for the highest ranking polarization
model, and then to construct the lower ranking models with
the damping kept fixed. This method may have the merit of
leading to a more systematic behaviour of the DIFF models
as a function of the rank of the polarizability tensors. We are
currently investigating this possibility.
While the energetics of the models are important, their per-
formance in determining the structures of the water clusters
are equally or perhaps even more important. Both the DIFF-
L2pol and DIFF-L3pol models have been shown to result
in cluster geometries that agree with the theoretical bench-
marks to a very high accuracy: both models result in optimized
(intermolecular coordinates only) clusters with O. . . O sepa-
rations and important structural angles and torsions in very
close agreement with the reference geometries. However the
DIFF-L1pol model allows for larger cluster geometry varia-
tions when optimizations are performed: O. . . O separations
can change by as much as 0.04 Å and, more importantly, tor-
sional changes can be as much as 30°. It is possible that the
cluster geometries are sensitive to the induced quadrupole that
arise from the rank 2 polarizabilities and the coupling terms
between the rank 1 and 2 terms. If so, this would have impor-
tant consequences for the development of force-fields. How-
ever it is also possible that this sensitivity has arisen because
of the way in which the DIFF-L1pol model was constructed,
as discussed above. An in-depth analysis of the magnitude of
the induced dipoles and quadrupoles would be needed to re-
solve this puzzle.
Reg-SAPT(DFT), which is crucial in the algorithm used
to determine the polarization damping (see §IV A), involves
one free parameter (η), and while this parameter was carefully
determined by Misquitta [30], it is possible that the choice
η = 3.0 a.u. is close to, but not optimal. In fact, η may vary
somewhat with system and even with atom-types. Any change
in ηwould result in a slightly different partitioning of the E(2)IND
energy into the second-order polarization and second-order
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charge-delocalization energies, and this would alter the polar-
ization model damping, and consequently the many-body en-
ergies would change. The already excellent agreement of the
DIFF model energies with the reference energies on the wide
range of water clusters studied here strongly suggests that, at
least for water, the regularization used is appropriate. Never-
theless, as we seek to reach ever higher accuracies, we will
also need to determine this parameter with a higher degree of
confidence, and also investigate how it varies with molecules
and atomic sites within a molecule.
VII. CONCLUSIONS
We set out to determine whether many-body non-additive
polarization effects could be determined from models con-
structed using monomer properties and dimer energies only,
and have demonstrated that this is indeed possible. Using
ISA-based molecular properties (multipoles and polarizabil-
ities), we have constructed three DIFF (derived intermolecu-
lar force-field) models for water that differ in the maximum
ranks of the polarization tensors and the polarization damping
models only, and have demonstrated that all three models are
able to predict the many-body non-additive energies of exten-
sive sets of water trimers, the water hexamers, 16-mers and
24-mers. Additionally, these models are able to correctly de-
scribe the intermolecular geometries of the water clusters even
when used on clusters with flexible water molecules. We have
further demonstrated that while the DIFF-L1pol model (with
rank 1 polarizabilities) is relatively less sensitive to the choice
in damping model, the two DIFF models with higher rank-
ing polazization tensors are very sensitive to the polarization
damping. Further, for all three DIFF models, the optimal po-
larization damping model was determined from two-body true
polarization energies determined using Reg-SAPT(DFT).
The three DIFF models presented in this paper were never
meant to be reference models for water, and indeed we have
not yet used any in simulations of the liquid, but we have suc-
cessfully demonstrated that they rival some of the most elab-
orately parametrized water models, including HBB2-pol [63],
WHBB [64], MB-pol [23, 24], as well as the CC-pol-8s-NB
[62] and recently developed CCpol23+ [61] models. Perhaps
more importantly for model building, while these models are
all built on extensive sets of water trimers and even larger clus-
ters, the DIFF models use only 1-body and 2-body data, in
effect reversing a recent trend to large and computationally
demanding data sets [72]. Additionally, the many-body part
of the DIFF models for H2O contains precisely three indepen-
dent fitted parameters that are determined using a small num-
ber of dimer calculations using Reg-SAPT(DFT) [30]. The
key to the performance of the DIFF models lies in the phys-
ical insight used to understand the origin of the many-body
polarization, and not in simply fitting to ever-increasing data
sets.
In demonstrating the above we have used models based
entirely on SAPT(DFT) and Reg-SAPT(DFT), with molec-
ular properties computed using the BS-ISA and ISA-Pol al-
gorithms. These methods are computationally efficient and
can be applied to systems much larger than water, and con-
sequently these many-body polarization models can be con-
structed for larger system too. Indeed we have already done
so for the pyridine complex [10] and have demonstrated that
these models lead to the correct description of the structures
of the known polymorphs of pyridine, including a new high-
pressure phase [31]. While more systems are needed to be
sure of the applicability of the methodology, the strong phys-
ical underpinning of the methods described in this paper (and
in previous papers from our group) leads us to be optimistic
that the approach described here is robust and may well be a
general route to developing many-body non-additive polariza-
tion models that exceed the accuracy of any proposed so far.
We note here that there is no real difficulty in combining the
DIFF methodology with reference properties and dimer ener-
gies from more advanced methods. Indeed the present DIFF
models for water all exhibit a mild underbinding of the dimers
due to the use of SAPT(DFT) references, and they could be
easily improved using CCSD(T) references.
The price to pay for the methodology used in the DIFF
models is that the polarization models are more complex and
necessitate the development of simulation tools that can han-
dle the many-body polarization in the condensed phase in a
computationally efficient manner. The theoretical framework
needed for the DIFF models is well known [22] and has been
implemented in the Orient program [73], but the naïve im-
plementation of the classical polarization model is computa-
tionally inefficient. Considerable progress has been made in
improving the efficiency of the polarization models, most no-
tably by Lagardere et al. [50] and by Albaugh & Head-Gordon
[49]. However neither of these approaches is directly suitable
for even the simplest of the DIFF models. Nevertheless there
is nothing fundamental that stops us from improving the flex-
ibility and the computational efficiency of the classical polar-
ization models in simulation codes. And now that we can de-
velop accurate polarization models more readily, it is time we
addressed this deficiency in our computational tools and made
the necessary effort to allow simulations with theoretically
motivated force-fields rather than force theorists to simplify
the models and thereby lose in accuracy. That said, it may
still be possible to use force-matching methods [74, 75] to
construct simpler force-fields that are rigorously linked to the
underlying theoretical models (such as DIFF). Clearly there
are possibilities for moving the DIFF models to mainstream
simulations.
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IX. ADDITIONAL INFORMATION
All developments have been implemented in a developer’s
version of the CamCASP 6.0 [33] program which may be ob-
tained from the authors on request. CamCASP has been inter-
faced to the DALTON 2.0 (2006 through to 2015), NWChem,
GAMESS(US) , and Psi4 programs.
The specifications of the DIFF models are presented in
the Supplementary Information. Additionally we supply input
files suitable for use with the Orient 5.0 [73] program which
can be freely obtained. We also supply the structures of all
water clusters used in this paper so that comparisons can be
made easily should the need arise.
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2I. MODEL SPECIFICATIONS
A. DIFF functional form
The DIFF functional form is not fixed, but instead is determined by the best theoretical understanding available. At present
we utilize an anisotropic Born–Mayer functional form [1] but we have also used alternative forms [2, 3] sometimes with better
results.
Following Misquitta & Stone [1] we represent the potential Vint as
Vint =
∑
a∈A
∑
b∈B
Vint[ab](rab,Ωab), (1)
where, a and b label sites in the interacting molecules A and B, rab is the inter-site separation, Ωab is a suitable set of angular
coordinates that describes the relative orientation of the local axis systems on these sites (see ch. 12 in ref. 4), and Vint[ab] is the
site–site potential defined as
Vint[ab] = Vsr[ab] + Velst[ab] + Vdisp[ab] + Vpol[ab]. (2)
The short-range term Vsr[ab] describes the exchange–repulsion energy, the electrostatic penetration energy, and all other
short-range terms, including the charge-delocalization energy:
Vsr[ab] = G exp [−αab(Ωab)(rab − ρab(Ωab))], (3)
where ρab(Ωab) is the shape function for this pair of sites, which depends on their relative orientation described by Ωab, and αab
is the hardness parameter which will be taken to be independent of orientation. G = 10−3 hartree is a constant energy which
determines the units of Vsr[ab]. The shape-function ρab(Ωab) for site pair ab is dependent on the relative orientation of these sites
Ωab and is given by
ρab(Ωab) = ρaab(Ωab) + ρ
b
ab(Ωab) (4)
where ρaab(Ωab) =
∑
l,k ρ
a
lkClk(θa, φa) is the shape function for atom a and Clk(θ, φ) =
4pi
2l+1Yl,m(θ, φ) is a renormalised spherical
harmonic term.
The shape function ρab(Ωab) is best described in local axis systems that reflect the local symmetries of the sites a and b. These
symmetries could be approximate. For example, a convenient choice for the local z-axis at a carbon atom in a benzene molecule
might be to have it point from the carbon to the bonded hydrogen atom. With this choice of z-axis, an approximate cylindrical
symmetry may be imposed. In which case, the potential parameters would be quite simple. But we now need to transform from
these local axis systems to the global axis as the molecular configurations are defined in the global, or laboratory frame. This
transformation is done using the S -functions defined by eqs. 3.3.7 in ref. [4] and is given by (eq. 12.2.6 in ref. [4])
ρab(Ωab) =
∑
lalb jkakb
ρkakblalb jS¯
kakb
lalb j
. (5)
We do not use the most general S -function in our potentials, but only the special cases: S¯ k0l0l and S¯
0k
0ll. Since we do not use
mixed terms in the sum, this leads to a very intuitive result that the shape function of a pair of sites is the sum of the shape
functions of the individual sites. This is so because these special S -functions can be written quite simply as
S¯ k0l0l = Cl,k(θ, φ)
∗, (6)
where the renormalized spherical harmonics (in the Racah definition) are defined as
Cl,k(θ, φ) =
√
4pi
2l + 1
Ylm(θ, φ). (7)
We can use the real components of the renormalized spherical harmonics (defined below) to get
S¯ κ0l0l = Cl,κ(θa, φa), (8)
where the Greek letter κ has been used in place of k to indicate this is the real component and the angles now have subscripts a
to indicate they are the polar coordinates describing the site–site vector from a to b in the local axis system of site a. Likewise,
we define
S¯ 0κ0ll = Cl,κ(θb, φb). (9)
3Now we can write the (approximate) shape function as
ρab(Ωab) = ρa(θa, φa) + ρb(θb, φb), (10)
where
ρa(θa, φa) =
∑
lκ
ρalκCl,κ(θa, φa), (11)
with a similar expression for ρb(θb, φb).
We can interpret ρa as the shape function of site a. This is a very useful concept when developing atom–atom potentials
with the aim of transferability, where it is important to define the parameters in the potential in terms of the properties of the
atomic sites. However Misquitta & Stone [1] have argued that this interpretation is only valid at first order. When second-order
terms are included then there is a coupling between the parameters from sites a and b as would happen, for example, if there
was a strong charge-delocalization between the sites. This happens for the O..H interaction in water. So in the DIFF models we
have specific parameters sets for the O..O, H..H, and O..H interactions; i.e., transferability is not imposed. Indeed, it cannot be
imposed without compromising the accuracy of the models.
Velst[ab] is the expanded electrostatic energy:
Velst[ab] = Velst[ab]
(
rab,Ωab,Qat ,Q
b
u, β
ab
elst
)
; (12)
Qat is the multipole moment of rank t for site a, where, using the compact notation of ref. 4, t = 00, 10, 11c, 11s, · · · , and βabelst is
a damping parameter. The dispersion energy Vdisp[ab] depends on the anisotropic dispersion coefficients Cabn (Ωab) for the pair of
sites, and on a damping function fn that we will take to be the Tang–Toennies [5] incomplete gamma functions of order n + 1:
Vdisp[ab] = −
12∑
n=6
fn
(
βabdisprab
)
Cabn (Ωab)r
−n
ab (13)
The final term Vpol[ab] is the polarization energy, which is the long-range part of the induction energy [6]. Vpol[ab] depends
on the multipole moments and the polarizabilities αatu, which are indexed by pairs of multipole components tu (for details see
refs.4, 7):
Vpol[ab] = Vpol[ab]
(
Qat ,Q
b
u, α
a
tu, α
b
tu, β
ab
pol
)
. (14)
There are a few points to note about the particular form of the potential Vpol[ab]. Although formally written in the form of a
two-body potential, many-body polarization effects are included through the classical polarization expansion [4]. Also, we will
normally define the multipole moments and polarizabilities to include intramolecular many-body effects implicitly, that is, we
use the multipoles and polarizabilities of atoms-in-a-molecule, localized appropriately. To this form of the potential we could
add a three-body dispersion model, but this is not addressed in this paper.
B. Model parameters
The DIFF model parameters presented here are defined in local axis frame for each atom in the water molecule. In the notation
used in the Orient program [8] the local axes are defined to be as follows:
Axes
O z between H1 and H2 x from H1 to H2
H1 z from O to H1 x from H1 to H2
H2 z from O to H2 x from H2 to H1
End
This choice places the water molecule in the xz-plane with the z-axes on each H-atom pointing outwards, along the O-H bond,
and that for the O-atom bisecting the H-O-H angle and pointing from the O towards the H-atoms.
The DIFF models are all created for the water molecule in a fixed geometry given as (in atomic units):
O 0.00000000 0.00000000 0.00000000
H1 -1.45365196 0.00000000 -1.12168732
H2 1.45365196 0.00000000 -1.12168732
In some of the water clusters the monomer geometries differ from the one above. In this case the DIFF model parameters
presented below were moved onto the sites and the local axis system was kept the same. That is, the DIFF model parameters
were transferred, without change, to the new monomer geometries, with the local axis system and parameters kept the same.
The polarization model parameters are given in the main paper, but are reproduced below for convenience.
4Pair la lb ρ α
O O 00 00 0.575293E+010.189637E+01
00 10 −0.405000E−02
10 00 −0.405000E−02
00 20 0.166090E−01
00 22c −0.117827E+00
20 00 0.166090E−01
22c 00 −0.117827E+00
O H 00 00 0.470612E+010.193432E+01
00 10 −0.265887E+00
00 11c 0.179670E−01
10 00 −0.199970E−01
20 00 0.724500E−02
22c 00 −0.169075E+00
H H 00 00 0.376139E+010.199594E+01
00 10 −0.215258E+00
00 11c 0.483480E−01
10 00 −0.215258E+00
11c 00 0.483480E−01
TABLE I. L1pol x = 0.0 (IP)
Pair la lb ρ α
O O 00 00 0.574133E+010.189882E+01
00 10 −0.651900E−02
10 00 −0.651900E−02
00 20 0.164840E−01
00 22c −0.118650E+00
20 00 0.164840E−01
22c 00 −0.118650E+00
O H 00 00 0.471851E+010.192714E+01
00 10 −0.279558E+00
00 11c 0.190500E−01
10 00 −0.184210E−01
20 00 0.794900E−02
22c 00 −0.167358E+00
H H 00 00 0.375748E+010.200219E+01
00 10 −0.211388E+00
00 11c 0.468130E−01
10 00 −0.211388E+00
11c 00 0.468130E−01
TABLE II. L1pol x = 0.5
5Pair la lb ρ α
O O 00 00 0.572103E+010.190426E+01
00 10 −0.787800E−02
10 00 −0.787800E−02
00 20 0.166740E−01
00 22c −0.118533E+00
20 00 0.166740E−01
22c 00 −0.118533E+00
O H 00 00 0.473665E+010.191820E+01
00 10 −0.296016E+00
00 11c 0.207420E−01
10 00 −0.171990E−01
20 00 0.847100E−02
22c 00 −0.164328E+00
H H 00 00 0.375798E+010.199913E+01
00 10 −0.207660E+00
00 11c 0.449220E−01
10 00 −0.207660E+00
11c 00 0.449220E−01
TABLE III. DIFF-L1pol x = 1.0
Pair la lb ρ α
O O 00 00 0.566957E+010.194093E+01
00 10 −0.693800E−02
10 00 −0.693800E−02
00 20 0.162530E−01
00 22c −0.116227E+00
20 00 0.162530E−01
22c 00 −0.116227E+00
O H 00 00 0.477758E+010.189670E+01
00 10 −0.315240E+00
00 11c 0.248030E−01
10 00 −0.164550E−01
20 00 0.953500E−02
22c 00 −0.158684E+00
H H 00 00 0.377554E+010.196057E+01
00 10 −0.207309E+00
00 11c 0.406770E−01
10 00 −0.207309E+00
11c 00 0.406770E−01
TABLE IV. L1pol x = 1.5
6Pair la lb ρ α
O O 00 00 0.570240E+010.188230E+01
00 10 −0.288290E−01
10 00 −0.288290E−01
00 20 0.829100E−02
00 22c −0.122959E+00
20 00 0.829100E−02
22c 00 −0.122959E+00
O H 00 00 0.481023E+010.191122E+01
00 10 −0.338792E+00
00 11c 0.258230E−01
10 00 −0.721500E−02
20 00 0.115020E−01
22c 00 −0.165928E+00
H H 00 00 0.367186E+010.201785E+01
00 10 −0.135984E+00
00 11c 0.385040E−01
10 00 −0.135984E+00
11c 00 0.385040E−01
TABLE V. DIFF-L2pol x = 1.0
Pair la lb ρ α
O O 00 00 0.585650E+010.184777E+01
00 10 0.168560E−01
10 00 0.168560E−01
00 20 0.109910E−01
00 22c −0.108392E+00
20 00 0.109910E−01
22c 00 −0.108392E+00
O H 00 00 0.467033E+010.201391E+01
00 10 −0.190363E+00
00 11c 0.127970E−01
10 00 −0.126610E−01
20 00 0.400000E−04
22c 00 −0.178575E+00
H H 00 00 0.370112E+010.195166E+01
00 10 −0.166826E+00
00 11c 0.468670E−01
10 00 −0.166826E+00
11c 00 0.468670E−01
TABLE VI. L3pol x = 0.0 (IP)
7Pair la lb ρ α
O O 00 00 0.578240E+010.186982E+01
00 10 −0.879600E−02
10 00 −0.879600E−02
00 20 0.851400E−02
00 22c −0.120035E+00
20 00 0.851400E−02
22c 00 −0.120035E+00
O H 00 00 0.475443E+010.193819E+01
00 10 −0.254994E+00
00 11c 0.177050E−01
10 00 −0.421200E−02
20 00 0.604100E−02
22c 00 −0.172302E+00
H H 00 00 0.367475E+010.202611E+01
00 10 −0.157909E+00
00 11c 0.398460E−01
10 00 −0.157909E+00
11c 00 0.398460E−01
TABLE VII. L3pol x = 0.5
Pair la lb ρ α
O O 00 00 0.573132E+010.188375E+01
00 10 −0.170380E−01
10 00 −0.170380E−01
00 20 0.959900E−02
00 22c −0.122018E+00
20 00 0.959900E−02
22c 00 −0.122018E+00
O H 00 00 0.478851E+010.190116E+01
00 10 −0.308985E+00
00 11c 0.193160E−01
10 00 −0.472900E−02
20 00 0.899500E−02
22c 00 −0.169783E+00
H H 00 00 0.369505E+010.203243E+01
00 10 −0.151968E+00
00 11c 0.375710E−01
10 00 −0.151968E+00
11c 00 0.375710E−01
TABLE VIII. DIFF-L3pol x = 1.0
8Pair la lb ρ α
O O 00 00 0.566135E+010.192579E+01
00 10 −0.163670E−01
10 00 −0.163670E−01
00 20 0.108010E−01
00 22c −0.116228E+00
20 00 0.108010E−01
22c 00 −0.116228E+00
O H 00 00 0.481617E+010.187771E+01
00 10 −0.362695E+00
00 11c 0.232330E−01
10 00 −0.641400E−02
20 00 0.965000E−02
22c 00 −0.169048E+00
H H 00 00 0.374351E+010.197627E+01
00 10 −0.135674E+00
00 11c 0.385730E−01
10 00 −0.135674E+00
11c 00 0.385730E−01
TABLE IX. L3pol x = 1.5
IP DIFF
x = 0 x = 0.5 x = 1 x = 1.5
L3:
βOO 1.926 1.588 1.25 0.912
βOH 1.926 1.698 1.47 1.242
βHH 1.926 1.963 2.00 2.037
L2:
βOO – – 1.25 –
βOH – – 1.57 –
βHH – – 2.00 –
L1:
βOO 1.926 1.588 1.25 0.912
βOH 1.926 1.803 1.68 1.557
βHH 1.926 1.963 2.00 2.037
TABLE X. Polarisation damping parameters used for each model used in this work. The column titled “IP” indicates the damping based on
the ionization potential of water (see text for details), and “DIFF” indicates the optimized damping for the DIFF models. This table is also
presented in the main paper.
Pair (ab) Cab6 C
ab
8 C
ab
10 C
ab
12 β
ab
disp
O O 24.34089 489.9063 12519.45 238364.1 1.7794
O H 4.335086 55.94859 1174.193 13116.46 1.9011
H H 0.7833591 4.356823 90.61106 771.3764 2.0227
TABLE XI. Dispersion coefficients from the localized ISA-Pol model and site-site damping parameters. All terms in atomic units.
9O
t QOt
00 −0.825458
10 −0.170731
20 0.013320
22c 0.446098
30 −0.111202
32c −0.116581
40 −0.395115
42c 0.449626
44c 0.017959
H1 H2
t QH1t t Q
H2
t
00 0.413222 00 0.413227
10 0.016268 10 0.016266
11c −0.022715 11c −0.022713
20 0.026170 20 0.026166
21c −0.012333 21c −0.012333
22c 0.023062 22c 0.023061
30 0.022590 30 0.022592
31c 0.009128 31c 0.009123
32c −0.000725 32c −0.000723
33c −0.001680 33c −0.001680
40 −0.047819 40 −0.047805
41c 0.039014 41c 0.039005
42c −0.027919 42c −0.027914
43c −0.000806 43c −0.000803
44c 0.005395 44c 0.005393
TABLE XII. Non-zero components of the DF-ISA rank 4 multipole model in the local axes frame. Note that symmetry is not imposed so that
there are small differences in the multipoles on the two hydrogen sites.
TABLE XIII. αOOtu for the ISA-Pol L3pol model. Terms are expressed in the local-axis frame. Units are atomic units.
t, u αOOtu t, u α
OO
tu
10,10 6.938561067132 21s,31s −5.695850943476
10,20 0.283014503203 21s,33s −5.544559210436
10,22c 1.297065784153 22c,22c 31.003555795636
10,30 −1.924692628858 22c,30 −2.134821966453
10,32c −5.065926516432 22c,32c 6.387970997851
11c,11c 6.758614571817 22s,22s 28.975306251152
11c,21c 2.609015559476 22s,32s −5.423168252926
11c,31c 5.869123330783 30,30 197.513252679545
11c,33c −6.605301843408 30,31c −0.013502436204
11s,11s 7.522295544935 30,21c 39.341637391107
11s,21s 0.534498269999 30,33c −0.016042300561
11s,31s −3.263639064343 31c,31c 196.876749295609
11s,33s −9.492140869903 31c,32c 0.025580817673
20,20 27.634920511971 31c,33c 22.885787318830
20,22s 6.178197154040 31s,31s 194.533538449987
20,30 −1.850509303928 31s,33s 32.298750884673
20,32c −1.859913227916 32c,32c 237.101696439329
21c,21c 27.989582837200 32c,33c 0.025727884497
21c,31c 3.459918679126 32s,32s 235.740220888427
21c,33c 5.231198193522 33c,33c 258.178588469019
21s,21s 33.110619559210 33s,33s 202.634991496274
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TABLE XIV. αHHtu for the ISA-Pol L3pol model. Terms are expressed in the local-axis frame. Units are atomic units.
t, u αHHtu t, u α
HH
tu
10,10 2.133530241229 21c,30 0.491372594083
10,11c 0.014806076479 21c,31c 3.244889231824
10,21c −1.962195867167 21c,32c −0.164192398715
10,21s 0.558394807976 21c,33c 0.502961820740
10,22c −0.139007994819 21s,21s 0.862161214828
10,30 2.624600448864 21s,22s 0.067763055234
10,31c −0.387671591787 21s,31s 4.658283502883
10,32c −0.285952156735 21s,32s −0.299828269759
10,33c −0.039088323730 21s,33s 0.123635495859
11c,10 0.014806076479 22c,22c 2.258497604970
11c,11c 0.768893987100 22c,30 −0.014559136681
11c,20 −0.060959104003 22c,31c 0.073289640942
11c,21c 0.204839449553 22c,32c 1.932260882992
11c,22c 0.146065219982 22c,33c 0.846069547066
11c,30 −0.084814571913 22s,22s 2.358486780599
11c,31c 0.025623412166 22s,31s −0.083428643181
11c,32c 0.374664191337 22s,32s 2.019910136457
11c,33c −0.399931921642 22s,33s 0.526987026651
11s,11s 0.787159280680 30,30 −2.732173577046
11s,21s 0.553458688663 30,31c −0.976616012299
11s,22s 0.183476194197 30,32c 5.916676794459
11s,31s −0.581574706631 30,33c 2.459537631952
11s,32s 0.335756030493 31c,31c 11.389988339701
11s,33s −0.332939366208 31c,32c 4.464304862624
20,20 4.693088404029 31c,33c 4.569874943117
20,21c −0.677855615155 31s,31s 13.964067932662
20,22c 0.725066406875 31s,32s 3.094566951749
20,30 1.210062157884 31s,33s −0.301357361307
20,31c 1.041758490711 32c,32c 0.281721397105
20,32c 0.105983816308 32c,33c −2.903496260436
20,33c 0.018679739312 32s,32s −4.032641998208
21c,21c 1.423976650100 32s,33s 0.783324615248
21c,22c 0.121006332199 33s,33s 11.308337868268
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t, u αOOtu
10,10 6.978439619408
10,20 0.298266643849
10,22c 1.284142535503
11c,11c 6.923882571524
11c,21c 2.590522565151
11s,11s 7.712578185325
11s,21s 0.590880476972
20,20 27.998687464761
20,22c 6.115649837756
21c,21c 27.431664736301
21s,21s 33.400963369514
22c,22c 31.418111682887
22s,22s 30.005436201383
TABLE XV. αOOtu for the ISA-Pol L2pol model. Terms are expressed in the local-axis frame. Units are atomic units.
t, u αHHtu t, u α
HH
tu
10,10 2.080105897425 11s,22s 0.302067978718
10,11c 0.053116146435 20,20 4.814477514669
10,20 -1.854642739739 20,21c -0.684744785441
10,21c 0.655677997532 20,22c 0.730912286810
10,22c -0.203666996438 21c,21c 1.438600109316
11c,11c 0.712203468085 21c,22c 0.121807515267
11c,20 -0.123521050531 21,21s 0.870977300150
11c,21c 0.166372245640 21s,22s 0.064467545108
11c,22c 0.159427069532 22c,22c 2.257351971348
11s,11s 0.699536201785 22s,22s 2.378902651023
11s,21s 0.443538935284
TABLE XVI. αHHtu for the ISA-Pol L2pol model. Terms are expressed in the local-axis frame. Units are atomic units.
t, u αOOtu
10,10 6.636912518476
11c,11c 6.397939492453
11s,11s 6.746166610856
TABLE XVII. αOOtu for the ISA-Pol L1pol model. Terms are expressed in the local-axis frame. Units are atomic units.
t, u αHHtu
10,10 2.221233947114
10,11c −0.013585535815
11c,11c 1.021508106671
11s,11s 1.188309162710
TABLE XVIII. αHHtu for the ISA-Pol L1pol model. Terms are expressed in the local-axis frame. Units are atomic units.
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FIG. 1. The total interaction energy along the profile of the dimer global minimum for all DIFF models.
II. PLOTS FOR THE TWO-BODY INTERACTION
13
FIG. 2. Scatter plot of total interaction energy for all DIFF models V versus SAPT(DFT) total interaction energy E.
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A. Second virial coefficient
The second virial coefficient B(T ) is calculated using
B(T ) = −1
2
∫ ∫
(eEint/kT − 1)dΩdr3 + ~
2
24(kT )3
(
〈F2〉0
M
+
∑
α
〈Tα2〉0
Iαα
) (15)
where the first term above is the classical result B(T )Cl from integrating the Mayer function (the integration here is over separa-
tions and orientations) and the second term gives the quantum correction. Here 〈F2〉0 and 〈Tα2〉0 are the mean square force and
components of mean square torque on the molecule respectively and Iαα are the molecule’s moments of inertia.
FIG. 3. Second virial coefficient for water for all L3 models and for the x = 1.0 L2 and L1 models plotted against temperature. Experimental
data taken from Mas et al. (2000) [9].
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III. WATER CLUSTER STRUCTURES
Sources for the water cluster structures:
• (H2O)3: Two sets were used. One from Liu et al. [10] and the 600 trimer set from Akin-Ojo and Szalewicz [11].
• (H2O)6: These structures were taken from Bates & Tschumper [12].
• (H2O)16: These were from Yoo and Xantheas [13] and are also provided by Góra et al. [14] in their SI. Note that for the
boat-a structure given in these references the O and H sites are not ordered. The structure with the correct ordering is
provided below.
• (H2O)24: As for (H2O)16.
A. (H2O)16 boat-a isomer
This is the structure with the atoms ordered according to the water molecule they belong to:
48
boat-a: MP2/aug-cc-pVTZ (opt) E = -1221.536142 a.u.
O 0.12742587 1.14684972 -1.58027855
H -0.71725804 1.53849679 -1.87225414
H -0.00427839 0.17400371 -1.58650759
O 4.23247769 -0.26271901 -1.24153281
H 4.97071820 -0.25118561 -1.85737926
H 3.72092881 0.57286259 -1.40972697
O -2.42866591 2.23165734 -1.85770461
H -2.68572875 3.03888825 -2.31286191
H -2.49329627 2.42735616 -0.88330238
O -4.23429048 0.26350591 1.23919725
H -3.72176515 -0.57149271 1.40711309
H -4.97199711 0.25127986 1.85568760
O 2.76159464 2.38202662 1.41229013
H 3.27367235 1.54634517 1.57145967
H 3.16989060 3.05563656 1.96351943
O 2.52685413 -2.46453621 -0.77925849
H 1.63876110 -2.24899979 -1.11640748
H 3.10657890 -1.74710268 -1.09353796
O -2.52476503 2.46384789 0.77992184
H -1.63736906 2.24746385 1.11841417
H -3.10585832 1.74726359 1.09349706
O -2.76186721 -2.38048819 -1.41506704
H -3.27465488 -1.54522054 -1.57436672
H -3.16870741 -3.05438894 -1.96703452
O -2.79264028 -1.95698424 1.44172471
H -1.85687894 -1.75682833 1.63115432
H -2.78903010 -2.31202936 0.53726329
O 4.08043374 0.07727714 1.57432064
H 3.56805875 -0.70756435 1.83742253
H 4.32624834 -0.10262958 0.64945285
O -0.11657254 -1.55258996 -1.14833997
H -0.97416083 -1.94951222 -1.39379643
H -0.16336722 -1.46208551 -0.17107250
O 2.79243517 1.95862738 -1.44410922
H 1.85680583 1.75649358 -1.63217101
H 2.78916008 2.31417338 -0.53981244
O -4.08049979 -0.07673860 -1.57722005
H -3.56777805 0.70839215 -1.83878183
H -4.32866081 0.10305124 -0.65302683
16
O -0.12623544 -1.14911860 1.58450896
H 0.71887096 -1.54099591 1.87520218
H 0.00519896 -0.17621894 1.59153759
O 2.43054159 -2.23102984 1.85838070
H 2.49447002 -2.42706168 0.88398964
H 2.68572680 -3.03885326 2.31351095
O 0.11727910 1.55092462 1.15243575
H 0.97484648 1.94864826 1.39674109
H 0.16355228 1.45911335 0.17525371
IV. HEXAMER DATA
Model 2B-6B 2B 3B 4B 5B 6B >2B
Prism
CCSD(T)-F12 −200.957 −161.711 −36.735 −2.761 0.251 0.000 −39.245
MB-pol −201.543 −163.008 −36.568 −2.175 0.209 0.000 −38.534
DIFF-L3pol −202.522 −158.044 −40.359 −4.429 0.299 0.012 −44.478
DIFF-L2pol −201.371 −158.025 −39.561 −4.154 0.357 0.012 −43.345
DIFF-L1pol −201.491 −158.930 −38.532 −4.227 0.188 0.010 −42.560
TABLE XIX. Water hexamer isomer intermolecular energies and many-body decomposition. Reference CCSD(T)-F12 and MB-pol model
energies are from Medders et al. [15]. The columns nB show the n-body non-additive interaction energies, and the total interaction energy is
given in column “2B-6B”. The sum of the terms of 3B to 6B is given in column “>2B”. All energies are in kJ mol−1.
Model 2B-6B 2B 3B 4B 5B 6B >2B
Cage
CCSD(T)-F12 −199.869 −159.828 −37.823 −2.217 0.041 0.000 −39.999
MB-pol −200.204 −161.000 −37.363 −1.966 0.125 0.000 −39.204
DIFF-L3pol −199.435 −154.967 −40.915 −3.686 0.160 −0.025 −44.467
DIFF-L2pol −197.694 −154.743 −39.758 −3.356 0.188 −0.024 −42.951
DIFF-L1pol −198.644 −156.088 −39.077 −3.528 0.072 −0.021 −42.555
TABLE XX. Water hexamer isomer intermolecular energies and many-body decomposition. See the caption to Table XIX for an explanation
of the columns.
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Model 2B-6B 2B 3B 4B 5B 6B >2B
Book-1
CCSD(T)-F12 −198.070 −149.619 −43.764 −4.518 −0.167 0.000 −48.450
MB-pol −196.648 −149.787 −42.927 −3.849 −0.041 0.000 −46.818
DIFF-L3pol −197.651 −146.005 −44.903 −6.337 −0.355 −0.049 −51.645
DIFF-L2pol −196.382 −145.936 −44.022 −6.068 −0.308 −0.044 −50.445
DIFF-L1pol −198.735 −147.359 −44.480 −6.434 −0.409 −0.051 −51.376
TABLE XXI. Water hexamer isomer intermolecular energies and many-body decomposition. See the caption to Table XIX for an explanation
of the columns.
Model 2B-6B 2B 3B 4B 5B 6B >2B
Book-2
CCSD(T)-F12 −196.899 −150.038 −42.593 −4.184 −0.083 0.000 −46.860
MB-pol −195.853 −150.331 −41.965 −3.556 0.000 0.000 −45.521
DIFF-L3pol −196.080 −145.769 −43.950 −6.043 −0.277 −0.039 −50.310
DIFF-L2pol −194.686 −145.725 −42.989 −5.715 −0.221 −0.034 −48.961
DIFF-L1pol −196.131 −147.212 −42.741 −5.860 −0.280 −0.036 −48.919
TABLE XXII. Water hexamer isomer intermolecular energies and many-body decomposition. See the caption to Table XIX for an explanation
of the columns.
Model 2B-6B 2B 3B 4B 5B 6B >2B
Bag
CCSD(T)-F12 −195.016 −146.481 −43.639 −4.853 −0.083 0.041 −48.576
MB-pol −193.719 −147.444 −42.467 −3.765 −0.041 0.000 −46.275
DIFF-L3pol −195.552 −143.327 −44.970 −6.769 −0.531 0.047 −52.224
DIFF-L2pol −193.862 −143.275 −43.878 −6.313 −0.441 0.047 −50.586
DIFF-L1pol −195.347 −144.690 −43.828 −6.393 −0.481 0.044 −50.657
TABLE XXIII. Water hexamer isomer intermolecular energies and many-body decomposition. See the caption to Table XIX for an explanation
of the columns.
Model 2B-6B 2B 3B 4B 5B 6B >2B
Ring
CCSD(T)-F12 −193.593 −135.645 −49.664 −7.447 −0.794 −0.041 −57.906
MB-pol −190.915 −135.728 −48.701 −6.066 −0.418 0.000 −55.186
DIFF-L3pol −192.801 −134.565 −47.909 −8.854 −1.340 −0.131 −58.236
DIFF-L2pol −192.230 −134.785 −47.508 −8.563 −1.255 −0.118 −57.445
DIFF-L1pol −197.511 −136.184 −49.872 −9.725 −1.557 −0.171 −61.327
TABLE XXIV. Water hexamer isomer intermolecular energies and many-body decomposition. See the caption to Table XIX for an explanation
of the columns.
Model 2B-6B 2B 3B 4B 5B 6B >2B
Cyclic-boat-1
CCSD(T)-F12 −189.367 −133.971 −47.864 −6.819 −0.669 −0.041 −55.354
MB-pol −187.275 −133.971 −47.279 −5.648 −0.376 0.000 −53.304
DIFF-L3pol −187.391 −131.902 −46.071 −8.154 −1.149 −0.112 −55.488
DIFF-L2pol −187.222 −132.176 −45.916 −7.938 −1.087 −0.102 −55.046
DIFF-L1pol −191.391 −133.581 −47.585 −8.783 −1.301 −0.139 −57.809
TABLE XXV. Water hexamer isomer intermolecular energies and many-body decomposition. See the caption to Table XIX for an explanation
of the columns.
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Model 2B-6B 2B 3B 4B 5B 6B >2B
Cyclic-boat-2
CCSD(T)-F12 −188.949 −133.720 −47.823 −6.736 −0.669 −0.041 −55.228
MB-pol −187.275 −133.971 −47.237 −5.648 −0.376 0.000 −53.262
DIFF-L3pol −187.961 −132.491 −46.165 −8.050 −1.141 −0.112 −55.469
DIFF-L2pol −187.691 −132.736 −45.895 −7.865 −1.089 −0.103 −54.954
DIFF-L1pol −192.553 −134.151 −48.133 −8.805 −1.320 −0.141 −58.401
TABLE XXVI. Water hexamer isomer intermolecular energies and many-body decomposition. See the caption to Table XIX for an explanation
of the columns.
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V. ENERGIES FOR 16-MERS AND 24-MERS
Model 2B 3B 4B 5B >5B >4B 2B-4B 3B(opt.geom.)
4444-a
SAMBA −572.898 −135.662 −3.837 — — — −712.397 —
DIFF-L3pol −547.526 −155.976 −9.685 3.364 −0.245 3.119 −713.187 −151.447
DIFF-L2pol −546.715 −148.381 −8.565 3.175 −0.301 2.875 −703.661 −144.902
DIFF-L1pol −550.645 −157.518 −14.594 1.521 −0.320 1.201 −722.757 −153.392
4444-b
SAMBA −566.288 −141.013 −3.933 — — — −711.234 —
DIFF-L3pol −541.546 −160.606 −11.721 2.586 −0.161 2.424 −713.873 −155.949
DIFF-L2pol −540.797 −152.345 −9.809 2.756 −0.159 2.596 −702.951 −148.789
DIFF-L1pol −545.097 −162.315 −15.100 1.199 −0.181 1.018 −722.512 −158.058
boat-a
SAMBA — — — — — — — —
DIFF-L3pol −531.955 −167.257 −17.023 1.523 0.097 1.620 −716.235 −162.406
DIFF-L2pol −531.351 −159.495 −15.345 1.670 0.077 1.746 −706.191 −155.735
DIFF-L1pol −536.249 −166.501 −18.932 0.478 0.03 0.508 −721.682 −162.093
boat-b
SAMBA −556.493 −152.206 −8.481 — — — −717.18 —
DIFF-L3pol −530.607 −168.049 −17.790 1.220 0.164 1.384 −716.446 −163.180
DIFF-L2pol −530.093 −160.155 −15.766 1.528 0.16 1.688 −706.014 −156.384
DIFF-L1pol −535.048 −167.883 −18.851 0.561 0.179 0.740 −721.782 −163.425
anti-boat
SAMBA −553.288 −150.498 −11.979 — — — −715.765 —
DIFF-L3pol −530.969 −166.678 −18.956 1.207 0.288 1.495 −716.603 −161.912
DIFF-L2pol −530.696 −159.556 −17.364 1.292 0.204 1.496 −707.616 −155.802
DIFF-L1pol −534.791 −170.783 −23.615 −0.677 0.039 −0.638 −729.189 −166.228
TABLE XXVII. Decomposition of many-body energies up to four-body contributions, for each model using DIFF (i.e. x = 1) damping
compared with the SAMBA energies from Góra et al. [14]. The final column gives the 3B non-additive energies where the molecular properties
have been replaced by those from the water monomer in a conformation optimized using CCSD(T)/cc-pVTZ using the Psi4 program.
20
Model 2B 3B 4B 5B >5B 2B-4B 2B-∞B
ISOMER 316
SAMBA −801.370 −246.864 −29.292 −1077.526
DIFF-L3pol −769.749 −257.040 −43.971 −2.921 0.628 −1070.760 −1073.053
DIFF-L3pol(opt) −249.883 −42.548 −2.809
DIFF-L2pol −769.741 −244.892 −39.843 −1.996 0.676 −1054.476 −1055.796
DIFF-L1pol −778.151 −259.324 −45.453 −3.629 0.528 −1082.927 −1086.028
CC-pol-8s-NB −769.254 −191.104 −27.882 −1.460 0.360 −988.240
CCpol23+ −769.387 −214.434 −27.188 −1.339 0.314 −1011.009
ISOMER 308
SAMBA −808.048 −241.798 −28.305 −1078.151
DIFF-L3pol −772.943 −255.382 −43.003 −2.473 0.728 −1071.328 −1073.074
DIFF-L3pol(opt) −248.242 −41.597 −2.361
DIFF-L2pol −772.855 −243.089 −38.998 −1.667 0.707 −1054.941 −1055.902
DIFF-L1pol −781.169 −255.401 −45.545 −3.772 0.439 −1082.115 −1085.448
CCpol-8s-NB −773.203 −185.623 −30.882 −2.556 0.079 −989.708
CCpol23+ −773.576 −210.497 −28.125 −1.929 0.126 −1012.197
Difference: 316 - 308
SAMBA 6.678 −5.067 −0.987 0.625
DIFF-L3pol 3.194 −1.658 −0.968 −0.448 −0.100 0.568 0.021
DIFF-L3pol(opt) −1.641 −0.951 −0.448 0.463
DIFF-L2pol 3.114 −1.803 −0.845 −0.329 −0.031 0.465 0.106
DIFF-L1pol 3.018 −3.923 0.092 0.143 0.089 −0.812 −0.580
CCpol-8s-NB 3.954 −5.481 2.996 1.092 0.280 1.469
CCpol23+ 4.188 −3.941 0.937 0.590 0.188 1.188
TABLE XXVIII. Decomposition of interaction energies for two variants of the (H2O)24 tetradecahedron isomers and the differences between
them, using the DIFF models. We also present the CCpol23+, CC-pol-8s+NB and reference SAMBA results from Góra et al. [14] In the
DIFF-L3pol(opt) rows we present energies obtained using the DIFF-L3pol models with molecular properties (multipoles and polarizabilities)
replaced with those from the water monomer in a conformation optimized using CCSD(T)/cc-pVTZ using the Psi4 program.
21
[1] Misquitta, A. J.; Stone, A. J. Journal of Chemical Theory and Computation 2016, 12, 4184–4208, PMID: 27467814.
[2] Van Vleet, M. J.; Misquitta, A. J.; Stone, A. J.; Schmidt, J. R. J. Chem. Theory Comput. 2016, 12, 3851–3870.
[3] Van Vleet, M. J.; Misquitta, A. J.; Schmidt, J. R. J. Chem. Theory Comput. 2018, 14, 739–758.
[4] Stone, A. J. The Theory of Intermolecular Forces, 2nd ed.; Oxford University Press, Oxford, 2013.
[5] Tang, K. T.; Toennies, J. P. Surf. Sci. Lett. 1992, 279, 203–206.
[6] Misquitta, A. J. J. Chem. Theory Comput. 2013, 9, 5313–5326.
[7] Misquitta, A. J.; Stone, A. J. J. Chem. Theory Comput. 2008, 4, 7–18.
[8] Stone, A. J.; Dullweber, A.; Engkvist, O.; Fraschini, E.; Hodges, M. P.; Meredith, A. W.; Nutt, D. R.; Popelier, P. L. A.; Wales, D. J.
ORIENT: a program for studying interactions between molecules, version 5.0, University of Cambridge, 2019. http://www-stone.ch.
cam.ac.uk/programs.html#Orient, Accessed: Aug 2019.
[9] Mas, E. M.; Bukowski, R.; Szalewicz, K.; Groenenboom, G. C.; Wormer, P. E. S.; van der Avoird, A. J. Chem. Phys. 2000, 113, 6687–
6701.
[10] Liu, C.; Qi, R.; Wang, Q.; Piquemal, J.-P.; Ren, P. Journal of chemical theory and computation 2017, 13, 2751–2761.
[11] Akin-Ojo, O.; Szalewicz, K. J. Chem. Phys. 2013, 138, 024316.
[12] Bates, D. M.; Tschumper, G. S. The Journal of Physical Chemistry A 2009, 113, 3555–3559.
[13] Yoo, S.; Xantheas, S. S. Handbook of Computational Chemistry 2017, 1139–1173.
[14] Góra, U.; Cencek, W.; Podeszwa, R.; van der Avoird, A.; Szalewicz, K. J. Chem. Phys. 2014, 140, 194101.
[15] Medders, G. R.; Götz, A. W.; Morales, M. A.; Bajaj, P.; Paesani, F. J. Chem. Phys. 2015, 143, 104102.
