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This study presents an alternative way of estimating credit transition matrices
using a hazard function model. The model is useful both for testing the validity
of the Markovian assumption, frequently made in credit rating applications, and
also for estimating transition matrices conditioning on ￿rm-speci￿c and macro-
economic covariates that in￿ uence the migration process. The model presented in
the paper is likely to be useful in other applications, though we would hesitate to
extrapolate numerical values of coe¢ cients outside of our application. Transition
matrices estimated this way may be an important tool for a credit risk adminis-
tration system, in the sense that with them a practitioner can easily forecast the
behavior of the clients￿ratings in the future and their possible changes of state.
JEL Classi￿cation: C4, E44, G21, G23, G38.
Keywords: Firms; macroeconomic variables; ￿rm-speci￿c covariates; hazard
function; transition intensities.1 Introduction
Financial institutions use credit ratings to express their risk perception about
their clients. Credit ratings feed their internal credit scoring models, allowing
them to evaluate the current state of the quality of their balances and to calcu-
late the reserves required to provision their loan portfolios. The information they
provide constitutes therefore a useful tool for evaluating credit demands and for
asigning the corresponding interest rates to approved credits.
Moreover, within a credit risk administration system, it is crucial to be able to
forecast the behavior of the clients￿ratings in the future and their possible changes
of state. From this perspective, transition matrices constitute a fundamental tool
for ￿nancial institutions, because they measure migration probabilities among
states. Transition probabilities are at the core of modern credit risk models and
are a standard point for risk dynamics, therefore they must be estimated with rig-
urous precision using the most proper techniques available.
In many important economic applications (e.g. J.P. Morgan￿ s Credit Metrics),
transition matrices are estimated under the Markovian assumption in a discrete-
time setting using a cohort method. In a discrete and ￿nite space setting, the
probability of migrating from state i to state j is estimated by dividing the num-
ber of observed migrations from i to j in a given time period by the total number
of ￿rms in state i at the beginning of the period. One implication of this cohort
method is that if no ￿rm migrates directly from state i to j during the observa-
tion period, the estimate of the corresponding probability is zero. This is a not
desirable feature, specially when dealing with the estimation of rare event proba-
bilities which, in case of occurring, may have a deep impact.
Various studies have proposed using continuos time methodologies as an alter-
native to the cohort approach (for instance Lando (2004), and Gomez-Gonzalez
and Kiefer (2007)), which not only overcomes the problem of the zero estimates
for rare event probabilities, but also o⁄er additional advantages such as allowing
simple tests for non-Markovian behavior. Most empirical applications assume the
Markov property holds and proceed to estimate transition matrices under that
assumption. Thus, the veracity of results depends on whether or not the Markov
property holds in a particular setting1.
1The relevant question is not whether the ratings are in fact Markovian. With an absorbing
state of default the Markovian assumption essentially implies all individuals will eventually mi-
1There are several reasons why the Markov assumption is likely to fail in practice.
First, ratings tend to exhibit momentum or inertia; in other words, the longer
an individual has been rated in a particular rating, the less probable she is to
move to another rating within a period as documented, for example, in Lando
and Skodeberg (2002). Second, the business cycle in￿ uences rating dynamics, as
shown in Nickell et al. (2000). Third,if individuals are heterogeneous, migration
probabilities may depend on their individual characteristics, as documented in
Gomez-Gonzalez, Morales, Pineda and Zamudio (2007).
This study contributes to the literature on rating transition dynamics in two ways.
First, it provides evidence of non-Markovian behavior in the process of rating
transitions of commercial loans of ￿nancial institutions in Colombia2. Second, it
constructs a duration model capable of estimating more precise transition matri-
ces for this process. The methodology presented in this study can be widespread
used to calculate migration probabilities in other applications. We expect that
our qualitative results are likely to be applicable to modern banking systems gen-
erally, though we would hesitate to extrapolate numerical values of coe¢ cients
outside of our application.
The dataset used in this paper is unique. It is the result of the merge of a dataset
that includes all the individual commercial loans of the universe of ￿nancial insti-
tutions in Colombia, including their main characteristics, and a dataset contain-
ing the ￿nancial statements of the debtor ￿rms. Given this level of disagregation
and the richness of the information, it is possible to test whether individual char-
acteristics of the debtors in￿ uence the dynamics of rating migrations.
Section 2 presents the description of the data. Section 3 presents the techniques
used to construct a model useful to test the validity of the Markovian assump-
tion and to estimate the transition matrices. Section 4 presents the results of the
estimation as well as empirical tests to check the validity of the model. Finally,
Section 5 presents conclusions.
grate to the absorbing state. The question is rather whether the Markovian speci￿cation, which
provides simplicity, is adequate for the short run.
2Rigurously speaking, we test the Markovian property of ￿rst degree, i.e. we test the null
hypothesis that Pr(Xt+1 j Xt;:::;Xt￿n) = Pr(Xt+1 j Xt;:::;Xt￿k), where in general n > k and in
particular k = 0. Here fXtg represents a draw from the random process of states (the number of
states is ￿nite).
22 Description of the data
The econometric exercises presented in Section 4 of this paper use a data set re-
sulting from the merge of two data sets. The ￿rst data set contains information of
individual commercial loans, reported by Colombian ￿nancial institutions to the
Financial Superintendence (Super￿nanciera, hereafter), the regulator of Colom-
bia·s ￿nancial system. The data, reported quarterly by the institutions in the
Format 341, contains detailed information about credit characteristics, including
their ratings, from December 1998 to December 2006. The level of disaggregation
allows to analyze credit risk considering the heterogeneity existing among debtors
and credit contracts. The second data set, provided by the Superintendence of
Corporations (Supersociedades, hereafter), contains individual balance sheets re-
ported on an annual basis by an important proportion of ￿rms.
Given the richness of the data set, in this analysis the individuals are credits (not
￿rms). Each credit has a corresponding credit rating by year, and an associated
￿nancial statement. Table 1 shows the number of individuals with ￿nancial state-
ment information in the data set resulting from the merge, by year.









Covariates were constructed using both ￿rms￿balance sheets (￿rm-speci￿c vari-
ables) and macroeconomic variables. A brief description of each of the chosen co-
variates is presented below.
a). Liquidity (LIQ): Ratio of the sum of current assets, long-term investments
and long-term debtors to the sum of current liabilities, long-term ￿nancial and
laboral obligations, long-term unpaid accounts, and long term bonds. This indica-
tor measures the ￿rm￿ s long-term liquidity position.
3b). Hedging (HED): Ratio of liabilities to equity. Among the accounts considered
as equity, those corresponding to second tier capital are weighted 50%.
c). Size (SIZE): Assets of the institution divided by a common number to scale
the variable appropriately.
d). E¢ ciency (EFF): Ratio of operating expenses to assets.
e). Debt composition (COMP): Ratio of current liabilities to the sum of current
and long-term liabilities.
f). Number of relations (NUM): Number of ￿nancial institutions with which the
￿rm has a credit relation.
g). Age (AGE): Number of periods in which the ￿rm has at least one credit con-
tract with a ￿nancial institution.
h). Pro￿tability of assets (PROF): Ratio of pro￿ts to assets.
i). GDP growth (GDP): annualized quarterly growth rate of the economy.
j). Real lending interest rate (RATE): Quarterly average lending interest rate.
These ￿nancial indicators are proxies of the variables traditionally considered in
the literature. See, for instance, Audretsch and Mahmood (2005).
Most correlations between the variables were small and in no case did one exceed
0.4 in absolute value.
3 Continuous-Time Survival Analysis Methods
for estimating transition matrices
Transition matrices are widely used to estimate migration probabilities within
states. Preliminary analyses showed the presence of time heterogenity in the tran-
sition matrices estimated using both discrete time and continuous time method-
ologies. This results, not surprising at all, are in line with the ￿ndings of other
studies, such as Lando and Skodeberg (2002), who document evidence of rating
momentum, Kavvathas (2000), who ￿nds dependence of rating migrations on
macroeconomic variables, Jonker (2002) who using a data set of ratings of Eu-
ropean, USA and Japanese banks ￿nds that the country of origin matters in the
downgrading process, and Gomez-Gonzalez and Kiefer (2007) who ￿nd that both
macroeconomic and bank-speci￿c variables in￿ uence the process of bank rating
dynamics.
4In order to study further the origin of the time heterogeneities, we construct a
duration or hazard function model to evaluate the impact of several variables on
credit quality transition dynamics. This approach generalizes the more common
binary response (logit or probit) approach by modeling not only the occurrence of
the transition but the time to migration - allowing ￿ner measurement of the e⁄ect
of di⁄erent variables on migrations.
3.1 Survivor functions and hazard functions
In duration models, the dependent variable is duration, the time that takes a sys-
tem to change from one state to another. In the case of credit quality migrations,
duration is the time that it takes for a loan to change of state3.
In theory, duration T is a non-negative, continuous random variable. However,
in practice, duration is usually represented by an integer number of months, for
example. When T can take a large number of integer values, it is conventional to
model duration as being continuous (Davidson and MacKinnon, 2004).
Duration can be represented by its density function f(t) or its cumulative distrib-
ution function F(t), where F(t) = Pr(T ￿ t), for a given t. The survival function,
which is an alternative way of representing duration, is given by S(t) = 1￿F(t) =
Pr(T > t): In words, the survival function represents the probability that the du-
ration of an event is larger than a given t. Now, the probability that a state ends
between period t and t + ￿t, given that it has lasted up to time t, is given by
Pr(t < T ￿ t + ￿t j T > t) =
F(t + ￿t) ￿ F(t)
S(t)
(1)
This is the conditional probability that the state ends in a short time after t, pro-
vided it has reached time t. For example, in the case of loan quality dynamics,
it is the probability that a loan changes of state from quality i to quality j in a
short time after time t, conditional on the fact that the loan was rated i at time t.
The hazard function ￿(t), which is another way of characterizing the distribution
of T, results from considering the limit when ￿t ! 0 of equation (1). This func-
tion gives the instantaneous probability rate that a change of state occurs, given
that it has not happened up to moment t. The cumulative hazard function ￿(t) is
the integral of the hazard function. The relation between the hazard function, the
3For this paper, the (￿nite) stste space is constituted by the ￿ve loan quality cathegories
existing in Colombian banks￿balances: A, B, C, D and E.




￿(u)du = ￿log[S(t)] (2)
Some empirical studies use parametric models for duration. Commonly used dis-
tributions are the exponential, the Weibull and the Gompertz. The exponen-
tial implies a constant hazard while the Weibull admits decreasing or increas-
ing hazards. The Gompertz distribution allows non-monotonic hazard rates, but
is not particularly ￿ exible. Further, the baseline hazard in our formulation re-
￿ ects changes in conditions of the environment (regulatory changes, for instance)
common to all credits. There is no reason to think these will correspond to a
monotonic hazard, and indeed we ￿nd evidence it does not.
We begin by estimating the unconditional (raw: no covariates) survivor func-
tion, using the Kaplan-Meier non-parametric estimator, which takes into account
censored data. Suppose that changes of rating from quality i to quality j are ob-
served at di⁄erent moments in time, t1;t2;:::;tm, and that dk loans change of state
at time tk











where Yi(tk) is an indicator function that takes the value one whenever the loan is
rated i at time tk, and Nk represents the total number of loans rated i at time tk.
We performed tests of equality of the survivor function for credits of tradable
￿rms versus credits of non-tradable ￿rms for each of the transitions. In most cases
the null hypothesis was not rejected at standard con￿dence levels. Therefore, we
treated all credits as belonging to one same group.
In order to estimate the hazard function, it is ￿rst required to obtain an estima-
tion of the cumulative hazard function. The Nelson-Aalen non-parametric estima-
tor is natural for this purpose. Equation (4) shows how to compute this estima-








The hazard function can be estimated as a kernel-smoothed representation of the
4Note that in continuous time there should be no ties in time of change of state among cred-
its. Nevertheless, in practice ties are observed.





















where K() represents the kernel function, b is the bandwidth, and the summation
is over the total number of failures D that is observed (Klein and Moeschberger,
2003).
The form of the estimated hazard functions, which in all cases exhibited non-
monotonicities, shows that the most commonly used parametric models for the
distribution of duration do not seem to be appropriate for modeling the baseline
hazard of credit quality dynamics in Colombia.
3.2 Proportional hazards
Our objective is to understand how macroeconomic and bank-speci￿c variables af-
fect the conditional probability of migration between states i and j . In ordinary
regression models, explanatory variables a⁄ect the dependent variable by moving
its mean around. However, in duration models it is not straightforward to see how
explanatory variables a⁄ect duration and the interpretation of the coe¢ cients in
these types of models depends on the particular speci￿cation of the model. But
there are two widely used special cases in which the coe¢ cients can be given a
partial derivative interpretation: the proportional hazards model and the acceler-
ated lifetime model (Kiefer, 1988).
Building on the above analysis indicating that conventional candidates for para-
metric models are inappropriate, this paper estimates a proportional hazards
model in which no parametric form is assumed for the baseline hazard function.
According to a speci￿cation test (the Schoenfeld·s residual test), this assumption
seems to be appropriate for the problem of interest.









5The kernel-smoothed estimator of ￿(t) is a weighted average of these ￿crude￿estimates
over event times close to t. How close the events are is determined by b, the bandwidth, so that
events lying in the interval [t-b, t+b] are included in the weighted average. The kernel function




ij(t) denotes the transition intensity from category i to category j of credit
n; Y n
i (t) is an indicator function which takes the value 1 if the loan is rated in
category i at time t and 0 otherwise; ￿n
ij(￿ij;t;Xn(t)) is a function both of time
and of a vector of covariates of loan n at time t, denoted Xn(t). In this study,
we use time varying covariates; however, if time varying covariates are not avail-
able or if the covariates to be included do not vary during the observation pe-
riod, a vector of ￿xed covariates can be used. It is assumed that the function
￿n










ij(t) represents the baseline intensity, common to all loans, which captures
the direct e⁄ect of time on the transition intensity. For estimation purposes, a
functional form is speci￿ed for ￿(￿ij;Xn(t)), while the baseline intensity is let un-
speci￿ed (the only restriction is that it is non-negative). A functional form which
is frequently chosen for ￿(￿), the transformation function, is the exponential form,
￿(￿ij;Xn(t)) = exp(Xn(t)0￿ij), which has the advantage of guaranteeing non-
negativity without imposing any restrictions on the values of the parameters of
interest (￿
0
ijs). The model is estimated by the method of partial likelihood esti-
mation, developed by Cox (1972).
3.3 Estimation technique
In the case of speci￿cations which model the baseline hazard explicitly by mak-
ing use of a particular parametric model, estimation can be done by the method
of maximum likelihood. When the baseline hazard is not explicitly modeled, the
conventional estimation method is partial likelihood estimation, developed by Cox
(1972). The key point of the method is the observation that the ratio of the haz-












Suppose there are N observations and there is no censoring. If there are no ties,
durations can be ordered from the shortest to the longest, t1 < t2 < ::: < tN. Note
8that the index denotes both the observation and the moment of time in which
the duration for that particular observation ends. The contribution to the partial






the ratio of the hazard of the individual whose spell ended at duration tj to the
sum of the hazards of the individual whose spells were still in progress at the in-
























By maximizing equation (11) with respect to ￿, estimators of the unknown pa-
rameter values are obtained. The intuition behind partial likelihood estimation
is that without knowing the baseline hazard only the order of durations provides
information about the unknown coe¢ cients.
When there is censoring, the censored spells will contribute to the log-likelihood
function by entering only in the denominator of the uncensored observations.
Censored observations will not enter the numerator of the log-likelihood function
at all.
Ties in durations can be handled by several di⁄erent methods. In this paper, ties
are handled by applying the Breslow method. In continuous time ties are not ex-
pected. Nevertheless, given that the moment of failure in practical applications
is aggregated into groups (here months), ties are possible, and in fact they occur.
Suppose we have four individuals a1;a2;a3;a4, in the risk pool and in a certain
moment a1 and a2 change of state. The Breslow method says that, given it is un-
known which of the changes preceded the other, the largest risk pool will be used
for both changes. In other words, this method assumes that a1 changed of state
from the risk pool a1;a2;a3;a4, and a2 also changed of state from the risk pool
9a1;a2;a3;a4. The Breslow method is an approximation of the exact marginal like-
lihood, and is used when there are not many ties at a given point in time.
4 Estimation results
The model was estimated using the partial likelihood method. Results for each
transition are presented in Tables 2 to 6, which shows the values of the estimated
coe¢ cients and their standard errors. One ￿rst important conclusion from those
tables is that the null hypothesis that none of the indicators included in the model
is important in explaining the behavior of duration is clearly rejected. This pro-
vides evidence that supports the idea that credit rating migrations can be ex-
plained by di⁄erences in ￿nancial health and prudence existing across institutions.
Also, migrations vary along the business cycle, supported by the fact that the
macroeconomic variables included in the regressions are jointly signi￿cant. Thus,
transition matrices estimated without conditioning on ￿rm-speci￿c and macroeco-
nomic variables can be misleading.
Regarding the role played by individual indicators, it can be seen that the di⁄er-
ent indicators explain the inter-credit variability in the hazard rate for the di⁄er-
ent transitions. Covariates such as LIQ, SIZE, EFF and COMP are statistically
signi￿cant at conventional levels for most of the cases. However, for the purpose
of this study, the central issue is not to identify individually signi￿cant indicators;
the central point is to show that together the included covariates are signi￿cant to
explain credit migrations.
10Table 2: Transition intensities out of A
AB AC AD AE
Covariate Coef. Std.Err. Coef. Std.Err. Coef. Std.Err Coef. Std.Err.
LIQ -0.0002 0.0000 0.0007 0.0002 -0.0106 0.0012 -0.0094 0.0013
HED 0.0004 0.0043 0.0005 0.0012 -0.0008 0.0013 -0.0008 0.0001
SiIZE -0.0007 0.0001 -0.0077 0.0011 -0.0120 0.0030 -0.0121 0.0034
EFF -0.1162 0.0270 -0.3025 0.0891 -0.1465 0.1601 -1.4767 0.3359
COMP -0.0099 0.0004 -0.0127 0.0010 -0.0189 0.0021 -0.0157 0.0023
NUM 0.0322 0.0046 0.0908 0.0126 0.0126 0.0295 -0.0752 0.0360
AGE -0.0108 0.0013 -0.0281 0.0032 -0.0053 0.0066 0.0083 0.0075
GDP -0.0709 0.0054 -0.1591 0.0145 -0.1624 0.0306 -0.1100 0.0345
RATE 0.0103 0.6841 0.0477 0.0175 0.0289 0.0355 0.0534 0.0402
PROF -0.0000 0.0000 -0.0001 0.0001 -0.0000 0.0002 -0.0006 0.0003
Log-like -97287.6 -13591.7 -3161.6 -2517.8
LR ￿2(10) 1319.1 1053.8 546.4 410.2
Prob>￿2 0.0000 0.0000 0.0000 0.0000
Table 3: Transition intensities out of B
BA BC BD BE
Covariate Coef. Std.Err. Coef. Std.Err. Coef. Std.Err Coef. Std.Err.
LIQ 0.0000 0.0002 -0.0008 0.0002 -0.0053 0.0009 -0.0041 0.0015
HED 0.0008 0.0003 -0.0000 0.0002 -0.0001 0.0005 0.0002 0.0001
SiIZE 0.0003 0.0001 -0.0073 0.0007 -0.0090 0.0020 -0.0193 0.0059
EFF 0.0820 0.0206 -0.1130 0.0666 -0.2086 0.1725 -0.1528 0.2766
COMP 0.0085 0.0006 -0.0016 0.0008 -0.0015 0.0019 -0.0078 0.0031
NUM -0.0212 0.0062 0.0873 0.0106 0.0704 0.0257 0.0569 0.0442
AGE -0.0085 0.0016 -0.0274 0.0026 -0.0334 0.0057 -0.0241 0.0098
GDP 0.0788 0.0068 -0.0429 0.0116 -0.1968 0.0274 -0.1404 0.0451
RATE 0.0261 0.0090 -0.0165 0.0145 -0.0201 0.0321 -0.0019 0.0533
PROF 0.5459 0.0416 -0.0386 0.0168 -0.0523 0.0434 -0.0433 0.0690
Log-like -52009.9 -16145.2 -3000.5 -1077.6
LR ￿2(10) 1016.0 369.6 348.8 104.53
Prob>￿2 0.0000 0.0000 0.0000 0.0000
11Table 4: Transition intensities out of C
CA CB CD CE
Covariate Coef. Std.Err. Coef. Std.Err. Coef. Std.Err Coef. Std.Err.
LIQ -0.0000 0.0000 0.0006 0.0007 -0.0006 0.0002 -0.0035 0.0012
HED 0.0002 0.0001 0.0000 0.0001 0.0000 0.0000 0.0000 0.0003
SiIZE 0.0013 0.0007 0.0011 0.0005 -0.0083 0.0013 -0.0063 0.0025
EFF 0.5081 0.1148 -0.1419 0.1502 -0.0434 0.0698 0.0160 0.2058
COMP 0.0106 0.0017 0.0042 0.0016 0.0027 0.0009 0.0036 0.0025
NUM -0.1032 0.0245 -0.0573 0.0215 0.0539 0.0132 0.0922 0.0332
AGE -0.0074 0.0050 0.0171 0.0052 -0.0241 0.0030 -0.0221 0.0078
GDP 0.0246 0.0226 0.0229 0.0225 -0.0077 0.0134 -0.0785 0.0353
RATE 0.0882 0.0277 0.0595 0.0273 -0.0018 0.0168 -0.0087 0.0424
PROF 1.4237 0.2177 -0.0475 0.0526 -0.0899 0.0265 0.0327 0.1577
Log-like -4072.7 -3995.4 -10836.6 -1581.9
LR ￿2(10) 173.7 33.8 219.4 49.79
Prob>￿2 0.0000 0.0002 0.0000 0.0000
Table 5: Transition intensities out of D
DA DB DC DE
Covariate Coef. Std.Err. Coef. Std.Err. Coef. Std.Err Coef. Std.Err.
LIQ 0.0001 0.0001 0.0000 0.0002 0.0002 0.0001 -0.0000 0.0001
HED 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 -0.0006 0.0005
SiIZE 0.0007 0.0014 0.0037 0.0008 0.0007 0.0012 -0.0039 0.0012
EFF 0.0681 0.0783 -0.0677 0.0601 0.1293 0.1321 0.0159 0.0329
COMP 0.0079 0.0024 0.0031 0.0030 0.0017 0.0024 0.0049 0.0010
NUM -0.1245 0.0402 -0.0367 0.0448 -0.0973 0.0395 0.0364 0.0154
AGE 0.0061 0.0076 0.0070 0.0097 0.0303 0.0086 -0.0243 0.0034
GDP 0.1041 0.0364 -0.0784 0.0438 -0.0650 0.0359 -0.0264 0.0152
RATE 0.1839 0.0452 -0.6405 0.0526 -0.0811 0.0428 -0.0386 0.0193
PROF 0.0801 0.0596 -0.0542 0.0241 0.1511 0.0705 0.0104 0.0311
Log-like -1630.6 -1057.5 -1492.8 -7969.1
LR ￿2(10) 48.45 26.58 25.2 131.3
Prob>￿2 0.0000 0.0030 0.0050 0.0000
12Table 6: Transition intensities out of E
EA EB EC ED
Covariate Coef. Std.Err. Coef. Std.Err. Coef. Std.Err Coef. Std.Err.
LIQ 0.0000 0.0001 -0.0000 0.0004 -0.0000 0.0004 0.0000 0.0001
HED 0.0000 0.0001 0.0000 0.0002 -0.0000 0.0002 0.0002 0.0000
SiIZE 0.0007 0.0006 -0.0004 0.0029 0.0007 0.0010 0.0005 0.0007
EFF 0.0403 0.0675 -0.1878 0.4656 0.4067 0.6584 0.0204 0.1587
COMP 0.0103 0.0027 0.0018 0.0045 0.0058 0.0053 -0.0034 0.0024
NUM -0.0591 0.0490 0.0181 0.0763 0.0103 0.0813 0.0367 0.0383
AGE 0.0001 0.0090 0.0048 0.0154 0.0408 0.0196 0.0108 0.0083
GDP 0.0139 0.0413 -0.1254 0.0674 0.0355 0.0770 -0.0386 0.0361
RATE 0.1209 0.0484 -0.0862 0.0762 0.0331 0.0955 0.0046 0.0424
PROF 0.0421 0.0706 0.0134 0.1693 0.1734 0.2268 0.0539 0.0943
Log-like -1262.5 -445.0 -325.0 -1545.6
LR ￿2(10) 41.77 4.40 8.37 16.31
Prob>￿2 0.0000 0.9278 0.5925 0.0910
The duration model presented above can be used to construct credit migration
matrices conditioning on relevant covariates. The method we follow here, which
up to our knowledge has not been proposed in the related literature, is a two-step
method. In the ￿rst step, we recover the baseline hazard function at every ana-
lytic time at whichy a failure occurs, ti, following Kalb￿ eisch and Prentice (2002),
and with it we obtain transition intensities, for each possible transition and each
possible failure time. In the second step, we exponentiate the time-scaled inten-
sity matrix and obtain the transition matrix for the desired period of time. Below
we present the resulting one-year transition matrices for 1999 (one ￿ year1999 a
year of ￿nancial crisis and recession), for 2006 (one ￿ year2006 the last year of
data) and the annual average for the period 1999-2006 (one￿yearaverage). It is im-
portant to mention that all these matrices are calculated (here) using the average
values of each of the covariates included in the duration model. One interesting
exercise, that we do not present here but that can be easily done after estimating
the coe¢ cients of the model, is to stress the values of some (or all) of the covari-
ates and get transition matrices for the corresponding simulated scenarios.
13one ￿ year1999 =
0
B B B B
B B
@
0.952 0.028 0.118 0.006 0.002
0.039 0.786 0.082 0.054 0.039
0.032 0.043 0.762 0.109 0.054
0.013 0.054 0.014 0.893 0.026
0.022 0.015 0.006 0.010 0.947
1
C C C C
C C
A
one ￿ year2006 =
0
B B B B
B B
@
0.986 0.011 0.002 0.001 0.001
0.097 0.816 0.066 0.013 0.008
0.037 0.033 0.789 0.111 0.031
0.014 0.034 0.011 0.916 0.024
0.011 0.007 0.006 0.008 0.968
1
C C C C
C C
A
one ￿ yearaverage =
0
B B B B
B B
@
0.978 0.016 0.004 0.002 0.001
0.067 0.831 0.067 0.019 0.015
0.029 0.037 0.799 0.099 0.036
0.011 0.037 0.015 0.913 0.023
0.013 0.011 0.007 0.009 0.961
1
C C C C
C C
A
From the matrices above, it is clear that during the crisis transitions to worse
categories were more common than during normal times. For example, a credit
in the best rating in 1999 was 2.6 percentage points more likely to migrate out
of that category in a one-year horizon than in 2006. Similarly, upgradings were
less probable during the crisis. These results reinforce the idea that unconditional
transition matrices are likely to be misleading because they do not take into ac-
count variables related to the business cycle.
An interesting exercise would be to compare these matrices with those estimated
unconditionally under the assumtion that the stochastic process underlying rating
migrations is Markovian. Although we do not do it here, the exercise is straight
forward.
5 Conclusions
This study presents an alternative way of estimating credit transition matrices
using a hazard function model. The model is useful both for testing the validity
of the Markovian assumption, frequently made in credit rating applications, and
14also for estimating transition matrices conditioning on ￿rm-speci￿c and macro-
economic covariates that in￿ uence the migration process. The model presented in
the paper is likely to be useful in other applications, though we would hesitate to
extrapolate numerical values of coe¢ cients outside of our application.
Transition matrices estimated this way may be an important tool for a credit risk
administration system, in the sense that with them a practitioner can easily fore-
cast the behavior of the clients￿ratings in the future and their possible changes of
state.
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