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ÚVOD
Základní otázkou je, co je to vlastně rozpoznávání objektu v obraze. Pokud bychom
uvažovali např. o obrázku hrajících si dětí, kde lidé snadno rozliší postavy, poznávají
rodiče, děti, předměty, jako jsou například míče, lopatka a kbelíček, nákladní Tatra,
se kterou chlapec vozí písek. Lidé i snadno charakterizují obličej, nacházejí různé
rysy jako tvar obličeje, vrásky, tvary obočí, uší, úst a nosu, dokáží také rozpoznávat
barvy, bílá zeď, hnědá hlína, zelená tráva.
Prakticky vše, co nás zajímá, se dá označit za objekt zájmu v obraze, ať už se
jedná o jakoukoliv scénu abstraktní, konkrétní, či detail obličeje. Jedná se tedy o
nalezení konkrétního objektu v obraze, určení o koho nebo o co se jedná (v případě
osob resp. věcí) a vymezení hranic tohoto objektu.
Detekce objektu v obraze nám začíná být čím dál blíž. Ať se jedná o rozpoznání
čísel a písmen na SPZ automobilu při vjezdu do garáží, nebo vyhledávání obličeje v
databázi hledaných zločinců. Můžeme sem zařadit i varování před podezřelými oso-
bami na letišti. Nebo nám mnohem bližší praxe Ű přihlášení se do našeho operačního
systému pomocí funkce detekce obličeje.
K těmto procesům detekce, stejně jako člověk používá mozek a své znalosti (pa-
měť chceme-li), používá počítač umělou inteligenci a neuronové sítě. Jedná se o
systém algoritmů, který se na základě vstupních dat (např. dat vyňatých z předloh
obsahujících postavu a neobsahujících postavu) dokáže naučit detekovat postavu
s určitou pravděpodobností. Hlavním problémem současných metod je, že těchto
učících dat je zapotřebí tisíce, aby byla schopnost detekce na přijatelné úrovni.
V této práci byla vytvořena aplikace na detekci objektů v obraze na základě
předlohy. Práce vychází z metody histogramu orientovaných gradientů, která byla
prezentovaná v [7]. Hlavní část práce se věnuje navrženým komparátorům, kde je
porovnán testovaný histogram s histogramem vzorového objektu, a tím získán je-
den příznak pro natrénovaný model. Při tvorbě aplikace bylo postupováno různými
směry, například jedním z nich byl použití kompletní databáze MIT [6], nebo použití
100 vzorů pro natrénování modelu. Následně byly použité metody ověřeny testem
pomocí křížové validace [25], nebo i nasazením aplikace na reálné scény.
Hlavním přínosem této práce je nová metoda na extrakci příznaků histogramu
orientovaných gradientů za použití sady komparátorů. Pomocí naší metody a porov-
nání výsledků pomocí křížové validace se dosáhlo přesnosti detekce 98% za použití
algoritmu SVM. V porovnání úspěšnosti detekce se současnými metodami je prezen-
tovaná metoda na přibližně stejné úrovni (nejlepší metody dosahují 98% Ű necelých
100% úspěšnosti), ale naše metoda dosáhla této úspěšnosti na velmi malé sadě učí-
cích vzorů (100 obrázků Ű 50 pozitivních, 50 negativních) oproti 1 Ű 2 tisícům učících
vzorů pro detekci v ostatních pracích.
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Tato práce je členěna následovně. V kapitole 1 je nejprve popsáno, co to je počí-
tačové vidění, jsou zde uvedeny základy porovnávání obrazu a představena metoda
histogramu orientovaných gradientů, která je základem této práce. V kapitole 2 je
pak přiblížena vytvořená aplikace a jsou zde také blíže popisovány vytvořené me-
tody. Tím je myšlen rozbor postupu tvoření aplikace a stručný přehled vytvořených
tříd a metod. V následující kapitole 3 jsou stručně přiblíženy dosažené výsledky
práce.
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1 ZÁKLADY POROVNÁNÍ OBRAZU
Nejprve je důležité přiblížit, co to vlastně je počítačové vidění (dále jen CV). Nutno
zdůraznit, že počítač nevidí obrazy, ale pouze data, a je tedy zprvu nutné si před-
stavit obraz jako soubor čísel. Ty je možno číselně vyjádřit pomocí různých modelů,
např. v odstínech šedi (to může být 2 rozměrné pole o hodnotách buňky 0-255),
nebo RGB (pole 2x3 rozměrů: 1. rozměr - červená, 2. rozměr zelená, 3. rozměr -
modrá). Z těchto dat je již možné už určovat rozdíly.
Jako jednoduchý příklad je uveden obrázek mravence 1.1, který má ve vlastnos-
tech uvedenu velikost 1545x1024 pixelů, a užívá barevný prostor sRGB1. V jedno-
duchosti to znamená, že každý jeho pixel je vyjádřen třemi složkami: R (červená),
G (zelená), B (modrá).
Obr. 1.1: Mravenec
Je tak možné vyjádřit část obrázku 1.1 znázorněného žlutým rámem. Pokud by
byl obrázek převeden na odstíny šedi, hodnoty pixelů uvnitř části označené žlutým
obdélníkem by vypadaly jako v tabulce 1.1.
1Omezený standard RGB využívaný převážně na webovou prezentaci [26]
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Tab. 1.1: Úrovně šedi
xy 0 1 2 3 4 5 6 7 8 9
0 59 85 89 68 56 67 48 51 49 74
1 36 52 64 49 40 60 63 48 52 54
2 60 30 59 84 57 54 44 60 50 61
3 58 40 84 72 52 73 48 33 69 54
4 53 47 31 61 27 88 54 67 43 45
5 56 79 71 59 59 60 59 41 62 53
6 68 88 80 53 58 42 61 53 54 38
7 76 68 76 61 67 49 33 38 41 46
8 71 57 59 85 75 49 65 38 41 37
9 82 85 54 41 50 58 59 45 40 34
1.1 Metody porovnání obrazu
Pro jednoduchost je předpokládán obrázek v odstínech šedi, jak tomu bylo v před-
chozí kapitole. Jelikož se data sestávají z tabulky čísel, první možností, která se
sama nabízí pro hledání rozdílu mezi obrazy, je samotný matematický rozdíl, a poté
klasiĄkace výsledku. Například je tak možné získat:
• Střední kvadratická odchylka (rozptyl) Ű Mean Square Error (MSE)[15]:
MSE =
1
MN
M−1∑
m=0
N−1∑
n=0
[x(m,n)− x′(m,n)]2 (1.1)
kde M je počet pixelů v ose x, N je počet pixelů v ose y, m je pořadí pixelu v
ose x a n pořadí pixelu v ose y, x a x ′ jsou obrazová data k porovnání.
• Střední absolutní chyba Ű Mean absolute error (MAE)[15]:
MAE =
1
MN
M−1∑
m=0
N−1∑
n=0
|x(m,n)− x′(m,n)| (1.2)
• Směrodatná odchylka Ű Root Mean Square Error (RMSE)[16]:
RMSE =
√
MSE (1.3)
• Variance [10]:
s2 =
1
n − 1
n∑
i=0
|(xi − x)2| (1.4)
16
1.2 Histogram orientovaných gradientů
Histogram orientovaných gradientů (dále jen HoG) je metoda pro nalezení hran a
vytvoření tabulky pro jednotlivé buňky obrázku (o velikostech x , y pixelů). Rozho-
dujícími parametry pro správnou detekci objektu v obraze může být počet a rozměr
buněk, ale také počet košů. Tím je myšleno pole o velikosti 0 − n, kde n je počet
košů, který dělí rozmezí úhlu 0 ◦ − 180 ◦. Kupříkladu aplikace popisovaná v kapitole
2 počítá s rozmezím 6 košů, což znamená, že do nultého prvku budou spadat úhly
0 ◦ − 29 ◦.
Jak lze vidět v obrázku 1.2, tak nejprve jsou určeny koše a rozměry buněk, viz
1.2b. Pak je provedena derivace obrázku podle os (X i Y ). To se v obrazových datech
nejlépe provede pomocí konvoluce [21]:
f ≈ [−1, 0, 1] ∗ f (1.5)
Kde vektor [−1 , 0 , 1 ] je tzv. konvoluční jádro. Tím získáme velikost 1.2d:
Magnitude(x , y) = f ′x(x, y)
2 + f ′y(x, y)
2 (1.6)
a směr úhlu 1.2e pro každý pixel:
Orientation(x , y) = arctan
f ′y(x, y)
f ′x(x, y)
(1.7)
kde x a y jsou pozice pixelu v obrázku. Zbývá rozřadit vypočtené úhly do patřičných
košů každé buňky a sečíst jejich velikost. Zjištění, do kterého koše buňky spadá daný
pixel, se dá vypočítat pomocí vzorce:
bin = Orientation(x, y)/(180/n)) (1.8)
kde n je zvolený počet košů. Tím je možné se dostat k vyobrazení výsledného histo-
gramu orientovaných gradientů 1.2f, kde pro každou buňku jsou vykresleny všechny
koše.
HoG využívá mnoho prací, kterými byla tato práce inspirována. Například práce
[7], ve které je využito 16 x 16 bloků s 50% překrytím, kde blok je 2 x 2 buňky (8 x
8 pixelů). Je zde použitá kvantizace do 9 košů a vykazovaná přesnost 89 %.
V práci [22] je popsána detekce člověka po částech. Nejprve jsou detekovány v
obraze objekty jako trup, hlava, ruce, nohy, a pak je zjišťováno, zda jsou ve správné
geometrické kompozici. Teprve posléze je určeno, zda je objekt osobou či nikoli. To
však vyžaduje hodně objektů a hodně učení. Práce má přibližně 98% úspěšnost.
Ve zdroji [24] je využit HoG na detekci obličeje. Detekce obličeje je z pohledu
počítačového vidění brána jako snazší, jelikož detekovaný obličej se nevyskytuje v
tolika tvarech (osoba je detekována v jakémkoli postoji) a barvách (mnoho barev
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(a) Vzorek (b) Stanovení mřížky (c) Derivace vzorku
(d) Velikosti úhlů (e) Orientace úhlů (f) Výsledný HOG
Obr. 1.2: Postup výpočtu histogramu
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oblečení). Detekce obličeje probíhá pouze z čelního pohledu na rozdíl od detekce
osob. V této práci je vytvořena větší škála bloků s rozdílnou velikostí pro detekci
hran, na kterých je naučen trénovací algoritmus AdaBoost[13]. Po vybrání nejlepších
bloků pasujících na detekci byla vytvořena kaskáda algoritmů, kdy každý z algoritmu
mohl ukončit kaskádu. To urychlilo výpočet natolik, že výsledky se blížily reálnému
času. Systém mohl propustit od 5 do 30 snímků za vteřinu. Jako výsledek bylo
uvedeno, že účinnost je přibližně stejná jako ve výchozích pracích, ale prezentovaná
metoda je přibližně 70 krát rychlejší.
V práci [19] je popsáno, že s každým košem je zacházeno jako s vlastností a
každý koš je použit jako základní stavební element pro množinu vlastností. Je zde
použita substituce haar metody za HoG a tím je zachována rychlost. Je dosaženo
větší přesnosti (cca 99 %) než [30], ale za stávající rychlosti.
Práce [8] je zaměřena na detekci objektů v datovém toku. Tím je myšlen Ąlmový
záběr. Autoři zde použili deskriptory kombinované s HoG. Snažili se zachytit pohyb
končetin a zabránit zachycení nežádoucích pohybů. Použili kombinaci se vzhledovým
deskriptorem pro omezení chybových alarmů. Dosáhli dobrých výsledků s použitím
statických deskriptorů. Výsledná ztrátovost byla okolo 8 %.
Práce [3] je zaměřena na detekci obrazu pomocí 2 kamerových stereosystémů:
2 vzdálené infračervené kamery a 2 kamery na denní světlo. Pro detekci chodce je
scéna rozdělena na několik menších oblastí, kde je vypočítán HoG, ve kterém jsou
následně vyhledány tvary. Detekované tvary jsou pak podrobeny analýze, v níž je
rozhodnuto, zda jde o chodce, či nikoli. V práci je prezentovaná účinnost 91 % pro
detekci chodce v nočních snímcích a 80 % pro detekci denních snímků.
Práce [27] je zaměřena na kompletní systémem detekce chodce založený na me-
todě HoG aplikovatelný na infračervené snímky. V práci je nejprve rozebrána jed-
nosnímková detekce chodce pomocí histogramu a SVM klasiĄkátoru. Jako trénovací
sada jsou použity množiny 10, 100 a 1000 vzorků z množiny 2200 pozitivních a
stejného množství negativních vzorků. Prezentovaná úspěšnost pro sadu 1000 tré-
novacích vzorků je přibližně 99 %.
Práce [1] se zabývá detekcí objektů pomocí rozpoznání podobností tvarů. V první
části se práce zabývá shodou 2 bodů mezi objekty. V následující části se zaměřuje na
využití korespondujících bodů k vyrovnávací transformaci. Výsledky práce prezentují
na siluetách, známkách, ručně psaných číslicích nebo COIL [5] databázi.
Práce [12], [11] jsou zaměřeny na vyhledávání shody obrázkových struktur v
obrazech. Obrázková struktura je kolekce částí poskládaná v deformovatelné kon-
Ąguraci. KonĄgurace je reprezentována spojením mezi těmito částmi. Obrázkovou
strukturu je možno si představit jako paži deformovatelnou ve spojení, kterým je v
tomto případě kloub.
Práce [4] je založená na hledání vhodných kandidátů na části těl. Po nalezení
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vhodných kandidátů jsou tvořeny sestavy ve vhodné kompozici. Je zde uváděna vy-
soká úroveň špatné pozitivní detekce. Práce je tedy aplikovatelná pouze v některých
případech.
Práce [14] je založena na tvarové detekci aplikovatelné pro palubní zařízení uží-
vající distanční transformaci. V ní je použitá hierarchie vzorů k získání různých
objektových tvarů. Prezentovaná účinnost je 75Ű85 %.
Práce [23] se zabývá detekcí lidí ve statických obrazech založené na vlnovém vzoru
(Haarově vlnce [21]), ve které je deĄnován tvar objektu na podmínkách podmnožiny
vlnkových koeĄcientů obrazu. Je zde dokázáno, že invariance a výpočetní efektivita
dělají z vlnkového vzoru účinný nástroj s 69,6Ű81,7 % účinností detekce.
Práce [2] je zaměřena na detekci chodců pro vozidla za použití infračerveného
vidění upevněného k vozidlu s detekcí od 7 do 43,5 m. U této metody je Ąnální
validační proces založen na detekci lidských tvarů. Je zde prezentována nízká úroveň
falešně pozitivní detekce Ű 0,2 falešně pozitivní na jednu detekovanou scénu.
Práce [9] se zabývá detekcí obličeje a je rozdělena do 3 částí. V první části je
zaměřena na kompenzaci chyb při detekci obličeje způsobené absorpcí, pozicí světla
nebo změnou světelnosti. Ve druhé části je zaměřena na fúzi HoG deskriptorů růz-
ných velikostí umožňujících zachytit důležité struktury pro rozpoznání obličeje. V
třetí části je prezentována důležitost poskytnutí dimenzionální redukce k odstranění
šumu a snaha udělat proces méně náchylný na přeučení. Dále je zde uvedena schop-
nost získat významný nárůst (až 13 %) ve výkonu při rozpoznání na standardní
databázi FERRET [28].
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2 ROZBOR VYTVOŘENÉ APLIKACE
V této kapitole je uveden popis funkce aplikace. V prvé řadě je to výpočet histogramu
a následná extrakce dat z histogramu. V druhé řadě pak detekce osob ve scéně na
základě vzoru.
Zjednodušený postup extrakce dat je možné vidět na obr. 2.1. Tím je zvolení
velikosti buněk obrázku a jeho následné rozdělení do těchto zvolených buněk. Dále
následuje vypočtení HoG. Některé metody použité v této aplikaci pak využívají
přímo parametry HoG, některé před extrakcí ještě porovnají testovaný HoG s před-
lohou. Po extrakci příznaků jsou pak data předána k dalšímu zpracování, ať už ke
křížové validaci pro získání procentuální úspěšnosti zvolených metod, nebo detektoru
scény, který zpracovává detekovanou scénu.
Zjednodušený postup detekce scény je možné vidět na obr. 2.2. Zkoumaná scéna
je postupně procházena detekčním oknem. Pro každý vzorek detekčního okna jsou
extrahovány příznaky, které jsou následně předány naučenému modelu k ohodnocení.
Pozitivně označené vzorky jsou pak zobrazeny uživateli.
V prvé části této kapitoly jsou uvedeny použité knihovny, v druhé myšlenkový
postup vytvoření tříd, ve třetí podrobný popis metod extrakce, a ve zbylých třech
je popis procesu křížové validace, popis detekce scény a popis složky s ukázkami.
zkoumaný
obraz
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Obr. 2.1: Postup extrakce dat
2.1 Popis použitých knihoven
Jako nejdůležitější je knihovna ImageJ [17], která obsahuje nástroje na zpracování
obrazu pro vývoj appletů, servletů nebo aplikací:
• je OpenSource [29] nástroj psaný v jazyce Java a lze ho tedy spustit v různých
operačních systémech
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Obr. 2.2: Postup detekce scény
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• světově nejrychlejší program psaný čistě v jazyce Java určený na zpracování
obrazu
• Ąltrace orazu až 2048 ∗ 2048 pixelů v 0,1 vteřině. To je 40 milionů pixelů za
vteřinu.
• bohatá uživatelská komunita Ű více jak 1700 uživatelů a vývojářů po celém
světě udržující korespondenci
• užití maker (více jak 300 dostupných), k tomu vázaného recorderu maker a
debuggeru maker
• rozšířitelnost pomocí pluginů a vestavěného text editoru a java compileru
Jako další byly použity knihovny z balíkuRapidMiner [25], který bude rozebrán
později v sekci 2.4, a java.io [18] a to hlavně:
BuferedWriter Ű Vypíše text jako proud znaků. Ukládá znaky, pole a pole znaků
do vyrovnávací paměti. Může být použit spolu s třídou FileWriter pro zapsání
toku znaků do souboru.
FileWriter Ű Třída pro pohodlné zapisování výstupního toku do souboru.
File Ű Třída použitelná pro abstraktní reprezentaci souboru nebo cesty v kódu.
IOException Ű Třída signalizující výjimky operací se soubory.
2.2 Struktura balíku
V této práci je použita metoda HoG. V tom je zahrnuta určitá množina výpočtů,
která proto byla ponechána v jedné třídě v kořenu balíku cz.vutbr.feec.novak68/
HOG.java. Základní operace s třídou HOG.java je možné vidět v příkladě
HOGExample.java v balíku cz.vutbr.feec.novak68/ ve složce exam-
ple/. Zde jsou vytvořeny metody na zobrazení jednotlivých fází výpočtu HoG.
V HoG mohou být po výpočtu obsaženy všechny koše. To by mohlo být vhodné,
ale také by to mohlo působit rušivě, proto byly do balíku přidány Ąltry. Pro pře-
hlednost jsou Ąltry obsaženy v balíku cz.vutbr.feec.novak68.hogĄlters. Na obrázku
2.3a je vidět čerstvě vytvořený HoG. Lze si všimnout, že v jedné buňce může být
obsaženo více (někdy i všech) košů, proto byl zaveden Ąltr StrengthElement-
Filter pro vyĄltrování pouze nejsilnějších košů z buňky. Výsledek může být viděn
na obrázku 2.3b. Pro jednoduché využití všech i budoucích Ąltrů byl navržen model
s rozhraním HOGFilter.
V této fázi by se dalo říct, že se HoG nachází ve Ąnálním stádiu. Je tedy nutné
ho nějakým způsobem porovnat s trénovacím vzorem. Pro tyto účely byl vytvořen
balík cz.vutbr.feec.novak68.hogcomparators/ . Jako první lze vycházet z kapitoly
1.1 a vytvořit tak třídu porovnávající dva HoG na základě RMSE každého koše.
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(a) HoG bez Ąltru (b) HoG s Ąltrem
Obr. 2.3: Rozdíl mezi HoG s Ąltrem a bez
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Jako výsledek je použit aritmetický průměr všech košů. Takto byla vytvořena třída
SimpleHOGComparator .
Další metodou porovnání může být počet košů rovnoběžných s osou X ( Ho-
rizontalElementComparator), s osou Y ( VerticalelementComparator), porovnání
všech košů ( AllElementComparator), porovnání pouze košů nevertikální a neho-
rizontální polohy ( OtherElementComparator). Všechny tyto komparátory porov-
návající polohu prvku implementují rozhraní ElementBaseComparator .
Za předpokladu, že většina osob je ve stojící nebo ležící poloze (vertikální nebo
horizontální), lze hledat i počet symetrických prvků v osách X a Y . V ose X je to
SimpleXSymetryComparator , v ose Y je to SimpleYSymetryComparator . Je
možné také spočítat součet čtverců těchto symetrií Ű SimpleSymetryComparator .
Ve všech komparátorech symetrie je implementováno rozhraní SimpleBaseCom-
parator . Dále je možné postupovat například vytvořením třídy, ve které je porovnán
počet nejsilnějších košů každé buňky Ű SimpleStrengthComparator . Ve všech výše
popsaných komparátorech je implementováno základní rozhraní HOGCompara-
tor .
Další, co je možné udělat, je extrakce dat pro RapidMiner. Zde jsou dva zá-
kladní pohledy: extrakce dat z HoG nebo použití komparátorů. Je možné například
z každého HoG extrahovat celkovou velikost košů (tzn. výslednou sumu příspěvků
každé buňky pro každý koš). To je zahrnuto v SimpleHogbinExtractor , ale také
je možné extrahovat velikost každého koše pro každou buňku ( SimpleHogcellEx-
tractor .
Jelikož je nejlepší získat různé kombinace komparátorů vs. extraktorů pro všechny
testovací obrázky, jsou všechny instance tvořeny ve třídě SimpleHogPropertyEx-
tractor , ve které je obsažena metoda vracející data, jak pro souběžně běžící proces
aplikace RapidMiner, tak i zápis dat do souboru. Pro možnost budoucího rozšíření
je zde vytvořeno rozhraní HogExtractor a třída obsahující základní parametry pro
extrakci HoG Ű HOGbaseExtractor .
V této fázi je v aplikaci obsaženo vše potřebné pro snadnou extrakci dat do
souboru a možné další zpracování v jiných aplikacích. To by ale byl pro detekci
poněkud zdlouhavý proces, proto je knihovna RapidMiner implementována do
aplikace. Jelikož je potřeba proces inicializovat, spouštět a předávat mu data, byla
vytvořena třída myProcess v balíku cz.vutbr.feec.novak68.rapidminer/ , ve které
je výše uvedené umožněno.
Protože je získávání dat ze scény je složitější proces, je vhodné zde vytvořit uži-
vatelské rozhraní, ve kterém je skryta složitost kroků vedoucích k získání dat. Těmi
kroky jsou například rozdělení scény do malých oken podle zadaných koordinátů,
nebo vytvoření tabulky pro RapidMiner. Proto je zde vytvořena třída Image-
Facade v balíku cz.vutbr.feec.novak68.imageProcessor/ .
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Jelikož ve třídě ImageFacade jsou použity pro orientaci ve scéně určité koor-
dináty, mezi kterými jsou zahrnuty pozice detekčního okna, jeho střed, nebo i šířka
a výška, a v neposlední řadě i poměr velikosti detekčního okna k velikosti vzorového
obrázku, je zde vytvořena třída Coordinate v balíku cz.vutbr.feec.novak68.tools/
pro snazší předávání parametrů mezi objekty.
Nyní je vhodné, aby byly výše jmenované třídy skryty. Za předpokladu, že
bude známa přibližná velikost detekovaných objektů, krok, se kterým bude detekční
okno posunuto, a dále i některé vlastnosti detekce, je pro tyto případy vytvořena
třída DetectorImpl ve které je implementováno rozhraní Detector v balíku
cz.vutbr.feec.novak68.detector/ .
2.3 Popis tříd a metod
V této sekci bude podrobněji popsáno, co která třída balíku vykonává. Celkovou
strukturu vytvořené aplikace je možné vidět na obr. 2.19, obsah adresáře se vzoro-
vými spustitelnými třídami na obr. 2.20. Jako první je zde uvedena třída na výpočet
HoG, která je vytvořena podle [7]. Třída VarianceComputer v sekci 2.3.8 byla
inspirována bulletinem [10], ostatní prezentované třídy byly navrženy a vytvořeny
pro tuto aplikaci.
2.3.1 Kořenový balík
(a) HoG (b) Support
Obr. 2.4: Obsah balíku novak68
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V tomto balíčku jsou umístěny třídy HOG a Support. Ve třídě Support je
obsažena pouze jediná statická metoda matrixMultiply(Matice A, Matice B), která
slouží pro vynásobení 2 matic prvek po prvku. Viz rovnice 2.1.
Cm,n = Am,n. ∗ Bm,n =


a1,1 · b1,1 a1,2 · b1,2 · · · a1,n · b1,n
a2,1 · b2,1 a2,2 · b2,2 · · · a2,n · b2,n
...
...
. . .
...
am,1 · bm,1 am,2 · bm,2 · · · am,n · bm,n


(2.1)
Výpočet histogramu je podrobně uveden v kapitole 1.2, proto je zde uveden
pouze odkaz na UML diagram třídy se seznamem veřejných metod Ű obr. 2.4a. Jako
zásadní metoda je zde uvedena compute(), ve které je proveden výpočet histogramu
podle kapitoly 1.2. V případě použití Ąltru je metodě useFilter(HOGFilter) pře-
dán Ąltr, který je ihned použit na daný HoG. Ostatní metody jsou zaměřeny na
graĄcké zobrazení vypočtených výsledků, až na metodu getMagnitude(int, int, int),
jejíž návratová hodnota je velikost koše, který je speciĄkován vstupními parametry.
Návratovou hodnotou metody getCells() je vypočtený histogram. V metodě getI-
mageSize() je užita jako návratová hodnota velikost obrázku použitého k výpočtu
histogramu, a v metodě normalizeL2() je aplikována na HoG L2 normalizace popi-
sovaná v [7].
2.3.2 Balík Ąltrů
Obr. 2.5: HogFilter
V balíku cz.vutbr.feec.novak68.hogĄlters/ je obsažen pouze jediný Ąltr, ale je
počítáno s rozšířením tohoto balíčku o další Ąltry v budoucnu, proto je v aplikaci
implementováno rozhraní HOGFilter . Vytvořeným Ąltrem je StrengthElement-
Filter , ve kterém jsou procházeny všechny koše v každé buňce a ponechány pouze
vítězné koše. Ostatní jsou nulovány, viz následující obrázek, nebo obr. 2.3.
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(b) Obsah koše po
Obr. 2.6: Účinek Ąltru StrengthElementFilter
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2.3.3 Balík komparátorů
Nejpočetnější skupinou je skupina komparátorů. Ty je možné rozdělit do 4 skupin:
• porovnání HoG
• porovnání jednotlivých elementů
• porovnání na základě symetrie
• ostatní metody porovnání
Porovnání HoG
Obr. 2.7: SimpleHogComparator
Tento jednoduchý komparátor je založený na metodě MSE a RMSE blíže ro-
zebrané v sekci 1.1. Komparátor je pouze upraven pro použití na histogram místo
použití na obrázek. Zde je uveden výpočet pro jediný koš:
MSE(a) =
1
MN
M−1∑
m=0
N−1∑
n=0
[x(m,n, a)− x′(m,n, a)]2 (2.2)
kde M ,N jsou pozice buňky a a je pozice koše. Tímto se vypočte MSE pro všechny
koše, a dále se z nich vypočte RMSE:
RMSE =
1
amax
amax−1∑
a=0
√
MSE(a) (2.3)
kde a je pořadí koše a amax je celkový počet košů.
Porovnání elementů
Tato skupina pracuje na principu porovnání prvků. Ve třídě HorizontalElement-
Comparator je vypočítán počet prvků v nultém koši nad celým HoG, a následně
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Obr. 2.8: ElementBaseComparator
porovnán s druhým HoG. Pro každý nenulový prvek je zvýšena hodnota o 1:
Horizontal =
X−1∑
x=0
Y−1∑
y=0
HoG1 (0 )−
X−1∑
x=0
Y−1∑
y=0
HoG2 (0 ) (2.4)
kde x a y jsou pozice buněk v HoG. Ve třídě VerticalElementComparator je
postupováno obdobně s tím rozdílem, že koš, který je použit, je vypočítán buď jako
polovina počtu košů, nebo jako nejbližší vyšší a nižší číslo poloviny košů. V tomto
případě by byly použity oba koše pro součet prvků. Pro každý nenulový prvek je
zvýšena hodnota o 1. Zde je uveden příklad výsledné komparace:
Vertical = VERTICAL1 − VERTICAL2 (2.5)
Ve třídě AllElementsComparator je procházen HoG, a pro každý nenulový
prvek je zvýšen výsledek o 1. Jako výsledek komparace je tedy použit rozdíl počtu
nenulových prvků:
AllElements = Elements1 − Elements2 (2.6)
Ve třídě OtherElementsComparator jsou využity výsledky předchozích kom-
parátorů:
OtherElements1 = AllElements1 − VERTICAL1 − Horizontal1 (2.7)
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Následně jsou pak tyto výpočty použity pro výslednou komparaci:
OtherElements = OtherElements1 −OtherElements2 (2.8)
U každého porovnání elementů je možné nastavit práh. Význam prahu je odstra-
nit hodnoty nacházející se pod tímto prahem. V aplikaci je tento práh nastavený
vždy na hodnotu 1000, čili slabý a nevýrazný prvek je brán jako 0.
Porovnání na základě symetrie
Obr. 2.9: SymetryBaseComparator
Všechny tyto komparátory jsou zaměřeny na získání počtu prvků, které jsou na-
vzájem v osové symetrii. Tyto prvky musí být obsaženy nejméně 4 krát. To znamená
2 na jedné straně osy a 2 na druhé straně osy. Zde je uvedena část kódu pro Sim-
pleXSymetryComparator jako příklad (z důvodu lepší čitelnosti byl použit znak "_"
pro zalomení dlouhého řádku, kód tedy není v této podobě funkční):
Výpis kódu 2.1: Ukázka části kódu výpočtu prvků v X symetrii
boolean [][][] cellsMask = new boolean[cells.length] _
[cells [0]. length ][ cells [0][0]. length ];
for (int x=0;x<cells.length; x++)
for(int y=0;y<cells [0]. length;y++ )
for(int a = 0; a<cells [0][0]. length;a++)
if(cells[x][y][a] > threshold ){
for (int y2 = y+1;y2 <cells [0]. length;y2 ++)
if(cells[x][y2][a] > threshold ){
for(int x2=x+1;x2 <cells.length;x2 ++){
if(cells[x2][y][a] >threshold && _
cells[x2][y2][a]> threshold && _
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cells[x][y2][a]> threshold ){
// znamena , ze se ulozi vzdy 2 nasledujici
cellsMask [x][y][a]=true;
cellsMask [x2][y][a]=true;
cellsMask [x][y2][a]=true;
cellsMask [x2][y2][a]=true;
}
else{
break;
}
}}}
Z kódu je lépe zřejmé, že jsou vždy kontrolovány 4 prvky. To znamená 2 na jedné
straně osy a dva na pomyslné druhé straně. V případě nalezení jisté symetrie je vy-
plněna maska o velikosti HoG, a po skončení hledání symetrických prvků je výsledná
maska sečtena Ű výsledný počet prvků v symetrii v ose x . Výsledek komparátoru je
pak dán rozdílem symetrických prvků v ose x :
XSymetryComparator = XSymetry1 − XSymetry2 (2.9)
Obdobně pracuje SimpleYSymetryComparator s rozdílem přehození os, ve
kterých je hledaná shoda. Jako poslední komparátor hledající symetrii je uveden
SimpleSymetryComparator , ve kterém jsou kombinovány předchozí 2 kompará-
tory.
SymetryComparator =
√
XSymetryComparator2 − YSymetryComparator2 (2.10)
I u komparátorů porovnávajících symetrické prvky lze nastavit práh, a tím odĄltro-
vat nízké prvky. V prezentované aplikaci jsou nastaveny na 1000 .
Ostatní metody porovnání
Mezi ostatní metody je možné zařadit pouze jeden komparátor Ű SimpleSthren-
ghtHOGComparator . U této metody je na HoG nejprve aplikován Ąltr 2.5 na získání
pouze největších košů buňky, a poté jsou porovnány příslušné prvky:
Strength = STRENGTH1 − STRENGTH2 (2.11)
kde STRENGTH1 a STRENGTH2 je počet nenulových prvků HoG po použití Ąltru.
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Obr. 2.10: SimpleSthrenghtHOGComparator
2.3.4 Balík na extrakci dat
Jak již bylo psáno výše, obsah tohoto balíku je zaměřen na extrakci dat pro aplikaci
RapidMiner. Jedná se tedy o rozhraní mezi HoG a daty. Extraktor může využívat
jak samotná data HoG, tak použít data komparátoru.
HoG Extractor
Komparátor
data
Obr. 2.11: Spojení HoG vs. data
Nejprve budou představeny extraktory, které využívají pouze data z vypočteného
histogramu. Těmi jsou SimpleHOGbinExtractor a SimpleHOGcellExtractor .
(a) SimpleHOGbinExtractor (b) SimpleHOGcellExtractor
Obr. 2.12: Extraktory využívající HoG
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Ve třídě SimpleHOGbinExtractor je procházen celý histogram, a v případě
nalezení prvku většího než nastavený práh, je přičtena k výsledku 1. To znamená,
že výsledek je počet všech prvků košů Ąltrovaných pouze nastaveným prahem:
binExtractor(x, y, a) =
X−1∑
x=0
Y−1∑
y=0
A−1∑
a=0


1, HoG(x, y, a) > threshold
0, HoG(x, y, a) < threshold
(2.12)
kde x a y je pozice prvku v histogramu, a a je koš. Ve třídě SimpleHOGcellEx-
tractor je provedena také kontrola každého prvku, ale data nejsou sečtena. Každý
prvek je uložen do pole. Dalo by se to znázornit obdobným vzorcem za předpokladu
rozložení histogramu do jedné osy:
cellExtractor(x) =
X−1∑
x=0


1, HoG(x) > threshold
0, HoG(x) < threshold
(2.13)
V této třídě je obsažena ještě jedna metoda, a to číselná extrakce, kdy je extrahována
hodnota každého prvku, která je vyšší než nastavený práh.
Obr. 2.13: Hlavní extraktor
Třída SimpleHogPropertyExtractor je brána jako hlavní třída k extrakci dat.
Jsou uvnitř vytvářeny instance předchozích extraktorů a všech komparátorů. V
metodě extractProperies(ImagePlus img, char folder) je extrahován histogram vy-
počtený z daného obrázku img, a na první pozici dat je umístěn znak folder. V této
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metodě jsou z extraktorů přebírána data v podobě textového řetězce, z kompará-
torů v podobě čísla. Data jsou následně ukládána do textového souboru, kde každá
položka je oddělená znakem ",". Naopak v metodě extractProperies(ImagePlus img,
MyProcess process, String coordinates, boolean useVariance) je pracováno s celou
scénou. V metodě je vypočten HoG v místě určeném koordináty coordinates a data
jsou předána danému procesu. V závislosti na hodnotě useVariance je na konec dat
přidána hodnota variance (viz rovnice 1.4) obrázku či nikoliv.
Comparator
1
Comparator
2
· · · Comparator
n
BinExtractor CellExtractor
PropertyExtractor
data
Obr. 2.14: Funkce hlavního extraktoru
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2.3.5 Balík detektor
Jak již bylo popsáno výše, Detector je použit pro snadné detekování objektů ve scéně.
Jeho diagram lze vidět na obrázku 2.15. Pro jeho použití stačí zavolat konstruktor s
patřičnými argumenty, jako jsou např.: hodnota prahu pozitivní i negativní detekce,
hodnota kroku detekčního okna a poměrná velikost detekčního okna k velikosti de-
tekované scény. Další argumenty jsou booleovského typu a určují, zda a jak se mají
prahy použít, nebo zda se má počítat variance detekčního okna. V této třídě je obsa-
žena pouze jediná metoda detect(ImagePlus sourceImage), ve které je inicializován
kvaliĄkační proces, daná scéna je poslána objektu ImageFacade, a po zpracování
scény je spuštěn kvaliĄkační proces. Po skončení kvaliĄkačního procesu jsou prochá-
zena označená data, ve scéně jsou označeny pozitivní detekce, a následně je označená
scéna zobrazena uživateli.
Obr. 2.15: Detector
2.3.6 Balík imageProcessor
V tomto balíku je obsažena třída ImageFacade, ve které se nacházejí metody slou-
žící pro usnadnění operací s obrazem. Její uml diagram lze vidět na obr. 2.16. V této
třídě je vytvořen přetížený konstruktor, který je určen pro dva způsoby využití. Je-
den ImageFacade (ImagePlus, BuferedWriter, BuferedWriter,double, double) je pro
použití spolu s knihovnou BuferedWriter pro extrakci do souboru, druhý (Image-
Facade (ImagePlus,double, double) je pro vytvoření datové sady pro proces aplikace
RapidMiner. Hned při vytváření objektu ImageFacade jsou vypočteny všechny
možné pozice detekčního okna pro extrakci dat. Návratová hodnota metody getI-
mage(int[]) je obraz na pozici int{x, y}. Dále je zde uvedena metoda extractAll(), ve
které jsou buď extrahovány příznaky ze všech předem vypočítaných oken, a zapsány
do souboru, nebo v případě varianty s argumentem MyProcess předány vypočtené
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příznaky danému procesu. Metody getNextImage() a hasNextImage jsou použity pro
procházení pole souřadnic vypočtených při vytváření objektu.
Obr. 2.16: ImageProcessor
2.3.7 Balík rapidminer
Další důležitou součástí aplikace je obsah balíku cz.vutbr.novak68.rapidminer . Zde
se nachází třída MyProcess, ve které je zahrnuta operace s aplikací RapidMiner.
Tím je myšlen například vytvoření procesu, vytvoření hlavičky tabulky dat, přidání
dat do tabulky, spuštění kvaliĄkačního procesu.
V konstruktoru třídy MyProcess(boolean useVariance) je možno si zvolit, zda má
jít o proces využívající varianci obrázku jako další příznak pro klasiĄkátor. Hlavními
metodami jsou runProcess() a přetížená metoda addValues(...). V metodě runPro-
cess() je spuštěn kvaliĄkační proces pro předem vytvořenou datovou sadu a její
návratovou hodnotou je datová sada oznámkovaná. V metodě addValues(...) jsou
přidávána data do vstupní tabulky procesu. Tato tabulka musí být vyplněna před
samotným spuštěním procesu. Zde je možno zvolit jednu z možných variant podle
toho, zda do dat zahrneme i varianci, nebo ne.
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Obr. 2.17: MyProcess
2.3.8 Balík tools
V balíku cz.vutbr.novak68.tools jsou obsaženy pomocné třídy Coordinate a
VarianceComputer , viz obr. 2.18. Třída Coordinate je použita jako přepravní
třída pro snadnou manipulaci s koordináty detekčního okna. Jsou v ní obsaženy
souřadnice levého horního rohu, souřadnice středu detekčního okna, dimenze detekč-
ního okna a poměr jeho velikosti k základnímu vzorovému obrazu. Všechny atributy
této třídy jsou veřejné, ale zároveň konečné a neměnné. Jsou použity ke zpracování
oznámkovaných dat příchozích z výstupu kvaliĄkačního procesu MyProcess, jehož
instance je ve třídě DetectorImpl, kde jsou koordináty po analyzování dat převe-
deny právě na tuto formu pro snadnou manipulaci. Dále pak předány metodám k
označení pozitivní detekce ve scéně.
Jako další je zde uvedena třída VarianceComputer . V této třídě je prováděn
výpočet variance daného obrázku:
(a) Coordinate (b) VarianceComputer
Obr. 2.18: Obsah balíku tools
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2.4 RapidMiner Ű křížová validace
Program RapidMiner je používán pro prediktivní analytiku [25]. Je v něm ob-
saženo množství učících algoritmů a nástrojů k dolování dat (Data mining), jako
jsou například mřížková optimalizace, optimalizace pomocí generace nebo optimali-
zace pomocí selekce. Vzhledem k malé množině testovacích obrázků je použita pro
porovnání úspěšnosti navržených metod křížová validace. Pro křížovou validaci je
zapotřebí mít data pozitivní i negativní. To znamená data, kdy HoG byl vytvořen
z obrazu postavy, a data, kdy byl vytvořen z čehokoli jiného. Princip je naznačen
na obrázku 2.21. Jako první jsou data rozdělena na 10 rovných dílů (díly [1] Ű [10]),
poté je vybrán 1. díl, který slouží pro ověření úspěšnosti učícího algoritmu, a zby-
lých 9 dílů slouží jako data pro natrénování algoritmu. Ve chvíli, kdy je algoritmus
naučen na data, je postoupeno k testování na vybrané části dat. Výsledkem tes-
tování je úspěšnost vyhodnocení. Poté je vybrán další díl dat jako testovací, a na
zbylých 9 dílech je algoritmus natrénován. Po skončení deseti cyklů jsou výsledky
zprůměrovány:
Performance =
K∑
k=1
Performancek (2.14)
2.5 Zdrojová složka example/
Poslední část, která by zde měla být uvedena, je složka example/ , ve které jsou
obsaženy 2 třídy. Třída HOGexample obsahující pokusné kódy, ve které je uvedeno
vytvoření histogramu a jeho graĄckého zobrazení, a třída GetProperties, ve které je
obsažena metoda main(), je tedy spustitelná, a je v ní vytvářena instance hlavního
extraktoru SimpleHogPropertyExtractor. V tomto extraktoru byla v rámci práce
řešena extrakce dat použitá pro křížovou validaci. Zde byly za pomocí komentářů
vybrány pouze ty metody, které budou uvedeny v závěru. Vzorová část kódu je zde:
Výpis kódu 2.2: Ukázka části kódu třídy SimpleHogPropertyExtractor
// finStr.append( binExtractor . extractProperies ( hogTest ));
// finStr.append (", ");
// finStr.append( cellExtractor . extractProperies ( hogTest ));
// finStr.append (", ");
finStr.append( simpleC . getDistance (hogTrain , hogTest ));
finStr.append(", ");
finStr.append( strenghtC . getDistance (hogTrain , hogTest ));
finStr.append(", ");
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V tomto kódu je uveden příklad, jak se pomocí objektu StringBuilder sestavují
data. Vytváření instancí objektů v této třídě je naznačeno také v uml diagramu A.1
v příloze A.
Další podstatnou třídou v této aplikaci je Separe, ve které je vytvářena in-
stance objektu Detector pro všechny testovací scény uložené ve složce data/-
test/ . V tomto detektoru je spouštěn kvaliĄkační proces pro každou scénu, jsou zde
vyznačeny detekované objekty a výsledek je zobrazen uživateli.
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src/
cz.vutbr.feec.novak68/
HOG.java
Support.java
cz.vutbr.feec.novak68.detector/
Detector.java
DetectorImpl.java
cz.vutbr.feec.novak68.extractors/
HOGbaseExtractor.java
HOGextractor.java
SimpleHOGbinExtractor.java
SimpleHOGcellExtractor.java
SimpleHogPropertyExtractor.java
cz.vutbr.feec.novak68.hogcomparators/
AllElementComparator.java
ElementBaseComparator.java
HOGComparator.java
HorizontalElementComparator.java
OtherElementComparator.java
SimpleHogComparator.java
SimpleSthrenghtHOGComparator.java
SimpleSymetryComparator.java
SimpleXSymetryComparator.java
SimpleYSymetryComparator.java
SymetryBaseComparator.java
VerticalElementComparator.java
cz.vutbr.feec.novak68.hogfilters/
HOGFilter.java
StrengthElementFilter.java
cz.vutbr.feec.novak68.imageProcessor/
ImageFacade.java
cz.vutbr.feec.novak68.rapidminer/
MyProcess.java
cz.vutbr.feec.novak68.rapidminer.tols/
FoundedObject.java
cz.vutbr.feec.novak68.tools/
Coordinate.java
cz.vutbr.feec.novak68.utilities/
VaianceComputer.java
Obr. 2.19: Navržená struktura balíku
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example/
cz.vutbr.feec.novak68/
CreatingExampleTables.java
GetProperties.java
HOGExample.java
Separe.java
StartRM.java
Temp.java
Obr. 2.20: Vzorové třídy
[1] [2] [3] [4] [5] [6] [7] [8] [9] [10]
k=1
Testování Učení
k=k+1
Obr. 2.21: Princip křížové validace
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3 VÝSLEDKY
Pro získání přehledu o účinnosti zvolených metod byl použit program Rapid Miner [25].
S jeho pomocí bylo možno na získaných datech natrénovat tyto algoritmy: rozho-
dovací strom, náhodný les, k-NN, SVM, neuronové sítě, lineární regrese. Úspěšnost
rozhodování algoritmů je uvedeno v tabulce 3.1. Seznam metod je uveden v příloze
A.
Tab. 3.1: Úspěšnost detekce v procentech pro metody AŰO
Rozhodovací
strom
K-NN Lineární
regrese
Neuronová síť SVM
A 39.50 91.50 96.00 98.00 98.00
B 52.00 68.00 72.00 76.00 67.00
C 52.00 82.00 70.00 74.00 76.00
D 52.00 79.00 85.00 89.00 52.00
E 52.00 71.00 55.00 55.00 52.00
F 52.00 70.00 81.00 76.00 73.00
G 52.00 76.00 77.00 74.00 88.00
H 52.00 68.00 79.00 79.00 75.00
I 52.00 70.00 91.00 77.00 52.00
J 52.00 70.00 88.00 83.00 52.00
K 52.00 71.00 51.00 61.00 52.00
L 52.00 72.00 54.00 58.00 52.00
M 52.00 70.00 77.00 78.00 66.00
N 52.00 70.00 88.00 85.00 52.00
O 52.00 70.00 53.00 58.00 52.00
Jak lze vidět z tabulky, největšího úspěchu detekce bylo dosaženo s pomocí me-
tody A (žlutě zvýrazněný řádek) a algoritmů SVM a neuronové sítě. Dalším úspě-
chem by mohla být metoda I a algoritmus lineární regrese, ale z ostatních výsledků
je spíše patrné, že došlo k zavedení chyby do výpočtů. Přehled úspěšnosti lze vidět i
na obr. 3.1, kde stabilního výsledku dosahuje již zmíněná metoda A, metody B a C
(cca 70% Ű 80%) a metodaG (cca 75%). Dále lze vidět, že po použití Ąltru u metody
B byly výsledky spíše zhoršeny. Metoda B sestává ze základního setu komparátorů
za předchozího použití Ąltru silných prvků. Lze tedy soudit, že použití Ąltru silných
prvků tedy nebylo správnou cestou, a ostatní kombinace, ač s větším počtem dat,
spíše detekci zhoršily.
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Obr. 3.1: Graf míry úspěšnosti jednotlivých metod při křížové validaci
Vzhledem k tomu, že neúspěšnější metoda byla metoda A obsahující pouze sadu
9 komparátorů, bylo dále využito především této metody. K testování byl použit
model natrénován na 50 pozitivních vzorků (chodci ve stejném úhlu jako vzor) a 50
negativních vzorků. Výsledek testu na konkrétních scénách je uveden na obrázku 3.2,
kde je na levé ose y uveden součet všech chybných pozitivních detekcí, na straně
pravé součet všech chybných negativních detekcí vzhledem k nastavenému prahu
zvoleného SVM modelu. Výsledek detekce je možné vidět na obrázku 3.3.
Další snahou bylo tyto výsledky vylepšit zvětšením databáze trénovacích vzorů.
K tomu byla použita kompletní databázi MIT [6]. Z obrázku 3.4 lze vidět, že vý-
sledek se rapidně zhoršil. Proto byla tato trénovací množina zavržena a bylo při-
stoupeno zpět k množině původních 100 vzorků, ale s použitím variance obrázku.
Při testech této metody opět nebylo dosaženo očekávaného úspěchu, jak ukazuje
graf 3.6. Proto byla použita normalizace L2 popsaná v [7]. S použitím normalizace
bohužel zdaleka nebylo dosaženo takových úspěchů jako v předchozích případech a
detektor nebyl schopen správně detekovat. Viz obrázek 3.8
Jako nejlepší možné řešení ze všech provedených pokusů se jevil model natréno-
vaný na 100 trénovacích vzorech bez použité normalizace, nebo přidaných příznaků
3.2. Bohužel je zde jistá nepřesnost týkající se objektů v nepředvídané kompozici,
jako je např. obrázek 3.3c. Dále je možné vidět chybnou pozitivní detekci na obr.
3.3b, kde by se dal detekční práh zpřísnit pro daný případ použití, či obr. 3.3f, kde
by pomohlo také zpřísnění detekčního okna, nebo popř. metody na předzpracování
obrazu, které odstranily pozadí za případným detekovaným předmětem.
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Falešně pozitivní detekce Falešně negativní detekce
Obr. 3.2: Počet chybných detekcí s naučeným modelem na 100 trénovacích vzorů
otestovaným na 25 scénách
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(a) Vzorek č. 02 (b) Vzorek č. 03
(c) Vzorek č. 10 (d) Vzorek č. 13
(e) Vzorek č. 20 (f) Vzorek č. 24
Obr. 3.3: Výsledek detekce za použití 100 trénovacích vzorů a nastavení prahu 75 %
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Obr. 3.4: Počet chybných detekcí s naučeným modelem na kompletní databázi MIT
otestovaným na 25 scénách
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(a) Vzorek č. 02 (b) Vzorek č. 03
(c) Vzorek č. 10 (d) Vzorek č. 13
(e) Vzorek č. 20 (f) Vzorek č. 24
Obr. 3.5: Výsledek detekce za použití MIT databáze a nastavení prahu 75 %
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Falešně pozitivní detekce Falešně negativní detekce
Obr. 3.6: Počet chybných detekcí s naučeným modelem na databázi 100 trénovacích
vzorů s použitím variance otestovaným na 25 scénách
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(a) Vzorek č. 02 (b) Vzorek č. 03
(c) Vzorek č. 10 (d) Vzorek č. 13
(e) Vzorek č. 20 (f) Vzorek č. 24
Obr. 3.7: Výsledek detekce za použití databáze se 100 vzory s přidanou variancí a
nastaveným detekčním prahem na 75 %
50
(a) Vzorek č. 02 (b) Vzorek č. 03
(c) Vzorek č. 10 (d) Vzorek č. 13
(e) Vzorek č. 20 (f) Vzorek č. 24
Obr. 3.8: Výsledek detekce za použití databáze se 100 vzory s použitím L2 norma-
lizace a nastaveným detekčním prahem na 70 %
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4 ZÁVĚR
Úkolem této práce bylo seznámit se s metodami vyhledávání objektů v obraze a
navrhnout vlastní metody na detekci objektu v obraze pomocí předlohy. Práce vy-
cházela z metody histogramu orientovaných gradientů. Další metody, kterými je tato
práce inspirována, byly popsány v 1. kapitole. V následující 2. kapitole byla popsána
vytvořená aplikace implementující metodu histogramu orientovaných gradientů s po-
pisem metod extrakce příznaků, které byly v rámci práce vytvořeny. Tyto metody
byly následně ověřeny pomocí křížové validace. Nejúspěšnější metoda křížové vali-
dace byla následně otestována na reálných scénách s použitím různých trénovacích
sad.
Hlavním přínosem této práce je nová metoda na extrakci příznaků histogramu
orientovaných gradientů za použití sady komparátorů. Pomocí navržené metody a
následného porovnání výsledků křížové validace bylo dosaženo přesnosti detekce
98 % za použití algoritmu SVM. V porovnání úspěšnosti detekce se současnými
metodami je naše metoda na přibližně stejné úrovni (nejlepší metody dosahují 98 %
Ű necelých 100 % úspěšnosti), ale naše metoda dosáhla této úspěšnosti na velmi
malé sadě trénovacích vzorů (100 obrázků Ű 50 pozitivních, 50 negativních) oproti
1Ű2 tisícům trénovacích vzorů pro detekci v ostatních pracích.
Při testech na reálných scénách metoda vykazovala určitou chybovost v oblasti
pozitivní detekce. Ta mohla být způsobena zvoleným univerzálním nastavením de-
tekčního okna. Dala by se tedy odstranit speciálním nastavením pro speciální případ
nasazení detektoru v praxi. Také chybovost při detekci postav v nepředvídatelné
kompozici by se dala řešit zvýšením počtu trénovacích vzorů různých postavení těl.
Navržená metoda je alternativou současných metod pro použití v místech, kde
je nevhodné, či nemožné získat potřebné množství trénovacích vzorů. Detekce zatím
používá pouze jeden vzorový objekt Ű tím je chodec v chůzi. Další možností je rozšířit
data o obrazy chodců v různých pozicích chůze z různých úhlů, popřípadě osob v
různých pozicích. Dále by bylo možné nakombinovat naše metody s metodami z
aktuálních prací (např. překrývání buněk apod.). Bylo by také možné se pokusit
aplikaci rozšířit o různé barevné Ąltry, které by usnadnily identiĄkaci osob.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
SPZ Státní poznávací značka
CV Počítačové vidění Ű Computer Vision
MAE Střední absolutní chyba Ű Mean absolute error
MSE Střední kvadratická odchylka (rozptyl) Ű Mean Square Error
RMSE Směrodatná odchylka Ű Root Mean Square Error
HoG Histogram orientovaných gradientů Ű Histogram of Oriented Gradients
COIL Columbia University Image Library
ImageJ Zpracování obrazu a analýza v Javě Ű Image Processing and Analysis in
Java
SVM Support Vector Machine
k-NN kŰnejbližších sousedů Ű kŰNearest Neighbor
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A TABULKY A DIAGRAMY
Seznam navržených metod
A SimpleHogComparator, SimpleSthrenghtHOGCompa-
rator, SimpleSymetryComparator, SimpleXSymetry-
Comparator, SimpleYSymetryComparator, AllElement-
Comparator, HorizontalElementComparator, VerticalE-
lementComparator, OtherElementComparator
B Filtr + A
C SimpleHOGbinExtractor
D SimpleHOGcellExtractor.extractProperties()
E SimpleHOGcellExtractor.extractPropertiesMore()
F Kombinace A + B
G Kombinace C + A
H Kombinace C + B
I Kombinace D + A
J Kombinace D + B
K Kombinace E + A
L Kombinace E + B
M Kombinace C + A + B
N Kombinace D + A + B
O Kombinace E + A + B
Tab. A.1: Použité metody
V tabulce A.1 je seznam použitých metod. K extrakci dochází postupně a data
jsou vložena do řetězce pro následné uložení do souboru. Kombinace znamená, že je
nejprve provedena extrakce jedné metody a za ní extrakce druhé metody.
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UML diagram třídy GetProperties
Obr. A.1: UML diagram třídy GetProperties
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UML diagram třídy Separe
Obr. A.2: UML diagram třídy Separe
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B SEZNAM PŘÍLOH NA DVD
• Text práce (DetekceObjektuVObraze.pdf )
• Vytvořená aplikace ve formátu jar xnovak68.jar obsahující vytvořené třídy
• Dokumentaci ve složce doc
• Data set 100 obrázků použitý v této práci
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