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Abstract. For the formal verification and design of control systems, abstractions with quantified accuracy are
crucial. Such similarity quantification is hindered by the challenging computation of approximate stochastic
simulation relations. This is especially the case when considering accurate deviation bounds between a stochas-
tic continuous-state model and its finite-state abstraction. In this work, we give a comprehensive computational
approach and analysis for linear stochastic systems. More precisely, we develop a computational method that
characterizes the set of possible simulation relations and optimally trades off the error contributions on the sys-
tem’s output with deviations in the transition probability. To this end, we establish an optimal coupling between
the models and simultaneously solve the approximate simulation relation problem as a set-theoretic control
problem using the concept of invariant sets. We show the variation of the guaranteed satisfaction probability as
a function of the error trade-off in a case study where a formal specification is given as a temporal logic formula.
1. Introduction
Airplanes, cars, and power systems are examples
of safety-critical control systems, whose reliable and
autonomous functioning require guarantees on their
behavior. It is of interest to design controllers for
these systems that provably satisfy formal specifica-
tions, such as linear temporal logic formulae [22]. The
use of similarity quantifications enables the abstraction-
based, provably correct design of controllers for a wider
set of systems [12, 15, 27, 29]. An important set of
such systems are safety-critical systems that are best de-
scribed by stochastic discrete-time models with contin-
uous states. For these models, the analysis or control
design has to be verified based on their probability of
satisfying a formal specification [20], but for systems
with continuous states computing this satisfaction prob-
ability analytically is in general not possible [1]. Ap-
proximate solutions can be found by computing finite-
state models that enable correct-by-design control syn-
thesis. These finite-state models or abstractions approx-
imate the original, continuous-state models and allow
controllers to be designed and verified using tools such
as PRISM [20] or MRMC [18]. Leveraging similarity
quantifications the design and verification results can
be carried over to the original general continuous state
model. Due to the lack of optimal and consistent meth-
ods to compute the similarity quantification and abstrac-
tions, this still tends to lead to a conservative and often
cumbersome approach. In this work, we give a compre-
hensive analysis and computational approach for linear
stochastic systems. More precisely, we develop a com-
putational method that characterizes the set of possible
approximate simulation relations that quantify the sim-
ilarity, and we automatically find a trade-off between
these relations. Furthermore, the impact of approxi-
mation error trade-off on the satisfaction of a temporal
logic formula is analyzed.
Literature. Simulation relations quantify the similarity
between two models and allow us to synthesize a con-
troller on an abstract model and refine this over the orig-
inal model. Simulation relations for finite-state proba-
bilistic models are well researched, and one can distin-
guish between exact probabilistic simulation and bisim-
ulation relations [16, 21, 24, 25], and approximate sim-
ulation relations [8, 10, 11]. The latter supports more
efficient abstractions as it allows for deviations in the
transition probabilities.
For continuous-space (deterministic) models, ex-
act [27] and approximate simulation relations have also
been introduced [13, 23, 26]. The approximate relations
use a metric to measure the distance between (output)
trajectories of two models. These simulation relations
allow the trajectories of two models to match approxi-
mately instead of exactly, which in general yields sim-
pler abstract models and simplifies the design of high-
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level specifications. These methods are, therefore, also
more applicable to formal verification and control syn-
thesis problems.
For stochastic, continuous-space models similar-
ity quantifications can quantify the modeling error, by
bounding the deviations between the (output) trajecto-
ries [17, 29, 30], the transition probabilities [5, 9], or
both [15]. In [17], they use Lyapunov-like martingale
inequalities as stochastic simulation functions, which
naturally leads to a bound on the deviation in the tra-
jectories. Similarly, in [29, 30], the expected deviation
in the trajectories is bounded using a probabilistic ver-
sion of incremental input-to-state stability. In contrast
to [5, 9] and [15], these error quantifications are either
restrictive in the type of system, or they do not allow for
verifying unbounded temporal logic specifications [14].
In this work, we start from the more general approxi-
mate stochastic simulation relations [15] that combine
deviations in probability with deviations in (output) tra-
jectories.
Simulation relations between stochastic models in-
herently build on a coupling of probabilistic transitions.
In most cases, this coupling is an implicit part of the
simulation relation. Still, the explicit usage of cou-
pling for finite-state probabilistic automata and stochas-
tic games is well studied and has also been used to de-
fine exact probabilistic simulation and bisimulation re-
lations [24, 25]. In [28], it has been shown that the no-
tion of coupling between stochastic processes is crucial,
and omitting its explicit choice may lead to conservative
results. Hence to find efficient approximate stochastic
simulation relations, the explicit design of the coupling
needs to be resolved in an optimal way.
This work aims to leverage the freedom in
coupling-based similarity relations, such as [15], via
computationally attractive set-theoretic methods. More
specifically, we parameterize the set of relevant cou-
plings in the similarity quantification. This parameter-
ization allows for tailoring the deviation bounds to the
considered synthesis problem. We achieve this by ex-
ploiting the use of coupling probability measures and
defining a composed model that quantifies the sim-
ilarity between the pair of models (original and ab-
stract model). Furthermore, we develop a method to
efficiently compute the deviation bounds by formulat-
ing it as a set-theoretic problem using the concept of
controlled-invariant sets. To evaluate the benefits of
this method, we consider specifications written using
syntactically co-safe linear temporal logic [3, 19], and
quantify the influence of both the deviation bounds on
the satisfaction probability via their impact on the cor-
responding dynamic programming problems [14].
Structure of the paper. In the next section, we discuss
the considered problem framework, formulate a general
problem statement, and give some details about the con-
sidered approach. Section 3 introduces the use of cou-
pling for similarity quantification and the corresponding
approximate simulation relations. In Section4, we dis-
cuss how to efficiently quantify the similarity between
the abstract and original model by formulating this as
a set-theoretic control problem. In Section 5, an effi-
cient way to compute the deviation bounds and satis-
faction probability is discussed. In Section 6 we con-
sider a one- and two-dimensional case study and ana-
lyze the impact of the error trade-off realized by the ef-
ficient simulation quantification. We also compare the
improved similarity quantification to the existing ones.
This paper ends with a conclusion and some comments
about future work. The proofs of the theorems and some
detailed mathematical derivations are given in the Ap-
pendices.
2. Problem framework and approach
This section consists of the background informa-
tion necessary for the subsequent control synthesis
problem. In this paper, the set of positive real numbers
is denoted by R+ and the n-dimensional identity matrix
by In. Furthermore, denote a Borel measurable space as
(X,B(X)) whereX is an arbitrary set andB(X) are the
Borel sets. A probability measure P over this space has
realizations x ∼ P, with x ∈ X. Denote the set of prob-
ability measures on the measurable space (X,B(X)) as
P(X).
Model. In this work, we consider systems whose be-
havior is modelled by a stochastic difference equation
M :
{
x(k+1) = f (x(k),u(k),w(k))
y(k) = h(x(k)), ∀k ∈ {0,1,2, . . .}, (1)
initialized with x(0) = x0 and with state x∈X, input u∈
U, disturbance w ∈W, and output y ∈ Y. We assume
that the functions f : X×U×W→ X and h : X→ Y
are Borel measurable. Furthermore, w(k) is an inde-
pendently and identically distributed noise signal with
realizations w(k)∼ Pw.
A state trajectory x0,x1,x2, ... is build up from re-
alizations xk+1 = x(k+1) based on (1) given x(k) = xk,
input u(k), and noise w(k) for each k. We denote the
class of all stochastic difference equations (1) with the
same metric output space (Y,dY) as MY.
Specifications. Consider specifications written us-
ing syntactically co-safe linear temporal logic (scLTL)
[3, 19], which is a subset of linear temporal logic
[22]. These specifications can be expressed as tem-
poral logic formulae and as deterministic finite-state
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automata (DFAs). A temporal logic formula is build
from atomic propositions that are either true or false.
More precisely, desired behavior is expressed by com-
bining these atomic propositions with logical and tem-
poral operators into a formula. Consider a set AP =
{p1, . . . , pN} of atomic propositions, it defines an alpha-
bet 2AP, where each letter pi ∈ 2AP contains the set of
atomic propositions that are true. An infinite string of
letters is a word pi = pi0pi1pi2 . . . with associated suffix
pi k = pikpik+1pik+2 . . . .
Definition 1 (scLTL syntax) An scLTL formula φ is
defined over a set of atomic propositions as
φ ::= p|¬p|φ1∧φ2|φ1∨φ2|©φ |φ1∪φ2, (2)
with p ∈ AP.
Its semantics are defined as follows:
atomic prop. pi k |= p ⇔ p ∈ pik
negation pi k |= ¬φ ⇔ pi k 6|= φ
conjunction pi k |= φ1∧φ2 ⇔ pi k |= φ1 and pi k |= φ2
disjunction pi k |= φ1∨φ2 ⇔ pi k |= φ1 or pi k |= φ2
next pi k |=©φ ⇔ pi k+1 |= φ
until pi k |= φ1Uφ2 ⇔ ∃i ∈ N : pi k+i |= φ2,
and ∀ j ∈ N :
0≤ j < i,pi k+ j |= φ1.
By combining multiple operators, the eventually
operator ♦φ := true U φ and always operator φ :=
¬♦φ can also be defined.
The desired behavior of a system can now be ex-
pressed using these temporal logic formulae and veri-
fied over the words generated by the system. A state
trajectory x0x1x2 . . . satisfies a specification φ , written
x |= φ , iff the generated word pi satisfies φ at time 0, i.e.
pi 0 |= φ . We assume that specifications are described on
the output of a system, instead of over its state. A la-
beling function L : Y→ 2AP assigns letters pi = L(y) to
outputs y ∈ Y and translates the output of a system to
the letters that form the generated words.
Control synthesis. For a given model M and a spec-
ification φ , correct-by-design control synthesis focuses
on designing a controller C, such that the controlled sys-
tem, denoted by M×C, satisfies the specification, i.e.,
M×C |= φ . The inputs of controlled systems are de-
fined by controller C, while the state evolution of C is
based on the state of M. For stochastic systems, it is, in
general not possible to satisfy M×C |= φ , since there is
almost always a small probability that the specification
is violated. Therefore, we are interested in the probabil-
ity that the controlled system satisfies the specification;
P(M×C |= φ).
P2P1
Figure 1: Case study of parking a car in the green park-
ing spot P1, without going through the red parking spot
P2.
Example. As a running example, we consider a one-
dimensional case study of parking a car, as illustrated
in Figure 1. The desired parking spot is shown in green
and indicated by P1. Adjacent to the green parking spot,
there is a red parking spot, indicated by P2, in which
another car is parked. The controller’s goal is to guar-
antee that the car will be parked in the green parking
spot, without going through the red parking spot. Using
scLTL, this can be written as φpark = ¬P2UP1.
The dynamics of the car are modelled using the fol-
lowing linear time-invariant (LTI) stochastic difference
equation
M :
{
x(k+1) = 0.9x(k)+0.5u(k)+w(k)
y(k) = x(k),
(3)
with x ∈X= [−10,10],u ∈U= [−1,1] and y ∈Y=X.
The unpredictable changes of the position of the car are
captured by Gaussian noise w∼N (0,1).
Furthermore, consider the following regions P1 =
[4.75,6.25〉,P2 = [6.25,10], then we have the labeling
function
L(y) =

¬P1∧¬P2 if y < 4.75
P1∧¬P2 if 4.75≤ y < 6.25
¬P1∧P2 if 6.25≤ y≤ 10.
(4)
The actuation of the car u(k) should be synthe-
sized such that the satisfaction probability of specifica-
tion φpark is higher than some value p, e.g. p = 0.99.
This is generalised in the following problem statement.
Problem statement 1 Given model M as in (1), an
scLTL specification φ and a probability p ∈ [0,1], find
a controller C, such that
P(M×C |= φ)> p. (5)
As discussed in the introduction, the above prob-
lem is computationally hard [1]. Therefore, the model’s
behavior is approximated by an abstract model. This ap-
proximation is a basic step in correct-by-design control
synthesis for continuous-state systems. As visualized
in Figure 2, correct-by-design control synthesis starts
from a temporal logic specification that expresses the
3
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Figure 2: Correct-by-design control synthesis for
continuous-state systems
desired behavior of the controlled system (see specifica-
tion layer). Based on this specification, an abstract con-
troller over the abstract finite-state model can be synthe-
sized. For this abstract model Mˆ, its bounded deviation
from the original model can be quantified using simu-
lation relations [14, 15]. Leveraging these bounds, the
controller for the abstract model can be refined to the
original continuous-state model while preserving the
guarantees.
More precisely, it is possible using [14] to robustly
compute the satisfaction probability of the composed
abstract system, denoted as Rε,δ (Mˆ×Cˆ |= φ), such that
it is a lower bound on the satisfaction probability
P(M×C |= φ)≥ Rε,δ (Mˆ×Cˆ |= φ)≥ p. (6)
Here quantifiers ε and δ , bound the trajectory and prob-
ability deviation between model M and abstract model
Mˆ.
The question now becomes, how to optimally quan-
tify ε and δ , such that the satisfaction probability is as
accurate as possible? By defining a structured method-
ology based on set-theoretic methods for linear stochas-
tic difference equations, a first step is made towards
solving this problem. The benefit of this approach is
that it allows the explicit trading off output deviation ε
and probability deviation δ in comparison to available
methods.
3. Coupling for similarity quantification
This section introduces the use of coupling for sim-
ilarity quantification and the corresponding simulation
relation.
Suppose that model M given in (1), has an abstrac-
tion written as
Mˆ :
{
xˆ(k+1) = fˆ (xˆ(k), uˆ(k), wˆ(k)),
yˆ(k) = hˆ(xˆ(k)),
(7)
initialized with xˆ(0) = xˆ0 and with functions
fˆ : Xˆ× Uˆ×Rp→ Xˆ and hˆ : Xˆ → Y. Here, Xˆ and Uˆ
can be finite. It is important that M,Mˆ ∈MY holds. To
compare models M and Mˆ, we first relate the probability
measures of their stochastic disturbances Pw and Pwˆ.
Definition 2 (Coupling of probability measures)
A coupling [7] of two probability measures Pwˆ and
Pw on the same measurable space (W,B(W)) is any
probability measure W on the product measurable
space (W×W,B(W×W)) whose marginals are Pwˆ
and Pw, that is,
Pwˆ =W · pˆi−1, Pw =W ·pi−1, (8)
for which pˆi is the left-projection and pi is the right pro-
jection, defined by
pˆi(wˆ,w) = wˆ, pi(wˆ,w) = w, ∀(wˆ,w) ∈W×W.
(9)
Requirement (8) on W can be equivalently given as
W (Aˆ×W) = Pwˆ(Aˆ)for all Aˆ ∈ B(W)
W (W×A) = Pw(A)for all A ∈ B(W).
(10)
In a similar fashion we can now relate the control inputs
u and uˆ of, respectively, M and Mˆ to each other via an
interface function [12]. This function refines the control
actions uˆ to u and is denoted as
Uv : Uˆ× Xˆ×X→ U. (11)
Now that the disturbances and inputs of M and Mˆ are re-
lated through the coupling measure and interface func-
tion, we can compare the models by defining a com-
posed model.
Definition 3 (Composed model) Consider models
M,Mˆ ∈MY, a measurable interface Uv as in (11), and
a Borel measurable stochastic kernel, that associates
to each triple (u, xˆ,x) a probability measure
W : Uˆ× Xˆ×X→ P(W2). (12)
This kernel couples probability measures Pw and Pwˆ as
in Definition 2. We define the composed model Mˆ||M as[
xˆ(k+1)
x(k+1)
]
=
[
fˆ (xˆ(k), uˆ(k), wˆ(k))
f (x(k),Uv(uˆ(k), xˆ(k),x(k)),w(k))
]
y(k) = h(x(k)) (13)
with states (xˆ,x) ∈ Xˆ×X, inputs uˆ ∈ Uˆ, coupled distur-
bances (wˆ,w)∼W ( · |uˆ, xˆ,x) and outputs y ∈ Y.
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The composed model Mˆ||M gives us a framework
in which the deviation between Mˆ and M can be ex-
pressed as the metric dY(yˆ,y) := ||y− yˆ||, with y, yˆ ∈ Y.
As in [15], consider an approximate simulation re-
lation to quantify the similarity between the stochastic
models Mˆ and M. The following definition gives a spe-
cial case of Definition 9 in [15] applicable to stochastic
models given as stochastic difference equations.
Definition 4 ((ε,δ )-stochastic simulation relation)
Let stochastic difference equations M and Mˆ in MY
with metric output space (Y,dY) be composed into
Mˆ‖M based on the interface function Uv (11) and the
Borel measurable stochastic kernel W .
If there exists a measurable relation R ⊆ Xˆ×X, such
that
1. (xˆ0,x0) ∈ R,
2. ∀(xˆ,x) ∈ R : dY(yˆ,y)≤ ε , and
3. ∀(xˆ,x)∈R, ∀uˆ∈ Uˆ : (xˆ+,x+)∈R holds with prob-
ability at least 1−δ ,
then Mˆ is (ε,δ )-stochastically simulated by M, and this
simulation relation is denoted as Mˆ δε M.
Here, ε and δ denote the output and probability devia-
tion respectively.
4. Efficient similarity quantification of ab-
stractions as a set-theoretic control prob-
lem
Consider an LTI system whose behavior is modeled
by the stochastic difference equation
M :
{
x(k+1) = Ax(k)+Bu(k)+Bww(k)
y(k) =Cx(k),
(14)
initialized with x0 and with matrices A ∈ Rn×n,B ∈
Rn×m,Bw ∈ Rn×p,C ∈ Rm×n, state x ∈ X ⊂ Rn, input
u ∈ U ⊂ Rm and output y ∈ Y⊂ Rm. Furthermore, the
stochastic disturbance w(k) ∈W⊆ Rp is an identically
and independently distributed Gaussian process. With-
out loss of generality, we assume that w(k) has mean 0
and variance identity, that is, w(k)∼N (0, I). Note that
any LTI system with distribution w(k)∼N (0,Σ) can
be transformed to the form (14) with a suitable choice
of Bw [2].
The first step in correct-by-design control synthe-
sis for continuous-state systems is to abstract the model
(14) to a finite-state representation [27].
4.1. Finite-state abstraction Mˆ
To obtain a finite-state model Mˆ, partition the state
space X in a finite number of regions Ai ⊂ X, such that⋃
iAi = X and Ai ∩A j = /0 for i 6= j. Choose a repre-
sentative point in each region, xˆi ∈ Ai, and define the
set of abstract states xˆ ∈ Xˆ based on these representa-
tive points, that is, Xˆ := {xˆ1, xˆ2, xˆ3, . . . , xˆα}, where α is
the (finite) number of regions. Furthermore, a finite set
of inputs is selected from U and defines Uˆ.
To define the dynamics of the abstract model, con-
sider the operator Π : X→ Xˆ that maps states x ∈ Ai to
their representative points xˆi ∈ Ai. Using Π to obtain a
finite state abstraction of M, we get the abstract model
Mˆ
Mˆ :
{
xˆ(k+1)=Π(Axˆ(k)+Buˆ(k)+Bwwˆ(k))
yˆ(k) =Cxˆ(k),
(15)
with xˆ(k) ∈ Xˆ⊂ X, uˆ(k) ∈ Uˆ⊂ U, and wˆ(k)∼N (0, I)
and initialized with xˆ0. This initial state is the associ-
ated representative point of the region that x0 is in, that
is xˆ0 = xˆi if x0 ∈ Ai or equivalently xˆ0 = Π(x0). The
abstract model Mˆ can equivalently be rewritten as the
following LTI system
Mˆ :
{
xˆ(k+1)= Axˆ(k)+Buˆ(k)+Bwwˆ(k)+β (k)
yˆ(k) =Cxˆ(k),
(16)
by introducing the deviation β (k) [14]. The β (k)-
term denotes the difference between xˆ(k + 1) and
Axˆ(k)+Buˆ(k)+Bwwˆ(k) caused by the mapping Π in
(15) and takes values in the following bounded set
B :=
⋃
i
{xˆi− xi|xi ∈ Ai}. (17)
At each time step k, the deviation β (k) ∈ B ⊆ Rn is a
function of xˆ(k), uˆ(k) and wˆ(k). For simplicity, we write
β (k) instead of β (xˆ(k), uˆ(k), wˆ(k)).
Example. The model of the car in (3) is partitioned
with regions of size 0.1 and the abstract states are the
centers of the line segments. Then B is the symmetric
set β ∈B= [−0.05,0.05].
4.2. Similarity quantification of Mˆ
To quantify the similarity between the abstract
model Mˆ and the original model M, we use the notion
of (ε,δ )-stochastic simulation relation given in Defini-
tion 4. The simulation relation is computed based on a
given interface function and a given choice of stochastic
kernelW that couples the probability measures. Within
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this paper, we mainly focus on designing the stochas-
tic kernel W that leads to an ideal trade-off between ε
and δ . Therefore in the sequel, we choose the interface
function
u(k) = Uv(uˆ(k), xˆ(k),x(k))
as
u(k) := uˆ(k). (18)
After designing W , the composed model as in
Definition 3 is defined by Uv and W . Based on this
model, we can define the resulting error dynamics be-
tween (14) and (16) as
x+∆ (k) = Ax∆(k)+Bw(w(k)− wˆ(k))−β (k), (19)
where the stochastic disturbances (w, wˆ) are generated
by the coupled probability measure W as in Definition
3 and where the state x∆ and state update x+∆ are the
abbreviations of x∆(k) := x(k)− xˆ(k) and x∆(k+1), re-
spectively. The error dynamics can be used to efficiently
compute the simulation relation, denoted as R. In con-
trast to [17] and [5, 9], which quantify the deviation be-
tween the abstract and original model either completely
on ε or completely on δ by fixing W , we design the
coupling kernel W to achieve a preferred trade-off be-
tween ε and δ .
In the following subsections, we will analyze the
optimal choice of W by subsequently minimizing δ ,
minimizing ε , and minimizing ε subject to constraints
on δ . We will show that the first two minimization ob-
jectives lead to existing results that can be obtained via
specific choices of the coupling kernel. In comparison,
for the last multi-objective similarity quantification, a
new computationally attractive method will be devel-
oped that translates the inherent coupling problem into
a set-theoretic control problem.
4.3. Choose W that minimizes δ
The minimal value of δ is 0. We will show that
by choosing W such that w− wˆ = 0, we can define an
approximate simulation relation Mˆ δε M with δ = 0.
As in [7], the degenerate Gaussian distribution
W ( · |uˆ, xˆ,x) :=N (0, [ I II I ]). (20)
is a measurable stochastic kernel coupling
Pw = Pwˆ =N (0, I). More precisely, this stochastic
kernel illustrated in Figure 3, has all its mass located
on the diagonal w− wˆ = 0. Both w and wˆ are still dis-
tributed withN (0, I).
By choosing this coupling, the error dynamics (19)
reduce to
x∆(k+1) = Ax∆(k)−β (k), (21)
with a probability of 1. Hence, although the individual
dynamics (14),(15) are evolving stochastically, the error
dynamics (21) are evolving deterministically.
We can now quantify the accuracy of the approxi-
mation via the following definition.
Definition 5 (Robust positive invariance [4]) The set
S ⊆ Rn is said to be robustly positively invariant with
respect to the error dynamics (21) if, for all initial con-
ditions x∆(0) ∈ S and any deviation β (k) ∈ B, the con-
dition x∆(k+1) ∈ S holds for all k ≥ 0.
Theorem 1 Given a robustly positively invariant set
S with respect to the error dynamics (21), and given
ε such that ε ≥ sup
x∆∈S
||Cx∆||, the abstract model Mˆ is
(ε,0)-stochastically simulated by the model M as in
Definition 4, that is,
Mˆ 0ε M. (22)
The proof of Theorem 1 is based on the coupling kernel
(20) and the relation
R :=
{
(xˆ,x) ∈ Xˆ×X |x− xˆ ∈ S} . (23)
The inequality ε ≥ sup
x∆∈S
||Cx∆|| yields
∀(xˆ,x) ∈ R : ||Cx∆|| ≤ ε, (24)
and therefore also implies the second condition of an
(ε,0)-stochastic simulation relation. The other condi-
tions follow in a similar fashion from the chosen cou-
pling kernel and the set S. The full proof of Theorem 1
can be found in Appendix A.
In conclusion, the well-studied theory of robustly
positively invariant sets can be used to quantify the de-
viation between the original and abstract model entirely
on ε .
4.4. Choose W that minimizes ε
Contrary to the previous coupling, we can choose
W such that we can define an approximate simulation
relation Mˆ δε M with ε as small as possible. Without
loss of generality, we assume that Bw is invertible. We
will choose to couple the disturbances such that with
high probability the propagated error (Ax∆) in (19) is
compensated by the disturbance term (w− wˆ), that is,
w(k)− wˆ(k) =−B−1w Ax∆(k). (25)
For a given choice of coupling kernelW , the probability
of this event is quantified as W (w− wˆ = γ(k)|uˆ, xˆ,x)
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Figure 3: Probability density function of the coupled
disturbances (w, wˆ) ∼ W with the stochastic kernel as
in (20).
with γ(k)=−B−1w Ax∆(k). This also means that the error
dynamics (19) reduce to
x∆(k+1) =−β (k), (26)
with x∆(k+1) ∈B. If x∆(k) ∈B then
γ(k) =−B−1w Ax∆(k) takes values in the bounded set
Γ = −B−1w AB. This shows that for any coupling, we
can minimize ε and quantify the deviation in probabil-
ity δ .
It is beneficial to choose a coupling W that maximizes
the probability of (25). To this end, let us introduce a
random variable shifted with γ(k)
wˆγ := wˆ+ γ(k) (27)
with distribution Pwˆγ . Leveraging this random vari-
able, the event in (25) can equivalently be written as
w− wˆγ = 0. The error dynamics in (26) then hold with
a probability of W (w− wˆγ = 0 | uˆ, xˆ,x).
It is beneficial to choose a coupling W that maxi-
mizes this probability. This maximally coupled stochas-
tic kernel is the kernel that maximizes the probabil-
ity mass located on the diagonal w− wˆγ = 0. Such
a stochastic coupling kernel is depicted in Figure 4a,
where w and wˆγ are still distributed with w ∼N (0, I)
and wˆγ ∼N (γk, I), respectively. Denote with p( · |0, I)
and pˆ( · |γk, I) the respective probability density func-
tions of w∼N (0, I) and wˆγ ∼N (γk, I). As in [7], we
construct a maximal coupling W that has on its diago-
nal w− wˆγ = 0 the sub-probability distribution
p∧ p˜ := min(p, pˆ), (28)
where min denotes the minimal value of the probabil-
ity density function for different values of w as also il-
lustrated in Figure 4b. The resulting maximal coupling
is given in Figure 4a and has on its diagonal the sub-
probability density function (28).
Lemma 1 Consider two normal distributions
Pw :=N (0, I) and Pwˆγ := N (γ, I) with γ ∈ Γ. Then
there exists a coupled distribution W such that
w− wˆγ = 0 for (w, wˆγ)∼W
with probability at least
1−δ := inf
γk∈Γ
2cdf(−1
2
||γk||). (29)
Here, cdf(·) denotes the cumulative distribution
function of a one-dimensional Gaussian distribution
N (0,1). The full proof of Lemma 1 is given in
Appendix B.
The abstract model Mˆ (16) can be written in func-
tion of wˆγ as
xˆ(k+1) = Axˆ(k)+Buˆ(k)+Bw(wˆγ(k)− γ(k))+β
yˆ(k) =Cxˆ(k).
(30)
For this model, the error dynamics indeed reduce to (26)
when w− wˆγ = 0 for γ(k) = −B−1w Ax∆(k). Leveraging
these error dynamics, we can now quantify the similar-
ity between Mˆ and M.
Theorem 2 Given robustly positively invariant set B
for the error dynamics in (26), and given
ε = sup
x∆∈B
||Cx∆|| and δ ≥ sup
γ∈Γ
1−2cdf(||γ||)
with Γ = −B−1w AB then Mˆ is (ε,δ )-stochastically sim-
ulated by M as in Definition 4, denoted as Mˆ δε M.
Similar as before, the proof of Theorem 2 is based
on the simulation relation in (23), for which the state-
ment in (24) also holds. It extends upon the proof of
Theorem 1 with probabilistic deviations δ .
The computation of δ based on the value of γk of-
fers an efficient way to parametrize the similarity quan-
tification. In the next part, we generalize this idea and
write the coupling and corresponding similarity quan-
tification as a set-theoretic control problem.
4.5. Coupling as a set-theoretic control prob-
lem
Let the abstract model Mˆ be given as a function of
a general shift variable γk as in (30). Consider the inter-
face function in (18) again and assume that the stochas-
tic disturbances are generated by the coupled probabil-
ity measure W (c.f. Def. 3). Then the error dynamics
for LTI-systems are given by
x+∆ = Ax∆+Bw(w− wˆγ + γk)−β . (31)7
(a) Probability density function of the coupled disturbances
(w, wˆγ )∼W with the stochastic kernel as explained in Section 4.4.
0 γ
w and wˆγ
(b) Probability density function p(·|0, I) and its γk-
shifted version pˆ(·|γ˜k, I) (dashed)
Figure 4: Coupled probability density function (left) and original probability density functions (right)
We use a maximal couplingW that maximizes the prob-
ability of event w− wˆγ = 0, since conditioned on this
event the error dynamics reduce to
x+∆ = Ax∆+Bwγk−β . (32)
We now gain the freedom to quantify the accuracy of
the approximation via the definition of robust controlled
positively invariant sets, also referred to as controlled-
invariant sets in the remainder of the paper. Here,
we consider γk to be the (constraint) input and β the
bounded disturbance.
Definition 6 (Controlled invariance [4]) A set S is a
(robust) controlled (positively) invariant set for the er-
ror dynamics given in (32) with γk ∈ Γ and β ∈B, if for
all states x∆ ∈ S, there exists an input γk ∈ Γ, such that
for any disturbance β ∈B the next state satisfies
x+∆ ∈ S. (33)
Theorem 3 Consider models M and Mˆ for which a
controlled-invariant set S for the error dynamics (32)
is given. If
ε ≥ sup
x∆∈S
||Cx∆|| and δ ≥ sup
γk∈Γ
1−2cdf(−1
2
||γk||)
then Mˆ is (ε,δ )-stochastically simulated by M as in
Definition 4, denoted as Mˆ δε M.
The proof of Theorem 3 is very similar to the proofs
of Theorems 1 and 2, except that in this case, we con-
sider controlled-invariant sets instead of robustly pos-
itively invariant sets. Besides that, we assume that the
disturbances are maximally coupled, such that w−wˆγ =
0 holds with probability 1 − δ . The full proof of
Theorem 3 is given in Appendix D.
Concluding, the well-studied theory of controlled-
invariant sets can be used to quantify the deviation be-
tween the original and abstract model on ε and δ . Fur-
thermore, this similarity quantification can be formu-
lated as a set-theoretic problem, which allows for effi-
cient computation of the deviation bounds as an opti-
mization problem. This computation is discussed in the
next section.
5. Computation of deviation bounds and
robust satisfaction probability
In this section, we detail how the results on effi-
cient similarity quantification of Section 3 can be incor-
porated in a robust control synthesis method. Firstly, we
compute the optimal deviation bounds as a set-theoretic
problem. By considering an ellipsoidal controlled-
invariant set, this computation can be formulated as an
optimization problem constrained by parameterized lin-
ear matrix inequalities. Secondly, we use these results
for a robust control synthesis problem that yields guar-
anteed satisfaction probabilities.
5.1. Computation of deviation bounds
Consider interface function (18), relation (23), and
an ellipsoidal controlled-invariant set S, that is
S :=
{
(xˆ,x) ∈ Xˆ×X | ||x− xˆ||D ≤ ε
}
, (34)
where ||x||D denotes the weighted two-norm, that is,
||x||D =
√
xT Dx with D a symmetric positive definite
8
matrix D = DT  0. Furthermore, consider an input
gain for the error dynamics (32) denoted as γk = Fx∆.
These choices for set S and input γk allow us to
write the relevant constraints in Theorem 3 as linear ma-
trix inequalities. Therefore, we can formulate an opti-
mization problem that minimizes the deviation bound
ε for a given bound δ subject to the existence of an
(ε,δ )-stochastic simulation relation between models Mˆ
and M as given in Theorem 3. For a given bound δ , we
can compute a bound on input γk and define a suitable
set Γ as
γk ∈Γ :=
{
γk ∈Rp | ||γk|| ≤ r= |2idf
(1−δ
2
)
|
}
, (35)
which is a sphere of dimension p with radius r. Here
idf is the inverse distribution function, i.e., the inverse
of the cumulative distribution function. We will show
that given bound δ , we can optimize bound ε and ma-
trix D as in (34) by solving the following optimization
problem
min
Dinv,L,ε
− 1
ε2
(36a)
s.t. Dinv  0,[
Dinv DinvCT
CDinv I
]
 0, (ε-deviation) (36b)[
r2Dinv LT
L 1
ε2
I
]
 0, (input bound) (36c)[ λDinv ∗ ∗
0 (1−λ ) 1
ε2
∗
ADinv+BwL − 1ε2 βl Dinv
]
 0 (invariance) (36d)
where Dinv = D−1, L = FDinv, βl ∈ vert(B) and
l ∈ {0,1, . . . ,q}. This optimization problem is parame-
terized in λ . We say that (36) has a feasible solution for
values of δ ,ε ≥ 0, if there exist values for λ and Dinv,L
such that the matrix inequalities in (36) hold. Now, we
can conclude the following.
Theorem 4 Consider models M and Mˆ and their error
dynamics as in (32). If a pair δ ,ε ≥ 0 yields a feasible
solution to (36), then Mˆ is (ε,δ )-stochastically simu-
lated by M.
Leveraging Theorem 4, an algorithm to search the
minimal deviation ε can be composed as follows. The
efficiency of this algorithm depends on the efficiency of
the line-search algorithm for λ (see line 3) and on the
optimization problem (c.f. line 4). The latter problem
can be solved as a semi-definite programming problem
with linear matrix inequalities as a function of 1/ε2.
The full proof of Theorem 4 is given in Appendix E
and is based on the following observations with respect
to matrix inequalities (36b)-(36d).
Algorithm 1 Optimizing ε given δ such that Mˆ δε M
1: Input: M,Mˆ,δ
2: Compute r based on δ as in (35)
3: for λ between 0 and 1 do
4: Dinv,L,ε ← Solve optimization problem (36)
5: Set D := (Dinv)−1,F := LD,
6: Save parameters D,F,ε
7: end for
8: Take minimal value of ε and corresponding matri-
ces D and F .
The ε-deviation requirement ε ≥ supx∆∈S ||Cx∆||
(c.f. Theorem 3) can be simplified to the following im-
plication
xT∆Dx∆ ≤ ε2 =⇒ xT∆CTCx∆ ≤ ε2. (37)
For this CTC  D, or equivalently, the ε-deviation in-
equality (36b) is a sufficient condition.
The input bound γk ∈ Γ with γk = Fx∆ has to hold
for all x∆ ∈ S. This reduces to
xT∆Dx∆ ≤ ε2 =⇒ xT∆FT Fx∆ ≤ r2 (38)
for which FT F  r2ε2 D and the input bound (36c) are
equivalent sufficient constraints.
Example: Car parking (cont’d). For the car parking
case, the one-dimensional system has an invariant set
S :=
{
(xˆ,x) ∈ Xˆ×X | |x− xˆ| ≤ ε} . (39)
In this case, we have C = 1 and we choose D= 1, which
satisfies (37) and therefore the bound on ε . Further-
more, the set Γ as in (35) is the line segment Γ= [−r,r]
and if
|F | ≤ r
ε
, (40)
then the input bound is satisfied.
For S to be a controlled-invariant set we need to
have that for all states x∆ ∈ S, there exists an input
γk = Fx∆ ∈ Γ, such that for any disturbance β ∈ B the
next state satisfies x+∆ ∈ S. To achieve this it is sufficient
to require that for any β ∈B
xT∆Dx∆ ≤ ε2 =⇒ (41)
((A+BwF)x∆−β )T D((A+BwF)x∆−β )≤ ε2.
Via the S-procedure this yields the invariance constraint
(36d) as a sufficient condition. The corresponding de-
tails can be found in the appendix.
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Figure 5: Relation between δ and ε for the 1D case
study
Example: Car parking (cont’d). For S to be
controlled-invariant, we need to have that for all states
satisfying |x∆| ≤ ε , there exists an input gain F, such
that for any disturbance β ∈B= [−βmax,βmax] the next
state is inside S, that is |x+∆ | ≤ ε . To achieve this it is
sufficient to require that there exists input F such that
for any disturbance β :
∀x∆ ∈ S : |x∆| ≤ ε =⇒ |(A+BwF)x∆−β | ≤ ε (42)
holds. We can now compute (optimal) values for the
(ε , δ ) pair by rewriting (42) as
|x+∆ | ≤ |A+BwF |ε+βmax ≤ ε. (43)
The input gain minimizing |A+BwF | and satisfying the
input constraint (40) equates to
F =
{
− ABw if | ABw | ≤ rβmax
± rε otherwise.
Applying this input yields the following
minimal values of ε
ε =
{
βmax if | ABw | ≤ rβmax|Bw|r−βmax
(|A|−1) otherwise.
(44)
Figure 5 depicts the minimal value of ε for a given δ ,
which is a piecewise non-linear relation due to the non-
linear relation between radius r and bound δ (35).
5.2. Robust control synthesis
The satisfaction of an scLTL specification can be
rewritten as a reachability problem over a deterministic
finite-state automaton (DFA). A DFA is defined by the
tuple A = (Q,q0,Σ,τA ,Q f ), where Q is a finite set of
states, q0 ∈ Q is an initial state, Σ is an input alphabet,
τA : Q×Σ→ Q is a transition function, and Q f ⊆ Q is
a set of accepting states. A word pi = pi0pi1pi2 . . . is ac-
cepted by a DFA if there exists a sequence q0q1q2 . . .qF
with qF ∈QF , that starts with the initial state q0 and for
which qk+1 = τA (qk,pik). For every scLTL property φ
there exists a DFA Aφ modeling it such that pi |= φ iff
pi is accepted by Aφ [3, 19].
q0 qF
q1
¬P1 ∧ ¬P2
P1 ∧ ¬P2
P1 ∧ ¬P2
¬P
1 ∧ P
2
Figure 6: DFA associated with the specification
φpark = ¬P2⋃P1.
Example: Car parking (cont’d). We consider a
reach-avoid specification φpark = ¬P2⋃P1, whose DFA
is given in Figure 6.
The abstract model of the car in (3) is described by
Mˆ :
{
xˆ(k+1) = 0.9xˆ(k)+0.5uˆ(k)+ wˆγ(k)− γk +β
yˆ(k) = xˆ(k), ∀k ∈ {0,1,2, . . .40},
(45)
with xˆ ∈ Xˆ = [−9.95,−9.85, . . . ,9.95],
uˆ ∈ U= [−1,0,1], β ∈ B = [−0.05,0.05], yˆ ∈ Xˆ ⊂ X
and wˆγ(k)∼N (γk,1).
In order to synthesize a controller and compute a
lower bound on the satisfaction probability, we lever-
age robust versions [14] of the dynamics programming
mappings [1] used to solve the reachability problem
over the DFA and the finite state model Mˆ. For the
horizon bounded by N, and for a given control pol-
icy µ : Xˆ×Q→ Uˆ, the value function Wµk : Xˆ×Q→
[0,1],k ∈ [0,N] is defined as the probability that the set
of accepting states Q f is reached within k time steps.
We can compute this value function recursively using
the Bellman operator Tµε as follows
Wµk+1(xˆ,q) = T
µ
ε (W
µ
k )(xˆ,q)
= Eµ
[
min
q+∈Q+
max
(
1F(q+),W
µ
k (xˆ
+,q+)
)]
,
initialised with Wµ0 = 0 and with 1F(q) = 1 if q ∈ Q f
and 1F(q) = 0 otherwise. This mapping can take the
worst-case output deviation ε into account based on the
set of possible next states of the DFA defined as
Q+ := {τA (q,pi)|pi ∈ L(y) with ‖y− yˆ+‖ ≤ ε}.10
The policy-optimal value functions W∗k : Xˆ×Q→ [0,1]
are computed recursively with the optimal Bellman op-
erator T∗ε(·) := supµ Tµε ,
W∗k+1(xˆ,q) = T
∗
ε(W
∗
k)(xˆ,q), k ∈ [0,N−1]. (46)
The infinite horizon reachability denoted as W∗∞(xˆ,q) is
the converged value function defined as
W∗∞(xˆ,q) := limN→∞(T
∗
ε)
N(W∗0)(xˆ,q), W
∗
0 = 0. (47)
Beyond taking into account the ε deviations, we lever-
age robust mappings as in [14] that also take into ac-
count the probability deviation δ . This yields the fol-
lowing robust dynamic programming map
Rµε,δ (W)(xˆ,q) = max
(
0,Tµε (W)(xˆ,q)−δ
)
. (48)
The associated policy-optimal robust operator is given
as R∗ε,δW := supµ R
µ
ε,δW. By solving the fixed-point
solution for the robust Bellman operator in (48), i.e.,
W∗∞ := limN→∞[R
∗
ε,δ ]
N(W0) and W0 ≡ 0, we obtain the
robust satisfaction probability as
Rε,δ := max(1F(q¯0),W∗∞(x0, q¯0)) ,
with q¯0 = τA (q0,L(x0)).
These robust dynamic programming mappings can
be used for robust controller synthesis [14], since given
a robust satisfaction probability there always exists a
controller C such that
P(M×C |= φ)≥ Rε,δ (Mˆ×Cˆ |= φ). (49)
The lower bound Rε,δ is robust in the sense that it takes
the approximation errors, ε and δ , into account.
6. Case studies
In this section, we consider two case studies and
use our method to trade off the output deviation ε and
probability deviation δ . Furthermore, we evaluate the
influence of the different similarity quantifications on
the value function and satisfaction probability.
Example: Car parking (cont’d). We have started
with synthesizing a controller for the car in (3) such
that specification φpark = ¬P2UP1 is satisfied. Here,
we have chosen the regions P1 = [4.75,6.25〉 and
P2 = [6.25,10]. First, we have computed a finite-state
abstract model Mˆ, as given in (45) by partitioning the
state space with regions of size 0.1. Next, we have
selected optimal values for deviation bounds ε and δ
based on the optimization problem given in (36). Fi-
nally, we have computed the value function and satis-
faction probability based on the states xˆ and x respec-
tively. The results are shown in Figure 7.
The value function is computed based on the ab-
stract state, therefore, at time 0, we only know that the
initial state x0 is ε-close to the abstract initial state xˆ0.
Therefore, the value function equals 1 in the region that
remains after shrinking P1 with ε . Hence the 1-peak is
wider for smaller values of ε . Similarly, the value func-
tion equals 0 in the region that is P2 expanded by ε . On
the other hand, the satisfaction probability is computed
based on the original state, which leads to a probabil-
ity equal to 1 and 0 respectively when x0 is inside the
region P1 or inside the region P2. Furthermore, δ influ-
ences the steepness of the satisfaction probability with
respect to the position of the car. This is due to the fact
that at every time step δ is subtracted from the satisfac-
tion probability, which implies that a higher δ results
in a steeper decrease of the value function and satis-
faction probability. Therefore, quantifying all the error
on ε (green line) yields a narrow peak where the value
function equals 1, followed by a probability that slightly
decreases the further you are from the shrinked region
P1. On the other hand, quantifying all the error on δ
(blue line) yields a wide peak where the value function
equals 1, followed by a steeply decreasing value the fur-
ther you are from the shrinked region P1. The presented
method (such as the orange line) has a value function
and satisfaction probability that is in between the satis-
faction probability of the available methods with respect
to its steepness.
Example: Parking a car in a two-dimensional space.
As a second case study, we have considered the model
(14) with A = 0.9I2, B = 0.7I2 and Bw = C = I2.
Furthermore, we have state space
x ∈ X= {(x1,x2)T ∈ R2 | −2≤ x1 ≤ 10,−8≤ x2 ≤ 5},
input space u ∈ U = [−1 1]2 and disturbance
w ∼ N (0, I2). We wanted to synthesize a controller
such that specification φpark = ¬P2UP1, with regions
P1 =
{(
x1,x2
)T ∈ R2 | 4≤ x1 ≤ 10,−4≤ x2 < 0}
and P2 =
{(
x1,x2
)T ∈ R2 | 4≤ x1 ≤ 10,0≤ x2 ≤ 4}
is satisfied. First, we have computed a finite-state
abstract model Mˆ in the form of (30) by partitioning
the state space with square regions of size 0.2. Next
we have selected optimal values for deviation bounds
ε and δ based on the optimization problem given in
(36a). Finally, we have computed the value function
and satisfaction probability based on the states xˆ and x
respectively. The results are shown in Figure 8.
The influence of deviation bounds ε and δ on the
value function and satisfaction probability is the same
as for the 1D case. Hence, the area with value function
equal to 1 and 0 respectively decrease and increase for
increasing values of ε . Furthermore, in all cases the
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Figure 7: Value function (top) and satisfaction
probability (bottom) of the 1D case study, where
the blue, orange and green line is obtained with
(ε,δ ) = (0.05,0.018), (ε,δ ) = (0.2,0.012) and
(ε,δ ) = (0.5,0) respectively. The blue and green line
represent quantifying the deviation completely on δ or
on ε respectively, while the orange line corresponds to
dividing the deviation between ε and δ .
value function and satisfaction probability decreases the
further you are from region P1 (or the closer you are to
region P2). As expected, this decrease is steeper when
δ is large.
The set-theoretic method to resolve the coupling
problem allows the explicit trading-off between the out-
put deviation ε and probability deviation δ in compari-
son to available methods. As we have seen in these case
studies, a proper choice of deviation bounds ε and δ
increases the satisfaction probability compared to avail-
able methods.
7. Conclusion and discussion
For the important synthesis of provably correct
controllers, the guaranteed satisfaction probability of its
formal specification needs to be either high or higher
than some threshold value. With this work we have en-
abled the needed and more optimal quantification of the
output deviation ε and probability deviation δ , which
impact this satisfaction probability. This increases the
accuracy of the satisfaction probability. For this, we
have defined a structured methodology based on set-
theoretic methods for linear stochastic difference equa-
tions. These set-theoretic methods leverage the freedom
in coupling-based similarity relations and allow us to
tailor the deviation bounds to the considered synthesis
problem.
As illustrated by two case studies, the developed
approach allows for the beneficial trading-off between
the output deviation ε and probability deviation δ in
comparison to available methods. Furthermore, the case
studies show that choosing deviation bound ε based on
the specification and on current state of the system en-
able us to steer the quantification such that the satisfac-
tion probability is maximal.
In this work, we have considered ellipsoidal
controlled-invariant sets, which still leads to some con-
servatism in the computation. In future work, this
conservatism can be reduced by considering polytopic
controlled-invariant sets instead.
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A. Proof Theorem 1
In order to prove that Mˆ is (ε,0)-stochastically sim-
ulated by M the simulation relation in Def. 4 is proven
point by point.
1. Initial condition. Since xˆ0 is the center of the re-
gion that x0 is in, the distance between xˆ0 and x0 is
bounded by B,
xˆ0− x0 ∈B. (50)
Since it trivially holds that B ⊆ S, (q.v. Theorem
5.2 in [4]) we also have x∆(0) = x0− xˆ0 ∈ S. This
w1
w2
γ
H
Eˆ E
Figure 9: Level sets of probability density functions
p(·|0, I) (black circle) and pˆ(·|γ, I) (dashed black cir-
cle). Half spaces Eˆ and E are respectively the R2-plane
left and right of hyper-plane H (red line). The area un-
derneath min(p, pˆ) for these level sets is indicated in
blue.
implies that the inclusion (xˆ0,x0) ∈ R holds for
simulation relation (23).
2. ε-Accuracy. For LTI-systems M (14) and Mˆ (16),
condition (24) can be written as
∀(xˆ,x) ∈ R : ||y− yˆ|| ≤ ε.
Hence, since ε ≥ sup
x∆∈S
||Cx∆|| this condition is sat-
isfied.
3. Invariance. Consider the stochastic coupling ker-
nel (20), for which w− wˆ = 0 holds with probabil-
ity 1, and rewrite the error dynamics (19) as (21).
From Def. 5, we can now conclude that for any ini-
tial state x∆(0)∈ S and for any deviation β (k)∈B,
we have that the state update satisfies x∆(k+1)∈ S
for all k ≥ 0.
This invariance is trivially preserved for the sim-
ulation relation (23), that is, we have that ∀uˆ ∈ Uˆ
and ∀(xˆ,x) ∈ R : (xˆ+,x+) ∈ R holds.
Items one until three prove that Mˆ is (ε,0)-
stochastically simulated by M under the conditions
given in Theorem 1.
B. Proof Lemma 1
First, an analytical expression for the maximal
coupling of two disturbances w ∼ N (0, I) and wˆγ ∼14
N (γ, I) is derived. Their probability density functions
are denoted by p( · |0, I) and pˆ( · |γ, I), respectively. The
maximal coupling is based on equation (28). The prob-
ability density function of this maximal coupling is de-
noted as pw : W×W→ R+ and can be computed as
follows. Denote the sub-probability density function
pmin(w) = min(p(w), pˆ(w)), with ∆γ =
∫
Rp
pmin(w)dw
and define the coupling density function as
pw(w, wˆγ) = pmin(w)δwˆγ (w) (51)
+
(p(w)− pmin(w))(pˆ(wˆγ)− pmin(wˆγ))
1−∆γ ,
and with δwˆγ (w) denoting the shifted Dirac delta func-
tion that equals +∞ if equality w = wˆγ holds and 0
otherwise. The first term of the coupling (51) puts
only weight on the diagonal w = wˆγ . The second term
puts the remaining probability density in an indepen-
dent fashion.
The sub-probability ∆γ can be computed as
∆γ =
∫
Rp
min(p(w), pˆ(w))dw (52)
=
∫
E
p(w)dw+
∫
Eˆ
pˆ(wˆγ)dwˆγ (53)
Here, half spaces Eˆ and E denote the respective re-
gions satisfying p > pˆ and p≤ pˆ. These regions can be
represented as p-dimensional half spaces.
As mentioned before, p( · |0, I) and pˆ( · |γ, I) are
probability density functions of Gaussian distributions
w and wˆγ and therefore, p and pˆ are strictly decreasing
functions for increasing values of ||w|| and ||w− γ|| re-
spectively. Furthermore, these two functions are equal
except for a γ-shift. This implies that for a given point
w if
• ||w||< ||w− γ|| then p(w)> pˆ(w) (half space Eˆ)
• ||w|| ≥ ||w− γ|| then p(w)≤ pˆ(w) (half space E)
This last item shows that the half spaces Eˆ (first
item) and E (second item) are separated by a hyper-
plane through the point w = 12γ and perpendicular to
the vector γ . This hyper-plane, denoted by H is charac-
terized by
H :=
{
w ∈ Rp | γT w− 1
2
||γ||2 = 0
}
(54)
and illustrated in Figure 9. Since p and pˆ are Gaussian
density distribution that are equal up to γ-shift, as de-
picted in 1D in Figure 4b and in 2D in Figure 9, the
integrals in (53) are equal to each other and
∆γ = 2
∫
E
p(w)dw. (55)
Therefore, it is trivial to see that the integral in (55) eval-
uates to
∆γ = 2cdf(−12 ||γ||).
To obtain the worst case probability as in (29) we need
to take into account all possible values of γ as
1−δ := inf
γ∈Γ
∆γ = inf
γ∈Γ
2cdf(−1
2
||γ||).
This concludes the proof of Lemma 1.
C. Proof Theorem 2
In order to prove that Mˆ is (ε,δ )-stochastically
simulated by M under the conditions given in Theo-
rem 2, the (ε,δ )-simulation relation in Definition 4 is
proven point by point. Taking as invariant set of the er-
ror dynamics S = B, the first two items of Definition 4
can be shown exactly the same as for Theorem 1 and
their proofs can therefore be found in Appendix A. All
that remains is proving the third item of Definition 4.
3) Invariance. Let γ(k) = −B−1w Ax∆(k) ∈ Γ then ac-
cording to Lemma 1 there exists a coupled distri-
butionW such that with probability 1−δ we have
that error dynamics in (19) can equivalently be
written as (26). The latter implies that (xˆ+,x+) ∈
R holds with probability at least 1− δ , which
proves the third statement in Definition 4.
Combining this with the first two items in Appendix A
proves Theorem 2.
D. Proof Theorem 3
In order to prove that Mˆ is (ε,δ )-stochastically
simulated by M under the conditions given in Theo-
rem 3, the (ε,δ )-simulation relation in Definition 4 is
proven point by point. Proving the first two items is ex-
actly the same as for Theorem 1 and their proofs can
therefore be found in Appendix A. To proof the third
item of Definition 4, we can trivially extend item 3) of
the proof of Theorem 2 for a given set Γ and a corre-
sponding controlled-invariant set.
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E. Proof Theorem 4
In order to prove Theorem 4, we show that the de-
rived conditions in Section 5 can written as the (parame-
terized) linear matrix inequalities in (36a) and that they
represent a set of sufficient conditions for the (ε,δ )-
stochastic simulation relation.
First inequality constraint: In (34) we define an el-
lipsoidal controlled-invariant set S, with D a symmetric
positive definite matrix, D = DT  0. The constraint on
the positive-definiteness of D can equivalently be writ-
ten as Dinv = D−1  0.
Second inequality constraint (ε-deviation): The im-
plication (37) holds if
CTC  D (56)
is satisfied. Applying the Schur complement on (56)
and performing a congruence transformation with non-
singular matrix
[
D−1 0
0 I
]
yields the second constraint in
(36a). Hence, if the second constraint in (36a) is sat-
isfied, inequality (56) holds and the bound on ε also
holds.
Third inequality constraint (input bound): Similarly,
the implication (38) holds if
FT F  r
2
ε2
D (57)
is satisfied. This inequality can be rewritten in the exact
same way as we rewrote (56) and yields the third con-
straint in (36a), where we denoted L = FDinv. Hence, if
the third constraint in (36a) is satisfied, inequality (57)
holds and the input constraint also holds.
Fourth inequality constraint (invariance): Next, we
show that the constraint such that S is a controlled-
invariant set as given by the implication in (42) can
equivalently be written as the fourth constraint in (36a).
First, we use the S-procedure [6, p. 23] and Schur com-
plement (with D 0) and conclude that the implication
in (42) holds for any β ∈ B if there exists λ ≥ 0 such
that λD 0 (A+BwF)T D0 (1−λ )ε2 −βT D
D(A+BwF) −Dβ D
 0
(58)
holds for any β ∈B. Performing a congruence transfor-
mation with non-singular matrix
[
D−1 0 0
0 1
ε2
I 0
0 0 D−1
]
yields
 λDinv 0 DinvAT +LT BTw0 (1−λ ) 1ε2 −βT
ADinv+BwL −β Dinv
 0,
(59)
with Dinv = D−1 and L = FDinv.
It is computationally impossible to verify this LMI
point by point for any β ∈ B. However, if B is a poly-
tope, which we represent as
B= {β = bz, 1¯T z≤ 1,z≥ 0,} (60)
with b consisting of the q vectors βl and 1¯ =[
1 1 . . . 1
]T . Then we only have to consider the
q vertices of B and we conclude that the implication
holds for any β ∈ B if there exists λ ≥ 0 such that the
fourth constraint in (36a) is satisfied.
Concluding, if a pair δ ,ε ≥ 0 yields a feasible so-
lution to (36a), then the implications (37), (38) and (42)
hold. Consequently, the bounds in Theorem 3 are sat-
isfied and S is a controlled-invariant set. Therefore,
we can use Theorem 3 to conclude that Mˆ is (ε,δ )-
stochastically simulated by M.
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