The work presented in the paper deals with the incorporation of Monte Carlo Simulation (MCS) techniques in Reliability Based Optimization (RBO). The main criteria used to select the suitable MCS techniques are the ease of obtaining analytical sensitivities and the smoothness of the probability of failure estimates with changes in design. The MCS techniques that best suit these criteria are Conditional Expectation MCS techniques that consist of the Directional Simulation and Axis-Orthogonal Simulation techniques. Details of obtaining probability of failure estimates and its sensitivities using these simulation techniques for component reliability and series system reliability are presented. A strategy for performing RBO using the axis-orthogonal simulation is presented. This strategy was applied to two multidisciplinary test problems. The first test problem is a simple analytic problem that is used for demonstration purposes. The second test problem is a control-augmented structure problem that has been used in various Multidisciplinary Design Optimization (MDO) studies. The MCS based RBO converged for both test problems and substantial improvements from initial designs, obtained using First Order Reliability Method based RBO, were observed for both * Graduate Research Assistant, Student Member AIAA.
Introduction
In a simulation based design of an artifact, it is typically required to minimize certain merit like cost subject to various constraints. The constraints include failure driven or hard constraints like stress constraints and other non-critical soft or deterministic constraints. The failure driven constraints represent various failure modes of the artifact and all the failure modes contribute to the overall failure of the artifact, typically referred to as the system failure. In a traditional design optimization, that does take into consideration the inherent variability present in the design variables and other parameters, the optimal design is characterized by a high probability of failure with respect to the system failure criteria caused by the violation of the hard constraints due to the inherent variability.
In a Reliability Based Optimization (RBO) 1 the failure driven constraints are replaced with reliability constraints. The reliability constraints are obtained using standard reliability analysis methods 2, 3 like First Order Reliability Methods (FORM), Second Order Reliability Methods (SORM) and Monte Carlo Simulation (MCS) techniques. RBO is typically performed with FORM based reliability constraints. FORM can either overestimate or underestimate the true probability of failure. The deviation of the FORM typically depends on the nonlinearity of the hard constraint function and the type of random variables considered in the problem.
The work presented in the paper explores the use of MCS techniques in RBO methodologies. Many of the MCS methods cannot be incorporated with a gradient based optimizer for RBO, primarily, because of the unavailability of analytic sensitivities and, secondarily, because of the non-smoothness of probability of failure estimates with design changes. Hence only those MCS techniques are suitable for RBO purposes, for which analytic sensitivities can be obtained and at which the effect due to non-smoothness on the gradient based optimizer is minimum.
Reliability Based Optimization
In a Reliability Based Optimization (RBO), values of design variables are required such that a merit function is minimized subject to certain reliability and other soft or deterministic constraints. A typical formulation for a RBO is as given below
d are the design variables and p are the fixed parameters of the optimization problem. g rbo represents constraints on probabilities of failure or reliability indices with respect to failure modes represented in form of hard constraints g R i , i = 1..N hard or a single constraint for the overall system probability of failure. g D j is the j th soft constraint that models the j th deterministic constraint due to other design considerations like cost, marketing etc. N hard is the number of failure modes i.e. hard constraints in the problem. The various possible formulations for g rbo are given below,
g rbo = β sys − β reqd,sys (8) where P i is the failure probability of g R i (d, p) < 0, at the given design and P all,i is allowable probability of failure for this failure mode. P sys is the system failure probability at the given design and P all is allowable system probability of failure. β i is the reliability index corresponding 2 American Institute of Aeronautics and Astronautics to i th failure mode and β sys is the reliability index corresponding to the overall system failure. The reliability index is typically referred to as "Generalized Reliability Index" and they are directly related to the corresponding probability of failure as P = Φ(−β), where Φ is the onedimensional Gaussian cumulative distribution function.
Standard reliability techniques are required to estimate these probabilities of failure. These techniques require complete statistical information of uncertainties, that are modeled as continuous random variables X. Components of d are either distribution parameters, θ θ θ, of X like means, modes, standard deviations and coefficients of variation, or deterministic parameters, also called limit state parameters, denoted by η η η. It is assumed for convenience that p characterizes the means or modes or any first order distribution parameters of certain random variables.
An estimate of component probability of failure due to a hard constraint or failure mode can be obtained First or Second Order Reliability Methods (FORM or SORM) and Monte Carlo Simulation (MCS) techniques 2 . In both FORM and SORM and some of the MCS techniques, a Most Probable Point (MPP) of failure, u * is found in the standard space U, which is obtained by performing a Rosenblatt Transformation on the set of random variables X, U = T(X; θ), such that U is normally distributed with zero mean and unit variance, and are statistically independent.
The component failure events contribute to a system failure event. This failure event can be a series, parallel or a combination of series and parallel of all the individual failure events 4 . There are also other system failure criteria, for example a case where a system is said to have failed if K out of N components fail. Unimodal, bimodal and Ditlevsen bounds can be obtained for probabilities of failure of pure series and parallel systems 3 . In MCS, stratified sampling is used for series systems and techniques like Axis-Orthogonal simulation is used for parallel systems.
Monte Carlo Methods in RBO
Indicator based MCS: The probability of failure P is given by the following equation
where Ω f is the failure region, Z is the random or uncertain variable vector (either original X or transformed standard U space), z is an instantiation of Z, and f Z is the joint probability density function. Ω f is given by g(z) < 0 for a single failure mode or component. The probability of failure using a standard MCS with samples simulated according to f Z for a single failure mode can be estimated using the following equation.
In the above equation N is the number of sample points and I is the indicator function (1 if g < 0, 0 otherwise). The number of sample points required to estimate small magnitudes of probability of failure especially for high dimensional problems is extremely high. Hence Quasi Monte Carlo methods are typically used.
A popular class of Quasi Monte Carlo methods is the Importance Sampling methods 5, 6 . In importance sampling, a simulation variable, V, is chosen with a sampling density h V such that most of samples are generated in important regions in Z space that have major contributions to P. Hence P and its estimate for a single failure mode or component can be written as follows:
An example of an importance sampling method is sampling around the MPP, which corresponds to a choice of standard normal random variable V centered around the Most Probable Point (MPP) of g (u) . There are various techniques such as Adaptive Sampling, Asymptotic Importance Sampling 7 , Stratified Sampling, Latin Hypercube Sampling etc. One of the main issues that arises in using these techniques is that analytic sensitivities cannot be obtained using most of these techniques. This will be discussed later. Another issue that arises in applying these techniques is the discontinuities of probability of failure estimates with changes in design. The discontinuities can be kept to a minimum by fixing the seeds of the random number generators and the number of sample points but the discontinuities can still arise. For the example mentioned earlier, where the sampling is performed around the MPP, changes in curvature of the limit state surface due to changes in design variables can result 3 American Institute of Aeronautics and Astronautics in shifting of sample points across the limit state surface that causes discrete jumps or drops in probability of failure estimates. 6, 3 : There are other importance sampling techniques that are based on conditional expectations. These are the Directional Simulation and Axis-Orthogonal Simulation. Both these methods are typically done in U-space and hence the discussion will be restricted to MCS in U-space and for component failure estimation. As explained earlier in importance sampling, a simulation variable V is chosen. V is transformed to random variables {R, A}, where V = RA. R, the radial variable is the length of V i.e. R = V and the angular random variable A is of unit length i.e. A = 1. An instantiation of R is r and of A is α α α. h V (v)dv can be written as h {R,A} ({r, α α α})drdα α α and one can substitute the relation h {R,A} ({r, α α α}) = h R (r|α α α)h A (α α α). In directional simulation analytic or numerical integration is carried out in r conditioned on A = α α α and sampling is done in α α α space according to sampling density h A . The expression for P and its estimate are given by the following equations.
Conditional Expectation MCS
It is convenient to perform the calculations by sampling in v according to h V and by computing the integral in r (in square brackets in above equations) by fixing α α α = V V . It has to be noted that the integral in r is not expensive to compute since it is an integration in one dimension. But to be able to perform the integration, the integration limits are required that can be obtained by solving g(rα α α) = 0 for r with α α α fixed. Figure 1 shows a case with a single solution, r(α α α) and the integration limits are from r(α α α) to ∞. It is possible to have cases with more than single solution. The root solving can be done using a Newton Raphson scheme. The interval in which the root is to be located can be chosen such that it corresponds to a range of high probability level, say 0 to 6. Multiple solutions can be explored using branch and bound schemes. The root solving essentially projects the sample points radially onto the limit state surface. The circles in the Figure pression for estimate of P in U-space i.e. Z = U for the case when V is selected as U (Uniform directional simulation) and assuming that only single root occurs for every sample point.
In the above equation, K n is the χ 2 distribution function with n degrees of freedom. In an Axis-Orthogonal Simulation a new co-ordinate system {v, v n } is obtained by a linear or affine transformation of u-space. This transformation is also used to transform the random variables Z (i.e. U) to {V † ,V n }. The simulation variable V is defined in v space (which is n − 1 dimensional) and the sampling density is h V . It has to be noted that V † and V are different random variables. For single failure mode, v n axis is picked such that it coincides with the vector joining the origin and the MPP, see Figure 2 . There are many possible transformations that exist that transform u to {v, v n } and such a transformation can be found by a Gram-Schmidt orthogonalization of independent basis formed by v n and n − 1 unit vectors of the u space. Such a transformation can be written as {v, v n } = Au.
P is computed by sampling in V and an exact integral in v n conditioned on V = v. v n is analogous to r and v is analogous to α α α in the directional simulation. P and estimate of P are given by the following equations.
Like in Directional Simulation, the integral in v n is a 1 dimensional integral. This is done by first solving for the roots of g({v i , v n }) = 0 for each sample v i . As in Directional Simulation, more than one root can exist. The root solving is equivalent to projecting the sample points along v n axis. The 1-D integral is analytic and if single root exist for the root solving problem, the estimate of probability of failure can be given by Equation 18.
In both these methods since the sample points are projected on the limit state surface, it is easy to obtain analytic sensitivities. This will be discussed later in detailed. Discontinuities due to "shifting" of sample points across the limit state surface are absent for these MCS techniques. But discontinuities can still arise especially when the integration limit v n or r for a given sample changes from a finite value to infinity or vice-versa with changes in design variables. This means that due to a change in the limit state surface the sample is no longer projectable or the sample that was earlier not projectable can now be projected onto the limit state surface. This happens when a local zero minimum of 1-D root solving problem occurs in either v n or r direction for that corresponding sample. This essentially creates a variation in number of projectable sample points and hence causes a discontinuity in the probability of failure estimate. The magnitude of variation in probability of failure estimate mainly depends on the magnitude of v n or r at which this discontinuity arises. Larger this value, smaller the variation. This phenomenon was observed in one of the test problems, which will be discussed later. Now comparing the indicator based MCS and conditional expectation MCS in terms of magnitude of the discontinuities, it is expected that in most application problems the former will exhibit larger discontinuities than the latter. This is because in indicator based MCS potentially many samples can move across a limit state surface with curvature changes even for benign limit state surfaces, whereas the variation in number of projectable sample points in conditional expecation based MCS will be few for such cases when there exist local zero minima in 1-D root solving problem.
Series System Probability of Failure:
The probabilities of failure for pure series systems can be estimated using a stratified sampling approach. In a stratified sampling approach, MPPs with respect to each failure mode is found and sampling densities for each failure mode is found. A weighted sampling density function is now
, where M is the number of failure modes. In this approach, there are M simulation variables, V (1) , V (2) ,..,V (M) . The weights w j can be chosen such that w j =
, where p i is the estimate of probability of failure for the i th failure mode, typically obtained from FORM. The probability of failure due to sample points of simulation variable V ( j) ,P ( j) using both directional and axis-orthogonal simulation are given as followŝ
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where N j is the number of simulations of V ( j) . The series system probability of failure is the weighted average of all the contributing probabilities of failure i.e.,
. It has to be noted that the integration limits are now to be obtained by solving for the roots of min 
Hence each sample point corresponding to a simulation variable has to be transformed using the above transformations to the co-ordinate systems of the other simulation variables during the computation of h V .
Sensitivities of Monte Carlo Simulations:
In a RBO driven by a gradient based optimizer, sensitivities of P are required with respect to distribution parameters, θ θ θ, or limit state parameters, η η η, that form the design variable vector, d. Since the MCS in this work is done in standard normal space i.e. u, the discussion here will be restricted to this case alone. In u space, both θ θ θ and η η η will behave as limit state parameters in U space. Now let us represent the limit state parameter by τ τ τ in a general sense, i.e., τ τ τ = {θ θ θ, η η η}. The sensitivity of P with respect to τ τ τ is given by the following equation.
The above integral is performed on the n − 1 dimensional limit state surface g(z, τ τ τ) = 0. This cannot be performed using the already existing samples in most of the indicator based MCS, since the samples do not lie on this surface. The adaptive importance sampling technique 7 is an exception where the limit state surface is approximated as a parabolic surface and the surface integral can be done in the curvilinear co-ordinates of the parabolic surfaces. It has to be noted that the sensitivity is based on an approximation of limit state surface though.
On the other hand, in directional and axis orthogonal simulation all the sample points strictly projected on to the limit state surface and hence the sensitivities of P can be very easily obtained. In these methods, the sensitivities ofP with respect to τ τ τ would depend on the sensitivities of the roots used for exact 1 dimensional integration i.e. ∂r(α α α i ) ∂τ τ τ and ∂v n (v i ) ∂τ τ τ . These values can be easily computed using the following relations
The same sample points are used for computing these sensitivities. It has to be noted that ∂θ θ θ when τ τ τ = θ θ θ. Similarly, sensitivities of series system probability of failure estimates can also be obtained but it has to noted that while computing the sensitivity associated with a given sample point, the sensitivity measures of the limit state surface on which the projected sample point lies, have to be used. As a direct consequence of this, discontinuities in sensitivities can arise when the projected sample points switch from one limit state surface to another with design changes. This mainly happens at the intersection of two limit state surfaces at which the failure domain itself has derivative discontinuities. Another thing to remember while computing sensitivities for series system is that the overall weighted simulation density function h V , in general, is dependent on v n corresponding to each projected sample point for each simulation variable in the Axis-Orthogonal Simulation. This is because a projected sample point corresponding to a simulation variable has to be transformed to the co-ordinate systems of other simulation variables for computation of h V . Hence while deriving the formula for sensitivities of series system, chain rule for differentiation has to be used and the dependence of h V on v n has to be accounted for. This derivation is fairly straightforward and hence skipped here for convenience.
MCS Based RBO Methodology
As mentioned in the earlier section, directional and axis orthogonal simulation are the MCS techniques that are considered best suited for RBO. The RBO mainly involves two main analysis that is required by the optimizer Before performing the reliability analysis, the number of simulations, N 1 , .., N M , the sampling densities, h V (1) , .., h V (M) (taken standard normal in this work) and seeds are fixed. The seeds are fixed to avoid discontinuities in probability of failure estimates. For series system, the weights, w 1 , .., w M are picked based on the FORM based RBO result. After this the reliability analysis is performed that basically consists of the following steps 1-5:
1. Find all the exact MPPs. (ii) For each sample, compute the roots for finding the integration limits in v n . Single root is assumed throughout in this work here. For component reliability, evaluation of i th limit state alone is sufficient. For series system reliability, evaluation of all hard constraints are required, (iii) For component reliability, compute the probability of failure P i . For series system reliability, compute the contributing probability of failure,P (i) . End For Loop 4. For series system, find the weighted sum of the contributing probabilities of failure to get overall probability of failure, P. 5. Compute the sensitivities of probability or probabilities of failure, if needed. For series systems, it is important to know on what limit state surface each projected sample point is on. At each projected sample point the sensitivities of the corresponding limit state with respect to x and η η η are required.
The initial design for MCS based RBO can be an approximate solution to the RBO problem, for example based on FORM. For series systems, series system FORM unimodal estimates can be used to get an approximate solution to the RBO problem. The series system unimodal upper bound for the probability of failure estimate is just the sum of the component probabilities of failure. In the test problems, the starting design for the MCS based RBO were all solutions obtained from FORM based RBO.
Test Problems

Analytic Test Problem
The first problem is a simple analytic problem used here for illustration purposes. There are 2 design variables, d, and one parameter, p, in the problem. There are two random variables, X. The first design variable is the mean of the first random variable and the second design variable is deterministic. The parameter is the mean of the second random variable. This problem is a coupled problem and has 2 Contributing Analysis (CA). There are three constraints in this problem. The first and second constraints are considered to be hard constraints, g R 1 and g R 2 .
The third constraint is considered to be a soft or deterministic constraint, g D . The problem can be described as below
For the test case, the random variables were chosen to be independent and normally distributed with standard deviations of 0.5 and 0.5 for X 1 and X 2 respectively. Two cases were implemented. The first case was a component MCS based RBO using 100 simulations for both hard constraints. The required reliability for both the hard constraints was set as 3. The initial design for this case was selected as the result from component FORM based RBO. The second case was a series system MCS based RBO using 100 simulations for both hard constraints. The required system reliability was set as 3 for this case. The weights for the sampling density function were chosen based on FORM results from component FORM based RBO result. The initial design was chosen as the result obtained from a series system FORM based RBO that used a unimodal upper bound.
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American Institute of Aeronautics and Astronautics Figure 3 shows the control augmented structure as presented by Sobieski et. al. 8 . There are two disciplines or Contributing Analyses (CAs) in this problem which are the structures subsystem and the controls subsystem and they are coupled. The structure is a 5 element cantilever beam, numbered 1-5 from the free end to the fixed end, as shown in the Figure 3 . Each element is of equal length, but the breadth and height are variable. Three static loads T 1 , T 2 and T 3 are applied to the first three elements. The beam is also acted on by a time varying force P, which is a ramp function. Controllers A and B are designed as an optimal Linear Quadratic Regulator to control the lateral and rotational displacements of the free end of the beam, respectively. The analysis is coupled since the weight of the controllers, which is assumed to be proportional to the control effort, is required for the Mass Matrix of the structures and one requires the eigenfrequencies and eigenvectors of the structure in the modal analysis for designing the controller. The main objective is to minimize the total weight of the beam and the controllers. The design variables for this problem are the beam dimensions, b i , h i i = 1, .., 5 and a damping parameter, c. The random variables for this problem are density of the beam material, ρ, modulus of elasticity of the beam material, E, ultimate static stress, σ a , and loads T 1 , T 2 and T 3 . For this problem, 32 constraints were identified:
Control Augmented Structures Problem
where dl i , dr i = Static lateral and rotational displacements of i th element resp., ω 1 , ω 2 = First and second natural frequencies, σ r i , σ l i = Maximum Static stresses at the right and left ends of i th element, ddl i , ddr i = Dynamic lateral and rotational displacements of i th element, and
The distribution properties of the random variables are given in Table 1 . Constraints 1, 6, 14, 16, 18, 20 and 22 were chosen as hard constraints for this problem and the rest were treated as soft constraints. All the hard constraints are static constraints and hence do not require the coupled analysis. A component MCS based RBO was implemented for this problem. The required reliability was set at 3. The result from the component FORM based RBO was selected as the initial design. The number of simulations were set as 500 for each hard constraint.
Results and Discussion
Analytic Test Problem
The simulations for the first case, called Case A in this section, are shown in Figure 4 . In the figure, the red '+' signs are projected samples for g R 1 and the green 'o' signs are projected samples for g R 2 . The co-ordinate axis for the simulation variables are shown in red and green. During RBO for this problem, there were 29 samples that could not be projected onto g R 1 = 0 surface during the 1st iteration. But after the 2nd iteration the number of unprojectable sample points remained at 33. There is a discontinuity in the probability of failure estimate between the 1st and 2nd iteration but this did not hamper the convergence for this problem, which can be seen from the convergence plots shown in Figure 5 . At the initial design, that is the result of component FORM based RBO, the reliability estimates for both the hard constraints were conservative according to the axis-orthogonal simulation results. Hence the optimizer was able to lower the reliability levels to the required level and was also able to lower the merit function. During all the iterations, the deterministic constraint was active. The simulations for the second case, called Case B in this section, are shown in Figure 6 . The number of simulations and seeds were fixed at the same values for both cases. In the figure it can be seen that there are projected samples, shown as red '+', on g R 2 = 0 surface that were previously unprojectable onto g R 1 = 0 in Case A. There were 28 such projected samples ('+') on g R 2 = 0 surface during the first iteration but then it changed and remained at 29 for the rest of the iterations. So a derivative discontinuity is encountered in this case between the 1st and 2nd iterations. The initial design was chosen as the result obtained from a series system FORM based RBO that used a unimodal upper bound. The convergence plots are shown in Figure 7 and it can be seen that the series system FORM based RBO was conservative and hence a decrease in system reliability to the required reliability level and a decrease in merit function was achievable. During all the iterations, the deterministic constraint was active.
All the starting and final designs including the traditional optimum are shown in Figure 8 . The traditional optimum is achieved at the intersection of g R 1 = 0 and g D = 0 contours. All the RBO designs achieved, from FORM and MCS for both cases all lie on g D = 0 contour.
Controls Augmented Structure Problem
The traditional optimum, the design obtained from component FORM based RBO and component MCS based RBO are shown in Table 2 . At the traditional optimum the hard constraint g 1 is active. At the final designs obtained from FORM and MCS based RBO, constraints 14, 16, 18, 20 and 22 were active. It can be seen that the design obtained from FORM based RBO corre-
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American Institute of Aeronautics and Astronautics sponds to a larger and heavier structure than the design obtained from the MCS based RBO. The final design obtained from a FORM based RBO was selected as the initial design for the MCS based RBO. The convergence plots are shown in Figure 9 . It can be seen that the FORM based RBO is more conservative and hence decrease in reliabilities to the required levels as well as decrease in merit function by 30 lbs were possible. The computational expenses involved for this example was too high. A CPU time of 16243s was required for this example that was implemented in Matlab 6.1 on a Personal Computer 
Conclusions and Future Work
Two conditional expectation MCS techniques, viz. directional simulation and axis-orthogonal simulation were presented. These techniques are superior to other MCS techniques mainly because they readily give analytic sensitivities of the probability of failure estimates. They are also expected to give fairly smooth estimates 10 American Institute of Aeronautics and Astronautics with changes in design variables than compared to the other indicator based MCS techniques. Hence they are the best suited for RBO. Axis-orthogonal simulation technique was used to perform RBO for two test problems. Improved designs were obtained for both test problems.
In the first test problem, discontinuities in probabilities of failure and its sensitivities were observed during the RBO, but this did not cause any convergence problems. The computational expenses associated with the second test problem were exhorbitantly high and use of approximations concepts 9, 10 and parallel processing should alleviate this problem. Finally, the application of Multidisciplinary Optimization (MDO) approaches 11, 12 for MCS based RBO has to be investigated, for cases where the reliability analysis requires expensive multidisciplinary analysis involving various analysis tools.
