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Résumé
Dans cet article, nous présentons une com-
paraison de cinq modèles différents constru-
its sur la même hypothèse comportementale
individuelle d’un phénomène collectif présent
dans les réseaux d’échanges de fichiers peer-
to-peer : le « free-riding ». Nous étudions
un modèle analytique global et quatre mod-
èles à base d’agents. Les modèles multi-agent
intègrent les dimensions temporelle et spatiale
rarement présentes dans les modèles agrégées
du phénomène retrouvés dans la littérature.
Nous discutons les conditions a priori et expéri-
mentales pour lesquelles les modèles sont équiv-
alents. Nous montrons aussi qu’un même algo-
rithme de décision individuelle peut amener des
informations contradictoires.
Mots-clés : Simulation multi-agents, mod-
èles de comportement, multiples modèles,
phénomènes collectifs, free-riding, peer-to-peer
Abstract
We present a comparison of five different models
built upon the same individual behavior hypoth-
esis of a collective phenomenon present in peer-
to-peer file exchange networks: “free-riding”.
We study a global analytical model and four
agent based models. Multi-agent models in-
clude the space and time dimensions rarely seen
in the literature discussing aggregated models
of the collective phenomenon in question. We
discuss the a priori and the experimental con-
ditions under which the models are equivalent.
We demonstrate that one individual decision al-
gorithm can lead to contradictory information.
Keywords: multi-agent simulation, behavioral
models, multiple models, collective phenomena,
free-riding, peer-to-peer
1 Introduction
Les réseaux pair-à-pair (p2p) sont un moyen
avantageux d’offrir et de partager des services.
Ces systèmes sont peu coûteux, tolérants aux
pannes et aux déconnexions, faciles d’utilisa-
tion et passent aisément à l’échelle. Ces avan-
tages sont dus à un concept fort : la décentra-
lisation des services. Chaque utilisateur est à la
fois client et fournisseur d’un service.
Cependant, il arrive que des utilisateurs de ces
réseaux ne « jouent » pas le jeu, c’est à dire,
qu’ils se contentent d’être uniquement clients du
service. C’est le cas pour le partage de fichiers
par des utilisateurs qui téléchargent des fichiers
sans en retour en offrir au téléchargement. Ce
comportement, appelé « free-riding », remet en
cause le principe de base à l’origine des réseaux
p2p et peut entraîner une dégradation des per-
formances du réseau et le rendre inutilisable. La
question qui se pose alors est de savoir à par-
tir de quelle proportion de free-rider un réseau
devient inutilisable.
Pour y répondre dans cet article, nous faisons
l’hypothèse d’un comportement individuel ra-
tionnel et envisageons différentes modélisations
intégrant différentes dimensions telles que l’es-
pace ou le temps. Nous discutons des conditions
a priori et expérimentales pour lesquelles ces
modèles sont équivalents. Nous montrons qu’un
même algorithme de décision individuelle peut
amener des informations contradictoires selon
le point de vue choisi pour considérer le phé-
nomène collectif.
2 Modélisation de phénomènes col-
lectifs
2.1 Activité de modélisation
Un modèle est une représentation généralement
mathématique1 qui explicite les relations entre
les éléments d’un système. Mais comme le dit
Minsky [10], un modèle existe dans la mesure
où nous pouvons répondre à certaines questions
sur l’objet modélisé en observant ou manipulant
1 mais aussi bien physique ou graphique par exemple.
le modèle. Le rôle du créateur des modèles est
donc aussi important que le modèle lui-même,
car avant sa création, il faut savoir quelles ques-
tions lui seront posées.
Plus particulièrement, au sujet de phénomènes
collectifs, deux catégories de modèles peuvent
être utilisés :
Modèle analytique. Les modèles analytiques (ou
encore basés équations, agrégés) proposent une
description du phénomène à partir de grandeurs
macroscopiques. Ils décrivent la variation de ces
grandeurs en fonction du temps. Ils ont donc ont
pour vocation à expliciter la dynamique globale
du phénomène en se concentrant exclusivement
sur un comportement moyen et global.
Selon la forme des équations, celles-ci peuvent
être résolues mathématiquement (par exemple
en cas de convergence des valeurs vers un point
fixe) ou leur solution peut être calculée de ma-
nière approchée avec le calcul numérique.
Modèle multi-agent. Ce paradigme est approprié
[4] pour simuler des systèmes distribués com-
plexes tels que les phénomènes collectifs en bio-
logie [6, 16, 17] ou en sociologie [2].
Dans cette approche, la dynamique globale d’un
système, au niveau macroscopique, n’est pas
donnée d’avance (à l’inverse des modèles précé-
demment cités) mais résulte de l’interaction des
comportements de chaque agent au niveau mi-
croscopique. Les intérêts de cette approche sont
de pouvoir représenter et simuler des systèmes
ouverts ; de prendre en compte, dès la modélisa-
tion, les caractères dynamiques et hétérogènes
des comportements individuels ; et de pouvoir
analyser l’impact d’un comportement local sur
le fonctionnement global du système [12]. De
par son essence, cette forme de modélisation im-
pose, pour des conditions initiales données, de
recourir à la simulation pour connaître le com-
portement global du système, et par conséquent
un coût de calcul.
2.2 Le phénomène de free-riding
Il s’agit du phénomène collectif que nous sou-
haitons modéliser.
Définition du free-riding. Dans un système qui
prétend remplir ses objectifs grâce à la coopé-
ration organisée parmi tous les participants, un
free-rider est un participant qui ne coopère pas.
Le free-riding dans un réseau p2p de partage de
fichiers se caractérise par le téléchargement de
fichiers sans en partager en retour. La présence
importante de free-riders sur un réseau peut dé-
grader sa performance au point de le rendre in-
utilisable, d’où l’intérêt de combattre son appa-
rition.
Modèles de free-riding dans des réseaux p2p
d’échanges de fichiers. [13] et [5] sont parmi
les premiers à s’être intéressés aux effets du
free-riding sur la performance du réseau bien
que l’existence du phénomène a été identifié
pour la première fois en 2000 [1]. La plupart des
modèles existants sont des modèles basés sur
la théorie des jeux comme on peut le vérifier :
[18, 9, 7]
Il existe une caractéristique commune à tous ces
modèles (de par leur nature globale) : ils né-
gligent les aspects en relation avec le réseau tels
que la topologie ou la latence, et oublient les di-
mensions de temps et d’espace. Il est difficile
de modéliser des utilisateurs hétérogènes dont le
comportement évolue avec le temps car, comme
nous l’avons souligné, les approches de type
analytique ou basées sur des équations modé-
lisent directement le fonctionnement global du
système. Les modèles multi-agents ont déjà été
utilisés dans la modélisation de systèmes p2p
[11, 14] mais pas dans le cadre de notre travail.
2.3 Question abordée
L’hypothèse d’un utilisateur rationnel est très
présente dans les modèles présentés en section
2.2 et plus particulièrement dans [3]. Cepen-
dant, les dimensions spatiales et temporelles
sont peu abordées dans ces modèles. Or, si l’on
est intéressé à savoir si et quand, dans un ré-
seau p2p, le système s’écroule faute de « parta-
geurs » ou s’il est viable, il ne suffit pas sim-
plement de proposer un modèle mais également
de cerner ses limites. Cela permettra de savoir
sous quelles conditions la réponse qu’il donne
s’applique.
Un modèle d’un phénomène ne peut se conce-
voir comme l’unique explication de celui-ci
mais plutôt comme un moyen de conforter ou
d’infirmer des hypothèses relatives à la structure
du phénomène étudié, ou d’en prédire le com-
portement [17]. Dans notre cas d’étude (le free-
riding dans les systèmes p2p), nous souhaitons
évaluer ce qu’impliquent ces hypothèses rela-
tives aux dimensions spatiale et temporelle vis
à vis du comportement du système. Pour cela,
nous allons utiliser, outre un modèle analytique,
des modèles multi-agents en nous inspirant di-
rectement de [12].
Nous allons comparer cinq modèles construits
à partir d’un même comportement des utilisa-
teurs. Pour ce faire nous nous sommes inspirés
d’un modèle analytique existant et nous avons y
ajouté graduellement d’autres dimensions telles
que le temps et l’espace. Nous proposerons plu-
sieurs modèles multi-agents dans la section 3.
3 Modélisation du free-riding
3.1 Hypothèse commune
Tous les modèles que nous proposons s’ap-
puient sur un comportement rationnel de l’uti-
lisateur. Nous empruntons à [3] le modèle com-
portemental de l’utilisateur dans lequel un usa-
ger de réseau P2P partagera s’il trouve un in-
térêt à le faire. Schématiquement, un utilisateur
(i) est caractérisé par sa générosité (θi), il par-
tagera si le coût de contribution (caractéristique
du réseau) est en dessous de celle-ci.
Le coût de contribution est inversement propor-
tionnel au niveau de contribution du système,
le niveau de contribution étant défini comme la
proportion de participants qui partagent des fi-
chiers dans le système.
Nous insistons sur le fait que, même si nous
ajoutons de nouvelles dimensions, le méca-
nisme de décision demeurera identique (c.f. al-
gorithme 1) tout au long des nouveaux modèles.
Par contre, la perception du niveau de contribu-
tion sera globale ou locale (dimension spatiale)
et la prise de la décision décalée ou non dans le
temps.
Algorithme 1 Décision d’un agent






Feldman et al. [3] proposent un modèle avec un
utilisateur rationnel i qui partagera des fichiers
si θi ≥ 1X où X est le niveau de contribution
du réseau et sa réciproque est le coût de contri-
bution. Si l’utilisateur ne partage pas il fera du
free-riding.
En supposant i) une répartition particulière de
la générosité dans le réseau (la distribution de
la valeur θ est l’uniformité : θ ∼ U(0, θmax)),
ii) une décision synchrone des agents et iii) une
perception complète du réseau ; il est possible
de résoudre exactement l’équation correspon-
dante2. Par exemple, si 20% des utilisateurs par-
tagent (xinit = 0.2) et la générosité du réseau
est uniformément distribué entre 0 et une valeur
maximal θmax = 10, le coût de contribution sera
1
xinit
= 5. Cela est représenté dans la figure 1 par
la flèche allant de (0, 0.2) à (5, 0.2). La question
qui se pose maintenant est de savoir combien
d’utilisateurs partageront étant donnée un coût
de contribution de 5. La réponse sera donné par
la probabilité P (θi ≥ 5) c’est à dire le complé-
ment de la densité de probabilité d’une variable
suivant une distribution uniforme. Nous avons
alors P (θi ≥ 5) = 1 − 1xinit∗θmax = 0.5. Le












































Niveau de Contribution = 1 / Coût de Contribution
 Niveau de Contribution = P(θi >= 1 / Coût de Contribution
FIG. 1: Évolution du niveau de contribution d’après le
modèle analytique avec θmax = 10 et xinit = 20%.
En effet, cette proposition analytique donne une
dynamique de point fixe avec deux points parti-
culiers : x1 et x2. Le niveau de contribution final
Xf du système avec un niveau de contribution
initial xinit est donné par :
Xf =
{
x1 si xinit ≥ x2,
0 si xinit < x2.
Bien que le modèle permette de décrire la dy-
namique globale du système (convergence vers
une valeur connue en fonction de conditions ini-
tiales), nous en avons identifié deux limites :
1. Il implique une synchronisation des ac-
tions entre tous les utilisateurs. Les effets
2Pour en savoir plus voir [3]
des actions des utilisateurs sont toujours im-
médiats et tous les utilisateurs réagissent en
même temps. Avec l’utilisation d’internet
comme moyen de communication et la na-
ture ouverte des réseaux p2p, il est évident
que la supposition préalable à propos du
synchronisme est éloignée de la réalité.
2. Tous les utilisateurs ont une connaissance
« parfaite » et « globale » du réseau. Le
niveau de contribution exact est connu par
chaque utilisateur quand il décide de parta-
ger ou non. Nous croyons qu’en réalité, un
utilisateur ne peut acquérir directement ce
type d’information. Au mieux, l’utilisateur
peut tenter de l’estimer à partir de l’infor-
mation donnée par son logiciel client mais
il ne pourra en connaître la valeur exacte.
Les modèles suivants vont intégrer ces dimen-
sions spatiale et temporelle en conservant la
même fonction de décision pour les agents et la
même répartition initiale de la générosité3.
3.3 Modèles multi-agents
Nous proposons quatre nouveaux modèles
multi-agents qui permettent la prise en compte
des deux dimensions suivantes :
1. Temps. Un modèle qui a une dimension
temporelle peut décrire des utilisateurs qui
agissent à différents moments.
2. Espace. Un réseau qui représente les inter-
actions entre les utilisateurs peut décrire les
utilisateurs estimant le niveau de contribu-
tion basé sur leurs perceptions locales.
Dans ces modèles, les agents représentent les
utilisateurs du réseau. Ils ont des interactions au
sein de l’environnement (le réseau p2p) qu’ils
perçoivent au travers de l’information qu’ils
obtiennent de leurs logiciels clients. Une ap-
proche de type multi-agents nous permet de
comprendre l’impact des comportements locaux
dans l’état global du système tels qu’une prise
de décision asynchrone ou l’utilisation d’infor-
mation locale dans la prise de décision.
En ajoutant les dimensions de temps et d’espace
dans les nouveaux modèles, nous serons en me-
sure de manipuler le moment où chaque utilisa-
teur change son état ainsi que la perception du
niveau de contribution de chaque utilisateur.
3 Contrainte due au modèle analytique insoluble dans le cas général.
Modèle Itéré. Dans un premier temps , nous al-
lons convertir le modèle analytique en un mo-
dèle multi-agents. Nous avons créé un modèle
qui imite le comportement des utilisateurs tel
qu’il a été décrit dans le modèle analytique.
Ainsi les utilisateurs ont une connaissance com-
plète du niveau de contribution du système à
n’importe quel moment et changent leur état
seulement après que tous les utilisateurs aient
pris leur décision. Nous avons N agents avec
un mécanisme de décision identique et qui dé-
cident de manière synchrone. Chaque itération
correspond au temps de prise de décision (c.f.
algorithme 2).
Algorithme 2 Modèle itéré.








Modèle asynchrone. Dans cette modélisation,
tous les participants d’un réseau p2p ne ré-
agissent pas en même temps. Les modèles pré-
cédents n’incluent pas de dimension temporelle
et ne font aucune référence à propos de l’ordre
dans lequel les participants du système inter-
agissent. La manière initiale d’introduire une di-
mension de temps à la modélisation consiste à
permettre seulement à une partie des agents de
décider s’ils contribuent ou non à chaque pas de
temps.
Pour matérialiser l’inclusion d’une dimension
« temporelle » dans ce modèle, nous avons per-
mis seulement à un pourcentage d’agents, sélec-
tionnés d’une manière uniformément aléatoire,
de changer leur état à chaque pas de temps. Une
fois que ces agents ont mis à jour leur état, nous
avons recalculé le niveau global de contribution
et dans le pas de temps suivant, nous avons per-
mis à nouveau à un pourcentage d’utilisateurs
sélectionnés de manière uniformément aléatoire
de changer d’état (c.f. algorithme 3).
Algorithme 3 Modèle asynchrone.









Modèle topologique. Ici, nous remettons
en cause le fait que tous les participants
connaissent parfaitement et globalement le
système. Dans ce modèle les utilisateurs n’ont
pas accès au niveau de contribution « réel »
et seront obligés de l’estimer en se basant sur
leurs interactions avec d’autres utilisateurs.
Pour mettre en œuvre cela, nous ajoutons
une dimension spatiale au travers d’une or-
ganisation des utilisateurs en réseau de type
Small-World suivant l’algorithme décrit en
[19]. L’algorithme commence avec le graphe
d’un treillis de N noeuds. Chaque noeud i a
des liens vers ses k voisins les plus proches :
à gauche i − 1, i − 2, . . . , i − k
2
et à droite
i + 1, i + 2, . . . , i + k
2
. Le dernier noeud a
comme voisins à droite les noeuds 0, 1, . . . , k
2
,
ce qui rend le treillis circulaire. Après, on prend
les liens à droite de chaque noeud et avec une
probabilité p on va rediriger le lien vers un
autre noeud, sélectionné de manière aléatoire,
ne faisant pas partie de l’ensemble original des
voisins du noeud.
Il existe des indices [8, 15] suggérant que cer-
tains réseaux p2p ont une structure de type
Small-World. De plus, nous avons choisi ce type
de réseau parce qu’il permet d’avoir facilement
des réseaux complètement structurés, comme
un treillis circulaire, aussi bien que des réseaux
complètement aléatoires (c.f. figure 2). L’intérêt
de cette caractéristique est de pouvoir évaluer la
pertinence de nos expériences par rapport à la
connaissance de la structure du réseau. Dans le
(a) (b) (c)
FIG. 2: Exemples de graphes générés avec l’algorithme
Small-World [19]. (a) p = 0 (Treillis circulaire), (b) p =
0.25, (c) p = 1 (réseau aléatoire)
graphe du réseau les sommets représentent les
utilisateurs et les arcs des interactions abstraites
ou génériques entre les utilisateurs.
Dans ce modèle, avant de prendre la décision de
partager ou pas, l’agent estime le niveau global
de contribution grâce au niveau de contribution
que nous appelons « local » et qui correspond à
la proportion de ses voisins dans le graphe qui
partagent des fichiers. Quand un agent estime le
niveau de contribution uniquement à partir de
ses voisins directs, nous disons qu’il a réalisé
une estimation de profondeur d = 1. Une esti-
mation de profondeur d = 2 signifie qu’en plus
de ses voisins directs, l’agent a pris en considé-
ration, pour faire son calcul du niveau local de
contribution, les voisins directs de ses voisins.
Et ainsi de suite pour d’autres valeurs de d (c.f.
algorithme 4).
Algorithme 4 Modèle Topologique.
pour tout pasDeTemps faire
pour tout agent faire






Modèle asynchrone et topologique. Dans cette
modélisation, les agents perçoivent de manière
locale (du point de vue topologique) les élé-
ments d’information nécessaires à la prise de
décision et uniquement une partie des usagers
réagit à chaque pas de temps des simulations.
Comme pour le modèle topologique, nous avons
utilisé un réseau de type Small-World aux ca-
ractéristiques identiques. Comme pour le mo-
dèle asynchrone, à chaque pas de temps, seule
une partie des agents, sélectionnée de manière
aléatoire, sera planifiée pour estimer le niveau
de contribution et décider de partager ou pas.
3.4 Conditions d’équivalence à priori
En considérant les définitions des cinq modèles
décrits auparavant, nous pouvons identifier les
conditions d’équivalence de construction sous
lesquelles les résultats des modèles seront a
priori équivalents.
Si nous utilisons le modèle itéré, nous pouvons
nous attendre aux mêmes résultats que ceux ob-
tenus avec le modèle analytique, avec l’impréci-
sion entraînée par le calcul numérique.
Pour le cas du modèle topologique, il peut y
avoir deux formes d’équivalence lorsque l’agent
a une estimation parfaite du niveau global de
contribution :
– si un agent peut d’interagir avec tous les
autres agents,
– si un agent peut estimer la contribution avec
la profondeur maximale
Plus généralement, plus la profondeur augmen-
tera ou plus le graphe sera totalement connecté
plus les résultats doivent s’approcher de ceux
des modèles itéré ou analytique.
Le modèle asynchrone sera équivalent aux mo-
dèles itéré ou analytique si tous les agents dé-
cident de partager ou pas lors d’un pas de temps.
Plus généralement, plus la proportion d’agents
qui sont actifs à un pas de temps est grande,
plus les résultats doivent s’approcher de ceux
des modèles itéré ou analytique
Enfin, le modèle asynchrone et topologique né-
cessite deux conditions qui doivent se remplir
en même temps pour qu’il y ait une équivalence
avec les autres modèles : d’un côté, une grande
partie d’agents doit pouvoir entrer en action et
de l’autre, les agents doivent pouvoir interagir
avec beaucoup d’autres agents.
4 Simulation
Dans cette partie, nous comparons à partir de ré-
sultats analytiques et expérimentaux le compor-
tement prédit par les modèles. Ce qui nous inté-
resse c’est de comparer, selon le comportement
en terme de stabilisation ou d’extinction, la va-
leur où le système se stabilise. Plus particulière-
ment, ce qui nous intéresse dans le cas expéri-
mental c’est la dispersion autour de la valeur de
stabilisation et la quantité temps nécessaire pour
que le niveau de contribution reste stable.
4.1 Paramètres communs des simulations
– Une quantité de N = 1000 utilisateurs4.
– θ ∼ U(0, θmax) où θmax = 10. Ce qui im-
plique que les utilisateurs avec une valeur de
θmax = 10 partageront si le niveau de contri-
bution du système est d’au moins 10%.
– La solution au modèle analytique donne
les points d’attraction suivants : x1 =
0.88729833 et x2 = 0.11270167. Cela si-
gnifie que le niveau de contribution du sys-
tème se stabilisera à 88.7% quand le niveau de
contribution initial xinit est supérieur ou égal
à 11.2% et que le niveau de contribution du
système tombera à 0 si le niveau de contribu-
tion initial xinit est inférieur à 11.2%.
Dans les figures qui reportent les résultats des
simulations les points d’attraction x1 et x2, pré-
dits par le modèle analytique, ont été identifiés
4 Des expériences on été faites avec des valeurs de N allant jusqu’à
neuf millions, mais par souci d’espace et considérant que les résultats
observés dans ces autres expériences étaient essentiellement les mêmes
nous ne présentons ici que pour N = 1000.
dans les cas pertinents avec une ligne respec-
tivement horizontale et verticale. Pour chaque
point, nous présentons aussi la valeur minimale
et la valeur maximale observée tout au long de
ces séries de simulations.
Nous avons considéré comme critère de fin de
simulation soit le 200ème pas de temps, soit la
stabilisation du niveau de contribution global :
le niveau obtenu est identique à celui du pas de
temps précédent.
Dans les modèles qui incluent un graphe de type
Small-World, nous avons toujours utilisé une
valeur de k = 10 pour garantir l’obtention d’un
graphe complet.
4.2 Modèle Itéré
Les expériences ont reproduit les résultats pré-
dits par le modèle analytique à quelques excep-
tions près. Parfois, autour du point d’instabilité
x2, le niveau final de contribution n’a pas été
celui attendu comme nous pouvons l’observer
dans la figure 3. Nous supposons que cela est dû
à des questions d’arithmétique (arrondi) lors des
calculs. Par conséquent, nous considérons que le
système se comporte de la même manière que
les prédictions du modèle analytique mais avec






























FIG. 3: Modèle itéré. Valeurs moyennes, minimales et
maximales du niveau de contribution final.
La valeur moyenne de pas de temps pour arri-
ver à la stabilisation du niveau de contribution a
été de 4.5 avec un écart type de 1.56. La figure
4 montre cela en regroupant les résultats par ni-

























FIG. 4: Modèle itéré. Valeurs moyennes, minimales et
maximales des pas de temps nécessaires à la stabilisation.
4.3 Modèle asynchrone
Les expériences faites avec ce modèle consistent
à faire varier la quantité d’agents actifs par pas
de temps entre 5% et 95% par tranche de 5%.
Nous pouvons observer dans la figure 6 que à
partir de 25% d’agents actifs dans le système,
le niveau de contribution a la même dynamique
que les modèles itéré et analytique. Par contre,
en observant la figure 5, qui reporte les résultats
du modèle asynchrone avec une faible quantité
d’agents actifs par pas de temps, nous pouvons
constater que plus le pourcentage est faible, plus
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x1
FIG. 5: Modèle asynchrone. Valeurs moyennes, mini-
males et maximales du niveau de contribution final 5%,
10% et 15% des agents actifs par pas de temps dans.
Dans la figure 7, nous pouvons constater que
quand le niveau de contribution initial est infé-


































FIG. 6: Modèle asynchrone. Valeurs moyennes, mini-
males et maximales du niveau de contribution final avec





































FIG. 7: Modèle asynchrone. Valeurs moyennes, mini-
males et maximales des pas de temps nécessaires à la sta-
bilisation.
point d’attraction x2) la quantité de pas de temps
nécessaires pour la stabilisation est moins im-
portante que pour un niveau de contribution ini-
tial supérieur à 11%. On notera aussi que plus
le pourcentage d’agents actifs par pas de temps
sera faible, plus la quantité de pas de temps né-
cessaires pour la stabilisation sera importante
pour toutes les valeurs du niveau de contribution
initial.
4.4 Modèle topologique
Avec le modèle topologique nous avons mené
des expériences consistant à faire varier d’une
part, la profondeur d des voisins que chaque
agent utiliserait pour estimer le coût de parta-
ger, et d’autre part, la probabilité p qui rend les
réseaux utilisés dans le modèle plus ou moins
structurés selon que p tend vers 0 ou 1. Les va-
leurs utilisées pour la profondeur sont 1, 2 et 3
et les valeurs utilisées pour la probabilité p sont
0, 0.25, 0.50, 0.75 et 1. Nous présentons seule-
ment les résultats de la simulation avec une pro-
fondeur d = 1 et d = 3 dans les figures 8 et
9 car ils sont suffisamment représentatifs. Pour
le réseau configuré comme un treillis circulaire
(p = 0), le niveau de contribution final com-
mence à se stabiliser à une valeur supérieure à 0
à partir d’un niveau de contribution initial xinit
supérieur à 3%. Pour le reste des configurations
avec p > 0 la stabilisation du niveau de contri-
bution à une valeur supérieure à 0 commence
à partir d’une valeur autour de 5%. Dans tous
ces cas, les valeurs de stabilisation supérieures
à 0 retrouvées quand xinit < 7% ne sont pas
proches du point d’attraction prédit par le mo-
dèle analytique x1. Par contre, quand xinit > 7%
les valeurs de stabilisation sont proches du point
d’attraction x1.
Nous allons cependant souligner que quand la
valeur de profondeur d = 3, le système a le
même comportement que celui du modèle itéré
sauf dans le cas du réseau configuré comme un


































FIG. 8: Modèle topologique. Valeurs moyennes, mini-
males et maximales du niveau de contribution final pour
une profondeur d = 1.
Pour les pas de temps nécessaires à la stabilisa-
tion, nous présentons seulement le cas où d = 3
dans la figure 10 car elle est représentative des
deux autres cas d = 1 et d = 2. Pour les trois
profondeurs d = 1, 2 et 3, le treillis circulaire
(le réseau configuré avec p = 0) a les valeurs
moyennes les plus élevées de pas de temps né-
cessaires à la stabilisation quand le niveau de


































FIG. 9: Modèle topologique. Valeurs moyennes, mini-
males et maximales du niveau de contribution final pour
































FIG. 10: Modèle topologique. Pas de temps nécessaires
pour la stabilisation du modèle topologique avec profon-
deur d = 3
4.5 Modèle asynchrone et topologique
Pour les expériences menées avec ce modèle,
nous avons fait varier la profondeur d entre 1,
2 et 3 et la quantité d’agents actifs par pas de
temps entre 5% et 95% par tranche de 5%. Nous
présentons seulement les résultats de la simula-
tion avec une profondeur d = 1 dans la figure
11 car ils sont suffisamment représentatifs des
deux autres profondeurs.
On peut observer dans la figure 11 que le niveau
de contribution final devient 0 quand la quantité
d’agents actifs par pas de temps est inférieure
à 25%. La même figure nous montre que quand
le niveau de contribution initial est supérieur à
25% nous avons une stabilisation du niveau de
contribution à des valeurs qui se rapprochent de
80% quand la quantité d’agents actifs par pas de
temps se rapproche de 95%. On pourra noter :
– dans la figure 6 le modèle asynchrone avec
25% d’agents actifs se stabilise sur la valeur
prédite par le modèle analytique,
– dans la figure 8 le modèle topologique (mais
avec 100% d’agents actifs) se stabilise sur la
valeur prédite par le modèle analytique,
– dans la figure 11 le modèle asynchrone et to-
pologique avec 25% d’agents actifs et une to-
pologie équivalente à celle de la figure 8 se
stabilise entre 0.2 et 0.4 et non sur la valeur
prédite .
La façon de modéliser le collectif a donc un im-
pact sur le comportement du système alors que
le comportement individuel n’a pas changé. Fi-
nalement, on a observé dans ces expérimenta-
tions que plus le réseau utilisé est aléatoire (p
se rapproche de 1) plus les valeurs de stabilisa-
tions seront importantes par rapport à la quantité





























FIG. 11: Modèle asynchrone et topologique. Valeurs
moyennes, minimales et maximales du niveau de contri-
bution final pour une profondeur d = 1 avec 10%, 25%,
50%, 75% et 95% d’agents actifs par pas de temps.
4.6 Discussion
La question motivant cette étude a été d’éva-
luer les implications d’hypothèses supplémen-
taires relatives aux dimensions spatiales et tem-
porelles vis à vis du comportement du système
(lequel comportement constitue la raison d’être
de nos modèles). Il est possible de répondre à
cette question selon plusieurs points de vue.
Un premier concerne le comportement quantita-
tif du système, à savoir, le réseau se stabilise-t-il
à la même proportion de partageurs quel que soit
le modèle utilisé ? ou le comportement qualita-
tif. Ce dernier peut revêtir différentes formes :
le système est-il actif ou éteint ? Le système se
stabilise-t-il (éventuellement à des proportions
différentes de partageurs selon les modèles) ?
Les résultats des simulations montrent que, bien
que nous puissions identifier des équivalences
entre les modèles dans certains cas, celles-ci
n’apparaissent que sous certaines conditions.
Par exemple, aussi bien le modèle asynchrone
que le modèle topologique montrent le même
comportement qualitatif et quantitatif que les
modèles analytique ou itéré quand xinit ≥ x2
(stabilisation à une valeur fixée), mais il n’en
est pas de même lorsque xinit < x2 (il n’y a
pas systématiquement extinction du système).
Le modèle asynchrone et topologique a le com-
portement contraire : il coïncide avec les mo-
dèles analytique ou itéré pour xinit < x2 (ex-
tinction) mais quand xinit ≥ x2, il sestabilise
plus ou moins avec une certaine amplitude au-
tour de la valeur définitive moyenne.
Un autre point de vue concerne le temps de ré-
solution. Avec le modèle analytique, nous avons
une réponse immédiate à la question de la dy-
namique du phénomène sans alimenter le mo-
dèle avec le nombre d’utilisateurs du système
modélisé. Par contre, avec les modèles multi-
agents, nous sommes obligés de donner des va-
leurs aux paramètres avant de les simuler. Dans
notre cas d’étude cela implique, par exemple,
d’avoir une estimation de la quantité d’utilisa-
teurs du système, du type de réseau, du taux de
connexion/déconnexion d’utilisateurs ou de leur
fréquence d’action. De plus, le comportement
du système sera obtenu en agrégeant les valeurs
du niveau de contribution individuelles.
Dans la mesure où nous avons des équivalences,
il est possible de déterminer quel modèle utili-
ser selon les conditions initiales. En particulier,
nous pourrions dire que pour les modèles qui
reproduisent le comportement du modèle ana-
lytique quand xinit ≥ x2 , nous n’avons pas be-
soin de faire tourner des simulations pour savoir
la valeur de stabilisation finale, et encore moins
de spécifier les paramètres de construction (no-
tamment du graphe).
Cependant, si nous sommes intéressés par le
processus qui conduit au résultat, à la variabilité
de la valeur finale, seul les modèles multi-agents
permettent de répondre à ces questions.
De manière plus générale, les modèles multi-
agents sont plus riches que le modèle analytique
parce qu’ils permettent de modifier le temps
pendant lequel les utilisateurs seront en action,
mais aussi, de modifier l’espace dans lequel ils
se trouvent et par conséquent leurs perceptions
de l’environnement. Ils sont donc beaucoup plus
facilement utilisables pour répondre à une fa-
mille de questions nécessitant des hypothèses
larges. Ainsi, passer du modèle tel que proposé
par [3], à un modèle où la répartition des valeurs
de la générosité suit une autre loi que celle uni-
forme, est aisé avec le modèle itéré mais peut
être rapidement (très) problématique avec un
modèle analytique.
5 Conclusions et Perspectives
On s’aperçoit que les modèles analytiques et
les modèles individu-centrés peuvent être com-
plémentaires [6]. On retrouve deux (générale-
ment) attracteurs dans la dynamique du système
(soit la contribution se stabilise, soit elle devient
0). Cependant le modèle analytique ne peut pas
spécifier la valeur exacte des attracteurs (ni sa
variabilité) pour chacune des configurations du
réseau que ce soit dans sa dimension temporelle
ou spatiale (intégration de caractéristiques lo-
cales). Ils n’arrivent pas non plus à décrire le
processus sous-jacent à la dynamique mais le
modèle analytique a réussi à capturer l’essence
de la dynamique (stabilisation).
Un même algorithme/mécanisme de décision
au niveau de l’individu dans les modèles, mais
avec une implémentation de la dimension es-
pace/temps différente, peut donner des informa-
tions contradictoires (aussi bien sur le plan qua-
litatif que sur le plan quantitatif). C’est le cas
pour les résultats obtenus avec le modèle asyn-
chrone et topologique : il est clair qu’il existe un
impact sur le niveau de contribution final lors
que il y a peu d’agents actifs et que ces der-
nières ont peu de connaissance du réseau. Il est
donc important de savoir dans quelles limites un
modèle s’exprime. Nous avons trouvé les cri-
tères d’équivalences entre les modèles ainsi que
les rangs de valeurs sous lesquels nous pouvons
utiliser un modèle avec un point de vue global
(modèle analytique) pour répondre à des ques-
tions qui traitent de paramètres locaux. Cepen-
dant, nous avons besoin de connaître de manière
relativement précise les conditions initiales pour
pouvoir sélectionner le modèle qui correspond
le plus à nos intentions.
Nous aimerions également affiner la façon se-
lon laquelle la dimension temps est ajoutée afin
de pouvoir clarifier les effets d’addition de la
dimension espace. La durée des actions est un
des aspects spécifiques que nous voulons étu-
dier. Nous aimerions pouvoir considérer l’effet
de modéliser chaque usager avec un temps de
réaction, ainsi que pouvoir considérer l’effet de
sélectionner une partie des usagers dans chaque
pas de temps et utiliser les résultats dans un
contexte de contrôle/prédiction.
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