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A new lattice-Boltzmann finite-element method is used to simulate large numbers 
of deformable red blood cells and platelets in suspension for the investigation of stress-
mediated platelet-deposition mechanisms in blood. The coupled lattice-Boltzmann finite-
element method provides the novel ability to simulate hundreds of realistic and 
deformable red blood cells and produce continuum-scale physics at physiologic 
hematocrit and low arterial-shear rates.  The new method is developed and shown to 
produce single red blood cell deformation consistent with experimental results in flow 
chambers.  Simulations of 77 to 216 cells in unbounded shear flow produce bulk and 
micro-rheological behavior consistent with experimental results in viscometers and tubes, 
including shear-thinning behavior at various shear rates.  Investigation of the local stress 
environment in blood indicates that, although the majority of platelets experience a time-
averaged shear stress equal to the suspension stress, 25% of platelets experience a 
localized shear stress greater than twice the suspension stress.   
The lattice-Boltzmann finite-element method developed in this work has been 
shown capable of investigating the fundamental gap between cell-level processes and 
continuum-level function.  The complex stress environment in whole blood has been 
described for simple shear flow and the methodology may be extended to more complex 
flow geometries and incorporate platelet-adhesion models for adhesion studies.  Thus, 
this research fits into the greater objective of prediction and control of platelet deposition 
in clinical and engineering applications.  Furthermore, the ability to bridge the gap 
between cell-level processes and continuum-level function is useful in other important 
 xxii  
cardiovascular areas including leukocyte adhesion, platelet aggregate embolization, and 
artheriogenesis.   
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CHAPTER 1: INTRODUCTION 
 
 
1.1 Motivation  
Prediction and control of platelet deposition in coronary thrombosis is critical to 
the general health of the population.  Cardiovascular disease and coronary thrombosis are 
the leading causes of death in the United States (American Heart Association 2005) and 
have been shown to be continual and recurring events (Falk 1985; Farb et al. 1995).  
Furthermore, arterial thrombosis plays an important role in failure of vascular implants 
such as heart valves, artificial hearts, ventricular assist devices, and small-diameter 
vascular grafts (Shapira et al. 1999; Lin et al. 2004; Schmid et al. 2005; Smith et al. 
2005; Wilhelm et al. 2005).  Prediction and possible control of platelet deposition in 
coronary thrombosis and cardiovascular engineering applications relies on an 
understanding of two-phase mechanisms in whole blood.  Mechanistically, platelet 
deposition in thrombus formation is determined by the activation and wall-capture rate of 
platelets, the transport of platelets and activation agents near the wall, and the number of 
platelets in solution (Turitto & Baumgartner 1975; Turitto, Weiss & Baumgartner 1980; 
Wootton et al. 2001).  The determination of the stress environment caused by the two-
phase nature of blood is of primary significance in all three aspects of platelet deposition 
(Aarts et al. 1986, 1988; Goldsmith, Kaufer & McIntosh 1995; Konstantopoulos, Kukreti 
& McIntire 1998).   
Computational fluid dynamic simulations of high-grade stenoses indicate platelets 
experience stresses high enough to cause activation.  However, the shear activation of 
platelets is confounded because the actual stress environment platelets experience in 
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whole blood is not defined (Kroll et al. 1996).  Furthermore, at arterial shear rates, 
augmented mass transport due to the lateral motions of red blood cells (RBCs) creates an 
enhanced platelet diffusivity 1000 times greater than that due to Brownian motion.  While 
it is known that augmented mass transport is shear-controlled, it is thought that the lateral 
motions of RBCs alone cannot account for the increased deposition of platelets.  
Mechanistic models of enhanced diffusivity are difficult to construct due to insufficient 
understanding of RBC dynamics.  In addition, no methodology currently exists to extend 
enhanced mass transport to the complex flow environments relevant to clinical and 
engineering applications.  Lastly, an increased near-wall concentration of platelets due to 
complex suspension rheology impacts the magnitude of platelet deposition.  Thus, the 
stress environment caused by the two-phase nature of blood is of primary significance in 
all aspects of platelet deposition.   
In blood, a fundamental gap exists between cell-level biologic processes and 
continuum-level function.  This gap is filled by millions of RBCs which control the 
environment individual cells experience and determines continuum-level function of not 
only platelet-mediated processes but also other areas such as leukocyte adhesion (Munn, 
Melder & Jain 1996), microvascular mechanics (Sun, Migliorini & Munn 2003), 
artheriogenesis (Sloop 1998; Jung et al. 2006), and others.  Currently, there is no 
methodology capable of simulating the large numbers of RBCs necessary to investigate 
this gap.  Therefore, a new methodology is developed in this work by combining the 
lattice-Boltzmann technique for fluid flow and the finite-element method for RBC 
deformation.  This combination is capable of simulating the large numbers of RBCs 
necessary for continuum-level mechanics.  The method is validated to experimental 
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results for single red blood cell deformation in flow chambers as well as bulk and micro-
rheologic suspension properties at physiologic hematocrits.  The investigation into the 
two-phase nature of whole blood as it relates to platelets deposition in arterial settings is 
investigated by examining the local stress environment in blood.  Simple shear flow is 
chosen for this investigation because it may be validated against experimental results.   
While it is anticipated that additional fundamental understanding of platelet 
deposition is gained, it is also expected that the methodology developed here may 
eventually be applied to more complex flow patterns and engineered geometries.  Thus, 
the proposed research fits into the greater objective of prediction and control of 
thrombosis in vivo. 
1.2 Cardiovascular Disease 
 Cardiovascular disease is the leading cause of death in the United States.  The 
majority of cardiovascular disease deaths are attributed to coronary heart disease.  In 
2002, 13 million incidences of coronary heart disease were reported in the United States 
with a mortality of 494,382, according to the American Heart Association (2005).  
Coronary heart disease includes acute myocardial infarction, acute and chronic ischemic 
coronary diseases, angina pectoris, and other forms of atherosclerotic heart diseases.  
While the primary event leading to death is electrical disruption of the heart, the ischemic 
injury that causes electrical disruption is caused by blockage of blood flow in the 
coronary arteries due to thrombosis.   
In autopsy studies of patients who died suddenly from the symptoms of ischemic 
heart disease, Davies & Thomas (1984) found intraluminal thrombi in 74% of patients 
and plaque fissuring in an additional 21%.  In a control of patients who clearly died of 
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non-cardiac causes, no intraluminal thrombi were found.  However, 10% of the patients 
showed some intraintimal thrombus formation.  Virmani, Burke & Farb (2001) note that 
thrombi are generally accepted to be present in 70-80% of sudden cardiac death cases 
with acute infarcts.  Even when a thrombus does not cause death, it is linked with 
unstable angina (Zaman et al. 2000; Gotoh et al. 1988) and myocardial infarction 
(Heuther 2000).  Furthermore, much evidence exists that both occlusive and nonocclusive 
thrombi are remodeled and incorporated into the atherosclerotic lesion (Falk 1985, 1991; 
Fuster et al. 1992), resulting in growth of the lesion.  Davies (1992) and Farb et al. (1995, 
1996) report healed myocardial infarction in a number of patients, showing that coronary 
thrombosis is a recurrent and persistent event in much of the population.   
Thus, understanding the mechanics of thrombosis is critical to the general health 
of the population, both for prediction and prevention of disease.  Prevention of disease 
includes developing new treatment strategies, refining current strategies, and determining 
intervention in clinical diagnosis.  Furthermore, arterial thrombosis plays an important 
role in failure of vascular implants such as heart valves, artificial hearts, ventricular assist 
devices, and small-diameter vascular grafts.  Thus, the prediction and control of 
thrombosis is of engineering relevance as well.   
1.3 Coronary Thrombosis 
In arterial settings, thrombosis consists of platelet deposition to a ruptured or 
fissured atheroma, or arterial plaque, accompanied by fibrinogen polymerization into 
fibrin which stabilizes the thrombus.  Both platelets and fibrinogen are blood constituents 
which have no motility of their own and must be transported to the injured cite via blood 
flow.  RBCs and fluid plasma are the primary blood constituents and dominate flow.  
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Platelet deposition consists of platelet activation, adhesion, and platelet-platelet 
aggregation which grows the thrombus.  When activated, the normally round platelet 
spreads out, binds easily, and releases platelet-activating factors into the blood stream.  
Activation may be caused by chemicals such as thrombin, von Willebrand factor (vWf), 
adenosine diphosphate (ADP), thromboxane A2 (TxA2), and others.  Other chemicals, 
such as heparin and antithrombin III (ATIII), deactivate thrombin and thus reduce platelet 
activation.  Thrombin, TxA2, and ADP are enzymatically produced or released by 
activated platelets, thus increasing platelet adherence exponentially.  Thrombogenic 
structural and adsorbed blood proteins, vWf, and tissue factor (Tf) are found in injured 
artery walls, causing the initial adherence of platelets.  Endothelial cells line arteries and 
veins and are the body’s defense against thrombosis by resisting platelet adherence and 
producing nitric oxide and other vasodilators.  
As seen in Figure 1.1, thrombosis occurs at an atherosclerotic lesion which causes 
a narrowing or stenosis of the blood flow path.  The stenosis may be asymmetric or 
axisymetric around the flow axis.  Arterial stenosis is generally considered significant 
when the flow path diameter is reduced by 75-80%.  Mathematical modeling of the fluid 
transport of platelets has been performed using computational fluid dynamics (CFD) by 
considering blood as a continuum with an effective viscosity.  This is plausible at large 
scales because of the large number of RBCs in a volume normalized by the cube of the 
artery diameter.   Blood viscosity is dependent on RBC concentration and shear, yielding 
a slightly blunted velocity profile in tube flow (Goldsmith & Marlow 1979).  However, 
this non-Newtonian effect has been shown to have little effect on large-scale flow 
structures using continuum assumptions (Buchanan, Kleinatreuer & Comer 2000).  As 
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defined in Equations 1.1 and 1.2, mean Reynolds and Womersley numbers in diseased 
arterial flows are around 140 to 300 and 5.3, respectively (Perktold et al. 1998; Long et 
al. 2001).   
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The Reynolds number represents the ratio of convective to viscous forces in the flow and 
will increase in the throat of the stenosis.  The Womersley number represents the ratio of 




Figure 1.1: Longitudinal section of an asymmetric stenosis showing the converging, 
throat, and diverging sections of the original flow path (postmortem).  Thrombus 
formation is shown attached to the disrupted atherosclerotic lesion.  (from Falk 1991, 
used with permission) 
 
 
As seen in Figure 1.1, arterial blood flow must accelerate in the throat of the 
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Experimental and computational investigation of stenoses indicate a separation and 
recirculation region downstream of the throat (Bluestein et al. 1997; Siouffi, Deplano & 
Pelissier 1998).  The recirculation region is quite complex with unsteady and oscillating 
vortex structures (Bluestein et al. 1999).  Thrombi are observed in the throat of a stenosis 
where wall-shear rates are pathologic.  In an axisymetric stenosis with 86% and 95% 
reductions in diameter, Wootton et al. (2001) report peak wall-shear rates 4,700 s-1 and 
22,000 s-1, respectively. Bluestein et al. (1997) and Buchanan et al. (2000) also report 
wall-shear rates above 10,000 s-1 for unsteady flow in an axisymmetric stenosis.  Long et 
al. (2001) report a wall-shear rate around 4000 s-1 in a 70% asymmetric stenosis.  
Although these shear rates are high enough to cause platelet activation and contribute to 
shear-mediated adhesion and aggregation, platelet-residence times are low due to 
convection.  Downstream of the throat, the recirculation region increases the residence 
time of platelets exposed to high shear (Bluestein et al. 1999).  However, thrombosis is 
nearly always found at the throat of stenoses in vivo.   
In addition to high shear rates, platelet activation due to chemical antagonists has 
been investigated.  Hubbell & McIntire (1986) calculate ADP, TxA2, and thrombin 
concentrations using convection-diffusion equations in non-stenosed flow chambers at 
shear rates between 200 s-1 and 1500 s-1.  The results indicate that thrombin is likely to 
play more of a role in initial thrombus formation than ADP and TxA2.  Folie & McIntire 
(1989) extend this research to an asymmetric stenosis geometry and find that clouds of 
thrombin and platelet-released vWF are most likely to cause platelet aggregation at shear 
rates above 1000 s-1.  However, as discussed below, these results are based on the use of 
enhanced diffusivity, a phenomena which is not well understood.   
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Shear stress also plays an important biologic role in coronary thrombosis.  Brown 
et al. (1975) identify that pathologic shear stresses greater than 50 2cmdynes  causes 
changes in platelet morphology similar to chemical activation.  Furthermore, shear stress 
mediates platelet adhesion and aggregation via vWF.  Alevriadou et al. (1993) report 
shear-dependent adhesion to surface-bound collagen via multimeric vWF and platelet 
glycoprotein Ib (GPIb) receptors at shear rates found in arterial settings.  Alevriadou et 
al.  also report vWF bridging platelet glycoprotein IIb-IIIa (GPIIb-IIIa) receptors in 
platelet-platelet aggregation.  At shear rates above 600 s-1, Kulkarni et al. (2000) report 
platelet-platelet aggregation is dependent on availability of GPIb receptors as well as 
GPIIb-IIIa in conjunction with vWF.  Both Alevriadou  et al. and Kulkarni et al. report 
platelet deposition increases and becomes more dependent on vWF, GPIb, and GPIIb-IIIa 
with increasing shear rate.  However, these mechanisms only partially explain platelet 
adhesion and aggregation at arterial shear rates.  Platelet adhesion and aggregation 
remains a complex phenomena due to multiple and shear-dependent receptors, alternative 
binding sites, and protein adsorption onto surfaces.  Kroll et al. (1996) note further 
difficulty in this field because the stress environment in blood flow is not defined.  It is 
difficult to study shear-dependent receptors when the stress experienced by cells in 
flowing blood is unknown.  Reviews of platelet adherence in arterial settings are found in 
Kroll et al. (1996) and Konstantopoulos et al. (1998).   
1.4 Two-phase Effects 
Blood contains around 40% RBCs by volume, a figure that is generally higher for 
males than females (Huether 2000).  The volume percentage of RBCs is termed 
hematocrit (hct).  RBCs have a normal size distribution with mean diameter of around 8 
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µm (Goldsmith & Marlow 1979).  Platelets account for only 0.1% of blood volume due 
to lower numbers and size.  Platelets have a log-normal size distribution with a median 
volume of 3.5 µm3  (Paulus 1975) and counts around 1 17  that of RBCs (Huether 2000).  
As seen in Figure 1.2, at arterial shear rates and length scales, RBCs jostle past 
each other along the compressional shear axis due to flow vorticity.  When particles are 
close, hydrodynamic forces are large and the pair will rotate and slide past each other in 
the shear flow.  Particles then separate along the elongational axis of shear flow.  Due to 
the high volume fraction of RBCs in blood, this process is highly dynamic as multi-
particle structures continually evolve.  The motions of RBCs displace fluid and platelets, 
increasing the effective diffusivity of the suspension 1000-fold over that due to Brownian 
motion.  Furthermore, the complex stress environment platelets experience alters their 
aggregation and wall-reaction rate in whole blood as well as their concentration 
distribution in tubes.  It is important to note that the microstructure within capillaries, 
where the length scales of vessels and cells are comparable, is greatly different than the 
description presented here.   
 
 
 10  
 
Figure 1.2: Jostling motion of RBCs in shear in arteries 
 
 
The enhanced diffusivity and augmented mass transport of platelets and platelet-
activating antagonists has been shown to be shear-dependent.  Turitto & Baumgartner 
(1975), Turitto et al. (1980), and Aarts et al. (1986) assume power-law platelet diffusivity 
of the form now AD γ&=  when investigating platelet deposition on subendothelium in an 
annular flow chamber, where wD  is wall diffusivity, oA  is a constant, and γ&  is shear rate.  
Turitto reports a power-law coefficient of n = 0.1-0.5 (Turitto & Baumgartner 1975) and 
n = 0.61 (Turitto et al. 1980).  Turitto et al. (1980) also consider the possibility of shear-
dependent platelet reaction with the wall which lowers the diffusivity exponent to 0.49.  
Aarts et al. (1986) report a power-law coefficient of n = 0.68 at 40% hematocrit with the 
exponent increasing greatly with increasing hematocrit.  In the previous discussion of 
concentration profiles of platelet-activating species, Folie & McIntire (1989) use an 
alternate form for effective diffusivity proposed by Keller (1971): 
( ) γ&∗−+= 2129.2 metersEDD Bw , where BD  is diffusivity due to Brownian motion 
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solute transport in suspensions of ghost cells and find it shear dependent as well.  It is 
important to note that both Cha & Bessinger and Kim & Bessinger include results for 
cells whose membranes have been partially hardened with glutaldehyde.  Both effective 
viscosity and effective diffusivity of hardened cell suspensions increase two times over 
normal preparations over a variety of shear rates.  Shear rates for these experiments 
generally range between 200 s-1 and 2000 s-1.  Currently, no models or framework exist to 
extend enhanced diffusivity to complex flow structures or geometry.  In fact, even in 
simple idealized flow cases, enhanced mass transport is not well-defined as exhibited by 
the variation in power-law exponents and lack of a working rheologic model. 
 In addition to enhanced diffusivity, the two-phase nature of blood may increase 
platelet deposition by increasing platelet-capture efficiency.  Goldsmith et al. (1995) 
measure ADP-induced platelet aggregation by recording the number of single platelets 
and platelet aggregates in suspension after exposure to flow in a tube with a mean shear 
rate of  335 s-1.  The seven-fold increase in platelet aggregation observed in blood at 36% 
hematocrit compared with that seen in a platelet-rich solution cannot be fully accounted 
for by the increased number of platelet collisions due to enhanced diffusivity.  Instead, 
Goldsmith hypothesizes that platelet-platelet interactions become more efficient due to 
increased platelet contact time caused by the presence of RBCs.  This theory was verified 
using latex beads in 40% ghost suspensions.  A 61% increase in platelet doublet lifetime 
was observed due to the suspension preventing the platelet doublet from rotating in the 
shear (Goldsmith et al. 1999).  In a similar manner, Munn et al. (1996) shows an increase 
of leukocyte-wall adhesion frequency in the presence of 30% hematocrit and 
hypothesizes that additional normal forces are imparted to the leukocyte by the RBC 
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suspension.  These results are confirmed in a mouse model with a 20-fold increase in 
attached leukocytes when RBCs are present (Melder et al. 2000).  However, the detailed 
rheologic stresses that could substantiate these mechanisms are not available.   
Due to the presence of RBCs, an increased platelet concentration near the wall 
(platelet margination) may increase the platelet-deposition rate in coronary thromboses.  
In dilute platelet-rich plasma suspensions flowing in 3mm tubes, platelets behave 
similarly to rigid particles and accumulate at a radial location near 60% of the tube radius 
(Aarts et al. 1988).  However, Aarts et al. report that the platelet distribution changes 
dramatically in the presence of RBC ghosts.  As seen in Figure 1.3, RBCs occupy the 
center of the tube while the platelet concentration is increased by 100% to 200% near the 
wall.  Xu & Wootton (2004) also report a 90% increase in near-wall platelet 
concentration in porcine whole blood under steady and pulsatile flow.  Some concern 
exists that sampling of the flow skews the reported platelet concentration profiles.  Using 
CFD software and fluid particle tracking, Xu & Wootton show that the sampling of the 
flow does not disturb the reported concentration distribution.  Both Aarts et al. and Xu & 
Wootton report platelet margination at distances greater than 5 RBC diameters from the 
wall.  Therefore, margination is not simply due to a RBC-free wall layer but is more 
complex due to the two-phase nature of the flow.  RBCs migrate away from the wall 
while the smaller platelets migrate towards the wall.  Eckstein & Belgacem (1991) model 
platelet margination by including a drift term into the convection-diffusion equations, 
although no rheologic mechanisms are considered.  Thus, the model cannot reproduce the 
dependence on shear rate observed in platelet margination.     
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Figure 1.3: Platelet Margination in the presence of 40% RBC ghosts at a wall shear rate  
of 240 s-1 with an average concentration of 398,000 per µl.  (regression based on data 
from Aarts 1988). 
 
 
1.5 Important Parameters 
Important parameters for the study of platelet deposition in experimental settings are 
blood hematocrit, platelet count, RBC deformability, and shear rate, with each capable of 
having nearly equal effects on blood rheology.  Using a cone and plate viscometer, Kim 
& Bessinger (1993) found suspensions of RBCs hardened by glutaraldehyde have twice 
the effective viscosity of normal RBCs at 45% hematocrit.  In studies of dilute 
suspensions drawn through a 500 µm slit, Shin et al. (2004) found that differentially 
glutaraldehyde hardened RBCs produced increasing effective viscosities up to three times 
the normal value for blood.   Cha & Bessinger (1996) found that suspensions of 
glutaraldehyde hardened red blood have twice the effective diffusivity of normal 
suspensions.  Additionally, RBCs whose membrane properties have been altered using 
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ionic buffering or neuraminidase produce different cell-free layers near the wall (Suzuki, 
Tateishi & Maeda 1998).  While the degree membrane alteration is not known in these 
studies, it can be assumed that glutaraldehyde is capable hardening cell membrane 
properties by orders of magnitude.  The large increases in membrane stiffness result in 
approximately three times the suspension properties.   
Flow shear rate has also been shown to be of primary importance to stress-mediated 
activation and vWF-mediated adhesion and aggregation.  Alevriadou et al. (1993)  finds 
platelet adhesion and Kulkarni et al. (2000) finds platelet aggregation increases three-fold 
as shear rates increase from ~100-1500 s-1.  Platelet effective diffusivities increase two to 
five times as shear rate increases from 100-1000 s-1 (Turitto & Baumgartner 1975; Turitto 
et al. 1980; Aarts et al. 1986; Cha & Bessinger 1996).  Furthermore, blood at arterial 
shear rates exhibits slight shear-thinning behavior where the viscosity of blood is shear 
dependent (Cha & Bessinger 1996).  A portion of these shear-dependent properties is due 
to increased RBC deformation as seen in the capillary number which is discussed below.  
As the shear rate increases, so does RBC deformation.   
Physiologic blood hematocrit is equally important to blood rheology.  Both 
suspension viscosity and effective diffusivity double as hematocrit is increased from 0.2 
to 0.4 (Cha & Bessinger 1996).  Further increases in blood viscosity are seen at 
hematocrits above 0.5.  However, effective diffusivity decreases at higher hematocrits 
(Cha & Bessinger 1996) due to less mobility as RBCs slide past each other.  These results 
indicate that a 20% change in blood hematocrit similarly effect blood rheology as an 
order of magnitude change in RBC deformability through alteration of membrane 
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properties or increasing shear rate.  Thus, in order for quantitative analysis of suspension 
properties, hematocrit levels should be near physiologic.   
In simple shear experiments, dimensionless parameters that describe the 
deformability of the RBC are the: 
• Capillary number,  
SG GRCa γµ &2= ,      [1.3] 
where µ is the fluid viscosity, γ&  is the fluid shear rate, R is the particle radius, 
and SG is the membrane shear modulus (or SE ERCa γµ &2=  based on Young’s 
modulus, SE ),  






ˆ &= ,       [1.4] 
where Bκ  is the membrane bending stiffness, and D is the cell diameter,  
• membrane Poisson ratio, Pν , which is related to membrane dilatation,  







µ = ,       [1.5] 
which relates the viscosity of fluid inside the membrane to the plasma viscosity 
outside the membrane.   
The primary measure of RBC deformation is the capillary number which relates the shear 
stresses in the fluid to elastic stresses in the membrane.  As can be seen by the capillary 
number, it is often difficult to separate the effects of shear rate from deformation since 
increasing shear rate causes an increase in deformation.  Experimentally increasing the 
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shear rate also has the effect of increasing the effect of inertia through the particle 









= ,     [1.6] 
 where fρ  is the fluid density.  However, the Reynolds number effect in suspensions is 
largely unknown.  Thus, in section 4.3, blood is simulated with varying Reynolds number 
but constant capillary number.  Results indicate that suspension rheology is not sensitive 
to changes in Reynolds numbers between 0.1 and 0.7.  Additional dimensionless 
parameters in blood flow are the geometric aspects of the biconcave RBCs and the 
particle density ratio, Sf ρρρ =ˆ , where Sρ  is the density of the suspended particle.   
In addition to RBC deformation, shear rate, and hematocrit, the macroscopic length 
scale of the suspension is vitally important because enough RBCs must be present in 
suspension to produce bulk behavior.  The well-known Fahraeus-Lindqvist effect is an 
example of non-bulk behavior where blood viscosity decreases in pressure-driven flow as 
flow chamber dimensions decrease below 500 µm (Fung 1993).  In general, the study of 
suspensions involves multiple length and time scales due to sub-particle length scales 
dominating the macroscopic suspension behavior.  Using a Stokesian-dynamics 
simulation technique in unbounded shear flow, Sierou & Brady (2001) find suspension 
viscosity remains constant for simulations of 125-2000 rigid spherical particles and at 30-
50% volume fraction.  However, errors in short-time suspension diffusivities exist for 
simulations below 200 particles (Sierou & Brady 2001, 2004).  Simulation runs longer 
than one shear unit ( tγ& ) are required to avoid particle motion correlated with initial 
conditions while true diffusive behavior is established beyond 20 shear units.  The 
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Stokesian-dynamics simulations have the benefit over experiments in that there are no 
walls to perturb the bulk suspension behavior.  Thus, simulations of ~200 RBCs are 
expected to produce bulk behavior in unbounded flow while bounded flow may require 
the simulation of more than 800 RBCs.   
1.6 Red-Blood-Cell Simulations 
Computational simulations of RBCs are prevalent in literature for the purposes of:  
1. modeling single-cell deformation for obtaining material properties from experimental 
results; and 2. simulating RBCs suspended in fluid for the eventual study of micro or 
macro-rheology.  Due to the many different motivations in cardiovascular biology and 
due to the extreme complexity of simulating RBCs in fluid, the treatment of RBCs in 
these simulations is both varied and not linear in either progression or complexity.   
RBC simulations are currently varied in both methodology and treatment of 
RBCs.  Mechanical stretching of RBCs by optical tweezers on attached beads has been 
simulated using the commercial software ABAQUS with a nonlinear neo-Hookean 
membrane model for the RBC (Dao, Limb & Suresh 2003).  However, when fluid-solid 
interactions are present for a cell suspended in fluid, the problem formulation becomes 
much more difficult and problem-specific codes are required.  Single and multiple RBCs 
in fluid have been simulated using the boundary-integral method (Ramanujan & 
Pozrikidis 1998; Breyiannis  & Pozrikidis 2000; Pozrikidis 2001, 2003, 2005), immersed-
boundary method (Eggleton & Popel 1998; Bagchi , Johnson & Popel 2005; Liu & Liu 
2006; Liu et al. 2006), particle methods (Dzwinel, Boryczko & Yuen 2003; Tsubota, 
Wada & Yamaguchi 2006), and the lattice-Boltzmann method (Dupin, Halliday & Care 
2006; Hyakutake, Matsumoto & Yanase 2006).  In the following sections, these 
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simulation methods are discussed along with the scope of current simulations.  Of special 
note is the large variation in treatment of simulated RBCs, from rigid two-dimensional 
(2D) spheres to three-dimensional (3D) nonlinear deformable membranes.  Furthermore, 
these simulation methods are generally limited to small numbers of red blood cells.   
1.6.1 Boundary-Integral Method 
The boundary-integral method solves the integral form of the Stokes equations 
through a discretized mesh.  Due to a lack of inertia, RBC deformation is solved in 
equilibrium with the fluid stresses.  The boundary-integral method is well-developed for 
the simulation of elastic capsules and RBCs in fluid.  A few of the most relevant recent 
publications are discussed.  In general, the boundary-integral method is relatively 
intensive, computationally, and currently limited to simulations of one or two cells.  
Furthermore, the methodology is limited to Reynolds numbers identically equal to zero 
whereas physiologic RBC suspensions occur at finite Reynolds number.   
Breyiannis & Pozkridis (2000) present 2-D suspensions of deformable fluid-filled 
circular and biconcave capsules in shear flow for rheologic purposes.  However, 
instability in the biconcave shape precluded the measurement of normal stress differences 
in RBC suspensions.  For single 3D particles, Ramanujan & Pozkridis (1998) investigate 
tank-treading behavior of elastic spherical and biconcave particles with varying internal 
viscosities.  Results coincide well with experimental observations of RBC flipping 
although simulation instability occurs at physiologic viscosity ratio, likely due to the lack 
of bending stiffness.  Pozkridis (2001) furthers these simulations by including bending 
stiffness in 3D capsules and RBCs with bending stiffness adding stability to the 
simulations.  Pozkridis (2003) extends these results for a single 3-D RBC with bending 
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stiffness in shear flow where the RBC membrane properties are neo-Hookean.  It is found 
that internal fluid viscosities less than 2 times the external viscosity cause the simulations 
to become unstable.  Pozkridis (2005) further extends these simulations to a single RBC 
in tube flow but with equal internal and external viscosities (due to computational time.  
Issues arise due to fluid forces near the wall causing increased cell curvature and due to a 
lack of lubrication modeling.  As can be seen in these simulations, treatment of single 
RBCs in boundary-integral simulations is generally very comprehensive with 3D finite-
element RBCs comprised of a linear or nonlinear membranes with fluid inside. Bending 
stiffness may be included as well as a higher fluid viscosity inside the cell due to 
hemoglobin (though the latter is more computationally intensive than 1ˆ =µ ).  The results 
presented in these boundary-integral simulations indicate the importance of including the 
bending stiffness of the RBC membrane and the viscosity of hemoglobin for stability 
purposes.  Furthermore, comparative examples of deformed shapes of RBCs in simple 
shear are displayed for arterial shear rates (CaE=0.005-0.2) and close to RBC properties.   
1.6.2 Immersed-Boundary Method 
The immersed-boundary method solves the fluid phase on a fixed grid while the 
solid-fluid coupling is approximated by adding weighted forces to the fluid momentum 
near the boundary.  As such, no limitations exist on fluid solution methods or solid 
modeling.  Since the solid forces are generally applied within a given radius of a 
boundary node, the immersed boundary solid-fluid coupling fails as particles approach 
each other.  The immersed-boundary method is generally more computationally intensive 
than the boundary-element method though its flexibility in fluid and solid solvers makes 
it more versatile.   
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Eggleton & Popel (1998) use the immersed-boundary method to simulate 3D 
capsules and RBCs in shear flow using both a neo-Hookean and Skalak models for 
membrane deformation.  A finite-Fourier-transform method is used to solve the fluid 
phase.  All simulations of RBCs became unstable due to high membrane curvature at the 
rim of the RBC.  This is likely caused by a lack of bending stiffness and the high 
capillary number of the simulations (CaE =0.58).  Interestingly, Eggleton & Popel found 
that the membrane area conservation constraint in the Skalak model was too restrictive 
for simulations with a reasonable time step.  It was found by reducing this restriction, that 
changes in the surface area had had only small effects on results.  Bagchi et al. (2005) 
present single and 2-particle interactions of 2D spherical capsules and RBCs using the 
immersed-boundary method.  The fluid phase is solved using finite differences while the 
solid membrane is treated using a neo-Hookean model.  The effective rigidity of 
interacting particles is found to be a function of their stiffness, bending stiffness, internal 
viscosity, and membrane viscoelastic properties.  Liu & Liu 2006 and Liu et al. 2006 
present an extension of the immersed-boundary method, the immersed finite-element 
method, for the simulation of 3D RBCs in venous rouleaux formation.  RBC aggregation 
is modeled by curve-fitting a depletion model for polymeric interactions.  The fluid phase 
is solved using a Galerkin method while the RBC membrane employs a Mooney-Rivlin 
model.  In impressive simulations, Liu & Liu are able to simulate ten 3D RBCs and look 
at the Fahraeus-Lindqvist effect on blood viscosity in capillary-sized chambers.  These 
simulations occur at venous shear rates where deformation is two-to-three orders of 
magnitude less than those found in arterial flows.  To date, this is the largest simulation 
of 3D deformable RBCs with realistic material properties.   
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1.6.3 Particle Methods 
Particle methods such as the semi-implicit or dissipative-particle methods 
simulate fluid as discrete particles which have some momentum associated with them.  
The position of these particles is tracked and fluid is simulated through the dynamics of 
particle collisions.  Solids such as RBCs are simulated as collections of solid particles 
which behave differently in collision.  Particle methods are computationally efficient 
though quantitative modeling is method-limited as discussed below.  Dzwinel et al. 
(2003) simulate roughly thirty 3D RBCs traveling through a capillary using an extension 
of dissipative particle dynamics.  This particle method converges to a steady-state 
solution of the Fokker-Plank equation (Dzwinel & Yuen 2002) which obeys Newton’s 
laws, although the Newtonian fluid stress tensor is not produced by the method.  The 
RBC models employed by Dzwinel et al. consist of solid particle held together by 
conservative forces.  No material properties similar to RBCs are given.  Furthermore, as 
particles approach, hydrodynamic interactions are neglected and a Lennard-Jones 
repulsive potential keeps the particle apart.  Tsubota et al. (2006) use a semi-implicit 
particle method to simulate suspensions of 2D RBCs.  The RBCs are comprised of rings 
of solid particles held together by springs with no fluid inside the cell.  Greater than 1000 
2D biconcave RBCs were simulated using 80 processors though RBC properties were not 
similar to actual RBCs.   
1.6.4 Lattice-Boltzmann 
The lattice-Boltzmann method uses a fixed mesh to evolve a discretized 
Boltzmann equation which converges to the Navier-Stokes equation.  Solid boundaries 
are treated as moving through the fixed mesh and finite Reynolds numbers may be 
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simulated.  The lattice-Boltzmann method simulates mesoscopic time scales much 
smaller than the continuum time scale.  Hence, lattice-Boltzmann methods are efficient 
for only a limited range of Reynolds numbers.  Hyakutake et al. (2006) use the lattice-
Boltzmann method to simulate 2D RBCs in a vascular bifurication.  The RBCs are 
treated as 2D rigid spheres with areal fractions of 5%, 15%, and 31%.  In another 
strategy, Dupin et al. (2006) develop a 2D multicomponent lattice-Boltzmann model to 
simulate large number of RBCs in pressure-driven flow.  The multicomponent model 
treats the RBCs as immiscible drops held together by surface tension, thus they are 
limited to circular shapes.  Furthermore, the 2D deformable drops have no modeling of 
the RBC membrane properties.   
1.6.5 Discussion of Simulation Methodology  
As can be seen in the literature, treatment of RBCs in simulations is varied with 
simulations of multiple RBCs currently limited to 2-D or pseudo-RBCs with non-realistic 
material properties.  While these simulations give qualitative descriptions, the discussion 
of red blood cell suspensions in Section 1.5 indicates that quantitative study of RBCs 
requires RBCs which are:  1. three-dimensional; 2. deformable with realistic properties; 
3. biconcave; and 4. present in high volume fraction with more than 200 particles.  No 
simulations to date have satisfied this set of requirements.  Three-dimensional RBCs are 
important because in two dimensions, RBCs must roll over each other to pass in shear 
flow.  In three dimensions, the RBCs may also slide past each other in the third 
dimension, giving qualitatively and quantitatively different results.  Deformability with 
realistic properties and a biconcave shape are also necessary for quantitative 
investigations even though this combination has proven very difficult in terms of stability 
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with Ramanujan & Pozrikidis (1998), Eggleton & Popel (1998), Breyiannis & Pozrikidis 
(2000), and Pozrikidis (2003, 2005) all reporting significant stability problems.   
In the current study, the lattice-Boltzmann technique is chosen because it less 
computationally intensive than the boundary-element method or immersed-boundary 
method, quantitative treatment of RBC deformation is possible, and the near-contact 
hydrodynamic interactions seen in dense suspensions may be included.  While the small 
mesoscopic simulation time scale limits the length of simulations, most important 
rheologic properties may still be investigated using this method.  Furthermore, the effect 
of Reynolds number in suspensions is numerically investigated in Section 4.3 with 
Reynolds number independence at 7.01.0Re −=p allowing for the use of optimal 
computational parameters.   
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CHAPTER 2: METHODOLOGY 
 
 
2.1 The Lattice-Boltzmann Technique 
The lattice-Boltzmann technique is well-documented for the direct numerical 
simulation of particles suspended in fluid (Aidun, Lu & Ding 1998; Qi 1999; Ding & 
Aidun 2000, 2003, 2006; Ladd & Verberg 2001).  Many variants of the lattice-Boltzmann 
method exist, but the ALD’ method is presented here. As initially described by Aidun et 
al. (1998) and extended by Ding & Aidun (2003) to incorporate lubrication forces at 
below-lattice length scales, the ALD’ method is a single-relaxation method which 
excludes the fluid inside a solid boundary.  This method is suited to moderately low-
Reynolds-number flows, while other lattice-Boltzmann variants may be used for both 
zero (Ding & Aidun 2007) and higher (Lallemand & Luo 2000) Reynolds number flows.  
The lattice-Boltzmann technique is presented here in the non-colloidal limit, where the 
effect of Brownian motion is negligible. Extensions to Brownian suspensions are possible 
and have been demonstrated for rigid-particle suspensions (Ladd & Verberg 2001).   
Briefly, the lattice-Boltzmann method discretizes the velocity space of the 
Boltzmann equation, resulting in a lattice spacing based on the chosen set of discrete 
velocity vectors, eσi.  A 3D 19-vector Cartesian velocity set is chosen for eσi, where the 
subscripts σ and i denote the Cartesian directions.  As seen in Equation 2.1, the time 
evolution of the Boltzmann particle distribution function is calculated through a collision 
and streaming operator using the single-relaxation-time Bhatnagar-Gross-Krook (BGK) 
collision operator (Chen & Doolen 1998),   
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)),(),((1),(),( )0( trftrftrfttterf iiiii σσσσσ τ
−−=∆+∆+ ,   [2.1] 
where ifσ  is the Boltzmann particle-distribution function, 
)0(
ifσ  is the equilibrium 
distribution function, r is the spatial location, and t is time.  The solution to the lattice-
Boltzmann equation is obtained at low Mach number based on the lattice-Boltzmann 
pseudo sound speed, sc .  As demonstrated using a Chapman-Enskog expansion 
(McNamara & Zanetti 1988), the lattice-Boltzmann technique converges to the Navier-
Stokes equations when the lattice spacing, cσi, is much smaller than a characteristic length 
scale of the simulation.   The equilibrium distribution function is defined as  
( ) ( ) ( )[ ])( 322)0( uOuDueCueBArf iii ++⋅+⋅+= σσσσσσσ ρ ,   [2.2] 












σσρ , must 
be conserved by the equilibrium distribution function, and coefficients, σA  to σD , are 
given by  Aidun et al. (1998) and Ding & Aidun (2003).  When the scaling for time and 
length are set to unity, the lattice-Boltzmann relaxation time scale, τ, is related to the 
fluid viscosity by 5.03 += ντ .  Fluid-particle boundaries are considered in a “link-
bounce-back” manner based on the lattice links crossing a solid boundary as discussed in 
Section 2.3.   
2.2 Finite Element 
2.2.1 Transient Finite-Element Method 
 The trajectory and deformation of an elastic deformable solid are governed by 
Cauchy’s Equation, 
 26  






,     [2.3] 
where 
Dt
uD ssρ  is the material derivative of solid momentum, and T elastic is the elastic 






governs particle deformation whereµ  is the fluid dynamic viscosity, γ&  is the fluid shear 






governs deformation of fluid-filled elastic capsules, where D is the particle diameter and 
MG  is the effective membrane’s shear modulus ( MSM tGG =  for membranes with 
thickness, Mt ).   
The transient finite-element method is chosen to calculate the time evolution of 
deformable particles in suspension (Equation 2.3) because this method is well developed 
with great versatility and multiple commercial software applications.  A general review 
of the transient finite-element method can be found in Bathe (2003).  The transient finite-
element method is derived by integrating virtual work over the volume of the element,  
dVFXdAFXdVT bodytractionelastic ∫∫∫ +=ε     [2.4] 
whereε  is a virtual strain due to virtual displacements, X , tractionF  are traction stresses on 
the surface, bodyF  are body stresses such as inertia, A is surface area, and V is volume.  
Equation 2.4 states that the amount of elastic work done on the solid (given by the area 
under the stress-strain curve and left hand side of Equation 2.4), is equal to the work done 
by the traction force on the boundary (area under the force-displacement curve) and solid 
inertia.  A particle is discretized into elements consisting of nodes.  The integrals in 
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Equation 2.4 are evaluated for each element as functions of displacements and then 
summed over all elements in a solid object.  The resulting transient finite-element 
equation, 
FKxxCxM =++ &&& ,      [2.5] 
determines the time-evolution of the nodal displacement vector, x , and its time-
derivatives, x&  and x&& , where the nodal-displacement vector is defined as the deformed 
node location minus the undeformed node location.  The global mass, M, damping, C, 
and stiffness, K, matrices are constructed from elemental matrices while the force vector, 
F, is calculated from traction forces resulting from the coupling to the fluid as described 
later.  The calculation of the stiffness and mass matrices are element-type dependent.  
Elements are defined by a shape function, ( )eH , which transforms nodal displacements 
into elemental displacements, 
( ) ( ) iee XHX = ,       [2.6] 
where ( )eX  is the elemental displacement vector in the elemental coordinate system (as 
discussed below), and iX  is the nodal displacement vector consisting of the degrees of 
freedom for all the nodes, i, in an element.  The shape function interpolates 
displacements, with the most common interpolation methods being linear (for elements 
without midnodes), or quadratic (for elements with midnodes).  Elemental strains are 
related to the nodal displacements through the strain-displacement matrix,  





,       [2.7] 
where r is a spatial coordinate.  The elemental-stiffness matrix is formed from the virtual 
work (left-hand-side of Equation 2.4) by integrating over the volume of the element, 
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( ) ( ) ( ) ( )ee
elasticT
ee dVBDBK ∫= ,    [2.8] 






















































,   [2.9] 
pν is the Poisson ratio, E is Young’s modulus, and GS is shear modulus 
( ( )PS EG ν+= 12  for the isotropic materials described here ).  The elasticity matrix 


































































elasticD ,      [2.10] 
where σ is stress, ε is strain, and the subscripts 1, 2, and 3 denote spatial Cartesian 
directions.  The elemental-consistent mass matrix is formed by integrating the shape 
functions over the volume of the element, 
( ) ( ) ( ) ( )ee
T
ee dVHHM ∫= .       [2.11] 
The elemental mass and stiffness matrix are summed via the nodal displacements into the 
global matrices used in Equation 2.5.  Linear-elastic solid and shell (membrane) elements 
are described below, but elements for a variety of applications may be found elsewhere 
(Bathe 2003; ANSYS Theory Ref. 2004). 
 
 29  
2.2.2 Solid Finite Elements 
In the present study, linear-elastic solid elements are used to model solid 
deformable particles (ANSYS Theory Ref 2004), while linear-elastic shell elements are 
used to model deformable fluid-filled membranes (ANSYS Theory Ref 2004).  The 
linear-elastic solid element is show in Figure 2.1 with either eight or four nodes, where N 
is the node location.  The shape function for the solid element is 
( ) ( )( )( ) ( )( )( )[ +−−++−−−= 321321 1111118
1 SSSXSSSXX JIe  
( )( )( ) ( )( )( )+−+−+−++ 321321 111111 SSSXSSSX LK  
( )( )( ) ( )( )( )++−+++−− 321321 111111 SSSXSSSX NM  
( )( )( ) ( )( )( )]321321 111111 SSSXSSSX PO ++−++++   [2.12] 
(ANSYS Theory Ref 2004) where ( )eX  are the elemental displacements, X are the nodal 
displacements, and the subscripts on the nodal displacements are nodes as defined in 
Figure 2.1.  Coordinates Si are located in the center of the element and normalized such 
that Si  = -1 is on one side of the element and Si  = +1 is on the other side.  The coordinates 
Si are not necessarily orthogonal for solid elements and follow the undeformed element 
edges which are bolded in Figure 2.1, S1=NJ-NI,  S2=NL-NI,  S3=NM-NI.  Thus, the 
coordinates Si form spatial coordinates that resemble lengthrS ii = , and provide 
coordinates for the volumetric integrals in Equations 2.8 and 2.11 .  In the case of the 
four-node tetrahedron, the additional degrees of freedom, NK, NN, NO, and NP are ignored 
in Equation 2.12.   
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Figure 2.1 Linear-Elastic Solid Element with either eight nodes (brick) or four nodes 




2.2.3 Shell Finite Elements 
 Linear-elastic shell elements are used to model fluid-filled membranes.  The shell 
elements are shown in Figure 2.2 with either four or three nodes and rotational degrees of 
freedom for bending stiffness.  The shape function for the shell element is 
 
( ) ( )( ) ( )( ) ( )( )[ ++++−++−−= 212121 1111114
1 SSXSSXSSXX KJIe  
( )( )]21 11 SSX L +−        [2.13] 
(ANSYS Theory Ref. 2004) where X only has in-plane components for the stiffness 
matrix (i.e. only 2 directions) but three directions for the mass matrix.  The coordinates Si 
are normalized on the element dimensions in the same fashion as the solid elements; 
however, the coordinates are always orthogonal for shell elements.  The out-of-plane 
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NI to NJ to NK, while S1 is formed by the bolded element edge on Figure 2.2, and S2 is 




Figure 2.2: Linear-Elastic Shell Element with either four nodes (quadrilateral) or 3 nodes 
(triangle).  Shells have a thickness which is constant in this study and rotational degrees 
of freedom at each node. 
 
 
2.2.4 Rayleigh Damping Matrix 
ANSYS commercial software is used to generate both the meshed particles and 
the global mass and stiffness matrices.  The damping matrix in the transient finite-
element equation (Equation 2.5) is chosen as a Rayleigh damping matrix, 
KMC DD βα += ,      [2.14] 
where the coefficients Dα  and Dβ  are related to the solid body damping ratios via 
( ) ( )nDnDn ωβωαωζ += −15.0 , whereζ is the damping ratio for a given modal circular 
frequency, nω .  The Rayleigh damping coefficients are chosen based on the desired 
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dynamics, damping ratios are chosen such that ( ) 1<<nωζ  for all simulations presented 
here.  A finite-element object contains many discrete modes representing a spectrum of 
vibrational frequencies ( nω ), and these frequencies are calculated via a modal analysis in 
ANSYS using a block Lanczos routine.  A review of finite-element modal analysis may 
be found in Bathe (2003).   
2.2.5 Newmark’s Method 
The transient finite-element equation is solved using a direct integration method, 
Newmark’s method, where Newmark’s equations,  
( )[ ]tNtttNt xtxtxxtx &&&&& ββ −∆−∆−−∆= +−−+ 5.021211 , and    [2.15] 
  ( )[ ]11 1 ++ +−∆+= tNtNtt xxtxx &&&&&& γγ      [2.16] 
combine with the transient finite-element equation (Equation 2.5) to produce a solid 





































































.    [2.19] 
For convenience, Equation 2.19 is rewritten as ''1
'
1 tttt CMFF ++= ++ .  The choice of 
61=Nβ  and 21=Nγ  yields a constant acceleration method which is unconditionally 
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stable.  To guarantee convergence, the integration time step, t∆ , is chosen as less than 
0.1 of the smallest fundamental period as determined by the modal analysis of the finite-
element particle.  For particle shearoelestic numbers of the order 0.1, this constraint 
generally corresponds to time steps greater than the lattice time step.  Thus, the finite-
element integration is performed on a different time scale than the lattice-Boltzmann 
integration, separating the deformation and lattice time scales.   
2.2.6 Local Coordinate System 
 In order to simulate large numbers of deformable particles in suspension, the 
finite-element method must be incorporated efficiently, necessitating the assumption of 
small body-fixed deformations.  To comply with this assumption, a particle coordinate 
system is fixed on a particle’s center of mass and oriented using the average angular 
displacement of the finite-element nodes.  This body-fixed coordinate system can cause 
an instability in unconstrained systems such as suspended particles, and while elemental 
corotational procedures are typically utilized for large-rotation problems (Rankin  & 
Brogan 1986; Campanelli, Berzeri & Shabana 2000), when averaged, the corotational 
procedure gives less consistent results than a simple average angular displacement.  
Furthermore, a small amount of numerical hysteresis is introduced into the angular 
displacement calculation, increasing stability.  The use of a body-fixed coordinate system 
for the solid particles results in invariant linear-elastic stiffness, mass, and damping 
matrices that may be determined a priori.  Thus, the left-hand side of the time-evolution 
equation (Equation 2.18) is constructed and inverted once for each particle type and 
applied to all particles of that type at all time steps.  This simplification results in O(n2) 
operations for the time-evolution of solid particles as opposed to O(n3) operations for 
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inversion, where n is the size of the particle’s finite-element matrices.  O(n3) inversion 
operations at every lattice time step are too numerically intensive to allow the simulation 
of sufficiently large numbers of particles.   
2.3 Fluid-Solid Coupling 
Coupling between fluid and finite-element solid is determined based on the lattice 
direction vectors crossing the solid boundary, forming links between the fluid and solid 
(Aidun et al. 1998).  Lattice links are found on the discretized finite-element surface 
using a ray-tracing algorithm commonly used in computer graphics. In this method, rays 
are projected along the lattice directions and tested for intersection with the triangles 
comprising the solid surface using a fast and minimum-storage algorithm. The 
intersection is found through direct three-dimensional calculation using barycentric 
coordinates, which eliminates the need for two-dimensional projections or calculation of 
the plane equation for the triangle. For more details on this method, see implementation 
by Möller and Trumbore (1997). 
The fluid force on the moving solid boundary is determined by  
( ) [ ] )(25.0,5.0 2'''')( uOeuBfetterF ibtiiiBi +⋅−=∆++ + σσσσσσ ρ   [2.20] 
where )(BiFσ  is the force along the σi
th lattice vector (eσi), σi and σi’ are lattice directions as 
defined in Figure 2.3, and +tif 'σ  is the post-collision particle-distribution function in the 
direction σi’, )(1 )0(iii
t
i ffff σσσσ τ
−−=+ .  The boundary velocity, bu , is determined by 
linear interpolation from the finite-element nodal velocity on the surface intersected by 
the link.  The fluid particle-distribution function along the σith lattice vector is modified 
by the presence of the solid boundary by 
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( ) )(2),(1, 2' uOeuBtrftrf ibtii +⋅+=+ + σσσσ ρ ,   [2.21] 
which imposes the correct velocity gradient in the fluid stress tensor.  This boundary 
treatment assumes that the wall velocity is stationary with respect to the lattice time scale 




Figure 2.3: Boundary treatment of finite-element solid in lattice fluid  
 
 
2.4 Coupling of Forces to Finite Elements 
The computational lattice-Boltzmann methodology places restrictions on the ratio 
of the macroscopic length scale (such as particle diameter, D) and the lattice length scale 
(cσi).  This restriction comes from the Knudsen-number-like parameter in the lattice-
Boltzmann derivation that requires sufficient lattice resolution of the suspended particles, 
i.e. 1>>icD σ .  Ding & Aidun (2003) find converging drag on a 3D sphere in a channel 
for D > 16 lattice units, and Ladd (1994) finds good agreement with 2D pressure-driven 
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flow in a channel for widths above 9 lattice units.  When the lattice fluid is coupled to a 
discretized finite-element object, the finite-element mesh to lattice-length ratio, lFEA, is 
introduced.  The introduction of this secondary length scale has not been previously 
investigated and requires special transfer of the lattice forces to the solid boundary.   
 
 
Figure 2.4: Description of spherical particles with elemental mesh length ratios ranging 
from lFEA= 2.0 (finely meshed) to lFEA=6.2 (coarsely meshed) lattice units.  Length scales 
include the particle diameter, D, lattice spacing, ci, and finite-element mesh to lattice 
length ratio, lFEA.  D=20 for all three particles.   
 
 
The effect of varying lFEA may be seen in Figure 2.4 with three representative 
particles ranging from finely meshed to coarsely meshed.  The particle which is finely 
meshed when compared with the lattice spacing (lFEA=2.0) gives the best object 
description but has fewer links per finite-element surface.  Thus, simple linear 
interpolation of link forces to the finite-element nodes on the intersecting surface results 
in incorrect local surface stresses and consequently incorrect deformation.  The coarsely 
meshed object (lFEA=6.2) gives a poor object description and poor finite-element results; 
however, many links per finite-element surface results in good transfer of fluid traction 
vectors to the finite-element surfaces.  In order to correctly distribute the fluid-solid 
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interactions to finely meshed objects, a secondary length scale, σF, is introduced through 
















,     [2.22] 
where d is the distance between the link intersection with the finite-element surface and 
nearby finite-element nodes.  Weights are normalized for each lattice-link force and used 
to distribute the link forces to nearby finite-element nodes.  Buxton et al. (2005) use a 
similar scheme when transferring link forces to a discretized lattice-spring object, but 
Buxton et al. use a 21 d weighting scheme which fails when links land on a solid node.  
Furthermore, in this case, the distribution length scale, σF, controls the length scale for 
the fluid-solid interactions.  The effect of this additional length scale, σF, is studied by 
plotting the distribution of shear and normal stresses on a rigid sphere in uniform flow.  
For this study, the velocity at the boundaries of the simulation are set to the analytic 
solution for a sphere in uniform Stokes flow (Panton 1996).  The domain size is 5 sphere 
diameters, the sphere diameter is 20 lattice units, and the finite-element mesh ratio (lFEA) 
is set to 2.0 and 2.5.  The inset in Figure 2.5 shows the stress distribution on the surface 
of the lFEA = 2.5 sphere with σF = 1.25.  The results agree well with the analytic solution 
for uniform flow around a sphere with zero shear stress at the stagnation points on the 
fore and aft surfaces of the sphere; maximum shear stress is obtained when θ=π/2.  Not 
shown, the pressure distribution on the sphere also agrees well with the analytic solution.  
As seen in Figure 2.5, a minimum error in surface stress occurs when Fσ  is between 1 to 
1.25.  Below this scale, the lattice forces are not correctly distributed to the finite-element 
surface, and artificial surface tensions are seen.  At larger force-distribution lengths, the 
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lattice-link forces are applied far away from the location of the fluid stress and the error 
increases.  Based on these results, the lattice-Boltzmann method is suitable for the 
simulation of discretized particles with the same diameter as previous studies using 
“smooth” particles (D  > 16) if the force application length scale σF  ≈ 1.25.  Linear 
interpolation of forces to the finite-element nodes is not recommended for discretized 




Figure 2.5: Error in surface shear stress distribution on a sphere in uniform flow as a 
function of distribution length, σF.  Inset: shear stress distribution for a sphere in uniform 
flow with lFEA  = 2.5 and σF   = 1.25. 
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2.5 Near-contact Interactions 
 At high volume fractions, particles regularly approach within one lattice unit of 
each other.  When no fluid node exists between two particles, sub-mesh modeling must 
be incorporated into the lattice-Boltzmann method.  For the case of ideally smooth 
surfaces, Ding & Aidun (2003) developed a lubrication model extending the analytic 
solution for approaching spheres to a model for curved surfaces that uses lattice links.  
This model performs well for a variety of different particle radii and fluid viscosities; 
however, the required integration time step becomes very small as particles approach 
contact.  In the case of real particles, contact mechanics must be considered due to 
surface roughness. Furthermore, in the case of highly deformable particles such as RBCs, 
surface fluctuations due to Brownian motion will cause the cell membranes to collide at 
small separations, requiring the inclusion of below-lubrication contact modeling. Buxton 
et al. (2005) study the impact of deformable lattice-spring particles with a wall and 
propose either an exponential repulsive force or Lennard-Jones potential for link-wise 
contact mechanics.  For the purposes of our method, we transition the lubrication model 
developed by Ding & Aidun (2003) to contact with special attention to the forces in 
suspension mechanics.  Near-contact interactions along a links connecting approaching 
solid surfaces are calculated as 































































































































    [2.23] 
where 1+tapproachU  is the surface-approach velocity in link coordinates at time t+1, g
t+1 is the 
linkwise gap between surfaces at time t+1, gc is the contact cutoff distance, and q  = 0.6 
(Ding & Aidun 2003).  These interactions are added to the lattice-Boltzmann fluid-solid 
interactions for both particles’ approaching surfaces when the gap between approaching 
surfaces is less than the link length, cσi.  Thus, the total force acting on a link connecting 
approaching surfaces is  




i dFFF σσσ ,     [2.24] 
where, for the purposes of compactness, the link bounce-back force in Equation 2.21 is 













= ,     [2.25] 
where SN is the surface-normal vector, SFµ  is the coefficient of sliding friction, ST is the 








= .       [2.26] 
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The appropriate contact scale is Scalec RUA πµ6= , where ScaleU  is the velocity scale of the 
problem in lattice units, e.g., Dγ&  for particles in shear or the settling velocity for 
sedimentation problems.  The contact cutoff distance, gc, and the contact length scale, σc, 
are functions of the particle surface roughness and are determined a priori.  The mean 
surface curvature,λ , in the lubrication model is the local mean curvature of the 
approaching finite-element surfaces.  The local mean curvature of each individual surface 
is calculated by  
ds
dTsurface=λ ,       [2.27] 
where Tsurface is the tangent vector to the surface, and s is a surface coordinate connecting 
finite-element surface centroids.   
 The information needed to calculate 1),( +tBidFσ  in Equation 2.23 is only known for 
time t, not t+1 as required for stability in Newmark’s method (Equation 2.17).  Using the 
variables Uapproach and g at time t quickly leads to instability as deformable particles 
approach one another; however, the solution for t+1 variables requires the simultaneous 
solution of fluid-solid interactions and an inversion of the finite-element equation for 
every particle at every time step.  This computation is too costly for the simulation of 
suspensions.  Instead, an iterative scheme is used to converge to the force at t+1.  The 






ii dFFF σσσσ ε ,
),(5.0),( ++= + ,    [2.28] 
where tBidF
),(
σ is defined in Equation 2.23 but using Uapproach and g at time t instead of t+1, 
and t iF σε ,  is set to zero for the initial guess in a root-finding scheme.  As particles 
approach, the lubrication and contact forces become large, and root-finding becomes ill-
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conditioned. Small changes in surface velocity cause large deviations in lattice link 
forces, and root-finding solutions diverge.  In order to allow convergence in root-finding 
schemes, modeling is employed at the first root-finding iteration.  This modeling uses 
knowledge about the finite-element stiffness to predict approximate surface deformation 
in response to changes in force.  Rewriting the near-contact forces (Equation 2.23) in a 
general notation as 11),( ++ += tapproach
tB
i GUHdFσ , where G is the term multiplied by 
1+t
approachU  
in Equation 2.23 (as is summarized below), and H is the term not multiplied by 1+tapproachU  
in Equation 2.23, 












+++ −= , where 1 and 2 denote properties of the two approaching 
surfaces at the link intersection point,  
( ) ( )[ ]1211112111, itbitbitbitbt iF eueueueuG σσσσσε −−−= ++ ,     [2.30] 
and using Newmark’s velocity equation (Equation 2.16),  
( )( ) ( )[ ]
211121
1
, 1 ++ −+−−∆= ttNttNi
t
iF xxxxtGe &&&&&&&& γγε σσ   [2.31] 
where the acceleration terms, 
1t
x&&  and 
2t
x&& , are evaluated at the link intersection points 
on the approaching surfaces, 1 and 2.  Summing over the lubrication links, 







, 1 &&&&&&&& γγε σσ ,   [2.32] 
where ∑
links
is a compact notation for the application of link forces to the finite-element 
nodes using Equation 2.22.  In Equation 2.32, the linear operation on the finite-element 
velocity vector consists of calculating the surface velocity at each link intersection point 
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and then applying the resulting force to the finite-element vector, the combination of 
which may be rewritten in matrix form as   
( )( ) ( )[ ]2,12,1,11,2,2,1,1,, 1 ++ −+−−∆=∑ tBCtBCNtBCtBCN
links
t
iF xCxCxCxCt &&&&&&&& γγε σ , [2.33] 
where BCC  relates the application of lattice link forces to finite-element forces such that 





σ  becomes [ ][ ] [ ]FxCBC =&  in finite-element variables.  
The transient finite-element equations close Equation 2.33 by relating the finite-
element displacement vector to changes in nodal force.  Using Equation 2.28, the 
transient finite-element equations in Section 2.2 result in  









iinvt KCMdFFKx σσσ ε ,
''),(5.0),(
1 ')(' ,    [2.34] 







iinvt CMdFFKx +++= ∑∑ ++ σσ  and     [2.35] 









































( )( ) ( )[ ]++ −+−−∆ 2,1,2,2,1,1,1 ttNtBCtBCN xxxCxCt &&&&&&&& γγ .    [2.38] 
In order to avoid the solution of Equation 2.38 directly using matrix inversions, 'invBC KC  
is modeled into a nodal constant, 'invK , for each type of particle.  First, links in close 
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proximity to each other are assumed to have similar effects on particle deformation, 
leading to ''' invBCinvBC KGCKC = , where
'
BCC  is now only dependent on link intersections 
and Equation 2.22.  The nodal constant is now calculated using [ ]1''' invBCinv KCK = , which 
is determined a priori and assumes locally similar effects of approach velocity.  
Consequently, the deformation of the finite-element nodes is incorporated in a local 
manner according to local stiffness parameters.  Inverting the link to finite-element 
transform,  





































    [2.39] 
which may be solved for each lattice link with negligible computational penalty.  The 































































































.      [2.40] 
Using Equation 2.39 as an initial guess, the secant and false-position root-finding 
methods are used to converge t iF σε , .  In the author’s experience, Equation 2.39 is within 
5% of the correct value for t iF σε ,  in most cases.  In principle, further modeling accuracy 
than presented in Equation 2.39 may be obtained by expanding G and H as a Taylor 
expansion of the gap between particles in Equation 2.29; however, this additional 
modeling made negligible improvement in accuracy.  Finally, the converged lubrication 
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and contact forces are time-averaged on the finite-element mode to remove numerical 
oscillations and help convergence.   
2.6 Stability 
Since the finite-element integration time scale is separate from the lattice time 
scale, it is possible for the boundary velocity to change on the lattice time scale and 
produce instability in the fluid-solid coupling shown in Equations 2.20 and 2.21.  Thus, it 
is necessary to define this instability and avoid significant boundary velocity fluctuations 
on the lattice time scale by restricting the lattice time step and adding minimal material 
damping into the finite-element model.  Alternatively, a strongly coupled boundary 
treatment integrates the boundary motion and solves this issue but causes a nonlinear 
problem on the finite-element boundary, and this nonlinear problem defeats the efficiency 
incorporated into the finite-element method and limits computations as discussed above.   
In order to model this instability, a one-dimensional (1D) sample problem is 
posed, in which the deformable solid boundary is modeled as a mass-spring-damper 
system, and the fluid is a semi-infinite 1D lattice as seen in Figure 2.6.  Stability is 
examined by initializing the system at static equilibrium and perturbing the fluid velocity 
by uε  in the equilibrium distribution at time t=0.  Stability is defined by 
( )




for all later time steps.  The analytic solution for the movement of a mass-spring-damper 
system is known with characteristic parameters of the natural frequency, 
m
k





=ζ , and damped natural frequency, 21 ζωω −= nd , where k is 
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the spring stiffness, m is the boundary mass, and b is the boundary damping.  The 
simplification of the finite-element model to a mass-spring-damper system allows 
tunability of the boundary response in frequency space.   An analytic linear-perturbation 
study may be performed, in which the initial perturbation in the fluid velocity perturbs 
the solid boundary at t+1 and causes the boundary to oscillate, which then feeds back into 
the fluid through the coupling expression shown in Equations 2.20 and 2.21.  At the 





















   [2.41] 
for an underdamped boundary (ζ<1).  This analysis is cumbersome and is therefore 
extended to later time steps via numeric simulation, and the resulting stability plot is 
shown in Figure 2.7, illustrating stability of the model system as a function of damping 
ratio and natural frequency.  The numerical extension in Figure 2.7 contains all the 
characteristics of the analytic expression derived at the second time step.  Instability 
exists when there is little damping and when the natural frequency of the finite-element is 
on the order of the lattice time step. The stability characteristics of a given finite-element 
object may be analyzed by comparing its frequency spectrum with the stability plot 
shown in Figure 2.7 with the finite-element spring coefficient approximated by 
[ ]1~ ' KCk BC .  Instability may be avoided by changing the natural frequencies of the 
finite-element model via mesh or material properties, shortening the lattice time step, or 
increasing damping through the Rayleigh damping coefficients.  In order for the 
boundary velocity to be considered stationary with respect to the lattice time scale, as 
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described in Section 2.3, simulations must reside within the lower-most stability region in 








Figure 2.7: Numeric stability of idealized 1-D deformable boundary in lattice fluid 
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2.7 Sample Problems 
 In this section, several test problems are presented to show the effects of coupling 
the finite-element and lattice-Boltzmann methods for the simulation of particles in 
suspension.  Of particular interest are the effects of particle discretization, lFEA, on the 
lattice-Boltzmann method since they have not been studied previously.  In order to 
investigate fluid-solid coupling, the cases of an inflated thin-walled sphere, and settling 
particle are presented.  Next, the case of two spheres approaching each other with 
constant velocity demonstrates the effect of lFEA in lubrication and near-contact modeling.  
The case of a sphere rotating in shear flow was studied, but results are not presented here 
since discretization effects were found to be negligible. Also studied is the effect of 
particle discretization on the calculation of the dilute limit stresslet. Although sample 
problems are presented in the context of the finite-element method for deformable 
particles, it is expected that the effects due to particle mesh are also applicable to other 
deformation methods such as lattice-spring and finite-differences coupled to the lattice-
Boltzmann method. 
2.7.1 Inflated Sphere 
 The case of an inflated finite-element sphere in a quiescent fluid demonstrates the 
fluid-solid coupling between finite-element and lattice-Boltzmann methods.  A thin-
walled deformable sphere is subjected to an internal pressure by increasing the density of 
fluid inside the particle and thus the lattice-Boltzmann pressure, 2f sP cρ= , where fρ  is 
the density of the fluid, and sc  is the speed of sound in the lattice-fluid (here 31=sc ).  
The pressure is applied through lattice links to the finite-element solid, and the external 
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fluid is allowed to damp the solid motion.  The resulting change in radius of the sphere is 








=∆ ,      [2.42] 
where E is Young’s Modulus, Mt  is the thickness, and pν  is Poisson’s ratio of the 
sphere.  The computations are performed in a 100x100x100 periodic domain, and the 
sphere’s initial radius is set at 10 lattice units.   
Time-history results of the sphere’s inflation are shown in Figure 2.8 for three 
representative finite-element discretizations, where the finite-element discretizations are 
similar to those shown in Figure 2.1.  As seen in Figure 2.8, the finite-element model 
undergoes a damped oscillation when subjected to a step change in internal pressure.  The 
frequency of the oscillation agrees with the analytic prediction of a sphere in vacuo, 

















π  (Buxton et al. 2005).  The 
results are also consistent with Buxton’s results for an elastic lattice-spring sphere with 
internal fluid at a viscosity of 1/6.  The present simulations were performed at a variety of 
particle rotations and translations, and the results in Figure 2.8 show invariance with 
respect to rotation and translation, which is important since the link interactions for a 
discretized particle depend on orientation.  As seen in Figure 2.8, the lFEA = 8.7 particle 
produced oscillatory behavior but failed to converge to the analytic result.  This failure is 
partly because the link pressure forces undercalculate the lattice pressure due to poor 
object description, and partly due to finite-element solution of a poorly meshed object.   
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Also seen in Figure 2.8 results converge to the analytic solution for lFEA ≤ 2.0, while 






Figure 2.8:  Transient response of finite-element thin-walled spheres in fluid which are 
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2.7.2 Settling Particle 
 The case of a settling sphere in a square channel was thoroughly investigated by 
Aidun et al. (1998) for a smooth sphere in a lattice-Boltzmann fluid, and good agreement 
in settling velocity was found between lattice-Boltzmann simulations and experimental 
results by Miyamura, Iwasaki & Ishii (1981).  Results are extended to rigid discretized 
finite-element spheres settling in a square channel in the same manner as Aidun et al., 
where the inlet velocity of the channel is set to zero and the particle is allowed to reach a 
steady-state terminal velocity starting from a position 200 lattice units from the inlet. 
Fluid domains subdivided into 512 x 32 x 32 and 1024 x 64 x 64 lattice units are tested, 
and particle diameter, D, to channel width, LChannel, is varied from 0.15 to 0.65. The 
terminal velocity, U, is normalized by the unconstrained Stokes-flow solution, U0, and 
the Reynolds number based on the unconstrained settling velocity for these simulations is 
0.2.  The transient settling velocity of a spherical particle with D/LChannel = 0.65 in a  
512 x 32 x 32 domain is shown in Figure 2.9 and converges to the experimental value as 
the finite-element mesh size decreases.  Results for various D/LChannel are shown in Figure 
2.10 with lFEA < 2.2 for all simulations.  Again, good agreement is obtained with 
experiments for a variety of particle diameter to channel width ratios.   
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Figure 2.9:  Transient settling of finite-element spheres in the center of a square channel.  
Length of channel=256, L=32, radius=10, initial x-location of sphere=312 lattice units 
from the left.   
 
 
Figure 2.10:  Steady-state settling velocities of finite-element spheres in the center of a 
square channel; initial position is 200 Lattice units from the channel inlet; 
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2.7.3 Approaching Spheres 
 Effects of discrete finite-element particles on near-contact modeling are displayed 
for the case of two identical spheres approaching each other with constant velocity.  
Approaching spheres of different radii were also simulated and gave similar results.  The 
simulations are similar to those presented by Ding & Aidun (2003) for lattice-link 
lubrication between smooth particles.  Two spheres of D=20 approach each other in a 
wall-bounded domain with walls 70 lattice-units apart, and to leading order, the 












lub ,    [2.43] 
where wallC  is a constant depending on the wall effects on drag, and actualg  is the actual 
gap (not link-wise) between spheres.  In these simulations, Equation 2.23 is used for 
near-contact interactions with RgcC 02.0==σ .  Thus, the particle interactions are 
expected to diverge from Equation 2.43 when 02.0<
R
g actual  as the modeling transitions 
from lubrication to contact modeling.   
As seen in Figure 2.11, finely meshed spheres (lFEA= 2.0) converge to the analytic 
lubrication solution at gaps above cg .  Conversely, particles with lFEA > 3.0 under-predict 
lubrication forces and yield lower contact forces due to poor object description in the link 
formation. Inaccurate local surface curvature calculations from poor object description 
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partially explain the poor lubrication results, and these inadequacies pose significant 
problems for coarsely meshed particles in suspension.  Also, the coarsely meshed 
particles have a large artificial surface roughness due to poor object description, and 
when coupled to the under-predicted lubrication and contact forces, particles exhibit 
surface roughness collisions and stick-slip-type dynamics.  Thus, finite-element meshes 





Figure 2.11:  Spheres in a channel approaching with constant velocity.  Channel walls are 
70 units apart; the sphere radii are 10 units.  Near-contact lubrication and contact 
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2.7.4 Particle Bulk Stress 
 When studying particle suspensions, describing the effect of suspended particles 
on rheology can be accomplished by calculating the particle bulk stress. Put simply, the 
particle bulk stress is the volume-averaged stress of the suspending medium and the 
suspended particles. Following the method of Batchelor (1970) and neglecting inertial 
terms, the particle bulk stress, ij∑ , can be separated into a Newtonian contribution due to 
the fluid and a potentially non-Newtonian contribution due to the particle, shown as 
∑+=∑ ijijij SVE
12µ ,     [2.44] 
where Eij is the strain-rate tensor, and Sij is the contribution of an individual particle to the 
bulk stress known as the stresslet. The volume-averaged effect of all particle stresslets 
constitutes the contribution of the solid phase to the suspension stress. The stresslet for 
each particle is obtained via the integral  





ijjikijkjikij dAnununrrS µσσ ,   [2.45] 
where σij is the stress in the suspending medium at the particle boundary, u is the velocity 
of the surface, ni is the surface normal, and r is the position relative to the center of the 
particle.   
For the coupled lattice-Boltzmann finite-element method, the surface integration 
is readily computed since the stress on the surface of the particles is known via the fluid-
solid coupling.  Also, the boundary velocity utilized in the second term of integral is 
known via the velocity of the finite-element deformation vector, x& .  The stresslet 
calculation is verified by simulating an isolated sphere in simple shear and comparing the 
 56  
results with the dilute-limit analytic result of ijij EDS
3
6
5πµ= , first derived by Einstein 
(1906). The dilute-limit behavior remains Newtonian, and the only nonzero components 
of the stresslet are S12 and S21, which are equivalent. The height of the shear channel is 
gradually increased to eliminate wall effects, and the S12 component of the stresslet 
normalized by the analytic result is shown in Figure 2.12 for several particle 
discretizations.  As the wall effects are removed, the stresslet converges to the analytic 
solution force 0.3<FEAl  and 0.4>DL .  .   
 
 
Figure 2.12: S12 component of stresslet normalized by γπµ &312
5 D  for various domain 
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The simulations shown in Figure 2.12 were carried out at a lattice-Boltzmann 
Mach number less than 4100.1 −x .  At higher lattice-Boltzmann Mach numbers, error in 
the bounce-back boundary condition (Equations 2.20 and 2.21) causes an erroneous 
normal stress when the particle is not centered in shear.  This normal stress can cause 1) 
deformation of the particle if the particle is not fluid-filled, 2) an erroneous S11 term in 
the stresslet, and 3) erroneous shear stress calculations on the particle surface.   
The erroneous stress at non-zero Mach number is described by placing a particle 
and fluid in rigid-body translational motion as seen in Figure 2.13.  Even though there are 
no velocity gradients (and no stress components should exist), a symmetric normal stress 
in the direction of movement occurs, as seen plotted on the particle in Figure 2.13.  This 
symmetric normal surface stress is on the same order as the fluid shear stress at a Mach 
number of 0.05, much below the Mach number limit for lattice-fluid incompressibility, 
and a reasonable simulation velocity.  As seen in Figure 2.14, the erroneous normal stress 
is quantified by plotting the S11 component of the stresslet as a function of lattice-
Boltzmann Mach number for rigid-body motion of particle and fluid (as described in 
Figure 2.13).  As seen in Figure 2.14, the erroneous normal component increases as 
lattice-Boltzmann Mach number squared, consistent with the error term in the lattice-
Boltzmann fluid-solid boundary condition in Equations 2.20 and 2.21.  The effect of this 
term in particle suspensions has not been previously described, likely because the 
erroneous stress is symmetric and does not effect rigid-body motion, and because particle 
stresslet calculations have not been previously preformed using the lattice-Boltzmann 
method.   
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Figure 2.13: Particle and fluid in rigid-body translation such that no velocity gradients 
exist.  The normal stress distribution on the surface sphere is shown, which is an 
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Figure 2.14 Erroneous normal stress component in particle stresslet as a function of 
lattice-Boltzmann Mach number.  Particle and fluid are in rigid-body translation as 
described in Figure 2.13.  Particle diameter = 20.8 lattice units, lFEA = 2.0, and domain 
size = 4 particle diameters.   
 
 
The lattice-Boltzmann Mach number is related to the simulation time step through 
the lattice length and time scales which are set to unity.  In order to run simulations at 
reasonable lattice-Boltzmann Mach numbers (for faster simulations), it is desirable to 
remove the erroneous normal stress component shown in Figure 2.14.  For the case of 
fluid-filled particles such as RBCs, the fluid inside the particle creates a symmetric stress 
error in the bounce-back, canceling the erroneous stress on the outside of the particle.  
Thus, the membrane stress and therefore deformation are not affected in fluid-filled 
particles; however, stresslet and shear stress data are only calculated from the external 
stress.  To resolve this issue, a virtual fluid node is placed inside the boundary surface as 
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seen in Figure 2.15.  The lattice-Boltzmann particle distribution function of this virtual 
fluid node is set to the equilibrium distribution function of the boundary 
velocity, ( )bi uf )0(σ .  The boundary bounce-back is performed on this virtual fluid node 
which adds no physical stress to the boundary but cancels the erroneous normal stress 
term.  Thus, in the case of fluid-filled particles, the virtual fluid node is only used to 
calculate the correct external stress; it does not contribute to the overall dynamics of the 
particle.   
 
 
Figure 2.15: Boundary treatment to remove the erroneous normal stress in the lattice-
Boltzmann bounce-back boundary treatment.  A virtual fluid node is created inside the 
boundary and set to the equilibrium particle distribution function of the boundary 
velocity, ( )bi uf )0(σ .   
 
 
This solution cancels the erroneous normal stress term because the boundary 
bounce-back condition (Equations 2.20 and 2.21) normally implements a fluid stress 
tensor which results in the known velocity gradient between the fluid, fluidu , and solid 





Virtual Fluid Node 
Inside Boundary 
ifσ( )bi uf )0(σ
ub  
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boundary velocity, no velocity gradient exists, and no stress is transferred via the non-
equilibrium particle distribution function (the fluid stress tensor in the virtual fluid node 
is zero).  Thus, only the error term in the lattice-Boltzmann boundary treatment remains 
at the virtual fluid node, symmetrically canceling the erroneous error in the external fluid 
bounce-back.  Without this correction, Galilean invariance is not preserved in either 
stress reporting, or solid deformable-particle dynamics using the lattice-Boltzmann 
technique because particles away from the shear centerline have a translation velocity 
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In the present study, linear-elastic finite elements are used to simulate the RBC 
membrane and platelets because they are computationally efficient.  While nonlinear 
RBC membrane models are well-accepted in literature, they are too computationally 
costly to simulate large numbers of RBCs.  RBC membrane properties along with 
experimental observations of membrane deformation in suspension are discussed below.  
The well-accepted nonlinear neo-Hookean, Mooney-Rivlin, and Skalak type RBC models 
are discussed in Section 3.2 along with comparative reviews which provide perspective 
on the use of a linear model.  The deformation for a linear-elastic model is compared with 
nonlinear models for the most well-defined comparative case: a spherical RBC 
membrane in shear flow.  Based on this review, it is expected that the linear RBC model 
will perform well for the simulation of suspensions at arterial shear rates.  The linear-
elastic RBC and platelet models are described in Section 3.3 and in Section 3.4, 
simulations of linear-elastic RBC membranes are in good quantitative agreement with 
experimental observations of RBC deformation in flow chambers.   
3.1 Red Blood Cells 
3.1.1 Red-Blood-Cell Properties 
RBC deformation is one of the most important aspects of blood rheology.  RBC 
architecture consists of a cytoskeleton and phospholipid membrane encapsulating a fluid 
solution of hemoglobin.  The primary structural protein of the cytoskeleton, spectrin, is 
loosely coupled to the fluid membrane through proteins such as ankyrin.  This composite 
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structure gives the RBC both solid and fluid properties.  The RBC membrane has a small 
but finite elastic shear modulus of 33 108.1107.5 −− ×±×  dynes/cm (Waugh & Evans 
1979), a much larger area modulus of 288 ± 50 dyne/cm (Evans, Waugh & Melnik 1976), 
and a bending stiffness of 1919 103.0102.2 −− ×±× N m (Hwang & Waugh 1997) caused by 
the spectrin skeleton and external negative charge.  However, viscous behavior is 
observed in shear-thinning behavior of the membrane during micropipette aspiration 
(Tozeren et al. 1984), as well as the familiar tank-treading behavior (Schmid-Schönbein, 
Grebe & Heidtmann 1983).  The fluid inside the RBC membrane is hemoglobin, which 
has a viscosity of 6 cP, approximately 5 times that of the surrounding plasma.   
3.1.2 Experimental Observations of Red Blood Cells in Suspension 
RBC deformation has been observed experimentally by aspirating single RBCs in 
a micropipette (Evan et al. 1976; Waugh & Evans 1979; Tozeren et al. 1984), displacing 
microbeads attached to the RBC surface using optical tweezers (Dao et al. 2003), and 
straining RBCs in fluid flow chambers at low volume fractions of 0.5% (Yao et al. 2001; 
Wantanabe et al. 2006).  While these experiments give excellent descriptions of RBC 
material properties, they give no indication as to the deformation of RBCs in suspension.  
The primary experimental observations of RBC deformation in suspension are the well-
known films of Goldsmith & Marlow (1979).  In these experiments, normal RBCs are 
suspended among RBC ghosts that have been rendered transparent by having their 
hemoglobin removed.  The suspensions flow through 54-153 µm tubes and cine films 
capture the RBC motion and deformation.  Above 30% suspension concentrations, RBCs 
distort from approximately biconcave to shapes which are not uniform or axisymmetric 
and presumably depend on the local microstructure around the studied RBC.  Goldsmith 
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& Marlow find that RBCs tend to align with this pressure-driven flow, whereas hardened 
RBCs continue to rotate.  RBC trajectories display erratic motion due to lateral 
displacements in the high volume fraction suspension.  The non-uniform shapes of the 
RBCs highlight the importance of local deformability in a 3D model.  Furthermore, the 
amount of deformation indicates that a linear model will introduce non-negligible error.  
The amount of error in the deformation of single RBCs is discussed in Setions 3.2, 3.4, 
and 4.2 and is found to be within the variance found in experiments and simulations using 
nonlinear models.   
3.2 Red-Blood-Cell Membrane Models 
3.2.1 Review of Red-Blood-Cell Models 
The finite-element method has been used to describe single RBC deformation in 
the above mentioned micropipette aspiration, stretching using beads (Dao et al. 2003), 
passing through capillaries (Liu & Liu 2006), and in shear flow (Eggleton & Popel 1998).  
In these simulations, prevalent models for RBC membrane deformation are Neo-
Hookean, Mooney-Rivlin, and the so-called Skalak models.  All three models are 
nonlinear strain-energy models, which treat the RBC membrane as an effective 2D 
analog characterized by principle stretches λ1 and λ2.  Using the strain-energy 
formulation, the time-evolution of the RBC membrane may be solved using the method 
of virtual work (left-hand side of Equation 2.4), 
WorkVirtualdVWo =∫ δ ,    [3.1] 
where oδ is the virtual displacement operator, W is strain-energy, and V is solid volume.  
Alternatively, the strain-energy may be related to the stress by 
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dWS =       [3.2] 




















1 ,     [3.3] 











S = ,     [3.4] 
expresses stress from strain in the undeformed elastic configuration, compared with the 
Cauchy stress, mnT , which expresses stress in the deformed configuration.    
The strain-energy equation for a Neo-Hookean membrane may be given by 
(Bagchi et al. 2005) 
( )22212221 −−++= λλλλMstGW      [3.5] 
Gs is the shear modulus, and tM is the thickness of the membrane.  When simulating 
RBCs, the Poisson ratio is set to 0.5, resulting in preservation of the membrane volume.  
The material properties of the Neo-Hookean membrane are easily matched to RBC 
properties through the shear modulus.   
The Mooney-Rivlin model is an extension of the neo-Hookean model and has a 




































MR ψψ ,  [3.6] 
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where GMR is an elastic modulus which, using the asymptotic limit at small deformations, 
is equal to the elastic membrane shear modulus, Gs (Barthes-Beisel et al. 2002).  The 
choice of ψMR for RBCs has not been experimentally verified, although ψMR.≈ 0.9-1 is 
generally used (Skalak et al. 1973; Barthes-Beisel et al. 2002; Liu & Liu 2006).  The 
invariants are 222
2




12 −= λλI , which are related to area dilatation.   
The Skalak models were developed specifically to model RBC deformation 
















⎛ −+= ,    [3.7] 
where the coefficients BSK and CSK are material properties.  To preserve membrane area, 
CSK should be chosen much larger than BSK with suggested values of 5 dyne/cm and 0.005 
dyne/cm, respectively.  Also, viscoelasticity may be incorporated into this class of area-
incompressible membranes (Tozeren et al. 1984).   
3.2.2 Comparison of Red-Blood-Cell Models 
While the Neo-Hookean, Skalak, and Mooney-Rivlin laws for membrane 
deformation have been successfully used to model RBC deformation in a variety of 
experimental applications, differences do exist between these models.   For the purposes 
of differentiating between these models for RBC deformation, Barthes-Biesel et al. 
(2002) and Eggleton & Popel (1998) present comparative reviews of the models for 
spherical and biconcave RBC membranes in deformation.  In the small deformation limit, 
all models converge to linear theory.  At higher deformation values and under uniaxial or 
isotropic extension, Barthes-Biesel et al. (2002) show that Mooney-Rivlin membranes 
tend to be strain-softening while Skalak membranes are always strain-stiffening due to 
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the near-conservation of membrane area.  For the case of a sphere in axisymmetric 
straining flow, the area-extension modulus in the Skalak model, CSK, is found to have a 
non-negligible effect on the deformed capsule shape.  However, changes in the Skalak 
membrane shear modulus, BSK, tend to dominate the deformed shape.   
The deformation of a fluid-filled spherical RBC membrane in shear flow is most 
often used to compare RBC models.  The first-order analytic solution for a fluid-filled, 
elastic, and initially spherical membrane in shear flow is given by Barthes-Biesel (1980) 
and Barthes-Biesel et al. (2002) in which the sphere continuously deforms into an ellipse 
















2522 ,     [3.8] 
where R is the deformed radius of the sphere, a is the undeformed radius, γ&  is the fluid 
velocity gradient, and r  is a spatial location on the surface of the ellipse.  This solution is 
in terms of an asymptotic expansion in capillary number and is valid for small 
deformations, i.e.,  CaG<<1.  The maximum and minimum radii may be found by 
converting Equation 3.8 into polar coordinates on the shear plane and setting the 




















































































.    [3.10] 
The lattice-Boltzmann finite-element method with linear-elastic shell elements as 
described in Chapter 2 produces behavior consistent with this solution.  Figure 3.1 shows 
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the cross-section of a fluid-filled spherical membrane in shear flow using lattice-
Boltzmann finite-element method with CaG=0.4 and 1ˆ =µ .  The membrane continuously 
deforms as it rotates in shear flow, aligning 45° from the flow direction as predicted by 
Equation 3.8.  Deformation of the spherical membrane is in good agreement with 
Equation 3.8, as discussed below in the context of comparison with nonlinear membrane 
models.    
 
 
Figure 3.1: Cross-Section of a lattice-Boltzmann finite-element simulation of fluid-filled 
linear elastic spherical membrane in shear flow with CaG=0.4 and 1ˆ =µ .   
 
 
Eggleton & Popel (1998) use the immersed-boundary method to compare 
Hookean, Neo-Hookean and Skalak-type models for simulations of single spheres and 
biconcave RBCs in shear flow.  In Figure 3.2, the results from Eggleton & Popel are 
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compared to the lattice-Boltzmann finite-element method with linear-elastic shell 
elements for fluid-filled spherical membranes.  The linear theory in Figure 3.2 is from 
Equation 3.8 and is valid for CaG < 0.07 (Barthes-Biesel 1980).  For single spheres in 
shear flow, Eggleton & Popel find that the nonlinear Neo-Hookean and Skalak models 
start to diverge from linear theory for Ca > 0.05 (Skalak linear theory not shown).  
Similar to the results presented by Barthes-Biesel, Eggleton finds Skalak models produce 
shear-stiffening behavior compared to Neo-Hookean models.  The deformation of 
spheres in shear flow using Skalak models is half of Neo-Hookean models even though 
both use RBC membrane properties.  As seen in Figure 3.2, the linear-elastic finite-
element model agrees well with the linear theory and Neo-Hookean deformation at low 
capillary numbers.  At higher capillary numbers, the linear-elastic model results in 
slightly lower deformation than the neo-Hookean membrane but higher deformation than 
the Skalak membrane.  Thus, the linear-elastic model produces membrane deformation 
within the accepted range for nonlinear RBC models, even at CaG  > 0.1.  Eggleton & 
Popel did not extended the comparative review to biconcave RBCs because they found 
instability when simulating biconcave RBC geometries, likely due to a lack of bending 
stiffness in the neo-Hookean and Skalak membranes.  
Eggleton & Popel (1998) also find that the parameters governing the conservation 
of surface area in the Skalak model, CSK  >> BSK, must be relaxed in order for reasonable 
simulation time steps.  It was found that the relaxation of surface-area conservation 
produced minimal effect on simulation outcomes.  Thus, the membrane dilatational 
modulus may be relaxed slightly from RBC properties as long as CaG is accurate.  This 
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distinction is important since the linear-elastic model, like the neoHookean model, is 




Figure 3.2: Deformation of a fluid-filled spherical capsule in shear flow with 1ˆ =µ .  
Small-deformation linear theory is from Barthes-Beisel (2002) and is valid for 
07.0<GCa .  Neo-Hookean and Skalak membrane results are from Eggleton (1998).  
Area dilatation to shear modulus ratio CaG/CaE = 3 for LBM-FEA and neo-Hookean 
membranes; CaG/CaE = 10 for Skalak membrane.   
 
 
3.3 Red-Blood-Cell and Platelet Models 
3.3.1 Linear-Elastic Red-Blood-Cell Model 
The results of these comparative reviews show the predicted deformation of 
RBCs using the well-accepted Neo-Hookean, Mooney-Rivlin, and Skalak type models 
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differs when CaG is in the arterial range (>0.1).  While these nonlinear models are too 
computationally intensive for the simulation of suspensions of large numbers of RBCs, 
the error introduced by a linear-elastic model is shown to be no greater than the 
difference between neo-Hookean, Mooney-Rivlin, and Skalak models.  Additionally, as 
presented in Chapter 4, good agreement between experiments using whole blood and 
simulations at physiologic hematocrit indicates that the 20-30% uncertainty in material 
properties and natural biologic variance may diminish the significance of any errors 
resulting from linear modeling.  Since the results by Eggleton and Popel (1998) show 
little effect of varying the area dilatational modulus, the effect of membrane Poisson ratio 
is not investigated.  Instead, an incompressible modulus of 5.0=Pν  is used for all 
simulations as is consistent with the literature.   
RBCs are simulated as linear-elastic shell elements with bending stiffness.  
ANSYS “shell63” elements are used for the finite-element model with shape functions, 
elemental mass, and stiffness matrices given in Section 2.2 and ANSYS Theory 
Reference (2004).  As in the neo-Hookean model, the linear-elastic shell has a thickness, 
Mt , with the effective membrane properties set to the correct RBC values.  The 
membrane shear modulus is cmdynestG MS
3107.5 −×=  at body temperature as 
discussed in Section 3.1.  The shell is volume-of-the-membrane preserving with a 
Poisson ratio of 0.48, resulting in CaG/CaE = 3.  The bending stiffness is  19102.2 −×=Bκ  
N m and is implemented in the shell elements from plate bending, 














.     [3.11] 
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The hemoglobin inside the RBC membrane is set to a viscosity of 6 cP while the plasma 
surrounding the RBC has a viscosity of 1.2 cP at body temperature.  The cross-section of 
the RBC shape is created with tangential circles as shown in Figure 3.3a.  The resulting 
biconcave shape is consistent with the shape given by Fung (1993) and the dimensions 
are consistent with those reported by Skalak et al. (1973), Goldsmith & Marlow (1979), 
and Fung (1993).  A resulting meshed RBC with 504 elements is shown in Figure 3.3 b) 
with differential mesh at the RBC radius allowing for fewer elements and greater 
computational efficiency.   
 
a) b)  
Figure 3.3: a) Dimensions and cross-sectional shape of RBC.  b) Meshed RBC membrane 
with 504 elements.  
 
 
RBC volume does not change significantly under physiologic conditions, thus a 
constant-volume constraint must be applied to the RBC model.  Due to the nature of the 
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fluid-solid coupling in the lattice-Boltzmann method, the hemoglobin inside the RBC 
model will not strictly conserve volume.  This is because the boundary bounce-back 
condition in Equation 2.21 does not conserve mass when the boundary velocity is normal 
to the link direction, eσi.  Instead, the lattice-Boltzmann method conserves the global 
particle-fluid mass and treats the covering and uncovering of fluid nodes through 
momentum exchange between the particle and fluid (Aidun et al. 1998).  The volume of 
the RBC model is preserved by varying an internal pseudo-pressure inside the object 
which only acts on the finite-element nodes.  This pseudo-pressure is calculated using the 
lattice-Boltzmann pressure, [ ] σρAP
links
FEA ∑= , which is calculated via the lattice links at 
every time step to avoid link-based bias.  The ∑
links
refers to the application of link forces 
to finite-element nodes as was introduced in Sections 2.4 and 2.5.  A proportional-
integral-derivative (PID) controller adds a portion of this pseudo-pressure to the finite-
element force to control the volume of the RBC, 
[ ] [ ]FEAtFEA PF ς=+ ,     [3.12] 

















,  V is the deformed 
volume and V0 is the undeformed volume of the RBC.  As the RBC begins to inflate, the 
controller applies a negative internal pressure to conserve volume.  As the RBC deflates, 



















, is from the analytic solution to an inflated 
membrane and is dependent on membrane material properties.  As such the control 
response of Equation 3.12 is near critically damped and exhibits response time on the 
 74  
order of 100-200 lattice units.  In practice, the forces exerted by this controller are very 
small relative to the viscous forces.   
3.3.2 Linear-Elastic Platelet Model 
 Unlike RBCs, platelets are granulocytes with an internal cytoskeleton of actin 
filaments and microtubules.  The internal cytoplasm of platelets is non-homogeneous, 
containing dense bodies and α-granules, which are secreted upon platelet activation.  
Micropipette aspiration of platelets indicates that RBC membrane models such as the 
Skalak type models do not perform well in describing platelet deformation.  Instead, the 
more complex structure of platelets is modeled as an effective elastic continuum with a 
Young’s modulus of 3106.07.1 x±  dyne/cm2 and shear modulus of 3106.057.0 x±  
dyne/cm2 (Haga et al. 1998).  Thus, platelet capillary numbers are approximately 2% of 
the value of RBC capillary numbers.  While this amount of deformation is small, the 
inclusion of a finite-element representation of platelets has negligible computational 
penalty when compared to the many RBCs in suspension.  Additionally, since platelets 
located within clusters of RBCs experience higher stress, the effective capillary number 
of some platelets will be higher.  ANSYS “solid45” linear-elastic solid elements are used 
to model platelet deformation with shape functions, elemental mass, and stiffness 
matrices given in Section 2.2 and ANSYS Theory Reference (2004).  Linear-elastic 
elements perform well for platelets due to the small amounts of deformation.  Because 
only the external finite-element nodes interact with the surroundings, the global stiffness 
and mass matrices are reduced by the number of internal degrees of freedom, increasing 
computational efficiency.  The unactivated platelets simulated here have an 
approximately elliptical shape with a major diameter of 2.5µm and a thickness of 0.7 µm 
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(Paulus 1975; Haga et al. 1998).  A meshed platelet with 711 elements is shown in Figure 




Figure 3.4: Meshed 3D platelet with 711 elements. 
  
 
3.4 Red-Blood-Cell Simulations 
 The proposed linear-elastic RBC model is compared to previous simulations and 
experiments of RBCs at the dilute limit.  The deformed shapes of a single RBC flipping 
in shear flow are compared to boundary-integral results using a neo-Hookean model.  
RBC deformation in pressure-driven flow is compared to experimental flow chamber 
results, while RBC deformation in shear flow is compared to experimental results using 
low-viscosity ektacytometry.  In both experimental cases, the RBC is aligned in the 
“wheel” orientation in shear, allowing for the measurement of the major and minor axes 
of the elliptical deformed shape.  A comparison with platelet deformation in flow is not 
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possible since single platelets in flow are generally treated as rigid bodies due to their low 
deformation (Mody et al. 2005; Pozrikidis 2006).   
3.4.1 Comparison to Simulations with neo-Hookean Membrane 
 The validity of the linear-elastic RBC model has already been investigated in 
section 3.2.2 for a fluid-filled sphere at CaG ≤ 0.4.  The results shown in Figure 3.2 are in 
good agreement with the analytic solution at low deformation (CaG  << 1), and within the 
accepted range of deformation using nonlinear neo-Hookean and Skalak models at higher 
deformation (CaG  = 0.1-0.4).  The deformed shapes of a biconcave 3D RBC in shear 
flow are now presented and compared to results presented by Pozrikidis (2003) using the 
boundary-integral method with a nonlinear neo-Hookean membrane model.  Both the 
linear-elastic and neo-Hookean models have RBC membrane properties with CaG  = 0.1, 
corresponding to a physiologic shear stress of 1.7 dyne/cm2.  The bending stiffness in the 
linear-elastic model is approximately twice the bending stiffness in the neo-Hookean 
model because Pozkridis uses an approximate value for κ̂ .  Additionally, inertia is 
neglected in the neo-Hookean model due to the use of the boundary-integral method.   
As seen in Figure 3.5, a RBC is placed in the flipping orientation in shear flow 
with walls 4 RBC diameters apart.  The cell rotates in shear flow, and snapshots of the 
deformed shape are taken at non-dimensional times of 0, 4, 8, and 12 shear units.  Cross-
sections of the 3D RBC are shown in Figure 3.6 with the solid line corresponding to the 
linear-elastic membrane model and the dashed line corresponding to the neo-Hookean 
model presented by Pozkridis (2003).  The cells are initially placed in the elongational 
flow axis at an orientation of π/4 and then rotate clockwise in the shear flow.  The 
orientation of the cell agrees well between the two simulation methods even though fluid 
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and solid inertia is neglected in the boundary-integral results presented by Pozkridis.  The 
deformed shapes in the elongational axis in (Figure 3.6 a. ) and the near-horizontal 
orientation (Figure 3.6 c. and d.) agree well between the two methods with similar 
deformed shapes.  In the compressional flow axis shown in Figure 3.6 b), the neo-
Hookean model cell deforms into more of an “S” shape than that computed with the 
linear-elastic model.  This difference is partly due to the higher bending stiffness in the 
linear-elastic model.  The presence of inertia in the lattice-Boltzmann finite-element 
simulation and the nature of the linear-elastic model also have an effect.  Overall, the 
deformed shapes of the RBCs flipping in shear flow agree well between the two methods 
even though the deformation is considered large for a linear model.   
 
 
Figure 3.5: Snapshots of a single simulated RBC in shear flow at times a) 0=tγ& , b) 
4=tγ& , c) 8=tγ& , and d) 12=tγ&  with CaG = 0.1 and 5ˆ =µ , and 5.35ˆ =κ .  The 
simulation method is lattice-Boltzmann finite-element with a linear-elastic RBC 
membrane.    
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Figure 3.6: RBC cross-sections in the xy plane at times a) 0=tγ& , b) 4=tγ& , c) 8=tγ& , 
and d) 12=tγ&  with CaG=0.1 and 5ˆ =µ  (solid: LB-FEA with linear-elastic model with 
23ˆ =κ , dashed: boundary integral with neo-Hookean membrane with 41ˆ =κ  from 
Pozkridis 2003).  Angle from horizontal is a) π/4, b) -π/4, c) -π, and d) -1.9π. 
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Figure 3.7: Experimental photographs of RBCs in shear flow as viewed from below.  
RBCs are suspended in plasma and sheared at 950 s-1 in a cone and plate viscometer, 
with a corresponding CaG  = 0.7 (from Fischer 1977, used with kind permission of 
Springer Science and Business Media) 
 
 
The folded shapes of the RBCs in Figures 3.5 and 3.6 are qualitatively similar to 
dilute suspensions of RBCs suspended in plasma as photographed by Fischer & Schmid-
Schönbein (1977) and seen in Figure 3.7.  A number of RBCs that are aligned in the 
flipping orientation are circled in Figure 3.7 with much more pronounced folded shapes 
due to a fluid shear rate seven times higher than simulated in Figures 3.5 and 3.6.   
3.4.2 Red Blood Cell in Pressure-Driven Flow 
 Dilute-limit suspensions of RBCs in low viscosity fluid and passing through a 
flow chamber provide an excellent opportunity to compare experimental RBC 
deformation to simulations.  Conversely, many traditional experiments apply stresses 
much higher than arterial levels by using high-viscosity suspending fluid (Fischer, Stohr-
Liesen & Schmid-Schönbein 1978; Bessis, Mohandas & Claude 1980; Schmid-
Schönbein et al. 1983; Watanabe et al. 2006).  Furthermore, when RBCs are suspended 
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in a high-viscosity fluid, they become oriented with the shear flow and exhibit a tank-
treading motion (Fischer et al. 1978; Schmin-Schönbein et al. 1983).  In the case of a 
low-viscosity suspending fluid, when shear stresses are below 1 N/m2, many RBCs orient 
in the “wheel” orientation (Bitbol 1986), as seen in Figure 3.8, with the result that energy 
dissipation is minimized.  While it is unclear why the “wheel” orientation is preferred 
under these conditions, both RBC deformation and fluid inertia are necessary (Bitbol 
1986).  In this orientation, the thin flanks of the RBC support the shear stress.  The 
deformed RBC cross-section shape may be assumed elliptical and the major and minor 
axis measured.  A review on this method is given by Liu et al. (2007).  The RBC small-







=      [3.13] 
where D1 and D2 are the major and minor diameters of the RBC cross-section when 
viewed from the side, as shown in Figure 3.8.  By assuming that the RBC shape is 
approximately elliptic, and due to conservation of surface area, the deformation 
























DI      [3.14] 
where D0 is the average undeformed diameter of 100 RBCs (Yao et al. 2001, Liu et al. 
2007).  Analysis of current lattice-Boltzmann finite-element simulations indicates that 
Equation 3.14 underpredicts the small deformation index in Equation 3.3 by only 1%, 
validating the treatment of RBCs in the wheel orientation as deformed ellipses.  In flow 
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chamber experiments, the small deformation index is directly observed through high-




Figure 3.8: Side view of RBC deformation in pressure-driven flow when suspended in a 
low viscosity fluid.  The RBC is oriented in the “wheel” orientation and placed at ¼ of 
the flow chamber height.   
 
 The flow chamber experiments of Yao et al. (2001) are simulated by placing a 
RBC in a rectangular flow chamber with a height of 45µm.  The flow rate is varied by 
increasing the pressure gradient.  Away from the RBC, the flow has a parabolic profile as 
shown in Figure 3.8, with a linear variation in shear stress from maximum at the wall to 
zero at the center.  As in experiments, the average shear stress in the chamber is measured 
from the volumetric flow rate, Q, as  





τ =       [3.15] 
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where µf  is the viscosity of the suspending fluid (0.707 cP), h is the height of the 
chamber (45µm), and w is the width of the chamber.  The RBC’s distance from the wall 
(and thus the average shear stress experienced) is unknown in the experiments.  Thus, in 
the simulations, the RBC is placed at ¼ of the height of the flow chamber where the 
average shear stress is found.  RBCs reach steady-state deformation quickly ( 2<tγ& ) and 
thus do not move significantly from this position.  The experimental flow chamber has a 
length of 6.5 cm and a width of 1 cm to avoid entrance and transverse wall effects.  The 
length and width of the simulations were set to periodic boundaries and dimensions of 
90µm and 45µm respectively.  Increasing the length and width of the simulations by 
three times produced negligible changes in RBC deformation, verifying the size of the 
computational domain.   
The RBC’s small-deformation parameter is shown in Figure 3.9 as a function of 
capillary number (first x-axis) or average shear stress (second x-axis).  Simulations agree 
well with experimental results.  The slope of the experimental regression is slightly larger 
than the simulation results due to uncertainty in RBC material properties and RBC 
distance from the wall in experiments.  At shear stresses above experimental results, 
RBCs took longer to reach steady-state deformation and started to precess away from the 
“wheel” orientation.  Thus, the RBCs at higher shear stress resulted in slightly lower 
deformation than linear deformation would indicate.   
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Figure 3.9: Small deformation index for a RBC in a flow chamber.  Flow chamber height 
is 45µm and the RBC is located at ¼ of the flow chamber height.  Results are given as a 
function of CaG (first x-axis) and average shear stress (second x-axis).  Experimental 
results are from Yao et al. (2001) in a suspending fluid of 0.707 cP viscosity.   
 
3.4.3 Red Blood Cell in Shear Flow 
 In low-viscosity ektacytometry, low volume fractions of RBCs are suspended in a 
low-viscosity fluid and placed in a Couette device, where inner and outer rotating 
cylinders cause shear flow.  Due to the low viscosity suspending fluid, many RBCs orient 
in the “wheel” configuration as discussed in Section 3.4.2.  Changes in laser-diffraction 
patterns have been related to small deformations of the RBC.  The deformations have 
been validated to the flow chamber technique described in Section 3.4.2 (Yao et al. 2001, 
Liu et al. 2007) and to other experimental measures of RBC elasticity such as 
micropipette aspiration (Liu et al. 2007).  The principles of RBC deformation in low-
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viscosity experiments have been discussed in Section 3.4.2 with the small-deformation 
index given by Equation 3.14.   
 Computational comparisons to low-viscosity ektacytometry are performed by 
placing a RBC in wall-bounded shear flow with the walls separated by four RBC 
diameters.  The viscosity of the suspending fluid is 0.707 cP.  The RBC small-
deformation parameter is shown in Figure 3.10 as a function of capillary number (first x-
axis) or average shear stress (second x-axis) with the simulations agreeing well with 
experiments at all shear stresses.  The agreement at higher shear stresses further indicates 
that the differences between flow-chamber simulations and experimental data is due to 
uncertainty in RBC distances from the wall.     
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Figure 3.10: Small-deformation index for a RBC in shear flow.  Results are given as a 
function of CaG (first x-axis) and average shear stress (second x-axis).  Experimental 
results are from Yao et al. (2001) using low-viscosity ektacytometry in a suspending fluid 
of 0.707 cP viscosity..   
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4.4.1 Simulation Descriptions 
Suspensions of RBCs and platelets at physiologic hematocrit are simulated using 
the coupled lattice-Boltzmann finite-element method to investigate the stress 
environment that platelets experience due to the two-phase nature of blood.  This stress 
environment is important in platelet deposition due to stress-mediated adhesion 
(Alevriadou et al. 1993; Kulkarni et al. 2000), augmented mass transport (Turitto et al. 
1980; Goldsmith et al. 1995, 1999), and platelet margination (Aarts et al. 1988).  
Furthermore, the stress environment in blood is also important to areas such as leukocyte 
adhesion (Munn et al. 1996), microvascular mechanics (Sun et al. 2003), artheriogenesis 
(Sloop 1998; Jung et al. 2006), and others.   
Simulations of blood suspensions consist of deformable 3-D biconcave RBCs and 
ellipsoidal platelets with correct material properties at physiologic hematocrit.  Between 
70 and 216 cells are simulated in unbounded shear flow where fewer particles may be 
simulated while still producing rheologically relevant results.  Unbounded shear flow is 
developed in Section 4.1.2.  Simulations in unbounded shear are described in Sections 
4.2, 4.3, and 4.4 to investigate the effect of simulation domain size, Reynolds number, 
and shear rate respectively.  Good agreement is found with experiments for both bulk 
rheologic properties and local blood microstructure.  In all simulations, RBCs and 
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platelets are initialized at random locations and with random orientations using a new 
seeding algorithm which is described in Section 4.1.3.   
4.1.2 Unbounded Shear 
 Particles are simulated in unbounded shear (shear without walls) because fewer 
particles are needed to produce rheologically relevant results.  As seen in Figure 4.1, in 
unbounded shear, the domain is repeated in a periodic manner in both shear, vorticity, 
and flow directions (vorticity not shown).  The flow and vorticity directions are treated in 
the normal manner where images of a particle occur at regular intervals of the domain 
length, L1and L3.  In the shear direction, material points at the top and bottom of the 
domain convect with the shear velocity such that the position of a particle’s image 
constantly convects with the flow.  Thus, a particle whose image is offset in the shear 
direction by L2, is also offset in the flow direction by tL2γ& .  Particles or fluid crossing the 
shear-periodic boundary reappear at their image’s location and must be adjusted in 
velocity to account for the shear rate.  Unbounded shear simulations are prevalent in 
Stokesian Dynamics (Bossis & Brady 1984, Brady & Bossis 1988, Sierou & Brady 
2004), where the shear rate is simply dealt with in the problem formulation.  Unbounded 
shear flow has been implemented in the lattice-Boltzmann framework using the Lees-
Edwards boundary condition (Wagner & Pagonabarraga 2002) using a modified lattice-
Boltzmann equilibrium distribution function.  In the present study, a description of 
unbounded shear flow is presented using a modified propagation operator which 
incorporates the same fundamentals but is slightly more efficient than the method 
presented by Wagner & Pagonabarraga.  In practice, the two methods produce 
indistinguishable rheologic results.   
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 Implementation of unbounded shear boundaries in the lattice-Boltzmann method 
poses unique challenges because the fluid is composed of a discrete set of virtual fluid 
particles in the lattice-Boltzmann particle-distribution function, ifσ .  As seen in Figure 
4.2, the shear-periodic boundary is defined halfway between fluid nodes at the top and 
bottom of the domain.  Only a portion of the particle-distribution function crosses the 
shear-periodic boundary.  Since material points on the boundary are advected with the 
boundary velocity, the fluid nodes at the bottom of the domain no longer lie on lattice-
direction vectors, eσi.  Thus, virtual fluid nodes are created along the lattice-direction 
vectors as seen in Figure 4.2, preserving the fluid viscosity by preserving the lattice 
directions, eσi.  The particle-distribution function at the actual nodes is then interpolated 
from the particle-distribution function at the virtual nodes.   
As the particle-distribution function crosses the shear-periodic boundary, it must 
be altered to account for the jump in velocity between the top of the domain and bottom 
of domain due to the shear rate.  Special care must be taken to correctly adjust the 
particle-distribution function while preserving fluid mass and the fluid stress tensor.  As 
the portion of the particle-distribution function leaves the top of the domain, the 
equilibrium distribution function associated with the top velocity, ( )topi uf )0(σ , is subtracted 
and the equilibrium distribution function associated with the bottom velocity, ( )bottomi uf )0(σ  
is added.  Thus, the particle-distribution function in the directions crossing the shear-
periodic boundary are 
( ) )),(),((1),(, )0(sin trftrftrfttterf iiiigcrosi σσσσσ τ −−=∆+∆+  
( ) ( )leavingienteringi ufuf )0()0( σσ −+     [4.1] 
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The fluid stress tensor, )( fluidjkT , is conserved across the boundary since it is related to the 
















1 .    [4.2] 
By adjusting only the equilibrium portion of the particle-distribution function, the non-
equilibrium portion and the fluid stress tensor are preserved across the boundary.  Mass is 
also conserved since the equilibrium-distribution function conserves mass and is 
symmetric for a given velocity difference.  This operation is only performed along the 
lattice directions crossing the boundary.   Not shown in Figure 4.2, but still governed by 
Equation 4.1, the bottom-to-top propagation is performed in the same manner.   
 
 
Figure 4.1: Unbounded shear domain where shear-periodic boundaries advect with the 
shear velocity at the boundary.  Particles crossing the top boundary reappear at the 
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Figure 4.2: Shear-periodic boundary in the lattice-Boltzmann method.  Fluid at the top of 
the domain crosses the boundary through the particle-distribution function, fσi, and is 
adjusted for change in velocity due to shear.  Virtual fluid nodes at the bottom of the 
domain are along lattice directions, eσi, originating at the top of the domain.  Actual fluid 
nodes at the bottom of the domain are displaced from the virtual nodes due to convection 
of material points by the boundary velocity.   
 
 
 The shear-periodic boundary implementation is described by the interaction of 
spheres in shear flow, both centered in shear and centered across the boundary.  As seen 
in Figure 4.3, spheres centered in shear flow approach and pass one another due to 
differences in velocity.  The spheres do not return completely to their initial streamlines 
such as the case for smooth spheres in zero-Reynolds number flow, primarily due to 
surface roughness of the finite-element model.  In Figure 4.3, the trajectory of the spheres 
centered on the shear-periodic boundary is shown relative to the boundary velocity, 
tL25.0 γ& , for visualization purposes.  As seen in Figure 4.3, spheres interacting across the 
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shear-periodic boundary follow the same relative trajectory as when centered in flow.  
Small differences in trajectory do exist due to numerical differences in link locations.   
 
 
Figure 4.3: Trajectory of 2 spheres interacting in a shear-periodic domain.  Spheres are 
centered in shear in simulation 1, and interacting across the shear periodic boundary in 
simulation 2.  *For visualization purposes, the trajectory in simulation 2 is shown relative 
to the boundary velocity, tL25.0 γ& . 
 
 
4.1.3 Random Seeding of Particles in Simulations 
 In order to initialize RBCs and platelets in random locations and orientations at 
high volume fraction, a new seeding algorithm is used.  Current techniques for seeding 
particles include non-random stacking algorithms, random Monte-Carlo techniques, and 
particle settling.  Non-random stacked seeds, as seen in Figure 4.4, are easy to generate; 
however, simulations must run for a long period of time to remove the stacked 
configuration and produce relevant rheologic data.  Monte-Carlo techniques cause the 
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stacked particles to randomly vibrate and transition out of the stacked configuration.  
However, at high volume fractions, the random motion may cause crystalline structure 
similar to the stacked configuration.  Furthermore, it was found that the aspect ratio of 
RBCs prohibits rotation to random orientations using the Monte-Carlo technique.  
Settling techniques produce high volume fraction seeds by allowing particles in a large 
domain to settle into a smaller domain.  This technique requires a large amount of 
computational time to settle particles and causes non-homogenous distribution of 
particles within the final domain.   
Instead, a new algorithm is employed which allows for random positioning and 
orientation of particles, and a homogeneous distribution within the domain.  As seen in 
Figure 4.5a, RBCs and platelets are initially seeded at random locations and orientations 
at a fraction of their initial volume.  As seen in Figure 4.5b, the particles are then allowed 
to grow to their correct size, producing high-volume-fraction seeds.  The lattice fluid, 
lubrication, and contact mechanics described in Chapter 2 prevent particle overlap.  The 
growth rate is limited by the ability of these forces to avoid particle overlap, and a surface 
expansion velocity of 0.05 lattice units per time step is generally chosen.  While this new 
algorithm requires significant computational time, it produces homogeneous, random, 
and very high quality seeds which reduce the amount of time simulations require to 
overcome the initial transient.   
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Figure 4.4: 47 RBCs initialized in a stacked configuration where random cells have been 




a)   b)  
Figure 4.5: a) 137 RBCs and 8 platelets initialized randomly at 1/8 of their correct 
volume.  b) Random seed of RBCs and platelets at 40% hematocrit after the random seed 
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4.2 Domain Size 
 As discussed in Section 1.5, Stokesian-dynamics simulations of rigid spheres 
indicate that 125-200 particles are sufficient to produce rheologically significant results 
in unbounded shear.  To verify convergence of rheologic data for deformable red blood 
cell suspensions, the number of simulated particles is varied while maintaining 40.5% 
hematocrit and 04.0=GCa , which corresponds to a shear rate of 55 s
-1.  Simulations are 
listed in Table 4.1 with the number of RBCs and platelets ranging from 77 cells to 216 
cells.  Red blood cells and platelets are initialized in random locations and orientations 
using the seeding procedure described in Section 4.1.3, and all simulations are run in 
unbounded shear flow.  As discussed below in Section 4.3, Reynolds-number effects are 
negligible at between 1.0Re =p  and 7.0Re =p , and suspension rheology is mainly 
dependent on GCa .  
 













1 30 x 30 x 20 73 4 0.7 18 
2 37 x 37 x 25 137 8 0.6 22 
3 43 x 43 x 27 204 12 0.5 20 
  
 
Simulation results indicate that RBC deformation in suspension is within 
acceptable values for the linear finite-element model at 155 −= sγ& .  Important RBC 
parameters are listed in Table 4.2 with the RBC volume and membrane surface area 
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normalized to the undeformed state.  Changes in RBC volume are very small, well below 
physiologic significance.  Changes in RBC surface area are larger and are due to the ratio 
of membrane dilatation modulus to shear modulus, 3=GE CaCa , which is a limitation 
of both the linear finite-element model and the well-accepted neo-Hookean model.  A 
Skalak model for RBC deformation will produce more physiologic changes in surface 
area, although Eggleton & Popel (1998) indicate that differences in GE CaCa yield little 
difference in overall deformed shapes.  The maximum surface curvature of the RBC is 
0.4 µm-1, or 1.25 lattice spacings, and is resolved by the lattice-Boltzmann method.   
 
Table 4.2: RBC parameters in simulations of 73, 137, and 204 RBCs. 
 
 Mean Standard Deviation Maximum 
Volume/Initial Volume 1.0 0.003 1.02 
Surface Area/Initial Surface Area 1.08 0.03 1.16 
Surface Curvature   0.4 µm-1 
 
 
Snapshots of the simulations are shown in Figure 4.6 with the initial locations 
shown on the left and the deformed cells at time 10=tγ& shown on the right.  The 
direction of shear flow is the same for all simulations and is shown with arrows.   
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Figure 4.6: Simulations of RBCs and platelets in unbounded shear at 40.5% hct. and 
04.0=GCa , drawn to equal scale.  RBCs and platelets are initialized to random locations 
(left side) and deform in flow (right side at 10=tγ& ).  The direction of shear is shown 
with arrows in the first simulation. 
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As seen in Figure 4.6, many cells tend to align with the flow axis, consistent with 
the experimental observations of Goldsmith & Marlow (1979).  Goldsmith & Marlow 
suspend normal RBCs among RBC ghosts that have been rendered transparent by having 
the hemoglobin removed.  The suspensions flow through 65 µm tubes at 50% hct. and 
166 −= sγ& , and RBC orientation is measured as defined in Figure 4.6a.  As seen in Figure 
4.7, RBC orientation is described using a cumulative zϕ -orientation distribution which 
describes the probability of all RBCs orientated at less than zϕ .  The range of zϕ  is °0  to 
°90  due to cell symmetry ( °=°= 1800zϕ ), and the assumption in experiments that a 
RBC is equally likely to orient above and below the flow direction, e.g. 
( ) ( )zcumulativezcumulative PP ϕϕ −=+  .   
The cumulative zϕ -orientation distribution 73 RBCs in unbounded shear at 40.5% 
hct. and 155 −= sγ&  is shown in Figure 4.7b at times 18,9,0 andt =γ& .  The linear 
cumulative distribution at 0=tγ& indicates the random nature of initial particle 
orientations.  At later times, the cumulative distribution reaches an approximate steady-
state ( 9=tγ& and 18 shown in Figure 4.7b) with more RBCs aligned near the flow 
direction, °= 0zϕ , than the shear direction.  The experimental results of Goldsmith and 
Marlow (1979) show more RBCs aligned with the flow than simulations predict, likely 
from non-continuum effects and variations in shear due to the small tube diameter.  The 
lack of tank-treading behavior in the linear finite-element model is not expected to 
influence simulation results because Goldsmith & Marlow do not report tank-treading at 
40% hct. although they do at 80% hct.  Good qualitative agreement exists between 
experiments and simulations  
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The cumulative zϕ -orientation distribution of 204 RBCs is shown in Figure 4.7c 
with identical results to 73 RBCs and 137 RBCs (not shown), indicating that the 
microstructure is invariant in domains larger than 70 particles in the case of unbounded 
shear flow.  In Figure 4.7b and c, the orientation of all RBCs is reported; however, it is 
difficult to experimentally measure the orientation of RBCs in the “wheel” configuration 
(Goldsmith & Marlow 1979).  Thus, the cumulative distribution of RBCs which are only 
in the “flipping” orientation is shown in Figure 4.6d with a higher percentage of RBCs 
reported aligned with the flow and better agreement with experimental results.   
   
 
 99  
 
Figure 4.7: Cumulative zϕ -orientation distribution of RBCs in unbounded shear at 40.5% 
hct. and 155 −= sγ& .  a) RBC orientation, b) simulation of 73 RBCs and 4 platelets, c) 
simulation of 204 RBCs and 12 platelets, d) 204 RBCs at 10=tγ& with only RBCs within 
20° of the flipping orientation (out-of-plane angle) considered.  Experimental results are 
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12∑=eff ,       [4.4] 
where effµ  is the effective suspension viscosity, and the ensemble-average particle bulk 
stress, 12∑ , is calculated using a time-integral average.  The time-integral average of 
effµ  is shown in Figure 4.8 for the three different sizes of simulations.  The initial 
transient portion of the simulations is approximately the same for all three domain sizes, 
and convergence to within 3% of experimental whole blood viscosity is obtained by 10 
shear units.  It is surprising that the larger number of particles does not converge faster 
due to a larger statistical sample and more RBC-RBC collisions.  Equal convergence of 
all simulations suggests the simulation transient is dominated by RBC deformation.   
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Figure 4.8: Time-averaged effective suspension viscosity for RBCs and platelets at 40.5 
% hct. in three different size simulations.  Experimental whole blood results are from 
Merrill et al. (1963). 
 
 
4.3 Reynolds-Number Effects 
The effect of varying Reynolds number in blood suspensions is largely unknown. 
As discussed in Section 1.5, blood viscosity and platelet adhesion in experiments is 
dependent on shear rate.  However, shear rate effects both RBC deformation (through 
capillary number) and inertia (through Reynolds number).   
To study the effect of altering Reynolds number in simulations of blood 
suspensions, 66 RBCs and 4 platelets are simulated at 35.5% hematocrit in unbounded 
shear in a 33 µm x 33 µm x 17 µm domain.  The Reynolds number is varied from 0.1 to 
0.7, with corresponding lattice-Boltzmann Mach numbers of 4107.0 −x  and 4105.3 −x  
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respectively.  The material properties of the simulations are given in Table 4.3, with 
material properties chosen at an in vitro temperature of 25°C to match experimental 
blood viscosity results reported in Fung (1993).  Typically, the viscous timescale relates 
simulation parameters to a physical shear rate (e.g. s-1).  In low-Reynolds-number flow, 
this timescale is arbitrary.  Because the Reynolds number is varied in these simulations, 
the simulation shear rate reported in Table 4.3 is based on capillary number similarity as 
calculated from the suspension shear stress.   
 
Table 4.3: Material Properties of Simulations 
 
Plasma Viscosity at 25°C 1.6 cP (Harkness & Whittington 1970) 
Membrane Shear modulus at 25°C 6.06 dyne/cm (Waugh & Evans 1979) 
RBC Capillary Number, CaG 0.02 
Shear Stress  1 dyne/cm2 
Shear Rate 18 s-1 
 
 
The reduced suspension viscosity ( plasmaeff µµ / ) is plotted in Figure 4.9 as a 
function of time for particle Reynolds numbers of 0.1 and 0.7 ( plasmap D µγρ
2Re &= ).  
The reduced-viscosity curve is a time-integral average and converges to a value within 
5% of the experimental value reported by Fung (1993).  As seen in Figure 4.9, the 
suspension viscosity is not sensitive to changes in Reynolds number between 0.1 and 0.7, 
indicating that suspension dynamics are dominated by RBC deformation and therefore 
dependent mainly on CaG.  To examine the local stress environment experienced by 
individual cells, the average magnitude of shear stress calculated on the surface of red 
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blood cells and platelets is shown in Figure 4.10 as a function of time.  The average 
shear-stress magnitude on the surface of a cell ( surfaceτ ) is normalized by the shear stress 
of the suspension, effµγ& , and is reported as a time-integral average.  The average shear-
stress magnitude shown in Figure 4.10 is cumulative from red blood cells and platelets 
since the 4 platelets in suspension do not provide significant data.  As seen in Figure 4.9, 
the local stress experienced by cells in suspension is also not sensitive to Reynolds 
number at 1Re <p .  Other rheologic properties such as surface normal stress and local 
stress experienced by individual cells behave similarly to the results presented in Figures 
4.9 and 4.10 and are independent of particle Reynolds number between 1.0Re =p  and 
7.0Re =p .  Reynolds-number independence at low pRe  is significant from a 
computational perspective because it allows for computations at higher Reynolds 
numbers than the physical particle Reynolds number, which is ( )01.0001.0 −O .  This 
speeds numerical simulations significantly and allows for the lattice-Boltzmann finite-
element method to run within its most efficient range of parameters.   
 
 104  
 
Figure 4.9: Time-average of the reduced suspension viscosity of 66 RBCs and 4 platelets 
at 35.5% hct at 02.0=GCa  and 7.01.0Re andP = .  Experimental Results are reported 
by Fung (1993) at 35.9% hct and a temperature of 25°C.   
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Figure 4.10: Time-integral average of average magnitude of shear stress on the surface of 
66 RBCs and 4 platelets at 35.5% hct at 02.0=GCa  and 7.01.0Re andP = .   
 
 
4.4 Varying Shear Rates 
Experiments show that platelet deposition is shear-dependent due to stress-
mediated adhesion through vWF, and changes in effective diffusivity.  Alevriadou et al. 
(1993) and Kulkarni et al. (2000) report increasing platelet adhesion and aggregation 
with increasing shear rates, while Turitto et al. (1980) and Cha & Bessinger (1996) report 
increasing suspension diffusivity with increasing shear rates.  Furthermore, blood is non-
Newtonian with shear-thinning viscosity (Merrill et al. 1963; Brooks, Goodwin & 
Seaman 1970).  To study the shear-dependence of blood, 204 RBCs and 12 platelets are 
simulated in unbounded shear at 40.5% hct. and shear rates of  22, 31, and 51 s-1.  As 
discussed in Section 4.3, Reynolds number effects are negligible and shear rates are 
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determined based on capillary number similarity.  Simulations are performed at 
5.0Re =p  and a lattice-Boltzmann Mach number of 0.03.  Simulation parameters and 
viscosity results are summarized in Table 4.4 with GCa  based on the effective suspension 
viscosity, effµ , reported as a better indicator of RBC deformation in suspension than GCa .  
The linear-elastic finite-element model performs well at the simulated capillary numbers 
(as described for a single RBC in Section 3.4 and RBCs in suspension in Section 4.2); 
however, the higher GCa  value based on effµ  limits the range of shear rates investigated 
to only flows at low arterial shear rates.   
Comparisons with experimental data that have been reported are often difficult 
because some experiments are performed at an in vitro temperature of 25°C while others 
are performed at an in vivo temperature of 37°C.  Both plasma viscosity and RBC-
membrane shear modulus are temperature-dependent with material properties given in 
Sections 3.3 and 4.3 at 37°C and 25°C, respectively.  To clarify this inconsistency, 
simulations are run using material properties at 37°C as discussed Section 3.3.  In this 
section, results reported by Fung (1993), which were performed at 25°C, are adjusted to 
an effective shear rate based on capillary number similarity.   
 
Table 4.4: Simulation parameters for differing shear rates at 40.5% hct 
γ&  (s-1) RBC GCa  plasmaeff µµ  RBC GCa  based on effµ  
22 0.016 4.35 0.07 
31 0.023 4.19 0.09 
51 0.037 4.02 0.15 
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4.4.1 Shear-thinning Behavior in Simulations 
At the investigated shear rates and 40% hct, blood is often described (Fung 1993) 
by Casson’s equation, 
effyieldeff µγττ &+= ,     [4.5] 
where effτ is the effective suspension shear stress, and yieldτ is a constant which is the 
yield stress of the suspension in shear.  A Casson plot of the suspension shear stress at 
different shear rates is shown in Figure 4.11 with comparisons to experimental data.  As 
seen in Figure 4.11, the simulations display Casson behavior with a constant slope.  The 
simulations are in very good agreement with experimental values reported by Merril et al. 
(1963) for blood at 42.5% hct in a large-gap, Couette-type viscometer.  Experimental 
values reported by Fung at 35.9% hct. and 47.6% hct. fall below and above simulations, 
respectively.    
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Figure 4.11: Casson plot of shear stress as a function of shear rate for simulations of 204 
RBCs and 12 platelets at 40.5% hct.  Simulations are consistent with Casson behavior in 
experimental results using a Couette viscometer with a large gap (Merrill et al. 1963; 
Fung 1993).   
 
 
 A Casson fluid exhibits non-Newtonain and shear-thinning behavior.  The 
viscosity of blood as a function of shear rate is shown in Figure 4.12 with the effective 
viscosity in simulations decreasing from 5.2 cP at 122 −= sγ& to 4.8 cP at 151 −= sγ& .  The 
shear-dependent behavior of blood at lower shear rates is not investigated due to the 
influence of non-hydrodynamic particle interactions that lead to RBCs aggregates known 
as rouleaux (Fung 1993).  Good agreement between simulations and experimental data 
indicates that the lattice-Boltzmann finite-element method developed in this work 
contains the necessary physics to predict blood behavior at physiologic hematocrit and 
shear rates.  Furthermore, the RBC membrane model, which is consistent with published 
models, is appropriate for the simulation of RBC suspensions.   
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Figure 4.12: Effective suspension viscosity of 204 RBCs and 12 platelets at 40.5% hct. at 
shear rates ranging between 22 and 51 s-1 .  Simulations display shear-thinning behavior 
consistent with experimental results in a Couette viscometer with large gap (Fung 1993) 
and in large tubes (Merrill et al. 1963).   
 
4.4.2 Shear-Induced Displacements  
 The effective diffusivity of cells in suspension is related to displacements in the 







= ,    [4.??] 
where 
p
 is the ensemble average over cells of a given type.  Stokesian-dynamics 
simulations of rigid spheres indicate that simulations of more than 200 particles give 
consistent diffusion results (Sierou & Brady 2004).  Furthermore, the onset of long-time 
diffusion generally occurs between 10=tγ& and 100=tγ&  for large simulations of rigid 
spheres (Sierou & Brady 2004).  However, simulations of RBC suspensions appear to 
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evolve much slower, with more complicated particle interactions as RBCs deform past 
each other with irregular shapes due to the presence of many nearby particles.  Thus, the 
magnitude of effective diffusion was not yet evident at 30=tγ& for simulations of 204 
RBCs and 12 platelets.   
Regardless of diffusive values, the shear-induced displacements of RBCs may be 
compared with experimental results given by Goldsmith & Marlow (1979).  Shear-
induced displacements are measured in a simulation of 204 RBCs and 12 platelets at 
40.5% hct. and 122 −= sγ& .  Example trajectories for two RBCs and two platelets are 
shown in Figure 4.13 with both platelets and RBCs exhibiting random motion in the 
shear direction with changes in direction every few shear units.  The standard deviation 
of RBC and platelet displacements is shown next to each trajectory, and the average 
standard deviation for all cells in simulation is mµ5.1 .  Platelet displacements tend to be 
larger than RBC displacements although the number of simulated platelets is too small to 
be statistically significant.  
Goldsmith & Marlow (1979) present the trajectory of a RBC flowing in a 77 µm 
tube at 39% hct. and 16 −= sγ& .  The experimental trajectory is shown in Figure 4.13c 
with 5 seconds of experimental data corresponding to approximately 30=tγ&  in 
simulations.  Good qualitative agreement between simulations and experiments exists 
with mµ5 displacements in each. However, Goldsmith & Marlow report a higher value 
of the standard deviation of RBC displacements, mµ6.2 , although the difference is likely 
due to the existence of more data in experiments than in simulations.   
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Figure 4.13: Example displacements in the shear direction (r2) of RBCs and platelets in 
suspension.  a) Two platelets and b) two RBCs from a simulation of 204 RBCs and 12 
platelets at 40.5% hct. and 122 −= sγ& .   The standard deviation for each trajectory is 
given <r2r2>1/2.  c) Radial displacement of one RBC suspended in ghost cells at 39% hct. 
in a 77 µm tube at a mean shear rate of 6 s-1 (Goldsmith & Marlow 1979, reprinted with 
permission from Elsevier). 
 
 
4.4.3 Local Stress Environment 
 The local stress environment that individual platelets experience causes increased 
platelet deposition through stress-mediated activation and adhesion.  The local stress 
environment is determined by the local nature of blood microstructure and the presence 
of RBCs.  One indicator of the local stress environment in blood flow is the existence of 
deformed shapes of RBCs in suspension.  The successive deformation and orientation of 
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a RBC suspended at 40% hct. is shown in Figure 4.14, along with experimental tracings 
by Goldsmith & Marlow (1979) in RBC ghost suspensions, and snapshots of a simulated 
RBC with shear times corresponding to experiments.  The simulated RBC rotates in flow 
with the same period as the experimental RBC while continuously deforming into 
irregular shapes.  Many characteristics of the deformed RBC shapes are visible in both 
experiments and simulations.  As in simulation snapshots, the biconcave dimple on the 
RBC is visible in the experimental tracings at 0 and 1.2 seconds.  Furthermore, the subtle 
folding of the RBC membrane and local deformation due to multi-particle interactions is 
visible in experiments (0.3 seconds) and simulations (0.9 seconds).   
 
 
Figure 4.14: Successive deformation and orientation of a single RBC suspended in 40% 
hct.   a) Experimental tracings from Goldsmith & Marlow (1979, reprinted with 
permission from Elsevier). b) Example RBC corresponding to the tγ& shown above.   
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The local shear stress that cells experience in blood is quantified by measuring the 
magnitude of shear stress on the surface of each cell in simulations of 204 RBCs and 12 
platelets at 40.5% hct. and 15122 −−= sγ& .  The magnitude of shear stress is averaged 
over the surface of the cell and normalized with the average suspension stress, γµ &eff , 
resulting in simulations at 151,31,22 −= sandγ&  collapsing onto one curve.   
A cumulative-probability distribution of the time-average shear stress is shown in 
Figure 4.15a, with the average shear stress experienced by red blood cells and platelets 
equal to the suspension stress, γµ &eff .  This time-averaged stress shown in Figure 4.15a is 
physiologically relevant because experiments indicate that platelet activation is 
dependent on shear history (Kroll et al. 1996).  The maximum instantaneous shear stress 
experienced by platelets is also relevant because it is the stress experienced by shear-
dependent adhesion proteins such as vWF.  A cumulative-probability distribution of the 
maximum value of average surface shear stress is shown in Figure 4.15b with platelets 
experiencing higher maximum shear stress than RBCs.  In fact, 25% of platelets in 
suspension experienced a shear stress of greater than twice the suspension stress.  The 
higher values of shear stress occur due to close interaction with RBCs in clusters.  
Platelets experience a higher stress averaged over their surface than RBCs because a 
close platelet-RBC interaction covers nearly the entire surface of the smaller platelet but 
only a fraction of the RBC surface.  Platelets themselves are also more prone to higher 
stress because they deform significantly less than RBCs in suspension. 
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Figure 4.15: Cumulative-probability distribution for the magnitude of shear stress on the 
surface of platelets and RBCs.  The a) time-average magnitude, and b) maximum average 
magnitude of shear stress on the surface of individual cells is normalized by the average 
suspension stress, γµ &eff .   
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4.5 Wall Bounded Shear 
In order to investigate the near-wall stress environment that platelets experience, 
384 RBCs and 23 platelets are simulated in wall-bounded shear flow at 40.5% hct and 
131 −= sγ&  as seen in Figure 4.16.  Periodic boundaries exist in the flow and vorticity 
direction, and wall movement imposes shear flow.  Although the shear-stress 
environment converges with relatively few particles in unbounded-shear flow, a larger 
domain size of 56 µm x 50 µm x 33 µm is chosen for wall-bounded shear to minimize 
bridging wherein a string of particles bridge the domain in the compressional axis.  In 
suspensions of rigid particles, bridging causes shear-locking where the particles lock and 
the suspension viscosity instantaneously increases.  Blood does not shear-lock and will 
flow at volume fractions above 80% (Haynes 1961).  However, bridging is not realistic in 
the near-wall region of large arteries and should be avoided.   
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Figure 4.16: Simulation of 384 RBCs and 23 platelets in wall-bounded shear at 40.5% 
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The effective suspension viscosity is described in Table 4.5 for both wall-bounded 
and unbounded shear flow at 131 −= sγ& , with lower viscosity measured in wall-bounded 
shear flow than in unbounded shear flow .  Experimentally, suspension viscosity 
decreases at small gaps due to the presence of a cell-free layer near the wall, known as 
the plasma-layer.  This layer is most notably described by Fahraeus & Lindquist (1931) 
in capillary tubes and is estimated by Haynes (1961) to have a thickness of 3 µm at 40% 
hct.  The presence of a cell-free layer is visible in Figure 4.15 and is measured at 1.3 µm 
based on less than 0.4% penetration by the finite-element nodes.  The cell-free layer may 
increase in simulations with the onset of cell margination.  However, the onset of cell 
margination is expected only in long-time behavior of simulations based on a slow 
transition to long-time diffusivity in unbounded shear.   
 
 
Table 4.5: Effective viscosity for wall-bounded and unbounded shear flow at 131 −= sγ&  
and 40.5% hct. 
 Domain Size (µm)  RBCs plasmaeff µµ  
Wall-Bounded Shear Flow 56 x 50 x 33 384 3.89 
Unbounded-Shear Flow 43 x 43 x 27 204 4.19 
 
 
As was described for unbounded-shear flow, the local shear stress that cells 
experience in wall-bounded shear flow is quantified by measuring the magnitude of shear 
stress on the surface of each cell.  The magnitude of shear stress is averaged over the 
surface of the cell and normalized with the average suspension stress, γµ &eff .  A 
cumulative distribution of the maximum magnitude of surface stress experienced by 
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platelets and RBCs is shown in Figure 4.17 with RBCs and platelets experiencing similar 
stress in both wall-bounded and unbounded-shear flow.  No variation in average or 
maximum shear stress was apparent as a function of distance from the wall.  It is possible 
that variations in shear stress exist in wall-bounded flows where cell margination has 
occurred.  However, the slow-acting nature of cell margination makes accurate rheologic 
description difficult.  Instead, it is suggested that the near-wall shear stress is investigated 
by measuring the stress distribution on platelets which are tethered to the wall.  Since 
only a few platelets may be tethered in each simulation , multiple simulations may be 
ensemble-averaged to produce statistically significant results.   
 
 
Figure 4.17: Cumulative-probability distribution for the maximum magnitude of average 
shear stress on the surface of platelets and RBCs in unbounded and wall-bounded shear 
flow.   
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4.6 Conclusions and Future Recommendations 
4.6.1 Computational Performance and Scalability 
 The coupled lattice-Boltzmann finite-element method has the computational 
advantage of being parallelizable and scaling linearly with number of particles at a given 
volume fraction.  Conversely, Stokesian dynamics and the boundary-integral method do 
not scale linearly with the number of particles.  The lattice-Boltzmann finite-element 
computational method has been parallelized for use on multi-core processors and 
optimized using the Intel VTune™ performance analyzer to minimize thread locking and 
maximize parallel execution time.  Quantitative discussion of computational performance 
is difficult to describe and often ambiguous.  However, the simulation of a single RBC in 
shear flow by Pozrikidis (2003) and described in Section 3.4.1 indicates that the lattice-
Boltzmann finite-element method is roughly 15 times faster than the boundary-integral 
method when run on the same Intel Pentium 4 processor.   
For comparative purposes, larger simulations of 200 particles reach 30=tγ&  in 
148 hours on a desktop with an Intel Core2 processor or twice as long on a shared-
memory SGI cluster with 8 nodes.  Memory requirements are dominated by the fluid with 
3.5 Gb of memory needed for 200 particles at 40% volume fraction.   
4.6.2 Future Recommendations 
The coupled lattice-Boltzmann finite-element methodology presented in this work 
has been shown successful in simulating blood at physiologic hematocrit and low arterial 
shear rates with the novel ability to simulate hundreds of realistic and deformable red 
blood cells and produce continuum-scale physics.  A number of physiologic problems are 
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within the scope of this method including leukocyte adhesion (Munn, Melder & Jain 
1996), platelet adhesion forces, platelet aggregate embolization forces, and 
artheriogenesis (Sloop 1998; Jung et al. 2006).  Cell-adhesion models are readily 
available and easily implemented since all needed information is present in the 
simulations.  While the simulations presented in this work are performed in simple shear 
for comparison with experiments, extensions may be readily made to more complex 
geometries.  Specifically, flow over a backward-facing step produces a recirculation 
region similar to flow downstream of a stenosis or the trailing edge of a heart valve where 
mass transport, calcification, and cell-adhesion processes are largely unknown.  
Furthermore, as discussed in Section 4.4, shear rates below 20 s-1 are not currently 
investigated due to the influence of non-hydrodynamic particle interactions.  The addition 
of inter-particle forces such as the depletion-mediated aggregation model used by Liu & 
Liu (2006) is simple to do and allows for simulations of venous flows.   
The versatility of the finite-element method makes the coupled lattice-Boltzmann 
finite-element methodology attractive to non-biologic applications as well.  The ease of 
creating new shapes within the finite-element structure allows for the simulation of flows 
with unique and irregular boundaries.  Deformation may or may not be needed and the 
motion of a complex boundary may even be prescribed a priori.  Thus, the versatility of 
the method described in this work is desirable for a range of engineering applications.    
Although the lattice-Boltzmann finite-element methodology in this study has 
shown significant advancement in the simulation of red-blood-cell suspensions, the linear 
nature of the finite-element treatment limits results to the lower range of physiologic 
arterial shear rates.  As computational resources improve, transition to a non-linear finite-
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element model is recommended to study higher shear rates.  In addition to increasing the 
extent of shear rates that may be simulated, a nonlinear finite-element model increases 
the versatility of the methodology presented in this work by allowing for investigation of 
the microcirculation (where RBCs deform into parachute-like shapes), or other types of 
suspensions such as fibers which bend and entangle.  For RBC suspensions, either a 
neoHookean or Skalak membrane model may be implemented within the current 
structure of the code.   
  To analyze the increase in computational time due to implementation of a 
nonlinear RBC membrane model, the Intel VTune™ performance analyzer was used to 
benchmark portions of the lattice-Boltzmann finite-element code.  The amount of time 
spent in each task is measured in processor cycles with results shown in Table 4.6 for 
aspects related to a nonlinear finite-element model.  The benchmark in Table 4.6 is 
performed on 70 RBCs at 40% volume fraction.  The new tasks required for the 
implementation of a nonlinear finite-element model are a matrix assembly and a matrix 
inversion for every particle in the simulation at a given time interval.  As seen in Table 
4.6, the matrix inversion dominates the computation time required.  For comparative 
purposes a single matrix inversion is as computationally costly as a single lattice-
Boltzmann time step for 67 RBCs (including both fluid and solid dynamics).  Thus, the 
creation and inversion of nonlinear finite-element matrices on the lattice time step is not 
desirable and would lead to a 67-fold slowdown of simulations.  However, the nonlinear 
finite-element model may be implemented on the continuum time step instead of the 
lattice time step.  This decreases the computational penalty because the matrix inversion 
could occur only a few times per shear unit (once per hundreds of lattice time steps).  For 
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a simulation of 200 particles at 40% volume fraction, the implementation of a nonlinear 
finite-element model results in a factor of 2-3 increase in computational time.  The 
increasing speed of processors makes the implementation of a nonlinear finite-element 
model feasible within years.   
 
 
Table 4.6: Computational cost of a nonlinear finite-element model: 70 RBC’s 
benchmarked at 40% volume fraction.   
 
New Task for Nonlinear Model 
 
Processor Cycles 
Stiffness matrix assembly 57,320 
Matrix inversion 2,820,000 
 
 
Comparative Simulation Benchmark 
 
One lattice time step (both fluid and solid dynamics) 2,950,000 
 
4.6.3 Conclusions 
A new lattice-Boltzmann finite-element method has been developed and used to 
investigate stress-mediated platelet deposition mechanisms by simulating large numbers 
of deformable RBCs and platelets in suspension.  RBCs are modeled as a linear-elastic 
membrane filled with hemoglobin and platelets are modeled as solids, consistent with 
assumptions existing in the literature.  The RBC model is validated against dilute-limit 
RBC deformation observed in experimental flow chambers.   
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RBCs are the primary blood constituent and dominate the complex stress 
environment that controls many aspects of platelet deposition in vivo.  The coupled 
lattice-Boltzmann finite-element method is novel in its ability to simulate hundreds of 
realistic and deformable red blood cells at physiologic hematocrit.  Simulations of up to 
216 RBCs and platelets in unbounded shear flow are shown to produce bulk and micro-
rheologic behavior consistent with continuum-scale physics including shear-thinning 
behavior between shear rates of 22 and 51 s-1.  The effective suspension viscosity in 
simulations agrees well with experimental values in a large-gap, Couette-type viscometer.  
Realistic blood microstructure is evident in simulations with RBCs aligning preferentially 
with the flow direction, and shear-induced displacements of 5 µm, which are in good 
agreement with published results.  The local stress environment in blood is examined 
with deformed RBC shapes exhibiting similar characteristics as RBCs suspended in clear 
RBC ghosts.  Quantitative analysis of the local stress environment indicates that while 
RBCs and platelets experience a time-averaged surface shear stress equal to the 
suspension stress, 25% of platelets experience a shear stress greater than twice the 
suspension stress.   
The lattice-Boltzmann finite-element method developed in this work has been 
shown capable of investigating the fundamental gap between cell-level processes and 
continuum-level function.  The complex stress environment in whole blood has been 
described for simple shear flow.  The methodology developed here may be extended to 
more complex flow geometries and incorporate platelet adhesion models for adhesion 
studies.  Thus, this research fits into the greater objective of prediction and control of 
platelet deposition in clinical and engineering applications.  Furthermore, the ability to 
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bridge the gap between cell-level processes and continuum-level function is useful in 
other important cardiovascular areas including leukocyte adhesion, platelet aggregate 
embolization, artheriogenesis, and others.  Thus, the versatility of the coupled lattice-
Boltzmann finite-element methodology makes it attractive to investigate a wide range of 
applications.   
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