We consider a few particular exact learning models based on a random walk stochastic process, and thus more restricted than the well known general exact learning models. We give positive and negative results as to whether learning in these particular models is easier than in the general learning models.
Introduction
While there are numerous results in the literature with regard to the well known exact learning models such as Angluin Exact learning model [A88] and Littlestone Online learning model [L87] , it may also be interesting to investigate more particular models such as the uniform Online model (UROnline) [B97] , the random walk online model (RWOnline) [BFH95] , and the uniform random walk online model (URWOnline) [BFH95] .
All models investigated in this paper are over the boolean domain {0, 1} n , and the goal of the learning algorithm is to exactly identify the target function with a polynomial mistake bound and in polynomial time for each prediction.
The UROnline is the Online model where examples are generated independently and uniformly randomly. In the RWOnline model successive examples differ by exactly one bit, and in the URWOnline model the examples are generated by a uniform random walk on {0, 1} n . Obviously, learnability in the Online model implies learnability in all the other models with the same mistake bound. Also, learnability in the RWOnline model implies learnability in the URWOnline model with the same mistake bound. By using the results in [BFH95, BMOS03] , it is easy to show that learnability in the UROnline model with a mistake bound q implies learnability in the URWOnline model with a mistake boundÕ(qn). Therefore we have the following:
In [BFH95] Bartlett et. al. developed efficient algorithms for exact learning boolean threshold functions, 2-term Ring-Sum-Expansion (2-term RSE is the parity of two monotone monomials) and 2-term DNF in the RWOnline model. Those classes are already known to be learnable in the Online model [L87, FS92] (and therefore in the RWOnline model), but the algorithms in [BFH95] (for threshold functions) achieve a better mistake bound. In this paper a negative result will be presented, showing that for all classes that possess a simple natural property, if the class is learnable in the RWOnline model, then it is learnable in the Online model with the same (asymptotic) mistake bound. Those classes include: read-once DNF, k-term DNF, k-term RSE, decision list, decision tree, DFA and halfspaces.
To study the relationship between the UROnline model and the URWOnline model, we then focus our efforts on studying the learnability of some classes in the URWOnline model that are not known to be polynomially learnable in the UROnline model. For example, it is unknown whether the class of functions of O(log n) relevant variables can be learned in the UROnline model with a polynomial mistake bound (this is an open problem even for ω(1) relevant variables [MDS03] ), but it is known that this class can be learned with a polynomial number of membership queries. We will present a positive result, showing that the information gathered from consecutive examples that are generated by a random walk process can be used in a similar fashion to the information gathered from membership queries, and thus we will prove that this class is learnable in the URWOnline model.
We then establish another result which shows that learning in the URWOnline model can indeed be easier than in the UROnline model, by proving that the class of read-once monotone DNF formulas can be learned in the URWOnline model. It is of course a major open question whether this class can be learned in the Online model, as that implies that the general DNF class can also be learned in the Online and PAC models [PW90, KLPV87] . Therefore, this result separates the Online and the RWOnline models from the URWOnline model, unless DNF is Online learnable. We now have (with the aforementioned learnability hardness assumptions)
We note that results such as [HM91] show that the read-once DNF class can be learned in a uniform distribution PAC model, but that does not imply URWOnline learning since the learning is not exact. Also, in [BMOS03] , Bshouty et. al. show that DNF is learnable in the uniform random walk PAC model, but here again, that does not imply that DNF is learnable in the URWOnline model since the learning is not exact.
Learning Models and Definitions
Let n be a positive integer and X n = {0, 1} n . We consider the learning of classes in the form C = ∪ ∞ n=1 C n , where each C n is a class of boolean functions defined on X n . Each function f ∈ C has some string representation R(f ) over some alphabet Σ. The length |R(f )| is denoted by size(f ).
In the Online learning model (Online) [L87] , the learning task is to exactly identify an unknown target function f that is chosen by a teacher from C. At each trial, the teacher sends a point x ∈ X n to the learner and the learner has to predict f (x). The learner returns to the teacher the prediction y. If f (x) = y then the teacher returns "mistake" to the learner.
The goal of the learner is to minimize the number of prediction mistakes.
In the Online learning model we say that algorithm A of the learner Online learns the class C with a mistake bound t if for any f ∈ C algorithm A makes no more than t mistakes. The hypothesis of the learner is denoted by h, and the learning is called exact because we require that h ≡ f after t mistakes. We say that C is Online learnable if there exists a learner that Online learns C with a polynomial mistake bound, and the running time of the learner for each prediction is poly(n, size(f )). The learner may depend on a confidence parameter δ, by having a mistake bound t = poly(n, size(f ), log 1 δ ), and probability that h ≡ f after t mistakes smaller than δ.
We now define the particular learning models that we consider in this paper. The following models are identical to the above Online model, with various constraints on successive examples that are presented by the teacher at each trial:
Uniform Random Online (UROnline) In this model successive examples are independent and randomly uniformly chosen from X n .
Random Walk Online (RWOnline) In this model successive examples differ by exactly one bit.
Uniform Random Walk Online (URWOnline) This model is identical to the RWOnline learning model, with the added restriction that Can we achieve a better mistake bound for other concept classes? We present a negative result, showing that for all classes that possess a simple natural property, the RWOnline model and the Online models have the same asymptotic mistake bound. Those classes include: read-once DNF, k-term DNF, k-term RSE, decision list, decision tree, DFA and halfspaces.
We first give the following Definition 1. A class of boolean functions C has the one variable override property if for every f (x 1 , ..., x n ) ∈ C there exist constants c 0 , c 1 ∈ {0, 1} and g(x 1 , ..., x n+1 ) ∈ C such that
Common classes do possess the one variable override property. We give here a few examples.
Consider the class of read-once DNF. For each function f (x 1 , . . . , x n ), define g(x 1 , . . . , x n+1 ) = x n+1 ∨ f (x 1 , . . . , x n ). Then g is read-once DNF, g(x, 1) = 1 and g(x, 0) = f (x). The construction is also good for decision list, decision tree and DFA. For k-term DNF and k-term RSE we can take g = x n+1 ∧ f . For halfspace, consider the function
where a i ∈ {0, 1} does not have the one variable override property.
In order to show equivalence between the RWOnline and Online models, we notice that a malicious teacher could set a certain variable to override the function's value, then choose arbitrary values for the other variables via random walk, and then reset this certain variable and ask the learner to make a prediction. Using this idea, we now prove Theorem 1. Let C be a class that has the one variable override property. If C is learnable in the RWOnline model with a mistake bound T (n) then C is learnable in the Online model with a mistake bound 4T (n + 1).
Proof. Suppose C is learnable in the RWOnline model by some algorithm A, which has a mistake bound of T (n). Let f (x 1 , ..., x n ) ∈ C and construct g(x 1 , ..., x n+1 ) ≡ c 1 x n+1 = c 0 f otherwise using the constants c 0 , c 1 that exist due to the one variable override property of C. An algorithm B for the Online model will learn f by using algorithm A simulated on g according to these steps:
1. At the first trial (a) Receive x (1) from the teacher.
(b) Send (x (1) , c 0 ) to A and receive the answer y.
(c) Send the answer y to the teacher, and inform A in case of a mistake.
At trial t
(a) receive x (t) from the teacher.
, asking A for predictions, and informing A of mistakes in case it fails to predict c 1 after each bit flip.
(e) Let y be the answer of A on (x (t) , c 0 ).
(f) Send the answer y to the teacher, and inform A in case of a mistake.
Obviously, successive examples given to A differ by exactly one bit, and the teacher that we simulated for A provides it with the correct "mistake" messages, since g(x (t) , c 0 ) = f (x (t) ). Therefore, algorithm A will learn g exactly after T (n + 1) mistakes at the most, and thus B also makes no more than T (n + 1) mistakes.
In case the two constants c 0 , c 1 cannot easily be determined, it is possible to repeat this process after more than T (n + 1) mistakes were received, by choosing different constants. Thus the mistake bound in the worst case is 4T (n + 1).
Positive Results for Random Walk Learning

Learning Boolean Functions that Depend on log n Variables
In this section we present a probabilistic algorithm for the URWOnline model that learns the class of functions of k relevant variables, i.e, functions that depend on at most k variables. We show that the algorithm makes no more thanÕ(2 k ) log 1 δ mistakes, and thus in particular for k = O(log n) the number of mistakes is polynomially bounded. It is unknown whether it is possible to learn this class in polynomial time in the UROnline model even for k = ω(1) [MDS03] .
The Online learning algorithm RVL(δ), shown in figure 1, receives an example x (t) at each trial t = 1, 2, 3, ... from the teacher, and makes a prediction for f (x (t) ).
Complexity of RVL(δ)
In this section we investigate the complexity of the algorithm. Define
The maximal number of prediction mistakes in phase 1 before each time a new relevant variable is discovered is α(k, δ), and therefore the total number of prediction mistakes possible in phase 1 is at most kα(k, δ). We will show in the next subsection that with probability of at least 1 − δ the first phase finds all the relevant variables.
The maximal number of prediction mistakes in phase 2 is 2 k . Thus the overall number of prediction mistakes that RVL(δ) can make is bounded by
This implies RVL(δ):
At the first trial, make an arbitrary prediction for f (x (1) ) 3. Phase 1 -find relevant variables as follows:
In case of a prediction mistake, find the unique i such that x (t−1) and x (t) differ on the ith bit, and perform S ← S ∪ {x i } (c) If S hasn't been modified after α(k, δ) consecutive prediction mistakes, then assume that S contains all the relevant variables and goto (4)
4. Phase 2 -learn the target function:
(a) Prepare a truth table with 2 |S| entries for all the possible assignments of the relevant variables (b) At trial t, predict on x (t) as follows:
) is yet unknown because the entry in the table for the relevant variables of x (t) hasn't been determined yet, then make an arbitrary prediction and then update that table entry with the correct value of f (x (t) )
ii. If the entry for the relevant variables of f (x (t) ) has already been set in the table, then predict f (x (t) ) according to the table value 
Correctness of RVL(δ)
We will show that the probability that the hypothesis generated by RVL(δ) is not equivalent to the target function is less than δ. This will be done using the fact that a uniform random walk stochastic process is similar to the uniform distribution. We first require the following definition Definition 2. Let U n be the uniform distribution on X n . A stochastic process P = (Y 1 , Y 2 , Y 3 , ...) is said to be γ-close to uniform if
is defined for all m ∈ N, for all b ∈ X n , and for all x ∈ X N n , and
.
Suppose the target function f depends on k variables. We can consider the 2 n possible assignments as 2 k equivalence classes of assignments, where each equivalence class consists of 2 n−k assignments under which f has the same value. If x i is a relevant variable, then there exist at least two equivalence classes such that flipping the ith bit in any assignment of one of these equivalence classes will change the value of the target function f . We note that flipping an irrelevant variable x i will not change the value of f , and therefore a prediction mistakes cannot occur in this case. Hence, we can ignore the irrelevant variables and analyze a random walk stochastic process on the cube {0, 1} k of the relevant variables. Let us choose the following values
. Now, let us ignore all the prediction mistakes that occur during m consecutive trials, and consider the first subsequent trial in which an assignment x (t) caused a prediction mistake to occur. By using Lemma 1, we obtain that the probability that x (t) belongs to an equivalence class in which flipping the ith bit changes the value of f is at least 2 2 k − γ = 1 2 k . Since the probability that x i flipped between x (t−1) and x (t) is 1 k , the probability to discover a certain relevant variable x i in this trial is at least 1 k 1 2 k . In order to get the probability that x i would not be discovered after t such prediction mistakes lower than δ k , we require
and using the fact that 1 − x ≤ e −x , we get that
Therefore, if we allow k2 k m log k δ prediction mistakes while trying to discover x i , the probability of a failure is at most δ k . Now, Pr({RVL(δ) fails}) = Pr({finding
Using the fact that for every q ∈ N,
, we observe that
This is the maximal amount of prediction mistakes that the algorithm is set to allow while trying to discover a relevant variable, and thus the proof of the correctness of RVL(δ) is complete.
Learning Read-Once Monotone DNF Functions.
We now consider the Read-Once Monotone DNF (ROM-DNF) class of boolean functions, i.e. DNF formulas in which each variable appears at most once, and none of the variables are negated.
If it is possible to learn this class in the Online model, then it can be shown using the Composition Lemma [PW90, KLPV87] that the general class of DNF functions is also learnable in the Online model. Since we have shown that proving such a result is not easier in the RWOnline model than in the Online model, we will now prove that we can learn the ROM-DNF class in the URWOnline model. This will give further evidence that learnability in the URWOnline can indeed be easier than in the RWOnline and Online models.
The Online learning algorithm ROM-DNF-L(δ), shown in figure 2, receives an example x (t) at each trial t = 1, 2, 3, ... from the teacher, and makes a prediction for f (x (t) ). The algorithm begins by initializing sets T x i , which can be regarded as terms. At each trial and for each variable x i , the term set T x i of the algorithm will be a superset of the set of variables that belong to the term T f x i in f that contains x i . The initial set T x i is {x 1 , x 2 , ..., x n } for every i, which corresponds to the full term x 1 ∧ x 2 ∧ · · · ∧ x n . We will use the notation of terms interchangeably with these sets, e.g. T x j (x (t) ) denotes whether all the variables of the assignment x (t) that belong to T x j are satisfied. In the algorithm we have the following eight cases:
Step 6 in the algorithm. In this case x i is not a relevant variable so flipping x i will not change the value of the target. So the algorithm predicts h(x (t) ) = f (x (t−1) ). No mistake will be received.
Step (7a) in the algorithm. In this case x (t) < x (t−1) and since f is monotone f (x (t) ) = 0. So the algorithm predicts 0. No mistake will be received.
(x (t) ) = 1 (if it exists in f ) and f (x (t) ) = 1. So the algorithm predicts 1. If a mistake is received by the teacher then the algorithm knows that f is independent of x i and then it sets T x i ← ∅ and removes x i from all the other terms.
Step (7(b)ii) in the algorithm. Notice that since f (x (t−1) ) = 0, all the terms in f are 0 in x (t−1) and in particular T (x (t) ) = 1 and therefore we can remove every variable x j in T x i that satisfies x (t) j = 0. Notice that there is at least one such variable, and that after removing all such variables the condition that T x i is a superset of T
, so we can also remove x i from any such set
Step (8a) in the algorithm. In this case x (t) > x (t−1) and since f is monotone f (x (t) ) = 1. So the algorithm predicts 1. No mistake will be received.
Step (8(b)i) in the algorithm. This is similar to Case III.
Step (8(b)ii) in the algorithm. In this case if f (x (t) ) = 0 then since f (x (t−1) ) = 1, we must have T f x i (x (t−1) ) = 1. So this is similar to Case IV.
Step (8(b)iii) in the algorithm. In this case the algorithm can be in two modes, "A" or "B". The algorithm begins in mode "A", which assumes that T x k is correct, i.e. T
t) ) = 0 and the algorithm predicts 0. In case of a prediction mistake, we alternate between mode "A" and mode "B", where mode "B" assumes the opposite, i.e. it assumes that our lack of knowledge prevents us from seeing that some terms are indeed satisfied, so when we don't know whether some terms are satisfied while operating under mode "B", we assert that they are satisfied and set the algorithm to predict 1.
The most extreme possibility that requires mode "A" in order not to make too many mistakes is in case f (x 1 , x 2 , . . . , x n ) = x 1 ∧ x 2 ∧ · · · ∧ x n . The most extreme possibility that requires mode "B" in order not to make too many mistakes is in case f (x 1 , x 2 , . . . , x n ) = x 1 ∨ x 2 ∨ · · · ∨ x n . After the algorithm has completed the learning and h ≡ f , it will always remain in mode "A", as the sets T x i will be accurate.
Correctness of ROM-DNF-L(δ)
We will find a p = poly(n, log 1 δ ) such that the probability of ROM-DNF-L(δ) making more than p mistakes is less than δ.
We note that the only prediction mistakes that ROM-DNF-L(δ) makes in which no new information is gained occur at step (8(b)iii). We will now bound the ratio between the number of assignments that could cause noninformative mistakes and the number of assignments that could cause informative mistakes during any stage of the learning process.
An assignment x (t) is called an informative assignment at trial t if there exists
is a possible random walk that forces the algorithm to make a mistake and to eliminate at least one variable from one of the term sets. An assignment x (t) is called a noninformative assignment at trial t if there exists
is a possible random walk that forces the algorithm to make a mistake in step (8(b)iii). Notice that x (t) can be informative and noninformative at the same time.
At trial t, let N be the number of informative assignments and N A and N B be the number of noninformative assignment in case the algorithm operates in mode "A" and "B", respectively. We want to show that min(N A /N, N B /N ) ≤ N 0 for some constant N 0 . This will show that for at least one of the modes "A" or "B", there is a constant probability that a prediction mistake can lead to progress in the learning, and thus the algorithm achieves a polynomial mistake bound.
At trial t let f = f 1 ∨ f 2 where
are the terms in f where for every termT f there exists a variable
Those are the terms that have been discovered by the algorithm.
are the terms in f where for every term T f and every variable x j in that term, we have that T x j is proper super-term of T f . Those are the terms of f that haven't been discovered yet by the algorithm. In other words, for each variable x i that belongs to such a term, the set T x i contains unneeded variables.
Denote by X 1 and X 2 the set of variables of f 1 and f 2 , respectively, and let X 3 be the set of irrelevant variables. Let a = |T f | be the number of variables inT f , b = |T f | be the number of variables in T f , and d = |X 3 | be the number of irrelevant variables.
First, let us assume that the algorithm now operates in mode "A". Noninformative mistakes can occur only when:
The algorithm predict 0 but f (x (t) ) = 1. We will bound from above N A , the number of possible assignments x (t) that satisfy the latter conditions. Since T x k (x (t) ) = 0 for every k and for everyT f there is x j such thatT f = T x j , we must haveT f (x (t) ) = 0 for every , and therefore f 1 (x (t) ) = 0.
), we must have f 2 (x (t) ) = 1. Therefore, the number of such assignments is at most
is the number of assignments to X 1 where f 1 (x) = 0, 2 d is the number of assignments to X 3 , and
is the number of assignments to X 2 where f 2 (x) = 1.
We now show that the number of informative assignments is at least
and therefore
To prove (1), consider (Case IV) which corresponds to step (7(b)ii) in the algorithm. In case x (t) is informative there exist i and
Using the same reasoning, an upper bound for N B can be obtained when neither f 1 nor f 2 are satisfied, thus
And therefore we have
We now show that at least one of the above bounds is smaller than 3. Therefore, in at least one of the two modes, the probability to select a noninformative assignment is at most 3 times greater than the probability to select an informative assignment under the uniform distribution.
Consider
The analysis for δ
Let P U be the probability under the uniform distribution that an assignment that caused a prediction mistake is informative. We have shown that during any trial, in at least one of the modes "A" or "B", we have P U ≥ , and thus m = n + 1 4 log n log(1/(2 · 8 2 ) + 1) = n + 1 4 log(C 0 n), C 0 ≈ 128.5 .
When looking at prediction mistakes that occur after at least m trials, we will be γ-close to the uniform distribution. Therefore, in the algorithm the probability P A that corresponds to P U is at least
Let us now analyse a phase of the learning process by considering consecutive groups of m trials each, in which w is the longest chain of prediction mistakes that occur at trials whose distance is a multiple of m. Thus, the mistakes in such a chain of m-leaps are not necessarily consecutive, but the total number of mistakes for a phase is still wm at the most. For such a phase, let us assume that only noninformative mistakes occured, let a denote the maximal number of mode "A" mistakes that occur in a certain chain of m-leaps, and let b denote the maximal number of mode "B" mistakes that occur in a certain chain of m-leaps. Thus, the total number of mode "A" mistakes is no more than am, and the total number of mode "B" mistakes is no more than bm. Since there are at least w mistakes, and since the algorithm alternates between modes after each noninformative mistake, it follows that there are at least Let us consider a chain of prediction mistakes that occur while under a mode with the bounded uniform distribution failure probablity, and note that the probability that a noninformative mistake indeed occurs in each trial is (1 − 1 n P A ) at the most. This is because the probability that a variable whose flip in the previous trial would cause an informative mistake is at least 1 n P A . Therefore, the probability of having t consecutive mistakes in this mode is at most
In order to obtain a suitable bound by finding t that is large enough we require 1 − 1 8n t ≤ δ n 2 , and therefore t = 8n 2 log n + log 1 δ .
And if we now let t = min(a, b) ≥ w−1 2m
, we get that w = 2mt + 1 is a sufficient bound for a phase, meaning that the probability of failure to gain information after a phase is δ n 2 at the most, and in each such phase there are no more than wm prediction mistakes.
We now get Pr({ROM-DNF-L(δ) fails}) ≤ Pr({phase 1 fails} ∨ ... ∨ {phase n 2 fails})
≤ n 2 Pr({phase 1 fails})
≤ n 2 δ n 2 = δ, and the total number of mistakes that ROM-DNF-L(δ) makes is bounded by n 2 wm = n 2 (2mt + 1)m = n 2 2 n + 1 4 log(C 0 n) 2 8n 2 log n + log 1 δ + n 2 n + 1 4 log(C 0 n) = poly n, log 1 δ .
Corollary 2. With a slight modification to the ROM-DNF-L(δ) algorithm, learning nonmonotone functions is possible as well. That is, it is also possible to learn the Read-Once DNF (RO-DNF) class in the URWOnline model. On the first step of the algorithm, we initialize T x i to {x 1 ,x 2 ,x 3 , ...,x n }, meaning that we do not know yet whether the variables of the term that contains x i are negated or not. We now always predict f (x (t) ) = f (x (t−1) ) when x i flips and T x i contains variables that are marked as unknown. If we make a mistake on such predictions, we can immediately update variables in relation to x i as follows:
• if x i ∈ T x j then T x j ← T x j \ {x i } else T x j ← (T x j \ {x i }) ∪ {x i }
• for each j = i
• if x (t) j = 1 • ifx j ∈ T x i then T x i ← T x i \ {x j } else T x i ← (T x i \ {x j }) ∪ {x j }
