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ON THE ISOMORPHISM PROBLEM FOR MULTIPLIER
ALGEBRAS OF NEVANLINNA-PICK SPACES
MICHAEL HARTZ
Abstract. We continue the investigation of the isomorphism problem
for multiplier algebras of reproducing kernel Hilbert spaces with the
complete Nevanlinna-Pick property. In contrast to previous work in
this area, we do not study these spaces by identifying them with restric-
tions of a universal space, namely the Drury-Arveson space. Instead,
we work directly with the Hilbert spaces and their reproducing kernels.
In particular, we show that two multiplier algebras of Nevanlinna-Pick
spaces on the same set are equal if and only if the Hilbert spaces are
equal. Most of the article is devoted to the study of a special class of
complete Nevanlinna-Pick spaces on homogeneous varieties. We pro-
vide a complete answer to the question of when two multiplier algebras
of spaces of this type are algebraically or isometrically isomorphic. This
generalizes results of Davidson, Ramsey, Shalit, and the author.
1. Introduction
We continue the study of the isomorphism problem for multiplier algebras
of complete Nevanlinna-Pick spaces. This problem was studied in [12, 16, 17,
24, 27] by making use of a theorem of Agler and McCarthy [1] to identify a
given complete Nevanlinna-Pick space with a restriction of a special universal
space, namely the Drury-Arveson space, to an analytic variety. Roughly
speaking, the results then typically state that two algebras are isomorphic if
and only if the underlying varieties are geometrically equivalent in a suitable
sense. For an up-to-date account on these results, the reader is referred to
the recent survey article [31].
While this approach has been successful in dealing with the (completely)
isometric isomorphism problem (see [17] and [31]), the algebraic (or even
completely bounded) isomorphism problem seems to be more difficult. Es-
sentially the only instance for which the algebraic isomorphism problem has
been completely resolved is the case of restrictions of Drury-Arveson space
on a finite dimensional ball to homogeneous varieties [16, 24]. The existence
of algebraic isomorphisms is also quite well understood for multiplier alge-
bras associated to certain one-dimensional varieties under the assumption of
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sufficient regularity on the boundary [4, 5, 27]. For more general varieties,
however, the situation is far less clear. Moreover, several results in [17] only
apply to varieties which are contained in a finite dimensional ball. From the
point of view of the study of multiplier algebras of complete Nevanlinna-Pick
spaces, this condition is rather restrictive. There are many natural examples
of complete Nevanlinna-Pick spaces on the unit disc or, more generally, on
a finite dimensional unit ball, which cannot be realized as the restriction
of Drury-Arveson space on a finite dimensional ball. Indeed, the classical
Dirichlet space, which consists of analytic functions on the unit disc, is such
an example (see also Proposition 11.8).
In this note, we take a different point of view and study the complete
Nevanlinna-Pick spaces and their reproducing kernels directly. In particular,
we consider a class of spaces on homogeneous varieties in a ball in Cd. This
more direct approach has the disadvantage that we can no longer make use
of the well developed theory of the Drury-Arveson space. In particular, the
tools coming from the non-commutative theory of free semigroup algebras
[13, 14, 15] are not available any more.
Nevertheless, the direct approach has certain benefits. Firstly, by study-
ing the spaces directly, we are able to stay within the realm of reproducing
kernel Hilbert spaces on subsets of Cd for finite d. We thus avoid the is-
sues surrounding the Drury-Arveson space H2∞ on an infinite dimensional
ball, such as the extremely complicated nature of the maximal ideal space of
Mult(H2∞) (cf. [11]). Secondly, many spaces of interest are graded in a nat-
ural way. Indeed, we consider a class of complete Nevanlinna-Pick spaces of
analytic functions on the open unit ball Bd in C
d which contain the polyno-
mials as a dense subspace and in which homogeneous polynomials of different
degree are orthogonal. When identifying such a space with a restriction of
the Drury-Arveson space, the grading becomes less visible, since it is usually
not compatible with the natural grading on the Drury-Arveson space. By
working with the spaces directly, we are able to exploit their graded nature.
Finally, when working with two spaces on the same set, one can also ask if
their multiplier algebras are equal, rather than just isomorphic.
In addition to this introduction, this article has ten sections. In Section
2, we gather some preliminaries regarding complete Nevanlinna-Pick spaces.
In Section 3, we observe that it is possible to recover the reproducing
kernel of a complete Nevanlinna-Pick space from its multiplier algebra. As
a consequence, we obtain that two complete Nevanlinna-Pick spaces whose
multiplier algebras are equal have the same reproducing kernels, up to nor-
malization.
In Section 4, we apply the results of Section 2 to composition opera-
tors on multiplier algebras. In particular, we characterize those complete
Nevanlinna-Pick spaces of analytic functions on Bd whose multiplier alge-
bras are isometrically invariant under conformal automorphisms of Bd.
In Section 5, we study the notion of algebraic consistency, which, roughly
speaking, assures that the functions in a complete Nevanlinna-Pick space are
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defined on the largest possible domain of definition. It turns out that this
notion is closely related to the notion of a variety from [17].
In Section 6, we consider a general notion of grading on a complete
Nevanlinna-Pick space. The main result in this section asserts that mul-
tiplier norm and Hilbert space norm coincide for homogeneous elements.
In Section 7, we set the stage for the remainder of this article by intro-
ducing a family of unitarily invariant complete Nevanlinna-Pick spaces on
Bd. The aim is then to investigate the isomorphism problem for multiplier
algebras of restrictions of such spaces to homogeneous varieties. This is done
by following the route of [16].
In Section 8, we study the maximal ideal spaces of the multiplier algebras
of spaces introduced in Section 7. In particular, we introduce a regularity
condition on the maximal ideal space, which we call tameness. It is shown
that a large collection of spaces, which includes the spaces Hs from [12] and
their counterparts on Bd, is indeed tame.
In Section 9, we recall several results from [16] about holomorphic maps on
homogeneous varieties, thereby providing simpler proofs in some instances.
We also point out that a crucial argument from [16] can be used to show
that the group of unitaries is a maximal subgroup of the group of conformal
automorphisms of Bd.
In Section 10, we show that the arguments from [16] can be adapted to
our setting to show that if two of our multiplier algebras are isomorphic,
then they are isomorphic via an isomorphism which preserves the grading.
Finally, Section 11 contains the main results about isometric and algebraic
isomorphism of the multiplier algebras. We finish by reformulating some of
the results in terms of restrictions of Drury-Arveson space, thereby providing
a connection to examples in [12].
2. Preliminaries
We begin by recalling several notions from the theory of reproducing ker-
nel Hilbert spaces and Nevanlinna-Pick interpolation. Most of the material
outlined in this section can be found in the book [3]. Let H be a reproducing
kernel Hilbert space on a set X with reproducing kernel K. Although it is
not essential, we will always assume for convenience that our reproducing
kernel Hilbert spaces are separable. Let Mult(H) denote the multiplier al-
gebra of H. Suppose that n is a positive natural number and that we are
given points z1, . . . , zn ∈ X and λ1, . . . , λn ∈ C. If there exists a multiplier
ϕ ∈ Mult(H) of norm at most 1 with
ϕ(zi) = λi (i = 1, . . . , n),
then the matrix (
(1− λiλj)K(zi, zj)
)n
i,j=1
is positive. If the converse of this statement holds, we say that H satisfies the
n-point Nevanlinna-Pick property. We say that H is a Nevanlinna-Pick space
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if it satisfies the n-point Nevanlinna-Pick property for every n ∈ N. Finally,
if the analogous result for matrix-valued interpolation holds, H is said to be
a complete Nevanlinna-Pick space. While the title of this note simply refers
to Nevanlinna-Pick spaces for the sake of brevity, we will in fact mostly be
concerned with complete Nevanlinna-Pick spaces. The prototypical example
of a complete Nevanlinna-Pick space is the Hardy space H2(D) on the unit
disc. For a detailed account on this topic, we refer the reader to Chapter 5
of the book [3].
Most of the reproducing kernel Hilbert spaces we will consider will be irre-
ducible in the following sense: For any two points x, y ∈ X, the reproducing
kernel K satisfies K(x, y) 6= 0, and if x 6= y, then K(·, x) and K(·, y) are
linearly independent in H (see, for example, Section 7.1 in [3]). We say that
K is normalized at the point x0 ∈ X if K(x, x0) = 1 for all x ∈ X. If K is
normalized at some point in X, we say that H is normalized.
Irreducible complete Nevanlinna-Pick spaces are characterized by a theo-
rem of McCullough and Quiggin (see, for example, Section 7.1 in [3]). We
require the following version of Agler and McCarthy, which is [3, Theorem
7.31]. Recall that a function F : X ×X → C is said to be positive definite if
for any finite collection {x1, . . . , xn} of points in X, the matrix(
F (xi, xj)
)n
i,j=1
is positive semidefinite.
Theorem 2.1 (McCullough-Quiggin, Agler-McCarthy). Let H be an irre-
ducible reproducing kernel Hilbert space on a set X with reproducing kernel
K which is normalized at point in X. Then H is a complete Nevanlinna-Pick
space if and only if the Hermitian kernel F = 1− 1/K is positive definite.
If H is a reproducing kernel Hilbert space on a set X with kernel K, and
if Y ⊂ X, then H∣∣
Y
denotes the reproducing kernel Hilbert space on Y with
kernel K
∣∣
Y×Y
. Equivalently,
H∣∣
Y
= {f ∣∣
Y
: f ∈ H},
and the norm on H∣∣
Y
is defined such that the map
H → H∣∣
Y
, f 7→ f ∣∣
Y
,
is a co-isometry (see [6, Section 5]). The definitions immediately imply that
restriction map
Mult(H)→ Mult(H∣∣
Y
), ϕ 7→ ϕ∣∣
Y
,
is a contraction. It is not hard to see that if H is a Nevanlinna-Pick space,
then this map is a quotient map, and in particular surjective.
Our main source of examples is a class of spaces on the open unit ball Bd
in Cd. Occasionally, we will allow d = ∞, in which case Cd is understood
to be ℓ2. To be precise, by a unitarily invariant space on Bd, we mean a
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reproducing kernel Hilbert space H on Bd with reproducing kernel K which
is normalized at 0, analytic in the first component, and satisfies
K(Uz,Uw) = K(z, w)
for all z, w ∈ Bd and all unitary maps U on Cd. Spaces of this type appear
throughout the literature, see for example [23, Section 4] or [22, Section 4].
The following characterization of unitarily invariant spaces is well known.
Since we do not have a convenient reference for the proof, it is provided
below.
Lemma 2.2. Let d ∈ N∪ {∞} and let K : Bd×Bd → C be a function. The
following are equivalent:
(i) K is a positive definite kernel which is normalized at 0, analytic in the
first component, and satisfies K(z, w) = K(Uz,Uw) for all z, w ∈ Bd
and all unitary maps U on Cd.
(ii) There is a sequence (an)n of non-negative real numbers with a0 = 1
such that
K(z, w) =
∞∑
n=0
an〈z, w〉n
for all z, w ∈ Bd.
Proof. (ii) ⇒ (i) By the Schur product theorem, the map (z, w) 7→ 〈z, w〉n
is positive definite for all n ∈ N, hence K is positive definite. Clearly, K is
normalized at 0 and invariant under unitary maps of Cd. Moreover, for fixed
w ∈ Bd, the series in (ii) converges uniformly in z on Bd, hence K is analytic
in the first variable.
(i) ⇒ (ii) Let z1, w1, z2, w2 ∈ Bd satisfy 〈z1, w1〉 = 〈z2, w2〉. We will show
that K(z1, w1) = K(z2, w2). This will complete the proof, since then, there
exists a function f : D→ C such that K(z, w) = f(〈z, w〉) for all z, w ∈ Bd.
Since K is analytic in the first component and is normalized at the origin,
f is necessarily analytic and satisfies f(0) = 1. Positive definiteness of K
finally implies that the Taylor coefficients of f at 0 are non-negative, see the
proof of [3, Theorem 7.33] and also Corollary 6.3 below.
In order to show that K(z1, w1) = K(z2, w2), first note that for z, w ∈ Bd,
the identity
K(λz,w) = K(z, λw)
holds for all λ ∈ T, as multiplication by a complex scalar of modulus 1 is a
unitary map on Cd. Since K(z, λw) = K(λw, z), we see that both sides of
the above equation define analytic maps in λ in an open neighbourhood of
D, hence the above identity holds for all λ ∈ D. In particular, we see that
K(rz, w) = K(z, rw)
for z, w ∈ Bd and r ∈ [0, 1]. Consequently, we may without loss of generality
assume that ||w1|| = ||w2||. Then there exists a unitary map on Cd which
maps w1 onto w2. Since K is invariant under unitary maps by assumption,
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and so is the scalar product 〈·, ·〉, we may in fact suppose that w1 = w2.
Let w denote this vector. Since K is normalized at 0, the claim is obvious if
w = 0, so assume that w 6= 0.
From the assumption 〈z1, w〉 = 〈z2, w〉, we deduce that there exist vectors
v, r1, r2 ∈ Cd such that v ∈ Cw and r1, r2 ∈ (Cw)⊥ and such that
zi = v + ri (i = 1, 2).
For λ ∈ T, let Uλ denote the unitary map on Cd which fixes Cw and acts as
multiplication by λ on (Cw)⊥. Then for i = 1, 2 and λ ∈ T, we have
K(zi, w) = K(Uλzi, Uλw) = K(v + λri, w).
Observe that the right-hand side defines an analytic function in λ in an open
neighbourhood of D, which is therefore constant. In particular,
K(z1, w) = K(v,w) = K(z2, w),
which completes the proof. 
If H is a unitarily invariant space on Bd, then it easily follows from the
representation of the kernel in part (ii) of the preceding lemma that conver-
gence in H implies uniform convergence on rBd for 0 < r < 1. Since the
kernel functions K(·, w) for w ∈ Bd are analytic by assumption, and since
finite linear combinations of kernel functions are dense in H, we therefore
see that every function in H is analytic on Bd.
We also require the following straightforward generalization of [3, Theorem
7.33].
Lemma 2.3. Let d ∈ N ∪ {∞} and let H be a unitarily invariant space on
Bd with reproducing kernel
K(z, w) =
∞∑
n=0
an〈z, w〉n,
where a0 = 1. Assume that a1 > 0. Then the following are equivalent:
(i) H is an irreducible complete Nevanlinna-Pick space.
(ii) The sequence (bn)
∞
n=1 defined by
∞∑
n=1
bnt
n = 1− 1∑∞
n=0 ant
n
for t in a neighbourhood of 0 is a sequence of non-negative real num-
bers.
In particular, if (ii) holds, then H is automatically irreducible.
Proof. Observe that
1− 1
K(z, w)
=
∞∑
n=1
bn〈z, w〉n.
It is known that this kernel is positive if and only if bn ≥ 0 for all n ≥ 1 (see
the proof of [3, Theorem 7.33], and also Corollary 6.3 below). Consequently,
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the implication (i)⇒ (ii) follows from Theorem 2.1, and (ii)⇒ (i) will follow
from the same result, once we observe that H is irreducible in the setting of
(ii).
Since a0 = 1 and a1 > 0, the space H contains the constant function 1 and
the coordinate functions (see [23, Proposition 4.1] or [22, Section 4]), from
which it readily follows that K(·, x) and K(·, y) are linearly independent if
x 6= y. We finish the proof by showing that ∑∞n=0 antn never vanishes on
D. Assume toward a contradiction that t0 ∈ D is a zero of
∑∞
n=0 ant
n of
minimal modulus. Then the equality in (ii) holds for all t ∈ D with |t| < |t0|,
and t0 is a pole of
∑∞
n=1 bnt
n. Since bn ≥ 0 for n ≥ 1, this implies that |t0|
is a pole of
∑∞
n=1 bnt
n, and consequently |t0| is a zero of
∑∞
n=0 ant
n. This
is a contradiction, since a0 = 1 and an ≥ 0 for n ≥ 0, and the proof is
complete. 
Perhaps the most important example of a unitarily invariant complete
Nevanlinna-Pick space is the Drury-Arveson space H2m on Bm, where m ∈
N ∪ {∞}. This space corresponds to the choice an = 1 for all n ∈ N above,
hence its reproducing kernel is given by
km(z, w) =
1
1− 〈z, w〉 .
The following theorem of Agler and McCarthy [2] (see also [3, Theorem 8.2])
asserts that H2m is a universal complete Nevanlinna-Pick space.
Theorem 2.4 (Agler-McCarthy). If H is a normalized irreducible complete
Nevanlinna-Pick space on a set X with kernel K, then there exists m ∈
N ∪ {∞} and an embedding j : X → Bm such that
K(z, w) = km(j(z), j(w)) (z, w ∈ X).
In this case, f 7→ f ◦ j defines a unitary operator from H2m
∣∣
j(X)
onto H.
In this setting, we say that j is an embedding for H.
3. From multiplier algebras to kernels
We begin by observing that the kernel of a Nevanlinna-Pick space can
be recovered from the isometric structure of its multiplier algebra. Results
similar to the next proposition are well known, see for example [22] and
[3], especially Exercise 8.35. Since we do not have a reference for the exact
statement, a complete proof is provided.
Proposition 3.1. Let H be an irreducible reproducing kernel Hilbert space
on a set X with kernel K. Suppose that K is normalized at x0 ∈ X and
satisfies the two-point Nevanlinna-Pick property. Then
sup{Reϕ(w) : ||ϕ||Mult(H) ≤ 1 and ϕ(x0) = 0} =
(
1− 1
K(w,w)
)1/2
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for every w ∈ X, and this number is strictly positive if w 6= x0. Moreover,
there is a unique multiplier ϕw which achieves the supremum if w 6= x0,
namely
ϕw(z) =
1− 1K(z,w)√
1− 1K(w,w)
.
Equivalently,
K(z, w) =
1
1− ϕw(z)ϕw(w) .
Proof. By the two-point Nevanlinna-Pick property, there exists a contractive
multiplier ϕ with ϕ(x0) = 0 and ϕ(w) = λ if and only if the Pick matrix at
points (x0, w), (
1 1
1 K(w,w)(1 − |λ|2)
)
,
is positive, which, in turn, happens if and only if
K(w,w) ≥ 1
1− |λ|2 .
This proves the formula for the supremum. Moreover, we see that the supre-
mum is actually attained.
Irreducibility of H implies that K(w,w) > 1 if w 6= x0. Indeed, since K
is normalized at x0, we have
1 = K(x0, w) = |〈K(·, w),K(·, x0)〉| ≤ K(w,w)1/2
by Cauchy-Schwarz, with equality occurring only if K(·, w) and K(·, x0) are
linearly dependent. Since H is irreducible, this only happens if w = x0.
Let ϕ = ϕw be any multiplier which achieves the supremum. If z ∈ X is
arbitrary, then the Pick matrix at points (x0, w, z),1 1 11 1 K(w, z)(1 − ϕ(w)ϕ(z))
1 K(z, w)(1 − ϕ(z)ϕ(w)) K(z, z)(1 − |ϕ(z)|2)
 ,
is positive, since ||ϕ||Mult(H) ≤ 1 (observe that the three-point Nevanlinna-
Pick property is not needed for this implication). The determinant of this
matrix is
−|1−K(z, w)(1 − ϕ(z)ϕ(w))|2,
hence
K(z, w)(1 − ϕw(z)ϕw(w)) = 1.
Since
ϕw(w) =
(
1− 1
K(w,w)
)1/2
,
the formula for ϕw follows. In particular, ϕw is unique if w 6= x0. 
The following consequence, which generalizes Section 5.4 in [3], is imme-
diate.
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Corollary 3.2. Let H1 and H2 be two irreducible Nevanlinna-Pick spaces on
the same set X, with kernels K1 and K2, respectively, which are normalized
at a point x0 ∈ X. Then the following are equivalent:
(i) Mult(H1) = Mult(H2) isometrically.
(ii) Mult(H1) = Mult(H2) completely isometrically.
(iii) H1 = H2 isometrically.
(iv) K1 = K2.
Proof. The implications (iv) ⇒ (iii) ⇒ (ii) ⇒ (i) are clear. The implication
(i) ⇒ (iv) follows from the preceding proposition. 
Observe that the last result is generally false without the assumption that
both spaces are Nevanlinna-Pick spaces. Indeed, the Hardy space and the
Bergman space on the unit disc both have H∞(D) as their multiplier algebra.
We can also use Proposition 3.1 to show that certain algebras of functions
are not multiplier algebras of complete Nevanlinna-Pick spaces. ForH∞(Bd),
this is done in Proposition 8.83 in [3].
Corollary 3.3. There is no irreducible reproducing kernel Hilbert space on
Dd for d ≥ 2 which satisfies the two-point Nevanlinna-Pick property and
whose multiplier algebra is H∞(Dd).
Proof. Let a = 1/2 and let w = (a, a, 0, . . .) ∈ Dd. Let ϕ ∈ H∞(Dd) be
non-constant with ||ϕ||∞ ≤ 1 and ϕ(0) = 0. Then z 7→ ϕ(z, z, 0, . . .) defines
an analytic map from D into D which fixes the origin, hence |ϕ(a)| ≤ 1/2 by
the Schwarz lemma. In particular,
sup{Re(ϕ(a)) : ||ϕ||H∞(Dd) ≤ 1 and ϕ(0) = 0} ≤
1
2
.
But there are several functions which realize the value 1/2, for example the
coordinate projections z1 and z2. In particular, the extremal problem with
normalization point 0 in Proposition 3.1 does not have a unique solution.
Since every non-vanishing kernel can be normalized at an arbitrary point
without changing the multiplier algebra (see [3, Section 2.6]), it follows that
H∞(Dd) is not the multiplier algebra of an irreducible reproducing kernel
Hilbert space which satisfies the two-point Nevanlinna-Pick property. 
We now consider a second way of recovering the reproducing kernel of
a complete Nevanlinna-Pick space from its multiplier algebra. In contrast
to Proposition 3.1, this approach uses the operator space structure of the
multiplier algebra.
If ϕ : X → B(E ,C) is a function with ||ϕ(x)|| < 1 for all x ∈ X, where E
is an auxiliary Hilbert space, we define a kernel Kϕ on X by
Kϕ(z, w) =
1
1− ϕ(z)ϕ(w)∗ .
Expressing the last identity as a geometric series, we see that Kϕ is positive
definite.
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Proposition 3.4. Let H be an irreducible reproducing kernel Hilbert space
on a set X with kernel K, normalized at x0 ∈ X. Then K is an upper bound
for the set{
Kϕ : ϕ ∈Mult(H⊗ E ,H) with ||Mϕ|| ≤ 1 and ϕ(x0) = 0}
with respect to the partial order given by positivity. Moreover, K is the
maximum of this set if and only if H is a complete Nevanlinna-Pick space.
Proof. We first observe that every ϕ as in the proposition maps X into
the open unit ball of B(E ,C). To this end, let x ∈ X, and consider the
Pick matrix associated to {x0, x}. Since K is normalized at x0, and since
ϕ(x0) = 0, we obtain (
1 1
1 K(x, x)(1 − ϕ(x)ϕ(x)∗)
)
,
so this matrix is positive. In particular, the (2,2)-entry is necessarily bounded
above by 1, so that
||ϕ(x)||2 ≤ 1− 1
K(x, x)
< 1.
Now, if ϕ : X → B(E ,C) is a multiplier of norm at most 1, then K/Kϕ is
positive definite by a well-known characterization of contractive multipliers.
If in addition ϕ(x0) = 0, then Kϕ is normalized at 0, hence so is K/Kϕ.
This implies that K/Kϕ − 1 is positive definite (see, for example, the proof
of Corollary 4.2 in [21]), and thus also
K −Kϕ = Kϕ
( K
Kϕ
− 1
)
is positive definite by the Schur product theorem. Consequently, Kϕ ≤ K.
If K belongs to the set in the statement of the proposition, then 1− 1/K
is positive definite, so H is a complete Nevanlinna-Pick space by Theorem
2.1.
Assume now that H is a complete Nevanlinna-Pick space, so that we can
write
K(z, w) =
1
1− 〈b(z), b(w)〉
for some function b : X → B∞ by Theorem 2.4. Consider for z ∈ X the row
operator
ϕ(z) = (b1(z), b2(z), . . .) ∈ B(ℓ2,C),
where the bi are the coordinate functions of b. Since
K(z, w)(1 − ϕ(z)ϕ(w)∗) = 1,
we have ϕ ∈ Mult(H ⊗ ℓ2,H) with ||ϕ|| ≤ 1, and K = Kϕ. Also, ϕ(x0) = 0
since K is normalized at x0. 
One advantage of this second approach is that we also obtain information
about inclusions of multiplier algebras.
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Corollary 3.5. Let H1 and H2 be reproducing kernel Hilbert spaces on the
same set X with kernels K1 and K2, respectively. Assume that H1 is an
irreducible complete Nevanlinna-Pick space, and suppose that K1 and K2
are both normalized at x0 ∈ X. Then the following are equivalent:
(i) Mult(H1) ⊂ Mult(H2), and the inclusion map is a complete contrac-
tion.
(ii) K2/K1 is positive definite.
In this case, H1 ⊂ H2, and the inclusion map is a contraction.
Proof. (i) ⇒ (ii) Proposition 3.4 yields a multiplier ϕ ∈ Mult(H1 ⊗ E ,H1)
with ||ϕ||Mult(H1⊗E,H1) ≤ 1 such that K1 = Kϕ. By assumption, ϕ is a
multiplier on H2 of norm at most 1, hence K2/K1 = K2/Kϕ is positive.
Moreover, another application of the proposition shows that
K1 = Kϕ ≤ K2,
so that H1 ⊂ H2 and the inclusion map is a contraction.
(ii) ⇒ (i) always holds for reproducing kernel Hilbert spaces. Indeed,
ϕ ∈ Mult(H1 ⊗ ℓ2(n),H1 ⊗ ℓ2(n)) with ||ϕ|| ≤ 1, if and only if
K1(z, w)(I − ϕ(z)ϕ(w)∗)
is a positive definite operator valued kernel. By assumption and the Schur
product theorem, it follows that
K2(z, w)(I − ϕ(z)ϕ(w)∗)
is positive definite, hence ϕ ∈Mult(H2⊗ℓ2(n),H2⊗ℓ2(n)) with ||ϕ|| ≤ 1. 
We finish this section by observing that the completely bounded version
of Corollary 3.2 is not true, that is, if the identity map from Mult(H1) to
Mult(H2) is merely assumed to be a completely bounded isomorphism, then
it does not follow that H1 = H2 as vector spaces.
Example 3.6. Let D be the Dirichlet space on D, whose reproducing kernel
is given by
KD(z, w) = − log(1−wz)
wz
and let H2 = H2(D) be the Hardy space on D with reproducing kernel
KH2(z, w) =
1
1− zw .
Then H2 and D are complete Nevanlinna-Pick spaces (see, for example, [3,
Corollary 7.41]).
Let (zn)
∞
n=0 be a sequence in (0, 1) with z0 = 0 and limn→∞ zn = 1 which
is interpolating for the multiplier algebra of the Dirichlet space D. Then
(zn) is also interpolating for H
∞ = Mult(H2), so if V = {zn : n ∈ N}, then
Mult(H2
∣∣
V
) and Mult(D∣∣
V
) are equal as algebras, since they are both equal
to ℓ∞.
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In fact, the normalized kernels in D∣∣
V
and H2
∣∣
V
form a Riesz system (see
Section 9.3 in [1]), so there is a bounded invertible map
A : H2
∣∣
V
→ D∣∣
V
such that A
( KH2(·, w)
||KH2(·, w)||
)
=
KD(·, w)
||KD(·, w)||
for all w ∈ V . A straightforward computation shows that if ϕ ∈Mult(H2∣∣
V
),
then
((A∗)−1MϕA
∗f)(w) = ϕ(w)f(w)
for f ∈ D∣∣
V
and w ∈ V , so
(A∗)−1MϕA
∗ =Mϕ.
It follows that the identity map between Mult(H2
∣∣
V
) andMult(D∣∣
V
) is given
by a similarity.
However, the spaces H2
∣∣
V
and D∣∣
V
are not equal. Indeed, if f ∈ D, then
|f(z)| = |〈f,KD(·, z)〉| ≤ ||f ||
√
KD(z, z) ≈ ||f ||
√
− log(1− z2)
as z → 1, but there are functions in H2 which grow faster, such as
f(z) =
∞∑
n=0
(n+ 1)−3/4zn,
for which
|f(z)| ≈ Γ
(1
4
)
(1− z)−1/4
as z → 1 from below (see [34, Chap. XIII,p.280,ex. 7]).
4. Composition Operators
The methods of the last section also apply to composition operators on
multiplier algebras. If K1 and K2 are two kernels on a set X, we say that K1
is a rescaling of K2 if there exists a nowhere vanishing function δ : X → C
such that
K1(z, w) = δ(z)δ(w)K2(z, w) (z, w ∈ X).
Rescaling is an equivalence relation on kernels, and two kernels which are
equivalent in this sense give rise to the same multiplier algebra (see Section
2.6 in [3]).
Proposition 4.1. Let H1 and H2 be irreducible complete Nevanlinna-Pick
spaces on sets X1 and X2 with kernels K1 and K2, respectively. Suppose that
F : X2 → X1 is a bijection. Then the following are equivalent:
(i) CF : Mult(H1) → Mult(H2), ϕ 7→ ϕ ◦ F , is an isometric isomor-
phism.
(ii) K2 is a rescaling of (K1)F , where (K1)F = K1(F (z), F (w)) for
z, w ∈ X2.
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In fact, if
K2(z, w) = δ(z)δ(w)K1(F (z), F (w)) (z, w ∈ X2)
for some nowhere vanishing function δ on X2, then
U : H1 →H2, f 7→ δ(f ◦ F ),
is unitary, and CF = Ad(U).
Proof. (i)⇒ (ii). We may assume that K2 is normalized at a point x0 ∈ X2.
Define a kernel K on X2 by
K(z, w) =
K1(F (z), F (w))K1(F (x0), F (x0))
K1(F (z), F (x0))K1(F (x0), F (w))
and letH be the reproducing kernel Hilbert space onX2 with kernelK. Since
K is a rescaling of (K1)F , the assumption implies thatMult(H) = Mult(H2),
isometrically. Moreover, K is normalized at x0, hence K2 = K by Corollary
3.2.
(ii)⇒ (i). This implication holds in general, without the assumption that
the kernels are complete Nevanlinna-Pick kernels. To see this, it suffices
to show the additional assertion. It is a standard fact from the theory of
reproducing kernels that U is unitary. Indeed, the adjoint of U satisfies
U∗K2(·, w) = δ(w)K1(·, F (w))
for all w ∈ X2, thus the assumption easily implies that U∗ is unitary. More-
over, for f ∈ H2 and ϕ ∈ Mult(H1), we have
UMϕU
∗f = U(ϕ
1
δ
(f ◦ F−1)) = (ϕ ◦ F )f,
hence CF = Ad(U) is a well-defined completely isometric isomorphism. 
The last result applies in particular to automorphisms of multiplier alge-
bras.
Corollary 4.2. Let H be an irreducible complete Nevanlinna-Pick space on
a set X with kernel K, normalized at x0, and let F : X → X be a bijection
and a = F−1(x0). Then CF is an isometric automorphism of Mult(H) if
and only if
K(F (z), F (w)) =
K(z, w)K(a, a)
K(z, a)K(a,w)
for all z, w ∈ X.
Proof. This follows from the preceding proposition as KF is normalized at
a. 
We wish to apply the preceding result to spaces of analytic functions on
Bd. The group of conformal automorphisms of Bd is denoted by Aut(Bd).
We also allow the case d =∞, see [26] and the references therein.
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Proposition 4.3. Let d ∈ N∪{∞} and let H be a reproducing kernel Hilbert
space of analytic functions on Bd with kernel K. Assume that K is normal-
ized at 0 and does not vanish anywhere on Bd. Then the identity
(1) K(ϕ(z), ϕ(w)) =
K(z, w)K(a, a)
K(z, a)K(a,w)
(z, w ∈ Bd),
where a = ϕ−1(0), holds for every ϕ ∈ Aut(Bd) if and only if
K(z, w) =
1
(1− 〈z, w〉)α
for some α ∈ [0,∞).
Proof. It is well-known that (1) holds if K(z, w) = (1 − 〈z, w〉)−1, see [30,
Theorem 2.2.5]. When raising this identity to the power of α, care must be
taken if α is not an integer. However, (1) holds for arbitrary α, and z, w ∈ Bd
with ||z|| small, as K(z, w) is close to 1 in this case. Since both sides of (1)
are analytic in z, it holds for all z ∈ Bd.
Conversely, suppose that (1) holds for all automorphisms ϕ. Choosing ϕ
to be unitary, it follows that K(Uz,Uw) = K(z, w) for all unitary operators
U on Cd. By Lemma 2.2, there exists an analytic function f : D → C with
f(0) = 1 and non-negative derivatives at 0 such that
K(z, w) = f(〈z, w〉).
We wish to show that f(z) = (1 − z)−α for some α ∈ [0,∞). Since every
conformal automorphism of D extends to a conformal automorphism of Bd
(see [30, Section 2.2.8]), it suffices to prove this for the case d = 1.
For r ∈ (−1, 1), consider the conformal automorphism ϕr of D given by
ϕr(z) =
r − z
1− rz .
Then for z ∈ D and w ∈ (0, 1), we have
f(ϕr(z)ϕr(w)) =
f(zw)f(r2)
f(rz)f(rw)
,
hence
f(ϕr(z)ϕr(w))f(rz)f(rw) = f(zw)f(r
2).
Taking the derivative with respect to r at r = 0, and simplifying, we obtain
(z + w)(f ′(zw)(zw − 1) + f(zw)f ′(0))) = 0
for all z ∈ D and w ∈ (0, 1), hence
f ′(z)(1− z)− f(z)f ′(0) = 0.
for all z ∈ D, and f(0) = 1. This is a first order linear ODE, whose solutions
are given by
f(z) = (1− z)−α,
where α = f ′(0). Since f ′(0) ≥ 0, the result follows. 
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The desired result about complete Nevanlinna-Pick spaces on Bd whose
multiplier algebras are isometrically automorphism invariant is the following
corollary.
Corollary 4.4. Let d ∈ N ∪ {∞} and let H be a reproducing kernel Hilbert
space of analytic functions on Bd with kernel K, normalized at 0. The fol-
lowing are equivalent:
(i) H is an irreducible complete Nevanlinna-Pick space and every ϕ ∈
Aut(Bd) induces an isometric composition operator on Mult(H).
(ii) There exists α ∈ (0, 1] such that
K(z, w) =
1
(1− 〈z, w〉)α (z, w ∈ Bd).
Proof. In light of Corollary 4.2 and Proposition 4.3, it suffices to show that
K(z, w) =
1
(1− 〈z, w〉)α
is an irreducible complete Nevanlinna-Pick kernel if and only if α ∈ (0, 1].
If α = 0, then K is identically 1, and thus not irreducible. If α > 0, then
Lemma 2.3 applies to show that K is an irreducible complete Nevanlinna-
Pick kernel if and only if the function 1− (1− x)α has non-negative Taylor
coefficients at 0. Observe that
1− (1− x)α =
∞∑
k=1
(−1)k+1
(
α
k
)
xk,
where (
α
k
)
=
α(α − 1)(α − 2) . . . (α− k + 1)
k!
.
The coefficient of x2 in this formula equals
−α(α− 1)
2
,
which is negative if α > 1. Conversely, if α ≤ 1, then all Taylor coefficients
are non-negative. 
5. Algebraic consistency and varieties
When studying isomorphisms of multiplier algebras, we will usually make
an additional assumption, which, roughly speaking, guarantees that the func-
tions in the reproducing kernel Hilbert space are defined on their natural
domain of definition.
More precisely, let H be a Hilbert function space on a set X with 1 ∈ H.
A non-zero bounded linear functional ρ on H is called partially multiplicative
if ρ(ϕf) = ρ(ϕ)ρ(f) whenever ϕ ∈ Mult(H) and f ∈ H. We say that H is
algebraically consistent if for every partially multiplicative functional ρ on
H, there exists x ∈ X such that ρ(f) = f(x) for all f ∈ H.
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Example 5.1. The reproducing kernel Hilbert space H on D with kernel
K(z, w) =
∞∑
n=0
2−n(zw)n =
1
1− 12zw
is not algebraically consistent. Indeed, every function in H extends uniquely
to an analytic function on the open disc of radius
√
2 around the origin.
Remark 5.2. Our definitions of a partially multiplicative functional and of
algebraic consistency are inspired by [7, Definition 1.5] of Cowen-MacCluer,
but are slightly different. A non-zero bounded linear functional ρ on H is
partially multiplicative in the sense of Cowen-MacCluer if ρ(fg) = ρ(f)ρ(g)
whenever f, g ∈ H such that the pointwise product fg belongs to H as
well. The Hilbert function space H is algebraically consistent in the sense of
Cowen-MacCluer if every such functional is given by evaluation at a point
in X. We also refer the reader to [28, Section 2]; their generalized kernel
functions are precisely the elements of H which give rise to partially multi-
plicative functionals in the sense of Cowen-MacCluer.
Clearly, every functional which is partially multiplicative in the sense of
Cowen-MacCluer is partially multiplicative in our sense. Therefore, every
Hilbert function space which is algebraically consistent in our sense is alge-
braically consistent in the sense of Cowen-MacCluer.
Our definition of algebraic consistency requires that 1 ∈ H and is only
meaningful if H has “enough” multipliers. This limits its applicability for
general Hilbert function spaces. However, it seems to be well-suited for
normalized irreducible complete Nevanlinna-Pick spaces. In particular, we
will see that in this setting, algebraic consistency in our sense is closely
related to the notion of a variety from [17] (see Proposition 5.6 below) and
behaves well with respect to restrictions of complete Nevanlinna-Pick spaces
to subsets (see Lemma 5.4 below). Moreover, if H is a normalized irreducible
complete Nevanlinna-Pick space, then 1 ∈ H and the multiplier algebra
contains at least all kernel functions (this known fact can be deduced, for
example, from Proposition 3.1, as ψw = 1−1/K(·, w) is a strictly contractive
multiplier, soK(·, w) =∑∞n=0 ψnw converges absolutely in the Banach algebra
Mult(H)). In particular, Mult(H) is dense in H. It remains open if the two
definitions of algebraic consistency agree for normalized irreducible complete
Nevanlinna-Pick spaces (see also Remark 5.5 below).
The following lemma provides examples of algebraically consistent spaces
(compare with [7, Theorem 2.15]). The proof in fact shows that for unitarily
invariant spaces, our notion of algebraic consistency and the one of Cowen-
MacCluer coincide.
Lemma 5.3. Let d ∈ N ∪ {∞} and let H be a complete Nevanlinna-Pick
space on Bd with kernel of the form
K(z, w) =
∞∑
n=0
an〈z, w〉n
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such that a0 = 1 and a1 6= 0.
(a) If
∑∞
n=0 an =∞, then H is algebraically consistent on Bd.
(b) If
∑∞
n=0 an <∞, but the series
∑∞
n=0 anx
n has radius of convergence
1, then the functions in H extend to (norm) continuous functions on
Bd, and H is an algebraically consistent space of functions on Bd.
(c) If
∑∞
n=0 anx
n has radius of convergence greater than 1, then H is not
algebraically consistent on Bd or on Bd.
Proof. We begin with some considerations that apply to both (a) and (b).
It is known that the condition a1 6= 0 implies that the function 〈·, w〉 is a
multiplier for w ∈ Bd (see, for example, [22, Section 4]). Incidentally, this
can also be deduced from Proposition 6.4 below. For each i, let
λi = ρ(zi).
We claim that (λi) ∈ Bd. To this end, let w ∈ Bd be finitely supported, say
wi = 0 if i > N . Then
〈λ,w〉 =
N∑
i=1
λiwi = ρ(〈·, w〉).
Since ρ is partially multiplicative and non-zero, ρ(1) = 1. Thus, we get
(2) ρ(K(·, w)) =
∞∑
n=0
anρ(〈·, w〉n) =
∞∑
n=0
anρ(〈·, w〉)n =
∞∑
n=0
an〈λ,w〉n.
In either case, the series
∑∞
n=0 anx
n has radius of convergence 1, hence
|〈λ,w〉| ≤ 1. Since w ∈ Bd was an arbitrary finitely supported sequence,
we conclude that λ ∈ Bd.
Assume now that
∑∞
n=0 an =∞. We wish to show that λ ∈ Bd. Suppose
for a contradiction that ||λ|| = 1. Observe that (2) holds for all w ∈ Bd, so
choosing w = rλ for 0 < r < 1, we see that
∞∑
n=0
anr
n = ρ(K(·, rλ)) ≤ ||ρ||
( ∞∑
n=0
anr
2n
)1/2 ≤ ||ρ||( ∞∑
n=0
anr
n
)1/2
,
which is not possible as
∑∞
n=0 an =∞. Consequently, λ ∈ Bd, and it follows
from (2) that ρ equals point evaluation at λ. This proves (a).
For the proof of (b), we observe that K extends to a jointly norm continu-
ous function on Bd×Bd, hence all functions in H extend to norm continuous
functions on Bd, and H becomes a reproducing kernel Hilbert space on Bd in
this way. Equation (2) shows that every partially multiplicative functional
is given by point evaluation at a point λ ∈ Bd, so that H is algebraically
consistent.
Finally, to show (c), we observe that if
∑∞
n=0 anx
n has radius of conver-
gence R > 1, then the functions in H extend uniquely to analytic functions
on the ball of radius
√
R. In particular, H is not algebraically consistent on
Bd or on Bd. 
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To show that algebraic consistency is closely related to the notion of a
variety from [17], we first need a simple lemma.
Lemma 5.4. Let H be a normalized irreducible complete Nevanlinna-Pick
space on a set X which is algebraically consistent. If Y ⊂ X, then H∣∣
Y
is
an algebraically consistent space of functions on Y if and only if there is a
set of functions S ⊂ H such that
Y = {x ∈ X : f(x) = 0 for all f ∈ S}.
Proof. Suppose that Y is the common vanishing locus of a set S ⊂ H, and
let ρ be a partially multiplicative functional on H∣∣
Y
. Then ρ˜(f) = ρ(f
∣∣
Y
)
defines a partially multiplicative functional on H. Since H is assumed to be
algebraically consistent, ρ˜ is given by point evaluation at a point y ∈ X. We
claim that y ∈ Y . To this end, observe that for f ∈ S, we have
f(y) = ρ˜(f) = ρ(f
∣∣
Y
) = ρ(0) = 0,
from which we deduce that y ∈ Y . Since every function in H∣∣
Y
is the
restriction of a function in H, it follows that ρ is given by evaluation at y.
Hence, H∣∣
Y
is algebraically consistent.
Conversely, assume that H∣∣
Y
is algebraically consistent. Let S be the
kernel of the restriction map H → H∣∣
Y
and let Ŷ denote the vanishing locus
of S. Clearly, Y ⊂ Ŷ , and we wish to show that Y = Ŷ . To this end, observe
that every function f ∈ H∣∣
Y
extends uniquely to a function f̂ ∈ H∣∣
Ŷ
of the
same norm. Assume for a contradiction that there exists x ∈ Ŷ \ Y . Then
we obtain a bounded functional ρ on H∣∣
Y
which is defined by ρ(f) = f̂(x).
To see that ρ is partially multiplicative, note that if ϕ ∈ Mult(H∣∣
Y
), then
by the Nevanlinna-Pick property, ϕ extends to a multiplier on H∣∣
Ŷ
, which
necessarily equals ϕ̂. Thus, ϕ̂f = ϕ̂f̂ . Since H is irreducible, it separates
the points of X, so ρ is not equal to point evaluation at a point in Y , a
contradiction. Therefore, Y = Ŷ . 
Remark 5.5. It is the second part of the above proof where the difference
between our definition of partially multiplicative functional and the one of
Cowen-MacCluer is important. Whereas the functional ρ constructed above
is partially multiplicative in our sense, it does not seem to be clear if ρ is
partially multiplicative in the sense of Cowen-MacCluer. Using notation as
in the proof, the crucial question is the following: If f, g ∈ H∣∣
Y
such that
fg ∈ H∣∣
Y
, is f̂ g = f̂ ĝ?
It is not hard to see that the following properties are equivalent for a
normalized irreducible complete Nevanlinna-Pick space H on a set X and a
subset Y ⊂ X:
(i) Whenever f, g ∈ H∣∣
Y
such that fg ∈ H∣∣
Y
, then f̂ g = f̂ ĝ.
(ii) Whenever f, g ∈ H∣∣
Y
such that fg ∈ H∣∣
Y
, then f̂ ĝ ∈ H∣∣
Ŷ
.
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(iii) Whenever h1, h2, h3 ∈ H such that h1 = h2h3 on Y , then h1 = h2h3
on Ŷ .
Here, as in the proof, Ŷ denotes the vanishing locus of the kernel of the
restriction map H → H∣∣
Y
, which is the smallest common zero set of a family
of functions in H which contains Y . Moreover, for f ∈ H∣∣
Y
, the unique
extension of f to a function in H∣∣
Ŷ
is denoted by f̂ .
Property (iii) and hence all properties are satisfied if H = H2(D), the
Hardy space on the unit disc, and Y ⊂ D is any subset, since the product
of two functions in H2(D) belongs to H1(D), and the zero sets of families
of functions in H2(D) and H1(D) coincide (they are precisely the Blaschke
sequences in D, see [20, Section II.2]).
It does not seem to be known if these properties hold if H = H2d for d ≥ 2
and Y ⊂ Bd is an arbitrary subset. If they always hold in this case, then
the arguments of this section show that our notion of algebraic consistency
and the one of Cowen-MacCluer agree for normalized irreducible complete
Nevanlinna-Pick spaces. We also refer the reader to [28, Section 5], where it
is shown these properties hold for H = H2∞ and certain special subsets Y of
B∞.
Let H be a normalized irreducible complete Nevanlinna-Pick space on X
with kernel K. Recall from Section 2 that an embedding for H is an injective
function j : X → Bm such that
K(z, w) = km(j(z), j(w)) (z, w ∈ X),
where km denotes the kernel of the Drury-Arveson space on Bm. A variety
in Bm (see [17, Section 2]) is the common zero set of a family of functions in
H2m.
Proposition 5.6. Let H be a normalized irreducible complete Nevanlinna-
Pick space on a set X with kernel K. The following assertions are equivalent:
(i) H is algebraically consistent.
(ii) There exists an embedding j : X → Bm for H such that j(X) is a
variety.
(iii) For every embedding j : X → Bm for H, the set j(X) is a variety.
(iv) Every weak* continuous character on Mult(H) is given by evaluation
at a point in X.
Proof. Let j : X → Bm be an embedding for H, and let V = j(X). Then
U : H2m
∣∣
V
→H, f 7→ f ◦ j,
is a unitary operator, and consideration of the map T 7→ UTU∗ shows that
U maps Mult(H2m
∣∣
V
) onto Mult(H). Thus, H is algebraically consistent if
and only if H2m
∣∣
V
is. Observe that H2m is algebraically consistent by Lemma
5.3. Thus, the equivalence of (i), (ii) and (iii) follows from Lemma 5.4.
To see that (iii) implies (iv), we note that the identification ofMult(H2m
∣∣
V
)
with Mult(H) from the first part is a weak*-weak* homeomorphism, since
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it is implemented by conjugation with a unitary operator. Thus, the result
follows from the fact that every weak* continuous character on Mult(H2m
∣∣
V
)
is given by evaluation at a point in V , provided that V is a variety (see [17,
Proposition 3.2]).
Conversely, suppose that (iv) holds, and let ρ be a partially multiplicative
functional on H. Then the restriction of ρ to Mult(H) is a character. Since
ρ(ϕ) = ρ(Mϕ1) for all ϕ ∈ Mult(H),
it is weak* continuous. By assumption, there is a point x ∈ X such that
ρ(ϕ) = ϕ(x) for all ϕ ∈ Mult(H). SinceMult(H) is dense inH, it follows that
ρ is given by evaluation at x. Consequently, H is algebraically consistent. 
In the setting of the last proposition, we identify X with a subset of the
maximal ideal space of Mult(H) via point evaluations.
Lemma 5.7. Let H1 and H2 be normalized algebraically consistent irre-
ducible complete Nevanlinna-Pick spaces on sets X1 and X2, respectively.
Let Φ : Mult(H1)→ Mult(H2) be a unital homomorphism. Then the follow-
ing assertions are equivalent:
(i) Φ is weak*-weak* continuous.
(ii) Φ∗(X2) ⊂ X1.
(iii) There is a map F : X2 → X1 such that
Φ(ϕ) = ϕ ◦ F
for all ϕ ∈ Mult(H1).
In this case, the map F in (iii) is the restriction of Φ∗ to X2.
Proof. The implication (i)⇒ (ii) follows immediately from the description of
the weak* continuous characters in Proposition 5.6. Assume that (ii) holds,
and let F denote the restriction of Φ∗ to X2. Then
Φ(ϕ)(λ) = Φ∗(δλ)(ϕ) = (δF (λ))(ϕ) = (ϕ ◦ F )(λ)
for all λ ∈ X2. Hence, Φ is given by composition with F , that is, (iii) holds.
To show that (iii) implies (i), it suffices to show that Φ is weak*-weak*
continuous on bounded sets by the Krein-Smulian theorem. This in turn fol-
lows from the general fact that for a bounded net of multipliers, convergence
in the weak* topology is equivalent to pointwise convergence.
Finally, if F is as in (iii), then
ϕ(F (x)) = Φ(ϕ)(x) = ϕ(Φ∗(x))
for all x ∈ X2 and all ϕ ∈ Mult(H1), so the assertion follows from the fact
that Mult(H1) separates the points of X1 as H1 is an irreducible complete
Nevanlinna-Pick space (this can be deduced, for example, from Proposition
3.1). 
As a consequence, we see that weak*-weak* homeomorphic isometric iso-
morphisms between multiplier algebras are always unitarily implemented.
In [17], this was shown for spaces which admit an embedding into a finite
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dimensional ball using different methods. This additional assumption was
recently removed in [31] by refining these methods.
Proposition 5.8. Let H1 and H2 be normalized algebraically consistent ir-
reducible complete Nevanlinna-Pick spaces on sets X1 and X2, respectively.
Let Φ : Mult(H1) → Mult(H2) be a unital isometric isomorphism. If Φ
is a weak*-weak* homeomorphism, then Φ is given by composition with a
bijection F : Y → X and it is unitarily implemented.
Proof. Lemma 5.7, applied to Φ and Φ−1, shows that Φ is given by compo-
sition. Thus, Proposition 4.1 implies that Φ is unitarily implemented. 
6. Graded complete Nevanlinna-Pick spaces
In this section, we consider reproducing kernel Hilbert spaces which admit
a natural grading. Let H be a reproducing kernel Hilbert space on a set X
with reproducing kernel K, and let X be equipped with an action of the
circle group T. We say that K is T-invariant if
T→ C, λ 7→ K(λz,w),
is continuous for all z, w ∈ X, and
K(λz, λw) = K(z, w)
for all λ ∈ T and z, w ∈ X. Then the T-action on X induces a strongly
continuous unitary representation
Γ : T→ B(H), Γ(λ)(f)(z) = f(λz).
Indeed, Γ(λ) is unitary for λ ∈ T, and for v,w ∈ X, we have
〈Γ(λ)K(·, w),K(·, v)〉 = K(λv,w),
which is continuous in λ. For n ∈ Z, let
Hn = {f ∈ H : Γ(λ)f = λnf for all λ ∈ T}.
Then the closed subspaces Hn are pairwise orthogonal, and it follows from
a standard application of the Fejér kernel that
H =
⊕
n∈Z
Hn.
Elements of Hn are called homogeneous of degree n.
Example 6.1. (a) Let d < ∞ and Ω ⊂ Cd be open and connected with
0 ∈ Ω and TΩ ⊂ Ω. Then T acts on Ω by scalar multiplication. Let H
be a reproducing kernel Hilbert space of analytic functions on Ω with a
T-invariant kernel K. It is not hard to see that
Hn = {f ∈ H : f is a homogeneous polynomial of degree n}
for n ≥ 0, and Hn = {0} for n < 0. Concrete examples of this type include
many classical spaces on Bd or D
d, such as the Hardy space and the Dirichlet
space.
22 MICHAEL HARTZ
(b) Let d ∈ N ∪ {∞}, and let X ⊂ Cd satisfy DX ⊂ X. Let H be a
reproducing kernel Hilbert space on X with a T-invariant kernel K, and
assume that for f ∈ H and x ∈ X, the function
fx : D→ C, z 7→ f(zx),
is contained in the disc algebra. Then Hn = {0} for n < 0 and for n ≥ 0,
the space Hn consists of all functions f in H such that fx is a multiple of zn
for every x ∈ X.
We require a homogeneous decomposition not only for functions, but also
for kernels.
Lemma 6.2. Let K be a T-invariant positive definite kernel on X, possibly
with zeroes on the diagonal. Then there are uniquely determined Hermitian
kernels Kn on X such that for z, w ∈ X, we have
(1) Kn(λz,w) = λ
nKn(z, w) for λ ∈ T and
(2) K(z, w) =
∑
n∈ZKn(z, w), where the series converges absolutely.
In this case, Kn is the reproducing kernel of the space of homogeneous ele-
ments of degree n in H. In particular, each Kn is positive definite.
Proof. Let H be the reproducing kernel Hilbert space on X with kernel K.
For w ∈ X, let
K(·, w) =
∑
n∈Z
Kn(·, w)
be the homogeneous expansion of K(·, w) in H = ⊕n∈ZHn. Observe that
for f ∈ Hn and w ∈ X, we have
〈f,Kn(·, w)〉 = 〈f,K(·, w)〉 = f(w),
hence Kn is the reproducing kernel of Hn, and in particular positive defi-
nite. The first property is clear. Since convergence in H implies pointwise
convergence on X, it follows that
K(z, w) =
∑
n∈Z
Kn(z, w).
Positive definiteness of K implies that |Kn(z, w)|2 ≤ Kn(z, z)Kn(w,w), thus
|Kn(z, w)| ≤ max{Kn(z, z),Kn(w,w)}, so the series converges absolutely.
The uniqueness statement follows from the uniqueness of the Fourier ex-
pansion of the continuous function
λ 7→ K(λz,w) =
∑
n∈Z
Kn(λz,w) =
∑
n∈Z
λnKn(z, w)
on T. 
Incidentally, the last lemma provides a simple proof of the following known
fact (cf. the proof of Theorem 7.33 in [3]).
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Corollary 6.3. Let (an)n be a sequence of complex numbers such that the
power series
∑∞
n=0 ant
n has a positive radius of convergence R. Let E be a
Hilbert space and let BR(0) denote the open ball of radius R around 0 in E.
Then the function K defined by
K(z, w) =
∞∑
n=0
an〈z, w〉n (z, w ∈ BR(0))
is a positive definite kernel if and only if an ≥ 0 for all n ∈ N.
Proof. By the Schur product theorem, (z, w) 7→ 〈z, w〉n is a positive definite
kernel for all n ∈ N. Thus, the backward direction is clear. Conversely, if K
is a positive definite kernel, then an application of Lemma 6.2 shows that
Kn(z, w) = an〈z, w〉n
defines a positive definite kernel for all n ∈ N. In particular, each Kn is
Hermitian, hence an ∈ R. Moreover, if an ≤ 0, then −Kn is positive definite
as well, hence Kn = 0 and thus an = 0. This observation finishes the
proof. 
Let H be a reproducing kernel Hilbert space on a set X with a T-invariant
kernel K. Assume that K is normalized at a point in X, so that the constant
function 1 is contained in H and has norm 1. Recall that H admits an
orthogonal decomposition H =⊕n∈ZHn. We say that H is standard graded
if H0 = C1 and Hn = {0} for n < 0. All spaces in Example 6.1 are standard
graded, provided their kernel is normalized at a point. In particular, unitarily
invariant spaces on Bd are standard graded.
In Drury-Arveson space, the multiplier norm of a homogeneous polynomial
is equal to its Drury-Arveson norm. This can be shown by embeddingH2d into
the full Fock space (see also [32, Lemma 9.5]). For a special class of complete
Nevanlinna-Pick spaces H on D, it was shown that ||zn||H = ||zn||Mult(H) [12,
Lemma 7.2] for all n ∈ N. The next proposition generalizes these results.
Proposition 6.4. Let H be an irreducible complete Nevanlinna-Pick space
which is standard graded. If f ∈ H is homogeneous, then f ∈ Mult(H) and
||f ||Mult(H) = ||f ||H.
Proof. The proof is an abstract version of the proof of Lemma 7.2 in [12].
Let K =
∑∞
n=0Kn be the homogeneous decomposition of K from Lemma
6.2. In a first step, we will show that for every pair of natural numbers n
and k, the kernel
Kn+k −KnKk
is positive definite. We proceed by induction on n. The assumption H0 = C1
implies that K0 = 1, so this is trivial for n = 0. Assume that n ≥ 1 and that
the assertion is true for 0, 1, . . . , n − 1. Since K is a normalized irreducible
complete Nevanlinna-Pick kernel, F = 1− 1K is a positive definite kernel on
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X by Theorem 2.1, and it is clearly T-invariant. Let F =
∑∞
j=0 Fj be the
homogeneous decomposition of F . Since K = KF + 1, we have
∞∑
i=0
Ki =
∞∑
i=0
i∑
j=0
Ki−jFj + 1,
where we have used that all series converge absolutely. Since the homoge-
neous expansion is unique, we may compare homogeneous components in
this equation. For i = 0, we use that K0 = 1 to obtain F0 = 0. For i ≥ 1,
we therefore get the identity
Ki =
i∑
j=1
Ki−jFj .
Using this identity with i = n+ k and i = n, we deduce that
Kn+k −KnKk =
n+k∑
j=1
Kn+k−jFj −
n∑
j=1
Kn−jKkFj
≥
n∑
j=1
(Kn+k−j −Kn−jKk)Fj ≥ 0
by induction hypothesis and the Schur product theorem. This finishes the
inductive proof.
Now, let f ∈ H be homogeneous of degree n ≥ 0 and suppose that ||f ||H ≤
1. A well-known characterization of the norm in a reproducing kernel Hilbert
space implies that
(z, w) 7→ K(z, w) − f(z)f(w)
is positive definite. Note that the degree n homogeneous component of this
kernel isKn(z, w)−f(z)f(w), which is positive definite by Lemma 6.2. Using
the Schur product theorem, we deduce that
∞∑
k=0
Kk(z, w)(Kn(z, w) − f(z)f(w))
is positive definite. Since KnKk ≤ Kn+k, this implies that
0 ≤
∞∑
k=0
Kn+k(z, w) −
∞∑
k=0
(Kk(z, w)f(z)f(w)) ≤ K(z, w)(1 − f(z)f(w)),
so that f is a contractive multiplier on H. 
Remark 6.5. For Drury-Arveson space, the above proof can be somewhat
simplified. In this case, Kn(z, w) = 〈z, w〉n, hence Kn+k = KnKk, so that
the first step is trivial.
As a consequence, we obtain a simple necessary condition for the complete
Nevanlinna-Pick property of a unitarily invariant space.
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Corollary 6.6. Let d ∈ N ∪ {∞} and let H be an irreducible unitarily
invariant reproducing kernel Hilbert space on Bd with reproducing kernel
K(z, w) =
∞∑
n=0
an〈z, w〉n
such that a0 = 1. If H is a complete Nevanlinna-Pick space, then
anak ≤ an+k
for all n, k ∈ N.
Proof. The proof of Proposition 6.4 shows that ifH is a complete Nevanlinna-
Pick space, then
Kn+k −KnKk
is positive definite for every k, n ∈ N. But
Kn(z, w) = an〈z, w〉n
for z, w ∈ Bd, hence the result follows. 
Example 6.7. In the setting of the last lemma, let an = (n + 1)
s for n ∈ N.
If s > 0, then
a21 = 4
s > 3s = a2,
so H is not a complete Nevanlinna-Pick space. Observe that if d = 1 and
s = 1, we obtain the well-known fact that the Bergman space on D is not a
complete Nevanlinna-Pick space.
Example 6.8. Let us observe that the necessary condition in Corollary 6.6 is
not sufficient. Let d = 1 and define a0 = 1, a1 =
1
2 , an = 1 for n ≥ 2, that is,H is the space on D with reproducing kernel
K(z, w) =
∞∑
n=0
an(zw)
n =
1
1− zw −
1
2
zw.
Then akan ≤ an+k for n, k ∈ N. However,
1− 1
K(z, w)
=
1
2
zw +
3
4
(zw) +
1
8
(zw)3 − 5
16
(zw)4 + h.o.t..
Hence, H is not a complete Nevanlinna-Pick space by [3, Theorem 7.33].
If H is a standard graded complete Nevanlinna-Pick space, we let A(H)
denote the norm closed linear span of the homogeneous elements inMult(H).
For example, A(H2) is the disc algebra.
For standard graded complete Nevanlinna-Pick spaces, there is a bounded
version of Corollary 3.2.
Proposition 6.9. Let X be a set equipped with an action of T. Let H1 and
H2 be two irreducible complete Nevanlinna-Pick spaces on X with reproduc-
ing kernels K1 and K2, respectively. Assume that H1 and H2 are standard
graded with respect to the action of T on X. Then the following assertions
are equivalent:
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(i) H1 = H2 as vector spaces.
(ii) Mult(H1) = Mult(H2) as algebras.
(iii) A(H1) = A(H2) as algebras.
(iv) There exist c1, c2 > 0 such that c
2
1K2−K1 and c22K1−K2 are positive
definite.
(v) The identity map H1 → H2 is a bounded isomorphism which induces
similarities Mult(H1) = Mult(H2) and A(H1) = A(H2).
Proof. The equivalence of (i) and (iv) is well known. (v) implies (i), (ii) and
(iii) is trivial, and (i) implies (v) follows from the closed graph theorem. It
remains to see that (ii) or (iii) implies (i). In both cases, H1 and H2 have the
same homogeneous elements by Proposition 6.4. Moreover, since all algebras
in question are semi-simple, there are constants C1, C2 > 0 such that
1
C2
||f ||Mult(H2) ≤ ||f ||Mult(H1) ≤ C1||f ||Mult(H2)
for every homogeneous element f (see [10, Proposition 4.2]). Since homoge-
neous elements of different degree are orthogonal in H1 and H2, we deduce
from Proposition 6.4 that there is a bounded isomorphism H1 → H2 which
acts as the identity on homogeneous elements, and hence everywhere. Thus,
(i) holds. 
7. Restrictions of unitarily invariant spaces
For the remainder of this article, we will consider restrictions of unitarily
invariant spaces on Bd, and from now on, we will always assume that d <∞.
Suppose that H is a unitarily invariant space on Bd with reproducing
kernel
(3) K(z, w) =
∞∑
n=0
an〈z, w〉n,
where a0 = 1 and an ≥ 0 for all n ∈ N. We will assume that H has the
following properties:
(a) H contains the coordinate functions.
(b) H is algebraically consistent on Bd.
(c) H is an irreducible complete Nevanlinna-Pick space.
For simplicity, we will call a space which satisfies these conditions a unitarily
invariant complete NP-space on Bd.
The conditions above can also be expressed in terms of the reproducing
kernel. If the kernel is given as in (3), then (a) is equivalent to demanding
that a1 > 0 (see, for example [22, Section 4] or [23, Proposition 4.1]). Lemma
5.3 shows that Condition (b) holds if and only if the radius of convergence
of the series
∑∞
n=0 ant
n is 1 (so that H is defined on Bd) and
∑∞
n=0 an =∞.
In the presence of (a), H is an irreducible complete Nevanlinna-Pick space
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if and only if the sequence (bn)
∞
n=1 defined by
(4)
∞∑
n=1
bnt
n = 1− 1∑∞
n=0 ant
n
for t in a neighbourhood of 0 is a sequence of non-negative real numbers, see
Lemma 2.3.
We will also consider spaces on Bd. The only difference to the above
setting is that here, the functions in H are assumed to be analytic on Bd and
continuous on Bd. Moreover, H is assumed to be algebraically consistent on
Bd. In terms of the reproducing kernel K, this means that
∑∞
n=0 an < ∞
but the power series
∑∞
n=0 ant
n has radius of convergence 1 (see Lemma 5.3).
We call such a space a unitarily invariant complete NP-space on Bd. We say
that H is a unitarily invariant complete NP-space to mean that H is either
a unitarily invariant complete NP-space on Bd or on Bd.
Remark 7.1. Let H be a unitarily invariant complete NP-space as above.
(a) H is standard graded in the sense of Section 6.
(b) The condition that the sequence (bn) in Equation (4) in non-negative
is often difficult to check in practice. A sufficient condition for this to hold
is that the sequence (an)n is strictly positive and log-convex, i.e.
an
an+1
≤ an−1
an
(n ≥ 1),
see, for example, [3, Lemma 7.38].
(c) Since H contains the coordinate functions, it follows from Proposition
6.4 that the coordinate functions are multipliers. Thus, all polynomials are
multipliers. In particular, H contains all polynomials, so that an > 0 for all
n ∈ N (see also [22, Section 4]).
(d) The monomials zα, where α runs through all multi-indices of non-
negative integers of length d, form an orthogonal basis for H. Moreover,
||zα||2H =
α!
|α|!a|α|
for every multi-index α (see, for example, [22, Section 4] or [23, Proposition
4.1]). It follows from unitary invariance that
||〈·, w〉n||2HI =
||w||2n
an
for all w ∈ Cd and all n ∈ N.
Example 7.2. For −1 ≤ s ≤ 0, let Hs(Bd) be the reproducing kernel Hilbert
space on Bd with kernel
Ks(z, w) =
∞∑
n=0
(n+ 1)−s〈z, w〉.
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Using part (b) of Remark 7.1, it is easy to see that Hs(Bd) is a unitarily
invariant complete NP-space on Bd.
If s < −1, the series in the definition of Ks converges on Bd × Bd. Let
Hs(Bd) be the reproducing kernel Hilbert space on Bd with this kernel. As
above, it is not hard to see that this space is a unitarily invariant complete
NP-space on Bd.
Closely related to the spaces Hs(Bd) for s ∈ (−1, 0] are the spaces from
Corollary 4.4. If α ∈ (0, 1], the space Kα with reproducing kernel
K(z, w) =
1
(1− 〈z, w〉)α (z, w ∈ Bd)
is a unitarily invariant complete NP-space on Bd. Expressing the repro-
ducing kernel as a binomial series and using part (d) of Remark 7.1, it is
straightforward to see that Kα and Hα−1 agree as vector spaces, and have
equivalent norms.
Remark 7.3. While we assume that our spaces on Bd are invariant under
unitary maps, we specifically do not assume that they are invariant under
other conformal automorphisms of the unit ball. Such an assumption would
simplify some arguments, but the condition of automorphism invariance is
often difficult to check in practice. Indeed, even for spaces on D, there does
not seem to be a simple criterion for automorphism invariance. We refer the
reader to [7, Section 3.1] and [8, Section 8].
We now turn to restrictions of unitarily invariant complete NP-spaces.
Let I ( C[z1, . . . , zd] be a homogeneous ideal. Following [16], we define
Z0(I) = V (I) ∩ Bd
and
Z(I) = V (I) ∩ Bd,
where
V (I) = {z ∈ Cd : f(z) = 0 for all f ∈ I}
denotes the vanishing locus of I. Observe that since I is a proper ideal,
Z0(I) always contains the origin.
If H is a unitarily invariant complete NP-space on Bd, we define HI =
H∣∣
Z0(I)
. If H is a unitarily invariant complete NP-space on Bd, we define
HI = H
∣∣
Z(I)
. Recall from Section 2 that the norm on HI is defined in such
a way that the restriction map from H onto HI is a co-isometry. Lemma
5.4 shows that HI is algebraically consistent in both cases. Observe that
the circle group acts on Z0(I) and on Z(I) by scalar multiplication, which
gives the spaces HI a grading in the sense of Section 6. Moreover, the
restriction map from H onto HI respects the grading. Thus, a function
in HI is homogeneous of degree n if and only if it is the restriction of a
homogeneous polynomial of degree n.
Since an ideal and its radical have the same vanishing locus, there is no loss
of generality in restricting our attention to radical homogeneous ideals. If
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I ( C[z1, . . . , zd] is a radical homogeneous ideal, then the ring of polynomial
functions on V (I) is canonically isomorphic to the quotient C[z1, . . . , zd]/I
by Hilbert’s Nullstellensatz. The following lemma, which gives a different
description of the space HI , can be thought of as a Hilbert function space
analogue of this fact. Results of this type are certainly well known (cf.
[16, Section 6]), but we do not have a convenient reference for the precise
statement.
Lemma 7.4. Let H be a unitarily invariant space on Bd or on Bd with
reproducing kernel K, and let I ( C[z1, . . . , zd] be a radical homogeneous
ideal. Then the closure of I in H is given by
I = {f ∈ H : f ∣∣
Z0(I)
= 0}.
Hence the map
H⊖ I → HI ,
given by restriction, is a unitary operator. Moreover, H ⊖ I is the closed
linear span of the kernel functions K(·, w) for w ∈ Z0(I).
Proof. Let
R : H → HI
be the restriction map. Then R is a co-isometry by definition of HI , thus
it suffices to show that kerR = I. It is clear that I ⊂ kerR. Conversely,
let f ∈ kerR and let f =∑∞n=0 fn be the homogeneous decomposition of f .
Then
0 = f(tz) =
∞∑
n=0
tnfn(z)
for all t ∈ D and all z ∈ Z0(I), hence each fn vanishes on V (I). Conse-
quently, fn ∈ I for all n ∈ N by Hilbert’s Nullstellensatz, thus f ∈ I .
Since the restriction map from H onto HI is a co-isometry, it follows that
this map is a unitary operator from H⊖ I onto HI . Moreover, given f ∈ H,
we see that f is orthogonal to the kernel functions K(·, w) for w ∈ Z0(I) if
and only if f vanishes on Z0(I), which happens if and only if f ∈ I by the
first part. 
Thus, instead of thinking of HI as a space of functions on Z0(I) or on
Z(I), we may also regard it as a subspace of H. The following lemma
shows how composition operators act in this second picture of HI . It is
a straightforward generalization of a well-known result about composition
operators on reproducing kernel Hilbert spaces (see, for example, [8, Theorem
1.4]).
Lemma 7.5. Let H be a reproducing kernel Hilbert space on a set X with
reproducing kernel KH, and let K be a reproducing kernel Hilbert space on a
set Y with reproducing kernel KK. Suppose that Z ⊂ X and W ⊂ Y , and
define
I(Z) = {f ∈ H : f ∣∣
Z
= 0}
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and
I(W ) = {f ∈ K : f ∣∣
W
= 0}.
Then for a function ϕ :W → Z, the following are equivalent:
(i) There exists a bounded composition operator Cϕ : H
∣∣
Z
→ K∣∣
W
such
that Cϕ(f) = f ◦ ϕ for all f ∈ H
∣∣
Z
.
(ii) There exists a bounded operator Tϕ : K ⊖ I(W ) → H ⊖ I(Z) with
T (KK(·, w)) = KH(·, ϕ(w)) for all w ∈W .
In this case,
Tϕ = R
−1
Z (Cϕ)
∗RW ,
where
RZ : H⊖ I(Z)→H
∣∣
Z
, f 7→ f ∣∣
Z
,
and
RW : K ⊖ I(W )→ K
∣∣
W
, f 7→ f ∣∣
W
,
denote the unitary restriction maps.
Proof. Suppose that (i) holds. For w ∈W and f ∈ H ⊖ I(Z), we have
〈f,R∗Z(Cϕ)∗RWKK(·, w)〉H = 〈(f
∣∣
Z
) ◦ ϕ,KK(·, w)
∣∣
W
〉K|W
= f(ϕ(w))
= 〈f,KH(·, ϕ(w))〉H .
Since KH(·, ϕ(w)) ∈ H ⊖ I(W ), we conclude that (ii) holds with Tϕ =
R∗Z(Cϕ)
∗RW , which also proves the additional assertion.
Conversely, if (ii) holds, let f ∈ H ⊖ I(Z) and let w ∈ W . Clearly,
R∗Z(f
∣∣
Z
) = f and R∗W (KK(·, w)
∣∣
W
) = KK(·, w), hence
(RWT
∗
ϕR
∗
Zf
∣∣
Z
)(w) = 〈RWT ∗ϕf,KK(·, w)
∣∣
W
〉K|W
= 〈f, TϕKK(·, w)〉H
= 〈f,KH(·, ϕ(w))〉H
= (f ◦ ϕ)(w).
Consequently, (i) holds with Cϕ = RWT
∗
ϕR
∗
Z . 
It may seem restrictive that we only consider restrictions to varieties de-
fined by homogeneous polynomials. Indeed, if H is a unitarily invariant
complete NP-space on Bd and X ⊂ Bd has circular symmetry, i.e. TX = X,
then H∣∣
X
is standard graded in the sense of Section 6. It turns out, how-
ever, that algebraic consistency forces X to be a homogeneous variety. More
generally, we obtain the following result.
Lemma 7.6. Let H be a normalized irreducible Hilbert function space of an-
alytic functions on Bd (respectively of continuous functions on Bd which are
analytic on Bd). Let X ⊂ Bd (respectively X ⊂ Bd) be a non-empty set which
satisfies TX ⊂ X. If H∣∣
X
is algebraically consistent, then X = Z0(I) (re-
spectively X = Z(I)) for some radical homogeneous ideal I ( C[z1, . . . , zd].
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Proof. We first consider the case where H is a space of analytic functions
on Bd. Let I be the ideal of all polynomials that vanish on X. Suppose
that f ∈ O(Bd) vanishes on X, and let f =
∑∞
n=0 fn be the homogeneous
expansion of f . Given x ∈ X, the function
D→ C, λ 7→ f(λx),
is contained in the disc algebra and vanishes on T, hence it vanishes iden-
tically. Using the homogeneous expansion of f , we see that fn(x) = 0 for
all n ∈ N. Thus, every fn and hence f vanishes on Z0(I). This argument
also shows that I is a homogeneous ideal. Moreover, every function in H∣∣
X
extends uniquely to a function in O(Bd)
∣∣
Z0(I)
.
Clearly, X ⊂ Z0(I). To establish equality, denote for f ∈ H the unique
extension of f to a function in O(Bd)
∣∣
Z0(I)
by f̂ . Observe that f̂ in fact
belongs to H∣∣
Z0(I)
and has the same norm as f . Since O(Bd)
∣∣
Z0(I)
is an
algebra, we see that ϕ̂f = ϕ̂f̂ for all ϕ ∈ Mult(H∣∣
X
) and f ∈ H∣∣
X
. Assume
for a contradiction that there exists x ∈ Z0(I) \X. Then f 7→ f̂(x) defines
a bounded functional on H∣∣
X
which is partially multiplicative. Since H is
irreducible, this functional is not given by evaluation at a point in X. This
contradicts algebraic consistency of H∣∣
X
, hence X = Z0(I).
Finally, if H is a space of continuous functions on Bd which are analytic
on Bd, then the proof above applies to this setting as well once we replace
Z0(I) with Z(I) and O(Bd) with the algebra of all continuous functions on
Bd which are analytic on Bd. 
8. The maximal ideal space
To classify the multiplier algebras of the spaces HI introduced in the last
section, we follow the same route as [16]. To this end, we first study the
character spaces of these multiplier algebras. We begin with an easier ob-
ject. Recall that if H is a standard graded complete Nevanlinna-Pick space,
A(H) denotes the norm closure of the span of all homogeneous elements in
Mult(H). If A is a unital Banach algebra, we let M(A) denote its maximal
ideal space.
Lemma 8.1. Let H be a unitarily invariant complete NP-space on Bd or on
Bd, and let I ( C[z1, . . . , zd] be a radical homogeneous ideal. Then
M(A(HI))→ Z(I), ρ 7→ (ρ(z1), . . . , ρ(zd)),
is a homeomorphism.
Proof. Let ρ ∈ M(A(HI)). We first show that λ = (ρ(z1), . . . , ρ(zd)) ∈ Bd.
Suppose otherwise, and let 0 < r < 1 be such that ||rλ|| > 1. If p is a
polynomial with homogeneous decomposition p =
∑N
n=0 pn, then
|p(rλ)|2 ≤
( N∑
n=0
rn|ρ(pn)|
)2
≤
N∑
n=0
r2n
N∑
n=0
||pn||2Mult(HI ).
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By Proposition 6.4, ||pn||Mult(HI ) = ||pn||HI , hence this quantity is dominated
by
1
1− r2
N∑
n=0
||pn||2HI =
1
1− r2 ||p||
2
HI .
Consequently, p 7→ p(rλ) extends to a well-defined bounded functional ρ˜ on
HI . It is easy to see that ρ˜ is partially multiplicative, but
(ρ˜(z1), . . . , ρ˜(zd)) = rλ /∈ Bd.
This contradicts the fact that HI is algebraically consistent. Clearly, λ ∈
V (I). Thus, if Φ denotes the map from the statement of the lemma, it follows
that Φ(ρ) ∈ Z(I). It is clear that Φ is continuous, and since the polynomials
are dense in A(HI) by definition, it is also injective.
SinceM(A(HI)) is compact, we may finish the proof by showing that Φ is
surjective. If H is a space on Bd, then the elements of A(HI) extend to con-
tinuous functions on Z(I), as the multiplier norm dominates the supremum
norm. If H is a space on Bd, they are already defined on Z(I), so in both
cases, every λ ∈ Z(I) gives rise to a character δλ given by point evaluation
at λ, and this character satisfies Φ(δλ) = λ. 
The character space of the whole multiplier algebra is often much more
complicated. Indeed, if H is the Hardy space H2(D), then Mult(H) = H∞,
an algebra whose character space is known to be very complicated (see, for
example, [20, Chapter V]).
Since every character on Mult(HI) restricts to a character on A(HI), we
obtain in the setting of the last lemma a continuous map
π :M(Mult(HI))→ Z(I), ρ 7→ ρ(z1, . . . , zd).
This map is surjective, as evaluation at a point in Z0(I) is a character and
the character space is compact.
If H is a space on Bd, then Mult(HI) consists of continuous functions
on the compact set Z(I). The weak* continuous characters are precisely
the point evaluations at points in Z(I) by Proposition 5.6 and thus form a
compact subset of M(Mult(HI)). The question whether every character is
a point evaluation in this setting remains open.
If H is a space on Bd, then the weak* continuous characters are point
evaluations at points in Z0(I), again by Proposition 5.6, thus they form a
proper subset of the maximal ideal space. The next lemma shows that in
this case, multipliers can oscillate wildly near the boundary of Bd, and hence
the character space of Mult(HI) is rather complicated.
Lemma 8.2. Let H be a unitarily invariant complete NP-space on Bd and
let I ( C[z1, . . . , zd] be a radical homogeneous ideal. Let (λn) be a sequence
in Z0(I) with limn→∞ ||λn|| = 1. Then (λn) contains a subsequence which is
interpolating for Mult(HI). In particular, π−1(λ) contains a copy of βN \N
for every λ ∈ V (I) ∩ ∂Bd.
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Proof. The proof of Proposition 9.1 in [12] shows that it suffices to show that
KI(λn, λn) converges to∞, where KI denotes the reproducing kernel of HI .
However, if
K(z, w) =
∞∑
n=0
an〈z, w〉n (z, w ∈ Bd)
denotes the reproducing kernel of H, then KI is simply the restriction of K
to Z0(I) × Z0(I). Moreover, since H is algebraically consistent on Bd, we
have
∑∞
n=0 an =∞ by Lemma 5.3, thus KI(λn, λn) tends to∞, as asserted.
For the proof of the additional assertion, we note that for every λ ∈
V (I)∩ ∂Bd, there is an interpolating sequence (λn) which converges to λ by
the first part. Hence, the algebra homomorphism
Mult(HI)→ ℓ∞, ϕ 7→ (ϕ(λn)),
is surjective, and its adjoint is a topological embedding of βN\N into π−1(λ).

We now turn to the fibres of π over points in the open ball. Let H be a
unitarily invariant complete NP-space on Bd or on Bd, and let
π :M(Mult(H))→ Bd, ρ 7→ (ρ(z1), . . . , ρ(zd)),
be the map from above. For λ ∈ Bd, the fibre π−1(λ) always contains the
character of evaluation at λ. If one allows the case d = ∞, then these
fibres can be much larger, see [11]. We say that H is tame if the fibres of
π over Bd are singletons. Equivalently, if ρ is a character on Mult(H) such
that λ = π(ρ) ∈ Bd, then ρ is the character of evaluation at λ. Note that
even if H is a space on Bd, we do not impose a condition on fibres over the
boundary. It remains open whether there are non-tame spaces if d <∞. We
also mention that for spaces on D, the question of when the fibres of π are
singletons already appears in [33] (see Question 3 on page 78).
Example 8.3. Perhaps the easiest example of a tame space is the Hardy space
H2(D) on the unit disc. Let us briefly recall the well-known argument, which
we will generalize below. Suppose ρ is a character onH∞(D) = Mult(H2(D))
such that λ = ρ(z) ∈ D. If ϕ ∈ H∞(D), then
ϕλ =
ϕ− ϕ(λ)
z − λ ∈ H
∞(D)
by the maximum modulus principle, and
ϕ = ϕ(λ) + (z − λ)ϕλ.
Since ρ is a character and since ρ(z − λ) = 0, it follows that
ρ(ϕ) = ϕ(λ),
thus ρ is the character of evaluation at λ.
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Remark 8.4. If H is tame and if I ( C[z1, . . . , zd] is a radical homogeneous
ideal, then HI is similarly well-behaved. More precisely, if ρ is a character
on Mult(HI) such that π(ρ) ∈ Bd (and hence π(ρ) ∈ Z0(I)), then ρ is
the character of evaluation at λ. Indeed, this follows from tameness of H
and from the fact that the restriction map from Mult(H) to Mult(HI) is
surjective, since H is a Nevanlinna-Pick space.
Proposition 3.2 in [17] shows that H2d is tame (for d <∞). The argument
in [17] uses a result about characters on the non-commutative free semigroup
algebra Ld from [13], and the fact that Mult(H2d ) is a quotient of Ld [14].
Since this does not apply to unitarily invariant complete NP-spaces besides
H2d , we will use a different argument similar to the one in Example 8.3.
The underlying principle, however, is always the same, namely a factoriza-
tion result for elements in the Banach algebra in question. In the following
proposition, we record some sufficient conditions for tameness in decreasing
order of generality.
Proposition 8.5. Let H be a unitarily invariant complete NP-space with
reproducing kernel K(z, w) =
∑∞
n=0 an〈z, w〉n. Consider the following con-
ditions:
(a) Gleason’s problem can be solved in Mult(H). That is, given λ ∈ Bd
and ϕ ∈ Mult(H), there are ϕ1, . . . , ϕd ∈ Mult(H) such that
ϕ− ϕ(λ) =
d∑
i=1
(zi − λi)ϕi.
(b) For every λ ∈ Bd, the space
d∑
i=1
(zi − λi)H ⊂ H
is closed in H.
(c) The condition
lim
n→∞
an
an+1
= 1
holds.
Then (c)⇒ (b)⇒ (a), and each of (a), (b), (c) implies that H is tame.
Proof. We first show that (a) implies that H is tame. Let ρ be a character
on Mult(H) with π(ρ) = λ ∈ Bd and let ϕ ∈ Mult(H). By assumption, there
are ϕ1, . . . , ϕd ∈ Mult(H) such that
ϕ− ϕ(λ) =
d∑
i=1
(zi − λi)ϕi.
Since the right-hand side is contained in the kernel of the multiplicative
linear functional ρ, it follows that
ρ(ϕ) = ϕ(λ),
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hence ρ is the character of point evaluation at λ.
(b) ⇒ (a) We use a factorization theorem for multipliers on complete
Nevanlinna-Pick spaces to show that (a) is satisfied (cf. Section 4 of [21]).
We first claim that
d∑
i=1
(zi − λi)H = {f ∈ H : f(λ) = 0}.
Indeed, to see the nontrivial inclusion, suppose that f ∈ H vanishes at
λ. Since the polynomials form a dense subset of H, there is a sequence
(pn) of polynomials which converges to f in H. Then (pn − pn(λ)) is a
sequence of polynomials vanishing at λ which converges to f , as evaluation
at λ is continuous. Observe that the space on the left-hand side contains all
polynomials vanishing at λ and is closed by assumption. Thus, f belongs to
the space on the left-hand side, as asserted.
Hence, if ϕ ∈ Mult(H) with ϕ(λ) = 0, then ran(Mϕ) is contained in the
range of the row multiplication operator
(Mz1−λ1 , . . . ,Mzd−λd).
Let z−λ denote the B(Cd,C)-valued multiplier (z1−λ1, . . . , zd−λd). Then
by the Douglas lemma, there exists c > 0 such that
MϕM
∗
ϕ ≤ c2Mz−λM∗z−λ.
In this situation, a factorization theorem valid for multiplier algebras of
complete Nevanlinna-Pick spaces (see, for example, Theorem 8.57 in [3])
implies the existence of a B(C,Cd)-valued multiplier Ψ such that
c(z − λ)Ψ = ϕ.
Writing
Ψ =
ψ1...
ψd
 ,
we see that
ϕ =
d∑
i=1
(zi − λi)(cψi).
Consequently, Gleason’s problem can be solved in Mult(H), so (a) holds.
(c) ⇒ (b) The proof uses the notion of essential Taylor spectrum (see, for
example, Section 33 and 34 in [29], Section 2.6 in [18], or [9]). By Theorem
4.5 (2) in [23], the assumption that an/an+1 converges to 1 implies that the
essential Taylor spectrum of Mz = (Mz1 , . . . ,Mzd) equals ∂Bd, hence the d-
tuple (Mz1 −λ1, . . . ,Mzd −λd) is a Fredholm tuple for all λ = (λ1, . . . , λd) ∈
Bd. In particular, the last coboundary map in the Koszul complex has closed
range, thus the row operator
(Mz1 − λ1, . . . ,Mzd − λd)
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has closed range for all λ ∈ Bd. Consequently, (b) holds. 
Example 8.6. The spaces Hs(Bd), Hs(Bd) and Kα in Example 7.2 all satisfy
condition (c) of the preceding proposition and are hence tame.
Remark 8.7. (a) The regularity condition limn→∞
an
an+1
= 1 is not uncom-
mon in the study of unitarily invariant kernels, see for example Section 4 in
[22]. Proposition 4.5 in [22] shows that this condition automatically holds if∑∞
n=0 an =∞ and (an) is eventually decreasing.
(b) If (an)n is log-convex (see part (b) of Remark 7.1), then limn→∞
an
an+1
always exists in [0,∞]. Since H is assumed to be algebraically consistent on
Bd or on Bd, the power series
∑∞
n=0 anz
n has radius of convergence 1 (see
Lemma 5.3), hence limn→∞
an
an+1
= 1 is automatic in this case.
(c) The construction of a complete Nevanlinna-Pick space H on D which
violates condition (a) at λ = 0, and hence all conditions of the preceding
proposition, is outlined in [11, p. 326]. It is not known if this space H is
tame.
(d) The idea to use the factorization theorem to solve Gleason’s problem
in Mult(H) already appears in [21], where this was done for the multiplier
algebra of the Drury-Arveson space. The main difference between the two ar-
guments is that in [21], it was shown that Gleason’s problem can be solved in
Mult(H2d ) for λ = 0, and automorphism invariance of Mult(H
2
d ) was used to
deduce the general case. The argument here does not require automorphism
invariance.
We finish this section by observing that tameness is also implied by the
presence of a Corona theorem. In practice, this result is of very limited use,
since establishing tameness is usually much easier than establishing a Corona
theorem. Indeed, it is very easy to see that H2(D) is tame (see Example 8.3),
whereas the Corona theorem for H∞(D) = Mult(H2(D)) is hard. Neverthe-
less, since there are no known examples of complete Nevanlinna-Pick spaces
on Bd for which the Corona theorem fails, the next result explains the lack
of examples of spaces which are not tame.
Proposition 8.8. Let H be a unitarily invariant complete NP-space on Bd.
If the set of all point evaluations at points in Bd is weak* dense in the max-
imal ideal space of Mult(H), then H is tame.
Proof. Let ρ be a character on Mult(H) such that π(ρ) = λ ∈ Bd. By
assumption, there is a net of points (λα) in Bd such that δλα converges to
ρ in the weak* topology. Hence, λα = π(δλα) converges to λ = π(ρ). Since
the multipliers are continuous on Bd, it follows that δλα converges to δλ in
the weak* topology, whence ρ = δλ. 
9. Holomorphic maps on homogeneous varieties
In the last section, we saw that the maximal ideal space of an algebra
of the type A(HI) or Mult(HI) contains a copy of the homogeneous variety
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Z0(I). We will see in the next section that under suitable conditions, algebra
homomorphisms between our algebras induce holomorphic maps between the
varieties. Thus, we will require some results about holomorphic maps on
homogeneous varieties.
Throughout this section, let I, J ( C[z1, . . . , zd] be radical homogeneous
ideals. We say that a map F : Z0(I) → Cd′ , where d′ ∈ N, is holomorphic
if for every z ∈ Z0(I), there exists an open neighbourhood U of z and a
holomorphic function G on U which agrees with F on U ∩ Z0(I).
We require the following variant of the maximum modulus principle.
Lemma 9.1. Let F : Z0(I) → Bd be a holomorphic map. If F is not
constant, then F (Z0(I)) ⊂ Bd.
Proof. We may assume that {0} ( Z0(I). Suppose that there exists w ∈
Z0(I) such that ||F (w)|| = 1 and choose w˜ ∈ Z0(I) satisfying w ∈ Dw˜. The
ordinary maximum modulus principle shows that the holomorphic function
D→ D, t 7→ 〈F (tw˜), F (w)〉,
is the constant function 1. Consequently, F (tw˜) = F (w) for all t ∈ D, and
in particular F (0) = F (w) ∈ ∂Bd. Now, if z ∈ Z0(I) is arbitrary, another
application of the maximum modulus principle shows that the function
D→ D, t 7→ 〈F (tz), F (0)〉,
is the constant function 1, hence F (z) = F (0). Thus, F is constant. 
The next goal is to show that every biholomorphism between Z0(I) and
Z0(J) which fixes the origin is the restriction of an invertible linear map.
This result is Theorem 7.4 in [16], where it was established by adjusting the
proof of Cartan’s uniqueness theorem from [30, Theorem 2.1.3]. We provide
a simpler proof, which only uses the Schwarz lemma from ordinary complex
analysis. This proof already appeared in the author’s Master’s thesis [25].
We begin with the following variant of the Schwarz lemma.
Lemma 9.2. Let d′ ∈ N and let F : Z0(I) → Bd′ be a holomorphic map
such that F (0) = 0. Then ||F (z)|| ≤ ||z|| for all z ∈ Z0(I). If equality holds
for some z ∈ Z0(I) \ {0}, then there exists w0 ∈ ∂Bd′ such that
(5) F
(
t
z
||z||
)
= tw0
for all t ∈ D. In particular, F maps the disc Cz ∩Bd biholomorphically onto
the disc CF (z) ∩ Bd′ in this case.
Proof. We may assume that {0} ( Z0(I). Let z ∈ Z0(I) \ {0}, suppose that
F (z) 6= 0 and define w0 = F (z)/||F (z)||. By the classical Schwarz lemma,
the function
f : D→ D, t 7→
〈
F
(
t
z
||z||
)
, w0
〉
,
satisfies |f(t)| ≤ |t| for all t ∈ D. The first statement now follows by choosing
t = ||z||.
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If ||F (z)|| = ||z||, then f(||z||) = ||z||, thus f is the identity by the Schwarz
lemma. Since ||F (t z||z||)|| ≤ |t| for all t ∈ D by the first part, Equation (5)
holds. The last assertion is now obvious. 
The desired result about biholomorphisms which fix the origin follows as
an application of the last lemma.
Proposition 9.3 ([16, Theorem 7.4]). Let F : Z0(I) → Z0(J) be a biholo-
morphism such that F (0) = 0. Then there exists an invertible linear map A
on Cd which maps V (I) isometrically onto V (J) such that A
∣∣
Z0(I)
= F .
Proof. We may again assume that {0} ( Z0(I). Let G be a holomorphic
map which is defined on a neighbourhood U of 0 and which coincides with
F on U ∩ Z0(I). Let A0 be the derivative of G at 0. Lemma 9.2, applied to
F and its inverse, shows that ||F (z)|| = ||z|| for all z ∈ Z0(I), so the second
part of the same lemma applies. Taking the derivative with respect to t in
Equation (5) for fixed z ∈ Z0(I) \ {0}, we see that w0 necessarily satisfies
w0||z|| = A0z, hence
F (z) = ||z||w0 = A0z.
Thus, A0
∣∣
Z0(I)
= F , and A0 is isometric on Z
0(I) since F is. Linearity of
A0 implies that A0 maps V (I) isometrically onto V (J).
Finally, the same argument, applied to F−1 in place of F , shows that
there exists a linear map B0 on C
d such that B0
∣∣
Z0(J)
= F−1. From this, we
deduce that A0 restricts to a linear isomorphism from the linear span of Z
0(I)
onto the linear span of Z0(J). Thus, if we let A be an invertible extension of
A0
∣∣
Z0(I)
to Cd, then A satisfies all the requirements of the proposition. 
We also crucially require a result from [16], which, loosely speaking, allows
us to repair biholomorphisms which do not fix the origin. This result is
contained in the proof of Proposition 4.7 in [16]. The proof in [16] proceeds
in two steps. In a first step, tools from algebraic geometry and knowledge
about the structure of conformal automorphisms of Bd are used to reduce
the statement about arbitrary homogeneous varieties to the case of discs.
The second step, which deals with the case of discs, is an argument from
plane conformal geometry.
It turns out that the first step, namely the reduction to discs, also follows
immediately from Lemma 9.2.
Lemma 9.4. Let F : Z0(I) → Z0(J) be a biholomorphism with F (0) 6= 0.
Let b = F (0) and let a = F−1(0). Then ||a|| = ||b|| and F maps the disc
D1 = Ca ∩ Bd biholomorphically onto the disc D2 = Cb ∩ Bd.
Proof. Let
f : D→ Z0(J), t 7→ F
(
t
a
||a||
)
,
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and let ϕ be an automorphism of D which maps 0 to ||a|| and vice versa.
Then h = f ◦ ϕ satisfies the assumptions of Lemma 9.2, hence
||b|| = ||h(||a||)|| ≤ ||a||.
By symmetry, ||a|| ≤ ||b||, so ||a|| = ||b||. It now follows from the second
part of Lemma 9.2 that h maps D biholomorphically onto the disc D2. The
result follows. 
The second step is essentially the following lemma. For λ ∈ T, let Uλ
denote the unitary map on Cd defined by
Uλ(z) = λz
for z ∈ Cd.
Lemma 9.5 (Davidson-Ramsey-Shalit). Let ϕ be a conformal automorphism
of D. The set
{(Uλ ◦ ϕ−1 ◦ Uµ ◦ ϕ)(0) : λ, µ ∈ T} ⊂ D
is a closed disc around 0 which contains the point ϕ−1(0).
Proof. We repeat the relevant part of the proof of Theorem 7.4 in [16]. The
assertion is trivial if ϕ fixes the origin, so we may assume that ϕ(0) 6= 0.
Then
C = {(Uµ ◦ ϕ)(0) : µ ∈ T}
is the circle around 0 with radius |ϕ(0)|. Since automorphisms of D map
circles to circles, it follows that the set ϕ−1(C) is a circle which obviously
passes through 0. Moreover, ϕ−1(0) is contained in the interior of the circle
ϕ−1(C) as 0 is contained in the interior of C. Thus
{(Uλ ◦ ϕ−1 ◦ Uµ ◦ ϕ)(0) : λ, µ ∈ T} = {Uλ(ϕ−1(C)) : λ ∈ T}
is a closed disc around 0 which contains ϕ−1(0). 
Observe that if I ( C[z1, . . . , zd] is a radical homogeneous ideal, then Uλ
leaves Z0(I) and Z(I) invariant for each λ ∈ T. Combining Lemmata 9.4 and
9.5, we obtain the result from [16] which allows us to repair biholomorphisms
which do not fix the origin.
Lemma 9.6 (Davidson-Ramsey-Shalit). Let I, J ( C[z1, . . . , zd] be radical
homogeneous ideals and suppose that F : Z0(I) → Z0(J) is a biholomor-
phism. Then there are λ, µ ∈ T such that the biholomorphism
F ◦ Uλ ◦ F−1 ◦ Uµ ◦ F : Z0(I)→ Z0(J)
fixes the origin.
Proof. The assertion is trivial if F (0) = 0, so we may assume that F (0) 6= 0.
It follows then from Lemma 9.4 that it suffices to consider the case where
d = 1 and where Z0(I) = Z0(J) = D, the unit disc. An application of
Lemma 9.5 shows that there are λ, µ ∈ T such that
F−1(0) = (Uλ ◦ F−1 ◦ Uµ ◦ F )(0),
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hence F ◦ Uλ ◦ F−1 ◦ Uµ ◦ F fixes the origin. 
We finish this section by giving another application of the crucial Lemma
9.5 of Davidson, Ramsey and Shalit. We will show that the group of unitaries
is a maximal subgroup of Aut(Bd), the group of conformal automorphisms
of Bd. Since the group Aut(Bd) is well studied, it is likely that this has
been observed before. Nevertheless, even when d = 1, the only result in
this direction that seems to be widely known is the fact that the group of
unitaries is a maximal compact subgroup of Aut(Bd).
Recall that for a ∈ Bd, there exists an automorphism ϕa of Bd defined by
ϕa(z) =
a− Paz − saQaz
1− 〈z, a〉 (z ∈ Bd),
where Pa is the orthogonal projection of C
d onto the subspace spanned by
a, Qa = I − Pa and sa = (1 − |a|2)1/2. Then ϕa is an involution which
interchanges 0 and a (see, for example, [30, Theorem 2.2.2]). Moreover,
every ϕ ∈ Aut(Bd) is of the form ϕ = U ◦ ϕa, where U is unitary and
a = ϕ−1(0) [30, Theorem 2.2.5]. We begin with a preliminary lemma.
Lemma 9.7. Let G ⊂ Aut(Bd) be a subsemigroup which contains all unitary
maps and let O denote the orbit of 0 under G. Then the following assertions
hold:
(a) G is a subgroup of Aut(Bd).
(b) A point a ∈ Bd belongs to O if and only if ϕa ∈ G.
(c) G = Aut(Bd) if and only if O = Bd.
Proof. (a) If ϕ ∈ G, then ϕ = Uϕa for some unitary map U and a ∈ Bd.
Then ϕa ∈ G. Since ϕa is an involution, it follows that ϕ−1 = ϕaU−1 ∈ G.
Hence, G is a group.
(b) For the proof of the non-trivial implication, suppose that a ∈ O and
let ϕ ∈ G with a = ϕ(0). Then ϕ−1 ∈ G by part (a) and (ϕ−1)−1(0) = a,
hence
ϕ−1 = U ◦ ϕa
for some unitary map U . Since U ∈ G, it follows that ϕa ∈ G, as asserted.
(c) This follows immediately from (b) and the description of the automor-
phisms of Bd in terms of unitary maps and the involutions ϕa. 
We now show that the group of rotations is a maximal subgroup of the
group Aut(D). We will then deduce the higher-dimensional analogue from
this result.
Lemma 9.8. The group of rotations is a maximal subgroup of the group
Aut(D).
Proof. Let G be a subgroup of Aut(D) which properly contains the group of
rotations. Let O be the orbit of 0 under G. We wish to show that O = D,
which is equivalent to the assertion by part (c) of Lemma 9.7.
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We first claim that DO ⊂ O. To this end, let a ∈ O. Then ϕa ∈ G by
part (b) of Lemma 9.7. An application of Lemma 9.5 now shows that O
contains the closed disc of radius |a| around 0, which proves the claim.
We finish the proof by showing that O contains points of modulus arbi-
trarily close to 1. Since G contains a non-rotation automorphism, O 6= {0}.
Clearly, O is rotationally invariant, hence there exists r > 0 such that r ∈ O
and therefore ϕr ∈ G by part (b) of Lemma 9.7. Consider the hyperbolic
automorphism f defined by
f(z) = ϕr(−z) = r + z
1 + rz
for z ∈ D. Then f ∈ G. Moreover, it is well known and easy to see that
lim
n→∞
fn(0) = 1,
where fn denotes the n-fold iteration of f . Thus, the proof is complete. 
We are now ready to prove a multivariate analogue of the last lemma.
Proposition 9.9. The group of unitary maps on Cd is a maximal subsemi-
group of Aut(Bd).
Proof. Suppose that G is a subsemigroup of Aut(Bd) which properly contains
the group of unitary maps. Then G is a subgroup by part (a) of Lemma 9.7.
Let O denote the orbit of 0 under G. Our goal is to show that O = Bd (see
part (c) of Lemma 9.7). Since G contains all unitaries, it suffices to show
that De1 ⊂ O, where e1 denotes the first standard basis vector of Cd.
To this end, let
H = {ϕ ∈ G : ϕ(De1) = De1}.
Identifying De1 with D we obtain a subgroup
H˜ = {ϕ∣∣
D
: ϕ ∈ H}
of Aut(D). Clearly, H˜ contains all rotations Uλ for λ ∈ T. Since G contains a
non-unitary automorphism, {0} 6= O. Moreover, O is invariant under unitary
maps, hence there exists r > 0 such that re1 ∈ O and thus ϕre1 ∈ G by part
(b) of Lemma 9.7. Observe that ϕre1 ∈ H, so H˜ contains the non-rotation
automorphism ϕr. It now follows from Lemma 9.8 that H˜ = Aut(D). Since
Aut(D) acts transitively on D, the definition of H˜ implies that De1 ⊂ O,
which completes the proof. 
There is an immediate consequence for collections of functions on Bd which
are unitarily invariant.
Corollary 9.10. Let S 6= ∅ be a collection of functions on Bd and define
G = {ϕ ∈ Aut(Bd) : f ◦ ϕ ∈ S for all f ∈ S}.
Assume that G contains U , the group of unitary maps on Cd. Then either
G = U or G = Aut(Bd).
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Proof. It is clear that G is a subsemigroup of Aut(Bd), so the result follows
from Proposition 9.9. 
The last result applies in particular to reproducing kernel Hilbert spaces
H on Bd with a kernel of the form
K(z, w) =
∞∑
n=0
an〈z, w〉n (z, w ∈ Bd).
In this case, by the closed graph theorem, G is also the set of all automor-
phisms of Bd which induce a bounded composition operator on H. Moreover,
G contains all unitaries. Thus, the last result says that such a space H is
either invariant under all automorphisms of Bd, or under unitaries only.
10. Existence of graded isomorphisms
The question of when two algebras of the type Mult(HI) are isomorphic is
more difficult than the question about equality of multiplier algebras stud-
ied in Section 6. The chief reason is that isomorphisms do not necessarily
respect the grading. Thus, our goal is to establish the existence of graded
isomorphisms. As in [16], this will follow from an application of Lemma 9.6.
Throughout this section, let H and K be unitarily invariant complete NP-
spaces on Bd or on Bd and let I, J ( C[z1, . . . , zd] be radical homogeneous
ideals. We allow the case where H is a space on Bd, and K is a space
on Bd, or vice versa. We will consider the multiplier algebras Mult(HI)
and Mult(KJ ), as well as their norm closed versions A(HI) and A(KJ). To
cover both cases, we first study homomorphisms from A(HI) into Mult(KJ ).
We identify the maximal ideal space of A(HI) with Z(I) by Lemma 8.1.
Similarly, we identify Z0(J) with a subset of the maximal ideal space of
Mult(KJ ) via point evaluations. The following lemma should be compared
to Proposition 7.1 and Lemma 11.5 in [16].
Lemma 10.1. Let H and K as well as I, J ( C[z1, . . . , zd] be as above.
(a) If Φ : A(HI)→ Mult(KJ ) is an injective unital homomorphism, then
Φ∗ maps Z0(J) holomorphically into Z0(I).
(b) If Φ : Mult(HI) → Mult(KJ ) is an injective unital homomorphism
and weak*-weak* continuous, then Φ∗ maps Z0(J) holomorphically
into Z0(I).
(c) If Φ : Mult(HI) → Mult(KJ) is an injective unital homomorphism,
and if H is tame, then Φ∗ maps Z0(J) holomorphically into Z0(I),
and Φ is weak*-weak* continuous.
Proof. (a) Clearly, Φ∗ maps Z0(J) into Z(I), and the j-th coordinate of Φ∗
is given by Φ(zj) ∈ A(HI), hence F = Φ∗
∣∣
Z0(J)
is holomorphic. Lemma
9.1 shows that the range of F contains points in ∂Bd only if F is constant.
In this case, Φ(zj) = λj, where (λ1, . . . , λd) ∈ ∂Bd. Since Φ is unital and
injective, it follows that λj = zj on Z
0(I), which is absurd. Thus, the range
of F is contained in Z0(I).
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(b) By definition of the map π : M(Mult(HI)) → Z(I), part (a) implies
that π ◦ Φ∗ is holomorphic and maps Z0(J) into Z0(I). Since Φ is weak*-
weak* continuous, Φ∗(Z0(J)) consists of point evaluations by Lemma 5.7, so
the assertion follows.
(c) Again by part (a), π ◦Φ∗ is holomorphic and maps Z0(J) into Z0(I).
Since H is tame, we conclude that Φ∗ maps Z0(J) into the set (of point
evaluations at points in) Z0(I) (see Remark 8.4). If K is a space on Bd,
Lemma 5.7 therefore implies that Φ is weak*-weak* continuous. Now, assume
that K is a space on Bd. If H is a space on Bd as well, then Φ∗(Z(J)) ⊂ Z(I)
by continuity of Φ∗, thus Φ is again weak*-weak* continuous by Lemma 5.7.
It remains to consider the case where H is a space on Bd and K is space on
Bd. We claim that Φ
∗(Z0(J)) is contained in a ball of radius r < 1. This will
finish the proof, as Φ∗(Z(J)) ⊂ rZ(I) ⊂ Z0(I) by continuity, so once again,
the assertion follows from Lemma 5.7. Suppose that Φ∗(Z0(J)) contains
a sequence (Φ∗(λn)) with ||Φ∗(λn)|| → 1. By passing to a subsequence, we
may assume that (λn) converges to a point λ ∈ Z(J). Lemma 8.2 shows that
there is a multiplier ϕ ∈ Mult(HI) such that (ϕ(Φ∗(λn))) does not converge.
However,
ϕ(Φ∗(λn)) = (Φ(ϕ))(λn),
and Φ(ϕ) ∈ Mult(KJ) is a continuous function on Z(J). This is a contra-
diction, and the proof is complete. 
For isomorphisms, we obtain the following consequence.
Corollary 10.2. Let H and K as well as I, J ( C[z1, . . . , zd] be as above.
(a) If Φ : A(HI) → A(HJ) is an isomorphism, then Φ∗ maps Z0(J)
biholomorphically onto Z0(I).
(b) Let Φ : Mult(HI)→ Mult(HJ) be an isomorphism, and assume that
H is tame or that Φ is weak*-weak* continuous. Then Φ∗ maps
Z0(J) biholomorphically onto Z0(I), and Φ is a weak*-weak* home-
omorphism.
Proof. (a) immediately follows from part (a) of the preceding lemma.
(b) By part (c) of the last lemma, Φ is weak*-weak* continuous in both
cases. Since it is also a homeomorphism in the norm topologies, the Krein-
Smulian theorem combined with weak* compactness of the unit balls shows
that Φ−1 is weak*-weak* continuous as well (see, for example, the argument
at the end of [11]). Thus, part (b) of the last lemma also applies to Φ−1, so
that Φ∗ is a biholomorphism between Z0(J) and Z0(I). 
For n ∈ N, let (HI)n denote the space of all homogeneous elements of
HI of degree n. Recall that (HI)n ⊂ A(HI) for all n ∈ N. We say that a
homomorphism Φ : A(HI)→ Mult(KJ) is graded if
Φ((HI)n) ⊂ (KJ )n
for all n ∈ N. Graded isomorphisms admit a particularly simple description
in terms of their adjoint.
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Lemma 10.3. Let H and K as well as I, J ( C[z1, . . . , zd] be as above, and
suppose that Φ : A(HI) → A(KJ ) is an isomorphism (respectively that Φ :
Mult(HI) → Mult(KJ) is a weak*-weak* continuous isomorphism). Then
the following are equivalent:
(i) Φ is graded.
(ii) Φ∗(0) = 0.
(iii) There exists an invertible linear map A on Cd which maps V (J)
isometrically onto V (I) such that Φ is given by composition with A,
that is,
Φ(ϕ) = ϕ ◦ A
for all ϕ ∈ A(HI) (respectively ϕ ∈ Mult(HI)).
Proof. (iii) ⇒ (i) is obvious.
(i) ⇒ (ii) Let λ = Φ∗(0) ∈ Z(I). If λ 6= 0, then there is a homogeneous
element ϕ ∈ A(HI) of degree 1 such that ϕ(λ) 6= 0. Corollary 10.2 implies
that Φ∗(0) ∈ Z0(I), hence
Φ(ϕ)(0) = ϕ(Φ∗(0)) = ϕ(λ) 6= 0.
In particular, Φ(ϕ) is not homogeneous of degree 1, hence Φ is not graded.
(ii) ⇒ (iii) By Corollary 10.2, Φ∗ maps Z0(J) biholomorphically onto
Z0(I). Since Φ∗(0) = 0, Proposition 9.3 therefore yields an invertible linear
map A which maps V (J) isometrically onto V (I) such that Φ∗ coincides with
A on Z0(J). It follows that
Φ(ϕ) = ϕ ◦ A
on Z0(J) for all ϕ ∈ A(HI) (respectively ϕ ∈ Mult(HI)). Moreover, if Φ is a
map from A(HI) onto A(KJ ), then this identity holds on Z(J) by continuity.
Assume now that Φ is a map from Mult(HI) onto Mult(KJ). If K is a
space on Bd, we are done. If K and H are spaces on Bd, then Φ(ϕ) = ϕ ◦ A
again holds on Z(J) by continuity. We finish the proof by showing that the
remaining case where K is a space on Bd, H is a space on Bd and V (J) 6= {0}
does not occur. Indeed, in this case, V (I) 6= {0} and Φ∗ would map Z(J)
onto a necessarily compact subset of Z0(I) by Lemma 5.7. This contradicts
the fact that Φ∗ maps Z0(J) onto Z0(I). 
We mention that in the case where H = K = H2d , the Drury-Arveson
space, isomorphisms as above are called vacuum-preserving in [16].
The desired consequence about the existence of graded isomorphisms is
the following result.
Proposition 10.4. Let H and K as well as I, J ( C[z1, . . . , zd] be as above.
(a) If A(HI) and A(KJ ) are algebraically (respectively isometrically) iso-
morphic, then there exists a graded algebraic (respectively isometric)
isomorphism from A(HI) onto A(KJ ).
(b) If Mult(HI) and Mult(KJ ) are algebraically (respectively isometri-
cally) isomorphic via a weak*-weak* continuous isomorphism, then
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there exists a graded weak*-weak* continuous algebraic (respectively
isometric) isomorphism from Mult(HI) onto Mult(KJ).
Proof. By Lemma 10.3, it suffices to show in each case that there exists an
isomorphism whose adjoint fixes the origin. We will achieve this by applying
Corollary 10.2 and Lemma 9.6. To this end, observe that for λ ∈ T, the
unitary map Uλ on C
d given by multiplication with λ induces a unitary
composition operator CUλ on HI . If ϕ ∈ Mult(HI), then
CUλMϕC
∗
Uλ
=Mϕ◦Uλ ,
hence ΦIλ(Mϕ) = CUλMϕC
∗
Uλ
defines an isometric, weak*-weak* continuous
automorphism of Mult(HI) which maps A(HI) onto A(HI). Clearly, the
adjoint of this automorphism, restricted to Z0(I), is given by multiplication
with Uλ. The same result holds for KJ in place of HI .
Suppose now that Φ is an isomorphism between A(HI) and A(KJ ) (re-
spectively a weak*-weak* continuous isomorphism between Mult(HI) and
Mult(KJ )). By Corollary 10.2, the adjoint Φ∗ maps Z0(J) biholomorphi-
cally onto Z0(I). From Lemma 9.6, we infer that there exist λ, µ ∈ T such
that the map
Φ∗ ◦ Uλ ◦ (Φ∗)−1 ◦ Uµ ◦ Φ∗
fixes the origin. This map is the adjoint of
Φ ◦ ΦIµ ◦Φ−1 ◦ ΦJλ ◦ Φ,
which is an isomorphism between A(HI) and A(KJ ) (respectively a weak*-
weak* continuous isomorphism between Mult(HI) and Mult(KJ )). More-
over, it is isometric if Φ is isometric, which finishes the proof. 
11. Isomorphism results
We are now ready to establish the main results about isomorphism of mul-
tiplier algebras of spaces of the typeHI . We will usually make an assumption
which guarantees that the Hilbert function spaces have dimension at least 2.
In projective algebraic geometry, the maximal ideal of C[z1, . . . , zd] which is
generated by the coordinate functions z1, . . . , zd is called the irrelevant ideal
(see [35, Chapter VII]). This is because the vanishing locus of this ideal in Cd
is just the origin, hence the projective vanishing locus in Pd−1(C) is empty.
We will say that a radical homogeneous ideal of C[z1, . . . , zd] is relevant if it
is proper and not equal to the irrelevant ideal. By the projective Nullstellen-
satz, the projective vanishing locus of every such ideal I is not empty, thus
Z0(I) ⊂ Cd always contains a disc.
Proposition 11.1. Let H and K be unitarily invariant complete NP-spaces,
and let I and J be relevant radical homogeneous ideals in C[z1, . . . , zd]. Let
Φ : A(HI) → A(KJ ) be a graded algebraic isomorphism (respectively Φ :
Mult(HI)→ Mult(KJ ) a graded weak*-weak* continuous isomorphism).
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Then H = K as vector spaces, and there exists an invertible linear map A
which maps V (J) isometrically onto V (I) such that Φ is given by composition
with A. Moreover, A induces a bounded invertible composition operator
CA : HI → KJ , f 7→ f ◦ A,
such that
Φ(Mϕ) = CAMϕ(CA)
−1
for all ϕ ∈ A(HI) (respectively ϕ ∈ Mult(HI)). In particular, Φ is given by
a similarity.
Proof. By Lemma 10.3, there exists an invertible linear map A which maps
V (J) isometrically onto V (I) and such that Φ is given by composition with
A. Since all Banach algebras under consideration are semi-simple, Φ and its
inverse are (norm) continuous (see [10, Proposition 4.2]). Thus, if f ∈ HI is
homogeneous, then Proposition 6.4 shows that
||f ◦ A||KJ = ||f ◦ A||Mult(KJ) ≤ ||Φ|| ||f ||Mult(HI ) = ||Φ|| ||f ||HI ,
so there exists a bounded operator CA : HI → KJ such that
CAf = f ◦ A
holds for every polynomial f , and hence for all f ∈ HI . Consideration of
Φ−1 shows that CA is invertible. Moreover, for ϕ ∈ Mult(HI) and f ∈ KJ ,
we have
CAMϕ(CA)
−1f = (ϕ ◦ A)f,
hence Φ is given by conjugation with CA.
We finish the proof by showing that H and K coincide as vector spaces.
To this end, let
KH(z, w) =
∞∑
n=0
an〈z, w〉n
and
KK(z, w) =
∞∑
n=0
a′n〈z, w〉n
denote the reproducing kernels of H and K, respectively. Since I and J are
radical, Lemma 7.4 implies that the restriction maps RI : H ⊖ I → HI and
RJ : K ⊖ J → KJ are unitary. Let
TA = R
−1
I (CA)
∗RJ ∈ B(K⊖ J,H⊖ I).
Then TA is bounded and invertible, and Lemma 7.5 combined with Lemma
7.4 implies that
TAKK(·, w) = KH(·, Aw)
for all w ∈ Z0(J). Using the homogeneity of J , it is easy to deduce from
KK(·, w) ∈ K ⊖ J for w ∈ Z0(J) that 〈·, w〉n ∈ K ⊖ J for all w ∈ Z0(J)
and all n ∈ N. Similarly, 〈·, z〉n ∈ H ⊖ I for all z ∈ Z0(I) and all n ∈ N.
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Moreover, CA and hence TA respects the degree of homogeneous polynomials.
Consequently,
(6) TAa
′
n〈·, w〉n = an〈·, Aw〉n
for all n ∈ N and all w ∈ V (J). Using part (d) of Remark 7.1 and the fact
that ||Aw|| = ||w||, we see that
||a′n〈·, w〉n||2KJ = a′n||w||2n
and that
||an〈·, Aw〉n||2HI = an||w||2n.
Since J is relevant, V (J) contains a non-zero vector w, hence
||(C∗A)−1||2 ≤
an
a′n
≤ ||C∗A||2
for all n ∈ N, from which it immediately follows that H = K as vector spaces
(see part (d) of Remark 7.1). 
Using the same methods as in the last proof, we obtain a version of Propo-
sition 11.1 for isometric isomorphisms.
Proposition 11.2. Let H and K be unitarily invariant complete NP-spaces,
and let I and J be relevant radical homogeneous ideals in C[z1, . . . , zd].
Let Φ : A(HI) → A(KJ ) be a graded isometric isomorphism (respectively
Φ : Mult(HI) → Mult(KJ ) a graded weak*-weak* continuous isometric iso-
morphism).
Then H = K as Hilbert spaces, and there exists a unitary map U which
maps V (J) onto V (I) such that Φ is given by composition with U . Moreover,
U induces a unitary composition operator
CU : HI → KJ , f 7→ f ◦ U,
such that
Φ(Mϕ) = CUMϕ(CU )
−1
for all ϕ ∈ A(HI) (respectively ϕ ∈ Mult(HI)). In particular, Φ is unitarily
implemented.
Proof. Proposition 11.1 and its proof show that there exists an invertible
linear map U which maps V (J) isometrically onto V (I) such that U induces
a unitary composition operator
CU : KJ →HI , f 7→ f ◦ U,
and such that Φ is given by conjugation with CU . Since CU is a unitary
operator, the last part of the proof of Proposition 11.1 shows that an = a
′
n
for all n ∈ N in the notation of the proof, and hence H = K as Hilbert
spaces.
Finally, setting n = 1 in Equation (6), we see that
TU 〈·, w〉 = 〈·, Uw〉
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for all w ∈ V (J), and hence for all w in the linear span of V (J). Since TU is
a unitary operator, part (d) of Remark 7.1 implies that U is isometric on the
linear span of V (J). Hence, U is a unitary map from the linear span of V (J)
onto the linear span of V (I). Changing U on the orthogonal complement of
span(V (J)) if necessary, we can therefore achieve that U is a unitary map
on Cd. 
The last result, combined with Proposition 10.4, provides a necessary
condition for the existence of an isometric isomorphism between two algebras
of the form A(HI), namely condition (iii) in the next theorem. This condition
turns out to be sufficient as well. We thus obtain our main result regarding
the isometric isomorphism problem. It generalizes [16, Theorem 8.2]. For a
bounded invertible operator S between two Hilbert spaces H and K, let
Ad(S) : B(H)→ B(K), T 7→ STS−1,
be the induced isomorphism between B(H) and B(K).
Theorem 11.3. Let H and K be unitarily invariant complete NP-spaces, and
let I and J be relevant radical homogeneous ideals in C[z1, . . . , zd]. Then the
following are equivalent:
(i) A(HI) and A(KJ) are isometrically isomorphic.
(ii) Mult(HI) and Mult(KJ) are isometrically isomorphic via a weak*-
weak* continuous isomorphism.
(iii) H = K as Hilbert spaces and there is a unitary map U on Cd which
maps V (J) onto V (I).
If H or K is tame, then this is equivalent to
(iv) Mult(HI) and Mult(KJ ) are isometrically isomorphic.
If U is a unitary map on Cd as in (iii), then U induces a unitary composition
operator
CU : HI → KJ , f 7→ f ◦ U,
and Ad(CU ) maps A(HI) onto A(KJ) and Mult(HI) onto Mult(KJ).
Proof. It follows from Proposition 10.4 and Proposition 11.2 that (i) or (ii)
implies (iii). Moreover, if one of the spaces is tame, then Corollary 10.2 (b)
shows the equivalence of (ii) and (iv).
Conversely, suppose that (iii) holds. Since H = K is unitarily invariant,
U induces a unitary composition operator ĈU ∈ B(H). If K denotes the
reproducing kernel of H, then
(ĈU )
∗K(·, w) = K(·, Uw)
for all w ∈ Z0(J) (or w ∈ Z(J) if H is a space on Bd). Since H ⊖ I and
H⊖ J are spanned by kernel functions (see Lemma 7.4), the implication (ii)
⇒ (i) in Lemma 7.5 shows that U induces a unitary composition operator
CU : HI →HJ .
Then for ϕ ∈ Mult(HI) and f ∈ KJ ,
CUMϕ(CU )
−1f = (ϕ ◦ U) · f,
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hence Ad(CU ) maps Mult(HI) into Mult(HJ) and A(HI) into A(HJ). If we
consider Ad(CU−1), we see that Ad(CU ) is an isomorphism from Mult(HI)
onto Mult(HJ) and from A(HI) onto A(HJ ). Hence, (i) and (ii) hold, and
the additional assertion is proven. 
For algebraic isomorphisms, the situation is more difficult. Proposition
10.4 and Proposition 11.1 show that if A(HI) and A(KJ ) are algebraically
isomorphic, then H = K as vector spaces and there exists an invertible linear
map A on Cd which maps V (J) isometrically onto V (I). Note that here, A
will in general only be isometric on V (J) and not on all of Cd. In this case,
it is no longer obvious that A induces an algebraic isomorphism between
A(HI) and A(KJ ). The reason why the proof of Theorem 11.3 does not
carry over is that now, A does not induce a composition operator on all of
H. In the case of H = H2d , this problem already appeared in [16], where
it was solved under additional assumptions on the geometry of V (J). The
general case was settled in [24]. Fortunately, we can use a crucial reduction
from [16] and the main result of [24] in our setting as well.
Lemma 11.4. Let H be a reproducing kernel Hilbert space on Bd (or on Bd)
with a reproducing kernel of the form
K(z, w) =
∞∑
n=0
an〈z, w〉n,
where an > 0 for all n ∈ N. Suppose that I ( C[z1, . . . , zd] is a radical
homogeneous ideal. If A is a linear map on Cd which is isometric on V (I),
then there exists a bounded operator
TA : H⊖ I → H such that TAK(·, w) = K(·, Aw)
for all w ∈ Z0(I) (respectively w ∈ Z(I) if H is a space on Bd).
Proof. The first part of the proof is a straightforward adaptation of the proof
of [24, Proposition 2.5]. Let
V (I) = V1 ∪ . . . ∪ Vr
be the decomposition of V (I) into irreducible homogeneous varieties and let
Î be the vanishing ideal of spanV1 ∪ . . . ∪ spanVr. Then Î ⊂ I by Hilbert’s
Nullstellensatz. By [16, Proposition 7.6], the linear map A is isometric on
V (Î), so we may assume without loss of generality that
V (I) = V1 ∪ . . . ∪ Vr
is a union of subspaces, so
I = I1 ∩ . . . ∩ Ir,
where Ij is the vanishing ideal of Vj . Then by a variant of [24, Lemma 2.3],
H⊖ I = H⊖ I1 + . . .+H⊖ Ir.
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We define TA on the dense subspace of H⊖ I consisting of polynomials by
TAp = p ◦ A∗.
Then TA〈·, w〉n = 〈·, Aw〉n for all w ∈ V (I). Using the fact thatH is unitarily
invariant and that A is isometric on each Vj, it is not hard to see that the
map TA is isometric on H ⊖ Ij for every j (cf. [24, Lemma 2.2]). As in the
proof of [24, Proposition 2.5], we may therefore finish the proof by showing
that the algebraic sum
H⊖ I1 + . . .+H⊖ Ir
is closed.
If H = H2d , this is the main result of [24]. More generally, in the present
setting, there exists a unique unitary operator
U : H2d →H with U(p) =
√
anp
for every homogeneous polynomial p of degree n (see, for example [23, Propo-
sition 4.1]). Since each Ij is a homogeneous ideal, U(Ij) = Ij and hence
U(H2d ⊖ Ij) = H ⊖ Ij for 1 ≤ j ≤ r. Consequently, closedness of the alge-
braic sum
H⊖ I1 + . . .+H⊖ Ir
follows from the special case where H = H2d . 
With the help of Lemma 11.4, we can now prove the main result regarding
the algebraic isomorphism problem. It generalizes [16, Theorem 8.5] and
[24, Theorem 5.9]. Observe that since the algebras A(HI) and Mult(HI) are
semi-simple, algebraic isomorphisms are automatically norm continuous.
Theorem 11.5. Let H and K be unitarily invariant complete NP-spaces, and
let I and J be relevant radical homogeneous ideals in C[z1, . . . , zd]. Then the
following are equivalent:
(i) A(HI) and A(KJ) are algebraically isomorphic.
(ii) Mult(HI) and Mult(KJ ) are isomorphic via a weak*-weak* continu-
ous isomorphism.
(iii) H = K as vector spaces and there is an invertible linear map A on
Cd which maps V (J) isometrically onto V (I).
If H or K is tame, then this is equivalent to
(iv) Mult(HI) and Mult(KJ ) are algebraically isomorphic.
If A is an invertible linear map on Cd as in (iii), then A induces a bounded
invertible composition operator
CA : HI → KJ , f 7→ f ◦ A,
and Ad(CA) maps A(HI) onto A(KJ) and Mult(HI) onto Mult(KJ).
Proof. It follows from Proposition 10.4 and Proposition 11.1 that (i) or (ii)
implies (iii). Moreover, if one of the spaces is tame, then Corollary 10.2 (b)
once again shows the equivalence of (ii) and (iv).
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Assume that (iii) holds. Since H = K as vector spaces, the formal identity
E : H → K, f 7→ f,
is bounded and bounded below by the closed graph theorem. By Lemma
11.4, there exists a bounded operator
T : K ⊖ J → K such that TKK(·, w) = KK(·, Aw)
for all w ∈ Z0(J) (respectively w ∈ Z(J)). Let TA = E∗T . Then
TA(KK(·, w)) = E∗KK(·, Aw) = KH(·, Aw)
for all w, from which we deduce with the help of Lemma 7.4 that TA maps
K⊖ J into H⊖ I. Replacing A with A−1, we see that TA ∈ B(K⊖ J,H⊖ I)
is invertible. It now follows from Lemma 7.5 that A induces a bounded
invertible composition operator CA : HI → KJ . As in the proof of Theorem
11.3, we see that Ad(CA) is the desired isomorphism. 
Just as in [16], we obtain from the geometric rigidity result [16, Proposition
7.6] a rigidity result for our algebras. It generalizes [16, Theorem 8.7]. The
author is grateful to the anonymous referee for pointing out this corollary.
Corollary 11.6. Let H be a unitarily invariant complete NP-space and let
I and J be relevant radical homogeneous ideals in C[z1, . . . , zd]. Suppose that
V (I) or V (J) is irreducible.
(a) If A(HI) and A(HJ) are algebraically isomorphic, then A(HI) and
A(HJ ) are unitarily equivalent.
(b) If Mult(HI) and Mult(HJ ) are isomorphic via a weak*-weak* contin-
uous isomorphism, then Mult(HI) and Mult(HJ) are unitarily equiv-
alent.
(c) If H or K is tame and Mult(HI) and Mult(HJ) are algebraically
isomorphic, then Mult(HI) and Mult(HJ) are unitarily equivalent.
Proof. In each case, Theorem 11.5 shows that there exists an invertible linear
map A on Cd which maps V (J) isometrically onto V (I). In particular, V (I)
and V (J) are both irreducible. Proposition 7.6 in [16] implies that A is
isometric on the linear span of V (J), and hence can be chosen to be unitary.
All assertions now follow from Theorem 11.3. 
Let us apply Theorems 11.3 and 11.5 in the setting where H and K are
given by log-convex sequences (see part (b) of Remark 7.1). This includes
in particular the spaces Hs(Bd) and Hs(Bd) of Example 7.2. If a = (an)n is
a sequence of positive real numbers such that the series
∞∑
n=0
anz
n
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has radius of convergence 1, we write H(a) for the reproducing kernel Hilbert
space with reproducing kernel
K(z, w) =
∞∑
n=0
an〈z, w〉n.
If
∑∞
n=0 an = ∞, this is a reproducing kernel Hilbert space on Bd, and if∑∞
n=0 an <∞, this a space on Bd.
Corollary 11.7. Let a = (an) and a
′ = (a′n) be two log-convex sequences of
positive real numbers such that
a0 = 1 = a
′
0
and
lim
n→∞
an
an+1
= 1 = lim
n→∞
a′n
a′n+1
.
Let H = H(a) and K = H(a′). Let I, J ⊂ C[z1, . . . , zd] be two relevant
radical homogeneous ideals of polynomials. Then the following are equivalent:
(i) A(HI) and A(KJ) are isometrically isomorphic.
(ii) Mult(HI) and Mult(KJ ) are isometrically isomorphic.
(iii) an = a
′
n for all n ∈ N and there exists a unitary map U on Cd which
maps V (J) onto V (I).
Moreover, the following assertions are equivalent as well:
(i) A(HI) and A(KJ) are algebraically isomorphic.
(ii) Mult(HI) and Mult(KJ ) are algebraically isomorphic.
(iii) There exist constants C1, C2 > 0 such that
C1 ≤ an
a′n
≤ C2
for all n ∈ N and there exists an invertible linear map A on Cd which
maps V (J) isometrically onto V (I).
Proof. The assumptions on a and a′ imply that H and K are unitarily in-
variant complete NP-spaces on Bd or on Bd (see the beginning of Section 7).
Proposition 8.5 (c) shows that H and K are tame. The first set of equiv-
alences is now an immediate consequence of Theorem 11.3. To prove the
second set of equivalences, in light of Theorem 11.5, it suffices to show that
H = K as vector spaces if and only if there exist constants C1, C2 > 0 such
that
C1 ≤ an
a′n
≤ C2
for all n ∈ N. To this end, observe that if H = K as vector spaces, then
the formal identity E : H → K, f 7→ f , is bounded and invertible by the
closed graph theorem, hence the existence of the constants follows from the
description of the norm in part (d) of Remark 7.1. The other implication
follows from part (d) of Remark 7.1 as well. 
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We finish this article by considering the last result about algebraic iso-
morphism from the point of view adopted in [17] and [12]. That is, we
will identify a multiplier algebra Mult(HI) with an algebra of the form
MV = Mult(H2∞
∣∣
V
) for a suitable variety V ⊂ B∞.
We first show that most of our examples of unitarily invariant complete
NP-spaces cannot be embedded into a finite dimensional ball. More gen-
erally, let H be an irreducible complete Nevanlinna-Pick space on Bd with
reproducing kernel of the form
K(z, w) =
∞∑
n=0
an〈z, w〉n,
where a0 = 1. Recall that an embedding for H is an injective function
j : Bd → Bm for some m ∈ N ∪ {∞} such that
〈j(z), j(w)〉 = 1− 1∑∞
n=0 an〈z, w〉n
for all z, w ∈ Bd. By Lemma 2.3, there is a sequence (cn) of non-negative
real numbers such that
1− 1∑∞
n=0 an〈z, w〉n
=
∞∑
n=1
cn〈z, w〉n
for all z, w ∈ Bd. Since
〈z, w〉n =
∑
|α|=n
(
n
α
)
zαwα = 〈ψn(z), ψn(w)〉,
where
ψn : C
d → C(n+d−1n ), z 7→
(√(
n
α
)
zα
)
|α|=n
,
an embedding j for H can be explicitly constructed by setting
j(z) = (
√
c1ψ1(z),
√
c2ψ2(z),
√
c3ψ3(z), . . .).
Using the fact that
∑∞
n=1 cn ≤ 1, it is not hard to see that j is an analytic
map from Bd into Bm which extends to a norm continuous map from Bd to
Bm. If d = 1, these embeddings are simply the embeddings considered in
Section 7 and 8 of [12].
In particular, we see that if only finitely many of the cn are non-zero,
then H admits an embedding into a finite dimensional ball, that is, there
exists m < ∞ and an embedding j : Bd → Bm for H. In fact, this property
characterizes unitarily invariant spaces which admit an embedding into a
finite dimensional ball.
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Proposition 11.8. Let H be an irreducible complete Nevanlinna-Pick space
on Bd with reproducing kernel of the form
K(z, w) =
∞∑
n=0
an〈z, w〉n,
where a0 = 1. Then H admits an embedding into a finite dimensional ball if
and only if the analytic function f on D defined by
f(t) =
1∑∞
n=0 ant
n
is a polynomial.
Proof. With notation as in the discussion preceding the proposition, observe
that
1− f(t) =
∞∑
n=1
cnt
n
for all t ∈ D. Hence, f is indeed an analytic function on D, and f is a
polynomial if and only if all but finitely many cn are zero.
For the proof of the remaining implication, suppose that H admits an
embedding j into Bm for some m <∞. From
1− 1
K(z, w)
= 〈j(z), j(w)〉Cm ,
we deduce that the rank of the kernel L = 1−1/K is at most m in the sense
that for any finite collection of points {z1, . . . , zn}, the matrix(
L(zi, zj)
)n
i,j=1
has rank at most m. Let K denote the reproducing kernel Hilbert space on
Bd with reproducing kernel L. Since
〈L(·, w), L(·, z)〉K = L(z, w),
and since K is spanned by the kernel functions L(·, z) for z ∈ Bd, it fol-
lows that the dimension of K is at most m. However, L also admits the
representation
L(z, w) =
∞∑
n=1
cn〈z, w〉n,
hence for every n ∈ N with cn 6= 0, the space K contains the monomial zn1 ,
and different monomials are orthogonal. Consequently, cn = 0 for all but
finitely many n, so f is a polynomial. 
As a consequence, we see that all spaces in Example 7.2 besides the Drury-
Arveson space do not admit an embedding into a finite dimensional ball.
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Corollary 11.9. Let H be a unitarily invariant complete NP-space with
reproducing kernel of the form
K(z, w) =
∞∑
n=0
an〈z, w〉n.
If H admits an embedding into a finite dimensional ball, then the sequence
(an) converges to a positive real number, and hence H = H2d as vector spaces.
In particular, the space Hs(Bd) for −1 ≤ s < 0, the space Hs(Bd) for s < −1,
and the space Kα for 0 < α < 1 do not admit an embedding into a finite
dimensional ball.
Proof. Assume that H admits an embedding into a finite dimensional ball.
Proposition 11.8 implies that there exists N ∈ N and non-negative real
numbers c1, . . . , cN such that
∞∑
n=0
ant
n =
1
1−∑Nn=1 cntn .
Observe that c1 > 0 as a1 > 0. Since the power series on the left-hand side
has radius of convergence 1, this rational function in t has a pole on ∂D.
Because an ≥ 0 for all n ∈ N, this is only possible if
∑∞
n=0 an = ∞, from
which we deduce that
∑N
n=1 cn = 1. Let r =
∑N
n=1 ncn. In this setting,
the Erdős-Feller-Pollard theorem (see [19, Chapter XIII, Section 11]) implies
that limn→∞ an = 1/r > 0. The remaining assertions are now obvious. 
Suppose now that a is a sequence as in Corollary 11.7, and assume first
that we are in the case where
∑∞
n=0 an = ∞. Let ja : Bd → B∞ denote
the embedding for H(a) which was constructed above. Note that c1 6= 0 as
a1 6= 0, that the coordinates ja are polynomials (in fact monomials), and
that the first d coordinates are given by (
√
c1z1, . . . ,
√
c1zd). In particular,
ja : Bd → Va is invertible, where Va denotes the range of ja. An inverse of
ja is given by
(7) j−1
a
(z) =
1√
c1
(z1, . . . , zd)
for z ∈ Va.
Suppose now that I ⊂ C[z1, . . . , zd] is a relevant radical homogeneous
ideal. Then the restriction of ja to Z
0(I) is an embedding for H(a)I . Since
H(a)I is algebraically consistent, the image
Va,I = ja(Z
0(I)) ⊂ B∞
is a variety by Proposition 5.6. Moreover, ja maps Z
0(I) biholomorphically
onto Va,I . This discussion also applies to the case where
∑∞
n=0 an < ∞
by simply replacing Bd with Bd and Z
0(I) with Z(I) above. In this case,∑∞
n=1 cn < 1 and ja maps Z(I) homeomorphically onto Va,I and Z
0(I)
biholomorphically onto its image.
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Let m ∈ N∪{∞}. For a variety V ⊂ Bm, letMV = Mult(H2m
∣∣
V
). Follow-
ing [12], we say that two varieties V,W ⊂ Bm are multiplier biholomorphic
if there exists a homeomorphism F : V → W such that every coordinate of
F is in MV and every coordinate of F−1 is in MW . If m <∞, then such a
map is automatically a biholomorphism in the usual sense. This definition
is motivated by [17, Theorem 5.6], which states that if MV and MW are
algebraically isomorphic, then V and W are multiplier biholomorphic, pro-
vided that m <∞ and V and W satisfy some mild geometric assumptions.
Moreover, there are examples of two discs in B2 which are biholomorphic,
but not multiplier biholomorphic (see [12, Section 5]).
However, already the results in Section 7 and 8 of [12] show that there
are multiplier biholomorphic discs in B∞ whose multiplier algebras are not
isomorphic. It turns out that for the varieties Va,I constructed above, of
which the discs from Section 7 and 8 of [12] are a special case, the multiplier
biholomorphism classes only depend on the ideal I and on summability of
the sequence a. They do not detect any other properties of the sequence
a. In light of Corollary 11.7, this means that the relation of multiplier
biholomorphism fails rather dramatically at distinguishing the isomorphism
classes of the algebras MVa,I .
Proposition 11.10. Let a = (an) and a
′ = (a′n) be sequences as in Corol-
lary 11.7, and let I, J ⊂ C[z1, . . . , zd] be relevant radical homogeneous ideals.
Let Va,I and Va′,J be the varieties defined above. Then the following are
equivalent:
(i) Va,I and Va′,J are multiplier biholomorphic.
(ii) The sequences a and a′ are either both summable or both not sum-
mable, and there exists an invertible linear map A on Cd which maps
V (J) isometrically onto V (I).
Proof. (i)⇒ (ii) Observe that Va,I is homeomorphic to Z0(I) if a is not sum-
mable and homeomorphic to Z(I) if a is summable. Since Z(I) is compact
and Z0(I) is not, it follows that if (i) holds, then a and a′ are either both
summable or both not summable. In the non-summable case, Z0(I) and
Z0(J) are biholomorphic. In the summable case, there is a homeomorphism
F : Z(I)→ Z(J) which is analytic on Z0(I) and whose inverse is analytic on
Z0(J). Then Lemma 9.1 implies that Z0(I) and Z0(J) are biholomorphic.
Finally, an application of Lemma 9.6 and Proposition 9.3 shows that there
exists an invertible linear map A on Cd which maps V (J) isometrically onto
V (I).
(ii) ⇒ (i) Let us first assume that a and a′ are both not summable,
and let ja : Bd → Va and ja′ : Bd → Va′ be the embeddings constructed
earlier. Then F = ja ◦ A ◦ j−1
a
′ maps Va′,J homeomorphically onto Va,I .
From Equation (7) and the fact that the coordinates of ja are polynomials,
we deduce that the coordinates of F are polynomials in z1, . . . , zd. Similarly,
the coordinates of F−1 are polynomials in z1, . . . , zd, hence F is a multiplier
biholomorphism.
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After replacing Bd with Bd, the same argument applies in the situation
where a and a′ are both summable. Hence, the proof is complete. 
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