Biomedical literature databases constitute valuable repositories of up to date scientific knowledge. The development of efficient machine learning methods in order to facilitate the organization of these databases and the extraction of novel biomedical knowledge is becoming increasingly important. Several of these methods require the representation of the documents as vectors of variables forming large multivariate datasets. Since the amount of information contained in different datasets is voluminous, an open issue is to combine information gained from various sources to a concise new dataset, which will efficiently represent the corpus of documents. This paper investigates the use of the multivariate statistical approach, called Non-Linear Canonical Correlation Analysis (NLCCA), for exploiting the correlation among the variables of different document representations and describing the documents with only one new dataset. Experiments with document datasets represented by text words, Medical Subject Headings (MeSH) and Gene Ontology (GO) terms showed the effectiveness of NLCCA.
Introduction
Biomedical literature is stored in large-scale organized repositories which tend to exhibit increasing demands in terms of space and access speeds since current scientific biological knowledge is emerging and evolving. The manual management of this information and the extraction of useful scientific knowledge is a tedious and laborious work that involves the identification of pertinent literature and data from a large number of articles [1] . For example, the PubMed database contains over 14 million bibliographic citations and abstract articles from more than 4800 journals [2] . In this context, clustering and classification methods are becoming increasingly necessary for efficiently organizing, exploring and retrieving the information of biomedical literature.
There are several research efforts in the machine learning field focusing on the clustering or classification of biomedical documents from PubMed and on the extraction of useful biological knowledge [7] [8] [9] [10] [11] [12] . Some of the proposed methods are maximum-entropy [8] , linear discriminant analysis [9] , Naïve Bayes [10] , support vector machines [11] , group-average agglomerative clustering [12] , etc.
The main characteristic of the methods used so far is the numeric representation of biomedical documents. By numeric representation we refer to having each document represented as a vector of numeric variables with each variable corresponding to a (informative/important) word in the document. Similar representations have appeared using vectors with variables (metadata) which correspond to specific terms from a structured controlled vocabulary usually created manually for concisely describing specific information and knowledge [3] [4] [5] .
Two popular metadata approaches are the Medical Subject Headings (MeSH) [5] and the Gene Ontology (GO) [3, 4] which are used for information retrieval from biomedical document databases:
• MeSH is mainly used by the PubMed database for semantically relating documents in order to enhance the search and improve the accuracy of the query system of PubMed 1 [6] . The MeSH terms are arranged both alphabetically and hierarchically. The hierarchy has 11 levels. The upper levels of the hierarchical structure contain the most general MeSH terms, for example ''Diseases'' appear in level one, whereas more specific terms, like ''Mitochondrial myopathies'' are found in lower levels. Each PubMed document usually has 10-12 MeSH terms, manually assigned to it by experts that read the full-length document [5] .
• GO is mainly used for describing gene products (RNA or proteins) in a species independent manner, but it has also been used for describing the information contained in biomedical documents. The GO terms are structured as nodes in a Direct Acyclic Graph (DAG). They are divided into three subgroups (sub-ontologies): biological processes, cellular components and molecular functions [3, 4] . The GO is not part of the PubMed system, but it has been used in several research work for describing biomedical documents (e.g. [1, [7] [8] [9] [10] [11] [12] ).
It should be noted that some terms are found in both MeSH and GO, for example ''DNA Methylation'' or ''Autophagy'' appear in both MeSH and GO terms listings.
A common characteristic of most of the research efforts is that the data representation of the documents is based on the Vector Space Model (VSM) [13] [14] [15] which transforms a document into a vector of numeric variables. The variables may represent words of the documents [8, 9] , MeSH terms [10] or GO terms [8, 9, 11] . Each of the aforementioned representations describes differently the scientific information contained in the documents. For example, the MeSH terms can be more general than the GO terms about the molecular concepts explained in the document, since GO terms are specifically built for describing molecular concepts. This fact raises a question of how the different representations are correlated and whether they can be combined in a smaller and more concise dataset.
Usually the number of variables is quite large and thus various efforts [9, 10, 12] deal with the dimensionality reduction of the dataset describing the documents. Certain statistical methods, like Singular Value Decomposition [12] or Principal Component Analysis [9] , exploit the correlation structure of the dataset in order to produce new variables, fewer and uncorrelated [12] . This is advantageous for other subsequent procedures, like certain classification methods, which assume uncorrelated variables. Nevertheless, the obvious fact is that the words of a document's text, the MeSH or the GO terms are semantically related. For example, the possibility of finding in the same document the words ''Methylation'' and ''Cancer'' is higher, than finding ''Methylation'' and ''Chemimechanical coupling'' together.
Since data reduction is important in order to reveal patterns, trends or groupings in biomedical documents, in [9] the authors have considered a classification (discriminant analysis) method which produces new and fewer variables, able to graphically represent the documents in a lowdimensional Euclidean space. This method models the relationships between words in the text and corresponding GO terms of biomedical articles. The results showed that the reduced number of new variables can efficiently describe the documents and compete with other classification methods, such as Support Vector Machines that use all the original variables.
The motivation of the present work is to consider all of the above document representations and propose a method which would combine them, by exploiting the information they contain. The methodology under consideration is the Non-Linear Canonical Correlation Analysis (NLCCA) [16, 17] which can combine information from more than two document representations by exploiting their correlation structure. The method's general principle is the optimal projection of the documents on a low-dimensional Euclidean space by computing a set of scores from the original variables in such a way that the new scores can adequately explain the variance of the original data, i.e. document words, MeSH and GO terms. It must be noted that NLCCA is not restricted to linear relationships and is especially useful for analyzing all kinds of data, numerical and categorical [22] . In general, the contribution of NLCCA to the text mining problems addressed so far by earlier efforts can be considered to be the abridgement of information from two or more datasets describing the same documents.
The rest of the paper is organized as follows: Section 2 describes the document representations used for the experimentation. Section 3 outlines NLCCA and various measures for evaluating the method. Section 4 presents the results of the experiments. Section 5 provides practical conclusions regarding the applicability of NLCCA and discusses future work.
Document representation
This section provides an outline of all the techniques leading to the representation of the documents as numerical vectors. Words, MeSH and GO terms are transformed into variables, in order to apply any statistical method to them.
We consider a specific set of biomedical documents which is extracted from the PubMed database, using its query system, where each query is relevant to a specific GO term (Fig. 1) . The documents retrieved contain the title, the abstract, other bibliographic citations (authors' names, etc.) and the MeSH terms assigned to them by the PubMed experts. Only the words from the title, the abstracts and the MeSH terms were used for the subsequent steps and the analysis.
The information contained in the documents is transformed to numerical vectors, following the most common (in text mining) document representation model, known as Vector Space Model (VSM) [13] [14] [15] . The most informative and important (with respect to the document's content) words are extracted from the title and the abstract of each document by a procedure involving the typical following steps [9, 15, 18] :
Tokenization. Extraction of all words (case insensitive) from the entire set of documents; Stopword removal. Elimination of non-content-bearing, non informative words, called ''stopwords'' such as ''a'', ''and'', ''the'', etc. The removed stopwords are the same to the ones listed by PubMed 2 ;
Stemming. Using only the root of each word, e.g. exclude 'ing' from 'processing'. The algorithm we used for stemming is based on [19] and is implemented in Perl by Mary D. Taffet   3 ; Frequency count. Counting the number of occurrences of each word in each document; Filtering. Exclusion of ''high-frequency'' and ''low-frequency'' words. The filtering of the words of a document is a common practice in biological text mining, aiming to remove non-informative words [8, 20] . Words with too high frequency (i.e. occurring to almost all of the documents) or too infrequent words (occurring to only a very small number of documents) are not descriptive of the document corpus and thus can be excluded from the processing. In our analysis we decided to exclude the words appearing in more than 95% of the total number of articles and also those appearing in less than 0.05% of the total number of articles. These cutoff values were empirically determined, based on experiments from our previous published work [9] and are quite similar to those used in other works such as [8] and [20] . The remaining words after filtering are called keywords in the rest of the paper.
Represent using MeSH terms
In Fig. 2 we can see schematically an example of applying the above steps to a biomedical document. The document in the first frame of Fig. 2 contains a single sentence just for illustrative purposes and is relevant to the biological phenomenon of autophagy. The frequency of the words is imaginary and it is used to illustrate the filtering step. The first step involves the identification of the words (tokens). Then the stopwords are removed, like ''of'' and ''in''. After that, the root of each word is identified, e.g. ''involvement'' becomes ''involv''. Finally, the frequency of each word is counted and the ones that are too common or too rare are excluded, like ''involv'' whose percentage in the total number of articles is 98%.
Having the resulted keywords extracted from all the retrieved documents dataset, we model each document by a vector of weights which express the relation of the particular document with a particular keyword. The optimal weighting scheme depends on the relevant articles for each GO code [11] , and it is not possible to be known a priori [21] . The simplest weighting policy is to denote by ''1'' the appearance of a keyword in the document and by ''0'' its absence. Although there are various other more complicated weighting schemes [15, 18, 21] they do not guarantee better performance [21] . In [21] , the authors have conducted an extensive study with different weighting schemes, i.e. binary, TF.IDF, etc. and they concluded that the best weighting scheme for a given data set can not be known a priori. Simple weighting schemes like the binary one have been found to work very well compared to more complex ones. Since it is not guaranteed that complex weighting schemes can describe better our data and in order to avoid cumbersome calculations we used the binary weighting.
Therefore, for each document's representation we need to specify whether the particular keywords are included in the document or not, so we propose a binary weighting function as follows:
where x di refers to the presence of keyword i in document d, for a total number of p keywords.
Similarly, we define a binary weighting scheme for representing the MeSH terms within each of the documents:
where the y di refers to the presence of MESH term i in document d, for a total number of q MeSH terms. After applying the above schemes, each document is finally represented by three different data structures. Specifically, for each document we have:
1. a p-dimensional vector x d1 ; x d2 ; . . . ; x dp À Á , of keyword weights; 2. A q-dimensional vector y d1 ; y d2 ; . . . ; y dq À Á of MeSH term weights; 3. A single GO term which for simplicity is denoted by a number in {1, . . ., g} where g is the total number of GO terms. The reason for using such a single number is that in our analysis each document is assigned to only one GO term. However, if we decide to work with documents which are assigned to more than one GO terms, a similar weighting scheme as (1) and (2) can be used.
Finally, from the documents datasets we result in a corpus of N documents which are represented in a threefold manner, namely, an N · p matrix X (corresponding to keywords), an N · q matrix Y (corresponding to MeSH terms) and an N · 1 matrix (i.e. a column vector) z (corresponding to GO terms). Note that the values of all those parameters in our experiments are: N = 9009, p = 1642, q = 50 and g = 12. A detailed description of our dataset is given in Section 4. Fig. 3 shows an example of the three different document representations.
The Non-Linear Canonical Correlation Analysis (NLCCA)
The Non-Linear Canonical Correlation Analysis (NLCCA) is a multivariate statistical technique aiming to explore and model the strength of the correlation between two or more datasets. Moreover, NLCCA is also a data reduction method in the sense that it combines the original variables in order to produce a new dataset with fewer variables, called scores. This is attained by scaling and projecting the initial datasets as points in a low-dimensional Euclidean space [16, 17] .
Since any data reduction technique involves loss of information, the mathematical objective is to attain a pro-
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Involvement of autophagy in viral infections: antiviral function and subversion by viruses. jection, i.e. a set of new variables that minimizes a certain loss function. This loss function is essentially a distance between original and transformed data. Therefore, the method involves an algorithm that solves an optimization problem. The solution of the problem is a N · r matrix which in effect represents each one of the Ndocuments by a vector of r scores. The number of new dimensions r is defined by the user and for graphical purposes is usually two or three, while the maximum number of new dimensions r max that can be computed by the algorithm depends on the number of datasets, the types and the number of variables in each dataset [22] . In our experiments we used the maximum number of dimensions that NLCCA can produce. From the maximum number of dimensions we can choose to work with fewer, when certain evaluation measures that are described later in the section (like the eigenvalues) indicate that some dimensions can be omitted as unimportant.
The optimization problem was first described in the Gifi system [16] and in [17] . It can be solved computationally efficiently by the Alternating Least Squares algorithm [16] . The algorithm is implemented in the SPSS statistical software, which we applied to the data of our study [22] .
The projection of the documents on a Euclidean space is particularly useful for visualizing their biomedical information and for exploring patterns, groupings and for finding outliers. Intuitively, we expect that content-relevant documents will be represented by points closely positioned in the new Euclidean space, while irrelevant documents will be far away. Another appealing aspect of the method is that the new scores are uncorrelated and ranked according to their importance for explaining the overall correlation between the different document representations. So, the first dimension encloses the most significant part of the information from the original datasets, the second dimension contains the second significant part and so on. This property is particularly useful for data visualization, in the sense that we can draw important conclusions regarding the data structure by using the two or three first dimensions for plotting the documents.
There are certain statistical measures computed by NLCCA to assess the correlation between different sets and the efficiency of the new representation [22] . The fit and loss measures indicate the capability of the NLCCA solution to fit on the optimally scaled data with respect to the correlation between the datasets. The output of the procedure contains the fit value, various loss values, and the so-called eigenvalues.
Loss values are computed separately for each new dimension and each set. Every loss value represents the proportion of variation in the object scores that cannot be explained by the combination of the variables in the specific set. An average loss over all sets is also computed. A small loss value in each new dimension signifies that this dimension is capable for describing a significant amount of variation of our data. Also a small average loss value suggests that overall the new dimensions can efficiently replace the original variables of the data. In other words, the loss value indicates the loss of information we can anticipate on the new data due to the reduction of the original dimensions. For example, the average loss value for the correlation between the keywords and the MeSH terms is 11.253 (see Section 4.2), showing that the loss of information from reducing the original dimensions from 1692 to 50 is only 22.5% (computed as a ratio of 11.253/50).
The fit value equals the number of new dimensions minus the average loss. In the trivial case where all the datasets are essentially the same, the relationship is perfect and therefore the average loss value is zero. In such a case the fit attains its maximum value which equals the number of dimensions. In any other case, a fit value which is quite close to the number of new dimensions shows very good fitting of the correlation model obtained by the application of NLCCA to the original data. It is essentially a measure that denotes the capability of the new dimensions for describing the original data. For example, if the number of new dimensions is 50 as is the case for the correlation between the keywords and the MeSH terms and the average loss is 11.253 as described in the previous paragraph, then the fit value is 38.747 (see Section 4.2). This means that 77.5% (computed as a ratio of 38.747/50) of the original information is retained. If the correlation was perfect then in our example the fit value would have been 50.
The eigenvalue is a measure computed for each dimension and equals one minus the average loss for that dimension. Each eigenvalue indicates how much of the relationship is explained by the corresponding dimension. The sum of all the eigenvalues equals the fit value, so any eigenvalue can be expressed as the percentage of the total fit explained by the corresponding dimension. The eigenvalues are very useful in recognizing the most important dimensions that are able to describe adequately the data. High eigenvalues indicate an important dimension, whereas small ones signify that the dimension is not important and can be omitted. For example, in the application of NLCCA to the two matrices (keywords and MeSH terms) as in the previous examples, the first dimension has an eigenvalue of 0.927 and the fit is 38.747 (see Section 4.2), therefore 0.927/38.747 = 2.4% of the actual fit is accounted for by the first dimension.
The canonical correlation is also computed for each new dimension by the corresponding eigenvalue using a straightforward formula: If E i is the eigenvalue of dimension i = 1, ..., r, the canonical correlation for the same dimension is:
where K is the number of datasets in the analysis. The projection obtained by NLCCA is essentially used for discrimination of the data points in homogeneous groups. The discriminating power of each one of the original variables, or else the importance of each variable for the data, is measured by a measure called multiple fit. In general, variables with higher values of the multiple fit discriminate better.
The results of NLCCA can be evaluated graphically by plotting in two dimensions the data points (in our case the documents) using as coordinates the scores of any pair of the new variables. These graphical representations are known as scatterplots [23, 24] , a simple but effective method to visualize combinations of numerical attributes. However, when the number of data points is very large, the plotting of all the data together causes problems in understanding relations between groups. In our case the groups are defined by the GO terms and one of the targets of the present study is to investigate whether the new variables computed by NLCCA can discriminate well, documents corresponding to different GO terms. So, in order to make the scatterplots more clear we used the so called centroids. The centroids are multidimensional points, computed for each GO term separately and they have as coordinates the means of all the new variables within the specific GO term/group. For example, suppose that 3 documents belonging to a specific GO term can be represented in a space of three dimensions by the coordinates given in Table 1 If the GO term has only these three documents assigned to it, we can represent the GO term in a three-axis Cartesian plot by the centroid point.
The plotting of centroids helps us to evaluate visually the results of NLCCA, since it depicts whether certain groupings are retained in the new projection space. In general, centroids that are placed far apart in a scatterplot, show distinguishable groups and therefore ability of the new dimensions to describe efficiently the groupings of documents.
Experimentation
The experimentation involves the application of NLCCA to N = 9009 biomedical documents [9] each represented by certain keywords, a number of MeSH terms and one GO term. The broad topics of the documents are ''cell communication'' and ''cell growth'' and they were retrieved using the e-utilities of Entrez. 4 Specifically, we modified the e-search and e-fetch utilities implemented by Oleg Khovayko 5 in order to submit queries to PubMed and retrieve the documents in XML format [2] .
The queries submitted were relevant to g = 12 GO terms and contained keywords relevant to the GO terms ( Table  3 ). The 12 GO terms are the same as the ones used in [9] and partly in [8] and [11] , where they have been used to evaluate different classification methods. The whole procedure of first retrieving the relevant documents and then keeping only those assigned to a single GO term is described in detail in [9] . The purpose of using the same data as in our previous work [9] is because we have a good understanding of the data and is easier to test and evaluate new methodologies. Also, we have to point out that we chose to experiment with documents assigned with only one GO term, just for evaluation reasons. Indeed, if each document belongs to only one specific GO category then it is easier to evaluate the separation of the documents based on the new variables produced by NLCCA.
Regarding the size of the sample (9009 documents), it is a sample size consistent with those appearing in the related literature. Indeed, it is similar or larger than other corpora used in the field of biomedical text mining. For example, see [8, 20, 25, 26] and others.
In order to evaluate and compare the results to previous work we also used a test set of 8225 documents. The queries we used for retrieving these documents are the same as the ones for the 9009 documents (Table 3 ). The only difference is the date of publication. The 9009 ones were published up until 1999, whereas the 8225 between 2000 and 2004. The keywords of the test set are also the same as the ones in the training one. So, the test set is a 8225 · 1642 matrix.
The main goals of the experiments were:
1. To explore the correlation between the three different document representations. 2. To explore the trends, patterns and groupings of the data by graphically representing the documents in twodimensional Euclidean spaces. 3. To represent the 9009 documents with a single matrix with a reduced number of variables, compared to the number of the original variables. 4. To verify that NLCCA is capable to preserve the important information from the original data.
The three document representations
The first representation is a (0, 1)-matrix with N = 9009 rows and p = 1642 columns corresponding to the total number of keywords extracted from the corpus of documents by the procedure described in Section 2.
The second representation is also a (0, 1)-matrix with N = 9009 rows and q = 50 columns corresponding to the MeSH terms extracted from all the documents. The list of all the MeSH terms is given in Table 2 . These are all major headings 6 [5] of the 9009 articles and each one of them is relevant to at least 100 articles, since the GO terms used in the experiments are also relevant to at least the same number of articles.
The third representation contains only one variable (i.e. a 9009 · 1 matrix) with g = 12 categories corresponding to the GO terms given in Table 3 . It should be noted that three GO and MeSH terms are the same. These are: Cell Cycle, Signal transduction and Meiosis. Nevertheless, these terms are assigned to different documents. This is due to the fact that the assignment of the MeSH terms is done manually by the curators of the PubMed database, whereas the assignment of the GO terms is done using the query system of the PubMed database as described in Section 2.
Evaluation and interpretation of the results
The main issues examined in the results from the different experiments are:
• The strength of the correlation; • The importance of each of the original variables for describing the documents; • The descriptive power of the new variables;
• The graphical representations of the documents using the new variables.
We applied the NLCCA to different combinations of the representations. The results are described below.
NLCCA between the keyword and the MeSH term representations
The maximum number of new dimensions 7 calculated from these two matrices was r = r max = 50. The statistical measures obtained from the analysis are reported in Table  4 where for brevity the results for dimensions 11-47 are not shown.
The overall fit value (38.747) is quite high compared to the maximum number of dimensions (r max = 50) whereas the average loss (11.253) over all dimensions is quite low. This means that much of the original information about the documents is retained in the new variables. Moreover, the eigenvalues are high (0.927-0.704; Fig. 4 ) even for the last dimension, meaning that the new variables can describe a considerable portion of the variability in the data. We can also see from Table 4 that the correlation between the two document representations is significant at least for the first dimensions.
In conclusion, the 1642 binary variables for the keyword representation and the 50 binary variables for the MeSH terms can be replaced by a single dataset with 50 new numerical, real-valued variables which do not have any physical meaning, like the weights for keywords or the MeSH terms, but they are coordinates of points corresponding to documents in a new, lower dimensional Euclidean space. This new representation maintains a large percentage of the original correlation structure in the original spaces.
The box plots in Fig. 5 describe the distribution of the values of one of the new variables for each GO term. We can see that the documents corresponding to specific GO terms, like ''cell death'' and ''oncogenesis'', have distributions distinguishing them from the rest.
The importance of each of the original variables for describing the documents is assessed using the multiple fit measure in Tables 5 and 6. Table 5 gives basic descriptive statistics of the fit, whereas Table 6 shows the keywords and MeSH terms with the 10 highest multiple fit values. Overall, the MeSH terms have fit values above 0.5 while Certain patterns and trends in the data using the new variables can be seen in Fig. 6 which is a scatterplot with axes corresponding to the first two new dimensions of the model. The numbered points represent the centroids of the article scores corresponding to the 12 GO terms. From this figure we can clearly see that only the first two dimensions obtained by the combined information from keywords and MeSH terms, are able to discriminate well the documents belonging to certain GO groups. For example, documents relevant to the 7th GO (''metabolism'') are clearly distinguished from all the others. Furthermore, documents that describe quite different biological phenomena, like ''transport'' (10th GO term) and ''cell death'' (11th GO term) are far apart, while others describing similar phenomena, like ''cell signaling'' (4th GO code) and ''signal transduction'' (12th GO code) are closer to each other. This verifies that although the original dimensions are reduced by NLCCA, the important information about the documents is retained. The use of more than the first two new dimensions can provide further insight to the information of the documents and distinguish them even better.
In order to test statistically whether each dimension separately depicts the grouping of the data, we used one-way parametric and non-parametric (Kruskal-Wallis) analysis of variance (ANOVA) tests [27] for all the new dimensions obtained by NLCCA. All tests gave significance p < 0.0005, i.e. there is always a significant difference between the groups defined by GO terms. The reason for performing those tests is to evaluate the discriminating power of the new variables. Indeed, we know that the original variables contain a large amount of information about the GO terms but since their space undergoes a huge distortion due to the dimensionality reduction by NLCCA, it is reasonable to wonder whether the new points (i.e. documents represented by new variables) keep their groupings or whether they are intermixed losing their initial information. So, the ANOVA tests show that the discriminating ability of the documents in the new low dimensional space is at least not completely lost. Later, in Section 4.2.1. we extend this evaluation using another one data set and more advanced multivariate statistical techniques. Figs. 7-9 give the mean values of the document scores in the first three dimensions. The mean plots show that each one of the new variables can discriminate the documents describing at least one of the GO terms. For example in Fig. 7 we can see that the mean of document scores for the ''metabolism'' GO term is clearly different from the other means. Thus we verify that each new variable calculated by NLCCA can distinguish the articles and group them according to the GO terms they belong to. 
NLCCA between the keyword and the GO term representations
The number of dimensions computed was the maximum possible, r = r max = 11. Table 7 shows a summary of the measures obtained from the analysis. The small average loss (0.922) and the fit (10.078) indicate that there is very small amount of lost information from the original data. Furthermore, Fig. 10 depicts that the eigenvalues are high and the new variables are good descriptors of the variability in the data. Table 5 gives the basic descriptive statistics about the multiple fit of the original variables. Some variables have zero multiple fit, which means that they do not contain any important information for distinguishing the documents. These variables are keywords extracted from the documents. Table 8 describes the ten most descriptive (with highest multiple fit) original variables. The variable (GO indicator) that indicates the GO term that each document belongs to is the most important one with multiple fit equal to 10 .078. The other nine variables are keywords describing certain biological processes or functions like the ones described by GO terms.
The scatterplot of Fig. 11 shows that the first two new dimensions contain sufficient information to distinguish documents relevant the to the GO term ''Autophagy'', ''Meiosis'', ''Transport'' and ''Cell death''. However, documents describing irrelevant biological phenomena are far apart, like ''Meiosis'' and ''Cell death''. The ANOVA tests here gave the same results as in the previous datasets, i.e. each new variable shows significant difference between the GO codes. Of course, here we have to emphasize that these results are more or less expected since the new variables contain the information of a grouping variable which is next used for visualization. However, what is important in this case is that we assess a high correlation between the GO terms and a data set of 1642 keywords. Furthermore, the lowdimensional space of only 11 variables is ideal for visualizing the documents in order to discover associations between GO terms, e.g. between ''cell cycle'' and ''cell proliferation''.
NLCCA between the MeSH and GO term representations
It is expected of course that there is some correlation between the MeSH and the GO terms. As can been seen from Table 9 , the average loss values are higher here and the fit value of the model is not very high (8.049) since the number of dimensions is 11 (r = r max = 11). The eigenvalues (Fig. 12) and the correlations are comparable to the previous models for the first dimensions, but there are also dimensions with low values, (dimensions 8-11). Thus, although there is a certain degree of correlation between the two datasets, it seems that they describe the information contained in the biomedical articles differently.
Moreover, we can see from Tables 5 and 10 that the variable indicating the GO terms, as in the previous experiments, is the most descriptive one (multiple fit value = 8.049). The MeSH terms on the other hand are less important for describing the information of the documents (multiple fit values less than 1).
The scatterplot (Fig. 13 ) also shows that the articles can be distinguished using the first two new variable scores, especially those referring to ''meiosis'', ''signal transduction'' and ''oncogenesis''.
NLCCA between the keyword, MeSH and GO term representations
The information from the three matrices (keywords, MeSH and GO terms) was combined in order to produce Fig. 11 . Scatterplot of the GO centroids of the first two new dimensions for NLCCA between the keywords and the GO terms. a single matrix of new variables that could describe the documents. We calculated the first 20 variables (r = 20, r max = 1642), because as can be seen from Table 11 and Fig. 14 after the twelfth dimension the eigenvalues and the correlations are too low and thus they describe only a small portion of the information of the documents and can be omitted. This is clearer in Fig. 14 where the steep of the line describing the eigenvalues changes at the twelfth dimension. Tables 5 and 12 describe the 10 highest multiple fit values of the original variables (keywords, MeSH or GO terms) and indicate that the GO terms are the most important for describing the data. The MeSH terms and the keyword variables describe similar phenomena, but have different importance, i.e. ''Meiosis'' is a GO term and has a value of 0.601, whereas ''Meiotic'' is a keyword with value 0.285.
The scatterplot of Fig. 15 illustrates how well the first two dimensions can describe the information inside the documents and distinguish them according to the GO term they refer. Documents describing ''Meiosis'', ''Oncogenesis'' and the ''Cell death'' GO term are easily distinguished, whereas the differences between the rest of the GO codes, e.g. the ''cell cell signaling'' and ''signal transduction'' are also highlighted. In more detail, Fig. 16 depicts the difference in the values of the first two new dimensions for the documents belonging to the GO term ''Meiosis'' and ''Oncogenesis''. The ANOVA tests confirm the significant differences between the GO codes.
Evaluation of NLCCA with the use of classification techniques
In this section we evaluate further the ability of NLCCA to produce variables which can describe efficiently the information inside the documents. Especially, we are interested in evaluating through comparison with previous work, using the Linear Discriminant Analysis (LDA) and the Support Vectors Machines (SVM) classification methods. These classification experiments may be seen as an example of the practical usefulness of NLCCA to the biomedical domain. Our approach simulates the realistic situation where except from the documents for which we have a complete package of information including keywords, MeSH and GO terms, there are also new documents which have only the information from keywords (i.e. they have not yet been assigned MeSH or GO terms).
We performed two experiments based on the multiple fit results of NLCCA. The first one was based on the correlation between the keywords and the MeSH terms and the second one between the keywords, the MeSH and the GO terms. In the first phase of the experiments, the multiple fit computed by NLCCA was used to select the most descriptive keywords. Next, in the second phase, we used only these keywords to create an LDA and an SVM classification model. The two models were build using the 9009 older documents as the training data set. Then, the test set of the 8225 more recent documents was utilized to evaluate the classification results and compare them to previous work where all the keywords have been used [9] . In this way, the test set essentially simulates a corpus of plain documents waiting for classification into the 12 GO categories.
The multiple fit from the NLCCA between the keywords and the MeSH terms had a median value of 0.021. We selected all the keywords for the training and the test set of documents with a fit above the median. The number of keywords that were finally selected was 791.
After training the LDA model with the training 9009 · 791 matrix, we found the classification accuracy of the model on the test set (i.e. a 8225 · 791 matrix) to be 77.5%. The accuracy of the model when we used the training set as a test set itself (called fitting accuracy) was 87.1%. Finally, the accuracy using a hold-out sample was 72.46%. The hold-out sample is a random sample drawn from the training set, containing the 30% of the documents (3003). This subset is left out during the training phase of the model. The rest 70% of the documents (6306) were used for building the classification model. The corresponding results for the SVM classification model were 61.39% for the test set, 99.84% for the fitting accuracy and 64.74% for the hold-out sample. Similarly, the multiple fit computed by NLCCA for the correlation between the keywords, the MeSH and the GO terms had a median of 0.003 and the keywords selected above 0.003 were 790. The classification results of the LDA were for this experiment 78.44% for the test set, 87.55% for the fitting accuracy and 73.36% for the holdout sample. The corresponding SVM results were 69.33% for the test set, 99.82% for the fitting accuracy and 66.7% for the hold-out sample.
It is interesting to see the classification results when using all the 1642 keywords in the experiments. For LDA we have 77.31% classification accuracy for the test set, 88% fitting accuracy and 80.81% classification accuracy for the hold-out sample. For SVM, the classification accuracy for the test set is 71.99%, the fitting accuracy is 97.49% and the classification accuracy for the hold-out sample is 73.8%. All the results are summarized in Table 13 . It is obvious that the measures of NLCCA provide valuable information about the importance of the keywords and can help us to keep and work with only the most descriptive keywords.
In our case, the variable selection based on the fit values reduced the number of keywords from 1642 to around 790, i.e. less than the half. The selected, through NLCCA, keywords provided enough information to build efficient LDA and SVM classification models.
Finally, we have to emphasize here the twofold advantage of using NLCCA. In the previous sections we saw that NLCCA can map the original data by appropriate transformations in a new low-dimensional space, useful for data visualization and exploratory analysis. In this section we evidenced that NLCCA can also serve as a means for variable selection, useful in classification.
Conclusions and future work
The results from our experiments indicate that the new variables of the NLCCA model provide useful information about the data and help us clearly to distinguish the documents based on the GO term they describe. NLCCA can also significantly reduce the number of variables contained in the three datasets, for example in our experiments the 1642 keywords and the 50 MeSH terms are reduced to only 50 new variables. Furthermore, NLCCA facilitates the visualization in two dimensions of our multidimensional datasets in order to discover patterns and specific trends in graphical plots of the data. Another interesting conclusion indicated by the multiple fit values of NLCCA is that the keywords do not describe the documents as well as the MeSH or GO terms.
It should be noted that the NLCCA can be used as the first phase of a clustering or classification procedure such as SVM, naïve Bayes, discriminant analysis, etc [15] . The new variables can be further utilized in building classification models in order to categorize data. The interesting point here is that the new variables are uncorrelated and since many classification or clustering algorithms assume that the variables of the datasets are uncorrelated we can clearly see the advantage. Note also that in the case of keywords we have original variables highly correlated to another one, since each word depends on other words of the same text. Therefore, NLCCA can remove this correlation which might be a problem for building a model.
The fact that NLCAA can combine information from more than two different datasets makes it a very good Table 13 The classifications results using the NLCCA information (correlation of keywords-MeSH and of keywords-MeSH-GO) for selecting keywords for training the models The last two columns have the classification results when all the keywords are used.
method for biology, where there is usually the need to combine information from different data, like for example microarrays, biomedical articles, sequence and structure data. For example, NLCCA could be used in whole genome analysis to describe genes with one dataset. It could utilize information from the text, the MeSH and GO terms, the phylogenetic profiles, etc. of the genes. The new dataset could then be used into a clustering method in order to extract useful biological knowledge, such as pathways, interactions, etc. Another application of NLCCA could be in the field of health care and medical informatics. An important aspect in the ''post genomic'' era is the correlation between the genotype and the phenotype [28] . NLCCA could be used for combining the clinical data of the patients with their genotype in order to group them into different categories and discover specific trends and patterns for a disease.
As part of our future work we would like to apply NLCCA to describe genes and proteins using information from different sources, like text, expression profiles, etc. in order to discover novel biological knowledge. Also, we would like to apply NLCCA in the field of text clustering and more specifically in the field of biomedical article categorization. We would like to introduce a new methodology that could combine different sources of information in order to improve the efficiency and the usefulness of existing clustering methods, like K-means clustering.
