ON THE WALKS ON CAYLEY GRAPHS‎ by Arezoomand, Majid
FACTA UNIVERSITATIS (NISˇ)
Ser. Math. Inform. Vol. 34, No 3 (2019), 481–490
https://doi.org/10.22190/FUMI1903481A
ON THE WALKS ON CAYLEY GRAPHS
Majid Arezoomand
c© 2019 by University of Niˇs, Serbia | Creative Commons Licence: CC BY-NC-ND
Abstract. Let G be a group and S be an inverse-closed subset of G which does not
contain the identity element of G. The Cayley graph of G with respect to S, Cay(G, S),
is a graph with the vertex set G and the edge set {{g, sg} | g ∈ G, s ∈ S}. In this
paper, we compute the number of walks of any length between two arbitrary vertices of
Cay(G,S) in terms of complex irreducible representations of G. Using our main result,
we give exact formulas for the number of walks of any length between two vertices
in complete graphs, cycles, complete bipartite graphs, Hamming graphs and complete
transposition graphs.
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1. Introduction
Let G be a finite group and S be an inverse-closed subset of G not containing the
identity element of G. The Cayley graph on G with respect to S, Cay(G,S), is a
graph with the vertex set G and the edge set {{g, sg} | g ∈ G, s ∈ S}. Cay(G,S) is
an undirected loop-free regular graph of valency |S|. Many famous regular graphs
can be represented as Cayley graphs. For example, cycles, complete graphs, Ham-
ming graphs and complete transposition graphs are Cayley graphs. Some chemical
graphs are Cayley graphs as well. For instance, the Buckyball, a soccer ball like
molecule which consists of 60 carbon atoms, is a Cayley graph on the alternating
group A5 on 5 symbols with the connection set {(12345), (54321), (12)(23)} [5, p.
209]. Also, the honeycomb toroidal graph is a Cayley graph on a generalized di-
hedral group [1, Theorem 3.4]. Since Cayley graphs possess many properties such
as low degree, low diameter, symmetry, low congestion, high connectivity, high
fault tolerance, and efficient routing algorithms, in the past several years there has
been a spurt of research on using Cayley graphs in constructions of interconnection
networks. For more details see [7].
A walk of length r from vertex x to vertex y in a graph Γ is a sequence of
vertices (v0, v1, . . . , vr) such that v0 = x, vr = y and vi−1 is adjacent to vi for all
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1 ≤ i ≤ r. If x = y then the walk is called a closed walk of length r at vertex x.
The number of walks in a graph is often necessary in, for instance, network analysis,
epidemiology (requiring slow diffusion of viruses) and network design (aiming for
fast data propagation) [3]. Also walks in molecular graphs and their counts for a
long time have found applications in theoretical chemistry [6]. Furthermore, using
counting closed walks, many non-Cayley vertex-transitive graphs are constructed
[10, 11, 12, 13]. So it seems that computing the number of walks in Cayley graphs is
important in graph theory. In this paper, we give an exact formula for the number
of walks of any length between two vertices of a Cayley graph on a group G in
terms of irreducible representations of G. For the representation group’s theoretic
and graph theoretic terminology not defined here, we refer the reader to [9] and [5],
respectively.
2. Main Results
Let G be a finite group and C[G] be the complex vector space of dimension |G|
with basis {eg | g ∈ G}. We identify C[G] with the vector space of all complex-
valued functions on G. Thus a function ϕ : G → C corresponds to the vector
ϕ =
∑
g∈G ϕ(g)eg and vice versa. In particular, the vector eg, where g ∈ G, of the
standard basis corresponds to the function eg, where
eg(h) =
{
1 h = g
0 h 6= g.
Let A = [ax,y]x,y∈G be the adjacency matrix of Γ = Cay(G,S), S = S
−1 ⊆
G \ {1}, where
ax,y =
{
1 xy−1 ∈ S
0 xy−1 /∈ S
.
Then viewing A as a linear map on C[G], we have
Aex =
∑
y∈G
ay,xey =
∑
y∈G,yx−1∈S
ey =
∑
s∈S
esx.(2.1)
Let ωr(Γ;x, y) be the number of walks of length k from the vertex x to the
vertex y in a graph Γ. We denote this by ωr(x, y) when there is no ambiguity.
Recall that for a graph Γ with adjacency matrix A, ωr(Γ;x, y) is the xy-entry of A
r
[5, Lemma 8.1.2]. In particular, ωr(Γ) :=
∑
x∈V (Γ) ωr(Γ;x, x), the total number of
closed walks of length r, is the trace of A which is equal to the sum of rth powers of
the adjacency eigenvalues of Γ [5, p. 165]. Let us start with an important lemma:
Lemma 2.1. Let A be the adjacency matrix of Γ = Cay(G,S). Then
Arex =
∑
y∈G
ωr(x, y)ey.
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Proof. We use induction on r. Since by (2.1), Aex =
∑
s∈S esx, and
ω1(x, y) =
{
1 yx−1 ∈ S
0 yx−1 /∈ S,
the induction holds for r = 1. Now let r ≥ 2 and the result hold for r − 1. Since
there exists a walk of length r from x to y if and only if there exists a walk of length
r − 1 of x to z where yz−1 ∈ S, we have
ωr(x, y) =
∑
s∈S
ωr−1(x, s
−1y).(2.2)
Now we have
Arex = A(A
r−1ex)
= A
(∑
y∈G
ωr−1(x, y)ey
)
(by induction hypothesis)
=
∑
y∈G
ωr−1(x, y)Aey
=
∑
y∈G
ωr−1(x, y)
(∑
s∈S
esy
)
(by (2.1))
=
∑
z∈G
∑
s∈S
ωr−1(x, s
−1z)ez
=
∑
z∈G
ωr(x, z)ez, (by (2.2))
which completes the proof.
Lemma 2.2. Let A be the adjacency matrix of Γ = Cay(G,S). Then
Arex =
∑
s1,...,sr∈S
esrsr−1...s1x.
Proof. We prove the result by induction. By 2.1, we have Aex =
∑
s∈S esx
which proves the result for r = 1. Let r ≥ 2 and the result holds for r − 1. Then
Arex = A(A
r−1ex)
= A
( ∑
s1,...,sr−1∈S
esr−1sr−2...s1x
)
(by induction hypothesis)
=
∑
s1,...,sr−1∈S
Aesr−1sr−2...s1x
=
∑
s1,...,sr−1∈S
∑
sr∈S
esr(sr−1...s1x) (by (2.1))
=
∑
s1,...,sr∈S
esrsr−1...s1x,
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which completes the proof.
Let Irr(G) = {ρ1, . . . , ρm} be the set of all irreducible inequivalentC-representations
of G. Let dk and ̺
(k) be the degree and a unitary matrix representation of ρk,
k = 1, . . . ,m, respectively. We keep these notations throughout the paper. In
the following lemma, which seems to be well-known, the authors constructed an
orthogonal basis for C[G] using the matrix representations ̺(k), 1 ≤ k ≤ m.
Lemma 2.3. ([2, Lemma 1]) Let ̺
(k)
ij (g) be the ijth entry of ̺
(k)(g), 1 ≤ i, j ≤ dk,
and ¯̺
(k)
ij =
∑
g∈G ̺
(k)
ij (g)eg. Then
(i) { ¯̺
(k)
ij | 1 ≤ k ≤ m, 1 ≤ i, j ≤ dk} form an orthogonal basis for C[G],
(ii) ρreg(g)¯̺
(k)
ij =
∑dk
l=1 ̺
(k)
li (g)¯̺
(k)
lj , for all g ∈ G and 1 ≤ i, j ≤ dk, 1 ≤ k ≤ m,
where ρreg is the left regular representation of G,
(iii) C[G] =
⊕m
k=1
⊕dk
j=1W
(k)
j , where W
(k)
j = 〈 ¯̺
(k)
ij | 1 ≤ i ≤ dk〉 which is a
ρreg-invariant subspace of C[G] of dimension dk.
Now we are ready to prove our main result. Let us denote the ij entry of a
matrix X by [X ]ij . Then we have the following theorem.
Theorem 2.1. Let Γ = Cay(G,S), 1 /∈ S = S−1 and Irr(G) = {ρ1, . . . , ρm}.
Then
ωr(x, y) =
1
|G|
m∑
k=1
dk∑
i,j=1
dk
[
(
∑
s∈S
̺(k)(s))r
]
ij
[
̺(k)(xy−1)
]
ji
.
Proof. First, recall that the adjacency matrix A of Γ can be viewed as a linear
map on C[G] and by Lemma C[G] =
⊕m
k=1
⊕dk
j=1W
(k)
j , where W
(k)
j = 〈 ¯̺
(k)
ij |
1 ≤ i ≤ dk〉 which is a ρreg-invariant subspace of C[G] of dimension dk. Since
Arex ∈ C[G], there exist complex numbers α
(k)
ij , 1 ≤ i, j ≤ dk such that
Arex =
m∑
k=1
dk∑
i,j=1
α
(k)
ij ¯̺
(k)
ij .(2.3)
On the other hand, α
(k)
ij =
〈Arex, ¯̺
(k)
ij
〉
〈 ¯̺
(k)
ij
, ¯̺
(k)
ij
〉
, where 〈u, v〉 denotes the usual inner product
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of u and v in complex field vector spaces. Furthermore,
〈Arex, ¯̺
(k)
ij 〉 = 〈
∑
s1,...,sr∈S
esrsr−1...s1x,
∑
g∈G
̺
(k)
ij (g)eg〉 (by Lemma 2.2)
=
∑
s1,...,sr∈S
〈esrsr−1...s1x,
∑
g∈G
̺
(k)
ij (g)eg〉
=
∑
s1,...,sr∈S
∑
g∈G
̺
(k)
ij (g)〈esrsr−1...s1x, eg〉
=
∑
s1,...,sr∈S
̺
(k)
ij (srsr−1 . . . s1x)
=
∑
s1,...,sr∈S
[
̺(k)(sr) . . . ̺
(k)(s1)̺
(k)(x)
]
ij
(since ̺(k) is a homomorphism)
=
[ ∑
s1,...,sr∈S
̺(k)(sr) . . . ̺
(k)(s1)̺
(k)(x)
]
ij
=
[
(
∑
sr∈S
̺(k)(sr)) . . . (
∑
s1∈S
̺(k)(s1))̺
(k)(x)
]
ij
=
[
(
∑
s∈S
̺(k)(s))r̺(k)(x)
]
ij
.
Also
〈 ¯̺
(k)
ij , ¯̺
(k)
ij 〉 = 〈
∑
g∈G
̺
(k)
ij (g)eg,
∑
h∈G
̺
(k)
ij (h)eh〉
=
∑
g∈G
̺
(k)
ij (g)
∑
h∈G
̺
(k)
ij (h)〈eg, eh〉
=
∑
g∈G
̺
(k)
ij (g)̺
(k)
ij (g)
=
∑
g∈G
̺
(k)
ji (g
−1)̺
(k)
ij (g) (since ̺
(k) is unitary)
=
|G|
dk
(by Schur’s relations).
Hence α
(k)
ij =
dk
|G|
[
(
∑
s∈S ̺
(k)(s))r̺(k)(x)
]
ij
. Now from the equality (2.3), Lemma
2.1 and this fact that ¯̺
(k)
ij =
∑
g∈G ̺
(k)
ji (g
−1)eg, we have
ωr(x, y) =
1
|G|
m∑
k=1
dk∑
i,j=1
dk
[
(
∑
s∈S
̺(k)(s))r
]
ij
[
̺(k)(xy−1)
]
ji
,
which completes the proof.
Keeping the notations of Theorem 2.1, since ̺(k)(1) = Idk , we have the following
direct consequence.
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Corollary 2.1.
ωr(Γ : x, x) =
1
|G|
m∑
k=1
dkTr[(
∑
s∈S
̺(k)(s))r ],
where Tr[X ] denotes the trace of matrix X. In particular,
ωr(Γ) =
m∑
k=1
dkTr[(
∑
s∈S
̺(k)(s))r].
Corollary 2.2. ([15, Theorem 2]) Let Γ = Cay(G,S) and 1 /∈ S = S−1 be a union
of conjugacy classes of G. Then
ωr(x, y) =
1
|G|
m∑
k=1
(
∑
s∈S χk(s))
rχk(xy
−1)
dr−1k
.
In particular, if G is abelian then
ωr(x, y) =
1
|G|
|G|∑
k=1
(
∑
s∈S
χk(s))
rχk(xy
−1).
Proof. First, note that S is a union of conjugacy classes if and only if for all
g ∈ G we have g−1Sg = S. Thus for all g ∈ G, we have
̺(k)(g−1)(
∑
s∈S
̺(k)(s))̺(k)(g) =
∑
s∈S
̺(k)(g−1sg)
=
∑
s∈S
̺(k)(s) (since g−1Sg = S).
Hence by Schur’s Lemma,
∑
s∈S ̺
(k)(s) = 1
dk
Tr(
∑
s∈S ̺
(k)(s))Idk =
∑
s∈S χk(s)
dk
Idk .
Now the result follows from Theorem 2.1.
Let G = 〈a〉 ∼= Zn be a cyclic group of order n. Then Irr(G) = {χi | i =
0, . . . , n− 1}, where χk(a
r) = exp(2πikr/n).
Corollary 2.3. (See also [14]) Let Kn be a complete graph with n vertices. Then
ωr(Kn;x, y) =
{
1
n
((n− 1)r − (−1)r) x 6= y
n−1
n
((n− 1)r−1 − (−1)r−1) x = y.
Proof. Let G = 〈a〉 be a cyclic group of order n and S = G \ {1}. Then for all
g ∈ G, g−1Sg = S and Kn = Cay(G,S). Hence, by Corollary 2.2,
ωr(Kn;x, y) =
1
n
n−1∑
k=0
(
∑
s∈S
χk(s))
rχk(xy
−1).
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On the other hand
∑
s∈S
χk(s) =
{
−1 k 6= 0
n− 1 k = 0
Let x = al and y = al
′
. Then χk(xy
−1) = exp(2k(l − l′)πi/n), k = 0, . . . , n− 1. It
is clear that if x = y then
∑n−1
k=0 (
∑
s∈S χk(s))
rχk(xy
−1) = (n− 1)r + (n− 1)(−1)r.
Since z + z2 + . . .+ zn−1 = −1 whenever z is a nth root of unity, we conclude that
if x 6= y then
∑n−1
k=0 (
∑
s∈S χk(s))
rχk(xy
−1) = (n − 1)r − (−1)r, which completes
the proof.
Corollary 2.4. Let Cn be an n-cycle. Then Cn = Cay(G,S) where G = 〈a〉 and
S = {a, a−1}. Furthermore,
ωr(Cn; a
l, al
′
) =
2r
n
n−1∑
k=0
cosr(
2πk
n
) cos(
2πk(l − l′)
n
).
Proof. Let χk ∈ Irr(G). Then χk(a) + χk(a
−1) = 2 cos(2πk
n
). Also χk(xy
−1) =
cos(2πk(l−l
′)
n
) + i sin(2πk(l−l
′)
n
). Furthermore,
∑n−1
k=0 cos(
2πk
n
)r sin(2πk(l−l
′)
n
) = 0.
Now the result follows immediately from Corollary 2.2.
Corollary 2.5. Let Kn,n be the complete bipartite graph with 2n vertices, where
n ≥ 3. Then Kn,n = Cay(G,S), where G = 〈a〉 ∼= Z2n and S = {a, a
3, . . . , a2n−1}.
ωr(Kn,n; a
l, al
′
) =
nr + (−n)r(−1)l−l
′
2n
.
Proof. Let wk = exp(πik/n). Then irreducible characters of G are χk, k =
0, . . . , 2n− 1, where χk(a
l) = wlk. For k 6= 0, n we have wk +w
3
k + . . .+w
2n−1
k = 0.
Thus
∑
s∈S
χk(s) =


0 k 6= 0, n
n k = 0
−n k = n
.
Let x = al and y = al
′
. Then χk(xy
−1) = wl−l
′
k which completes the proof.
Recall that the Hamming graph H(n,m) is the graph whose vertex set is the
Cartesian product of n copies of a set with m elements, where two vertices are
adjacent if they differ in precisely one coordinate. H(n, 2) = Qn is the familiar
n-dimensional hypercuble. It is well-known that Γ = Cay(G1 × . . .×Gn, S) where
Gi = 〈a〉, i = 1, . . . , n, is of order m and S is the set of all elements of G1× . . .×Gn
with exactly one non-identity coordinate. In the following example, we compute
the number of walks between any two vertices in the Hamming graphs.
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Corollary 2.6. Let Γ = H(n,m). Then
ωr(Γ;x, y) =
1
mn
∑
0≤j1,...,jn≤m−1
(
n(m−1)−mc(j1, . . . , jn)
)r
τ (r1−s1)j1+...+(rn−sn)jn ,
where x = (ar1 , . . . , arn), y = (as1 , . . . , asn) and c(j1, . . . , jn) is the number of non-
zero coordinates of (j1, . . . , jn).. In particular,
ωr(Qn;x, y) =
1
2n
∑
0≤j1,...,jn≤1
(
n− 2c(j1, . . . , jn)
)r
τ (r1−s1)j1+...+(rn−sn)jn ,
where x = (ar1 , . . . , arn) and y = (as1 , . . . , asn).
Proof. Let χ ∈ Irr(G1× . . .×Gn) and g = (a
i1 , . . . , ain) ∈ G1× . . .×Gn. Then
there exist (j1, . . . , jn), where 0 ≤ ji ≤ m−1, such that χ(g) = τ
i1j1+...+injn , where
τ = exp(2πi/m). Hence every irreducible character of G1 × . . . × Gn completely
determined by an n-tuple (j1, . . . , jn), where 0 ≤ ji ≤ m − 1. Let us denote the
corresponding character of this tuple by χ(j1,...,jn).
Let x = ai 6= 1 and x(j) be a 1 × n vector that its only non-identity element
is x at the jth position. Let s ∈ S. Then s = (ai)(k) for some 1 ≤ i ≤ m − 1
and 1 ≤ k ≤ n. Hence χ(j1,...,jn)(s) = τ
ijk which implies that
∑
s∈S χ(j1,...,jn)(s) =∑n
k=1
∑m−1
i=1 τ
ijk . On the other hand,
m−1∑
i=1
(τ jk )i =
{
m− 1 jk = 0
−1 jk 6= 0
.
Let c(j1, . . . , jn) be the number of non-zero coordinates of (j1, . . . , jn). Then
∑
s∈S χ(j1,...,jn)(s) =
n(m− 1)−mc(j1, . . . , jn). Now, by Corollary 2.2,
ωr(x, y) =
1
mn
∑
0≤j1,...,jn≤m−1
(
n(m− 1)−mc(j1, . . . , jn)
)r
τ (r1−s1)j1+...+(rn−sn)jn ,
where x = (ar1 , . . . , arn) and y = (as1 , . . . , asn). This completes the proof.
Recall that a partition of a positive integer n is a sequence λ = (λ1, . . . , λm) of
positive integers such that λ1 ≥ λ2 ≥ . . . ≥ λm and
∑m
i=1 λi = n. We write λ ⊢ n to
indicate that λ is a partition of n. Since the inequivalent irreducible representations
of the symmetric group Sn on n letters are conveniently by partitions of n, we write
ρλ, χλ and dλ for the irreducible representation, the character and the degree of
the representation associated with λ ⊢ n.
For λ = (λ1, . . . , λm) ⊢ n, put li = λi +m− i, 1 ≤ i ≤ m. If m = 1 then dλ = 1
and whenever m > 1, by [4, equality (4.11)] we have
dλ =
n!
l1!l2! . . . lm!
∏
i<j
(li − lj).(2.4)
Furthermore,
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(1) if τ ∈ Sn is a transposition, then by [8, equality (5.1)],
χλ(τ) =
M2(λ)
n(n− 1)
dλ,(2.5)
(2) if τ ∈ Sn is a 3-cycle, then by [8, equality (5.2)]
χλ(τ) =
M3(λ) − 3n(n− 1)
2n(n− 1)(n− 2)
dλ,(2.6)
(3) if τ is a product of two disjoint transpositions, then by [8, equality (5.5)]
χλ(τ) =
M2(λ)
2 − 2M3(λ) + 4n(n− 1)
n(n− 1)(n− 2)(n− 3)
dλ,(2.7)
where
M2(λ) =
m∑
j=1
(
(λj − j)(λj − j + 1)− j(j − 1)
)
and
M3(λ) =
m∑
j=1
(
(λj − j)(λj − j + 1)(2λj − 2j + 1) + j(j − 1)(2j − 1)
)
.
Corollary 2.7. Let Γ = Cay(Sn, S), be the complete transposition graph, where S
is the set of all transpositions of {1, . . . , n}. Then for all x ∈ Sn, we have
ωr(x, x) =
1
n!2r
∑
λ⊢n
d2λM2(λ)
r.
Furthermore, if x 6= y be two non-disjoint transpositions then
ωr(x, y) =
1
n!2r+1n(n− 1)(n− 2)
∑
λ⊢n
d2λM2(λ)
r(M3(λ) − 3n(n− 1)),
and if they are disjoint, then
ωr(x, y) =
1
n!2rn(n− 1)(n− 2)(n− 3)
∑
λ⊢n
d2λM2(λ)
r(M2(λ)
2 − 2M3(λ) + 4n(n− 1)).
Proof. Since S is the set of all transpositions of Sn, it is a conjugacy class
of Sn with
n(n−1)
2 elements. On the other hand, by Equality (2.5), for any λ =
(λ1, . . . , λm) ⊢ n we have
∑
s∈S
χλ(s) = |S|χλ((1, 2)) =
M2(λ)
2
dλ.
Let x, y ∈ Sn. If x = y then xy
−1 = 1 and χλ(xy
−1) = χλ(1) = dλ. If x 6= y and
they are not disjoint transpositions then xy−1 is a 3-cycle. Now the result follows
immediately from Corollary 2.2 and equalities (2.6) and (2.7).
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