To satisfy the increasing demand for wireless systems capacity, the industry is dramatically increasing the density of the deployed networks. Like other wireless technologies, Wi-Fi is following this trend, particularly because of its increasing popularity. In parallel, Wi-Fi is being deployed for new use cases that are atypically far from the context of its first introduction as an Ethernet network replacement. In fact, the conventional operation of Wi-Fi networks is not likely to be ready for these super dense environments and new challenging scenarios. For that reason, the high efficiency wireless local area network (HEW) study group (SG) was formed in May 2013 within the IEEE 802.11 working group (WG). The intents are to improve the "real world" Wi-Fi performance especially in dense deployments. In this context, this work proposes a new centralized solution to jointly adapt the transmission power and the physical carrier sensing based on artificial neural networks. The major intent of the proposed solution is to resolve the fairness issues while enhancing the spatial reuse in dense Wi-Fi environments. This work is the first to use artificial neural networks to improve spatial reuse in dense WLAN environments. For the evaluation of this proposal, the new designed algorithm is implemented in OPNET modeler. Relevant scenarios are simulated to assess the efficiency of the proposal in terms of addressing starvation issues caused by hidden and exposed node problems. The extensive simulations show that our learning-based solution is able to resolve the hidden and exposed node problems and improve the performance of high-density Wi-Fi deployments in terms of achieved throughput and fairness among contending nodes.
Introduction
Today, IEEE 802.11 wireless local area network (WLAN) [1] that is widely known as Wi-Fi is the dominant standard in WLAN technology. An infrastructure mode of a basic IEEE 802.11 network is termed a basic service set (BSS) and consists of an access point (AP) and at least one associated station (STA). According to the IEEE 802.11 standard, the multiple access to the communication medium is based on the contention between the different nodes operating on the same frequency channel. The distributed coordination function (DCF) manages the contention-based access by implementing the carrier sense multiple access with collision avoidance (CSMA-CA) mechanism. As described in the standard, if a node is transmitting, all the nodes located in its transmission range must defer their transmissions. This behavior is ruled by the physical carrier sensing (PCS) that is a part of the clear channel assessment (CCA) mechanism. Accordingly, at a given time, there is only one communication occurring within the same BSS. Usually, this communication occurs between the AP and one of the associated STAs and may take one of the two directions: downlink (DL) towards the STA or uplink (UL) towards the AP.
If the contending nodes belong to different BSSs, we talk about an overlapping BSS (OBSS) problem where the nodes of the neighboring co-channel BSSs overhear each other. When multiple co-channel BSS overlap, the communication airtime is shared between them and hence the total capacity of the network is divided by the number of these OBSSs. Since the number of orthogonal frequency channels available for the operation of Wi-Fi networks is limited to 3 in the 2.4-GHz band and may reach a maximum of 24 channels in the 5-GHz band, preventing OBSSs is very challenging especially in dense WLAN environments. The impact of the increasing density on the adaptive channel selection schemes is studied in [2] . Adding to this quantitative limitation, the fact that an interference-free operation on these unlicensed channels is not always guaranteed because many other systems are using them.
Since its introduction in 1997, the IEEE WLAN standard is continuously evolving. Increasing the peak physical throughput was always the main intent behind this evolution. However, the achievable network throughput in real world is affected by many factors that are mostly related to the MAC layer protocols. On another hand, the focus of the standardization activity was mainly on enhancing the performance in a single BSS. Nevertheless, in reality, the inevitable presence of OBSSs aggravates the spectral efficiency and hence the performance of the system.
The increasing demand on high-throughput, large capacity, and ubiquitous coverage for high data rate, realtime, and always-on applications is driving the wireless industry. To respond to these demands, the density of the deployed Wi-Fi networks is drastically increasing in all the deployment scenarios: indoor or outdoor public hotspots, business offices, and private residences. For instance, by 2018, the number of hotspots will grow to the equivalent average of one Wi-Fi hotspot for every 20 people on earth according to a recent study [3] .
Along with this unprecedented level of density, more new challenging deployment scenarios are expected to appear. Already, Wi-Fi is seen as the most suitable solution to cover large venues, stadiums, airports, train stations, and other crowded spaces in indoor and outdoor. Furthermore, Wi-Fi access points are being deployed in plains, trains, and ships. Satisfying this variety of use cases is not a simple task especially when a certain level of quality of experience (QoE) is expected to be met. To deal with the presented issues, the high efficiency WLAN (HEW) study group (SG) [4] was launched and led to the creation of a new task group (TG) in May 2014 that took the name of IEEE 802.11ax [5] . The main goal of this TG is improving the spectrum efficiency to enhance the system area throughput in high-density scenarios in terms of the number of APs and/or STAs.
As argued by many researchers and standardization contributers [6] [7] [8] , the current MAC protocols are very conservative when operating in dense environments. Because of this overprotecting behavior, the performance of the current high-density WLAN networks is degraded. As previously discussed, this density will continue to increase and the future networks will be more and more vulnerable to performance degradation. Obviously, optimizing these protocols for more spatial reuse will boost the overall performance of high-density WLANs in terms of achieved throughput. This is why enhancing the spatial reuse is one of the hot topics discussed in the IEEE 802.11ax task group. Accordingly, the IEEE 802.11ax spatial reuse (SR) ad hoc group is created to work on improving spatial frequency reuse and other mechanisms that enhance the concurrent use of the wireless medium by multiple devices. Several interesting propositions are presented in this group. However, conserving the fairness among different nodes is not always assured with the currently proposed solutions [9, 10] . In a previous work [11] , we proposed an adaptive distributed scheme to enhance the network performance in densely deployed WLANs by leveraging the spatial reuse.
In the same context, in the aim of leveraging the spatial reuse in dense WLAN environments, this work envisions the adaptation of the MAC protocols of a managed WLAN system in a centralized manner. Since the next WiFi generation is intended to be carrier oriented, the future Wi-Fi infrastructure will be increasingly deployed in a planned manner like cellular networks. The centralized approach, subject of this work, is appropriate for plenty of current and future Wi-Fi deployment scenarios. One of the most relevant scenarios studied in the current IEEE 802.11ax task group is the stadium scenario. Actually, two scenarios out of a total of four scenarios discussed in this task group are fully managed (see [12] ).
In this paper, we exploit a new artificial neural network (ANN)-based solution to apply jointly a physical carrier sensing adaptation (PCSA) and a transmit power control (TPC) in a way that preserves fairness between all the nodes in terms of throughput. ANNs [13] are commonly used to address a wide range of pattern recognition problems [14] including classification, clustering, and regression. However, the worth of ANNs to model complex and nonlinear problems is desirable for many real-world problems. In telecommunications domain, ANNs are adopted for a large number of applications [15] , such as equalizers, adaptive beam-forming, self-organizing networks, network design and management, routing protocols, localization, etc. Furthermore, many data mining techniques make use of ANNs to derive meaning from complicated or imprecise data. In WLAN, the main applications of ANNs can be classified as follows: data rate adaptation [16] , quality of service (QoS) provisioning [17] , frame size adaptation [18] , channel allocation [19] , channel estimation [20] , and indoor localization [21] .
To the best of our knowledge, this is the first work to use ANNs to enhance the spatial reuse for high-density WLANs. As shown in Fig. 1 , a central entity (the controller) controls all the APs of the managed WLAN system. This controller is capable of collecting feedback data from all the nodes attached to the system (normally via their corresponding APs) in a periodic manner. The IEEE 802.11k amendment [22] that describes the mechanisms for APs and STAs to dynamically measure and report their radio resources can be useful to design the feedback collection function. In this work, the feedback data consists of the values of the adapted parameters and the average throughput achieved by every node. After the collection phase, the collected data is used by the ANN to learn the nonlinear relation between the parameters in input and the corresponding throughputs in output. The trained ANN is then used to adapt the parameters in such a way to minimize a predefined cost function.
The envisioned approaches to improve the spatial reuse in dense WLANs are presented in Section 1.1. In Section 1.2, we introduce the ANNs theory and the role they play in the proposed solution. Then, the system model is detailed in Section 1.3. The proposed optimization technique is presented in Section 1.4 before explaining the implementation of the whole system in details in Section 1.5. For the evaluation part, Section 1.6 describes the simulation scenarios and discusses the obtained results. Finally, the paper is concluded in Section 2.
Spatial reuse in dense WLANs
In order to enhance the performance of WLANs in dense deployment scenarios, improving spatial reuse is compulsory. In cellular deployments, the most important approaches are prudent site planning and emerged channel assignment for each cell. Although these solutions are always efficient for traditional networks, they are no more sufficient for current dense WLAN environments. Satisfying the tremendously increasing demand in capacity is not possible without densifying network deployments, i.e., installing more APs to serve more STAs. However, as explained earlier, due to the contention-based access mechanism, the number of concurrent transmissions is largely reduced when co-channel APs are closer to each other (OBSS problem). In these circumstances, multiple approaches are envisioned to enhance the situation. In the following, we describe the TPC and the PCSA in the light of their advantages and drawbacks. Then, we present a previous work [11] that proposes a combination of them.
Transmit power control (TPC)
Decreasing the transmission power of the possible interferers helps to fulfill the required SINR at the neighboring receivers. As shown in Fig. 2 , theoretically, the same SINR can be obtained by decreasing the transmission power of all the devices of "x dB" which leads to decrease also the interference power by "x dB". In that way, the transmission ranges in the neighboring networks are shrunk. Widely used in mobile networks, TPC is one of the powerful mechanisms to shrink cells while densifying and hence to permit more spatial reuse. By the same logic, TPC is suggested for high-density WLANs. While TPC is very effective when applied in fully managed architectures over licensed spectrum, many drawbacks are shown when applying it to less managed networks. WLAN deployments are known to be chaotic since in most cases, the APs are individually installed. As the frequency spectrum is unlicensed, managed networks cannot guarantee interference-free operation. In practice, any AP (even if it is a soft AP, i.e., tethering applications) operating in vicinity may disturb the performance of the managed network at any time.
The selflessness of TPC prevents WLAN administrators and producers from activating it when there is no punctual regulatory need (e.g., operating on a frequency band that interferes with neighboring radar systems). Authors in [23, 24] and [25] show the detrimental effect of asymmetrical links caused by the application of TPC in some case scenarios. Actually, TPC is more problematic to achieve in a distributed manner or when the spectrum is free because it fosters higher power transmitters, that are not applying it, at the expense of lower power transmitters that are applying TPC.
Physical carrier sensing adaptation (PCSA)
For the reasons discussed above, another approach that is more suitable to the contention-based access of WLAN is proposed. This approach is called PCSA and is based on the adaptation of the carrier sensing mechanism used by the CCA procedure. In PCSA, instead of decreasing its transmission power, a node will decrease its sensitivity in detecting signals in its environment. In Fig. 3 , the PCS threshold is increased so that tolerable concurrent transmissions are prohibited from triggering busy channel assessments. Consequently, in situations where the signal of interest is received with a power sufficiently higher than the interference power, the reuse between neighboring networks will be possible. In contrast to TPC, there is an important incentive for network administrators and equipment vendors to apply PCSA since the benefit goes directly to the devices that applies it.
Balanced TPC and PCS adaptation (BTPA)
However, as shown in [11] , there are some fairness issues when adopting one of the previous approaches alone. More precisely, it has been shown that while TPC favors the legacy devices (that are not applying TPC), PCSA favors the devices that applies the adaptation. In real world networks, the devices implementing the latest version of the 802.11 standard operate in the same networks with older devices (legacies). The interoperability and backward compatibility is an essential feature in 802.11 WLAN. Preserving fairness between different devices (particularly with legacies) is important for the overall network performance.
Consequently, we proposed in [11] the balanced TPC and PCS adaptation (BTPA). The proposal defines a mechanism to calculate two adaptation values TPC and PCS based on the power level received from the corresponding peer device (i.e., the AP in UL). According to the proposal, the transmission power is reduced by TPC while the PCS threshold is increased by PCS . This leads to an optimal protection range around the transmitter X where one node transmits at a given instance. Outside this range, co-channel nodes are able to successfully transmit simultaneously with X. In a dense cellular deployment simulation scenario, the proposed technique is able to ameliorate the fairness in different situations, while improving the average throughput by four times compared to the standard performance.
Although BTPA could be applied in both distributed and centralized network architecture, in fully managed deployments, we can take benefit from the presence of a central controller to conceive more intelligent solutions. In the present work, we design and implement a centralized learning-based solution that uses also an approach based on a joint adaptation of transmission power and carrier sensing. This new solution benefits from the ANN's ability to model complex nonlinear functions to intelligently enhance the spatial reuse while preserving fairness.
Introduction to artificial neural networks
Artificial neural networks (ANNs) [13] derive their computing power through their parallel distributed structure that gives them the ability to learn and therefore to generalize by producing reasonable outputs for new unseen inputs. The properties of ANN are summarized as the following: input-output mapping capability, adaptivity, nonlinearity, and fault tolerance.
An artificial neuron
The artificial neuron is the basic block of an ANN. The architecture of this fundamental processing unit is shown in Fig. 4 . Accordingly, the transfer function through a single neuron is defined as follows:
where y is the output of the neurone, a(.) is the activation function, n is the number of inputs to the neuron, w i is the weight of input i, x i is the value of input i, and b is the bias value. Depending on the problem that the ANN needs to solve, the activation function can be a step function, a linear function, or a nonlinear sigmoid function.
An artificial neural network
An ANN is obtained by combining multiple artificial neurons. These single neurons are distributed over several layers, namely input, hidden, and output layers. The number of hidden layers and the interconnections between different neurons can be defined in different ways resulting in different ANN topologies [13] . Building the topology of an ANN is just half of the task before being able to use this ANN to solve the given problem. An ANN needs to learn how to respond to given inputs. The learning (or training) step can be achieved in a supervised, unsupervised, or reinforcement way. The unsupervised approach consists on setting the weights and biases to values that minimize a predefined error function.
The weights update
In the training phase, the training data is fed into inputs, then the output of a neuron is calculated as described in Eq.
(1). This procedure is repeated for all neurons at the input layer, then at the hidden layer(s), and finally at the output layer. Afterwards, the error values are calculated based on the desired output value and the actual output value. This error is used to update the weights of all the connections in the ANN. This update is done by a back propagation of the error value, meaning that the weights connecting the output layer neurons to the last hidden layer neurons are updated in the first place. When all the weights are updated, the ANN is ready for the next epoch of the training phase. The maximum number of epochs is predefined depending on the specific problem and the available dataset. The commonly used error function is the mean squares error (MSE) that is defined by
where M is the number of training datasets. When the calculated value of the MSE is less or equal to the predefined Fig. 4 The structure of an artificial neuron desired MSE (MSE des ), the training is stopped and the ANN is considered as sufficiently trained. Furthermore, the stop point may be controlled by other customized metrics.
Why artificial neural networks?
The impact of the MAC protocols on the network performance is very complicated to model. Usually, researchers provide a set of unrealistic assumptions of ideal channel conditions and homogeneous link qualities to simplify their studies. However, these assumptions result in biased results that do not reflect the real life situations. Consequently, optimization efforts basing on these impractical models result in inefficient solutions.
The relation between the individually achieved throughputs for every node and the MAC parameters used on every node is nonlinear, complex, and time variant which is very difficult to predict using an analytical model [26] . This is the motivation behind the use of ANNs to model this highly complicated relation. When the network is sufficiently trained, it will model the aforementioned relation between outputs and inputs. This model can be used to minimize a cost function to determine the best MAC parameter values for each node in order to enhance the performance of the network. For this optimization, we have to define a real-time learning and adaptation algorithm.
Related applications of artificial neural networks in the literature
In the literature, artificial neural networks are employed to model nonlinear relationship between the inputs and the outputs of a given system. The power of neural networks resides in their capability to approximate nonlinear functions. In [27] , authors consider a multi-layered feedforward neural network as a "universal approximator". Typical problems addressed by neural networks include pattern recognition, clustering, data compression, signal processing, image processing, and control problems. In telecommunications, ANNs are implemented for many applications, such as equalizers, adaptive beam-forming, self-organizing networks, network design and management, routing protocols, and localization. ANNs are also proposed in the literature to enhance the performance of WLANs. In [16] , authors propose an adaptation of the transmission data rate based on ANN to improve the aggregate throughput of a WLAN system. QoS provisioning is addressed in [17] using fuzzy logic control to enhance the IEEE 802.11e enhanced distributed channel access (EDCA) function [28] and frame size adaptation [18] . Other important applications of the ANN theory in WLAN systems include indoor localization [21] , channel estimation [20] , and channel allocation [19] .
An adaptive algorithm is proposed in [29] to satisfy a predefined user throughput requirement by optimizing some back-off mechanism parameters. Precisely, the minimum contention window (CW min ) and the arbitration inter-frame spacing (AIFS) are chosen as the adaptable parameters. After propagating the current values of these parameters over a multilayer neural network, the corresponding output is compared to the desired throughput to calculate the training error. Once the MSE is satisfied, the trained neural network is used to optimize the input parameters using a back-propagation mechanism. This optimization consists in minimizing the following cost-reward function:
where T i is the result of the forward-propagation over the ANN and T_Thr i is the required user throughput of user i.
The proposed system model
In this work, we chose the multilayer perception (MLP), the most common ANN topology [13] . We consider an ANN topology of three layers: the input layer, one hidden layer, and the output layer. As shown in Fig. 5 
The aim of this study is to enhance the performance of the network in terms of throughput and preserving fairness between nodes. To chose the new adapted parameters, a minimization of the following cost function is proposed.
Minimizing this Cost is equivalent to the maximization of the Jain's fairness index [30] . This index rates the fairness Although the aim is to preserve fairness in individual achieved throughput, we have to maintain a minimum average throughput per device. Accordingly, X T is defined as the individual average throughput target. Below X T , the average throughput achieved by a given device needs to be enhanced. To satisfy this throughput requirement, we need to minimize the expression described in Eq. (6).
For the final cost (Eq. 7) used by the proposed algorithm, the previously defined costs are summed together. The term multiplied by Cost T is used to normalize it so that it will produce the same weight in the total cost as Cost fairness .
The new optimization algorithm-updating the MAC parameters
For the (n + 1)th adaptation, the ith MAC parameter is adapted by incrementing or decrementing it by β
where 1 ≤ i ≤ 2K at layer l = 0. To minimize the cost function with respect to β (n) i , according to the gradient descent optimization technique, β (n) i is equal to the negative gradient of the cost function as follows:
where η is the update rate of the optimization process. Introducing the activation function at layer (l) to Eq. (9), we obtain At the output layer (l = 2), λ
where the δa
is the activation function value calculated at the output layer after the feed forward process (2) , all using the chain-rule manner described by
accordingly, we have (the current value of the i th parameter). Equation (8) becomes
Our proposal reposes on the expression of Eq. (15) to calculate the new adapted parameters during the optimization process.
Implementation of the proposed solution
We used OPNET modeler 17.5 as the simulation tool. OPNET is a system level simulator that implements the PHY and MAC layers described by the IEEE 802.11n standard. The essential procedures of the proposed solution are described in this section.
A new OPNET node model is created to simulate the controller entity. The process model is represented by its finite state machine shown in Fig. 6 . The ANN is created in the initialization phase INIT, then the process enters the IDLE state and remains there until the next scheduled collection time. The collection event releases the process that enters the COLLECT state. At the end of the collection procedure, the process returns to the IDLE state and waits for the training event. Once fired, process goes to the TRAIN state, trains the ANN, and returns to the IDLE state.
Overview on the proposed solution
As shown in Fig. 7 , each device has to send a registration request to the controller. Upon receipt of this request, the controller creates a registration context specific to the requesting device. The controller affirms or denies the registration with an appropriate registration response. A newly associated device can have the latest optimized parameters via this response.
At a predefined moment, the controller sends a collection start command to all the registered devices. The collection procedure is described in details in the next section. After collecting all the datasets, the controller performs an online training for the previously created neural network. Then, the trained neural network is used to adapt the parameters of the devices. The optimization procedure is described later in this paper.
Finally, the controller sends the optimized parameters values to the corresponding devices. After receiving the update parameters request, each device applies the new parameters and continues its normal operation. According to the circumstances and the predefined policies, the controller is able to send a new collection command whenever it needs.
The different procedures of the proposed algorithm
After examining every procedure apart from others, the overall algorithm is shown in Fig. 8 . The optimization round consists of returning to the start step after running through the different steps depicted in the flowchart. An optimization round n begins by an initialization phase where the ANN is created and configured (Table 1) . Then, the current version of the training dataset is fetched. As it will be described in detail later on, initially, the offline dataset is divided randomly into two parts, one is a part of the training dataset and the other constitutes the testing dataset. The fetched dataset is the offline training part appended to the previously collected dataset entries during past optimization rounds (< n). Then, a new collection procedure starts and the resulting dataset entry is appended to the fetched training dataset. At this point, we are ready to proceed to the training phase described in Section 1.5.3. After that, the ANN is tested using the testing dataset as outlined in Section 1.5.4. If the resulting testing MSE increases' compared to that of the previous optimization round (n − 1), the process quits the training phase and enters the optimization procedure (see Section 1.5.5). At the end of the optimization procedure, the process returns to the start point and a new optimization round (n + 1) starts.
Training procedure
In this section, we describe the training procedure of the ANN. The latter is based on two types of datasets, the first is collected offline (when the real network is not in operational mode) and the second is the result of an online collection (while the normal system operation).
The offline dataset is divided into two separate datasets. The first part is used as the initial part of the training dataset, while the second part is used to test the ANN during the training process. The testing procedure is an important player in determining the end of the training process and the beginning of the optimization process.
The online dataset is the complementary part of the training data set. After every optimization round, the collected dataset entry is appended to the latest training dataset. Accordingly, the ANN is trained with an incremental training dataset, increasing in size after each optimization round. This assures an adaptive behavior of the proposed solution.
The detailed training procedure is depicted in Fig. 9 . To increase the robustness of the training phase, we integrate two test levels to verify if the network is successfully trained or not. To implement our approach, we consider two different criteria. One of them is the well-known desired mean square error (MSE des ). The other criteria is the number of output errors exceeding certain absolute value (the desired fail limit FL des ) that is equivalent to the difference between the output neuron value and the related value in the dataset. We define the desired fail number ratio FNr des as the ratio of output errors exceeding FL des to the total number of output values in the training dataset (number of ANN's outputs K times the number of dataset entries DSe nb ). Accordingly, the first test level consists of a verification whether the current MSE value is less than MSE des value. Once the desired MSE is satisfied, we move to the second test level by testing the number of fails. If the latter does not satisfy the predefined FN des value, the MSE des and the learning rate μ are decreased.
Testing procedure
The testing procedure consists of fetching the offline testing dataset entries and running the ANN for one epoch. Obviously, this run will not affect the trained ANN, meaning that the weights are not updated. Consequently, the testing MSE value is calculated to be used later to conclude if the ANN is enough trained or not. Figure 10 depicts the described procedure.
The optimization procedure
The optimization procedure described in this section integrates the analytical algorithm early detailed in Section 1.4. The working flow of the implemented optimization procedure is shown in Fig. 11 . Firstly, the gradients of the cost function are calculated at the last layer of the ANN as described in Eq. (12) . Then, these values are backpropagated through the ANN as described by Eq. (13) . Consequently, the β values that will be used to adapt the MAC parameters are obtained as described by Eq. (14) . In order to get the new optimized MAC parameters, each β value is added to its related old MAC parameter value as shown by Eq. (8). The update rate η determines how much the optimization process is aggressive in updating MAC parameters. Unless otherwise stated, the update rate η is set to its default value indicated in Table 2 . Before sending the newly updated parameters β (n+1) i to their corresponding nodes, their performance is verified by simulating the resulting cost using the trained ANN. This step will prevent an unnecessary parameters update that may alter the current performance of the operational network. If the simulated cost is better than the current cost (cost decreases), an update message is sent back Fig. 13 Hidden node scenario, illustration of the protection range at optimization round 5 to every registered node asking them to configure their transmission power and carrier sensing using the new optimized values. Otherwise, the nodes are not updated and they continue to use the old parameters β (n) i until the next optimization round.
Results and discussion
In this section, the performance of the proposed learningbased joint adaptation of PSCA and TPC is evaluated through extensive system level simulations. For these simulations, we use the modified WLAN node model of OPNET 17.5 that implements the neural network solution as described earlier in this paper. The main parameters of the simulation system are shown in Table 2 . The mentioned values are the initial values at the beginning of a simulation run. In order to assess the maximum amelioration that the proposed solution can achieve, the target throughout X T is set to the value of the traffic load. The performance of an ANN depends upon its generalization capability. To avoid overtraining of the network, we stop the training procedure at the minimum of the validation error. The effect of some key parameters on the performance of the proposed solution is discussed and highlighted in this section. Firstly, we evaluate the performance of the proposed solution in mitigating hidden and exposed node problems in two simple scenarios. Then, we consider a more complex scenario that reflects a real-world high-density deployment and we evaluate our proposal in such challenging circumstances.
Hidden node scenario
We talk about a hidden node problem when a node that is not able to sense the signal transmitted by an another neighboring node (the hidden node) operating at the same channel, and hence, it assumes that the medium is free and transmits. The simultaneously transmitted signals interfere at the receiving node causing a failure in the reception process. As a solution to this problem, an exchange of request to send (RTS) and clear to send (CTS) frames is described in the IEEE 802.11 standard. However, as widely highlighted in the literature [31] , the RTS/CTS mechanism introduces an important overhead and reduces the capacity of the network in terms of throughput since each node has to transmit the RTS and wait for the CTS response before any transmission. Furthermore, in specific scenarios, this mechanism fails to eliminate hidden nodes [32] . In this study, we experiment the performance of our solution in solving the hidden node problem without using the RTS/CTS. The topology used for this scenario consists of four nodes (two couples: couple A includes node 0 and node 1 and couple B includes node 2 and node 3) placed as shown in Fig. 12 . All these nodes are operating at the same frequency channel. Each node generates a saturated constant bit rate (CBR) traffic to the other node of the same couple. In this scenario, in order to reproduce the hidden node problem, the distances between the different nodes are configured in such a way that if two nodes belonging to different couples transmit simultaneously, both receiving nodes will not be able to receive the signal of interest successfully. This means that couple A and couple B are sharing the total capacity of the network. Basing on a simple simulation of a single transmitter-receiver couple, without any source of co-channel interference, the maximum capacity of a network using the default configurations is around 49 Mbps.
Furthermore, by properly configuring the carrier sensing parameters, each node is able to sense the transmissions of all the other nodes except node 3 that is not able to sense the transmissions of the nodes of couple B. Hence, node 3 is a hidden node and its transmissions degrade the performance of the network. In Fig. 12 , we illustrate the initial protection range around each node. At the end of the simulation, the final protection ranges are depicted in Fig. 13 . All the collected results related to this scenario are plotted in Fig. 14 in terms of the optimization round number. For this evaluation, we consider four metrics: the aggregate throughput (or global throughput), the average throughput (per node), the cost function, and the Jain's fairness index. Each metric is evaluated for two different optimization update rates η: 0.01 and 0.001. Since all the nodes of this scenario are in the same contention domain and the mutual interference between the two couples is destructive in case of simultaneous communications, the maximum achievable throughput is bounded by the maximum capacity of a single transmitter-receiver couple (i.e., 49 Mbps). However, the presence of the hidden node (i.e., node 3 in Fig. 12 ) is degrading the performance of the system. As depicted in Fig. 14b , at the optimization round 0 (initial situation before any optimization), the achieved aggregate throughput is not reaching its optimal level. At the final optimization round, the aggregate throughput is improved by more than 20 % compared to the initial situation. Thanks to the learning-based mechanism, the hidden node problem is completely revealed as illustrated by Fig. 13 . Consequently, the total capacity of the system is fairly shared between the four nodes as shows the Jain's fairness index in Fig. 14c .
As defined in Eq. (15), η determines the aggressiveness of the optimization round update. The Fig. 14a shows that with a higher η, the cost is minimized with less optimization rounds. The same logic applies to the Jain's fairness that reaches its maximum value after the first two optimization rounds for η = 0.01. It is worth mentioning that the cost function is not minimized to zero since the individual average throughput cannot reach X T (i.e., the target throughput). In fact, the maximum capacity of the network is attained before the satisfaction of the target throughput.
Exposed node scenario
In this scenario, we examine the ability of the proposed solution to mitigate the exposed node problem. The scenario topology shown in Fig. 15 consists of the same two couples of nodes used in the previous section but differently configured to reproduce the exposed node problem. Here, the SINR values at a receiver node, in the presence of a simultaneous transmission with the other couple, always permit the receiver to decode successfully the signal of interest. However, the transmission power and carrier sensing are configured in such a way as to prohibit node 3 from transmitting when one of the nodes of couple A is transmitting. Node 3 that belongs to couple B is exposed c d b a Fig. 17 The performance of the proposed optimization in exposed nodes scenario. a The cost in terms of optimization round. b The aggregate throughput in terms of optimization round. c The Jain's fairness index in terms of optimization round. d The average throughput in terms of optimization round here to the transmissions of the nodes of couple A as illustrated in Fig. 15 .
As in the previous scenario, we run the simulation for different η values and we plot the resulting metrics over 5 optimization rounds in Fig. 17 . At the initial situation (i.e., optimization round 0), the Jain's fairness index in Fig. 17c shows clearly the impact of the exposed node problem. Node 3 is not able to gain access to the medium because it is exposed to the transmissions of the other couple. In this scenario, thanks to the initial configurations of the network topology, the maximum attainable capacity of the network is the aggregation of two transmitter-receiver couples (about 98 Mbps). This is due to the fact that relative interfering couples separation is sufficient for successful simultaneous transmissions. However, as clearly depicted in Fig. 17b , the aggregate throughput at the optimization round 0 is far away from the optimal value because node 3 is not able to initiate transmissions neither responding to the transmissions received from node 2.
Our proposed scheme is able to relieve the exposed node situation by decreasing the protection range around the exposed node (node 3) as illustrated in Fig. 16 . This led, in this particular scenario, to a twofold increase in the aggregate throughput as shown in Fig. 17b at optimization round 5. Since the target throughput X T can be easily attained by the different nodes before the saturation point of the system, the cost function plotted in Fig. 17a is minimized to zero at the last optimization round for all the η values.
High-density cellular deployment scenario
In this scenario, we consider a challenging super dense deployment. The definition of this scenario is based on the simulation scenarios defined by the IEEE 802.11ax TG [12] . An important real-world use case considered at the standardization TG is deploying Wi-Fi in a stadium which is characterized by very high numbers of APs and STAs [33] . In such deployments, the distance between two co-channel APs is below 25 m. The cellular scenario considered for our evaluation is illustrated in Fig. 18 . Each BSS is formed by an AP and eight associated STAs. With a frequency reuse equal to 3 and a cell radius of 7 m, the distance between two co-channel APs is about 21 m. All the BSSs shown in the simulated scenario in Fig. 18 operate on the same frequency channel.
The obtained results are presented in Fig. 19 . The first important observation when comparing to the results of the previous scenarios is that the system needs more optimization rounds to converge. This is normal since the scenario is more complex because of the much higher number of devices, and hence, the ANN has larger number of neurons with 126 inputs and 63 outputs. Another observation is related to the Jain's fairness index curve plotted in Fig. 19c . Contrary to the previous scenarios, this index does not reach its maximum value in the current scenario, meaning that not all the devices are achieving the same throughput. In fact, this is due to the difference in throughput between uplink and downlink flows. The AP that is transmitting to eight STAs has almost the opportunity to access the medium as any other ordinary STA. Since the network is saturated, the share of airtime used by the AP to transmit data to one STA is much lower than that used by a STA to send data to the AP. However, after the convergence of the adaptation, the fairness index is importantly enhanced (from ≈0.5 at optimization round 0 to ≈0.7 at the final round). This enhancement reflects the ability of the proposed adaptation to solve the exposed node situations and increasing the spatial reuse between all the BSSs. This enhancement in spatial reuse is clearly seen in Fig. 19b , where the gain in aggregate throughput exceeds 45 %.
Conclusions
A key perspective considered in the ongoing development of the next WLAN generation is increasing the spatial reuse in high-density deployments by adapting the MAC layer protocols. While the control of the transmission power (i.e., TPC) has always been the chosen technique when targeting spatial reuse improvements (traditionally in cellular technologies), many researchers investigated the weakness points in TPC especially in deployments where the compliance of all the wireless devices is not always possible. Adapting the physical carrier sensing is proposed in the IEEE 802.11ax task group where the preparations for the next WLAN standard are taking place. While, there are many more incentives behind preferring this adaptation over TPC, many contributions highlight some fairness issues especially when legacy devices are present in the network.
To overcome the previous problem, we exploit in this work a new solution for jointly optimizing the transmission power and the physical carrier sensing. The main motivation of this joint solution is that the impact of one of these two key parameters on the performance of legacy devices is opposed to the other. While TPC mechanisms favor the legacies, the adaptation of the carrier sensing mechanism disfavors these devices. In this paper, we proposed a new learning-based mechanism using artificial neural networks that is able to optimally adapt the two mechanisms (TPC and PCSA) in order to increase spatial reuse and preserve fairness. This approach takes benefit from the capability of artificial neural networks to approximate complex functions in order to model the throughput performance in terms of MAC layer parameters. This allows an intelligent adaptation of these parameters that enhances the spatial reuse in dense deployments. We showed through extensive simulations that our proposal is capable of resolving hidden and exposed node problems and hence leveraging the aggregate throughput in highdensity deployments while enhancing the fairness among all the nodes.
Furthermore, this solution could be used to optimize other important parameters in the future IEEE 802.11ax WLANs such as the length of the transmit opportunity (TxOP). Future centralized deployments could benefit directly from this new approach to achieve better QoE. This would allow the integration of high efficiency WLANs in mobile cellular networks for traffic offloading.
