We develop an automata-theoretic framework for reasoning about infinitestate sequential systems. Our framework is based on the observation that states of such systems, which carry a finite but unbounded amount of information, can be viewed as nodes in an infinite tree, and transitions between states can be simulated by finite-state automata. Checking that the system satisfies a temporal property can then be done by an alternating two-way tree automaton that navigates through the tree. As has been the case with finite-state systems, the automatatheoretic framework is quite versatile. We demonstrate it by solving several versions of the model-checking problem for § -calculus specifications and prefixrecognizable systems, and by solving the realizability and synthesis problems for § -calculus specifications with respect to prefix-recognizable environments.
Introduction
One of the most significant developments in the area of formal design verification is the discovery of algorithmic methods for verifying temporal-logic properties of finitestate systems [CES86, LP85, QS81, VW86] . In temporal-logic model checking, we verify the correctness of a finite-state system with respect to a desired behavior by checking whether a labeled state-transition graph that models the system satisfies a temporal logic formula that specifies this behavior (for a survey, see [CGP99] ). Symbolic methods that enable model checking of very large state spaces, and the great ease of use of fully algorithmic methods, led to industrial acceptance of temporal model checking [BBG¨94] .
An important research topic over the past decade has been the application of model checking to infinite-state systems. Notable successes in this area has been the application of model checking to real-time and hybrid systems (cf. [HHWT95, LPY97] ). Another active thrust of research is the application of model checking to infinite-state sequential systems. These are systems in which a state carries a finite, but unbounded, amount of information, e.g., a pushdown store. The origin of this thrust is the important result by Müller and Schupp that the monadic second-order theory of context-free graphs is decidable [MS85] . As the complexity involved in that decidability result is nonelementary, researchers sought decidability results of elementary complexity. This started with Burkart and Steffen, who developed an exponential-time algorithm for model-checking formulas in the alternation-free -calculus with respect to contextfree graphs [BS92] . Researchers then went on to extend this result to the -calculus, on one hand, and to more general graphs on the other hand, such as pushdown graphs [BS99a, Wal96] , regular graphs [BQ96] , and prefix-recognizable graphs [Cau96] . The most powerful result so far is an exponential-time algorithm by Burkart for model checking formulas of the -calculus with respect to prefix-recognizable graphs [Bur97b] . See also [BCMS00, BE96, BEM97, BS99b, Bur97a, FWW97] .
In this paper we develop an automata-theoretic framework for reasoning about infinite-state sequential systems. The automata-theoretic approach uses the theory of automata as a unifying paradigm for system specification, verification, and synthesis [WVS83,EJ91,Kur94,VW94,KVW00]. Automata enables the separation of the logical and the algorithmic aspects of reasoning about systems, yielding clean and asymptotically optimal algorithms. The automata-theoretic framework for reasoning about finitestate systems has proven to be very versatile. Automata are the key to techniques such as on-the-fly verification [GPVW95] , and they are useful also for modular verification [KV98] , partial-order verification [GW94, WW96] , verification of real-time and hybrid systems [HKV96, DW99] , and verification of open systems [AHK97, KV99] . Many decision and synthesis problems have automata-based solutions and no other solution for them is known [EJ88,PR89,KV00]. Automata-based methods have been implemented in industrial automated-verification tools (c.f., COSPAN [HHK96] and SPIN [Hol97, VB99] ).
The automata-theoretic approach, however, has long been thought to be inapplicable for effective reasoning about infinite-state systems. The reason, essentially, lies in the fact that the automata-theoretic techniques involve constructions in which the state space of the system directly influences the state space of the automaton (e.g., when we take the product of a specification automaton with the graph that models the system). On the other hand, the automata we know to handle have finitely many states. The key insight, which enables us to overcome this difficulty, and which is implicit in all previous decidability results in the area of infinite-state sequential systems, is that in spite of the somewhat misleading terminology (e.g., "context-free graphs" and "pushdown graphs"), the classes of infinite-state graphs for which decidability is known can be described by finite-state automata. This is explained by the fact the the states of the graphs that model these systems can be viewed as nodes in an infinite tree and transitions between states can be expressed by finite-state automata. As a result, automata-theoretic techniques can be used to reason about such systems. In particular, we show that various problems related to the analysis of such systems can be reduced to the emptiness problem for alternating two-way tree automata, which was recently shown to be decidable in exponential time [Var98] .
We first show how the automata-theoretic framework can be used to solve thecalculus model-checking problem with respect to context-free and prefix-recognizable systems. While our framework does not establish new complexity results for model checking of infinite-state sequential systems, it appears to be, like the automata-theoretic framework for finite-state systems, very versatile, and it has further potential applications. We demonstrate it by showing how the -calculus model-checking algorithm can be extended to graphs with regular state properties, to graphs with regular fairness 
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Context-free rewrite systems can be viewed as a special case of prefix-recognizable rewrite systems. In the next section we describe how to extend the construction described above to prefix-recognizable graphs, and we also analyze the complexity of the model-checking algorithm that follows for the two types of systems.
Model Checking of Prefix-Recognizable Graphs
In this section we extend the construction described in Section 3 to prefix-recognizable transition systems. The idea is similar: two-way automata can navigate through the full Q -tree and simulate transitions in a system induced by a rewrite system by a chain of transitions in the tree. While in context-free transition systems the application of rewrite rules involved one move up the tree and then a chain of moves down, here things are a bit more involved. In order to apply a rewrite rule
, the automaton has to move upwards along a word in In order to follow the above application of rewrite rules, the state space of
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The constructions described in Theorems 3 and 4 reduce the model-checking problem to the nonemptiness problem of an alternating two-way parity tree automaton. By Theorem 1, we then have the following.
Theorem 5. The model-checking problem for a context-free or a prefix recognizable rewrite system
Together with Theorem 2, we can conclude with an EXPTIME bound also for the model-checking problem of -calculus formulas matching the lower bound in [Wal96] . Note that the fact the same complexity bound holds for both context-free and prefixrecognizable rewrite systems stems from the different definition of R i n the two cases.
Extensions
The automata-theoretic approach offers several extensions to the model-checking setting. We describe some of these extensions below.
Regular state properties
The systems we want to reason about often have, in addition to a set of actions, also a set ¡ of state properties. In the case of finite-state systems, these are described by a mapping ¢ 4 ¤ 6 ¡ that associates with each state of the labeled transition graph that models the system, the property that is true in it (for simplicity, we assume that exactly one property holds in each state). In our case, of infinite-state graphs induced by rewrite systems, we consider regular state properties, where each property ; thus it reads from the input graph both the state properties, in order to know with which transition to proceed, and the actions, in order to know to which successors to proceed. The formal definition of a run of an extended graph automaton on a labeled transition graph with state properties is the straightforward extension of the definition given in Section 2.4 for the graph automata described there. Alternatively, one can consider a -calculus with both state properties and actions [Koz83] . Theorem 2 holds also for formulas in such a -calculus.
Having our solution to the model-checking problem based on two-way automata, it is simple to extend it to graphs and specifications with state properties. Indeed, whenever the automaton 
Fairness
The systems we want to reason about are often augmented with fairness constraints. Like state properties, we can define a regular fairness constraint by a regular expression 
Backward modalities
Another extension is the treatment of specifications with backwards modalities. While forward modalities express weakest precondition, backward modalities express strongest postcondition, and they are very useful for reasoning about the past [LPZ85] . In order to adjust graph automata to backward reasoning, we add to . Theorem 2 can then be extended to -calculus formulas and graph automata with both forward and backward modalities [Var98] . 4 The exact semantics of fair graph automata as well as fair § -calculus is not straightforward, as they enable cycles in which we switch between existential and universal modalities. To make our point here, it is simpler to assume, say, graph automata that correspond to CTL Extending our solution to graph automata with backward modalities is simple. Consider a node 
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. The complexity of the model-checking algorithm stays the same. Note that the simple solution relies on the fact that the structure of the rewrite rules in a prefix-recognizable rewrite system is symmetric (that is, switching d and h results in a well-structured rule), which is not the case for context-free rewrite systems 5 .
Global model checking
In the full paper we show that in addition to checking whether a system 
( ! a re the "next" and "previously" modalities). Hence, the algorithm can be used to compute successors and predecessors of regular state sets, and can be viewed as the automata-theoretic approach to the algorithms in [BEM97] .
This observation is related to the work in [LS98] , where bottom-up automata on finite trees are used in order to recognize sets of terms in Process Algebra. Given a term £ , [LS98] shows that it is possible to define . Given H and a graph automaton
, we say that a strategy¨of H is winning for
The setting described here corresponds to the case where the system needs to satisfy a specification with respect to environments modeled by a rewrite system. Then, at each state, the system chooses the action to proceed with and the environment provides the rules that determine the successors of the state. Branching-time realizability of finitestate systems can be viewed as a special case of our setting here, where for all actions , it applies to the transition function of the specification graph automaton only rewrite rules in R S 4 5 7 9
. Hence the following theorem. 
