Ratios of carefully selected line depths are sensitive to stellar effective temperature (T eff ). Relations established between line-depth ratio (LDR) and T eff allow one to determine T eff precisely. However, LDRs can also depend on metallicity and abundance ratios, which can limit the accuracy of the LDR method unless such effects are properly taken into account. We investigate the metallicity effect using H-band spectra and stellar parameters published by the APOGEE project. We clearly detected the effects of metallicity and abundance ratios; T eff derived from a given LDR depends on the metallicity, 100-800 K dex −1 , and the dependency on the abundance ratios, 150-1000 K dex −1 , also exists when the LDR involves absorption lines of different elements. For the 11 line pairs in the H-band we investigated, the LDR-T eff relations with abundance-related terms added have scatters as small as 30-90 K within the range of 3700 < T eff < 5000 K and −0.7 < [Fe/H] < +0.4 dex. By comparing the observed spectra with synthetic ones, we found that saturation of the absorption lines at least partly explains the metallicity effect.
INTRODUCTION
Determining the effective temperature (T eff ) of a star is a fundamental step in stellar spectral analysis. There are various methods to determine T eff , such as using colour-T eff relations (e.g. Bessell et al. 1998 ) and combining interferometric diameters and bolometric fluxes (e.g. Heiter et al. 2015) . Many of these methods, however, work only for stars whose foreground extinction are not severe. Unlike the methods using colours or interferometric data, absorption lines in continuum-normalised spectra are not affected by interstellar reddening or extinction except rare and weak diffuse interstellar bands (Zasowski et al. 2015; Elyajouri et al. 2017) . Thus, a line-depth ratio (LDR), which measures a ratio of two metallic lines with different excitation potentials (EPs), can be a useful indicator of T eff for a wide range of the Milky Way disc in which the interstellar extinction tends to be a problem (Matsunaga 2017 ). However, most previous studies on the LDR method considered only optical spectra. For example, such works applied to giants, which is our targets, include: Strassmeier & Schordan (2000) , Gray & Brown (2001) , and Kovtyukh et al. (2006) . Recently, Fukue et al. (2015) found nine LDR-T eff relations using H-band E-mail: mingjie@astron.s.u-tokyo.ac.jp spectra of eight stars (mainly giants), and Taniguchi et al. (2018) found 81 relations using Y J-band spectra of nine giants. Their relations are the first found in these wavelengths, but the limited numbers of their samples left many points to be addressed, e.g. more precise calibration and metallicity effects on the LDRs.
It has been expected, to the first approximation, that the LDRs only weakly depend on metallicity and other parameters. Sasselov & Lester (1990) investigated LDRs combining C I and Si I lines around 1.1 µm and found that the dependency on gravity and microturbulence is small (see their fig. 1 ). However, by studying five LDRs in optical spectra of 92 red giants with a spread in metallicity, Gray & Brown (2001) found that there is a significant scatter around the relations between LDR and colour (a proxy for temperature), and that the deviation is correlated with metallicity as well as absolute magnitude (a proxy for surface gravity). Moreover, although the numbers of stars studied in Fukue et al. (2015) and Taniguchi et al. (2018) are limited, their studies show offsets of metal-poor stars in some LDR-T eff relations. It is important to characterize the metallicity effect, and such an effect, if any, would have to be taken into account in the determination of T eff .
In this work, we investigate the effects of metallicity and abundance ratios on LDR-T eff relations using a large number of H-band spectra collected in the APOGEE survey (Majewski et al. 2017) . The APOGEE spectra cover eight pairs of absorption lines among the nine reported by Fukue et al. (2015) . The spectra also include wavelengths in the gaps between echelle orders of the spectra used by Fukue et al. (2015) , which allows us to search for new line pairs useful for the LDR method. We describe the selection and analysis of the APOGEE data in Section 2. In Section 3, we first derive LDR-T eff relations for solar-metal objects and then extend the metalliticy range to derive the relations including metallicity terms. The cause of the metallicity effect is discussed in Section 4, and the summary is given in Section 5.
DATA AND ANALYSIS

APOGEE Catalogue and H-band Spectra
The main targets of the APOGEE survey are red giants selected for the purpose of studying stellar populations spread over various regions of the Milky Way (i.e. bulge, disk, and halo). Their Data Release 14 (DR14) provides us with temperatures and other parameters of individual objects obtained by APOGEE Stellar Parameters and Chemical Abundances Pipeline (ASPCAP, García Pérez et al. 2016) together with individual H-band spectra (R ∼22, 500). The spectra cover a wavelength range from 1.514 to 1.696 µm with two gaps at 1.581-1.585 µm and 1.644-1.647 µm. Using these homogeneous H-band spectra of numerous objects with the parameters estimated, the temperature scales in Fukue et al. (2015) can be tested with a significantly larger sample. Moreover, it is possible to investigate the metallicity effect on the LDR-T eff relations by comparing the LDRs at different metallicities.
Selection of APOGEE sample
For our analysis, 17,459 spectra were selected among 277,371 included in DR14 on the following criteria:
(i) Signal-to-noise ratio (S/N) given in their catalogue is higher than 300.
(ii) The data quality flags, STARFLAG, and two flags inside ASPCAPFLAGS (i.e. STAR_WARN and STAR_BAD) are 0 (which means no warning was given). These flags, if non-zero values are given, indicate at least one of the various shortcomings such as low S/N, poor matches to synthetic spectra, being too close to the limit of available grid points for models, and so on 1 .
(iii) Six abundances relevant to our study, [Ti/Fe] , are available together with errors, and the corresponding flags inside ELEMFLAG 2 are 0 (no issue in the abundance determination) or 512 (OTHER_WARN, other warning condition). Most of the stars with the flag 512 have low or high temperatures, T eff 4100 K or T eff 5100 K, but they show the same trend in the abundance-metallicity diagrams as the stars with the flag 0. Although abundances for these low-or high-T eff stars may not have been properly calibrated, including them allows us to enlarge the temperature range for this work. Fig. 1 plots the stellar parameters of the APOGEE sample, T eff , log g, microturbulence, and [Fe/H]. The metallicity is well spread between −0.7 and +0.4 dex for the stars with a wide range of temperature, 3700 < T eff < 5000 K (roughly corresponding to the range of spectral types G6-M2). It should be noted that red giants show a correlation between T eff and the gravity, log g, and so does the APOGEE sample as illustrated in Fig. 1 (a) (see also fig. 20 in Majewski et al. 2017) . It is therefore difficult to investigate the gravity effect, if any, independently. As a result, the LDR-temperature scale we study here should be applied to red giants which fall more-or-less on the branch formed by the APOGEE sample. We limited the samples within the black box in Fig. 1 (a) to remove red clump stars as well as some outliers which are clearly deviated from the red giant branch. Fig. 2 plots relevant abundance ratios against the metallicity of our sample (after the red clump stars and outliers removed). The wide ranges of the metallicity and the abundance ratios allow us to study the metallicity effects on LDR-T eff relations.
Measurement of the LDRs
We adopt the line pairs used in Fukue et al. (2015) and also search for new line pairs in the APOGEE spectra. Among the nine line pairs in Fukue et al. (2015) , eight (IDs 2 -9) are within the APOGEE wavelength range, while the K I line of the pair (1) at 15163.09Å is outside. However, we reject the line pair (7) for the following reason. The line list of Melén-dez & Barbuy (1999) has two Fe I lines with different EPs, 6.38 and 2.18 eV, at the same wavelength, λ = 16225.64Å. These lines are also very close to each other (∆λ < 0.02Å) in the list adopted by APOGEE (Shetrone et al. 2015) . Our simulation making use of synthetic spectra confirmed that the two lines have significant contributions with different sensitivity to temperature: the high EP line is dominant at high T eff (∼6000 K), while the two become comparable at lower T eff . Such a situation leads to a complicated response to T eff and possibly to other parameters. In fact, the line pair (7) gives the largest scatter around the fitted LDR-T eff relation in Fukue et al. (2015) , and we also confirmed this with the APOGEE dataset. Thus we exclude this line pair in the following analysis.
On the other hand, based on the list of Shetrone et al. (2015) , we searched for new pairs of lines with significantly different EPs which give tight LDR-T eff relations. All atomic lines with EP < 5 eV were classified as low EP lines, but we excluded those which have other atomic lines within 2Å. We then tried to find high EP lines (EP > 5 eV) which have no other atomic lines within 2Å but are close to each of the low EP lines. Four new pairs, IDs 10-13, were identified ( Table 1) .
The spectra in the APOGEE DR14 are in vacuum and rest wavelength, i.e. shifts caused by stellar radial velocities have been corrected. We made the transformation to air wavelength (using the formula in Ciddor 1996) which is directly comparable with wavelengths in Fukue et al. (2015) .
Although the pseudo-continuum normalised spectra are given in DR14, the continuum level tends to be significantly higher than the unity, and further normalisation is required Table 1 . Line pairs used in our LDR-T eff relations. Parameters of each line are taken from Shetrone et al. (2015) with λ transformed into the air wavelength scale.
Low-excitation Line
High-excitation Line for our purpose. For each part of the spectra separated by the gaps, we ran the IRAF continuum task 10 times using the cubic spline function with iterative rejections of the pixels more than 1.6σ below the fit where σ is the residual at each iteration. We created histograms of count distribution of the re-normalised spectra, and the full widths at half maximum for the continuum part were converted into errors of continuum determination (σ con ) assuming that the errors follow Gaussian. Then four or five points around a given line centre were fitted with Gaussian and parabola curves. The GaussianHermite profile, identified as the line spread function of APOGEE spectra by García Pérez et al. (2016) , was also applied to fit nine points around the centre. These give us three estimates of the depth. If a depth was smaller than 3σ con , the measurement was discarded. We also rejected the measurement if the distance between the line's rest wavelength and the minimum of the fitted curve was larger than a pixel (∼0.2Å) or if the measured depth had a statistical error larger than 0.05. Such errors can be seen in lines for which blends with other lines are too strong or bad pixels skew the line profile. Approximately 20% of the measurements were rejected. The line depths measured from the three profiles are similar to each other; the systematic differences between the depth measurement with the different profiles are approximately 1% for all the line pairs, and the standard deviations of the differences are typically of the order of 2%. Considering the conclusion by Strassmeier & Schordan (2000) and that the Gaussian-Hermite profile requires more points which may be more affected by blends, we use the depths measured by the parabola fitting in the following analysis unless otherwise mentioned. The impacts of blending lines around the selected lines will be discussed in Section 4.3.
RESULTS
LDR-T eff relations of the solar-metal sample
First, we consider only solar-metal stars, i.e. −0.05 < [Fe/H] < 0.05 dex. The abundance ratio of the element for the low EP line to that for the high EP line, [X low /X high ], was also required to be around the solar, zero, within ±0.05 dex. Fig. 3 plots the obtained LDRs versus T eff . It is clear that linear fits are not sufficient for some relations, and we obtained least-squares fits in the form of
where r is the LDR (the ratio of low to high EP line depths, d low /d high ) and r 0 is the intermediate LDR value for each relation. The obtained coefficients are given together with r 0 in Table 2 . The third-order polynomial formula is also tested with the same dataset but the improvements are not significant except for the line pair (5), and thus we adopt the third-order term, a (r − r 0 ) 3 , only for the pair (5). Fig. 3 draws the obtained relations as well as the linear relations in Fukue et al. (2015) where available. The new relations we found, i.e. (10)-(13), are reasonably tight, suggesting that they are as useful as the previously reported line pairs. The mean residual value of our relations is ∼60 K, smaller than the residuals found by Fukue et al. (2015) , ∼150 K. Their relations tend to be slightly offset from the distribution of our measurements. The moderate offsets, 100-200 K, are still at the same order of the residuals around the fitted relations which Fukue et al. (2015) obtained for the eight calibrating stars; their result may also be affected by the metallicity as we discuss in the next section.
LDR-T eff relations with metallicity terms
In order to investigate the metallicity effect on the LDR-T eff relations, we here consider least-squares fits in the form of
to the samples inside the black boxes in Fig. 2 . The last term is omitted for the line pairs with two Fe lines. Similarly to the previous section, an extra term a (r − r 0 ) 3 is added for the line pair (5). As given in ], from ∼100 K dex -1 to ∼800 K dex -1 , which is in the same order of the model prediction discussed in Fukue et al. (2015) . The dependency on [X low /X high ] has various sizes depending on the elements involved; varying [Ti/Fe] gives a relatively small shift, from ∼150 to ∼550 K dex -1 , while the dependency on [K/Si] and [Al/Fe] are larger, ∼800 and ∼1000 K dex -1 , respectively.
We compare the temperatures derived by the LDR-T eff -metal relations and those in the APOGEE catalogue, T APOGEE . For each star, we take a weighted average of temperatures from all available LDRs where the weights are given based on the residuals of the individual LDR-T effmetal relations (i.e. σ in Table 3 ). This temperature based on the LDR method, T LDR , and T APOGEE are consistent as presented in Fig. 6 . At the both ends of the temperature range (lower than 3800 K and higher than 4800 K), the plot shows weak deviations from zero and slightly larger scatters. This may be due to imperfect formula we adopted, but adding the third-order term, a (r − r 0 ) 3 , didn't reduce the scatter significantly except for the line pair (5). Similarly to Fig. 6 , the temperatures from the LDR relation of each line pair agree well with T APOGEE , and there are no particular ranges of temperature and metallicity where the differences between the LDR temperatures and T APOGEE get commonly large (see Supporting Information).
When we consider the entire sample within the black boxes in Fig. 2 , the systematic offset between T LDR and T APOGEE is negligible, 2 K. This is expected because T APOGEE themselves were used for calibrating our relations. The scatter of 35 K is smaller than the uncertainty given by Fukue et al. 2015 (∼60 K) . There is no metallicity term in the relations of Fukue et al. (2015) . Among the 8 stars used for calibrating their LDR-T eff relations, 5 are outside the range of −0.1 < [Fe/H] < 0.1, which can explain their larger scatter. Fig. 6 (b) shows that T LDR −T APOGEE has no systematic trend with [Fe/H]; the metallicity terms we introduced sufficiently remove the metallicity effect.
As described in the webpage on APOGEE DR14 Stellar Abundances 3 , there are warnings or caveats on abundances of some particular elements: [Ti/H] does not show the expected trend with metallicity (Holtzman et al. 2015; Hawkins et al. 2016) . Co abundances in clusters show significant trends with T eff , and a temperature-dependent calibration relation was applied to [Co/H], leaving a possibility of introducing a large systematic error. Although the coefficients of equation 2 may be affected by such systematics, the small standard deviations of the LDR-T eff -metal rela- Fig. 1 are not included in this plot, and those indicated by grey points in this plot are not used in the analysis either. Those inside the white and black boxes are used for the fits in Section 3.1 and 3.2, respectively. tions for objects in the large parameter space manifest their advantage over the LDR-T eff relations.
DISCUSSION
Expected relation between the line depth and metallicity
Here we discuss a factor contributing to the metallicity effect, namely line saturation. In general, the strength of an absorption line increases with metallicity. The LDR would be independent of the metallicity if both low and high EP lines depend on the metallicity in the same manner. Otherwise, the LDR would vary with the metallicity, which introduces the metallicity effect. The relation between a line's equivalent width and the metallicity (to be exact, the number of absorbing atoms along the line of sight) is called the curve of growth, which is divided into three parts: linear, saturated and damped regions. Here we consider the line depth instead of the equivalent width and discuss the curve of depth growth (hereafter CDG) which shows the growth of the line depth with increasing metallicity. The CDG is expected to show a similar trend with the curve of growth except the damped part for the following reason. We confirmed by fitting the spectral lines with Gaussian profile that the widths of lines in the APOGEE spectra are independent of the line strengths and identical for all the relevant lines.
The full width at half maximum of the lines are on average 0.8Å with the standard deviation of 0.1Å, and the line depth of 0.1 typically corresponds to the equivalent width of 0.09Å. This linear relation between line depth and equivalent width is valid at least up to the depth of 0.6. Saturation occurs at around the depth of 0.1, but the line depth can trace the line growth even in the saturated region because of the line broadening including macroturbulent and instrumental ones (the instrumental broadening is dominant in APOGEE spectra of giants). Absorption at neighbouring wavelengths around the line centre keeps growing in the saturated region and contributes to the observed depth at the centre thanks to the broadening; the CDG therefore shows the growth in the saturated region like the curve of growth. In contrast, growth in the damped part is expected to give little effect on the depth of the CDG when spectral resolution is high enough to resolve the damping wing. Note that we changed atmosphere models according to the metallicity in our CDG plots. This may cause an additional change in the line growth, but our simulation indicates that the slope of the CDG is still unity in the linear part.
Match between the CDG and the observational data
Whether the LDR is affected by the metallicity or not depends on which regions of the CDG the lines lie in. When both lines are in the linear region, they get deeper in the same way with increasing the metallicity and thus the metallicity effects on the two depths cancel each other out when the ratio is taken. This is actually the reason why weak lines are suggested to use by some authors (e.g. Gray 1994 , Kovtyukh et al. 2006 . In contrast, when lines are saturated, the line depths may show different responses to the metallicity depending on the degree of saturation. In such a case, the LDR depends on the metallicity. To check whether the line saturation actually affects our LDRs, we compare the observed line depths with theoretical CDGs. In the following discussion, We used synthetic spectra produced by MOOG (Sneden et al. 2012 ) making use of ATLAS9 stellar atmosphere models from Mészáros et al. (2012) and the line list of APOGEE (Shetrone et al. 2015) to calculate theoretical LDRs. Both atomic lines and molecular lines 4 are included in the synthetic spectra. With the help of the synthetic spectra, we can investigate the metallicity effect in a wider parameter space than one can explore only with observational data. Including low-metal regions allows us to examine the linear part of the CDG and to determine whether the observational data are affected by the line saturation. We changed log g and microturbulence of the models considering the relations between these two parameters and T eff found in the APOGEE catalogue as illustrated in Fig. 1 . The orange points in Fig. 1 indicate the stellar parameters we used to calculate synthetic spectra. Because we use the atmospheric models from Mészáros et al. (2012) with the grid spacing of 0.5 dex in log g, the adopted log g are slightly biased from the sequence of the APOGEE sample, especially at T eff ≥ 4750 K. However, at this temperature range, changing log g by 0.5 dex would change the predicted LDR by less than 0.03 in the entire metallicity range and less than 0.01 in the range of the observed sample we consider, −0.7 < [Fe/H] < 0.4 dex. The small offsets in log g have therefore no significant impact on the conclusions in this paper.
The depth and slope of each line in the CDG based on synthetic spectra at T eff = 4500 K and [Fe/H] = 0.0 dex are plotted in Fig. 7 . The line is in the linear region if the slope of the CDG (∂ log d/∂[Fe/H]) is 1. It is clear that all the lines are saturated in this temperature and metallicity. We note that the line pairs (10) and (12) have contaminations larger than other line pairs as seen in Fig. 7 (c) . While the characteristics of the LDR relations of these two pairs such as the scatters around the relations seem similar to other line pairs, the strong blends may introduce large errors under some conditions. Fig. 7 also suggests that the characteristics of the line pair (4) is not particularly different from those of the others. Thus the line pair (4), Ti I 15543.78Å/Fe I 15591.49Å, is considered as an example in the following discussion unless otherwise mentioned. Fig. 8 shows that the theoretical CDGs match the observational trend but show systemic offsets. The difference between the theoretical CDGs and the measured LDRs may be due to the determination of continuum level, inaccurate log g f values, and/or variations of [Ti/Fe] and other ratios from the solar values that we assumed for the synthetic spectra. The continuum in the final spectra may depend on the algorithm and the tool used for the normalisation. We made a comparison between the line depths of the line pair (4) in synthetic spectra normalised by the IRAF continuum task and those in synthetic spectra themselves (the theoretically true continuum). The depth differences between the former spectra and those in the latters are smaller than 10%. This discrepancy has a weak effect on the LDR, |∆ log r | < 0.03, regardless of the line depth. Therefore, the continuum normalisation have a very small effect on the LDR-T eff relations. However, there may well be other factors which affect the normalisation of real observed spectra, e.g., cosmic artifacts, data-reduction residuals, and spectral resolution variation. The uncertainties in continuum normalisation may contribute to the scatter of our derived LDR-T eff -[Fe/H] relations. It is advised to use the same normalisation method in both the calibration phase of constructing the relations and in the application phase of estimating T eff of new targets especially when spectral resolution is not high. Nevertheless, the theoretical CDGs reproduce the shapes of the observational CDGs well, which enables us to conclude that the line saturation is the main course of the metallicity effect as follows.
In Fig. 8 , the CDGs for the low EP line indicate that the linear region appears at [Fe/H] < −1.5 dex with T eff ∼ 4000 K, while they are almost totally in the linear region with T eff > 5000 K. For the high EP line, the CDGs are found to be in the saturated region at the metallicity around −1.5 dex and higher. Synthetic spectra of other line pairs also show similar trends; this result indicates that all high EP lines measured in our sample are saturated as well as low EP lines at T eff ≤ 4500 K. In contrast, some low EP lines remain in the linear region at relatively high temperatures. With the different slopes of CDGs, the LDR changes with [Fe/H] even at a fixed T eff (Fig. 8, panel d) . Therefore the line saturation, at least partly, explains the metallicity effect in the LDR-T eff -metal relations. As illustrated in Fig. 8 (e) , the metallicity effect gets small in two different cases: very low metallicity ([Fe/H] −1.5 dex) and a narrow strip at a low temperature (T eff ∼4000 K; see the almost flat sequence of the purple dots in Fig. 8 (c) ). In the former case, both lines are in the linear region, while in the latter case the CDGs of both low and high EP lines have similar slopes in the saturated region. In fact, in equation 2, the dependency on the metallicity, d[Fe/H] + e[Fe/H](r − r 0 ), becomes close to zero with r ∼0.8 (T eff ∼4000 K) for the line pair (4).
The effect of line blends
It is worthwhile to discuss the effects of blends. We used MOOG synthetic spectra to measure the degree of contamination by molecular and atomic lines to each target line. Three kinds of synthetic spectra were produced by using different sets of lines: (1) the target line only, (2) all lines except the target line, and (3) all lines. Then, the line depths (or LDRs) are measured in the three spectra and labelled as d t , d con and d all (or LDR t , LDR con and LDR all ), respectively. As Fig. 7 (c) indicates, the contamination fraction, d con /d all , is significant, 10%-60%, for many line pairs. Such contaminations are similar to what was found by Fukue et al. (2015) . However, our simulation also indicates that the contaminations of low and high EP lines in each pair for various T eff and [Fe/H] tend to be similar. For example, d t is found to be slightly smaller than d all for the line pair (4) as presented in the panels (a) and (b) in Fig. 8 , but their LDR values are similar, as shown in the panel (c) in Fig. 8 . In fact, the impact of contamination on our LDR values is relatively small, less than 20% for about half of the line pairs as shown in Fig. 7 (c) . Besides, the metallicity effect on the LDR does exist even in a simulation using artificial spectra with only target lines included (i.e., no blends at all). This further supports that the line saturation is the main factor which causes the metallicity effects we detected even if blends or other factors could contribute to the metallicity effects for some line pairs. If the contaminations depend only on T eff and metallicity, well calibrated LDR-T eff -metal relations can predict T eff precisely. Nevertheless, some parameters which are not taken into account in our analysis may affect the contaminations and then contribute to scatters around the relations. 
SUMMARY
By using the large dataset of the APOGEE DR14, the LDR method with H-band spectra was revisited to investigate the metallicity effect. Seven of the line pairs in Fukue et al. (2015) were re-calibrated by about more than 1,000 spectra of solar-metal stars and found to be consistent with their relations within the larger errors in the previous study. Four new line pairs which show similarly good correlations be- ) plots the LDRs at the same temperatures as functions of the metallicity. In these three panels, the predictions made by synthetic spectra with only LDR lines included (d t and LDR t , indicated by dashed curves) are compared with the counterparts with all absorption lines included in the synthesis (d all and LDR all , indicated by solid curves). In addition, the distributions of the objects among our sample with T eff within ±50 K of the three temperatures are indicated by dots. The panels (d) and (e) respectively shows how the LDR and the metallicity effect, ∂ log r ∂[Fe/H] , depend on [Fe/H] and T eff . The synthetic spectra with all lines included were calculated for a grid of ([Fe/H], T eff ), and the LDR and metallicity effect based on them are illustrated by the colour of dots on the grid points and the contours. The blue boxes inside these panels indicate the temperature and metallicity ranges of APOGEE red giants we used for the LDR relations.
tween T eff and LDR were also found. The 11 line pairs were then investigated with ∼17, 000 spectra in a wide range of metallicity to obtain LDR-T eff -metal relations, all of which have significant metallicity-terms (∼100 to ∼800 K dex −1 ) and abundance-dependent terms (∼150 to ∼1000 K dex −1 ). Making use of synthetic spectra for examining how the metallicity affects two absorption lines in a given LDR pair, we found that most of the lines measured in our sample are saturated, which can explain the metallicity effect on the LDRs. With the metallicity effect taken into account, our LDR-T eff -metal relations give T eff consistent with APOGEE within the standard deviation of 35 K.
