I. INTRODUCTION
Directed information I(X n → Y n ) between two random nsequences X n = (X 1 , . . . , X n ) and Y n = (Y 1 , . . . , Y n ) is a natural generalization of Shannon's mutual information to random objects with causal structures. Introduced by Massey [1] , this notion of directed information has been shown to arise as the canonical answer to a variety of problems with causally dependent components. For example, it plays a pivotal role in characterizing the capacity C FB of communication channels with feedback. Massey [1] showed that the feedback capacity is upper bounded by
where the definition of directed information I(X n → Y n ) is given in Section II and p(x n ||y n−1 ) = n i=1 p(x i |x i−1 , y i−1 ) is the causal conditioning notation streamlined by Kramer [2] . This upper bound is tight for a certain class of ergodic channels [3] - [5] , paving the road to a computable characterization of feedback capacity; see [6] - [8] for examples.
Directed information and its variants also characterize (via multi-letter expressions) the capacity of two-way channels and multiple access channels with feedback [2] , [9] , and the rate distortion function with feedforward [10] , [11] . In another context, directed information also captures the difference in growth rates of wealth in horse race gambling due to causal side information [12] . This provides a natural interpretation of I(X n → Y n ) as the amount of information about Y n causally provided by X n on the fly. A similar conclusion can be drawn for other science and engineering problems, in which directed information measures the value of causal side information [13] .
In this paper, we use the notion of directed information for continuous-time random processes which we recently introduced [14] . The definition of mutual information of two discrete-time random variables with continuous alphabets is given by the supremum over all possible partitions of the continuous alphabets [15, Ch. 2.5] . To define the directed information between two processes in a given time interval, we consider all possible time partitions. However, differently from the definition of mutual information, the definition of directed information is given by taking the infimum rather than by the supremum over time partitions.
The main contribution of this paper is that we show that the continuous-time directed information characterizes the capacity of continuous-time channels with feedback. This adds to the fact that in [14] we generalized Duncan's theorem which relates the minimum mean squared error (MMSE) of estimating a target signal based on an observation through an additive white Gaussian channel to directed information between the target signal and the observation. IN CONTINUOUS TIME Let (X n , Y n ) be a pair of random n-sequences. Directed information from X n to Y n is defined as
II. DEFINITION OF DIRECTED INFORMATION
Note that unlike mutual information, directed information is asymmetric in its arguments, so
a ≤ s < b} denote the process in the time interval [a, b). Throughout this section, equalities and inequalities between random objects, unless explicitly indicated otherwise, are to be understood to hold for all sample paths (i.e., in the sure sense). Functions of random objects are assumed measurable even though not explicitly indicated.
We now develop the notion of directed information between two continuous-time stochastic processes on the time interval [0, T ). Let t = (t 1 , t 2 , . . . , t n ) denote an n-dimensional vector with components satisfying 
Note that each component of the sequence is a continuous-time stochastic process. Define
where on the right side of (4) is the directed information between two sequences of length n defined in (1); and in (5) t 0 = 0 by convention and the mutual information terms between two continuous time processes, conditioned on a third, are well-defined objects, as developed in [16] , [17] . The mutual information of two random variables U, V with continuous alphabets, i.e., I(U ; V ) is defined as
where P is a partition of the continuous alphabets [15, Ch. 2.5] . This is due to the fact that if P ′ is a refined partition of
However, for the continuous-time directed information the definition includes an infimum over all time partitions. This is due to the fact that
is monotone in t in the following sense:
The following definition is now natural:
where the infimum is over all n and t as in (2) .
Note, in light of Proposition 1, that
We extend the notion of directed information to that of con- The following proposition collects some properties of directed information in continuous time:
has the following properties:
More generally, if φ is monotone strictly increasing and continuous, and (X
3) Coincidence of directed and mutual information: If the Markov relation
4) Equivalence between discrete time and piecewise constancy in continuous time: Let U n , V n be a pair of jointly distributed n-tuples and let t 0 , t 1 , . . . , t n be a sequence of numbers satisfying t 0 = 0, t n = T , and
for i = 1, . . . , n. Then
III. COMMUNICATION OVER CONTINUOUS-TIME CHANNELS WITH FEEDBACK
Before describing the communication model for which we will prove a coding theorem, let us review the definition of a block-ergodic process as given by Berger [18] . Let (X, X , µ) denote a continuous-time process {X t } t≥0 drawn from a space X according to the probability measure µ. For t > 0, let T t be a t-shift transformation, i.e., (T t x) s = x s+t . A measurable set A is t-invariant if it does not change under the t-shift transformation, i.e., T t A = A.
Definition 2 (τ -ergodicity)
. A continuous-time process (X, X , µ) is τ -ergodic if every measurable τ -invariant set of processes has probability either 1 or 0, i.e., for any τ -invariant set A, in other words,
The definition of τ -ergodicity means that if we take the process {X t } t≥0 and slice it into time-blocks of length τ then the new discrete-time process
Berger [18] showed that weak mixing (therefore also strong mixing) implies block ergodicity. Now let us describe the communication model of our interest (see Fig. 1 ) and show that the continuous-time directed information characterizes the achievable rate.
Channel and encoding model: Consider a channel that consists of
• the channel input and output alphabets X and Y, respectively, that are not necessarily finite,
Decoder Fig. 1 . Continuous-time communication with delay ∆ and channel of the form Yt = g(Xt, Wt), where Wt is a block ergodic process.
• the message M , uniformly distributed on {1, 2, . . . , ⌊2
T R ⌋} and independent of the stationary and block-ergodic channel noise process {W t }, and • the channel output process
We assume that the conditioned cumulative distribution function (cdf)
This is analogue to the assumption in the discrete case that p(y n+1 |x n+1 , y n , m) = p(y n+1 |x n+1 , y n ). The encoder for this communication channel is defined as
for t ≥ 0 and some feedback delay ∆ > 0 (and set arbitrarily for t < 0). 
This is analogue to the assumption in the discrete case that whenever there is feedback of delay
). An encoding scheme for the time interval [0, T ) is characterized by the family of encoding functions {f t } T t=0 . Similar communication settings with feedback in continuous time were studied by [19] for memoryless continuous-time where it is shown that feedback does not increase capacity and by Ihara [20] , [21] for the Gaussian case. Our main result in this section is showing that the operational capacity, defined below, can be characterize using the notion of directed information for continuous-time processes. Next we define an achievable rate, the operational feedback capacity, and the information feedback capacity for our setting.
Definition 4.
A rate R is said to be achievable with feedback delay ∆ if for each T there exists a family of encoding functions {f t } T t=0 such that
whereM (Y 
Definition 5. Let
C(∆) = sup{R : R is achievable with feedback delay ∆} (18) be the (operational) feedback capacity with delay ∆. Definition 6. Let C I (∆) be the information feedback capacity defined as
where the supremum in (19) is over S ∆ , which is the set of all channel input processes of the form
some family of functions {g t } T t=0 , and some process {U t } which is independent of the channel noise process {W t } (appearing in (13)) and has a finite cardinality that may depend on T .
The limit in (19) is shown to exist in Lemma 1 using the superadditivity property. We now characterize C(∆) for the class of channels defined above in terms of C I (∆).
Theorem 1. For the channel defined in (13),
Since C I (∆) is a decreasing function in in ∆, (22) may be written as C(∆) ≥ lim δ→∆ + C I (δ), and the limit exists because of the monotonicity. Since the function is monotonic then C I (∆) = lim δ→∆ + C I (δ) with a possible exception of the points ∆ on a set of measure zero [22, p. 5] . Therefore C(∆) = C I (∆) for almost every ∆ ≥ 0. Before proving the theorem we show that the limits in (19) exists.
Lemma 1. The term sup
, (23) and therefore the limit in (19) exists and is equal to
Proof: First we notice that we do not increase the term
by restricting the time-partition t to have an interval starting at point T 1 . Now fix three timepartitions:
, and t in [0, T 1 + T 2 ) such that t is a concatenation t 1 and t 2 . For X T1 0 and X
T1+T2 T1
, fix the input functions of the form of (20) and fix the arguments U as described above, we have
. (25) This inequality follows since if we have a discrete-time process
, where the Markov relation
) holds for i ∈ {n + 1, n + 2, ..., n + m}, then
, (26) which is an easy consequence of the identity
; see, for example, [4] . By the stationarity of the noise, (25) implies (23) . Finally, using Fekete's lemma [23, Ch. 2.6] and the superadditivity in (23) implies the existence of the limit in (24) .
The proof of Theorem 1 consists of two parts: the proof of the converse, i.e., (21) , and the proof of achievability, i.e., (22) .
Proof of the converse: Fix an encoding scheme {f t }
T t=0
with rate R and probability of decoding error, P
In addition, fix a partition t of length n such that t i −t i−1 < ∆ for any i = 1, 2, . . . , n, and let t n = T . Consider
where the equality in (27) follows since the message is distributed uniformly, the inequality in (29) follows from Fano's inequality with
e R → 0 as P (T ) e → 0, the equality in (32) follows from the fact that X ti−1+∆ is a deterministic function of M and Y ti−1 0 , the equality in (33) follows from the assumption that t i − t i−1 < ∆, the equality in (35) follows from (14) , and the equality in (36) follows from (16) . Hence, we obtained that for every t
Since the number of codewords is finite, we may consider the input signal of the form x T,t with x
, where the cardinality of u T 0 is bounded, i.e., |U T | < ∞ for any T , independently of the partition t. Furthermore,
Finally, for any R that is achievable there exists a sequence of codes such that lim T →∞ P (T ) e = 0, hence ǫ T → 0 and we have established (21) .
For the proof of achievability we will use the following result for discrete-time channels.
Lemma 2.
Consider the discrete-time channel, where the input U i at time i has a finite alphabet U, with |U| < ∞, and the output Y i at time i has an arbitrary alphabet Y. We assume that the relation between the input and the output is given by 
is typical for some m = 1. By the packing lemma [24, Lecture 3] , the probability of the second event tends to zero as n → ∞ if R < I(U ; Y ). To bound the probability of the first event, recall from [25, Thm 10.3 .1] that if {U i } is i.i.d. and {Z i } is stationary ergodic, independent of {U i }, then the pair {(U i , Z i )} is jointly stationary ergodic. Consequently, from the definition of the channel in (40), {(U i , Y i )} is jointly stationary ergodic. Thus, by Birkhoff's ergodic theorem, the probability that (U n (1), Y n ) is not typical tends to zero as n → ∞. Therefore, any rate R < I(U ; Y ) is achievable.
The proof of achievability is based on the lemma above and the definition of directed information for continuous time. It is essential to divide into small time intervals as well as increasing the feedback delay by a small positive value δ > 0.
Proof of achivability for Theorem 1: Let δ > 0 and ∆ ′ = ∆ + δ. In addition let t = (t 1 , t 2 , . . . , t n ) be such that t i − t i−1 ≤ δ for all i = 1, 2, . . . , n. Let X T,t 0 be of the form
where U T 0 is a random process with finitely many sample paths. Then we show that any rate
is achievable. Chop the time into intervals of length T and in each interval [jT, jT + T ) which we index by j, fix the relation
Note that this coding scheme is possible with feedback delay
This follows from the assumption that t i − t i−1 ≤ δ and ∆ ′ − ∆ ≥ δ. Now, let us define a discrete-time channel where the input at time j + 1 isŨ j+1 = U jT +T jT (which has a finite alphabet), the output at time j +1 is the vectorỸ j+1 = (Y 
is achievable. Now using the definition of the discrete-time channel and the properties of directed information, we obtain 
where the equality in (46) follows from the definition of the discrete-time channel and the equality in (48) follows from the same sequence of equalities as in (30)-(37). Since (48) holds for any t such that t i − t i−1 ≤ δ we obtain that
and finally by the definition of directed information and by the fact that (49) holds for any T we have established (22) .
IV. CONCLUDING REMARKS AND RESEARCH DIRECTIONS
We have showed that the notion of directed information characterizes the fundamental limit on reliable communication for a wide class of continuous-time channels with feedback is discussed. The next research direction is to use the results that relates the continuous directed information to estimation problems [14] in order to calculate the feedback capacity of special Poisson and Gaussian channels.
