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Abstract
The paradigmatic Migdal-Eliashberg theory of the electron-phonon problem is
central to the understanding of superconductivity in conventional metals. This
powerful framework is justified by the smallness of the Debye frequency relative
to the Fermi energy, and allows an enormous simplification of the full many-
body problem. However, superconductivity is found also in many families of
strongly-correlated materials, in which there is no a priori justification for the
applicability of Eliashberg theory. In these systems, superconductivity emerges
out of an anomalous metallic state, calling for a new theoretical framework
to describe pairing out of a non-Fermi liquid. In this article, we review two
model systems in which such behavior is found: a Fermi sea coupled to gapless
bosonic fluctuations, and a system of fermions with local, strongly frustrated
interactions. In both models, there is a well-defined limit in which the Eliashberg
equations are asymptotically exact even in the strongly coupled regime. These
models thus provide tractable examples of how superconductivity can emerge
in the absence of coherent electronic quasiparticles; they also demonstrate the
surprisingly wide applicability of the Eliashberg formalism, well beyond the
conventional regime for which it was originally designed.
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1. Introduction
Superconductivity (SC) is often regarded as one of the most striking exam-
ples of a macroscopic collective quantum phenomena in a many-electron system.
Since the original discovery of SC in mercury in 1911, it took nearly fifty years
and the trio of Bardeen-Cooper-Schrieffer (BCS) to arrive at a microscopic the-
ory of phonon mediated superconductivity in conventional metals [1]. The key
conceptual framework that led to the foundation of a strong-coupling theory
for electron-phonon superconductivity is due to Migdal [2] and Eliashberg [3].
This theory has enjoyed tremendous successes, explaining countless experiments
on conventional superconductors, and even predicting new ones. A remarkable
recent example is the prediction and subsequent discovery of near-room tem-
perature superconductivity under extremely high pressure in metallic hydrides
[4].
Remarkably, Migdal-Eliashberg (ME) theory is controlled in a well-defined
limit, which does not necessarily rely on the smallness of the dimensionless
electron-phonon coupling λ, but rather on a small (λθD/εF ), where θD and εF
are the Debye temperature and Fermi energy, respectively. In this limit, Migdal
and Eliashberg showed that the full many-body problem can be reduced to solv-
ing a set of non-linear self-consistent equations. These equations capture a host
of physical effects, including the retardation of the phonon-mediated electron-
phonon interaction, its interplay with the bare Coulomb repulsion, and the
renormalization of both the electronic and phononic quasi-particles; see Ref. [5]
for a detailed exposition. In particular, ME theory explains how, thanks to the
effects of retardation, Tc can be non-zero even if the bare Coulomb repulsion is
stronger than the bare phonon-mediated attraction.1
1A natural follow-up question is if there is a bound on how large Tc can be, which has
recently been addressed [6, 7]. It is clear that for a sufficiently large λ, polaron formation, not
captured in ME theory, will ultimately suppress superconductivity.
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For electron-phonon mediated spin-singlet superconductivity in ‘good’ met-
als (i .e. those which host a sharp Fermi surface in the limit of T → 0, and have
well-defined low-energy quasiparticles), Tc is ultimately determined by the ten-
dency of the quasiparticle states near a filled Fermi sea at |k ↑〉 and | − k ↓〉 to
form a bound state—this is the celebrated ‘Cooper-problem’ [8]. In contrast, one
of the recurring themes in the study of ‘strongly-correlated materials’ in the last
few decades has been the emergence of superconductivity in compounds where
the parent metallic state has highly anomalous properties that are at odds with
the expectations in a Landau Fermi-liquid (FL). In these systems there is am-
ple empirical evidence that the pairing is not due to a purely phonon-based
mechanism. The most well studied compounds include the copper-oxide based
(“cuprate”) [9], iron-pnictide (chalcogenide) based [10] and certain rare-earth
element based [11] compounds, where some of the peculiarities include, e.g . un-
characteristically short single-particle lifetimes [12, 13] and a broad regime of
anomalous non-Fermi liquid (NFL) power-law transport [14, 15, 16, 17] amongst
others. One of the striking features is the presence of an underlying sharp Fermi
surface, where the low-energy quasiparticles are not long-lived even arbitrarily
close to the Fermi surface.
One of the holy grails in the field is the nature of pairing instabilities out
of such NFL states that host a critical Fermi surface (CFS)—a sharp electronic
Fermi surface without any low-energy Landau quasiparticles. There are a num-
ber of pertinent questions, which include: (i) Is there an underlying Cooper
instability for a CFS and is it an essential ingredient for superconductivity? (ii)
Can a CFS be unstable to superconductivity as a result of the same electronic
interactions that lead to the destruction of the quasiparticles in the first place?
(iii) Are there generic ‘intertwined’ ordering tendencies that compete with su-
perconductivity in the regime of strong interactions? (iv) What is the role
played by the Fermi surface geometry (‘fermiology’) in determining the nature
of these instabilities?
The answers to many of these questions in models with purely electronic
interactions remain poorly understood for the most part. Finding concrete ex-
amples of electronic models, either defined on the lattice or in the continuum
(as effective field theories), where the emergence of NFL behavior and supercon-
ductivity can be analyzed through reliable theoretical means is challenging and
remains of paramount importance. In this short article, we review some of the
recent understanding of superconductivity in two classes of electronic models.
We begin by discussing the low-energy effective field theory for a FL coupled to
the fluctuations of a gapless bosonic field, that can arise, e.g., at a quantum crit-
ical point (QCP) to some form of broken symmetry, or for (non-local) fermions
that are charged under an emergent gauge field. Next we discuss a solvable
example of a lattice electronic model with frustrated interactions. In both of
these two cases, there is a well defined limit where a NFL regime emerges. Since
there is no separation of scales between the Fermi energy and the characteristic
energy scale of the bosonic fluctuations in the problem, a Migdal type argument
does not apply. Nevertheless, in both problems there is a well-defined theoret-
ical limit where Eliashberg theory becomes exact, and captures the emergence
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of a non-Fermi liquid state and its interplay with superconducting instabilities,
or lack thereof. We focus on some of the recent conceptual advances, addressing
specifically the questions raised above.
The rest of this article is organized as follows. In Sec. 2, we review the low-
energy field theoretic formulation for a Fermi surface coupled to the fluctuations
of a gapless bosonic field. We focus specifically on a controlled setup to treat
the problem at strong-coupling in Sec. 2.1 and consider the pairing instabilities
of the CFS thus obtained in Sec. 2.2. In Sec. 3, we introduce lattice models
with the hope of describing non-Fermi liquids at strong coupling. We review a
relatively recent approach that utilizes a solvable limit in Sec. 3.1 to describe
different non-Fermi liquid regimes, including an incoherent metal and a marginal
Fermi liquid (Sec. 3.2). In Sec. 3.3, we describe the instabilities of these states
to pairing and other forms of order. We summarize these results and discuss
them in a broader context in Sec. 4.
2. Non-Fermi liquid from bosonic quantum criticality
In this section, we review the classic problem of a Landau Fermi liquid cou-
pled to the fluctuations of a collective mode, i .e. a bosonic field. The framework
often goes under the name of Hertz-Millis-Moriya (HMM) criticality [18, 19, 20].
When the bosonic field is gapless, its low-energy critical fluctuations can destroy
the Fermi liquid behavior; the effect is particularly strong in two-dimensional
systems, as we discuss below. This problem has appeared in a large number of
different settings in the study of strongly correlated systems. Broadly speak-
ing, the bosonic field can be classified on the basis of whether it carries zero or
non-zero momentum, Q = 0 or Q 6= 0.
The former example (i .e. Q = 0 boson) includes the problem of a Fermi
surface coupled to a gapless transverse gauge boson, which appears as a low-
energy description of a U(1) spin-liquid with a spinon Fermi surface [21], the
Halperin-Lee-Read (HLR) theory for the half-filled Landau level [22], and other
related non-Fermi liquid phases. In all of these above examples, the boson is
naturally gapless. A completely different example, that can be described within
the same framework, is the case of a Fermi liquid at the brink of a Pomeranchuk
instability to broken rotational symmetry [23]. Specifically, for an interacting
Fermi liquid at the onset of an electronic nematic order, the critical point is
described by the same low-energy action as detailed in the section below, where
the only difference is in the precise form of coupling between the fermions near
the Fermi surface and the bosonic field [24].
In all of the above setups, it is important to address the fate of the infra-red
fixed point structure of the theory, if there exists one. In particular, does the
Fermi surface survive down to zero temperature realizing a T = 0 NFL with a
sharp Fermi surface, or is there a pre-emptive instability to pairing (possibly
even other competing orders) due to the interactions mediated by the same
gapless boson? As it turns out, the answer to this question depends on the
underlying microscopic details, as we shall review below.
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The example with Q 6= 0 describes the problem of an onset of a ‘density-
wave’ (i .e. a spin, charge or pair-density wave) in a Landau Fermi liquid. In
the ordered-phase, as long as |Q| < 2|kF |, the Fermi-surface gets reconstructed
where the gap opens up near a set of points (in two spatial dimensions) referred
to as ‘hot-spots’. At the critical point, the gapless boson leads to an enhanced
scattering near these hot-spots, where NFL behavior sets in; regions far away
from these points retain their FL-like behavior. We will not discuss the subtle
interplay between the hot and cold regions along the Fermi surface, and how
they interact with the gapless boson (as well as various composite operators
[25]), to give rise to pairing in this review; this has been discussed elsewhere
[26, 27, 28, 29, 30, 31]. Instead, here, we focus on the case where the bosonic
fluctuations are gapless at Q = 0, and as a result, the entire Fermi surface (with
the possible exception of a discrete set of ‘cold spots’) is strongly coupled to the
gapless boson.
2.1. Controlled expansion at strong-coupling
We are interested in describing the low-energy physics of the fermionic states
near the Fermi surface at k = kF coupled to the long-wavelength/low-frequency
modes of the gapless Q = 0 boson. The minimal Euclidean action is given by,
S = Sψ + Sa + Sint, (1)
Sψ =
∫
k,ω
ψ†kα(−iω + εk − µ)ψkα, (2)
Sa = 1
e2
∫
k,ω
k2|a(k, ω)|2, (3)
Sint =
∫
k,ω
a(k, ω) O(−k,−ω), (4)
where ψkα with α = 1, ..., N represents an N component fermion (N = 2 in
most cases of physical interest for spinful fermions) and a is the gapless boson.
Depending on the details of the specific underlying problem, a is either the
transverse component of a gauge-field, or the nematic order parameter. In the
former example, O(x, τ) represents the transverse current density for the ψ
fermions, while in the latter it is the ψ−bilinear that transforms with the same
symmetry as the order parameter.
There is a long history of treating the problem within random-phase approx-
imation (RPA), which can be systematically organized within a 1/N−expansion
(Fig. 1). The basic idea is to first generate a Landau-damping term for a(q,Ω)
(in the limit of Ω  vF q) as a result of coupling to the gapless Fermi surface.
Upon scattering off these Landau-damped (gapless) bosons, the self-energy for
the fermions becomes singular and leads to a short lifetime. Focusing specifically
5
Figure 1: The (a) bosonic self-energy, Π(q,Ω), and, (b) fermionic self-energy, Σ(k, ω). Solid
(wiggly) lines denote fully dressed fermionic (bosonic) propagators.
on the case of two-dimensions, such an RPA treatment leads to,
D(q,Ω) =
1
q2/e2 −Π(q,Ω) , (5)
Π(q,Ω) = ν
(
1− |Ω|√
Ω2 + (vF q)2
)
, (6)
Σ(kF , ω) = −e
4/3
N
i sgn(ω)
(νv2F )
1/3
|ω|2/3, (7)
where D, Π, and Σ are the boson propagator, boson self-energy and fermion self-
energy, respectively, ν is the density of states near the Fermi energy, and vF is
the Fermi velocity (see Fig. 1). Thus, the fermionic self-energy is more singular
than the bare ‘iω’-term, resulting in a NFL behavior. In fact, at large−N , the
fully self-consistent set of equations for the fermion and boson Green’s functions
in terms of the dressed propagators (and ignoring the vertex renormalizations)
leads to the above results.
Unfortunately, the above large−N expansion suffers from a problem and
does not help control the theory in two spatial dimensions [32]. Naively, the
advantage of setting up the 1/N expansion is that a higher loop diagram appears
to be higher order in this expansion. However, the loop integrals for a large
subset of these diagrams have divergences which can be cured by including the
1/N (one-loop) fermion self-energy. This leads to a trade-off where the singular
divergence, upon being cured, leads to an N−dependence in the numerator,
thereby modifying the entire counting. Formally, it was pointed out [32] that
for the a theory with a single Fermi surface “patch”, there is a set of planar
diagrams that can be organized systematically and the self-energy takes the
form,
Σ(kF , ω) ∝ i sgn(ω)|ω|2/3
∑
m
bmN
m−1
Nm
. (8)
In the absence of the subtleties explained above, formally the expansion would
only be of order 1/Nm at each order, m. However, controlling the divergence
leads to the said enhancement by the factor of Nm−1. The resulting low-energy
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structure of the theory thus becomes far more complicated than can be reliably
treated within the simple 1/N expansion and the eventual fate of the possibly
singular nature of the diagrams remains unclear.
An alternative way in which the theory can be made controlled is to make
it non-local by a ‘small’ amount [33, 34, 35], i .e. to generalize Sa in Eq. 3 as,
Sa = 1
e2
∫
k,ω
|k|zb−1|a(k, ω)|2, (9)
and study the problem in the limit of a small  (= zb − 2)  1; thus  = 0
( = 1) corresponds to the HLR problem with Coulomb interactions (spinon
Fermi surface and nematic QCP). How does this modification provide us with a
controlled route towards describing a NFL regime, and more importantly, when
is it legitimate to introduce a small parameter to vary the dynamical exponent?
To begin with, for the one-patch theory, the modified expression for the self-
energy after including the sum over the same set of planar diagrams is of the
form [35],
Σ(kF , ω) ∝ i sgn(ω)|ω|2/zb
∑
m
cm(N)
m−1
Nm
. (10)
The advantage of this setup is that as long as  (= zb − 2) ∼ 1/N , the above
expression becomes controlled in the N →∞ limit and is dominated by the first
term in the expansion (i .e. m = 1, which is essentially the one-loop result). As
was argued earlier [33, 35] and is clear on physical grounds, such a prescription
should be effective when the exponent is not expected to renormalize under
a Wilsonian RG. Thus, once the dust settles, there is a well-defined way of
controlling the expansion in a systematic fashion at the cost of making the
bosonic action infinitesimally non-local. The resulting NFL has a sharp critical
Fermi surface but the low-energy excitations are not Landau quasiparticles2—
they have an anomalously short lifetime controlled by the exponent, zb.
The above expansion scheme has the appealing feature that it can describe
different classes of NFL regimes (depending on the physical value of ) that
emerge from distinct microscopic settings. Given that the low-energy theories
for the Fermi surface coupled to the nematic order-parameter vs. gauge field
look so similar3, we may ask if there are any differences as far as the various
low-energy response functions are concerned? Moreover, from the discussion so
far, it appears that the above presciption has allowed one to describe a NFL
regime that is stable down to T → 0, i .e. it is ‘infra-red complete’. However, we
have not addressed the stability of such NFLs to other ground-states, including
2To be clear, for the problem of the spinon Fermi surface, the spinons are non-local frac-
tionalized quasiparticles and are not ‘Landau’ quasiparticles’ to begin with; as a result of the
coupling to the gauge-field even the spinons are no longer well-defined quasiparticle excita-
tions.
3As a reminder, the former couples to the electronic Fermi surface while the latter couples
only to an electrically neutral spinon Fermi surface.
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superconductivity, thus far. As will become clear shortly, these two questions
are intimately tied together and will lead us to address how pairing may or may
not emerge in these two cases.
It turns out that there is an important distinction, tied to the “Amperean”
interaction between two fermions mediated by the boson, in the two cases. For
the gauge-field problem, the particle current associated with one patch is parallel
to the hole current in the antipodal patch; the gauge-mediated interaction for
the “2Kf” particle-hole pair is therefore attractive. On the other hand, the
currents for the fermions, but now with one from either patch are antiparallel
and the resulting gauge-mediated interaction is repulsive in the particle-particle
Cooper channel. Due to the precise form of the Yukawa coupling in both the
cases, the situation is exactly reversed for the nematic problem. Thus, it is not
difficult to imagine that the gauge-field fluctuations suppress tendency towards
an instability in the Cooper channel but the nematic field enhances the same
tendency. We discuss this in a little more detail in the next section.
2.2. Pairing instabilities
Before focusing our attention on quantum critical metals, let us first briefly
review the problem of pairing in conventional metals. As is well known for ordi-
nary Fermi liquids, forward and BCS scattering are the only kinematic processes
that survive after carrying out a Wilsonian RG transformation [36, 37]. The
four-fermion interaction in the BCS channel can be expressed as,
SBCS =
−1
4
4∏
i=1
∫
ki,ωi
ψ†k1αψ
†
k2β
ψk3γψk4δ δ
2(k1 + k2 − k3 − k4) δ(ω1 + ω2 − ω3 − ω4)[
(δαγδβδ + δαδδβγ) V
a(k1,k2;k3,k4) + (δαγδβδ − δαδδβγ) V s(k1,k2;k3,k4)
]
,
(11)
where V s(a) represent functions of momenta that are symmetric (antisymmet-
ric) under exchanging k1 ↔ k2, k3 ↔ k4. Focusing specifically on the BCS case
and superconducting solutions at zero center of mass momentum, we choose
k2 = −k1, k3 = −k4. Restricting these momenta to lie on the FS for a
rotationally invariant system, these coupling constants can be simplified to
V s(a)(k1,−k1;k2,−k2) = V s(a)(θ1 − θ2) =
∑
m V
s(a)
m eim(θ1−θ2), where we have
expanded the interaction in terms of all the allowed harmonics. Upon carrying
out the usual Wilsonian RG for a FL [36, 37], the above interaction turns out
to be marginal and has the following flow at one-loop (see Fig. 2a)
dV
s(a)
m
d`
= −(V s(a)m )2, (12)
where the coupling constants have been rescaled by a factor of (kF /vF ) to
make them dimensionless. Clearly, if we start with a repulsive V
s(a)
m > 0,
8
= +
(a) (b)
Figure 2: (a) Renormalization of the BCS interaction in a Fermi liquid, and, (b) Linearized
gap equation for the pairing vertex (solid cross) due to exchange of gapless bosonic fluctuation
and four-fermion interaction. The solid and wiggly lines represent fully dressed fermion and
boson propagators, as in Fig. 1.
it flows logarithmically to zero. On the other hand, an attractive interaction
V
s(a)
m < 0 leads to a runaway flow and an instability to pairing at a scale set
by Λ exp(−1/|V s(a)m |), which is the usual BCS instability to superconductivity
(Λ ≡ultraviolet cutoff). How does the coupling to the gapless boson modify the
above picture?
In order to address this question within the two-patch formalism, it is useful
to first define the dimensionless coupling constant, α ≡ e2vFΛ−/(2pi)2. Within
a one-loop RG, the coupling has the flow [33, 35]
dα
d`
=

2
α− α
2
N
. (13)
Thus, depending on whether  = 0 or  > 0, α either flows logarithmically to
zero or to a fixed point value, α∗ = N/2. We now have an interesting situation
where naively one expects the gapless fluctuations of the boson (which mediate
long-range interactions between the fermions) to enhance the tendency towards
pairing while the same boson also destroys the quasiparticles near the Fermi
surface. The key question boils down to which of these two effects dominates.
To examine this question, we add a local interaction of the form of Eq. 11 to
the action of the critical metal, Eq. 1. In the large−N and weak Vm limit, the
primary effect of the gapless boson is to renormalize the effective BCS interac-
tion. This is shown as the one-boson exchange process in the pairing vertex in
Fig. 2b and upon integrating out over the bosonic modes leads to an inter-patch
four-fermion interaction,
δV s(a)(k1,−k1;k2,−k2) = −ζ
2
v2FD>(0,k1 − k2), (14)
where ζ = +1 (−1) for the nematic (gauge-field) problem and D>(ω,k) denotes
the bosonic propagator which includes contributions from ‘high-energy’ modes,
Λ e−`/2 < |k| < Λ. The RG flow for the BCS coupling thus becomes [38],
dV
s(a)
m
d`
= −ζ α
N
− (V s(a)m )2, (15)
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where the first term, which is independent of m, arises from the gapless boson
(and has an interesting sign-structure) while the second term is the same as
Eq. 12. The combination of Eqs. 13 and 15 determines the fate of the NFL and
its potential instability to pairing.
For the problem of a Fermi surface coupled to a nematic order parameter
(ζ = +1), where the gapless boson mediated interactions in the pairing chan-
nel become attractive, the above analysis leads to an interesting result. In the
regime where the calculation is controlled (i .e. when   1), if one compares
the scale (ΛNFL) at which the NFL behavior sets in and the quasiparticles get
destroyed with the pairing scale (∆pair), one finds ΛNFL  ∆pair [38]. Thus,
the pairing instability preempts the onset of non-Fermi liquid behavior and any
nematic quantum criticality in the limit of T = 0 necessarily occurs deep inside
the superconducting dome. However, as one takes the physical limit of  → 1,
the above two scales approach other and the problem becomes intractable once
again. It is worth noting that for most of the material families where super-
conductivity appears out of a ‘mother’ NFL state, the NFL regime typically
extends to scales that are significantly higher than the scale of Tc. Finally, we
note that the above result is reminiscent of color superconductivity of baryonic
matter in three spatial dimensions [39] and pairing near a ferromagnetic QCP
in a metal in three spatial dimensions [40].
The problem of a metal near a nematic quantum critical point is free of the
sign problem, thanks to the presence of two spin flavors. This problem has been
studied extensively [41, 42, 43] using the determinant quantum Monte Carlo
technique. In particular, it has been found that the quantum critical point is
covered by a broad superconducting ‘dome’. Moreover, in all the cases that
have been studied, superconductivity onsets near (or slightly below) ‘non-Fermi
liquid’ temperature scale, defined as the point where the maximal fermion self
energy on the Fermi surface exceeds the bare iω term in the inverse fermion prop-
agator. Thus, it seems that in the nematic problem with  = 1 and N = O(1),
superconductivity indeed preempts the development of a full-fledged NFL, in
agreement with the arguments above. Despite this, the transport properties
display anomalous, non-Fermi liquid behavior4 in a broad regime of tempera-
tures above Tc [42].
Let us now return to the problem of Fermi surface coupled to a gauge field
(ζ = −1). In contrast to the nematic problem, the gauge field fluctuations
now drive the interaction in the pairing channel repulsive. For  small and
positive (corresponding to the problems of spinon Fermi surface and HLR with
short-ranged interactions), the fixed-point structure from Eqs. 13 and 15 leads to
α∗ = N/2 and V ∗± = ±
√
/2. The fixed point (α∗, V ∗+) is stable in the infrared.
Thus the spinon Fermi surface and HLR phase are stable against pairing as long
as the initial value of V is greater than V ∗− [38]. Most importantly, a critical
initial value of the coupling is needed to drive a pairing transition (to a Z2
4These results are based on certain “resistivity proxies”, obtained from an analytic contin-
uation of imaginary time Monte Carlo data.
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spin liquid from the U(1) spin liquid or to an incompressible quantum Hall
insulator from the HLR phase) out of the NFL. Thus, unlike the case of the
nematic problem, the ‘mother’ NFL regime is not masked by a tendency of
fermions to pair; a critical coupling strength is needed to compensate for the
long-range repulsive interaction mediated by the gauge-field. Finally, we note
that for  = 0, corresponding to HLR with long-ranged Coulomb interactions,
the two fixed points V ∗± found above merge into a single fixed point and as
long as V > −√α, the HLR phase remains stable [38]. On the other hand, if
pairing does occur due to interactions generated from short-distance physics,
the resulting transition in the (p+ ip)−channel into the incompressible Moore-
Read phase [44] can be continuous5. Finally, we note in passing that some of
the above theoretical considerations might be phenomenologically relevant in
the context of frustrated Mott insulators in certain triangular lattice organic
compounds; see Ref. [48] for a discussion.
It is important to note that we have focused primarily on conventional BCS
pairing of spinons with zero center of mass momentum in this review. To the
best of our knowledge, within the −expansion, the spinon fermi surface is
stable against pairing towards more exotic states with a finite center of mass
momentum, such as the one considered in Ref. [49]. This does not, however,
rule out the possibility of such an exotic paired state to arise out of the spinon
FS state at strong-coupling. Similarly, depending on the precise microscopic
details of the short-ranged interaction between the spinons, it is possible to
have other exotic paired states (e.g., Ref. [50]), which we have not focused on
here for reasons of simplicity.
The RG analysis of the pairing instabilities, controlled within the double
expansion in  and 1/N , is identical to studying the pairing vertex within the
Eliashberg approximation [51]; see Fig. 2b. Thus, the problem of a Fermi sea
coupled to a gapless boson at Q = 0 within the above controlled framework is
a remarkable example of the applicability of Eliashberg theory, well beyond its
original intended use6.
3. Non-Fermi liquid from frustrated interactions
In the previous section, we discussed a concrete example of a NFL and
its propensity towards a superconducting instability within a low-energy field
theoretic approach. In this section, we present a departure from this paradigm
and instead focus on a complementary framework constructing lattice models
for NFLs. We consider multi-orbital electronic models with a single globally
conserved density and interacting with strong local SU(2) invariant interactions.
Let us start with a generic model defined on the sites, r, of a hypercubic lattice
5This is consistent with some of the previous numerical studies [45, 46, 47].
6Eliashberg theory has been applied to the problem of pairing of the HLR state in past [52,
53, 54], although with no formal justification.
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in an arbitrary number of dimensions7 (lattice spacing ≡ a), with N−orbitals
at every lattice site labelled by i = 1, .., N and spin σ =↑, ↓,
Hd = Hkin,d +Hint, (16)
Hkin,d =
∑
r,r′
∑
i
σ=↑,↓
(−trr′ − µdδrr′)d†riσdr′iσ (17)
Hint =
1
N3/2
∑
r
∑
i,j,k,`
σ,σ′=↑,↓
Uijkld
†
riσd
†
rjσ′drkσ′dr`σ. (18)
The hopping parameters are denoted, trr′ , the chemical potential, µd, can be
tuned to adjust the total conserved U(1) density for the d−electrons and Uijk`
represent the on-site interaction matrix-elements.
It is useful to consider an additional multi-orbital system of c−electrons
(with an independent globally conserved density) coupled to the d−electrons
as,
Hc = Hkin,c +Hcd, (19)
Hkin,c =
∑
r,r′
∑
i
σ=↑,↓
(−ζrr′ − µcδrr′)c†riσcr′iσ (20)
Hcd =
1
N3/2
∑
r
∑
i,j,k,`
σ,σ′=↑,↓
Vijklc
†
riσd
†
rjσ′drkσ′cr`σ. (21)
The hopping parameters for the c−electrons are ζrr′ and the chemical potential
is denoted µc. The couplings Vijk` represent inter-species interaction matrix-
elements. We will always be interested in the regime where the bandwidth of
c−electrons is much bigger than the corresponding bandwidth of d−electrons,
i .e. Wc  Wd—a situation that is often encountered in mixed-valence com-
pounds [55].
At weak-coupling, i .e. when U, V  Wd, Wc, a simple perturbative ap-
proach is sufficient to conclude that the system is described by a Fermi liquid
(for a generic density of c, d−electrons) over a broad range of temperatures.
On the other hand, the fate of the metallic state at strong-coupling, where a
perturbative treatment is no longer justified, is unclear. Controlled theoretical
progress, be it analytical or numerical, is impossible without imposing addi-
tional structure on the interaction matrix elements. In order to draw concrete
conclusions for the above model in the regime of strong-coupling, we introduce
a specific structure that makes the model ‘solvable’ in the limit of large−N .
7We will be primarily interested in (2 + 1)−dimensions, but our constructions work in any
number of dimensions.
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3.1. A solvable limit
Let us return to Eqs. 18, 21 and treat the interaction matrix elements as
independent Gaussian random variables. We further make the following as-
sumptions:
Uijk` = 0, U2ijk` = U
2, (22)
Uijk` = −Ujik` = −Uij`k, Uijk` = Uk`ij , (23)
Vijk` = 0, V 2ijk` = V
2, (24)
Vijk` = −Vjik` = −Vij`k, Vijk` = Vk`ij , (25)
where ‘ ’ denotes ‘disorder’ averaging. Notice that while the above choice
implicitly assumes that we are averaging over different disorder realizations,
each realization as defined by Eq. 18 and 21 has exact translational symmetry,
i .e. we choose Uijk`, Vijk` to be identical at every lattice site [56]. At large−N ,
the model is self-averaging, so there is no distinction between properties of a
single realization and disorder-averaged quantities.
What is the benefit of choosing such an artificial looking form for the in-
teraction matrix elements? The astute reader will notice that by itself (and
without the extra ‘spin-label’), the above form of the interaction Hamiltonian
describes the well-known complex ‘Sachdev-Ye-Kitaev’ (SYK) model [57, 58],
which is a purely (0 + 1)−dimensional model for a strongly disordered inter-
acting ‘quantum-dot’. At low-energies, the complex SYK model realizes a
compressible, gapless phase [57, 59] without any long-lived quasiparticles. A
number of recent works have studied the transport properties associated with
higher dimensional lattice generalizations of SYK islands with strong disorder
[60, 61, 62, 63, 64, 65, 66, 67, 68, 69]. The model defined in Eq. 18 and 21 is
unique in that it has an exact translational symmetry for each realization of
the interations [56] and an additional spin-label [70]. These ingredients make it
possible to address the fate of Fermi surfaces and their possible instabilities to
superconductivity in the strong-coupling limit, as we discuss below.
Let us briefly review the structure of the large−N saddle point equations,
after averaging over the different realizations (each of which have perfect trans-
lational symmetry), which reduce to a set of self-consistent equations for the
electron Green’s function, Gc(k, iω), Gd(k, iω), and the interacting self-energies,
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Figure 3: The melonic diagrams with O(U2) contribution to (a) Σd(k, iω) and O(V
2) con-
tribution to (b) Σd(k, iω), (c) Σc(k, iω). Solid black (red) lines denote fully dressed d− (c−)
electron propagators. Dashed (dotted) lines denote U2 (V 2) contractions.
Σc(k, iω), Σd(k, iω),
Gd(k, iω) =
1
iω − εk − Σd(k, iω) , (26)
Gc(k, iω) =
1
iω − k − Σc(k, iω) , (27)
Σd(k, iω) = −U2
∫
k1
∫
ω1
Gd(k1, iω1) Πd(k+ k1, iω + iω1)
−V 2
∫
k1
∫
ω1
Gd(k1, iω1) Πc(k+ k1, iω + iω1), (28)
Σc(k, iω) = −V 2
∫
k1
∫
ω1
Gc(k1, iω1) Πd(k+ k1, iω + iω1), (29)
Πc(d)(q, iΩ) =
∫
k
∫
ω
Gc(d)(k, iω) Gc(d)(k+ q, iω + iΩ). (30)
The dispersions for the d and c electrons are denoted εk and k, respectively.
The equations above can be represented in a compact fashion diagramatically
in terms of the ‘melonic’ series in Fig. 3. These equations are highly non-linear
and seemingly complicated, and yet the beauty of these equations is that a
simple description of NFL behavior emerges at the level of a single site at low
energies. Such effectively ‘local’ criticality arises when the temporal correlation
functions have a power-law decay (up to correlation times ξτ ∼ 1/T ), while the
spatial correlations are exponentially decaying over a few lattice constants. We
describe these solutions in the next section.
3.2. Marginal Fermi liquid from local criticality
From a purely scaling point of view, the hopping terms are relevant compared
to the SYK interaction terms. It is thus not surprising that the system at
asymptotically low temperatures will be described by a Fermi liquid; remarkably
the scale at which the crossover to the FL regime sets in for the d−electron
system is Tcoh ∼ W 2d /U [71, 62, 56], which can be made parametrically small
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compared to the bare scales of Wd and U . The primary issue we address in
this and the next section is the nature of the metallic state above this crossover
scale and its tendency towards various forms of electronic ordering (specifically
towards pairing).
Focusing on the d−electron system for now (i .e. setting V = 0 and ignoring
the decoupled free c−electrons), we now define the strong-coupling limit as:
Wd  U(→ ∞), with Tcoh finite. In this limit, the solution for the Green’s
function upon solving Eq. 26 has the form [56],
Gd(k, iω) ∼

Z
iω−Zεk+iγν20U |ω|2 ln(W
∗
|ω| )sgn(ω)
, ω W ∗,
isgn(ω)√
U |ω| −B(ω)
εk
U |ω| , W
∗  ω  U, (31)
whereW ∗ ∼ Tcoh ∼W 2d /U is also the renormalized bandwidth for the d−electrons,
Z is the quasiparticle residue, εk is the renormalized dispersion (εk/εk is of or-
der unity in the strong coupling limit), and γ is a number of order unity (the log
appears only in two-dimensions). The factor of B(ω), that descends from the
“spectral asymmetry” [72], is a constant independent of frequency but whose
value depends only on the sign of ω.
There are a number of remarkable features associated with the above so-
lution, which can be obtained analytically in two asymptotic regimes. As we
already discussed, the appearance of a FL at low-energies, while interesting, is
not entirely surprising. However, the FL is not a plain-vanilla metal; the quasi-
particle weight is strongly renormalized as Z ∼ 1/(ν0U), where ν0 ∼ 1/W is the
single-particle density of states (we use units where the lattice spacing a = 1)
and is accompanied by a strong mass-renormalization, m∗/m ∼ U/W (∼ Z−1).
Within the above model, the FL has a dynamical mean-field theory (DMFT) like
character [73], where the frequency dependent renormalization of the self-energy
is much larger than the associated momentum dependence. At high-energies, or,
temperatures above Tcoh (while still being small compared to εF ), the FL-like
description is lost entirely. Approaching this scale from below, it is interesting
to note that the single-particle scattering rate, Σ′′d(ω → W ∗) ∼ W ∗, such that
the notion of long-lived quasiparticles near the Fermi surface can no longer make
sense. On the other hand, at weak-coupling (U Wd), the system remains a FL
at all temperatures with Z ∼ 1− (ν0U)2; all physical quantities can be obtained
by carrying out perturbation theory in U/W and the infinite resummation of
the melonic diagrams becomes redundant.
The metallic regime at scales above W ∗ is completely incoherent—there is
no sharply defined surface in momentum space (resembling a Fermi surface)
and there are no long-lived quasiparticles8. This regime realizes a compressible
NFL (where the compressibility scales as 1/U) and ultimately controlled by
the properties of the single SYK site, where the inter-site hoppings only enter
perturbatively. The NFL obtained above is ‘infra-red incomplete’ [56] and is
8These notions can be made precise by taking the limit of W ∗ → 0 followed by T → 0.
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accompanied by a finite residual entropy, which is relieved below W ∗ upon the
crossover into the FL regime.
At this point, we may ask if both of these metallic regimes are stable against
pairing (and possibly other) instabilities, or if all of the interesting NFL proper-
ties are masked by such ordering tendencies? This will be the primary subject
of discussion in the following section. But before we do so, let us investigate the
possible role played by the c−electrons once they are coupled to the strongly
interacting d−electrons by turning on a finite V .
It is clear that when the strongly renormalized heavy FL is coupled to
the non-interacting c−electrons at scales below Tcoh, the resulting state re-
mains a FL with two independently conserved densities. On the other hand,
when the c−electrons scatter off the fluctuations associated with the SYK-like
d−electrons, the self-energy becomes,
Σc(iω) = − ν0V
2
2pi2U
iω log
(
U
|ω|
)
. (32)
This is the celebrated marginal Fermi liquid (MFL) form of the self-energy [74],
which arises purely as a result of scattering off an effective ‘bath’ 9 formed by
the incoherent SYK-like d−electrons . The c−electrons have a sharply defined
Fermi surface10 that also satisfies Luttinger’s theorem [56]. However, the na-
ture of the critical Fermi surface that arises in the above model is significantly
different from the one that arises from coupling to e.g . the gapless nematic or-
der parameter (as discussed in Sec. 2.1). The key difference is in the structure
of the momentum dependence of the correlation functions. While the singular
frequency dependence of the self-energy is restricted to the near vicinity of the
critical Fermi surface for the problem with a gapless boson, this is not the case
for the SYK model. In the latter, the frequency dependence has the singular
structure everywhere in momentum space, even away from the Fermi surface—a
feature that arises from the local SYK island. Let us now address the central
question of this review: Is the critical Fermi surface obtained within the above
solvable model unstable to pairing or other competing instabilities?
3.3. Strong-coupling superconductivity and intertwined orders
A number of recent works [75, 76, 77, 78, 70] have studied the nature of
pairing instabilities in variants of SYK-type models. In particular, most of
these studies have focused on the single-site (i .e. 0-dimensional) SYK model
(and extensions thereof)—either by explicitly including attractive interactions
[76] or by coupling to a gapless boson [77, 78]—and studied the resulting pairing
instabilities to have a non-BCS form. The present authors studied the pairing
instabilities of the single-band model (i .e. with only d−electrons) with spatial
structure [70], which we review below and also discuss some new results on
9Though it is important to note that there is no real ‘bath’ as the number of degrees of
freedom in the two systems is comparable.
10Formally defined as the solution to G−1c (k, ω = 0) = 0 as W ∗ → 0 followed by T → 0.
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Figure 4: The linearized gap equations for the pairing vertices for (a) ∆d(k, iω) and (b)
∆c(k, iω). Different lines are identical to those introduced in Fig. 3.
the two-band generalization. Quite remarkably, for all of the above studies,
the pairing instabilities in the regime where the analysis is controlled can be
described within Eliashberg theory.
Let us first address the instabilities for the model with just d−electrons (i .e.
setting V = 0). Then, in addition to the structure imposed on the U ’s in Eq. 22,
we now impose the following constraints11:
Uijk` = ±Uikj`. (33)
Imposing this constraint does not modify the solution for the single-particle
Green’s function (Eq. 31). The linearized gap equations in the spin-singlet or-
bital diagonal pairing channel, that originate from the full Eliashberg equations
(valid to leading order in 1/N), take the simple form [70],
∆d(k, iω) = ±U2T
∑
iΩ
∫
p
∆d(p, iΩ)Gd(p, iΩ)Gd(−p,−iΩ)Πd(k− p, iω − iΩ), (34)
which can also be expressed diagramatically as in Fig. 4a. Then, one finds two
families of solutions, depending on the sign in Eq. 33 above.
When Uijk` = +Uikj`, the NFL regime at T > Tcoh is unstable to on-site
s−wave pairing with a finite Tc. The momentum dependence in the above
equation can then be ignored as the physics is completely local and emerges at
the level of a single site. Moreover, since there is only one scale in the problem,
Tc ∼ U (with an O(1) prefactor). The interesting sign structure of the matrix
elements essentially generates attraction in the pairing channel, thereby masking
the onset of any NFL regime. The spin-dependent structure of the model here
is crucial — a spinless version of the same problem would not show the same
phenomenology, since (i) there is no on-site orbital diagonal ‘triplet’ order that
11Note that it is also possible to consider these to be statistically independent, in which
case there are no solutions to the linearized gap equation to leading order in 1/N .
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can be similarly defined, and, (ii) a true transition at Tc (with a diverging
susceptibility) in the spatially extended spin-triplet channel can not emerge due
to a finite hopping (trr′), as long as the latter can be treated perturbatively.
On the other hand, when Uijk` = −Uikj`, the NFL regime is stable against
pairing all the way down to Tcoh, even though the pairing susceptibility grows
in strength (without diverging) as a function of decreasing temperature. How-
ever, once there is a crossover into the incipient heavy FL regime, a generalized
Kohn-Luttinger type mechanism [79, 80] arising purely from the momentum
dependence of the density-density correlation function guarantees a finite Tc.
Interestingly, since W ∗ (the renormalized bandwidth) is the only scale left over
in the problem, Tc ∼ W ∗ (with an O(1) prefactor). Moreover, this is a regime
where the Fermi surface associated with the incipient FL hasn’t fully formed,
so the instability is not controlled by the sharpness of the Fermi surface.
The linearized self-consistent equations for the instabilities in the particle-
hole channel, describing density-wave instabilities, also have a solution in this
regime [70]. Since the instabilities are not tied to any underlying ‘fermiology’—
one is equally likely to find a tendency towards such forms of broken symmetries
due to the same interactions, with comparable transition temperatures to that
of the superconducting Tc
12. The models introduced here are thus ideal play-
grounds to study the phenomenon of intertwined orders, i .e., the occurence
of different types of distinct, symmetry-unrelated forms of electronic order in
the phase diagram, all arising from the same microscopic interactions and with
comparable onset temperatures. This phenomenon is of great interest for a de-
scription of the experimental phenomenology across numerous families of high-
temperature superconductors [81].
Finally, consider the pairing instabilities for the two-band model upon turn-
ing on a finite V . Assume the following additional structure on the interaction
matrix elements,
Vijk` = ±Vikj`, (35)
and, unlike Eq. 33, treat Uijk` and Uikj` as statistically independent (we do this
in order to avoid any intrinsic SC instability associated with the d−electrons).
The linearized gap equations in the spin-singlet orbital diagonal pairing channel
for the c−electrons takes the form,
∆c(k, iω) = ±V 2T
∑
iΩ
∫
p
∆c(p, iΩ)Gc(p, iΩ)Gc(−p,−iΩ)Πd(k− p, iω − iΩ). (36)
Let us first focus on the case where there is a positive sign in Eq. 35, in which we
can get a non-trivial solution to Eq. 36 even neglecting the (weak) momentum
dependence of Πd. After integrating over the momentum perpendicular to the
12The precise ordering temperatures are determined by the numerical prefactors, which are
controlled by the microscopic details of the specific model.
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Fermi surface, we obtain the following equation for the pairing vertex:
∆c(iω) = piν0V
2T
∑
iΩ
∆c(iΩ)
Πd(iω − iΩ)
|iΩ− Σc(iΩ)| . (37)
Here, Σc(iω) is given by Eq. 32, and Πd has the SYK form: Πd(iω) ∼ 1U log
(
U
|ω|
)
.
It is instructive to examine the limit V  Wc ∼ U . In this limit, we can
show that the superconducting Tc, where a solution to Eq. 37 first appears, is
parametrically larger than the marginal Fermi liquid scale ΩMFL, defined as the
energy scale at which |Σc(iΩMFL)| = ΩMFL. This follows from an analysis along
the lines of Ref. [70], the details13 of which will be presented elsewhere [82];
the result is Tc ∼ Ue−
√
U
ν0V
2 , compared to ΩMFL ∼ Ue−
U
ν0V
2 . In this limit,
therefore, the marginal Fermi liquid regime is preempted by superconductivity.
In the intermediate coupling case, V ∼ U ∼ Wc, both ΩMFL and Tc are of the
order of Wc, and there is no parametrically broad MFL regime.
In contrast, for the case of a negative sign in Eq. 35, there is no solution to
Eq. 36 if the polarizability Πd is momentum independent. In the limit Wd →
0, Πd is completely momentum-independent to leading order in 1/N (Πd is a
convolution of the two d electron Green’s functions, Eq. 30), and for Wd = 0, Gd
is completely momentum independent14. Hence there is no pairing instability
in this limit, and the marginal Fermi liquid regime is stable at order 1/N . If
Wd 6= 0 then Πd has momentum dependence derived from that of Gd in Eq. 31.
Then, it is possible to get non-trivial momentum dependent solution to Eq. 36.
Nonetheless, in the limit where Wd  U , Tc will be parametrically smaller than
TMFL, and there is a parametrically broad marginal Fermi liquid regime.
4. Summary and Outlook
Migdal-Eliashberg theory was designed to treat the electron-phonon prob-
lem, where the separation of scales between the Fermi energy and the Debye
frequency provides a small parameter. Unfortunately, in strongly correlated
electronic systems, there is no such natural small parameter that allows theo-
retical control. Finding special controlled limits — even artificial ones — could
provide a useful handle on the rich non-perturbative physics that may emerge in
these systems. In this article, we have reviewed two such controlled limits: the
double expansion in small  and 1/N for the problem of a Fermi surface coupled
to a gapless boson, and the large N limit for the problem of lattice fermions with
N−orbitals and frustrated interactions. Interestingly, in both limits, Eliashberg
theory becomes exact, and describes the competition between the destruction
of Landau quasiparticles and the pairing tendency, both effects arising from the
same underlying mechanism.
13In this case, Eq. 37 is essentially identical to Eq. 9 of Ref. [70].
14This follows from the fact that when Wd = 0, the number of d electrons is conserved on
every site seperately.
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It may well be that, in many situations, Eliashberg theory is valid far beyond
its formal range of validity15. Quite interestingly, in some of the examples where
Eliashberg theory appears to work well without any formal justification [31], it
is unclear what is responsible for this agreement. This is not to say, however,
that all non-Fermi liquids are well-described by Eliashberg theory; for instance, a
recent work revealed a strongly coupled fixed point of a nearly antiferromagnetic
metal, with a very different structure [83], which is controlled by an emergent
small parameter. The search for such new non-perturbative fixed points, as well
as other controlled limits of correlated electron systems, is bound to provide
new insights into the complexity of the growing class of correlated quantum
materials.
In all of the examples discussed in this review where Eliashberg theory is
applicable, the superconducting transition is fundamentally described within a
generalized ‘mean-field’ type approach. In settings where the interactions are
much larger than the bandwidth and the superfluid density is small, fluctu-
ation effects near the superconducting transition are bound to be significant
and a mean-field description is likely to fail. The recent discovery of supercon-
ductivity in a number of two-dimensional graphene based Moire´ superlattices
[84, 85, 86, 87, 88] provide an ideal platform to investigate such effects. All
of these materials are believed to host isolated, nearly flat topological bands
where interactions are comparable (or possibly, even larger) than the free elec-
tron bandwidth. Inspired by these rapid developments, one is tempted to ask
the following question: What is the highest possible Tc for an isolated flat band
in the limit of its bandwidth going to zero when the interaction strength is
finite? In the absence of any small parameter, when the interaction strength
sets the only scale in the problem and the carrier density is low, it is unclear
if an Eliashberg type approach can capture the superconducting instabilities,
if any. Developing a controlled analytical framework, that goes beyond the
Migdal-Eliashberg formalism, to investigate the onset of pairing instabilities in
such flat-band systems remains an interesting challenge for the future.
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