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Abstract
This thesis deals with the numerical solution of nonlinear partial dierential equations
and their application in image processing. The dierential equations we deal with
here arise from the minimization of variational models for image restoration techniques
(such as denoising) and recognition of objects techniques (such as segmentation). Image
denoising is a technique aimed at restoring a digital image that has been contaminated
by noise while segmentation is a fundamental task in image analysis responsible for
partitioning an image as sub-regions or representing the image into something that is
more meaningful and easier to analyze such as extracting one or more specic objects
of interest in images based on relevant information or a desired feature.
Although there has been a lot of research in the restoration of images, the perfor-
mance of such methods is still poor, especially when the images have a high level of
noise or when the algorithms are slow. Task of the segmentation is even more chal-
lenging problem due to the diculty of delineating, even manually, the contours of the
objects of interest. The problems are often due to low contrast, fuzzy contours, similar
intensities with adjacent objects, or the objects to be extracted having no real contours.
The rst objective of this work is to develop fast image restoration and segmen-
tation methods which provide better denoising and fast and robust performance for
image segmentation. The contribution presented here is the development of a restarted
homotopy analysis method which has been designed to be easily adaptable to vari-
ous types of image processing problems. As a second research objective we propose
a framework for image selective segmentation which partitions an image based on the
information known in advance of the object/objects to be extracted (for example the
left kidney is the target to be extracted in a CT image and the prior knowledge is a
few markers in this object of interest). This kind of segmentation appears especially in
medical applications. Medical experts usually estimate and manually draw the bound-
aries of the organ/organs based on their experience. Our aim is to introduce automatic
segmentation of the object of interest as a contribution not only to the way doctors
and surgeons diagnose and operate but to other elds as well. The proposed methods
showed success in segmenting dierent objects and perform well in dierent types of
images not only in two-dimensional but in three-dimensional images as well.
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Chapter 1
Introduction
1.1 Image Processing and Variational Modeling
Nowadays computer vision, especially image processing, plays an increasingly important
role in diverse subjects such as medical imaging, geophysics, geodesy, atmospheric
science, medicine, biology, engineering, photography, lm and video production, remote
sensing, security monitoring etc. After modern photography was invented during the
18-th century by Louis-Jacques-Mande Daguerre, which improved the process already
established by Joseph-Nicephore Niepce, the invention of charge-coupled device (CCD)
opened the path for digital photography development and allowed not only storage
but also computer processing for the images. In 1895, X-ray was invented,1 and in
the 1970s X-ray computed tomography (CT) becomes an important tool in medical
imaging. A CT scanner uses ionizing radiation (X-ray) to obtain the image data. In
1977, another type of image, which was based on the emission and absorption of electro-
magnetic energy in the radio frequency (RF) range of the electrostatic spectrum was
introduced by Paul Lauterbur and Peter Manseld, is called the magnetic resonance
imaging (MRI) scanner. These and other imaging tools are becoming more and more
important in the modern world as a source of diagnosing illnesses, catching criminals,
postmortal identication, etc.
Digital images are proper 2-dimensional (2-D) projections representations of the
visual world surrounding us containing various objects. A 2-D digital image can be
presented as a 2-dimensional array of data z(x; y), where (x; y) represent the pixel
location 2. The pixel value corresponds to the brightness of the image at location
(x; y). Some of the most frequently used image types are binary, gray-scale and color
images. Binary images has only two possible values for each pixel, black and white,
where black is represented with the value 0 while white with 1. They are also referred
to as 1 bit/pixel images. Gray-scale images, also called monochromatic, represents
the brightness of the image by carrying only intensity information. Gray-scale images
contains 8 bits/pixel data, which means 256 dierent intensities (i.e., shades of gray) to
1http://inventors.about.com/library/inventors/blxray.htm
2pixel is a single point in a graphic image
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Figure 1.1: Sample images used in our experiments. Images in top row are real life and
articial images, the images in second row are MRI and CT images taken in hospital
environments and images in third row are biological images of cells. The last image in
this row is a color image.
be recorded between 0 (representing black) and 255 (representing white). Color images
are considered as three-channel monochrome images, where one channel of information
is dominated by red, another by green and the third by blue. The color image is
produced by mixing together various proportions of red, green and blue lights. This is
a 24 bits/pixel image and it is referred to as an RGB image. In discrete sense a grey
image is a 2-D array of numbers (matrix) while a color image is a 2-D array of vectors
(composed by three chancels). In continuous sense a grey image is a 2-D function
z(x; y) and color image is a 2-D vector function (r(x; y); g(x; y); b(x; y)). In this thesis
we mainly work on grey value images. Fig. 1.1 shows some examples of images which
will be used for our experimental work in coming chapters.
Technological advances in digital imaging, computer processors and mass storage
devices fueled the growth of image processing. The huge volume of digital image data
produced every day have become more than could ever be examined manually. Elec-
tronically perceiving and understanding the image and processing it according to spe-
cic human requirements has become a challenging task for computers and computer
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programming. Therefore we have to develop mathematical models, algorithms and
technologies with vision capabilities as advanced as human eyesight at least. Due to
the wide specic application there is currently no single image processing method that
yields acceptable results for every image and problem and for more some of the existing
methods can at best deal with specic images only. Some of the techniques have been
around already for some time and deeply investigated, though there is still room for
improvement, others are relatively new and many challenges are still open for research.
The eld that includes methods for processing, analyzing, acquiring, and under-
standing images from the real world in order to produce numerical or symbolic infor-
mation is called Computer Vision. Computer vision is divided into image processing,
pattern recognition, motion analysis, statistical learning etc., which employs a range
of more or less well-dened measurement problems or processing problems that can be
solved using a variety of methods. The objectives are as varied as
 registration, mapping, comparing and combining two dierent views of the same
object of a reference image into a target image,
 restoration and removal of noise (sensor noise, motion blur, etc.) from images,
 detection and recognition of objects in images,
 segmenting and picking out a feature of interest in an image from the rest of the
image (the background),
 following the movements of a smaller set of interest points or objects in the image
sequence (tracking of objects in videos),
and so on. In this thesis we look into a specic branch of image processing called Image
Denoising and mainly into Image Segmentation which is a challenge and has various
research open problems.
Due to the corruption of the real signals by noise (unwanted signals) in an image,
during acquisition, transmission, and retrieval from storage media, images require pre-
processing which removes the noise and restores the image as close as possible to the
original image. Fig. 1.2 is an example of such an image which shows the photography
of a boat taken with a digital camera.
The purpose of the denoising algorithm is to remove such noise. There are various
methods to help restore an image from noisy distortions. Selecting the appropriate
method plays a major role in obtaining the desired image. For example, a method that
is used to denoise satellite images may not be suitable for denoising medical images. In
this thesis we try to give a method which not only accurately restores degraded images
but at the same time is an ecient solution in terms of speed performance. In order
to quantify the performance of the various denoising algorithms, dierent images are
taken and some known noise is added to it. Images are infected by dierent types of
noise, as discussed in x 3.2. The work presented here focuses on a zero mean additive
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(a) Clean Boat Image, z(x,y) (b) Noise, n(x,y) (c) Noisy Boat Image, u(x,y)
Figure 1.2: Illustration of noise in the boat image.
white Gaussian noise. The performance of each algorithm is compared by computing
PSNR (the peak signal to noise ratio) or SNR (signal to noise ratio) besides the visual
interpretation. Those measures are dened in Section x4.5.
The denoising problem can be mathematically presented as follows,
z(x; y) = u(x; y) + n(x; y) (1.1)
where z(x; y) is the observed noisy image, u(x; y) the original image and n(x; y) the
noise with variance . The objective is to estimate z(x; y) given u(x; y).
Image segmentation is about partitioning an image into multiple segments (sets of
pixels) and disjoint sub-regions by modelling the similarity characteristic and common
features of the desired object while dealing with variation in intensity, scale, pose,
and shape. Image segmentation is typically used to locate objects and boundaries
(lines, curves, etc.) in images, to simplify and/or to change the representation of an
image into something that is more meaningful. No single image segmentation technique
performs well for all kinds of images, and problems; and in addition, the performance
of various segmentation techniques is not the same and may vary from image to image.
Segmentation should stop when the region of interest has been isolated. Due to this
property the segmentation problem depends on the kind of the problem. In our work
we have been dealing with the following problems for image segmentation:
 Develop a fast segmentation algorithm in order to extract the desired objects
from the image background.
 Develop an automated selective/interactive segmentation method which has as
an outcome a target object separated from other objects in the image.
Figure 1.3 shows two dierent segmentation problems where the rst image is an ex-
ample of image segmentation in which the boundaries of the objects are required to be
segmented, shown as the contours of all letters in the the UoL image, and in the second
image only the contour of the right kidney is the target object in a CT image.
A contour is introduced into the image to locate boundaries of features and is evolved
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Figure 1.3: Illustration of segmentation of the UoL image and selective segmentation
of a CT image where the right kidney is the object of interest.
until a steady state is reached, thereby we separate the objects from background or
separate an object from other objects. The evaluation of the quality of segmentation
outcomes is typically based on the visual inspection of the images and is critical to
measure the eciency of segmentation algorithms. The evaluation of the outcome of
segmentation algorithms is made with human interaction.
For both the branches mentioned above as well as for image processing tasks in
general, variational techniques are promising models to solve those problems. Finding
the solution of variational models implies minimization of nonlinear functionals leading
to numerical solution of Euler-Lagrange equations which are nonlinear partial dieren-
tial equations (PDEs). Because of the discrete nature of the images, after using nite
dierences these PDEs are discretized and the models benet from well-founded mathe-
matical theories that allow us to analyze, understand and improve the existing methods.
The Euler-Lagrange equation of these models is often described using parabolic PDEs,
which are iterated in time until it reaches a steady state.
Numerical algorithms for image processing are known to be extremely slow, which
is crucial nowadays since the size of the domain surpasses the million pixel mark and
3-dimensional (3-D) image processing is growing. Fast, stable and reliable numerical
algorithms for this type of dierential equations are required. This thesis deals with
this problem by proposing fast, reliable and ecient numerical algorithms for the so-
lution of nonlinear dierential equations rising in image processing. The method we
propose is a restarted homotopy analysis method, detailed in Chapter 4, which modi-
es the homotopy analysis method by making it easy and practical for hard nonlinear
PDE cases. This method brings a better way to denoise and segment an image with-
out introducing diculties. Another advantage of the method is that it can easily be
adapted to tackle all the nonlinear PDEs rising from image processing techniques in
both 2-D and 3-D. The restarted homotopy analysis methods look attractive due to
the low number of iterations used to obtain the steady state solution. For the image
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denoising problem the restarted homotopy analysis method is applied to the Rudin-
Osher-Fatemi denoising total variation equation [136, 135], which is a successful tool
for image restoration and for Chan-Vese Active Contour Without Edges model [37] for
image segmentation. The Chan-Vese model [37], which seeks the desired segmentation
as the best piecewise constant approximation to a given image, is the most popular
method in image segmentation. This method represents the contour with a zero level-
set function originally developed by Osher and Sethian [122]. The basic idea is to start
with initial boundary shapes, which in general are represented in the form of circular or
rectangular closed curves, and iteratively modify them by applying shrink/expansion
operations according to the constraints of the image. For both of these models, and
similarly with other imaging processing models, the Euler-Lagrange equations associ-
ated are nonlinear PDEs. The restarted homotopy model will be compared with fast
solvers such as the additive operator splitting method [174].
In the second part of the thesis we focus on variational image selective segmentation
and introduce novel selective segmentation methods using the variational framework of
active contours. More recently, Gout-Guyader [66, 69] and Badshah-Chen [12] proposed
two dierent variational models for selective segmentation. The Badshah-Chen model
improved the Gout-Guyader model, which is based on the edge information of the
object, with a term which gives information to the minimization function of the region
of segmentation. Both models can segment a range of images, but there are cases
which appear too challenging for either model. For this reason we rst develop a
novel selective segmentation level-set method that uses a dual level set variational
formulation. The model uses two level sets, from which one level set function (global)
selects and nds all the objects, and with another level set (local) which is the closest
to the geometric constraints (markers). It is a combination of edge detection, markers
distance function and active contour without edges. Experimental results show that
our model is more robust than previous work. To improve the eciency of this model
in the case of oscillatory boundaries a new regularization term has been proposed. The
replacement of the regularizing term which measures the length of feature's boundaries
with a H1 Hausdor measure with L2 Lebesgue measure of the -neighborhood of the
boundaries demonstrates the eectiveness of the proposed method for real life images
with oscillatory boundaries. Even though the dual level set method is accurate the
feedback of this method is a slow convergence in cases of large images or a 3-D process.
For this reason we improve the one level set selective segmentation variational models
by incorporating new terms of an adaptive parameter edge detection function and a
new area-based tting term which enhances the model's reliability.
1.2 Image Denoising and Image Segmentation
With the development of smart camera photo, high-resolution images, multi-slice medi-
cal imaging technology, telescopes and spectrographs, synthetic-aperture radar (SAR),
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etc., methods of rening, acquiring, editing and visualizing image data are under a
fascinating and ongoing improvement. Several applications of image processing such as
in astronomy, astro-physics, biology, chemistry, art, genetics, physics, and other areas,
bring a host of problems in imaging. The rst and the most common one is the inu-
ence of noise which brings an inhomogeneous appearance of the surfaces or objects in
an image. This is due to the limitation of the technology and low light illumination.
Such problems can be easily faced in CT images, SAR images, smart camera images,
etc. Although, the process of restoring the image has been widely investigated, there
remain problems to be considered and better improvements are challenging.
A great challenge nowadays is to tackle automatically and identify intelligently ob-
jects in an image, in applications such as Closed-Circuit Television (CCTV) monitoring
of a subject or medical geometry of a particular organ or tumors, where the selection
of one feature/object among many ones is required. This is an important task which,
particulary in the medical environment, will open the window to substantially improv-
ing patient diagnosis, treatment monitoring, and pre-operative planning. This will not
only help us to view any organ on its own or as a collection within the anatomy, im-
proving the diagnosis as well as surgical planning for patients, but could also allow the
analysis of the shape and size of a tumor prior to surgery, or monitor the progress of a
patient by comparing the segmented tumor through various stages of treatment. This
will eliminate the manual segmentation which is a daunting task, since partial body
scans range from tens to hundreds to even thousands of slices.
Due to the complexity of the images, especially the irregular shapes and sizes of
objects/organs in medical images, the segregation process can be a dicult task. The
edges can be dicult to delineate from the other organs due to noise during the im-
age data acquisition process, or due to similar density with the other surrounding
objects/organs.
There is a need for an automated process where some form of a priori information
about the object such as markers are provided by the user. Chapters 5 and 6 provide
a discussion on the novel 2-D and 3-D various models for image selective segmentation
techniques currently available. These models are generally designed and are not com-
plicated for any non-professional person to use and for more there is no need of manual
manipulation control.
1.3 Chapters of this Thesis
The rest of this thesis is organized as follows:
Chapter 2
This chapter covers some basic mathematical tools which will be used throughout the
rest of the chapters of the thesis and should prove helpful when reading and under-
standing them. Useful preliminary denitions, theorems and examples from normed
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linear spaces, variations of a functional, bounded space of variations, ill-posed inverse
problems, regularization for image processing and the level set methods will be shortly
introduced. A discussion on the discretisation of partial dierential equations (PDEs)
on regular domains using nite dierence methods and the iterative solutions of linear
and nonlinear equations. An overview of implicit and explicit methods as well an intro-
duction to fast solver algorithms, such as additive operator splitting and the homotopy
analysis method, will be presented.
Chapter 3
This chapter is an introduction to variational models for image restoration and recon-
struction techniques. The total variation (TV) regularization functional and some of
its mathematical analysis and properties are introduced. Here we cover the TV de-
noising models based on the Mumford-Shah idea and in particular discuss the active
contour without edges model of Chan-Vese. Some existing models used for solving the
partial dierential equation arising from Rudin-Osher-Fatemi (ROF) model and the
minimization of the Chan-Vese model will be briey discussed as well.
Chapter 4
A numerical discrete restarted homotopy analysis algorithm for solving the nonlinear
partial dierential equation of the TV model with applications in both denoising and
segmentation is developed. This algorithm overcomes the nonlinearity of the TV model
and at the same time gives a fast numerical scheme and a better method in terms of
accuracy. Finally, numerical evidence will show the validity of the restarted discrete
homotopy analysis method and that the method is ecient and robust even for images
with large ratios of noise. The work has been generalised for 3-D as well and is shown
by experiments to have great speed for 3-D segmentation. Moreover we will show that
the method can be easily extended to other nonlinear TV models.
Chapter 5
This chapter presents a selective segmentation model using a dual level set variational
formulation for a two dimensional selective model. This variational model aims to
segment an object which is the closest to the geometric constraints (markers), with a
local level set and a global level set which can serve as eective tools for identifying
all features and their boundaries in an image. The model is a combination of edge
detection, markers, a distance function and active contours without edges. An additive
operator splitting method will be used to speed up the convergence of the algorithm.
Experimental results show that our model is more robust than previous work.
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Chapter 6
This chapter is a generalisation of the two dimensional dual level set selective model
presented already in Chapter 5. The dual level set model developed in this chapter is
capable of automatically capturing a local object of some target region in three dimen-
sional domain. An additive operator splitting method is developed for accelerating the
solution process. Numerical tests show that the proposed model is robust in locally
segmenting complex image structures.
Chapter 7
This chapter improves the dual level set model, which is detailed in the previous two
chapters, for irregular and oscillatory object boundaries in a selective model. The min-
imization energy replaces the Hausdor measure of the length of a feature's boundaries
(i.e. H1 ) with the Lebesgue measure of the -neighbourhood of the boundaries (i.e. L2
). Experimental results show that in cases of real life images with oscillatory boundaries
we get qualitative results demonstrating the eectiveness of the proposed method for
these cases.
Chapter 8
In this chapter we propose a variational single level-set selective segmentation based
model which is much faster to implement than the dual selective segmentation model
in Chapter 5. The model combines several new ideas including a new area-based t-
ting term, a new region-based tting term and an adaptive parameter edge detection
function. The new model will be compared to the dual level set selective segmentation
model and will be shown to have the same eciency and reliability. We also provide
an answer to the existence and uniqueness of the solution associated to our problem as
well using viscosity theory. Test results show that the model nds the desired target
object successfully in various challenging cases and that it is not heavily dependent
on the prior information of markers or the distance function in contrast with existing
selective models.
Chapter 9
In the last chapter we propose possible future research directions derived from the work
presented in this thesis.
9
Chapter 2
Mathematical Preliminaries
This chapter covers some basic mathematical tools which will be used throughout the
rest of the chapters of the thesis, helpful while reading and understanding them. Useful
preliminary denitions, theorems and examples from normed linear spaces, variations of
a functional, bounded space of variations, ill-posed inverse problems and regularization
to image representation, the level set method and other commonly met methods in
either linear algebra or advanced calculus literature will be introduced. A discussion
of the discretization of partial dierential equations (PDEs) on regular domains using
nite dierence methods and the iterative solutions of linear and nonlinear equations
will be described.
We start by introducing the Vector Space, a basic mathematical structure formed
by a collection of elements
u = (u1; : : : ; un); v = (v1; : : : ; vn): (2.1)
called vectors, followed by the denitions of the norm and of Normed Linear Spaces.
Literature can commonly be found in either linear algebra or advanced calculus litera-
ture such as [145, 88].
2.1 Normed Linear Spaces
Denition 2.1.1 (Linear Vector Space). Let F be a scalar eld (usually of real
or complex numbers) and V a vector set on which two operations, addition and scalar
multiplication, have been dened. For u;v 2 V, the sum of u and v is denoted by
u + v, and if c is a scalar, the scalar multiple of u by c is denoted by cu. If the
following axioms hold for all u;v;w 2 V and for all scalars c; d 2 F, then V is called
a vector space and its elements are called vectors.
10 Axioms of a Vector Space:
1. If u;v 2 V; then u+ v 2 V (closure under addition)
2. If u;v 2 V; then u+ v = v + u (commutativity under addition)
3. If u;v;w 2 V; then (u+ v) +w = u+ (v +w) (associativity of addition)
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4. There exists an element 0 2 V , called a zero vector, such that u+ 0 = u for all
u 2 V (identity element of addition)
5. For each u 2 V, there is an element  u 2 V such that u+ ( u) = 0 (existence
of additive inverse)
6. If c 2 F; and u 2 V; then cu 2 V (closure under scalar multiplication)
7. If u;v 2 V; and c 2 F then c(u+ v) = cu+ cv (distributivity)
8. If u 2 V; and c; d 2 F then (c+ d)u = cu+ du (distributivity)
9. If u 2 V and c; d 2 F then c(du) = (cd)u (associativity of scalar multiplication)
10. There exists an element 1 2 V, called the multiplicative identity, such that 1u = u
for all v 2 V(identity of scalar multiplication)
Denition 2.1.2 (Norm). For a given a vector space V over a subeld F  C, a real
valued function N : V  ! R is called a norm on V if for all a 2 F and all u;v 2 V,
it satises
1. N(v) > 0 for all v 6= 0 2 V and N(v) = 0 for v = 0, (separates points).
2. N(v) = jjN(v) for all  2 R and v 2 V, (triangle inequality).
3. N(v + u)  N(v) +N(u) for all v;u 2 V, (positive homogeneity).
A norm is a seminorm if the 1-st property (separating points) is removed.
A norm on a vector space V induces a metric on V by
d(v;u) := N(v   u):
This metric is invariant under translations and homogeneity, i.e.
d(v +w;u+w) = d(v;u); d(v; u) = jjd(v;u):
The norm of a vector x on the set of real numbers R is usually represented by kxk (or
for simplicity in some cases jxj), and the function is denoted k  k (or j  j).
Example 2.1.3 Some examples of norms
 The absolute value is a norm on the set of real numbers R.
 Euclidean norm of a vector:
Let x = (x1; x2; : : : ; xn) 2 Rn then
kxk =
q
x21 + x
2
2 + : : :+ x
2
n:
This gives the ordinary distance from the origin to the point x. Note that this
norm can sometimes be written as kxk2 or jxj.
 Innity norm:
For x 2 Rn, kxk1 = max(jx1j; jx2j; : : : ; jxnj).
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 p-norm of a vector:
Consider x 2 Rn, then for any real number p  1 the p-norm of x is dened as
kxkp =
 
nX
i=1
jxijp
!1=p
; (2.2)
For p = 1 this norm is called the 1-norm and clearly, for p = 2 this is the
Euclidean norm, and as p approaches1 the p-norm approaches the innity norm.
 Lp-norm of a function:
Consider a continuous function f dened on a domain 
 such that
R

 jf(x)jp dx <
1 with 1  p  1. Then
kf(x)kLp =
Z


jf(x)jp dx
1=p
(2.3)
denes the Lp-norm of f on 
. This is a generalization of the previous example
since now f is allowed to have arbitrarily many components.
The special case when p =1 is dened as
kf(x)k1 = sup
x
jf(x)j: (2.4)
 Total Variation (TV) norm of u : 
  R2 ! R is dened as
TV (u) =
Z


jruj dxdy:
and will be discussed in more detail later in this chapter.
Denition 2.1.4 (Normed Linear Space ). A vector space equipped with a norm
(seminorm) k:k dened on it is called a normed linear space (seminormed linear space).
This also means that a linear vector space together with an inner product dened on
it, is a special type of normed space.
Theorem 2.1.5 For p 2 [1;1], the space equipped with the Lp norm is a normed
vector space.
Proof The proof of this theorem uses the content of Minkowski's inequality, Theorem
2.1.19, shown below. 
Denition 2.1.6 The space of all n-tuples of real numbers, (x1; x2; :::; xn) commonly
denoted x 2 Rn, equipped with the Euclidean metric
d(x;y) =
 
nX
i=1
(xi   yi)
!1=2
is called Euclidean n-space or Cartesian space.
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Denition 2.1.7 (Cauchy Sequence). A Cauchy sequence in a normed vector space
V is a sequence fxig1i=1 having the property that for any " > 0, there exists an N 2 N
such that
kxi   xjk < "; 8i; j  N:
Note that Cauchy sequence is a sequence where all the terms, except a counted number,
become arbitrarily close to one another
Denition 2.1.8 (Banach Space). A normed space V is said to be a Banach space
if every Cauchy sequence fxig1i=1  V converges to an element x 2 V (which means
that limi!1 xi = x).
Denition 2.1.9 (Hibert Space). A Hibert space is a space V with an inner product
hu; vi such that every Cauchy sequence converges to an element of the space V.
A Hilbert space is always a Banach space, but the converse need not hold.
Denition 2.1.10 (Convex Set). A set S in a vector space V is said to be convex
if, for all u; v 2 S and all  2 [0; 1], the point
(1  )u+ v
is in S. In other words, every point on the line segment connecting u and v is in S .
Denition 2.1.11 (Convex Functions). A function f : S! R dened on an convex
set S of some vector space is called convex if
f(u+ (1  )v)  f(x) + (1  )f(y) (2.5)
for all x; y 2 S and  2 (0; 1). If the inequality is always strict for u 6= v, f is called
strictly convex.
Example 2.1.12 Examples on R and Rn
 exponential: eax; for any a 2 R on domain R is convex.
 powers: x on R+, for   1 or   0 is convex.
 powers of absolute value: jxjp on R; for p  1 are convex.
 ane function: f(x) = aTx+ b where a 2 Rn; x; b 2 Rn1 is convex.
 The norms: kxkp =
Pn
i=1 jxijp
 1
p
; for p  1; kxk1 = maxk(jxkj) are con-
vex.
 The TV norm denite as in 2.1.11 of u : 
  R2 ! R
TV (u) =
Z


jruj dxdy
is a convex functional.
Denition 2.1.13 (Open Set). For a given normed space V a subset A  V is said
to be open if for each point u 2 A there exists  > 0 such that ku  vk <  for all v 2 A
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Denition 2.1.14 If A 2 V then C(A) = VnA denotes the complement of the set A
in V, that is, the set of all points x 2 A which do not belong to A.
Denition 2.1.15 (Closed Set). A subset A 2 V is closed if its complement C(A)
is open.
Denition 2.1.16 (Lipschitz Condition). If for any points x; y 2 S  R for some
M 2 R the real function f : S ! R satises
jf(x)  f(y)j M jx  yj
then f is said to satisfy the Lipschitz condition in S and is called a Lipschitz continuous
function.
Theorem 2.1.17 (Young's Inequality for Products). If a and b are nonnegative
real numbers and p and q are positive real numbers such that 1q +
1
p = 1, then
ab  a
p
p
+
bq
q
:
Equality holds if and only if ap = bq:
Theorem 2.1.18 (Holder's Inequality). Let 
 2 Rn be a domain and f 2 Lp(
); g 2
Lq(
) with 1  p; q  1 such that 1q + 1p = 1: Then fg 2 L1(
) and kfgkL1(
) 
kfkLp(
)kgkLq(
).
Theorem 2.1.19 (Minkowski's Inequality). Let 
 be a normed space and 1  p 
1 and f; g 2 Lp(
). Then f + g 2 Lp(
) and
kf + gkLp(
)  kfkLp(
) + kgkLp(
):
The Minkowski inequality establishes that for the Lp spaces the triangle inequality is
satised and that the set of pth power integrable functions, together with the function
k  kLp , is a normed vector space.
2.2 Curves, Surfaces and Some Calculus and Geometry
Elements
2.2.1 Curves and Surfaces in Euclidean Spaces
Considering the space R2, the lower-dimensional interface is a curve that separates R2
into subdomains with nonzero areas. Generally speaking, a curve is an object similar
to a line but which is not required to be straight. In this thesis we are limiting our
interface curves to those that are closed in R2 or a subdomain 
  R2, and we denote
the interface by @
. In other words the curves we consider have clearly dened interior
and exterior regions.
Example 2.2.1 For x = (x; y) 2 R2 consider (x) = x2 + y2   1. The interface
is dened by (x) = 0, or alternatively, as the isocontour of the unit circle function
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dened by @
 = fx : jxj  1g. We also dene the interior region, which is a unit
open disk 
  = fx : jxj < 1g, and the exterior region 
+ = fx : jxj > 1g. These
regions are depicted in Fig. 2.1.
Note that a line is a special case of curve, a curve with null curvature1.
Figure 2.1: Representation of the curve x2 + y2 = 1.
The curve described above is given in an analytical way. In general, one needs to
parameterize the curve with a vector function  = (x(t); y(t)), where the parameter t
is given in an interval [ta; tb], such that the condition of being a closed curve implies,
x(ta) = x(tb). The parametric equation for the circle above would be
(t) = (cos(t); sin(t)) for 0  t < 2:
In the case of three spatial dimensions the lower-dimensional interface is a surface that
separates R3 into separate subdomains with nonzero volumes. A surfaces is a two-
dimensional topological manifold whith clearly dened interior and exterior regions.
Example 2.2.2 For x = (x; y; z) 2 R3 consider (x) = x2+y2+z2 1. The interface
is dened by (x) = 0, or alternatively, the boundary of the unit sphere is dened by
@
 = fx : jxj  1g. The interior region can be dened as an open unit sphere

  = fx : jxj < 1g, and the exterior region 
+ = fx : jxj > 1g.
2.2.2 Gradient, Mean Curvature and Some Geometry Element
Here we will give some denitions of geometric characteristics of the interface, starting
with the denition of the gradient.
Denition 2.2.3 For a given scalar function (x1; x1; :::; xn) the gradient is denoted
as r or grad  and is dened as
r =

@
@x1
;
@
@x2
; :::;
@
@xn

:
1the denition of a curvature is given by denition 2.6
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The gradient r is perpendicular to the isocontours of  and points in the direction of
increasing . The unit (outward) normal vector n is a vector that points in the same
direction as the gradient r for points on the interface, and is dened as
n =
r
jrj :
Denition 2.2.4 The mean curvature, or simply curvature, of the interface is dened
as the divergence of the unit normal n
 = r  n = r  rjrj =
@
@x1
 r
jrj

+
@
@x2
 r
jrj

+ :::+
@
@xn
 r
jrj

(2.6)
It can be shown that  > 0 for convex regions,  < 0 for concave regions, and  = 0
for a plane; shown in Fig. 2.2. In two dimensional space the curvature is equal to
 =
2xyy   2xyxy + 2yxx
(2x + 
2
y)
3=2
;
and in three dimensional space
 =
2xyy   2xyxy + 2yxx + 2xzz   2xzxz + 2zxx + 2yzz   2yzyz + 2zyy
jrj3 :
Figure 2.2: Representation of the curvature with convex regions  > 0, and concave
regions  < 0.
2.2.3 Heaviside and Dirac Delta Functions
A functions whose values change abruptly by switching on or o and showing a specied
value of  on the point x is described mathematically by the function called the Unit
Step Function (otherwise known as the Heaviside function). This function helps us to
deal with functions that are piecewise continuous, i.e., have nite jump discontinuities
at nitely many places. The denition of the Heaviside function is well known and is
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as follows:
Denition 2.2.5 The Heaviside function, usually denoted by H, is a non-continuous
function whose value is zero for negative arguments and one for positive argument. For
a given function (x), x 2 Rn the Heaviside function is written:
H() =

1 if   0
0 if  < 0
Note that the characteristic function of the interior and exterior regions, denoted by
+ and   respectively, can be expressed in terms of the Heaviside function as follows
  = H() and + = 1 H()
for all x.
Denition 2.2.6 For a given function (x), x 2 Rn; the directional derivative of the
Heaviside function H in the normal direction n is called Dirac delta function and is
equal to
b(x) = H((x))0  n = H 0((x)) r((x))  r(x)jr(x)j = H 0((x))jr(x)j (2.7)
In one dimensional space, the delta function is dened as the derivative of the
Heaviside function, () = H 0(). The delta function () is identically zero everywhere
except at  = 0. This allows us to use 1-dimensional Dirac delta functions to rewrite
the n-dimensional Dirac delta function given by equation (2.7) as
b(x) = ((x))jr(x)j: (2.8)
For a given function f(x) dened on 
, the volume integral inside the boundary   = @

is the integral of f(x) over the exterior region  Z


f(x)H()dx:
In similar way, Z


f(x)(1 H())dx
representing the integral of f(x) over the interior region +. The surface integral of a
function f(x) over a boundary   is dened asZ


f(x)jrH()jdx =
Z


f(x)()jrjdx:
Note that if f(x) = 1, then this yields the surface area or volume of @
. In this way,
for example in R2 , the area formula above can be rewrittenZ
R2
H()dxdy
17
and the length of the interface   isZ
R2
jrH()jdxdy =
Z
R2
()jrjdxdy:
2.3 Calculus of Variation
Calculus of variations seeks to nd the optimal shape, curve, surface, or processes when
the optimality criterion is given in form of the integral of an unknown function. Math-
ematically, this involves nding an appropriate function that makes a given quantity
(usually an energy or integral) stationary which, in physical problems, is usually a min-
imum or maximum. Because a function is varied, these problems are called variational
and solved by the so-called calculus of variations. Calculus of variations highlights the
interactions between analysts, geometers, and physicists and its reach in application
problems which are fundamental in many areas of mathematics, physics, engineering
and other applications. A good impression of this diversity can be obtained by reading
the book entitled \The Parsimonious Universe"[74].
In this section we introduce the basic tools to compute the rst variation (also
known as the Euler-Lagrange equation) of a functional. Extensive literature in this
respect can be found in the monographies [58, 60, 61, 138, 128] or elsewhere.
2.3.1 Variation of a Functional
A functional is a function of another function (such as a curve, or a surface, etc.)
which assigns a real number to each function in some class. The rst variation of a
functional deals with the problem of nding a function for which the value of a certain
integral is either the largest or the smallest possible and the integrands of which are
functions of independent variables, dependent variables, and the derivatives of one or
more dependent variables. Classical solutions to minimization problems in the calculus
of variations are prescribed by boundary value problems involving certain types of
dierential equations, known as Euler{Lagrange equations.
Consider the general functional J(u) : 
! R
J(u) =
Z


F (x; u(x);ru(x)) dx; (2.9)
where 
 denotes some normed linear space (for example, 
=Rn, n  1) which is a solu-
tion space of the function u,ru(x) denotes its gradientru(x) = (u(x)x1 ; u(x)x2 ; : : : ; u(x)xn).
Here dx is the n-dierential element dened as dx = dx1dx2    dxn.
Example 2.3.1 Simple examples of variational integrals (2.9) are the Dirichlet integral
D(u) =
1
2
Z


jru(x)j2 dx; (2.10)
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and the nonparametric arc length integral
L(u) =
Z


p
1 + jru(x)j2 dx: (2.11)
The minimisation problem, in other words the rst variation, consists of solving the
following minimization problem:
min
u
J(u): (2.12)
The most important necessary condition to be satised by any minimizer of a variational
integral J(u) is the vanishing of its rst variation J(u)
J(u) =
d
d"
J(u+ "')

"=0
= 0; (2.13)
where ' 2 
 is a test function and " is a real parameter (which is restricted to some
interval around 0). For some u0 2 
, we call J(u0) the rst variation of J at u0 in the
direction of '.
Example 2.3.2 A concrete example of both mathematical and practical importance
would be the minimal curve problem of nding the shortest path between two specied
locations. Given two distinct points (a; ) and (b; ) in R2 the task is to nd the curve of
Figure 2.3: The shortest path is a straight line.
shortest length connecting them. We know by intuition that the shortest route between
two points is a straight line; see Fig.2.3, with equation of the form
y = cx+ d =
   
b  a (x  a)  : (2.14)
In terms of calculus of variation we might formulate the minimal curve problem in a
mathematically precise way. Let us assume that the minimal curve is given as the graph
of a smooth continuous function y = u(x) with a piecewise continuous derivative (y 2
C1): According to the length of the curve given by (2.11), with ru(x) = u0(x) = du=dx,
the minimization function that satises the boundary condition u(a) =  and u(b) = 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would be written
min
u
Z b
a
p
1 + ju0(x)j2dx: (2.15)
The minimal curve problem asks us to nd the function y = u(x) that minimizes the
arc length functional (2.11) among all functions satisfying the prescribed boundary con-
ditions. Obviously we can notice that the function (2.14) is the one that minimizes the
arc length integral (2.15) subject to the given boundary conditions, which proves that
our intuition is indeed correct.
Another example is to construct the geodesics on a curved surface, meaning the curves
of minimal length connecting two given points a; b lying on a surface S 2 R3, or the
minimal surface problem as a natural generalization of the minimal curve or geodesic
problem.
2.3.2 Ga^teaux Derivative of a Functional
Denition 2.3.3 (Ga^teux derivative). Let J be a function on an open subset U of a
Banach space V (U  V ) in the Banach space Y . Then J is called Ga^teux dierentiable
for u 2 U in the direction of ' 2 V if the rst directional derivative J0(u;') exists for
each test function ' 2V ; that is, if
J(u;') = Jju (') = lim"!0
J(u+ "')  J(u)
"
: (2.16)
The rst variation as dened above corresponds to the Ga^teaux derivative of J(u),
which is just the usual derivative of J(u + "') with respect to " (for xed u and ' )
evaluated at " = 0.
Example 2.3.4 (The exponential function in R+.) Let us consider the exponential
function f(u) = eu : R! R+ which can be written as the innite series
eu = 1 + u+
u2
2
+ : : :+
uk
k!
+ : : : :
By straightforward calculation, given ea+b = eaeb and the series dening ex, we can
compute the Ga^teux derivative
(eu;') = lim
"!0
eue"'   eu
"
= eu lim
"!0
e"'   1
"
= 'eu:
Example 2.3.5 (The absolute value function in R.) Let f(u) = juj : R ! R+.
Using the calculation of the limit in the Ga^teux derivative we have
(u;') =

' ujuj u 6= 0;
' u = 0:
Notice that the Ga^teux dierentials of juj do exist at zero; however, at zero, the Ga^teux
dierentials depend on ' in a nonlinear way.
Denition 2.3.6 (Local Minimiser). A real-valued functional J : U ! R, dened
on a subset U of the normed space V , is said to have a local minimiser at the point ~u,
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relative to the norm k  k if there exists some  > 0 such that
J(~u)  J(u) 8u 2 B(~u)
\
U ; (2.17)
with B(~u) := fu 2 V : ku  ~uk < g:
In the same way the Local Maximiser can be dened by replacing the inequality 2.17
with J(~u)  J(u). The value of the function at this point is called minimum (maximum)
of the function.
Denition 2.3.7 (Global Minimiser ). A real-valued functional J : U ! R, is said
to have a global minimiser at the point ~u, if J(~u)  J(u) for all u.
In the same way we get the Glomal Maximiser if we have instead the inequality J(~u) 
J(u). The global minimum and global maximum points are also known as the arg min
and arg max : the argument (input) at which the minimum (respectively, maximum)
occurs.
Denition 2.3.8 (Stationary Point). Let J : U ! R be a function with solution
space U  V . Suppose that for some ~u 2 U , J is Ga^teaux-dierentiable for all test
functions ' 2 V . Then ~u 2 U is said to be a stationary point of J if J(~u;') = 0 for
all ' 2 V .
If the Ga^teux derivative exists at a point u 2 U and if the problem minu2U J(u) has a
solution u, then we have J(u; v) = 0. Conversely, if J is convex, then a solution u of
J(u; v) = 0, 8v 2 U is a solution of the minimization problem. The equation J(u; v) =
0 is called an Euler-Lagrange equation of the minimization problem minu2U J(u).
Theorem 2.3.9 (Necessary Condition for a Local Minimiser). For a given
Ga^teux-dierentiable function J : U ! R, if ~u is a local minimiser of J(u), then ~u
is a stationary point of J(u).
The proof of this theorem can be found in [11, 49, 86].
2.3.3 The Gauss (Divergence) Theorem
The divergence theorem, known in literature as Gauss's theorem or also known as the
Gauss-Ostrogradsky theorem, is a theorem in vector calculus that can be stated as
follows.
Theorem 2.3.10 (The Gauss Theorem). Let F be a continuously dierentiable
vector eld in a domain V  Rn. Let 
  V be a closed, bounded region whose
boundary is a smooth surface, @
. Then the volume integral of the divergence of F
(denoted divF or r  F ) over 
 and the surface integral of F over the boundary @
 of

 are related by Z


(r  F) dx =
Z
@

F  n ds; (2.18)
where r  F = @Fx1 + @Fx2 + : : : + @Fxn , dx = fdx1; dx2 : : : dxng, ds indicating integration
with respect to surface area on @
, and n the unit outward for each point x 2 @
,
normal to @
.
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2.3.4 Integration by Parts
A special rule, as an immediate consequence of the above divergence theorem, is the
integration by parts formula, available for integrating products of two functions. By
applying (2.18) to the product of a scalar function g and a vector eld F we obtain the
vectorial representationZ


(F  rg + gr  F) dx =
Z
@

gF  n ds: (2.19)
In the 1-dimensional case, for F = u(x), g = v(x), and the dierentials rF = u0(x)dx
and rg = v0(x)dx, then integration by parts can be written more compactlyZ
u(x)v0(x) dx = u(x)v(x) 
Z
u0(x)v(x) dx:
Example 2.3.11 Consider the problem of nding the rst variation dd"J(u+ "')

"=0
=
0 of the functional
J(u) =
Z


jruj dxdy;
dened on a domain 
  R2. Recall that "' is composed of the parameter " ! 0 and
the continuously dierentiable test function ' in 
. Then we compute,
d
d"
J(u+ "')

"=0
=
d
d"
Z


jr(u+ "')j dxdy

"=0
=
Z


r(u+ "')
jr(u+ "')j  r' dxdy

"=0
=Z


ru
jruj  r' dxdy:
Using integration by parts on the above, we getZ


ru
jruj  r' dxdy =
Z
@

n  rujruj ds 
Z


r 
 ru
jruj

' dxdy; (2.20)
where @
 is the boundary of 
, n is the unit outward normal vector to @
 and ds is
the length element of integration. Requiring
d
d"
J(u+ "')

"=0
= 0;
for all test functions ' then the following partial dierential equation must be satised:
r 
 ru
jruj

= 0 in 
; (2.21)
with Neumann boundary condition n  ru = 0 on @
 . The above equation is known
as the Euler-Lagrange equation.
2.4 Bounded Variation and Related Properties
In this subsection we introduce the notation of functions of bounded variation (BV)
which will be used in the later chapters. More details can be found in [187, 63, 89].
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Denition 2.4.1 (Compact Set). A subset U of a metric space (V; kk) is said to be
compact if for every arbitrary collection fUigi2I of subsets of U such that U 
S
i2I Ui;
there is a nite subset J of I such that U  Sj2J Uj .
Denition 2.4.2 (Support of a Function). The support of a function f is the set
of points where this function is not zero fx : f(x) 6= 0g, or the closure of that set.
It means that the support of the function is a compact set, or equivalently, contained
in a nite closed interval.
Denition 2.4.3 (Compact Support). Functions with compact support in a space
V are those for which their support is a compact subset of V.
A function has compact support if it is zero outside of a compact set.
Denition 2.4.4 (Total Variation (TV) Seminorm). Let 
 be a bounded open
subset of Rn and let u be a function in L1(
). Dene the total variation,
TV (u) = kDuk(
) =
Z


jDuj(x)dx = sup
V
(Z


u(x) div '(x) dx
)
; (2.22)
where V is the set of test functions
V = f ' = ('1; '2 : : : ; 'n) 2 C10 (
;Rn) : j'(x)jL1(
)  1; 8x 2 
g; (2.23)
div '(x) = r  ' =
nX
i=1
@'
@xi
(x), dx is the Lebesgue measure2 and ' is a vector valued
function with compact support. Here C10 (
) is the space of continuously dierentiable
functions with compact support in 
:
A particular and interesting case is when u 2 C1(
), then integration by parts givesZ


u div' dx =  
Z


nX
i=1
@u
@xi
'i dx; (2.24)
for every ' 2 C10 (
;Rn), so thatZ


jDuj =
Z


jruj dx; (2.25)
where ru =
 
@u
@x1
;
@u
@x2
; : : : ;
@u
@xn
!
:
Denition 2.4.5 (Bounded Variation (BV)). If for a function u 2 L1(
) , kDuk(
) <
1, then the function u is known as one of bounded variation.
The notation BV(
) denotes all functions in L1(
) that are of bounded variation.
2In Euclidean spaces, the standard way to assign a measure (length, area or volume) to a given
subset is through the Lebesgue measure. Hence, sets with nite Lebesgue measure are called Lebesgue
measurables. In real analysis, this measure is used to dene Lebesgue integration.
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Denition 2.4.6 A function u : [a; b]! R is said to be of bounded variation on [a; b]
if and only if there exists a constant K > 0 such that
nX
i=1
ju(xi)  u(xi 1)j  K
for all partitions P = fx0; x1; : : : ; xng of [a; b].
To explain it more we give the one-dimensional denition of BV and give some illus-
trative examples.
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(a) three bounded variation functions
with the same total variation
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(b) a function of no bounded variation
Figure 2.4: Illustration of bounded and non bounded variation functions.
Example 2.4.7 The following functions f1(x); f2(x) and f3(x) given by
f1(x) = sin(x); (2.26)
f2(x) =
8>><>>:
1=4 for 0  x < =8
1=2 for =8  x < =4
3=4 for =4  x < 3=8
1 for 3=8  x < =2
; (2.27)
f3(x) =
2x

; (2.28)
belong to BV (
) with 
 = fx 2 [0; =2]g: Moreover, it is not dicult to see that all of
the above functions have the same total variation equal to one, Fig. 2.4 (a).
Example 2.4.8 Now consider the function f4(x) dened as
f4(x) =

0 for x = 0
x cos(=x) for 0 < x  a with a > 0: (2.29)
Here 
 = fx 2 [0; a]g for any a > 0, Fig. 2.4 (b). We see that as x! 0 the frequency
of the oscillations of f4(x) increases, then the closer x gets to zero the more variations
need to be added and the value of the integral (2.25) increases. Therefore, this function
has innite total variation and does not belong to BV (
).
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Remark 2.4.9
 Under the norm kukBV = kukL1 +
R

 jDuj, BV (
) is a Banach space.
 The concept of the function with bounded variation maked sense only on compact
intervals.
 A Lipschitz function is with bounded variation.
An interesting characterization of the functions with total variation comes from the
following example.
Example 2.4.10 Let E be a characteristic (or indicator) function of a set E
E =

1 if x 2 E
0 if x 2 
  E :
Computing the total variation, one maximizes over all vector elds ' 2 C1(
;Rn);
k'k1  1: Z


Ediv ' dx =
Z
E
div ' dx =
Z
@E
n  ' ds (Gauss0theorem);
where n is the outward unit normal to @E. The expression is maximized for any vector
eld with 'j@E = n, hence
TV (E) =
Z
@E
ds = Hn 1:
Here, Hn 1, is the (n  1)-dimensional Haussdor measure, i.e. the length in the case
n = 2, or area for n = 3.
This result shows that the total variation of a given image u is just the sum of every
length of all its -level curves. In this way all the discontinuities of u and therefore the
contribution of the edges to the total variation integral is enforced.
2.4.1 Co-area Formula
The co-area formula gives a natural connection between the total variation of a function
u(x) representing an image and the perimeter of its level sets. For an open set in
Euclidean space, the co-area formula states that the total variation of a function can
be computed by integrating the lengths of its level lines. In other words, for a real-
valued Lipschitz function u(x) in an open set 
 in Rn, the total variation of u(x) can
be computed by summing the perimeters of all level sets of u(x).
More precisely, for a function u(x) 2 BV (
) dened in 
; an open set in Rn; we
dene the level domain, a smooth (n  1)-dimensional hyper-surface in Rn; as
E = fx 2 
 : u(x) = g:
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Fig. 2.5 illustrates this with an example. Then for any continuous and integrable
function g(x) 2 C1, we haveZ
Rn
g(x) jru(x)j dx =
Z +1
 1
Z
E
g(x) ds

d:
For the particular case when g(x) = 1 and the region of integration is a subset 
  Rn
we have Z


jruj dx =
Z +1
 1
Z
E
ds

d =
Z 1
 1
d
Z


jDE j dx:
Denition 2.4.11 (Perimeter). Let E be a cumulative level set in 
; an open set
in Rn. Dene the perimeter of E in 
 as
Per(E) =
Z


jDE jdx =sup
Z
E
div' dx : ' 2 C10 (
;Rn) and j'(x)j  1

:
Denition 2.4.12 (Coarea Formula). Assume that u is Lipschitz continuous and
that for almost every  2 R, the level set is a smooth (n 1)-dimensional hyper-surface
in Rn. Then
kDuk =
Z


jDujdx =
Z 1
 1
Per(E)d: (2.30)
The proof can be found in [63].
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Figure 2.5: On the left is a given gray level image u(x) and on the right some of its
-level curves, where u(x) =  for some  2 [0; 1].
2.5 Discrete PDEs and Notation
There are situations when analytically solving a PDE can be hard or even impossible,
or when the data is only known at a certain number of discrete locations. In these situ-
ations one has to solve a discrete version of a continuous PDE. In general, a continuous
linear boundary value problem in d-dimensions is denoted by:
L
u(x) = f
(x) for (x) 2 
; (2.31)
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L u(x) = f (x) for x 2  ; (2.32)
where 
 is a bounded open domain in Rd, x = (x1; : : : ; xd) 2 Rd and   is its boundary.
Example 2.5.1 One of the most common examples would be the classical Poisson's
equation in a two-dimensional problem with Dirichlet boundary conditions, given by

u(x) = f
(x) for (x) 2 
; (2.33)
u(x) = f (x) for (x) 2  ; (2.34)
Similarly, a continuous nonlinear boundary value problem is dened by:
N
u(x) = f
(x) for (x) 2 
 (2.35)
N u(x) = f (x) for (x) 2  ; (2.36)
where N is a nonlinear operator.
Example 2.5.2 An example of resulting nonlinear boundary value problems which will
be seen in later chapters is the well known variational image denoising model by Rudin,
Osher and Fatemi [135], given as follows:
 r 
 ru(x)
jru(x)j

+ (u(x)  u0(x)) = 0 in 
; (2.37)
@u(x)
@n
= 0 in @
 (2.38)
where  > 0 is a constant, u0(x) is the noisy image and u(x) is the true image which
we wish to recover.
In this thesis we deal with image domains which are usually rectangular and where
the values of f are known uniformly distributed points in the domain 
  Rd. There-
fore, a natural choice for discretising the domain is to use the nite dierence method.
We will restrict our discussion to 
 = (a; b)  (c; d)  R2; which turns out to be easy
to extend to higher dimensions.
First, we select the positive integers n and m and divide the intervals (a; b) (c; d)
into (n + 1)  (m + 1) grid points including points on the boundary with grid point
(i; j) located at (xi; yj) = (a+ ih; b+ jk) for 0  i  n and 0  j  m. In this way we
impose a cartesian grid (or mesh) with grid spacing h = (b   a)=n in the x-direction
and k = (d  c)=m in the y-direction. The boundary points   are dened as the set of
mesh points in R2 which don't belong to 
, but which have a nearest neighbour in 
:
In the so-called vertex-centered discretisation grid points are placed at the vertices. In
the so-called cell-centered discretisation, the grid points are placed at the center of the
grid cells so that there are nm grid points (none lying on the boundary) and the grid
point (i; j) is located at (xi; yj) = (a+
2i 1
2 h; c+
2j 1
2 k) for 1  i  n and 1  j  m.
The interior of the discrete grid is denoted by 
h and the boundary by  h or @
h.
Fig. 2.6 shows examples of vertex and cell-centered discretisations of a square domain.
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(a) Vertex-centred (b) Cell-centred
Figure 2.6: Vertex-centred and cell-centred discretization of a square domain.
Once the grid is in place the operators in the PDE can be approximated locally using
Taylor's series expansion. Using this expansion we can approximate the operator @u@x at
the grid point (i; j) in 3 ways, the rst order forward and backward dierence operators
dened respectively by
+x (u)i;j
h
 u(x+ h; y)  u(x; y)
h
=
(u)i+1;j   (u)i;j
h
and
 x (u)i;j
h
 u(x; y)  u(x  h; y)
h
=
(u)i;j   (u)i 1;j
h
or the second order central dierence approximation
cx(u)i;j
2h
 u(x+ h; y)  u(x  h; y)
2h
=
(u)i+1;j   (u)i 1;j
2h
;
where (u)i;j = u(xi; yj) is the value of u(x; y) at the grid point (i; j). Similarly using the
Taylor expansion, the approximations to higher order derivatives can be constructed in
a similar way. A second order approximation to @
2u
@x2
at (i; j) is given by
u00xx(x; y) 
u(x+ h; y)  2u(x; y) + u(x  h; y)
h2
@2u
@y2
can be dened in a similar way.
In this way, substituting the nite dierence approximation to the continuous prob-
lem on the discrete domain, which is denoted by
L
huh(x) = f


h (x) for (x) 2 
h (2.39)
L huh(x) = f
 
h (x) for (x) 2  h (2.40)
gives an approximation to the given problem with a truncation error equal to the order
of the nite dierence approximation. In the above notation uh is a grid function
on 
h [  h, L
h and L h are operators on the space of grid functions and f
h and f h
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are discrete representations of f
 and f . Usually the boundary conditions can be
eliminated and (2.39) and (2.40) can be written simply as
Lhuh = fh: (2.41)
Example 2.5.3 Let us consider the Poisson equation (2.33). For simplicity we will
consider a very simple domain on the unit square with Dirichlet boundary conditions
(2.34). Assume that the domain is discretised using a vertex-centered grid with h =
k = 1=n then at interior grid points which are not adjacent to the boundary a second
order central dierence approximation is given by
(Lhuh)i;j =
 ui+1;j   ui 1;j + 4ui;j   ui;j+1   ui;j 1
h2
= (f
h )i;j : (2.42)
The scheme is a 5-point dierence operator scheme. At points adjacent to the right
boundary, for example, (u)n+1;j will be replaced by the boundary value (f
 
h )n; j, i.e.
(Lhuh)n;j =
 un 1;j + 4un;j   un;j+1   un;j 1
h2
= (f
h )n;j +
(f h )n;j
h2
: (2.43)
Since (f h )n;j = 0 we have
(Lhuh)n;j =
 un 1;j + 4un;j   un;j+1   un;j 1
h2
= (f
h )n;j : (2.44)
Similar considerations give Lhuh at other points adjacent to the boundary, therefore we
have Lhuh = fh where uh is a grid function on the interior grid points only.
We discetise similarly for problems with Neumann boundary conditions.
2.5.1 Boundary Conditions
Boundary conditions dene the set of conditions specied for behavior of the solution
to a set of dierential equations at the boundary of its domain. So far we have only
mentioned Dirichlet boundary conditions on vertex-centered grids, out of 13 dierent
categories such as Neumann boundary conditions, Cauchy boundary conditions, Mixed
boundary conditions, Periodic boundary conditions. We briey now describe how to
deal with Neumann boundary conditions with vertex and cell-centered grid since this
will be used for the rest of the thesis.
Neumann Boundary Conditions for Vertex-centered Grids
The Neumann boundary condition is a type of boundary imposed on an ordinary or
a partial dierential equation, specifying the values that the derivative of a solution
is to take on the boundary of the domain. Let us assume that we have a Neumann
boundary condition @u@n(x; y) = f
 (x; y) on the right boundary of a vertex centered grid.
We assume that the discrete equation Lhuh(x; y) = fh(x; y) extends to the points on
the right boundary. The equation at these grid points will involve ghost grid points
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outside the domain. These ghost grid points can be eliminated using the Neumann
boundary condition
(u)n+1;j   (u)n 1;j
2h
= (f )n;j :
Example 2.5.4 Going back again to the example of Poisson's equation (2.33) the unit
square then at the right boundary, we have
(Lhuh)n;j =
 2un 1;j + 4un;j   un;j+1   un;j 1
h2
= (f
h )n;j +
2
h
(f h )n;j : (2.45)
Neumann Boundary Conditions for Cell-centered Grids
In the case of a cell-centered grids we have no points on the boundary, so in general the
equation at interior points which are adjacent to the boundary will involve ghost points
outside of the domain, which need to be eliminated using the boundary condition. If
we have a Neumann boundary condition at this right boundary, for example, we can
write it as
(u)n+1;j   (u)n;j
h
= (f )n+1=2;j :
2.5.2 Nonlinear Equations
Nonlinear PDEs are more dicult to study and there are almost no general techniques
that work for all such equations, but they are more attractive since they describe
many dierent phenomena. Nonlinear PDEs have been a greatly successful in image
processing for solving problems such as denoising, segmentation, etc.
Nonlinear PDEs are treated in much the same way as linear equations. The various
operators in the equation are approximated locally on a discrete grid using the nite
dierence method. The discrete nonlinear equation is denoted by
N
u(x) = f
(x) for (x; ) 2 
 (2.46)
N u(x) = f (x) for (x:) 2   (2.47)
Similarly, the boundary conditions are usually eliminated and then the discrete nonlin-
ear equation can be written simply as
Nh(uh) = fh: (2.48)
It may be possible to write the nonlinear equation in matrix notation, e.g. Ah(uh)uh =
fh; where the some of the matrix entries will depend on uh. Examples of using nite
dierence methods for specic nonlinear PDEs will be shown in subsection x2.6.1 and
later in Chapter 3 followed by all the other chapters.
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2.6 Level Set Methods
A level set method is a numerical technique which helps with tracking moving fronts
to interfaces and shapes. This technique was rst introduced by Osher and Sethian in
[122], where the boundaries are given by level sets of a function (x), naming it as the
Level Set Method. This method is very successful due to a very easy way of following
shapes that change topology, for example when a shape splits or merges in two. The
great success of level set methods can be attributed to the role of curvature, rising
according to the curve propagation speed function, approaching numerical solutions of
a time-dependent equation for a moving implicit surface such that the proper solution
is obtained. More about the connection between curvature and the notion of entropy
conditions was explored by Sethian [147]. The application of level set methods to a
wide variety of problems including image processing, uid dynamics ows, visualization,
computer vision, control, visibility, segmentation, restoration and many others cen be
found in [108, 149, 151, 150].
In this section, we introduce the level set method applied to the theory of curve/
surface evolution and we will show the eciency of solving the problem of moving fronts
using the level set formulation of a curve/surface, in particular the problem of changes
of topology, and in the following sections we will discuss this similar work along with
many of the auxiliary equations that were developed in recent years.
For a given interface   = @
 the level set is independent of the parametrisation of
the contour and can be used to represent the interface evolution. The idea of the level
set method is to implicitly represent an interface   in R2 (same   in Rn) as the level
set of a function , called the level set function of higher dimension (in this case R3)
and compute the geometric characteristics and the motion of the front with this level
set function. The level set function  of the closed front   is dened as follows [121]:8><>:
(x) > 0 inside  
(x) < 0 outside  
(x) = 0 on  
;
x 2 R2:
Adjusting the contour at time t denoted by (x(t); t)8><>:
(x(t);t) > 0 inside  
(x(t); t) < 0 outside  
(x(t);t) = 0 on  :
A level set model, for a given time t species a surface in an implicit form as an
iso-surface of a scalar function  : R3 ! R, embedded in R3, i.e.,
S := fx : (x) = kg;
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(a) The level set function 
φ > 0
Γ
φ < 0
(b) The interface  
Figure 2.7: Plot of the higher dimension (3-D) function (x) and the interface   =
f(x; y) 2 
 : (x; y) = 0g.
where x is a point in space on the iso-surface and k is the iso-value and is arbitrary.
Assume that the normal velocity v(x) is known for every point x with (x) = 0 on
the implicit given interface  . The simplest way to move all the points on the surface
with this velocity is to solve the ordinary dierential equation (ODE)(
dx(t)
dt = v(x)
 (t = 0) =  0
(2.49)
for every point x on the front   = @
, i.e., for all x with (x) = 0. This is the
Lagrangian formulation of the interface evolution equation.
In order to avoid problems with the deformation of surface elements and complicated
topology of interfaces, the implicit function of the level set (x) can be used. The level
set value of a point on the contour with motion x0(t) must always be 0 3,
(x(t); t) = 0:
By the chain rule we obtain
t +r(x(t); t)  xt = 0; (2.50)
which is a Hamilton-Jacobi equation. Denoting by F the speed in the outward normal
direction, n = r=jrj the outward normal vector and considering the equality r 
r = jrj2 we obtain
F = xt  n = xt  rjrj , F jrj = xt  r (2.51)
3Actually propagation is considered for all the level sets, not just (x) = 0.
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Substituting 2.51 into 2.50 yields
t + F jrj = 0
and the level set equation is given by the evolution of the zero level set of (x) which
is a solution of the following PDE:(
@(x;t)
@t =  F (x; t)jr(x; t)j
(x; t = 0) = d( 0) = 0(x);
(2.52)
where d is a function (usually a signed distance function, see x2.6.3) whose zero level
set is the initial contour  0. In general F (x) is dened on the entire domain 
, but for
numerical purposes it is sucient to be dened only on a band containing the interface.
In a wide range of important applications the speed function is considered as [121]
F (x) = F0(x)   "(x)(x). The rst term F0(x) is a convection term. In the active
contour framework, for example in geodesic active contour [28], the function F0(x)
represents either an attraction force toward the boundaries of objects, i.e F0(x) = rg
where g is an edge detector function usually given by g(r(zG)) = 1
1 + jr(z G)j2 ,
or a balloon force (further details are given in the next chapter). The second term
"(x)(x) is a contour smoothing term based on the curvature (x) of level sets of (x)
and  a scalar. The above equation can be rewritten as follows
t(x) =  F0(x)jr(x)j+ "(x)(x)jr(x)j (2.53)
From equation (2.49) and the above discussion we can notice that:
 The equations of motion are independent of the choice of the initial level set
function 0 [43, 54, 55, 56]. This reects the fact that only level sets matter, not
the point values of the representing function;
 The zero level set of   and all its level sets follow the front evolution equation
(2.52);
 The classical solution, if it exists, of (2.52) coincides with the classical solution
(2.49);
 Level set is a parametrization free formulation;
 Singularities can arise with PDEs (2.49).
The level set method allows topological changes, such as the breaking or merging of
curves as illustrated in Fig. 2.8. In the upper row of the gure we see a shape in dark
red; that is, a bounded region with a well-behaved boundary, in red. Below it, the blue
surface is the graph of a level set function  determining this shape, and the at yellow
region represents the x-y plane. The boundary of the shape is then the zero level set of
, while the shape itself is the set of points in the plane for which  is positive or zero.
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We can clearly see the shape changing its topology by splitting in two. Describe this
transformation numerically by parameterising the boundary of the shape and following
its evolution it would be hard. One would need an algorithm able to detect the moment
of the shape splitting in two, and then construct parameterisations for the two newly
obtained curves. On the other hand, we see that the level set function can easily work
with a shape by merely getting translated.
Figure 2.8: Topological changes of the level set function. The top row presents the
evolution of the curve and the bottom row shows the evolution of the associated level
set function. We see that the curve changed its topology but not the level set function.
2.6.1 Numerical Implementation of the Level Set Method
In this section we discuss the numerical implementation of a Hamilton-Jacobi equation
(2.52) with F (x) given in (2.53). We consider the solution in a two dimensional space,
so that x = (x; y) 2 R2; and equation (2.53) is written:8><>:
@(x;y)
@t =  F0(x; y)jr(x; y)j+ "(x; y)jr(x; y)jr 
 
r(x;y)
jr(x;y)j
!
(x; y; t = 0) = d( 0) = 0(x; y):
: (2.54)
Using the rst-order Taylor expansion with respect to t; for a small time interval t
we have
(x; y; t+t) = (x; y; t) + tt(x; y; t) (2.55)
and in this way the value of t is approximated. To approximate the derivatives of
the rst term on the right hand side of equation (2.54), F0jrj, we can use an entropy
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satisfying scheme and approximate the derivative of the second term using a central
dierence approximation.
The forward, backward and central dierences, 4 and 40 as a shorthand, repre-
senting the partial derivative of  with respect to both directions x and y; are dened
by the familiar expressions
4x  = 
(x h1; y)  (x; y)
h1
;4y  = 
(x; y  h2)  (x; y)
h2
;
40x =
(x+ h1; y)  (x  h1; y)
2h1
;40y =
(x; y + h2)  (x  h2; y)
2h2
;
40xx =
(x+ h1; y)  2(x; y) + (x  h1; y)
h21
;40yy =
(x; y + h2)  2(x; y) + (x  h2; y)
h22
;
and
40xy =
(x+ h1; y + h2) + (x  h1; y   h2)  (x+ h1; y   h2)  (x  h1; y + h2)
4h1h2
;
were h1 and h2 are horizontal and vertical spatial step sizes respectively.
Entopy Satisfying Scheme. If our speed function were such that F (0) = 0,
or had no constant part, then the entropy satisfying scheme would not be necessary.
In the absence of the curvature term the solution can develop shocks, which are dis-
continuities dened by jumps in derivatives. Special numerical methods are necessary
to handle these discontinuities. A highly robust and accurate computational method
to solve Eq.(2.54) was developed by Osher and Sethian [122] based on the notion of
weak solutions and entropy limits, a so-called \up-wind scheme", with the essentially
non-oscillatory (ENO) and weighted essentially non-oscillatory (WENO) schemes in
[123, 81]. When a spatial point may be a shock, it becomes important to look sepa-
rately at its forward and backward derivatives. If the forward derivative has a dierent
sign to the backward derivative, then the curve is either owing out or into our point,
or if a curve intersecting that point contains a shock at that point and if the speed
function is positive instead of negative. To handle these we can discretise using the
following numerical scheme:
F0(x)jrj  max(F0ij ; 0)r+ +min(F0ij ; 0)r ; (2.56)
with
r+ =
q
((4 x )+)2 + ((4+x ) )2 + ((4 y )+)2 + ((4+y ) )2
r  =
q
((4+x )+)2 + ((4 x ) )2 + ((4+y )+)2 + ((4 y ) )2;
and ()+ = max(; 0); ()  = min(; 0).
Figure 2.9 illustrates this numerical scheme for F0(x; y) = 1 for a circular curve
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propagating inward and outward. The blue curve is the original curve and the green
curve is the propagated curve after applying the numerical scheme (2.56) on the balloon
term.
Figure 2.9: Evolution of a circular contour inward (left) and outward (right). The left
image shows propagating inward, the blue contour is the initial and the green contour is
the nal propagated contour, given F (x; y) =  1. The right image shows propagating
outward, the blue contour is the initial and the green is the nal propagated contour,
given F (x; y) = 1. These results are obtained by implementation of equation (2.56).
Central Dierence Approximation Scheme. The second term in the right
hand side of equation (2.54) is a regularization term based on the mean curvature. This
term is parabolic and therefore does not need an upwind scheme, which is designed for
hyperbolic advection terms to guide the propagation directions. For a parabolic term,
the propagation is in all directions, hence the central dierence approximation scheme
is suitable to approximate the term "jrjr 
 
r
jrj
!
with rst order accuracy. In 2-D
images, the term jrjr 
 
r
jrj
!
of the level sets is equal to
jrjr 
 
r
jrj
!
=
xx
2
y   2xyxy + yy2x
(2x + 
2
y)
1=2
(2.57)
and the associated numerical scheme for the second term is
"jrjr 
 
r
jrj
!
= "
40xx(40y)2   240x40y40xy+40yy(40x)2
((40x)2 + (40y)2)1=2
; (2.58)
Figure 2.10 shows the eect of the smoothing term tested on a non smooth curve, where
the left part is the initial contour of the level set function 0 and the right part is the
smooth contour, when regularization term is applied.
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Figure 2.10: Smoothing of contours represented by the zero level set of a level set
function. The left image displays the initial contour 0, while the right image the
smooth contour after applying the curvature dependent regularizer.
2.6.2 Distance Function
In mathematics, a metric or distance function is a function which denes a distance
between elements of a set. There are several distance functions which meet these
requirements and have been used. The most commonly used distance is the Euclidian
distance dened as
d(w) = min(jw  wIj) for all wI 2 A; (2.59)
where A is a set of given points. In case of a given curve, considering the boundary A =
@
; the distance implies that d(w) = 0 on the boundary where w 2 @
. Geometrically,
d may be constructed as follows. If w 2 @
, then d(w) = 0. Note that, since d is
Euclidean distance,
jrdj = 1:
There are several distance functions which meet the above requirement and have been
used as constraint functions in imaging (see [180, 12, 67]). For a given nite domain
V = 
 and a set of points A = wi : i = 1; :::; n1 2 
 the distance function d can be
dened in the following way [67, 12] :
d1(w) =
n1Y
i=1

1  exp( jw   w

i j2
22
)

: (2.60)
where  is a positive number. In Zhang-Chan [180] another option for d has been
proposed. They change the parameter  into , i.e.
 = min
1i<jn1
jwi   wj j; (2.61)
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(b) Distance function d1(w)
with  = 4 like in [12, 67].
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proposed in [180].
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(d) Non-smooth distance func-
tion d3(w).
Figure 2.11: Comparison of several distance functions.
and dene a new function as follows:
d2(w) =
n1Y
i=1

1  exp( jw   w

i j2
22
)

: (2.62)
Gout et al. in [67] proposed the distance function
d3(w) =
min
wi 2A
jw   wi j
max
wi 2A
max
x2

jx  wi j
=
1
M
min
wi 2A
jw   wi j: (2.63)
Clearly d acts locally and will be approximately 0 in the neighborhood of points of
A. In Fig. 2.11, we test the above distance function d1(w), d2(w), d3(w) and d4(w).
With domain size 
 = 256 256, the black region indicates that the distance function
approaches to 0, the white region is close to 1 and green circles present the location of
the given points.
2.6.3 Signed Distance Functions
In subsection x2.2 we dened implicit functions with (x)  0 in the interior region

 , (x) > 0 in the exterior region 
+, and (x) = 0 on the boundary @
. In
this subsection we discuss signed distance functions, which are a subset of the implicit
functions dened in Section x2.2.
For a given curve (surface) in real space subdomain 
 and its interface @
; a signed
distance function is an implicit function  with the property j(x)j = d(x) for all x; in
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other words (x) =  d; for all x 2 Rn.
Thus, our  takes on the distance from the boundary with a sign depending on
being inside or outside the region,
(x) =
8><>:
 d(x) x 2 
 
0 x 2 @

d(x) x 2 
+
:
There are a number of properties of this specic denition of  which help with the
numerics of solving this level set problem. Any function which is negative inside and
positive outside the initial front would work, but the signed distance function gives
many nice properties. The main property is:
jr(x)j = 1: (2.64)
This is true for all points except if they are equidistant from at least 2 points on the
interface. This set of points is a zero measure set. The unit normal vector for a sign
distance function is n = r and curvature  = :
Example 2.6.1 In two dimensional space the circle with center point a; b and radius
r with equation
(x) =
p
(x  a)2 + (y   b)2   r
or in three dimensional space the sphere with center point a; b; c and radius r
(x) =
p
(x  a)2 + (y   b)2 + (z   c)2   r:
2.6.4 Re-initialization
Large variations in r for general speed functions F , might increase the error when
calculating the derivatives numerically or as the interface evolves,  will generally drift
away from its initialized level set [155]. Further small changes in  might lead to a large
change of the zero level set if the level set function is too at around zero. Mulder,
Osher, and Sethian [114] demonstrated that initializing  to a signed distance function
 = d results in more accurate numerical solutions. In order to reduce the numerical
errors caused by both steepening and attening eects, Chopp [44] introduced the idea
of reinitializing the level set function periodically throughout the calculation. Since
only the  = 0 isocontour has any meaning, one can stop the calculation at any point
in time and reset the other isocontours so that  is again initialized to a signed distance
function which means to change  into the distance function such that jrj = 1 for all
x:
Re-initialization does not change the mathematical problem, since re-initialization
changes the level set function everywhere, except from the zero level set which must
be the same before and after re-initialization and in the same way since the regions
of interest are where  > 0 and where  < 0, these areas do not change through the
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re-initialization.
Based on the Rouy and Tourin numerical method [134] for solving jrj = f(x),
reinitialization algorithms maintain the signed distance property by solving to steady
state (as time t!1) of the following PDE for 
t   sgn()(1  jrj) = 0 in R (0;1);
(x; 0) = 0 in R;
(2.65)
where 0 is the function which is supposed to be re-initialized and sgn() is a one-
dimensional signed distance approximated numerically in [155]
sgn(0) =
0p
20 +x
2
:
Later, Peng, Merriman, Osher, Zhao, and Kang [125], suggested a better choice for
signum function, especially when the initial 0 was a poor estimate of signed distance.
2.7 Regularization of Ill-Posed Problem
The inverse and ill-posed problems have been steadily and surely gaining popularity in
the last fty years and important results are still being discussed and attempts being
made to improve them. Problems of this kind have been shown in various branches of
classical mathematics (computational algebra, partial dierential equations, dierential
and integral equations, functional analysis) and they are among the most complicated
(due to their instability and, usually, nonlinearity). They have been studied and applied
systematically in physics, geophysics, astrophysics, image processing and other areas
of knowledge where mathematical methods are used. Usually regularization of the
inverse ill-posed problem is required to make it well-posed and therefore solvable. In
this section, we review the very basic theory of inverse and ill-posed problems and
the concept of regularization introduced by A. N. Tikhonov in 1963 ([157, 158, 159]).
Regularization is based on the idea of approximating an ill-posed problem by a number
of well-posed problems, which are \close" to the original one.
2.7.1 Inverse Problems and Ill-posedness
An inverse problem is a general task that is used to convert observed measurements into
input data or parameter values of the physical model. If in forward (direct) modeling
problems we try to nd exact or approximate functions that describe various phenomena
(with some known properties), for inverse problems results of experiments (forward
modeling) are considered as data and the unknown input as the solution of the model.
The inverse problem is the inverse of the forward problem.
Denition 2.7.1 (Well-posed Problem). According to Hadamard [70], a problem
is well-posed (or correctly-set) if:
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1. the solution exists (solvability condition),
2. the solution is unique (uniqueness condition),
3. the solution depends continuously on the data and parameters (stability condi-
tion).
The meaning of (2.) is \unique within a certain class of functions". For example,
a problem which has several solutions, only one of which is bounded is said to have a
unique solution in the space of bounded functions. And (3) means that \small" changes
in initial or boundary functions and in parameter values result in \small" changes in
the solution (in some appropriate norm). If the problem is well-posed, then it stands a
good chance of using a stable algorithm for a computer solution.
Denition 2.7.2 (Ill-posed Problem). Problems that are not well-posed in the sense
of Hadamard are termed ill-posed [70, 159].
Often, the ill-posedness of certain practical problems is due to their lack of precise
mathematical formulation. Ill-posed problems are usually understood as those results
where small changes in the assumptions lead to arbitrarily large changes in the conclu-
sions.
Inverse problems are typically ill-possed, with the stability condition of well-posedness
most often violated.
Example 2.7.3 The classical example to illustrate an inverse problem is the Fredholm
integral equation:
g(s) =
Z 2
1
K(s; t)u(t) dt; 1  s  2 (2.66)
where g(s) is a known bounded function, the left-hand side function K(s; t) is a smooth
bounded function (known or unknown function of two variables s and t), while u(t) is
the unknown function that we wish to compute.
If the solution u(t) is perturbated by u(t) =  sin(2pt); p = 1; 2; :::, with  a
constant then the perturbation on the left-hand side g is given by
g(s) = 
Z 2
1
K(s; t) sin(2pt) dt; p = 1; 2; :::;
and due to Riemann-Lebesgue lemma it follows that g(s) ! 0 as p ! 1 [26].
Hence small errors in the measured data g(s) will introduce an arbitrary large ratio
jjujj=jjgjj, by choosing p large enough. In this sense the inverse problem 2.66 is
ill-posed.
Example 2.7.4 Approximating the solution u for given y and a bounded operator A :
U ! Y (U and Y Hilbert spaces) such that
Au = y;
represents an ill-posed problem.
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Example 2.7.5 In image reconstruction and signal processing, reconstruction of the
image u from possibly noisy data y 2 RN is required, supposing that the relation between
them is given by Fredholm integral equation:
yi =
Z
D
K(si; t)u(t) dt+ i;
for the measured image data y = (y1; :::; yN )
d 2 RN with noise i assumed to be Gaus-
sian with mean 0 and standard deviation i, with K(si; t) a smooth kernel (see subsec-
tion 2.7.3), and D is the domain of integration. By the quadrature rule we can rewrite
as Z
D
K(si; t)f(t) dt =
MX
j=1
wjK(si; tj)u(tj)tj ;
and the above equation can be written in discrete form
y = Au+ ;
where Aij = wjK(si; tj) ti and u = u(tj) (for A = I the image reconstruction problem is
called denoising otherwise deblurring). We can see that the problem is ill-conditioned
since the data contains noise. Therefore a regularization method is needed for the
solution of the problem.
2.7.2 Regularization
Regularization is a technique used to transform an inverse problem into a well-posed
problem. Tikhonov et al. [157, 159] introduced a popular way to overcome ill-posed
minimization problems. The basic idea is to introduce a new constraint to the problem
which demands the solution to belong to a specic set of solutions or to have specic
features, represented within a regularizing functional. Regularization involves addi-
tional information in order to solve an ill-posed problem and prevent over-tting. This
information is usually of the form of a penalty for complexity, such as restrictions for
smoothness or bounds on the vector space norm.
Let us consider a given K : D(K)  U ! Y operator between Hilbert spaces U and
Y , such that Ku = y, when u = K 1y does not exist or even if it exists4, it might not
be computable or non-unique. Usually instead of exact data y = Ku we have measured
noisy data y = Ku+  ; such that ky   yk  :
A standard treatment for this ill-posedness is to look at a generalized solution
dened by a solution to the least square problem
u = argminu2D(F )
 
kKu  yk2
!
: (2.67)
Important advantages can be obtained by relating specic required properties of the
solution [53, 87]. All such methods fall naturally within the framework of the regular-
izing functional. To obtain a feasible numerical algorithm it has to be approximated by
4u represents a generalized solution, an approximation of real solution u
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a sequence of stable operators, the regularization operators approximate an ill-posed
problem with a family of well-posed problems. In 1963, Tikhonov introduced a stable
method for numerically computing solutions to inverse problems. Approximate the
inverse K 1 by a family of stable operators R such that the problem of u = K 1(y)
is almost equal to u = R(y) ) K  R; where R are called regularization opera-
tors and lim!0R(y) = K 1(y) with  a regularization parameter. He proposed to
minimize the Tikhonov functional
u = argminu2D(K)
 
kKu  yk22 + 2kuk22
!
: (2.68)
This technique can be generalized by choosing other norms or seminorms as penalty
functional and rewrite the generalized Tikhonov regularization [53]:
u = argminu2D(K)
 
kKu  yk2L2 + 2J(u)
!
: (2.69)
One important choice in image processing is the bounded variation seminorm, which
leads to the Rudin-Osher-Fatemi method (ROF) in their seminal 1992 paper [135]
introduced the Total Variation (TV) regularization functional
jujTV =
Z


jrujdxdy; (2.70)
where 
 is the image domain. Tikhonov regularization with the TV regularization
functional can remove noise while still preserving the edges in an image. Note that
the Euclidean norm j  j is not dierentiable at the origin. To overcome the resulting
numerical diculties, (2.70) is replaced by the following
jujTV =
Z


p
jruj2 + 2dxdy; (2.71)
where  > 0 is a small perturbing parameter. More about TV regularization can be
found in [154] and in a wide range of applications in image processing problems, see
[75, 77, 76, 135].
2.7.3 Convolution
Convolution is both a mathematical concept and an important tool in data processing,
in particular in digital signal and image processing. From a mathematical viewpoint,
convolution is a mathematical operation on two functions f and g, producing a third
function that is typically viewed as the amount of overlap of the function g as it is
shifted over the other function, f . As a tool in data processing, convolution is used for
the description of the response of linear shift-invariant systems, and is used in many
lter operations. In image processing a lter, or kernel, consists of an image operator
changing the value to the image pixels x depending on the neighborhoods pixel values.
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Denition 2.7.6 Let f(t) and w(t) be two functions. The convolution of f and w,
denoted by w  f , is the function on t  0 given by
g(x) = w  f(x) =
Z x
0
w(s)f(x  s) ds:
This is a particular kind of integral transform:
w  f(x) =
Z 1
 1
w(s) f(x  s) ds; (2.72)
or more generally, if f and w are complex-valued functions on Rn :
w  f(x) =
Z
Rn
w(s) f(x  s) ds: (2.73)
Since the image is stored as a collection of discrete pixels we need a discrete convolution
form. In discrete form the integral (2.73) is replaced by summation, for example for a
2-D function integral (2.73) can be written as:
g(x; y) = w(x; y)  f(x; y) =
1X
s= 1
1X
t= 1
w(s; t) f(x  s; y   t) ds:
A linear spatially invariant lter can be represented with a mask that is convolved with
the image array. For a given input 2-D image, size M  N , and a lter mask of size
m  n; we can dene a neighborhood at point (x; y) by S(x;y) = f(x + s; y + t); a 
s  a; b  t  b; g, a; b positive integers such that a = (m   1)=2 and b = (n   1)=2.
For example, for a 3 by 3 neighborhood S(x;y); the restriction f jS(x;y) is represented
f jS(x;y) =
f(x  1; y   1) f(x  1; y) f(x  1; y + 1)
f(x; y   1) f(x; y) f(x; y + 1)
f(x+ 1; y   1) f(x+ 1; y) f(x+ 1; y + 1)
(2.74)
and also the window mask
w =
w( 1; 1) w( 1; 0) w( 1;+1)
w(0; 1) w(0; 0) w(0;+1)
w(+1; 1) w(+1; 0) w(+1;+1)
:
At any point (x; y) the response g(x; y), of the lter is the sum of products of the lter
coecients and the image pixels encompassed by the lter:
g(x; y) = w( 1; 1)f(x  1; y   1) + w( 1; 0)f(x  1; y) + :::
+w(0; 0)f(x; y) + :::+ w(+1;+1)f(x+ 1; y + 1):
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A vector representation of linear ltering can be written as the sum of products
R = w1z1 + w2z2 + :::+ wmnzmn =
mnX
k=1
wkzk
where the wk are the coecients of an m  n lter and the zk are the corresponding
image intensities encompassed by the lter.
We will consider in this section two classes of spacial linear lters: smoothing linear
spacial lters and sharpening linear spacial lters.
Smoothing Linear Spacial Filters. The mean (`average') and Gaussian smooth-
ing lters are commonly used 2-D convolution operators. These operators are used to
`blur' images and remove detail and noise. Small details and noise will be lost in the
smoothing process, but sharp edge will become blurry. The mean lter is an easy
method of smoothing images which reduces the amount of intensity variation between
one pixel and the next by simply replacing each pixel value in an image with the mean
(`average') value of its neighbors, including itself. The smoothing spacial mask of a
3  3 is w = 19
2641 1 11 1 1
1 1 1
375. Another important convolution function is the Gaussian
function G(x; y) = 1
22
e
x2+y2
22 : In practice the Gaussian distribution is eectively zero
more than about three standard deviations from the mean, and so we can truncate
and get a suitable integer-valued convolution kernel that approximates the Gaussian.
A discrete approximation to the Gaussian function with  = 1 for 3  3 would be
w = 116
2641 2 12 4 2
1 2 1
375 or 5x5 is w = 1273
26666664
1 4 7 4 1
4 16 26 16 4
7 26 41 26 7
4 16 26 16 4
1 4 7 4 1
37777775 : Once a suitable kernel
has been calculated, then the Gaussian smoothing can be performed using standard
convolution methods. Fig.2.12 shows smoothing with a 55 Gaussian kernel of a given
image, size 512  512, which has been corrupted by 20% Gaussian noise. The Matlab
command used is g = imfilter(f; fspecial(0gaussian0; [5; 5]; 1));.
Sharpening Spatial Filters. Sharpening has the opposite eect to smoothing.
A blurry image can be made sharper through this process and details like edges will be
enhanced.
These lters use the idea of the response of a derivative operator proportional to
the degree of intensity discontinuity of the image at the point at which the operator is
applied. Intuitively, a digital edge is made up of pixels which are connected and lie on
the boundary between two regions. Regions, in this case, refers to two dierent shades
of grey. Assume that a digital grey image function f(x) has a second order partial
derivative and the derivatives are dened in terms of dierences @f@x =
f(x+h) f(x h)
2h
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(a) original image (b) noise image (c) smoothed image
Figure 2.12: Gaussian kernel smoothed image with a 5 5 Gaussian kernel.
and @
2f
@x2
= f(x+h) 2f(x)+f(x h)
h2
; h = 1. Although there are various ways to dene these
dierences, we know that the rst derivative (i) must be zero in areas of constant
intensity (at segments); (ii) must be nonzero at the beginning of a gray level step
or ramp; (iii) must be nonzero along ramps. Similarly, the second derivative (i) must
be zero in every at segment (constant areas); (ii) must be nonzero at the beginning
and end of a gray-level ramp; (iii) must be zero along ramps of constant slope, see
Fig. 2.13(a). In the case of Fig. 2.13(b), there is a clear discontinuity detected by the
rst-and second-order derivatives. By comparing the rst and second derivatives we
can easily conclude that the rst-order derivatives generally detect thicker edges, edges
that we can see with our eyes, and the second-order derivatives have a stronger response
to ner details, such as thin lines and small points. For this reason, the second-order
derivative is better suited for edge detection. For a 1-D function f , shown in gure Fig.
2.13 (a) where the sign of f 00 is given, by applying the operation g = f   f 00 an ideal
sharp edge has been expected, as shown in gure Fig. 2.13(b).
 f"=0
 f"=0
 f">0
 f"<0
f
(a) x-direction lter
f−f"
(b) x-direction
Figure 2.13: Left: a blurry 1-D edge of the image f . Right: the resulting g = f   f"
as an ideal sharp image.
Since images are two-dimensional and based on a function f(x; y), we must express
edge detection in terms of the gradient and divergence. The gradient of f at spatial
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coordinates (x; y) is dened as the vector
rf(x; y) = [@f
@x
(x; y);
@f
@y
(x; y)]
T
and the magnitude of this vector
jrf(x; y)j =
h
(
@f
@x
)
2
+(
@f
@y
2
)
i1=2
will produce edges. To understand how we can simply recall the basic denition of the
derivative and lters. When we take the partial derivative with respect to x, we get @f@x =
1
2(1f(x+1; y) 1f(x 1; y)) and with respect to y, @f@x = 12(1f(x; y+1) 1f(x; y 1)):
Remembering that the pixels of the image under a lter mask is represented as in (2.74)
we can create the lter mask in x direction.
wx =
1
2
0 0 0
 1 0 1
0 0 0
:
When we lter the image, the mask is essentially taking the partial derivative with
respect to x. Also, the rest of the entries in the rst and third column of the lter mask
can be replaced with  1 and 1 respectively, because those entries are also locations of
where the partial derivative with respect to x will be taken. In the same way we will
create another lter mask to determine the partial derivative with respect to y. The
x-mask is able to detect changes in gray-level intensities in the x-direction (vertical
edges), and that the y-mask is changes in the y-direction(horizontal edges) as shown
Fig. 2.14(b). Run each mask on separate, but identical images, and then squaring
every entry in each of the two resulting ltered images added together, and take the
square root of the resulting matrix, gives the magnitude of the gradient vector, shown
in Fig. 2.14(c). Another simple isotropic operator is the Laplacian, which, for an image
functionf(x; y), is dened as
f(x; y) =
@2f
@x2
(x; y) +
@2f
@y2
(x; y); (2.75)
and represents the divergence of derivatives. The discrete Laplacian of two variables,
for h = 1 as above, is
f(x; y) = f(x+ 1; y) + f(x  1; y) + f(x; y + 1) + f(x; y   1)  4f(x; y): (2.76)
We can notice that the discrete Laplacian can be obtained by using a linear spatial
lter with some Laplacian mask wL =
2640 1 01  4 1
0 1 0
375, shown in Fig. 2.14(d). Applying
g(x; y) = f(x; y)  f(x; y) produces an ideal sharp edge, Fig. 2.14(e). Other similar
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(a) blurry given image (b) x-direction lter (c) magnitude of the gradient vec-
tor lter
(d) Laplacian lter (e) enchantment using g(x; y) =
f(x; y) f(x; y)
Figure 2.14: Result of ltering with the x-mask, the magnitude of the gradient and
Laplacian lter.
masks can be used.
2.8 Basic Iterative Methods for Solving Linear System of
Equations
We begin by setting notation and reviewing some ideas from numerical linear algebra
that we are familiar with. Consider the linear system
Ax = b (2.77)
where A is an m  n matrix, b is an m  1 vector and x is the n  1 vector of
unknowns
A =
0BBBBBBB@
a1;1 a1;2    a1;n
a2;1 a2;2    a2;n
...
...
. . .
...
am;1 am;2    am;n
1CCCCCCCA
; b =
0BBBB@
b1
b2
...
bm
1CCCCA ; x =
0BBBB@
x1
x2
...
xn
1CCCCA :
When the number of equations m is the same as the number of variables n; named
a square system of equations, it is possible to have a solution. For this reason in the
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following we will consider m = n: Finding the unknown x with direct methods would
be easy if we know A 1, in case it exists, so that we calculate x = A 1b 2 RN .
As a numerical technique, direct methods (for instance Gaussian elimination) can be
used but is rather unusual because they can be computationally very expensive since
a lot of memory is needed in real application problems [64]. Introducing a class of
iterative methods like Jacobi, Gauss-Seidel, SOR, etc. [137, 64, 120, 25] for solving a
general linear system of equations can be very useful in terms of implementation and
be computationally cheap.
These iterative techniques start with some initial approximation x(0) and then gen-
erate a sequence of vectors fx(k)g1k=0 which gradually approximates the true solution
x of the linear system via the relation
x(k) = Tx(k 1) + c; (2.78)
for each k = 1; 2; 3; : : :. In this way the system Ax = b is converted into an equivalent
system of the form x = Tx+ c for some xed matrix T and a vector c, neitherdepend-
ing on time sequence k. Dierent ways of constructing T and c yields dierent iterative
techniques. In the following we will present some of them.
2.8.1 The Jacobi Iterative Method (JAC)
The Jacobi method is one of the simplest iterative methods to implement and at the
same time forms the basis of other methods. Given a square system of n linear equations
(2.77), if in the ith equation bi =
Pn
j=1 aijxj we solve for the value of xi we get
xi =
nX
j=1
j 6=i
 aijxj
aii

+
bi
aii
:
Then given all the components of x(k 1) for k  1; x(k)i is generalized by
x
(k)
i =
1
aii
 nX
j=1
j 6=i
( aijx(k 1)j ) + bj

; for i = 1; 2; : : : ; n: (2.79)
Let us write (2.79) in the matrix form (2.78). Decompose the matrix A into a diagonal
component D, and the remainder R,
D =
0BBBBBBB@
a1;1 0    0
0 a2;2    0
...    . . . ...
0 0    an;n
1CCCCCCCA
; R =
0BBBBBBB@
0 a1;2    a1;n
a2;1 0    a2;n
...    . . . ...
an;1 an;2    0
1CCCCCCCA
;
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A = D+R:
The solution is then obtained iteratively via
(D+R)x = b () Dx = b Rx () x = D 1(b Rx): (2.80)
Here matrix R can be further decomposed with strictly lower triangular and strictly
upper triangular matrices, L and U respectively, such that R =  L U; and equation
(2.80) can be rewritten:
x = D 1(L+U)x+D 1b: (2.81)
Thus, comparing with the above representation in (2.78) form, the Jacobi method is
x = TJx+ cJ
where TJ = D
 1(L+U); cJ = D 1b:
In practice this method is implemented using equation (2.79) due to the large
amounts of memory required in the matrix cases. An advantage of the method is
that parallel computation can be implemented, but also that the computation of x
(k+1)
i
requires each element in x(k) except itself, unlike the Gauss-Seidel method, which over-
write x
(k)
i with x
(k+1)
i , as we will see in the next subsection.
Algorithm 1 Algorithm for Jacobi Method: xk  JAC(x(0); A; b;maxit; tol):
k = 1, x(1) = x(0);
for iter = 1 : maxit do
Compute x(k) using (2.77):
x
(k)
i  1aii
Pn
j=1
j 6=i
( aijx(k 1)j ) + bj

for i = 1; 2; :::; n
If kx(k)   x(k 1)k < tol or kb Ax(k)k < tol or iter > maxit, Break;
x(k 1)  x(k):
end for
2.8.2 Gauss Seidel Method (GS)
The Gauss Seidel method improves on the Jacobi algorithm. The Gauss Seidel method,
unlike the Jacobi method, updates a particular point x
(k)
i by using the already up-
dated values x
(k)
1 ; : : : ; x
(k)
i 1, which should be better approximations to x1; : : : ; xi 1 than
x
(k 1)
1 ; : : : ; x
(k 1)
i 1 . In this way Gauss Seidel iterations can be written as:
x
(k)
i =
1
aii

bi  
i 1X
j=1
aijx
(k)
j  
nX
j=i+1
aijx
(k 1)
j

for i = 1; : : : ; n: (2.82)
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From the above formula we can easily notice that each new entry xki in the GS method
has a strong dependence upon all previously evaluated spatial components xkj for all
j < i. This fact makes the order in which the equations are evaluated very important.
Multiplying equation (2.82) by aii
aiix
(k)
i +
i 1X
j=1
aijx
(k)
j = bi +
nX
j=i+1

  aijx(k 1)j

we get matrix notation for this method,
(D  L)x(k) = Ux(k 1) + b
or equivalently
x(k) = TGSx
(k 1) + cGS (2.83)
where TGS = (D  L) 1U and cGS = (D  L) 1b:
Again, the point-wise formula (2.82) is also recommended to save computer memory.
One important advantage of the GS method is that with computer implementation there
is no need to allocate two arrays x(k 1) and x(k) in the memory, until the updating of
x(k) has nished. We can delete every entry x
(k 1)
i as soon as it is no longer needed,
which means that only one storage vector is required as elements can be overwritten
as they are computed, which represents an important saving in computer memory
particularly when solving large linear systems.
Algorithm 2 Algorithm for Gauss-Seidel Method: xk  GS(x0; A; b;maxit; tol):
k = 1
for iter = 1 : maxit do
Compute x(k) using (2.82):
x
(k)
i  1aii

bi  
Pi 1
j=1 aijx
(k 1)
j  
Pn
j=i+1 aijx
(k 1)
j

x
(k 1)
i  x(k)i ; for i = 1; 2; :::; n
If kb Ax(k)k < tol or iter > maxit, Break;
end for
To speed up the convergence of the method, the equations should be arranged so
that aii is as large as possible.
Equation (2.82) describes the lexicographic order of the grid points which involves
ordering the points in increasing order from left to right and bottom to top, starting
the update at the bottom left point (1; 1), followed by the approximation at the point
(2; 1) and so on, with the top right point (n  1; n  1) updated last.
A renement of the Gauss-Seidel algorithm is Successive Over-Relaxation Method
(SOR). The SOR technique can be represented in the form (2.78)
x(k) = T!x
(k 1) + c!; (2.84)
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where T! = (D !L) 1[(1 !)D+!U] and !(D !L) 1b. More detail can be found
on [82, 64].
Block iterative methods are generalizations of \point" relaxation schemes, such as
Jacobi, Gauss-Seidel, and SOR methods. Fore more see [137].
2.8.3 Convergence
All the iterative methods in the previous subsection dene a sequence of iterates of the
form
x(k) = Tx(k 1) + c;
for which T is a certain iteration matrix. The question addressed in this subsection
is: \snake"under which conditions does the iterative method converge, in other words
limk!1 x(k) = x; the exact solution. Before introducing the main result of conver-
gence, we present some matrix properties.
Denition 2.8.1 (Symmetric Matrices). A square matrix A is called a symmetric
matrix if it is equal to its transpose AT . This is, A = AT .
Denition 2.8.2 (Diagonally Dominant Matrices). A matrix A is said to be
diagonally dominant if it satises
jai;ij 
X
j 6=i
jai;j j for all i;
and is called strictly diagonally dominant if
jaiij >
nX
j=1
j 6=i
jaij j; for all i;
where ai;j denotes the entry in the ith row and jth column of A.
Denition 2.8.3 (Positive Denitive Matrices). A real symmetric matrix A is
positive denite if xTAx > 0 for all non-zero vectors x. This is equivalent to say that
all the eigenvalues of the matrix are positive.
Denition 2.8.4 (Matrix Convergence). A square matrix A is said to be conver-
gent if limk!1Ak = 0:
A nice consequence of a matrix A being positive denite is that its inverse A 1
exists. A matrix being diagonally dominant has very nice properties as well. To start,
if A is strictly diagonally dominant then it is non-singular, meaning the systemAx = b
has a unique solution. Further, Jacobi and Gauss-Seidel methods for solving a linear
system of equations with this type of matrix always converges. Let us now introduce
the main result necessary and a sucient condition for iterative method convergence.
Lemma 2.8.5 For a given matrix A,
jjAjj < 1() (A) = max
i
jij < 1;
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where i are the eigenvalues
5 of the matrix A, (A) is called the spectral radius of A
and jj:jj any operator norm (jjAjj = maxv 6=0 jjAvjjjjvjj ).
Theorem 2.8.6 If matrix A 2 Rn then
lim
k!1
Ak = 0() (A) < 1:
Theorem 2.8.7 (Spectral Radius and Iterative Convergence). For any x(0) 2
Rn, the sequence fx(k)g1k=0 dened by
x(k) = Tx(k 1) + c; for each k  1; (2.85)
converges to the unique solution of x = Tx + c if and only if (T ) < 1.
Theorem 2.8.8 If for a system of equations (2.79), A is strictly diagonally dominant,
the Gauss-Seidel iterations converge for any x(0).
Theorem 2.8.9
 If a matrix A is strictly diagonally dominant, both Jacobi's and GS converge, and
in fact, G-S is faster: (TGS)  (TJ)  1
 If a matrix A is strictly diagonally dominant, both Jacobi's and G-S converge, and
in fact, G-S is faster: (TGS) < (TJ) < 1, where TJ and TGS are the iteration
matrices for Jacobi and Gauss-Seidel respectively.
Note: In a similar way we can prove for Jacobi iterations.
Remark 2.8.10 In summary: We proceed with a review of some of the most popular
iterative linear solvers for a linear system Ax = b, of the form
x(k) = Tx(k) + c (2.86)
with dierent ways of constructing T and c yielding dierent algorithms.
In general, iterative solvers are renement based methods, and their computational
engine is based on residual correction, dened as rk = b Axk(rk is called defect equa-
tion for this approximation). For an approximation xk of x and with the assumption
that it is possible to obtain an approximation A of A in such a way that the system
Ae = r is easier to solve than the original system Ax = b, the iterative renement
consists of a three step algorithm:
Algorithm 3 Iterative Method: xk  IM(x0; A; b;maxit):
for k = 0 to maxit do
Compute the residual rk = b Axk
Solve the system Aek = rk
Add the correction xk+1 = xk + ek
end for
5For a vector x 2 Rn such that Ax = x for some scalar , then lambda is called the eigenvalue of
A with corresponding eigenvector x:
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We can certainly notice the similarity to (2.86) with T = I   ( A) 1A. Since
asymptotically we have kx xk+1k  (T)kx xkk as k !1; the speed of convergence
of the general iteration (2.86) is characterized by the spectral radius (T) . Of course
if (T) < 1 the iterative scheme (2.86) will converge.
The renement idea can be used to solve nonlinear systems of equation as well, and
this will be shown in the next section.
2.9 Iterative Solution of Nonlinear Equations
We begin by describing our notation. Let F : D  Rn ! Rn be a nonlinear op-
erator continuously dierentiable on Rn and a nonlinear system of equations usually
represented as
F (x) = y;
where x = (x1; : : : ; xn) is the vector of unknowns and y = (y1; : : : ; yn) a xed vector.
We can rewrite the equation in the form:
F (x) = 0; (2.87)
with 0 representing the zero vector. The basic problem here is to nd x 2 Rn, a
solution of the nonlinear equation (2.87).
In this section, we will start with Newton's method as a renement idea used to solve
an algebraic system of nonlinear equations and will continue with the descent method
which has a very desirable property of simplicity of implementation. A special case
of the descent method is the time marching scheme. To illustrate the time marching
method we bring some implementation used for parabolic equations, such as Explicit
and Implicit dierence methods and Additive Operator Splitting Scheme (AOS), and
discuss their stability. The main references are [73], [51], [120], [119], [131], [173] and
[105].
2.9.1 Newton's Method
For a function F as given by ( 2.87) let J denote the Jacobian matrix (@Fi=@xj) of F
and assume that J is Lipschitz continuous with constant  in Rn
kJ(w)  J(x)k  kw   xk for all w;x 2Rn
for any given operator norm. Newton's method attempts to solve the system of non-
linear equations F (x) = 0 by applying the following iterative equation
xk = xk 1   J(xk 1) 1F (xk 1); k = 1; 2; : : : : (2.88)
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In practice, the computing inverse of J(xk 1) may be a dicult task, and is rarely
explicitly computed.
J(xk 1)(xk xk 1) =  F (xk 1) k = 1; 2; : : : ; (2.89)
where x0 is given. We implement (2.89) as renement
Solve J(xk 1)dk 1 =  F (xk 1)
Compute xk = xk 1 + dk 1:
Newton's method is attractive because under appropriate conditions it is very quick
to converge from a suciently good initial guess [73]. In particular, if the Jacobian is
nonsingular at the solution, local quadratic convergence can be proved [73] and [120].
Although Newton's method is very quick to converge, requires a very good initial
guess; require J(xk 1) at each step; at each step require the solution of a linear system
of equation that may be singular or ill-conditioned.
2.9.2 Descent Method
For a nonlinear general functional F : Rn ! R, the descent method generates a sequence
xk, k  1; starting from an initial guess x0 2 Rn; using the recurrence
xk = xk 1   k 1dk 1; k = 1; 2; : : : ;
where the positive step length size k 1 is a scalar allowed to change at each k-iteration
and  dk 1 is a search direction given by some formula along which the new iterate
xk will be chosen. One of the most popular descent methods is Gradient descent
method (or called the steepest descent method). Gradient descent is based on the
choice of direction; where F decreases most quickly, which is in the direction opposite
to rF (xk); supposing F is dierentiable at xk. The result is the scheme
xk = xk 1   k 1rF (xk 1); k = 1; 2; : : : :
The main characteristic of descent methods is that the iterates decrease the function
value at each stage i.e.
F (xk+1)  F (xk): (2.90)
Here k 1, which can be xed or not, must be selected suciently small to satisfy
condition (2.90). For k equal to time-step t of a newly introduced time-variable t,
the descent method is referred as a time-marching method.
Time marching methods are in principle the most exible means of calculating.
The basic principle of time marching is to start with a guess and integrate the time
dependent equations of motion and energy forward in time until a steady-state solution
is obtained. Stability has always been a problem with time marching, limiting the size
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of time step and hence increasing the number of steps required to obtain a steady state
solution. Many tools of ensuring stability have been devised for the dierential form
of the equations. The extension from two to three dimensions is relatively simple but
slow. Despite this discouragement, time marching seemed to oer the only possibility
for solving cases where the currently available methods are thought to be inadequate.
In the following we will give some simple implementation examples of the time
marching method for parabolic PDEs of some explicit and implicit schemes. In the
following chapters we see how this method can be implemented for solving highly non-
linear problems.
2.9.3 Time Marching Schemes for Parabolic PDEs, Explicit Scheme
(1-D)
For a given function u = u(x; t) let us consider the 1-D Heat equation
@u
@t
= a
@2u
@x2
; 0  x  ; t  0; (2.91)
with a a positive constant, and the boundary conditions(
u(x; 0) = u0(x) (u0(x) given)
u(0; t) = 0; u(; t) = 0 for t > 0:
If a =viscosity we get the so-called Diusion Equation and if a =thermal conductivity
we get Heat Conduction Equation. The exact solution of this initial value problem
(IVP) can be obtained by using the Fourier series method, dening u0(x) as  u0( x)
for    x  0; otherwise we use Fourier sine series, but here we use complex Fourier
series i.e
u(x; t) =
1X
n= 1
Ane
inxe n
2at; (2.92)
where
An =
1
2
Z 
 
u0(x)e
 inxdx; i =
p 1:
In order to get a numerical approximation to the solution of equation (2.91), we begin
by introducing the mesh points. Starting from t0 = 0, x0 = 0 and letting 4x and 4t
be the increments of the variables x and t respectively, with 4x = N and xj = j4x
and tk = k4t where N 2 Z and j = 1; 2; : : : ; N ; k = 0; 1; : : : : Also let ukj = u(xj ; tk),
be the value of the function at grid point (xj ; tk). Replacing the derivatives in equation
(2.91) by their nite dierence approximations, and rearranging terms, we end up with
the linear system:
uk+1j = u
k
j +
a4t
(4x)2

ukj+1   2ukj + ukj 1

; (2.93)
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where j = 1; 2; : : : ; N   1, k = 0; 1; : : : : The boundary conditions will be
uk0 = 0; u
k
N = 0; k = 0; 1; : : : ; (2.94)
and the initial conditions
u0j = u0(j4x); j = 0; 1 : : : ; N: (2.95)
These equations can be used recursively to determine uk+1j for 0  j  N and k  0.
The explicit nature of the dierence method implies that the approximate solution is
given in the following matrix form:
uk+1j = Au
k
j ; (2.96)
where A is a (N   1) by (N   1) matrix
A =
2666666664
(1  2 a4t
(4x)2 )
a4t
(4x)2 0    0
a4t
(4x)2 (1  2 a4t(4x)2 ) a4t(4x)2    0
0 a4t
(4x)2 (1  2 a4t(4x)2 )    0
...
. . .
. . .    ...
0 0 0 a4t
(4x)2 (1  2 a4t(4x)2 )
3777777775
:
Stability: Stability can be checked using Fourier or Von Neumann analysis. Sub-
stituting ukj = AnG
keinj4x, n 2 Z in equation (2.93), with An the same as that for the
exact solution (2.92) one can nd the stability condition for the explicit schemes
2a4t
(4x)2  1
since a>0) 4t  (4x)
2
2a
:
The Fourier or Von Neumann analysis is not only applied to simple problems such as
constant coecients here, but can be applied to dierential equations with variable
coecients. This method can be applied to a wide variety of dierence equations,
where the more elementary methods fail. If the above condition is not satised, then
the symptom of instability shows up in a relatively small number of iterations. For
instance a simple example of the above condition, if a = 1, and the space mesh size
x = :01, then we must take time step size t  :00005. Since not all choices of space and
time steps lead to a convergent scheme, the explicit scheme (2.93) is called conditionally
stable. An unconditionally stable method, one that does not restrict the time step, can
be constructed by applying the backwards dierence formula to equation (2.91) as we
will see in the following.
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2.9.4 Time Marching Schemes for Parabolic PDEs, Implicit schemes
(1-D)
A fully implicit method for equation (2.91) computes @
2u
@x2
at the new time (k + 1)4t.
Replacing the derivatives in equation (2.91) with the backwards dierence formula to
compute @
2u
@x2
we have
uk+1j   ukj
4t = a
uk+1j+1   2uk+1j + uk+1j 1
(4x)2 ; (2.97)
where j = 1; 2; : : : ; N   1 ; k = 0; 1; : : : :
In general the implicit dierence system for the 1-D heat equation (2.91) has the
form:
uk+1j   ukj
4t = a
(2u)k+1j + (1  )(2u)kj
(4x)2 (2.98)
where uj and 
2uj are the central dierences calculated as
uj = u((j +
1
2
)4x)  u((j   1
2
)4x); 2uj = u((j +1)4x)  2u(j4x) + u((j   1)4x):
with j an integer or an integer plus 12 , and 0    1 is a real constant (when  = 0,
the system reduces to (2.93)).
Stability: It can be shown that the stability condition for in general form (2.98)
must be (
2a4t
(4x)2  11 2 if 0   < 1=2
always stable if 1=2    1
or (
4t  (4x)22a(1 2) if 0   < 1=2
always stable if 1=2    1.
In the next section we discuss the 2-D case of the heat equation.
2.9.5 Time Marching Schemes for Parabolic PDEs in 2-D
The natural generalization of the one-dimensional problem (2.91) in two dimensions is
the equation
@u
@t
= div(bru) (b > 0)
= b
@2u
@x2
+ b
@2u
@y2
;
(2.99)
where u = u(x; y; t); x 2 [a; b]; y 2 [c; d]: Suppose that the initial condition is given and
the function u satises boundary conditions in both x- and y directions. As before,
we discretize in time tn = t0+k4t, k = 0; 1; 2; ::: and for both the x- and y-directions,
we use the uniform grid xj = x0+ j4x, yl = y0+ l4y, with 4x = b aM ;4y = d cN : Also
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let ukjl = u(xj ; yl; tk), be the value of the function at grid point (xj ; yl; tk).
ukjl = u(j4x; l4y; k4t)
The nite dierence approximation for (2.99), can be written as follows:
uk+1jl   ukjl
4t = 
k+1
jl + (1  )kjl; (2.100)
where kjl is a central two spatial dimensions approximation scheme for b
@2u
@x2
+ b@
2u
@y2
:
kjl =
b
(4x)2

ukj+1;l   2ukjl + ukj 1;l

+
b
(4y)2

ukj;l+1   2ukjl + ukj;l 1

: (2.101)
If 0 <  < 1 then (2.100) is a semi-implicit, if  = 0, then it reduces to explicit and if
 = 1 it reduces to implicit.
Stability: For a parabolic 2-D PDE one have the following following stability
condition (
b4t
(4x)2 +
b4t
(4y)2  12 4 if 0   < 1=2
always stable if 1=2    1.
2.9.6 Additive Operator Splitting (AOS) Scheme
Performing an explicit scheme on a nonlinear diusion equation brings stability prob-
lems and the requirement of very small time steps, which leads to poor eciency and
limited practical use. Introduced by Tai [106] in 1992 and Weickert [175] in 1998 the
AOS scheme guarantees equal treatment of all coordinate axes and is stable for big
time steps. The scheme presents a semi-implicit algorithm based on a discrete non-
linear diusion scale-space framework. This scheme applies to the diusion equation
given in the following form
ut = div(gru) + f(x; u) (2.102)
= (gux1)x1 + : : :+ (guxm)xm + f(x; u); (2.103)
in [0; T ] 
  Rm, and with initial and boundary conditions
u(0; :) = u0 and
@u
@n
= 0 on @
;
where n denotes the normal to the boundaries @
. Here g is the diusivity function
and f denotes a reaction term. For example, in image segmentation g is chosen as a
nonlinear diusion lter, such as the edge detector lter function g(jruj), with the
property 0  g(jruj)  1: The nonlinear diusion lter belongs to a much larger lter
class but we consider this lter since we will mainly deal with it in what follows. Most
implementations of nonlinear diusion lters are based on nite dierence methods,
and the scalar-valued diusivity g can be replaced by a smooth matrix-valued function
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that remains uniformly positive denite as long as its argument is bounded. For such a
matrix some properties such as well-posedness, average grey value invariance, causality
in terms of an extremum principle and Lyapunov functionals, and convergence to a
constant steady-state can be established [169, 170]. The requirement needed are easy
to check for many discretizations, as we show in the following.
1-Dimensional Scheme
The 1-D diusion equation as given in (2.102) can be written
@tu = @x(g@xu) + f(x; u) (2.104)
where u is given in a bounded domain 
 = [a; b]. Denoting xi the discrete elements
of the segment [a; b], divided in N equidistant subintervals with distance h = b aN 1 ,
such that xi = a + ih; and discrete time tk = kt; k = 1; 2; ::: 2 N0; with t time
step, the approximation of the function u to the point xi in a discrete time tk can be
estimated as uki = u(xi; tk): A backward Euler implicit step for the time discretization
and a spatial nite dierence discretization yields the semi-implicit evolution scheme
on (2.104), reecting the boundaries condition, is given by
uk+1i   uki
t
=
gk@xu
k+1ji+1=2   gk@xuk+1ji 1=2
h
+ f(uki )
) u
k+1
i   uki
t
=
gki+1+g
k
i
2
uk+1i+1 uk+1i
h  
gki 1+g
k
i
2
uk+1i  uk+1i 1
h
h
+ f(uki );
) u
k+1
i   uki
t
=
X
j2N (i)
gkj + g
k
i
2h2
(uk+1j   uk+1i ) + f(uki ); (2.105)
where N (i) is the set of the two neighbours of element i. Equation (2.105) can be
rewrite in matrix form
(I  tA(uk))uk+1 = uk +tf(uk);
with A(uk) = akij and
akij =
8>>><>>>:
gkj+g
k
i
2h2
j 2 N (i)
  P
n2N (i)
gkj+g
k
n
2h2
j = i
0 else
;
where I 2 RN is the unit matrix. Without loss of generality we drop the term f and
we come down to the iteration scheme
(I  tA(uk))uk+1 = uk:
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This is a semi-implicit scheme and to calculate the uk+1 it is required to solve the
system of equation
uk+1 =

I  tA(uk)
 1
uk; k = 1; 2; : : : : (2.106)
To show the reliability of these schemes it is required to verify that they satisfy estab-
lished criteria for nonlinear diusion scale-spaces [169, 170] for arbitrarily large time
steps. In particular, this makes the scheme unconditionally stable and it will not suer
from any time step size restriction. For this reason the scheme can be fully adapted to
the desired accuracy without the need to choose small time steps for stability reasons.
For a given discrete scheme of type
u0 = f
uk+1 = Q(uk)uk; 8k 2 N0
all one has to check is that the following criteria holds:
D1) Continuity in Its Argument:
Q 2 C(RN ;RN  RN ) (2.107)
D2) Symmetry:
qij = qji; j; i 2 J (2.108)
D3) Unit Row Sum:
X
j2J
qij = 1; 8i 2 J (2.109)
D4) Nonnegativity:
qij  0; 8j; i 2 J (2.110)
D5) Positive Diagonal:
qii  0; 8i 2 J (2.111)
D6) Irreducibility: Any two elements can be connected by a path with nonvanishing
diusivities. Formally: For 8j; i 2 J there exist k0; : : : ; kr 2 J with k0 = i; and kr = j
such that qkpkp+1 6= 0 for p = 0; : : : ; r   1:
We can check D1{D6 and show that the semi-implicit scheme (2.106) establishes a
discrete scale-space.
D1) It can be shown that B(uk) = [bij(u
k)] = I  tA(uk) is invertible, since it is
strictly diagonally dominant bii >
X
i 6=j
bij ; 8i 2 J: Thus, Q(uk) = [B(uk)] 1 exists and
61
the continuity of Q in its argument follows from the continuity of g.
D2) The symmetry of A also carries over Q:
D3) Since B has unit row sum, we have Bw = w, for w = (1; 1; : : : ; 1)T 2 RN : Thus
w = B 1w = Qw:
D4{D6) We already know that B is strictly diagonally dominant. It is also imme-
diately seen that B is irreducible, bij  0 for i 6= j and bii > 0 for all i: Then a theorem
by Varga [163] tells us that Q = B 1 satises
qij > 0; 8i; j 2 J (2.112)
Thus, Q is nonnegative, has positive diagonal and is irreducible.
Given a system resulting from implicit schemes with three space points i 1; i; i+1,
so called tridiagonal linear system, can be solved using the Thomas algorithm.
m-Dimensional Scheme
Recalling the m-dimensional diusion equation (2.102) given in the form
@u
@t
=
mX
j=1
@
@xj
(gj(u)
@u
@xj
) + f(x; u) (2.113)
in [0; T ] 
  Rm, with initial and boundary conditions
u(0; :) = u0 and
@u
@n
= 0 on @
;
we would like to have an unconditionally stable method like the one introduced in 1-
D. A discrete m-dimensional function u can be regarded as a vector with element i
representing the location xi. Let hl denote the grid size in the l direction. We consider
discrete times tk := kt, where k 2 N0 and t is the time step size. By uki and gki we
denote approximations to u(xi; tk) and g(u(xi; tk)). With a backward Euler implicit
step for the time discretization and a spatial nite dierence in the same manner as
in the 1-D case, a semi-implicit discretization of the diusion equation reecting the
boundary conditions is given by
uk+1i   uki
t
=
mX
l=1
X
j2Nl(i)
gkj + g
k
i
2h2
(uk+1j   uk+1i ) + f(uki ); (2.114)
where Nl(i) consists of the two neighbours of the element i in the l direction (boundary
elements may have only one neighbour). In this vector{matrix notation we can write
the m-dimensional implicit scheme as
uk+1   uk
t
=
mX
l=1
Al(u)u
k+1 + f(uk)
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or
(I  t
mX
l=1
Al(u))u
k+1 = uk +tf(uk):
Without loss of generality we drop the reaction term f and we have
(I  t
mX
l=1
Al(u))u
k+1 = uk
uk+1 =

I  t
mX
l=1
Al(u)
 1
uk; k = 1; 2; : : : ; (2.115)
where uk is represented by a column vector of length Nm. For dimensions m  2, the
matrix may reveal a much larger bandwidth for A. Applying direct algorithms such
as Gaussian elimination would destroy the zeros within the band and would lead to an
immense storage and computation eort [175]. Classical iterative algorithms become
slow for large t, since this increases the condition number of the system matrix. In the
following we introduce a splitting-based alternative method where the one-dimensional
Thomas algorithm can be used [175]. The scheme proposes
uk+1 =
1
m
mX
l=1

I  m4tAl
 1
uk; k = 1; 2; : : : ; (2.116)
where the operators Bl(u
k) := I  m4tAl(uk) describe one-dimensional diusion pro-
cesses along the xl axes. It can be noticed that each iteration step requires the old
iterate to be propagated in each coordinate direction separately. Then the new itera-
tion is given by the average of these intermediate solutions and is well-suited for parallel
computing. It is stated without proof in [175] that the AOS scheme is an O(t)+O(h2)
accurate nite dierence approximation to the original equation, and a proof is given
in [119].
Theorem 2.9.1 The AOS scheme (2.116) with m=2 corresponding to the nite dif-
ference equation
(Fu)k := 1
t
uk+1   1
2t

I   2t
h2
A1
 1
uk   1
2t

I   2t
h2
A2
 1
uk = 0;
k = 0; 1; : : : ; is consistent in l1-norm of rst order in time and second order in space
with the PDE (2.113).
Proof Let u be an arbitrary smooth function, for which we will examine the local
truncation error
T kij(u) = (Fu)kij   L(u)(tk; xij);
where L is the spatial partial dierential operator given by
L(u) = div(gru) = (gux)x + (guy)y:
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Besides the function u, we will need in each time step the function  solving
t   2(gx)x = 0 with initial condition (tk; :) = u(tk; :) (2.117)
and the function ! solving
!t   2(g!y)y = 0 with initial condition !(tk; :) = u(tk; :); (2.118)
supplied with usual Neumann boundary conditions. These equations are one-dimensional
diusion equations, which are accelerated by the factor 2 compared to the PDE (2.113).
Let r be the function such that
u =
1
2
 +
1
2
! + r in [tk; tk+1] 

at each time step k. For the nite dierence operator at time step k, we obtain
(Fu)k = 1
2t
vk+1   1
2t

I   2t
h2
A1
 1
uk| {z }
F1
+
1
2t
wk+1   1
2t

I   2t
h2
A2
 1
uk| {z }
F2
+
1
t
rk+1;
where uk; uk+1; vk+1; wk+1; rk+1denote the vectors (reordered already by rows) con-
taining the values u; v andw on the spatial grid point at time steps k and k+1 respec-
tively. Consider F1
1
24tv
k+1   1
24t

I   24t
h2
A1
 1
uk
which apart from the factor 12 corresponds to the very rst step of an implicit scheme
for the PDE (2.117). Since  is initialized to u(tk; :) at time step k, this term is nothing
else but the nite dierence operator of the implicit scheme evaluated at the function .
But  is also the solution of this PDE with initial data uk, so that the local truncation
error for the implicit scheme is of rst order in time and second order in space i.e 1
2t
vk+1   1
2t

I   2t
h2
A1
 1
uk

1
= O(t) + O(h2):
The same also applies to F2, using the fact that ! solves the PDE (2.118). So we obtain
(Fu)kij =
1
t
rk+1ij + O(t) + O(h
2); (2.119)
where the constants in the order terms do not depend on i; j or k. It remains to take
a look at rk+1ij :
rk+1ij = u
k+1
ij  
1
2
vk+1ij  
1
2
wk+1ij :
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Using the Taylor expansion of u;  and ! at time k we get
rk+1ij = u
k
ij +tut(tk; xij) + O((t)
2)
  1
2
(vkij +tt(tk; xij) + O((t)
2)
  1
2
(wkij +t!t(tk; xij) + O((t)
2)
= t

ut(tk; xij)  1
2
t(tk; xij)  1
2
!t(tk; xij)

+ O((t)2);
substituting into equation (2.119) and the fact that  and ! satisfy diusion equations
at time tk, so u =  = !, hence, (gux)x = (gx)x and (guy)y = (g!y)y and we obtain
(Fu)kij = ut(tk; xij) 
1
2
2(ux)x(tk; xij)
  1
2
2(guy)y(tk; xij) + O(t) + O(h
2)
= ut(tk; xij)  (div(gu))(tk; xij) + O(t) + O(h2):
Putting this into the local truncation error yields the required consistency
T kij(u) = O(t) + O(h
2):
The corresponding assertion for the l1-norm follows from the fact that the constants
in the order terms do not depend on time or location [119]. 
In summary, the explicit methods require less computation per step and storage
eort is linear in the number of pixels N , but are only conditionally stable and so may
require far smaller step sizes than an implicit method of nominally the same order. For
explicit scheme we have limitations to its stability of the form t < (x)
2
2a , which is
often a very severe step size restriction. It means that we can use the implicit schemes,
which are not limited by their stability, for the same accuracy as the explicit one. In one
dimension, the semi-implicit scheme requires solving a diagonally dominant tridiagonal
system of equations; this is unconditionally stable and we can get a desired accuracy
without the need to choose small time steps for stability. In higher dimensions the
semi-implicit scheme remains absolutely stable but it is laborious to solve the system
of equations obtained from the discretization. AOS method splits the m-dimensional
spatial operator into the sum of m one dimensional space discretizations. The update
of each grid point involves only two neighbours in each dimension, thus reducing the
system to a set of tridiagonal systems, which is equivalent to a semi-implicit scheme in
one dimension. In practice, it does not make much sense to use extremely large time
steps for this method and the implicit one, since this leads to poor rotation invariance,
as splitting eects become visible. In practice all one has to do is to replace the explicit
scheme by an AOS scheme with 10 or 20 times larger time step sizes.
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Improving the time marching or AOS in an eective way can be done by using a high
order accuracy method. A relatively new method, namely homotopy analysis method
[94], attracts with a simple way of approximating the PDEs with a higher accuracy.
The method transforms the nonlinear problems to solution series of linear problems.
In the next Section we show that this method has the potential to be used for
dierent linear and nonlinear dierential equations.
2.9.7 Homotopy Analysis Method
In this section, we briey introduce the standard homotopy analysis method (HAM)
for a general nonlinear problem. This will be the rst step to apply the DHAM (as
a discrete form of HAM). This method has been known as an analytic method for
solving nonlinear problems [97]. The method attracts with a simple way of controlling
and adjusting the convergence region and rate of solution series of nonlinear problems.
This method has been improved [99, 100, 95, 101, 97, 98] and widely used to solve linear
or nonlinear ODE and PDE problems showing great performance. Dierent elds in
science, engineering, nance or technological elds have employed the method to solve
or improve many types of problem [184, 1, 72, 79, 50, 2, 139] or even to nd some
new solutions of a few nonlinear equations which have never been solved by previous
analytic methods or even numerical methods [96]. Unlike the perturbation techniques
method [116, 117] or the so-called non-perturbation techniques, such as the -expansion
method [7], Adomian's decomposition method [5] and so on, HAM does not depend on
small/large physical parameters and is valid not only for weakly nonlinear problems,
but also for strongly nonlinear problems and at the same time the convergence of the
solution has been proved [97]. The method transforms the nonlinear problem to a hight
order linear approximation.
Consider a non-linear equation of the following form:
N [u(x; t)] = 0 (2.120)
subject to the initial condition
u(x; 0) = u0(x) (2.121)
where N is a nonlinear operator which represents the whole equation, x 2 Rn, t
denotes independent variables and u(x) is an unknown function. Based on Liao [99],
the following zero-order deformation equation is constructed from the original equation
(2.120), as follows:
(1  q)L['(x; t; q)  u0(x; t)] = q~H(x; t)N ['(x; t; q)] (2.122)
where u0(x; t) is an initial guess, ~ is an auxiliary parameter, q 2 [0; 1] is an embedding
parameter, '(x; t; q) is a function of t and q, H is a nonzero auxiliary function and L
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is an auxiliary linear operator with the following property
L['(x; t)] = 0 when '(x; t) = 0: (2.123)
It should be emphasized that we have the freedom to choose the initial approximation,
the auxiliary linear operator L, the auxiliary parameter ~ and the auxiliary function H.
Obviously, since ~ 6= 0, H 6= 0, when q = 0 and q = 1, it holds that '(x; t; 0) = u0(x; t)
and '(x; t; 1) = u(x); t, respectively. Thus, as q increases from 0 to 1, the solution
'(x; t; q) deforms from the initial guess u0(x; t) to the solution u(x; t). Expanding
'(x; t; q) in the Taylor series with respect to q, one has
'(x; t; q) = u0(x; t) +
1X
m=1
um(x; t)q
m; (2.124)
where
um(x; t) =
1
m!
@'m(x; t; q)
@qm

q=0
: (2.125)
If the auxiliary linear operator, the initial guess, the auxiliary parameter ~, and the
auxiliary function H 6= 0 are chosen such that the series (2.124) converges at q = 1,
one has
u(x; t) = u0(x; t) +
1X
m=1
um(x; t); (2.126)
which must be one of the solutions of the original nonlinear equation, as proved by Liao
[94].
Let us dene ~uk(x) = fu0(x); : : : ; uk(x)g as the vector of the composed solutions.
According to the denition for um(x; t) (2.125), the governing equation and the corre-
sponding initial condition of um(x; t) can be deduced from the zero-order deformation
equation (2.122) and (2.123) as follows. Dierentiating the zero-order deformation
equation (2.122) m-times with respect to q and dividing them by m! and nally setting
q = 0, we obtain the following mth-order deformation problem:
L[um(x; t)  mum 1(x; t)] = ~HRm[~um 1(x; t)] (2.127)
where
Rm[~um 1(x; t)] =
1
(m  1)!
@m 1N ['(x; t; q)]
@qm 1

q=0
(2.128)
and
m =
(
1; m > 1
0; m 6 1
Applying the inverse operator L 1 on both sides of equation (2.127) we can obtain
um(x; t) = mum 1(x) + L 1f~HRm[~um 1(x; t)]g (2.129)
and at the Mth order we have uM (x; t) =
PM
m=0 um(x; t): Apparently as M increases we
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may obtain a more accurate approximate solution of the original equation (2.120). Note
that when solving the mth-order deformation equations (2.127) Rm[~um 1(x)] depends
only on u0; u1; u2; :::; um 1, which are already known. In our applications we will use
two dierent linear operators, as follows6:
L1('(x; t; q)) = @'(x; t; q)
@t
+ '(x; t; q); (2.130)
and
L2('(x; t; q)) = (1 + t)@'(x; t; q)
@t
+ '(x; t; q); (2.131)
with the properties L1[C1e t] = 0; L2[ C21+t ] = 0 and  is a positive constant. It can be
easy found that L 11 = e t
R t
0 e
'd and L 12 = 11+t
R t
0 'd .
Below we shall write uDHAM1 and uDHAM2; notation used to make the distinction
between the linear operators L1 and L2 respectively, for nding the solution u(x) of
the equation (2.120).
By applying the inverse operators L 11 and L 12 to both sides of the high-order defor-
mation equation (2.127), subject to the initial condition
um(x; 0) = 0;
the mth terms of the solution are respectively obtained in the following forms:
uDHAM1m (x; t) = mu
DHAM1
m 1 (x; t) + ~exp( t)
Z t
0
exp(t)H1()Rm[~uDHAM1m 1 ]d
(2.132)
and
uDHAM2m (x; t) = mu
DHAM2
m 1 (x; t) +
~
1 + t
Z t
0
H2()Rm[~uDHAM2m 1 ]d (2.133)
where Rm[~um 1] is as dened by (4.3). Indeed, the solution u(x) of the original non-
linear equation (2.120), while using the linear operators L1(u) and L2(u) respectively,
is expressed in the following form:
uDHAM1(x; t) =
+1X
m=0
am exp( mt) (2.134)
and
uDHAM2(x; t) =
+1X
m=0
bm
(1 + t)m
(2.135)
where the am; bm's are coecients depending on x.
According to the rule of solution expression denoted by (2.134) and from equation
(2.132), the auxiliary function H() should be in the form H() = e k , where k is
an integer. It is found that, when k 6 1, the solution of the high-order deformation
6The operator L1(u) in equation (2.130) is a general case of the linear operator applied by Liao et.
al.[99] where  = 1.
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equation (2.132) contains the term te t, which incidentally disobeys the rule of solution
expression (2.134). When k > 2, the base e 2t always disappears in the solution
expression of the high-order deformation equation (2.132), so that the coecient of the
term e 2t cannot be modied even if the order of approximation tends to innity. So,
according to the so-called rule of coecient ergodicity by Liao [99], we have to set k = 2,
which uniquely determines the corresponding auxiliary function H1() = exp( 2).
Following the same discussion above for the rule of solution expression denoted by
(2.135) and from equation (2.133), we get H2() = 1(1+)2 . Thus, starting from the
initial approximation u0(x; t) = u0(x), we can use the recurrence formulae (2.132) and
(2.133) to successively obtain um(x; t) for m > 1 and at the same time the Mth order
approximation has the form uM (x; t) =
PM
m=0 um(x; t).
The HAM has been applied all these years for continuous functions because of the
freedom to use dierent base functions to approximate a nonlinear problem, its validity
for nonlinear problems and a convenient way to adjust the convergence region and the
rate of the approximation series. The rst attempt at a discrete version of HAM was
made recently by Zhu et al. [183] for a diusion equation. Unfortunately, applying it
to a realistic nonlinear PDE models does not suit due to the analytical diculties in
working out the high order approximations demanded by HAM. Sorting this problem
out whilst using the HAM's quality was the motivation of our work presented in Chap-
ters 4. In this Chapter you can see how we can slightly modify and apply the method
to image denoising and image segmentation tasks.
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Chapter 3
Review of Variational Models for
Image Restoration and
Segmentation Techniques
3.1 Introduction
The calculus of variations deals with the theory of nding the maxima and minima of
quantities dened as integrals containing unknown functions. The optimisation of ap-
propriately chosen functionals with variational models involves the solution of nonlinear
partial dierential equations (PDEs) derived as necessary optimality conditions.
The history of calculus of variations begins with Newton, then initiated as a sub-
ject by the Bernoulli family. The rst major contribution was made by the work of
Euler, Lagrange and Laplace, with the classical problems of nding the path, curve,
surface, etc., for which a given function has a stationary value. Further contributions
were made in the nineteenth century by Hamilton, Dirichlet and Hilbert. In modern
times, the calculus of variations has a wide-range of applications in classical solutions
to minimization problems prescribed by boundary value problems. These problems
involve certain types of dierential equations, known as the associated Euler{Lagrange
equations. Minimization problems that can be analyzed by the calculus of variations
such as minimal curve length can be formulated as optimization problems. Such opti-
mization problems are fundamental in many areas such as physics, engineering and all
branches of mathematics.
In this chapter, we will introduce some basic mathematical analysis of nonlinear
minimization principles and their application in image processing techniques. We ex-
plore the variational techniques, among the many existing approaches, due to the ex-
cellent results obtained from their applications. The main reason behind the success
of variational PDE based models in image processing is due to the ease of imposing
geometric regularity, such as smoothness. Various existing numerical methods for the
realization of these models will be discussed. Mainly for two fundamental problems
of image processing this thesis is concerned with: image denoising and digital image
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segmentation. Both are important in real life due to their wide application in image
restoration and reconstruction. From a mathematical point of view a large amount of
research on these topics has been opened and many still remain unsolved.
Some mathematical analysis and properties of the total variation (TV) regular-
ization functional are introduced. Some existing models used for solving the partial
dierential equation such as the Rudin-Osher-Fatemi (ROF) [135] model in denois-
ing or Chan-Vese minimization arising in segmentation will be discussed briey. The
pros and cons of dierent smoothers (local and global) for solving PDEs arising from
denoising and segmentation and other existing models are also described.
3.2 Denoising
Over the past decades, there has been extensive interest in denoising methods for noise
removal in signals and images. The noise in digital images appears as random speckles
on an otherwise smooth surface and signicantly degrades image quality, making them
look grainy or giving them a snowy appearance. Noise is caused from many possible
sources such as sensitivity settings in the camera, temperature, light, length of expo-
sure, fundamental limits of camera sets, etc. The magnitude of image noise can vary.
The level of noise reaches higher levels for optical and radio astronomical images which
are almost entirely noise and a small amount of information can be derived by sophis-
ticated processing. Mathematically, the noise can be perceived as variations of random
distribution without a particular pattern contaminating the brightness of an image. In
many cases, this will reduce the quality of the image and is especially signicant in the
identication of small and low contrast objects.
There are many dierent types of noise and they may be classied as follows1.
Amplier Noise (Gaussian Noise)
This type of noise is additive noise, independent at each pixel and independent of the
signal intensity. The values of noise have probability density function equal to that of
the normal distribution, which is also known as the Gaussian distribution. It is caused
primarily by thermal noise in the electronic components of digital cameras, such as the
thermal vibrations of atoms in conductors, shot noise, black body radiation from the
earth and other warm objects.
Uniform Noise
The uniform noise is caused by quantizing the pixels of a sensed image to a number of
discrete levels. The noise is signal dependent andapproximately uniformly distributed.
1http : ==en:wikipedia:org=wiki=Imagenoise
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Salt and Pepper Noise
Salt and pepper noise represents itself as randomly occurring dark pixels in bright
regions and bright pixels in dark regions. This type of noise can mostly be caused by
analog-to-digital converter errors, error concealment, dead pixels in the CCD digital
camera, etc.
Shot Noise
Shot noise is a type of electronic noise which originates from the variation in the number
of photons sensed at a given exposure level while current passes through PN junctions.
Barrier crossings are random events, which bring random elementary current pulses
which can be described as a Poisson distribution function, not very dierent from
Gaussian.
Anisotropic Noise
This kind of noise is non-isotropic showing up with a signicant orientation in images.
For example, row or column noise is commonly found in image sensors and scratches
in old lms.
The noise can be additive [30] or multiplicative [45]. Speckle noise in the active
radar and synthetic aperture radar (SAR) images is a multiplicative noise, a granular
noise that inherently exists in and degrades the quality of these images. In this thesis
we only consider images polluted with additive Gaussian noise. Removing the noise
by using nonlinear PDE's as anisotropic diusion lters has been shown to be more
appropriate than traditional ways such as linear lters, which are simple to implement
but may cause the restored image to be blurred at edges.
3.3 Variational Models and Partial Dierential Equations
As mentioned in the introduction of this chapter we will deal with two image processing
problems: digital image denoising and digital image segmentation. Although the digital
images come from a continuous world they are dened in discrete settings. Discrete
image processing methods can have easy techniques but continuous formulations of
image processing methods are often more convenient to use and provide better results.
Our interest in this theses centers on variational techniques.
We proceed now to explain the way variational techniques are formulated. Let us
assume that a solution to a given image processing problem can be formulated as
u = argminu2SF (u); (3.1)
where u is an optimizer of the energy functional F (), dened in an appropriate space
S: If the functional F in equation (3.1) is continuous and dierentiable, it is possible
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to compute the rst variation to determine the Euler-Lagrange equation
@F
@u
= 0; (3.2)
which gives a necessary condition for u to be an optimizer of F such that Fu

u
= 0.
The gradient descent (time marching) method computes an optimizer by introducing
an articial time t such that:
@u
@t
=  @F
@u
: (3.3)
The denoising case can be an easy example to illustrate this. The goal in a denoising
process is to recover an ideal image u from a noise observation u0 (given available data).
Let us assume that the degradation is due to an additive Gaussian noise  = u0   u
(unknown).
Assumption that the standard deviation  of the noise is known or at least can be
estimated we can the problem can be approached using variational techniques. One
simple option to denoise the given image would be to minimize the L2-norm of the
noise, which would be
min
u

1
2
Z


ju0   uj2 dxdy = 2

: (3.4)
Equation (3.4) is an inverse problem and direct minimization will not guarantee a
unique solution for u since many solutions (images) could satisfy the above equation.
Therefore it becomes necessary to impose a regularizer for penalizing unwanted and
irregular solutions using a priori knowledge. The regularization term is expected to
improve the conditioning of the problem, bringing stability and possibly guaranteeing
uniqueness of the solution. That is, we would like to solve a problem of the form
min
u
F (u)  
Z


(u) dxdy| {z }
Regularization
+
1
2
Z


ju  u0j2 dxdy| {z }
Fitting
One option for the regularizer would be the L2-norm of the gradient of the given image,
see G. Sapiro's book [141], and the variational model would be
u = argminu2L2(R2)F (u)
F (u) = 
Z
R2
jruj2dx+ 1
2
Z


ju  u0j2 dxdy;
where F is in this case the Dirichlet functional. The Euler-Lagrange equation of this
functional would be
@u
@t
= 4u + ju   u0j: (3.5)
The solution of the partial dierential equation (3.5) evolves in time t with an initial
guess u(0) = u0 and the process is stopped after a number of iterations, taking as the
denoised image the current iterate u. For the segmentation case the variational model
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is not very dierent and we will present two of these problems later in this chapter.
The selection of a regularizer plays a very important role since it imposes some
properties to the resulting denoised image u. In the following we mainly consider the
fundamental functionals such as Rudin-Osher-Fatemi (ROF) total variation [135] and
the Mumford-Shah based functionals [115].
3.3.1 The Total Variation Model for Denoising
The success of PDE-based methods for denoising started with the anisotropic lters, so-
called PDE-based lters and in particular the Perona-Malik model [126] which opened
a completely new area of image processing. Since its appearance a lot of eort has been
carried out to make use of anisotropic lters for image denoising and the requirement
of preserving edges, a property that Perona-Malik model has been under attention.
The model uses an edge stopping function g(jruj2) = 1
1+jruj2 as diusion coecient
evolving with the following equation:
@u
@t
= ru 

g(jruj2)ru

(3.6)
However the Perona-Malik model depends on the initial guess, regarded as ill-posed,
and might have weak solutions. One should not expect uniqueness or stability for the
model [127].
An edge preserving image denoising model with desirable mathematical properties
was introduced by Rudin, Osher, and Fatemi (ROF) in their pioneering work [135].
The model is a total variation based image restoration designed with the explicit goal
of preserving sharp discontinuities (edges) in images while removing noise and other
unwanted ne scale detail. The ROF is the simplest convex variational model. The
idea behind the model is to exhibit the reconstructed image as the minimizer of the
following energy:
min
u
Z


jruj dxdy + 
2
Z


ju  u0j2 dxdy

(3.7)
where  is a positive parameter which selects the quantity of noise to be removed. The
rst term is the total variation of u(x; y), a regularizer, while the second term is a
delity term ensuring that the denoised image u(x; y) will be close to the given image
u0(x; y). The tting parameter  is important for balancing denoising and smoothing,
therefore, it depends on the noise level. It can be observed that in the presence of high
noise, the parameter  has to be decreased. Large  corresponds to very little noise
removal and small  yields a blurry, over smoothed restoration u(x; y). Equation (3.7)
is a well-posed problem so existence and uniqueness of its minimizer is guaranteed [29].
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Minimization of (3.7) can be done by solving the nonlinear second order PDE
 r  rujruj + (u  u
0) = 0 in 
; (3.8)
ru  n on @
;
with n the unit outward normal. Although there exists very good solvers for the
numerical solution of (3.8), see [168, 144, 143, 32] and references therein, there is still
room for improvement.
An illustration of the TV model for denoising is presented in Figure 3.1 for a one
dimensional signal case. From this gure we can notice a transformation of a piece-
wise smooth functions into piecewise constant functions, a phenomenon known as the
staircase eect for the TV model.
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Figure 3.1: One dimensional signal restoration with TV model. Note that the original
image in one spatial dimension is in red in all the images. (a) In blue is the noisy
image in one spatial dimension for the given piece-wise constant, original signal in red.
(b) In blue is a very good reconstruction with TV. (c) In blue the noisy image for a
given original piecewise smooth image function. (d) TV recovered image in blue. The
piecewise smooth function was transformed into a piece-wise constant function.
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3.4 Image Segmentation
Image segmentation is dened as the process of partitioning a digital image into multiple
patchworks of regions (sets of pixels) which have the same characteristics, such as
intensity, texture, colour etc. [35, 9, 113, 152]. Typically the image segmentation is
used to locate objects and boundaries (lines, curves, etc.) in a given image.
Identifying the regions in images that correspond to individual objects has broad
applications in a variety of important elds such as computer vision, medical image
processing, astronomy, aerospace, computer graphics, biometric security (ngerprints
and other face identication), etc. Furthermore, many other applications appear every
year in many dierent branches of technology and science.
During the past two decades, image segmentation applications have attracted the
attention of many mathematicians, and a considerable number of techniques have been
developed since then. There are basically two main approaches for image segmentation:
the computational (non-variational) approach and the variational or energy-based ap-
proach. A simple way to partition an image can be done with the non-variational based
methods such as threshold techniques [107, 146, 167], region merging algorithms [3, 188],
the watershed segmentation techniques [52, 19] and so on. Most of them are based on a
discrete setting, which makes them dependent on parametrization, and are not dened
in a rigorous mathematical framework, see [153]. Among these techniques found in
the literature, the variational PDE approach has been found to be very successful as a
great way of formulating the segmentation model and representing the geometry of the
segmented partitions. In what follows, we detail some techniques and in particular the
level set variational model related to Mumford-Shah image segmentation [115].
3.4.1 Variational Image Segmentation Models
Given an observed image u0 in a bounded domain 
 we are looking for a meaningful
edge set   which leads to a complete partition of 
 into regions f
k; k = 1; 2; : : :g
in 
n : The partitions 
k represent individual \objects", corresponding to at one real
physical object or pattern in our 3-D world. In this way the given image u0 can be
represented as [uk;
k] with uk as the region's intensity values.
In recent years, a class of image segmentation models based on variational ap-
proaches have been introduced and found to be successful due to their robustness and
reliability. Those models are dened in a continuous setting and mathematically well
studied. These models are formulated as energy minimization problems and can be
categorized broadly into edge-based models [28, 83, 84, 92] and region-based models
[115, 37, 39, 132, 166]. Edge-based models use the edge information guiding the active
contours towards the object boundary and the region based ones make use of image
intensities to guide the motion of active contours. We shall only review a few models
below that are directly related to our work.
In the same way as denoising, the structure of the variational models for solving
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image segmentation problems can be formulated as
u = argminu2SF (u); (3.9)
where u is an optimizer and the functional F () gives the solution to the given image
segmentation problem.
The early well known variational image segmentation models are the Mumford-Shah
model [115] and the active contour model of Kass-Witkin-Terzzopoulos [83]. In what
follows, we detail some technique related image segmentation models.
3.4.2 Mumford-Shah Approach
The seminal work of Mumford and Shah [115] has been followed by an impressive
number of variational formulations of theoretical, methodological, and practical studies
[37, 140, 166, 124, 10, 85, 113, 41, 110, 156, 110, 18].
Let 
 be a bounded domain in Rn and u0 be a bounded measurable function dened
on 
 (representing the given image). The Mumford and Shah functional concerns pairs
(u; ) where   is a closed subset and u is a function belonging to C1(
 n  ). The
n-dimension Mumford-Shah functional can be dened as
FMS(u; ) = Hn 1( ) + 
Z


(u  u0)2dxdy +
Z

n 
jruj2dxdy; (3.10)
whereHn 1 is the (n 1)-dimensional Hausdor measure2,  and  are positive (tuning)
parameters. Let (u; ) be a minimizing pair of FMS(u; ). The rst terms is the
constraint on the set of discontinuities (edges)  ; which requires the boundaries to be
as short as possible (and therefore as smooth as possible). The second term is a tting
term with respect to the given image u0, forcing u to approximate u0. The last term
is the regularization term which asks u not to vary much on 
 n  . Theoretical results
on the existence and regularity of minimizers of (3.10) can be found in [115, 112, 113].
The model aims to draw smoothly the objects (u; ), which essentially is an ideal-
ization of u0. Created simply the image can be sorted as a cartoon of the original image
u0. In other words assume that u can be considered as a piecewise constant function,
i.e u = ck inside each connected region 
k. The Mumford and Shah model reduces to
the following functional:
FMSRC (u; ) = 
H
 
ds+ 
X
k
Z

k
(u0   ck)2dxdy: (3.11)
where the rst term of (3.11) is the length of the set  ; and an option for ck is the
mean value of each region 
k. In practice, because of the unknown set  ; the functionals
(3.10) and (3.11) are dicult to minimize, are of lower dimension and are not convex.
2The usual (n  1)-dimensional Hausdor measure is (n  1)-dimensional area in case of subsets of
regular hyper surfaces. In the most relevant case n = 2 it is the length.
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A possible solution to these problems was introduced by Chan-Vese [37] and will be
addressed in Subsection x3.4.6.
3.4.3 Snake: Active Contour Model
One of the rst PDE based models, the so-called classical active contour/snake model,
was initially proposed by Kass,Witkin and Terzopolous [83].
The model minimizes a curve-based objective functional towards a regular curve
which locates sharp image intensity variations (edges). Let 
 be a bounded and open
set in Rn, with @
 its boundary. Let u0 be a given image, as a bounded function
dened on 
 and with real values. Denote by C(s) : [0; 1] ! Rn a piecewise C1([0; 1])
planar curve, represented as C(s) = (x(s); y(s)) 2 
; s 2 [0; 1] . The snakes model is
to minimize the following functional:
FKWT (C(s)) = 
Z 1
0
j@C(s)
@s
j2ds+ 
Z 1
0
j@
2C(s)
@2s
j2ds+ 
Z 1
0
g(ru0(C(s)))2ds; (3.12)
where ;  and  are positive constants. The rst two term in (3.12) are the internal
energy and control the elastic and bending energies, characteristic of the contour itself.
The minimization of these energy terms serve to ensure that the curve remains smooth
and continuous. The third term is the external energy and attracts the contours towards
the edge of the object in the image u0. The function g(jru0j) is called an edge detector.
For a given image u0, its gradient image ru0 has high values in the neighborhood of
the object image, due to the intensity change. Clearly g(jru0j) is strictly positive in
homogenous regions and near zeros on the vicinity of an edge. As a result the energy
minimization procedure will push the contour towards the edges, even if the contour is
initialized far away from the object boundary. For example g : [0;+1[! R+ is given
by
g(ru0) = 1
1 + jr(u0 G)j2 ; (3.13)
where  is a positive constant and u0  G is a smoother version of u0, obtained as
a convolution of the image u0 with the Gaussian function with standard deviation 
and mean ; G(x; y) =
1
22
exp j(x )2+(y )2j=22 . The functional FKWT (C(s)) is
not convex [83], so the solution will not be unique and it has local minima. The local
minima of FKWT can be reached by solving the following Euler-Lagrange equation
 @
2C
@s2
+ 
@4C
@s4
+ rg2 = 0: (3.14)
A modication of the snakes model was proposed by Cohen [46] adding a pressure force
that helps it to avoid local minima. Later Caselles, Kimmel and Sapiro [28] proposed a
geodesic active contour model, which we will introduce in Subsection x3.4.5. Although
these models are quite powerful, they are strongly dependent on the initialization step,
the parametrization of the curve C and need special procedures to handle topological
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changes on the evolving curve.
A powerful tool which deals with the topology change is the level set method [122,
121, 150] introduced in Subsection x2.6. As we will show in the following the curve C
is implicitly represented by a level set function of higher dimension , and the curve
evolution equation can be re-written in a level set formulation.
3.4.4 Geometric Characteristics and Contour Representation with
Level Sets
For a given domain 
  Rn, with interface   = @
 the domain is n-dimensional,
while the interface has dimension n   1. The main idea in the level set method is
to implicitly represent an interface   (let's say for example in R2) as a level set of a
function  (level set function) of higher dimension (in this case R3) and compute the
geometric characteristics and the motion of the front with this level set function. We
recall from Section x2.6 that the level set function  of the closed front   is dened as
follows [121]: 8><>:
(x; y; t) > 0 inside  ;
(x; y; t) < 0 outside  ;
(x; y; t) = 0 on  :
At time t = 0, the curve is the zero level set where  0 =  (p; t = 0) = f(x; y) : (x; y; 0) = 0g,
and at later times the curve is the new zero level set of a function (x; y; t),  (p; t) =
f(x; y) : (x; y; t) = 0g ( or  (t) =  1(0)).
For simplicity we do not consider the parametric/explicit representation of a contour
C(s) but its geometry/implicit representation. In this way the area of the region inside
  and the length of the interface   are(
Area(
) =
R
R2 H()dxdy
Lenghth( ) =
R
R2 jrH()jdxdy =
R
R2 ()jrjdxdy;
where  and H are the Dirac delta and the Heaviside functions. The same equalities
can be found for a 
  R3(
V olume(
) =
R
R3 H()dxdydz
Area( ) =
R
R3 jrH()jdxdydz =
R
R3 ()jrjdxdydz:
The above equalities are basic for all the level set methods which are going to not only
be in the following of this chapter but for the rest of the thesis.
3.4.5 The Geodesic Active Contours Model
Based on Kass et al [83], Caselles, Kimmel and Sapiro [28] proposed a geodesic active
contour model:
FGAC(C(s)) =
Z 1
0
g(jru0(C(s))j)jC 0(s)jds; (3.15)
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that is invariant with respect to a new curve parametrization. Replacing the Euclidean
length of the curve C; L(C) =
R 1
0 jC 0(s)jds =
R L(C)
0 ds, where ds is the Euclidean
element of length, equation (3.15) becomes
FGAC(C(s)) =
Z L(C)
0
g(jru0(C(s))j)ds: (3.16)
The function g is the edge detecting function dened in the same way as (3.13). The
functional (3.16) has Euclidean length ds weighted by the function g which contains
information concerning the boundaries of objects [10]. The equivalence between FGAC
and FKWT at  = 0 was studied in [28]. The functional FGAC decreases most rapidly
in the following direction [28]:
@C
@t
= g !n   (rg   !n ) !n ; (3.17)
where  is the Euclidean curvature and  !n is the unit normal vector. The steady state
solution of (3.17) in terms of the variational level set formulation is
@
@t
= jrj(r  (g rjrj) + g); (3.18)
where  is a Lipschitz function representing C as a zero level set. Here the constant 
is added to increase the evolution speed and attract the curves towards the boundary
and contributes an extra area-based speed.
The snakes/active contour models depend on the gradient of the image. In practice
the discrete gradients are bounded and then the stopping function g is never zero at
the edges, and the contour may pass through the image edges [37]. On the other hand
if the given image is too noisy, then the isotropic smoothing Gaussian has to be strong.
This will cause smooth of the edges as well.
In the next section we describe another active contour model which does not depend
on the edge function to stop the contour at edges, i.e. a model which is not based on
the gradient of the image for the stopping process. This is the Chan-Vese model [37],
\Active Contour without Edges".
3.4.6 Chan-Vese Model
The Chan-Vese variational model [39] of active contours without edges has been used
successfully for segmentation of all image objects/features. This model does not use
the gradient of the image as a stopping process as it is a region based method and the
stopping term is based on the Mumford and Shah segmentation technique [115]. For
more other variational models, refer to [36, 92, 111, 102, 149] among others.
The basic idea of the model is as follows. Assume that a given image u0, a bounded
function, is formed by two regions of approximatively piecewise constant intensities,
of distinct values ui0 and u
o
0: The object/objects to be detected are represented by the
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region with intensities closest to the value ui0. Let   denote the boundary that separates
the two regions 
1 and 
2 = 
n
1. Then u0  ui0 inside the object (inside  ) and
u0  uo0 outside the object (outside  ). Chan and Vese [39] proposed the variational
problem
inf
c1;c2; 
FCV ( ; c1; c2) (3.19)
for the segmentation of all image objects/features, where
FCV ( ; c1; c2) = (length( ))
n + area(inside( ))+ (3.20)
1
Z
inside( )
ju0   c1j2dxdy + 2
Z
outside( )
ju0   c2j2dxdy:
where c1 and c2 are the average values of u0 inside and outside the variable contour  ,
also , ; 1 and 2 are non-negative xed parameters that should be related to the
contour features. The \length( )n" means the Hausdor (n  1)-dimensional measure
Hn 1( ). If the curve is forced to move only inside or outside then we take  positive,
otherwise  = 0. In the original paper of Chan-Vese [37] 1 = 2 = 1 and n = 1; which
will be considered for the rest of this chapter. Improvement of Chan-Vese [37] has been
continuously made [161, 39, 76, 33, 166] etc.
This model is a special case of Mumford and Shah segmentation model [115], re-
stricted to only two regions with constant average intensities. The initial curve can be
placed somewhere in the image, and it detects contours both with or without gradient,
with very smooth boundaries or even with discontinuous boundaries. A multiphase
formulation of the Chan-Vese model can be found in [166] and an extension of the two
phase piecewise constant CV model to piecewise linear and smooth segmentation in
[164].
We have to acknowledge that because the energy is nonconvex (allowing therefore
many local minima) the solution may depend on the initial curve in some cases. To
avoid this drawback new variational models and techniques have been proposed, from
which we will overview two; see Subsections x3.4.11 and 3.4.9.
Chan-Vese [37] has a level set formulation, which means there is potential for nu-
merical application of the model in practice.
3.4.7 Level Set Formulation for the Chan-Vese Model:
As both the integral and the limits of integration in equation (3.20) are not known, to
overcome this problem, a level set function is introduced. For simplicity lets consider
that the image u0 is dened in a 2-dimensional domain, i.e. 
  R2. The unknown
curve   can be represented by the zero level set of a Lipschitz function [122]  : R2 ! R
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such that 8>>><>>>:
  = @
1 = f(x; y) 2 

 (x; y) = 0g;
inside( ) = 
1 = f(x; y) 2 

 (x; y) > 0g;
outside( ) = 
2 = f(x; y) 2 

 (x; y) < 0g:
In this way the unknown lower dimensional variable curve   is replaced by another
unknown higher dimensional variable . A typical example of a level set function is
given by the signed distance function to the curve. Moreover let us dene the Heaviside
and the Dirac delta functions as
H(x) =
(
1 if x  0
0 if x < 0
and (x) = H 0(x):
Each term of the energy FCV ( ; c1; c2) can be easily expressed in terms of  :
lengthf = 0g =
Z


jrH()jdxdy =
Z


()jrjdxdy;
areaf  0g =
Z


H()dxdy;Z
0
ju0   c1j2dxdy =
Z


ju0   c1j2H()dxdy;Z
<0
ju0   c2j2dxdy =
Z


ju0   c2j2(1 H())dxdy:
In the level set formulation equation (3.20) is rewritten in the following way
FCV (; c1; c2) = 
Z


()jrjdxdy + 
Z


H()dxdy+
1
Z


ju0(x; y)  c1j2H((x; y))dxd+ (3.21)
2
Z


ju0(x; y)  c2j2(1 H((x; y)))dxdy:
Once the level set function  is obtained, the segmented image is given by
u = c1H() + c2(1 H()):
Details for the existence of minimizers are discussed in Chan-Vese paper [37].
The minimization of (3.21) can be easily obtained by decoupling the variables.
Minimize FCV (; c1; c2) with respect to c1; c2, keeping (x; y) xed, we have
c1((x; y)) =
R

 u0(x; y)H((x; y))dxdyR

H((x; y))dxdy
; (3.22)
if
R

H((x; y))dxdy > 0 (i.e the curve has a nonempty interior in 
), and
c2((x; y)) =
R

 u0(x; y)(1 H((x; y)))dxdyR

(1 H((x; y)))dxdy
; (3.23)
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if
R

(1 H((x; y)))dx > 0 (i.e the the curve has a nonempty exterior in 
).
To compute the Euler-Lagrange equation for the unknown function , as H is not
dierentiable at 0, we consider regularized versions of H and  functions, denoted by
H and  respectively [37, 42, 20]:
H(x) =
1
2
(1 +
2

arctan(
x

)); (x) = H
0
(x) =

(2 + x2)
; (3.24)
where H ! H when ! 0. The regularized functional of FCV (; c1; c2) is given by
FCV (; c1; c2) = 
Z


((x; y))jrjdxdy + 
Z


H()dxdy+
1
Z


ju0(x; y)  c1j2H((x; y))dxdy+ (3.25)
2
Z


ju0(x; y)  c2j2(1 H((x; y)))dxdy:
and the minimization problem is
inf
;c1;c2
FCV (; c1; c2):
Let us keep c1 and c2 xed, and minimize F
CV
 with respect to the unknown . Using
the Ga^teaux derivatives to nd the rst variation of the functional FCV with respect
to  let us choose  as a test function of the same type as  and nd:
lim
h!0
dFCV (+ h ; c1; c2)
dh
= 0:
Using the notation , u0 instead of (x; y), u0(x; y) we have
d
dh
Z




(+ h )jr(+ h )jdxdy

h=0
+
d
dh

Z


H(+ h )dxdy

h=0+
d
dh
Z



1ju0   c1j2H(+ h ) + 2ju0   c1j2(1 H(+ h ))

h=0
= 0
) 
Z



jr(+ h )j d
dh
(+ h )dxdy + (+ h )
d
dh
jr(+ h )j

dxdy

h=0
+Z



"(+ h ) 

dxdy

h=0
+
Z



1(u0(x; y)  c1)2"(+ h )  
2(u0(x; y)  c1)2"(+ h ) 

dxdy

h=0
= 0:
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Computing the derivatives we have:

Z



0()jrj + ()
r
jrj  r 

dxdy+Z


()

 + 1(u0(x; y)  c1)2   2(u0(x; y)  c1)2

 dxdy = 0
or

Z


0()jrj dxdy + 
Z


()
r
jrj  r dxdy+Z


()

 + 1(u0(x; y)  c1)2   2(u0(x; y)  c1)2

 dxdy = 0
(3.26)
From Green's theorem we haveZ


vr  ~wdx =  
Z


rv  ~wdx+
Z
@

v ~w  ~nds:
Considering this theorem for the second integral in (3.26) with
 = v and
()
jrj r = ~w;
we can rewrite it as followsZ


 r 
()
jrj r

dxdy =  
Z


r  ()jrj rdxdy +
Z
@

 
()
jrj r  ~nds;
which implies thatZ


()
r  r 
jrj dxdy =  
Z


 r 
()
jrj r

dxdy +
Z
@

 
()
jrj
@
@n
ds;
where r  ~n = @
@n
. Thus (3.26) becomes

Z


0()jrj   
Z


 r 
()
jrj r

dxdy + 
Z
@

 
()
jrj
@
@n
ds+Z


()( + 1(u0   c1)2   2(u0   c2)2) dxdy = 0;
implying that

Z


0()jrj dxdy   
Z


()r 
 r
jrj

 dxdy   
Z


0()r:
r
jrj dxdy+

Z
@

 
()
jrj
@
@n
ds+
Z


()( + 1(u0   c1)2   2(u0   c2)2) dxdy = 0:
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Finally we obtain
 
Z


()r 
 r
jrj

 dxdy +
Z
@


()
jrj
@
@n
 ds+Z


()( + 1(u0   c1)2   2(u0   c2)2) dxdy = 0;
for all test functions  . Choosing  2 C1c (
) which is arbitrary, we deduce the following
Euler-Lagrange equation for :8>>><>>>:
()
h
r 

r
jrj

     1(u0   c1)2 + 2(u0   c2)2
i
= 0 in 
,
()
jrj
@
@n
= 0 or
@
@n
= 0 on @
.
(3.27)
The approximation of equation (3.27) can be done by introducing an articial time step
t and using the gradient descent method, as considered by the authors [37]. In this way
we get the following evolution equation:8>>><>>>:
@
@t = ()
h
r:

r
jrj

     1(u0   c1)2 + 2(u0   c2)2
i
in 
,
(t; x; y) = 0(x; y) in 
;
@
@n
= 0 on @
.
(3.28)
A standard re-scaling can be made, as in Osher and Sethian [122] and Zhao et al.
[182], by replacing () with jrj. This re-scaling does not aect the steady state
solution, but it does remove the stiness of the zero level sets of . In the following
we will use () as in [37]. In the next section we derive the numerical approximation
of the model and will discuss the existing methods used for solving and improving the
above evolution problem (3.28).
3.4.8 Numerical Methods for the Chan-Vese Model
We shall follow the same procedure of replacing the non-dierentiable H function with
a regularized Heaviside function H; as in [182, 10, 37]. Dierent regularized Heaviside
functions can be used e.g.:
H1(z) =
8><>:
0; z <  
1
2

1 + z +
1
 sin(
z
 )

; jzj ;
1; z > ;
1(z) =
8><>:
0; z <  
1
2

1
 +
1
 cos(
z
 )

; jzj ;
1; z > ;
H2(z) =
1
2
(1 + erf(

z
)); 2(z) = (
1

1=2 exp( x
2
2
);
H3(z) =
1
1 + e 
2z

; 3(z) =  2 e
  2z

(1 + e 
2z
 )2
;
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H4(z) =
1
2
(1 +
2

arctan(
z

)); 4(z) =
1
(1 + x2=2)
;
where error function erf(x) is twice the integral of the Gaussian distribution with 0
mean and variance of 12 in the form erf(x) =
2p

xR
0
e t2dt: Figure 3.2 shows a graphical
comparison between two dierent regularized Heaviside functions (an approximation to
H) and the derivative approximation  of the Delta function. For a given  we can notice
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(b)  approximation to the Delta function 
Figure 3.2: Approximation of the Heaviside and Delta function with H and .
dierent smoothing support from the corresponding H approximation and this changes
within the function by increasing or decreasing the : For the given H1;H2;H3 and
H4 above and their corresponding Delta functions 1; 2 ; 3 and 4 the dierences
between them are that the rst three functions have a small support in the interval
[ ; ], while H4 and its corresponding 4 are dierent from zero everywhere. Since the
Chan-Vese energy is nonconvex (allowing therefore many local minima), the solution
may depend on the initial curve. Using H1 and 1 for the Chan-Vese algorithm the
Euler{Lagrange equation for  acts locally on a few level curves around f = 0g; so
the local minimizer of the energy can sometimes be computed. To avoid this, since
the Chan-Vese algorithm has the tendency to compute a global minimizer, using H4
and 4 which are dierent from zero everywhere, the Euler{Lagrange equation will
act on all level curves and avoid the local calculation of the energy. In this way, in
practice, we can obtain a global minimizer, independently of the position of the initial
curve. Adjustment of  might be needed for the selective segmentation as we will see
in Chapter 5 since a local minimum is required.
In the following we will show the discretization of the Chan-Vese equation in ,
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using nite dierences in an implicit scheme for8>>>>>>>>>>>>><>>>>>>>>>>>>>:
(0; x; y) = 0(x; y) in 
;
c1() =
R

 u0H()dxdyR

H()dxdy
c2() =
R

 u0(1 H())dxdyR

(1 H())dxdy
@
@t
= ()
h
r:
 r
jrj

   1(u0   c1)2 + 2(u0   c2)2
i
in 
,
()
jrj
@
@n
= 0 on @
.
(3.29)
After c1() and c2() have been computed from equation (3.29) we x them and then
solve the PDE for . Once  is found, then update c1() and c2() and so on. To solve
the above PDE in equation (3.29), we rst recall the usual notations: let the size of
given image u0 be m1 m2; and let h1 and h2 be the space step in x and y direction,
4t the time step and (xi; yj) = (ih1; jh2), for i = 1; : : : ;m1 and j = 1; : : : ;m2 the grid
points. Let ki;j = (k4t; xi; yj) be an approximation of (t; x; y), where k  0 and
0 = 0 will be given (initial guess). The nite dierences are denoted by
4x ij= ij   i 1;j ; 4x+ij = i+1;j   ij ;
4y ij= ij   i;j 1; 4y+ij = i;j+1   ij : (3.30)
For a given k, rst compute c1(
k) and c2(
k) and then discretize the above parabolic
PDE (3.29), compute k+1 by the following discretization and linearization of (3.29) in

k+1ij   kij
4t = (
k
ij)
h 
h21
4x 
 4x+k+1ijq
(4x+kij=h1)2 + ((ki;j+1   ki;j 1)=2h2)2

+

h22
4y 
 4y+k+1ijq
((ki+1;j   ki 1;j)=2h1)2 + (4y+kij=h2)2

     1(zij   c1(k))2 + 2(zij   c2(k))2
i
:
For h1 = h2 = h = 1 which has been mostly used in this thesis for our experiments we
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have
k+1ij   kij
4t = (
k
ij)
h

 4x+k+1ijq
(4x+kij)2 + ((ki;j+1   ki;j 1)=2)2
  4
x
+
k+1
i 1;jq
(4x+ki 1;j)2 + ((ki 1;j+1   ki 1;j 1)=2)2

+ 
 4y+k+1ijq
((ki+1;j   ki 1;j)=2)2 + (4y+kij)2
  4
y
+
k+1
i;j 1q
((ki+1;j 1   ki 1;j 1)=2)2 + (4y+ki;j 1)2

     1(u0ij   c1(k))2 + 2(u0ij   c2(k))2
i
:
) k+1ij = kij +4t(kij)
h

 k+1i+1;j   k+1i;jq
(4x+kij)2 + ((ki;j+1   ki;j 1)=2)2
  
k+1
i;j   k+1i 1;jq
(4x+ki 1;j)2 + ((ki 1;j+1   ki 1;j 1)=2)2

+ 
 k+1i+1;j   k+1ijq
((ki+1;j   ki 1;j)=2)2 + (4y+kij)2
  
k+1
ij   k+1i;j 1q
((ki+1;j 1   ki 1;j 1)=2)2 + (4y+ki;j 1)2

     1(u0ij   c1(k))2 + 2(u0ij   c2(k))2
i
:
Let us denote the coecients of k+1i+1;j , 
k+1
i 1;j ; 
k+1
i;j+1; 
k+1
i;j 1 by D1; D2; D3; D4 respec-
tively, we get the following system of linear equations
k+1ij
h
1 + (
k
ij)(D1 +D2 +D3 +D4)
i
= kij +4t(kij)
h
(D1
k+1
i+1;j +D2
k+1
i 1;j +D3
k+1
i;j+1 +D4
k+1
i;j 1) (3.31)
     1(u0ij   c1(k))2 + 2(u0ij   c2(k))2
i
) k+1ij =
h
1 + (
k
ij)(D1 +D2 +D3 +D4)
i 1(
kij +4t(kij)h
(D1
k+1
i+1;j +D2
k+1
i 1;j +D3
k+1
i;j+1 +D4
k+1
i;j 1)    (3.32)
1(u0ij   c1(k))2 + 2(u0ij   c2(k))2
i)
:
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This linear system of equations can be solved by using any iterative method.
To prevent the level set function becoming too steep or at a standard procedure
is to reinitialize to the signed distance function. Only for a few numerical results we
can apply the reinitialization, following the discussion in Section x2.6.4 by solving the
following equation [155, 121]:8<:
@
@t
= sgn((t))(1  jrj);
(0; t) = (t);
(3.33)
where (t; :) is the solution  at time t, see [37] for more details. Finally, the Chan-Vese
algorithm is:
Algorithm 1 Chan-Vese (CV) algorithm for 2-phase image segmentation
CV: k  CV (k; u0; 1; 2; ;t;maxit; tol):
Initialization: Given 0i;j = i;j;0,
for k = 1 : maxit do
Compute c1 and c2 using equation (3.29)
Solve the PDE in equation (3.29), to update ki;j computing (3.32)
If kk   k 1k < tol set ki;j  k 1i;j , Break;
ki;j  k 1i;j , re-initialize , by solving equation (3.33)
end for
The nonlinear PDE (3.29) was solved with a semi implicit (SI) method, which is
unconditionally stable [37, 172] and can also be solved numerically using other similar
nite dierences schemes. In the case of higher dimensions (n  2), with the same
arguments as in Subsection x2.9.6, ordering the pixels in such a way that in the i-th
row all non-vanishing elements of the system matrix can be found within the positions
[i; i m1] to [i; i+m2] is not possible and the typical iterative algorithms such as the
Jacobi, Gauss-Seidel, etc. methods have another limitation for large time steps (such
as a large condition number) which causes slow convergence.
As discussed in Subsection x2.9.6, the AOS method proposed by J. Weickert [106,
175] for non-linear diusion lters can be a great way to speed up convergence, especially
for higher dimensions (n  2). The method is numerically stable for large time steps
and converges in fewer iterations. This idea was extended to the Chan-Vese model
by M. Jeon [80]. The AOS scheme splits the n-dimensional spatial operator into a
sum of n one-dimensional space operators. The update of each point involves only two
neighbours in each dimension, thus as result we get a tridiagonal system matrixes. A
very fast and parallelizable algorithm such as Thomas algorithm [47] can be used to
solve this tridiagonal system.
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Let us consider the PDE from equation (3.29)
@
@t
= ()
"
r  ( rjrj)     1(u0   c1)
2 + 2(u0   c2)2
#
: (3.34)
Following the notation in Subsection x2.9.6 here g is represented by the term 1jrj :
To avoid a singularity of 1jrj we can slightly perturb it by a small ; such that g =
1
jrj =
1p
2x+
2
y+
: Let k and i represent time and spatial indices, respectively. At grid
point i; the 1-dimensional semi implicit discretization of (3.34) with spatial step h = 1
is:
k+1i   ki
4t = (
k
i )
 
1
j4x+ki j
(k+1i+1   k+1i ) 
1
j4x+ki 1j
(k+1i   k+1i 1 ) + fi
!
; (3.35)
where fi = [    1(u0i   c1)2 + (u0i   c2)2]. Denoting
D1 =
1
j4x+ki j
and D2 =
1
j4x+ki 1j
;
equation (3.35) becomes
k+1i = 
k
i +4t(bk+1i+1   ak+1i + ck+1i 1 + fi): (3.36)
where
a = (
k
i )D1;
b = (
k
i )(D1 +D2);
c = (
k
i )D2:
Solving the problem in the x-and y- directions with a double time step, one can get the
solution by averaging the two separate solutions, say 1 and 2
 =
1
2
(1 + 2):
Experimental results in the Chan and Vese paper [37] notice that the model has the ten-
dency to compute a global minimizer. The existence of a global minimum for Chan-Vese
was provided by Chan, Esedoglu and Nikolova in [31]. Also, for binary image denoising
where smoothing of geometric shapes is relevant; the paper shows the existence of a
global minimum for ROF model, see Subsection x3.4.11.
3.4.9 Li-Xu-Gui-Fox Level-set Method without Re-initialization
Since a level set function is not unique away from a boundary, a re-initialization might
be required that forces the level set function to be close to a signed distance function.
There are two dierent ways to force the level set to be a signed distance function, either
by solving a re-initialization equation [121], similar to equation 3.33, or by incorpora-
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tion of a functional into the minimization problem [92] and avoid the re-initialization.
The rst idea introduced in [121] restarts the level set with a costly re-initialization
procedure, while the variational formulation consists of an internal energy term that
penalizes the deviation of the level set function from a signed distance function.
The new variational model proposed by Li-Xu-Gui-Fox [92] improving the Chan-
Vese model by forcing the level set function to be close to a signed distance function
formulation is the following
min

E() = P () + Lg() + Ag() (3.37)
where  > 0,  > 0 and  are constants, consists of an internal energy term P ()
that penalizes the deviation of the level set function from a signed distance function,
and an external energy term Em() = Lg() + Ag() that drives the motion of the
zero level set toward the desired image features, such as object boundaries. The terms
P (), Lg() and Ag() are dened by
P () =
Z


1
2
(jrj   1)2dxdy;
Lg() =
Z


g()jrjdxdy;
Ag() =
Z


gH( )dxdy;
where g =
1
1 + jrG  u0(x; y)j2 for a given image u0(x; y).
By calculus of variations, the rst variation of the functional E() in (3.37) can be
written as
@E
@
=  [  div( rjrj)]  ()div(g
r
jrj)  g();
where  is the Laplacian operator. Therefore, the Euler-Lagrange equation
@E
@
= 0
for the function  is
 [  div( rjrj)]  ()div(g
r
jrj)  g() = 0: (3.38)
The steepest descent process for minimization of the functional E is the following gra-
dient ow:
@
@t
= [  div( rjrj)] + ()div(g
r
jrj) + g()
or
@
@t
= [  div( rjrj)] + ()[g div(
r
jrj) +rg
r
jrj ] + g():
Hence the level set evolution can be easily implemented by a nite dierence scheme
and is computationally ecient. This model can be initialised with general functions
which are easier to use in practice than the widely used signed distance function.
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3.4.10 Piecewise Smooth Segmentation Model by Li-Kao-Gore-Ding
The main dierence of the Li-Kao-Gore-Ding model [90, 91] in comparison with Chan-
Vese model [37] is that instead of two piecewise constants c1 and c2 they propose two
piecewise smooth functions f1(x) and f2(x) to t the image intensities near each point
x in a local way. The tting energy of the model is
ELBFFitx ( ; f1(x); f2(x)) = 1
Z
in( )
G(x  y)jI(y)  f1(x)j2dy+
2
Z
out( )
G(x  y)jI(y)  f2(x)j2dy;
(3.39)
where 1 and 2 are positive constants, and G is a Gaussian kernel such that G(u) =
1
(2)n=2n
e juj2=22 , with  > 0.
Recall from Subsection x2.7.3, (f  g)(x) = RRd f(y)g(x   y) dy = RRd f(x  
y)g(y) dy and that the Gaussian kernel G(x   y) takes large value at the points
y near the center point x and decrease to 0 when y goes further away. Size of the
kernel G controls the intensity I(y) that is eectively involved in the above tting
energy which is eectively zero for jx yj > 3. Moreover it is necessary to emphasize
that the tting energy dened by equation (3.39) is a weighted mean square error of
the approximation of the image intensities I(y) by G(x  y).
The tting energy in equation (3.39) can be rewritten in terms of the level set
function as follows
ELBFFit((x); f1(x); f2(x)) =
Z


ELBFFitx ( ; f1(x); f2(x)) =
1
Z h Z
G(x  y)jI(y)  f1(x)j2H((y))dy
i
dx+
2
Z h Z
G(x  y)jI(y)  f2(x)j2(1 H((y)))dy
i
dx;
where H is the regularized Heaviside function.
The minimization energy proposed by Li-Kao-Gore-Ding model [90, 91] consists of
three terms: i) the length term, ii) tting term, and iii) a regularization term (same
as in x3.4.9). The minimization energy in terms of the zero level set is given by
FLBF ((x); f1; f2) = 
Z


((x))jO(x)jdx+ELBFFit((x); f1; f2)+
Z


1
2
(jO(x)j 1)2dx;
where  and  are nonnegative constants. By calculus of variations, it can be shown
that by keeping  xed we haveZ
G(x  y)(I(y)  fi(x))M i ((y))dy = 0; i=1,2,
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where M 1((y) = H((y)) and M

2((y) = 1 H((y)); orZ
G(x  y)I(y)M i ((y))dy =
Z
G(x  y)fi(x)M i ((y))dy; i=1,2,
+ Z
G(x  y)I(y)M i ((y))dy = fi(x)
Z
G(x  y)M i ((y))dy; i=1,2,
+
fi(x) =
R
G(x  y)I(y)M i ((y))dyR
G(x  y)M i ((y)dy
; i=1,2,
and in this way we update f1(x) and f2(x)
f1(x) =
G(x)  [H((x))I(x)]
G(x) H((x)) ; f2(x) =
G(x)  [(1 H((x))I(x)]
G(x)  (1 H((x))) :
Keeping f1(x) and f2(x) xed one can get
@(x)
@t
=  ((x))(1e1 2e2)+((x)) div( O(x)jO(x)j)+(O
2(x) div( O(x)jO(x)j)):
(3.40)
where e1, e2 are functions calculated as follows
e1 =
Z


G(y   x)jI(x)  f1(y)j2dy; e2 =
Z


G(y   x)jI(x)  f2(y)j2dy:
An example that shows the dierence between this model and Chan-Vese will be shown
in Section x6.5.
3.4.11 Global Minimization of the Active Contour Model
To avoid the existence of local minima in the active contour energy, which makes the
method depend on the initial guess, T. F. Chan et al. [31] proposed to solve this problem
by determining a global minimum. In their paper, rst is proposed a denoising model
for binary image which removes the geometric noise in a given shape and the second
model is the active contours without edges model of Chan and Vese. Later a new
numerical way to solve the active contour propagation through a dual formulation was
proposed by Bresson et al. [23, 22]. Assuming that the image domain 
 is a bounded
subset of Rn the 2-phase image segmentation model Chan-Vese model (3.20) is written
min
;c1;c2
FCV (; c1; c2) = 
Z


jrH()jdx+ 
Z


H()dx+
1
Z


ju0(x)  c1j2H()dx+ 2
Z


ju0(x)  c2j2(1 H())dx:
(3.41)
This optimization problem can be interpreted as the best approximation in the L2
sense to the given image u0(x) among all functions that take only two values. This
minimization problem is non-convex because the minimization is carried out over a
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nonconvex set of functions [31]. Hence the optimization problem can have local minima,
and can have more than one minimizer. The approximation of the solution in a two-
step scheme at the rst step computes c1 and c2, and at the second step updates the
curve shape with the gradient descent equation
@
@t
= H 0()
"
r 
 
r
jrj
!
  ( + 1(u0   c1)2   2(u0   c2)2)| {z }
r(x)
#
) @
@t
= H 0()
"
r 
 
r
jrj
!
  r(x)
#
; (3.42)
with  = 1=.
The two-phase model depends on the level set function only through the term H()
representing a parametrization of binary functions. So the minimization is thus a
minimization over binary functions. The choice of the regularization H() of H() is
a crucial ingredient of the CV algorithm.
The function H() is a regularization of the Heaviside function which in [37]
the authors chose as being a non-compactly supported, smooth and strictly monotone
approximation. As a result, the steady state solution of the gradient ow (3.42) is the
same as:
@
@t
=
"
r 
 
r
jrj
!
  r(x)
#
; (3.43)
where H 0() is simply omitted. This equation (3.43) is the gradient descent equation
of the following convex energy:Z


jrj+ 
Z


r(x)dx: (3.44)
This energy is homogeneous of degree 1 in , so as a result in general it does not have
a minimizer if we do not restrict the minimization to  such as 0    1, 8(x) 2 
:
With 0    1 we have the following minimization problem :
min
0(x)1
FCV G(; c1; c2); (3.45)
FCV G(; c1; c2) =
 Z


jrjdx+ 
Z


r(x)dx
!
: (3.46)
This minimization, as shown in [31], leads to the global minimizer from the following
theorem:
Theorem 3.4.1 For any given xed c1; c2 2 R, a global minimizer for FCV G(u; c1; c2)
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can be found by carrying out the following convex minimization
min
0u(x)1
 Z


jrujdx+ 
Z


r(x)udx
!
| {z }
FCVG(u;c1;c2)
: (3.47)
and then setting   = fx : u(x) > g for a.e.  2 [0; 1].
In comparison with CV model, in this theorem the minimization of (3.47) removes the
non-convex constraint of being binary and instead we minimize over functions that
are allowed to take intermediate values. The minimization (3.47) is changed into an
unconstrained minimization problem according to the following theorem:
Theorem 3.4.2 Let r(x; c1; c2) 2 L1(
), for any given c1; c2 2 R; and  2 R+: Then
the convex constrained minimization problem (3.47) has the same set of minimizers as
the following convex, unconstrained minimization problem
min
u
 Z


jrujdx+ 
Z


(r(x; c1; c2)u+ (u))dx
!
; (3.48)
where () := maxf0; 2j   12 j   1g is an exact penalty function, provided that the
constant  > 2kr(x)kL1(
).
The proof and further details can be found in [31].
The energy FCV G(u; c1; c2) is convex but not strictly convex, which means that
FCV G(u; c1; c2) does not possess local minima that are not global minima. Hence any
minimizer of FCV G(u; c1; c2) is a global minimizer. The Euler Lagrange equation is
given by
@u
@t
=
"
r 
 
ru
jruj
!
  r(x; c1; c2)
#
   02(u);
where  02 is the regularized version of 
0 with 2() is given by [23]:
2() =
8>>>>>><>>>>>>:
  if  <  2=
p
2;
(1 +
p
2)  
p
tan2(3=8)2   (   2)2 if  2=
p
2   < 2;
0 if 2   < 1  2;
(1 +
p
2)  
p
tan2(3=8)2   (   1 + 2)2 if 1  2   < 1 + 2=
p
2;
   1 if   1 + 2=
p
2:
An edge enhancement energy which unies the snake and active contour without
edges models was proposed in [23, 22]. The dierence with energy (3.47) is made by a
function g(x) which weights the TV-norm. The new energy functional for the weighted
TV is given in the form:
min
0u(x)1
 Z


g(x)jrujdx+ 
Z


r(x; c1; c2)udx
!
; (3.49)
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where g(x) is an edge detector function and is dened as in (3.13) and r(x) = ( +
1(u0  c1)2 2(u0  c2)2). Based on dual formulation of the TV-norm idea, the algo-
rithm introduced on [23, 22] improves the old work [31] by dening a fast segmentation
algorithm. Bresson et al. [23] rewrites the variational problem (3.48) as
min
u;v
 Z


g(x)jrujdx+ 1
2
jju  vjj2L2 + 
Z


(r(x; c1; c2)v + (v))dx
!
; (3.50)
where the parameter  > 0 is chosen to be small.
Since the functional (3.48) is convex, its minimizer can be computed by minimizing
separately u and v and the computation will be iterated until convergence. Thus, the
following minimization problems are considered:
 v being xed, we search for u as a solution of:
min
u
 Z


g(x)jrujdx+ 1
2
jju  vjj2L2
!
; (3.51)
 u being xed, we search for v as a solution of:
min
v
 
1
2
jju  vjj2L2 + 
Z


(r(x; c1; c2)v + (v))dx
!
: (3.52)
Proposition 3.4.3 The solution of (3.51) is given by
u = v    div p; (3.53)
where p = (p1; p2) is given by
g(x)r( div p  v)  jr( div p  v)jp = 0; (3.54)
which can be solved by a xed point method:
p0 = 0;
pn+1 =
pn +4tr(div(pn)  v=)
1 + 4tg(x) jr(div(pn)  v=)j
: (3.55)
Proposition 3.4.4 The solution of (3.52) is given by
v = minfmaxfu(x)  r(x; c1; c2); 0g; 1g: (3.56)
See proof and experimental results in [23, 22].
3.5 Conclusion
In this chapter we mainly discussed some variational models, starting with image de-
noising as a model in image processing which can easily be understood by the readers,
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and continued with image segmentation. We also introduced some numerical meth-
ods used for solving the parabolic PDE arising from the minimization of these models.
Since mainly we will deal with segmentation in this thesis we tried to give a short
overview of a few models in segmentation such as Geodesic Active Contours model
[28], Chan-Vese method [37], Li-Xu-Gui-Fox [92] model without re-initialization, and a
global minimazation model introduced by T. F. Chan et al. [31].
The Geodesic Active Contours uses local information of the boundary and curva-
ture to detect the objects. This model can fail when dealing with fuzzy edges and can
be strongly aected by heavy noise. The Chan-Vese method depends on the image
information derived from homogenous regions, therefore gets better results in compari-
son with Geodesic Active Contours in fuzzy and discrete cases, by detecting objects in
images with or without noise and whose boundaries are not dened by gradient. The
drawback of the Chan-Vese model of getting stuck in a local minima can be avoided
with a cheap reinitialization as in Li-Xu-Gui-Fox [92]. A fast global minima can be
found using the numerical results in [23, 22] by restricting the image intensity to be
between 0 and 1.
Solving the parabolic PDEs with an explicit scheme is popular due to the con-
vergence properties but requires very small time steps and therefore is slow. Implicit
schemes are stable but the system matrix has a large condition number for large time
steps which causes slow convergence for iterative methods. The AOS scheme introduced
in Subsection 2.9.6 is unconditionally stable implicit schemes and is very ecient.
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Chapter 4
A Restarted Iterative Homotopy
Analysis Method for Two
Nonlinear Models from Image
Processing
Total variation minimization based nonlinear models have been proven to be very use-
ful and successful in image processing. A lot of eort has been devoted overcoming
the nonlinearity of the model and at the same time increasing the speed is one of the
remaining challenges. In this chapter, we study a restarted homotopy analysis method
submitted for publication in [59, 130] in collaboration with my supervisor Prof. Ke
Chen and Dr. Behzad Ghanbari. The method modies the existing homotopy analysis
method [94] introduced in Subsection x2.9.7 and makes it valid for hard nonlinear prob-
lems with applications in image processing. The algorithm improves the computational
eciency and we will show by experiments that this method demonstrates great po-
tential for recovering the noise and operates with great speed in both image denoising
and image segmentation models.
4.1 Introduction
Due to the inevitable presence of noise while acquiring images, a pre-processing step is
the rst common process in image analysis. Various denoising techniques are proposed
for removing noise and preserving important image information such as edges [165].
Denoising via linear lters normally do not perform satisfactorily, since both noise and
edges contain high frequencies, while nonlinear denoising models have been applied
and found to be successful. Rudin, Osher and Fatemi [135, 136] rst introduced the
TV norm as an edge preserving model. This model is a successful tool not only for
image restoration (denoising) but for edge enhancement (segmentation) as well. Among
image segmentation models Chan-Vese active contours without edges, which is a TV
based method [115, 37, 39, 166], makes use of image intensities considering a certain
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homogeneity to guide the motion of active contours. Details about these two models
have been already given in Chapter 3. High order eective models [24, 186] improving
on TV have been proposed, but their nonlinear PDEs bring some implementation and
speed diculties [178].
The Euler-Lagrange equation associated with the TV functional for those models
is a nonlinear PDE. Due to the diculty (even impossibility) of obtaining analytic so-
lutions for the nonlinear PDEs it is easier to get a numerical approximation of a given
nonlinear problem. Using an implicit method as a solver brings the dependence of
convergence on certain properties of the matrix of the system after digitization, com-
plicated implementation or requirement of large storage. On the other hand, explicit
methods (such as the easily implemented time marching model) requires the time step
to be chosen suciently small to get convergence and speeding up would be a challenge.
As detailed in x2.9.7, the HAM attracts with the simple idea of transforming the
nonlinear problem into the solution of a sequence of linear equations. In this way the
method brings improved accuracy of high order linear approximation as well as fast
convergence. Unfortunately, applying it to realistic nonlinear PDE models does not
suit due to the analytical diculties in working out the high order approximations
demanded by HAM. Sorting this out and at the same time using HAM's quality were
the motivation for our work.
In this chapter we develop a discrete restarted homotopy analysis method (RHAM)
which proposes to use the sequence of three linear equations and to restart the HAM
process afterwards thereby avoiding the requirements of using high order terms. It
will be shown that RHAM has the same or even better eciency when compared with
HAM, while being simple and easy to apply.
We will demonstrate through 2-D and 3-D examples that RHAM is comparable with
HAM for solving hard inverse problems such as those encountered in image processing.
This method mathematically brings a stable scheme, has the same or improved quality,
has a general formulation for nonlinear equations and deals with large 2-D images and
3-D data where speed is crucial. The application of RHAM are for TV based models,
which suggests that it may be used for other un-explored hard nonlinear applications
as well.
In what follows, in Section x4.2 we rst review the HAM implementation and the
diculties of applying it to the classical TV restoration model. In this section we
develop the general idea of RHAM motivated by overcoming these diculties. Then
in Section x4.3 the classical TV restoration model and its discrete form are presented.
In this section we will develop and present the restarted iterative homotopy analysis
method for the model. In Section x4.4, we describe the developed discrete homotopy
analysis method for segmentation. In Section x4.5 we present various numerical results
obtained from the implementation of RHAM for both denoising restoration and the
segmentation models, and then comparisons are made between obtained results and
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those of time marching and the additive operator splitting methods.
4.2 Restarted Homotopy Analysis Method
In this section we will show the motivation of introducing a restarted homotopy analysis
method (RHAM) as a discrete modied form of HAM introduced in Subsection x2.9.7
for hard nonlinear cases.
Recall from x2.9.7, for a given nonlinear problem N [u(x; t)] = 0 one can use the
recurrence formulas (2.132)
uDHAM1m (x; t) = mu
DHAM1
m 1 (x; t) + ~exp( t)
Z t
0
exp(t)H1()Rm[~uDHAM1m 1 ]d (4.1)
and (2.133)
uDHAM2m (x; t) = mu
DHAM2
m 1 (x; t) +
~
1 + t
Z t
0
H2()Rm[~uDHAM2m 1 ]d (4.2)
to successively obtain all um(t) for m > 1 and afterwards the Mth order approximation
of the form uM (x; t) =
PM
m=0 um(x; t), for two dierent linear operators L1 and L2 given
by equations (2.130) and (2.131), respectively, and for a given initial approximation
u0(x; t) = u0(x). To calculate um(t) we need to input Rm[~um 1(x)] given by equation
(2.128) as follows:
Rm[~um 1(x)] =
1
(m  1)!
@m 1N ['(x; t; q)]
@qm 1

q=0
: (4.3)
We nd the method attractive due to the high order accuracy oered and the challenge
of answering the simple question \Is it easy to apply HAM to realistic nonlinear PDE
models particularly in image processing?".
In image processing techniques, such as denoising and image segmentation, we deal
with strongly nonlinear PDEs arising from the nonlinear TV term
r 
 ru(x)
jru(x)j

:
More complicated cases can be found when using high order PDEs, for example the
curvature model
r 
r0()
jruj  
ru  r0()
(jruj)3 ru

(4.4)
with  the curvature of the image and  dened either as () = jj, () = 2 or
as in [185, 24] as a combination of both. When applying the HAM method we require
the derivation of the Rm term in equation (4.3) with respect to q. If we carry on with
approximations of order m = 3;m = 4; : : : ;m =M the derivation of the Rm term, even
though it is with respect to q and does not bring a higher order than the given PDE,
still might require not only calculation but even some diculties in programming a
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few more terms. To avoid all this we can stop at a certain M (depending on the
diculty of the given nonlinear problem, M = 2 in our case) and restart with a better
approximation
u^M = u
(1)
0 +
RX
r=1
MX
m=1
u(r)m : (4.5)
This is the rough idea behind the so-called restarted homotopy analysis method which
will be given in detail in the following sections for both image denoising and image
segmentation.
\Does RHAM work for simple cases such as ODEs?" would be the rst question to
answer before going to complicated image processing cases. For this reason we tested
the idea for simpler problems that were already considered with the HAM method
and shown to be successful [21, 93]. In the following we show a great performance of
RHAM for these examples in comparison with HAM. The results show that a second
order RHAM performs as the 8th or the 10th order HAM.
A Simple Comparison of RHAM and HAM. To compare the RHAM per-
formance with HAM we consider two simple examples. The rst example shows how
quick the RHAM converges to the right solution. Considering the following nonlinear
second-order boundary value problem(
u003   6u(x)  2x3 = 0
u(1) = 2; u(2) = 52 :
It can be found that the exact solution has the form u(x) = x + 1x : Starting with the
initial condition u0(x) = x
2   52x + 72 , it can be shown, Figure 4.1, that the RHAM
obtained in 4 restarted iterations reaches a good approximation to the exact solution
while HAM needs to be 8th order expanded for the same results.
As a second example we consider the rst-order boundary value problem(
u0   u2(x)  1 = 0;
u(0) = 0;
with exact solution in the form u(x) = tanh(x). Figure 4.2 shows the result of RHAM
obtained in 5 restarted iterations in comparison with high order HAM up to 10th order,
for the considered initial guess u0(x) = 1  11+x .
Other examples have been tested and have shown that the RHAM needs only a few
re-initialization iterations to reach the same performance as high order HAM.
4.3 A Restarted Iterative Homotopy Analysis Method for
Total Variational Denoising
We use this section to carry out a quick revision of the denoising formulation as a
variational problem and the formulation of a restarted homotopy analysis method for
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Figure 4.1: From the top left to the bottom right, the evolution of RHAM reaching
great accuracy in comparison with the exact solution. The blue line shows the result of
RHAM after 1, 2, 3 and 4 re-initialization and in green, the exact solution. The results
shown in the last gure are the same as HAM which includes more expanded terms
(HAM needs to be 8th order expanded).
Figure 4.2: In blue the exact solution, red RHAM for m = 2 with 5 re-initializations
and black HAM. From the top left to the bottom right HAM is increasing in order from
2, to 4, 8 and nally 10th, which reaches the same accuracy as second order RHAM
with 5 re-initializations for 10th order HAM.
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TV in denoising. The rst subject has been covered in Chapter 3 so we do not extend
ourselves again with extensive explanations.
4.3.1 The Total Variation Model
Same to Subsection x3.3.1 we assume that u0(x) is a given image (known) in 
, which
is a bounded domain in R2 or R3, contaminated with unknown additive Gaussian noise.
We want to construct u(x) (unknown), the desired clean image for the observed image
u0(x), such that u0(x) = u(x) + (x): Following Rudin, Osher and Fatemi [135], the
TV denoising model given in equation (3.7) leads to the Euler-Lagrange equation, a
nonlinear elliptic partial dierential equation with homogeneous Neumann boundary
conditions as follows
}

u(x)

= r 
 ru(x)
jru(x)j

  

u(x)  u0(x)

= 0; x 2 
;
ru(x) !n = 0; x 2 @
;
(4.6)
where  > 0 is a tuning parameter,
!
n is the unit normal vector exterior to the
boundary @
 and  > 0 is some small parameter helping to avoid division by zero
in the numerical implementation of the term jru(x)j by a smooth approximation
jru(x)j =
pjru(x)j2 + 2.
4.3.2 Time Marching Method
For solving the Euler-Lagrange equation (4.6), Rudin, Osher and Fatemi [135] used a
parabolic equation as a solution procedure, that means we solve
@u(x; t)
@t
= r 
 ru(x; t)
jru(x; t)j

  

u(x; t)  u0(x)

; t > 0;x 2 

ru !n= 0; x 2 @

(4.7)
for a given image u(x; 0) = u0(x). For the numerical implementation, we will show the
2-D discretization and time marching realization of the model. Let us assume that the
domain 
 2 R2 has been split into N M cells where the grid points are located at
(xi = ihx; yj = jhy), i = 1; :::; N; j = 1; :::;M , tk = kt, where t and k = 1; 2; :::,
denote the time step and iteration time, respectively. We denote the values of u(x; y; t)
at the grid points (xi; yj ; tk) by u
k
i;j and u
0
i;j = u0(xi; yj). For simplicity and without
lost of generality we assume that M = N; hx = hy = 1:
In this way, the curvature term can be approximated by
(uki;j) = r 

ru
jruj

i;j
=

@
@x

ux
jru j

+ @@y
 uy
jru j

i;j
= x 
 
x+u
k
ijq
(x+u
k
ij)
2+(y+u
k
ij)
2+
!
+y 
 
y+u
k
ijq
(y+u
k
ij)
2+(y+u
k
ij)
2+
!
(4.8)
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with
xuij = (ui1j   uij)
yuij = (uij1   uij)
rst order dierences and }(uki;j) calculated in the following form
}(uki;j) = (u
k
i;j)  (ukij   u0ij): (4.9)
If the time derivative ut at (i; j; kt) is approximated by the forward dierence, as
(ut)
k
ij =
uk+1ij   ukij
t
then by considering equation (4.9), we obtain
uk+1ij  ukij
t = }(u
k
i;j) (4.10)
or
uk+1ij = u
k
ij +t}(u
k
i;j) ; (4.11)
with boundary condition uk0j = u
k
1j ; u
k
Nj = u
k
N 1j ; u
k
i0 = u
k
i1; u
k
iN = u
k
iN 1 for
i; j = 1; 2; :::; N:
The time marching method for solving equation (4.7) is described below in Algorithm
2:
Algorithm 2 Time Marching Method TM: uk  TM(uk; u0; ;maxit; tol):
for iter = 1 : maxit do
Compute }(uki;j) using (4.8),
Perform TM steps on linear system by (4.11): uk+1i;j  uki;j +t}(uki;j)
If kuk   uk+1k < tol or PSNR(uk) > PSNR(uk+1), set uki;j  uk+1i;j , Break;
uki;j  uk+1i;j
end for
4.3.3 A Restarted Homotopy Analysis Method for Denoising
Considering the above nonlinear partial dierential equation (4.7) we dene the non-
linear partial dierential equation as
N [u(x; t)] = @u(x; t)
@t
 r 
 ru(x; t)
jru(x; t)j

+ 

u(x; t)  u0(x)

= 0: (4.12)
The RHAM can be used to solve the equation by choosing the nonlinear operator
N ['(x; t; q)] in a straightforward manner
N ['(x; t; q)] = @'(x; t; q)
@t
 r 
 r'(x; t; q)
jr'(x; t; q)j

+ 

'(x; t; q)  u0(x)

; (4.13)
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where 0  q  1:
The two linear operators L1 and L2 introduced in Subsection x2.9.7 will be considered
for solving the nonlinear partial dierential equation (4.7), with initial approximation
'(x; t = 0) = u0(x):
In what follows, we give the solutions of (4.1) and (4.2) for m = 1 and 2.
Keeping the notation u0 for u
RHAM1
0 and u
RHAM2
0 , and u1 for u
RHAM1
1 and u
RHAM2
1
respectively, while applying (4.3) in the following calculation of R1[~u] and R2[~u] we have
R1[u0] =
@0N [u(x; t; q)]
@0q

q=0
= N (u0) =  }(u0); (4.14)
R2[u1; u0] =
@N ['(x; t; q)]
@q

q=0
=
@
@q
@'
@t
 r  ( r'jr'j ) + ('  u0)

q=0
=
 @
@t
@'
@q
  @
@x
(
@
@q
'x
jr'j ) 
@
@y
(
@
@q
'y
jr'j ) +
@(('  u0))
@q

q=0
;
) R2[u1; u0] = u1t   @
@x
 u1x
jru0j  
u0xu1x + u0yu1y
jru0j3
u0x

  (4.15)
@
@y
 u1y
jru0j  
u0xu1x + u0yu1y
jru0j3
u0y

  u1
From equations (4.1) and (4.2), we have
for RHAM1
uRHAM11 = ~exp( t)
Z t
0
exp((   2))R1[~u0]d =  ~e
 2t   e t
   2 }(u0); (4.16)
uRHAM12 = u
RHAM1
1 + ~exp( t)
Z t
0
exp((   2))R2[uRHAM11 ; u0]d; (4.17)
for RHAM2
uRHAM21 =
~
(1 + t)
tZ
0
1
(1 + )2
R1[~u0]d =  ~ t
(1 + t)2
}(u0); (4.18)
uRHAM22 = u
RHAM2
1 +
~
1 + t
Z t
0
1
(1 + )2
R2[u
RHAM2
1 ; u0]d: (4.19)
Both terms uRHAM12 and u
RHAM2
2 can be easily found in the explicit form. In what
follows, we give some more details about RHAM2 and in the same way RHAM1 can
be calculated. The rst term obtained, uRHAM21 , is a composition of two functions,
one depending on the variable t and the other one on x, so we can write uRHAM21 =
 ~ t
(1+t)2
}(u0) = f(t)w(x); with f(t) =  ~ t(1+t)2 and w(x) = }(u0): In this way the
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R2[u1; u0] term can be rewritten
R2[u1; u0] = ft(t)w(x)  f(t)@u
@x
(
wx
jru0j  
u0xwx + u0ywy
jru0j3
u0x)
  f(t)@u
@y
(
wy
jru0j  
u0xwx + u0ywy
jru0j3
u0y) + f(t)w(x)
R2[u1; u0] = ft(t)w(x)  f(t) fS(w(x); wx(x); wy(x); u0(x))g
where
S(w;wx; wy; u0) =
@
@x
(
wx
jru0j  
u0xwx + u0ywy
jru0j3
u0x) +
@
@y
(
wy
jru0j  
u0xwx + u0ywy
jru0j3
u0y) + w
and from (4.19), we have
uRHAM22 = f(t)w(x) +
~
1 + t

w(x)
Z t
0
1
(1 + )2
ft()d 
 S(w(x); wx(x); wy(x); u0(x))
Z t
0
1
(1 + )2
f(t)d

uRHAM22 =  ~
t
(1 + t)2
w +
~
1 + t

w~
1  2t
6(1 + t)4
  S(w;wx; wy; u0)~ 1 + 3t
6(1 + t)3

:
An immediate observation is that the computational cost of the rst order approxi-
mation of the RHAM is as expensive as the TM. The second order term of RHAM, u2,
brings the extra computation of the term S(w;wx; wy; u0) which is obtained explicitly
without having too much extra computation since the curvature term w(x; y) has been
already evaluated in the same step. The numerical implementation for RHAM1 from
equations (4.16) and (4.17) can be given in the form of an algorithm as described in
Algorithm 3. In the same way considering (4.18) and (4.19) we get Algorithm 4 which
describes RHAM2.
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Algorithm 3 Restarted Homotopy Analysis Method solution expressed by exponential
functions RHAM1: uk  RHAM1(uk; u0; ; ; ;t;maxit; tol):
Initialization: Given u0i;j = ui;j;0 = u0;i;j ,
for k = 1 : maxit do
Set uki;j;0 := u
k 1
i;j
Compute }(uki;j;0) using (4.9),
Compute uki;j;1 using (4.16),
Compute uki;j;2 using (4.17),
uki;j  uki;j;0 + uki;j;1 + uki;j;2
If kuk   uk 1k < tol or PSNR(uk 1) > PSNR(uk), set uki;j  uk 1i;j , Break;
uki;j  uk 1i;j
end for
Algorithm 4 Restarted Homotopy Analysis Method solution expressed by fractional
functions RHAM2: uk  RHAM2(uk; u0; ; ;t;maxit; tol):
Initialization: Given u0i;j = ui;j;0 = uo;i;j ,
for k = 1 : maxit do
Set uki;j;0 := u
k 1
i;j
Compute }(uki;j;0) using (4.9),
Compute uki;j;1 using (4.18),
Compute uki;j2 using (4.19),
uki;j  uki;j;0 + uki;j;1 + uki;j;2
If kuk   uk 1k < tol or PSNR(uk 1) > PSNR(uk), set uki;j  uk 1i;j , Break;
uki;j  uk 1i;j
end for
Results in Section x4.5 will show that the RHAMs are eective for solving nonlinear
equations such as equation (4.13). There are many models using the TV operators as in
(4.13) which might be solved by RHAM. Below we give one such application of RHAM
to a TV variational model in image segmentation known for its better performance in
the presence of noise.
4.4 Application of RHAM to a Variational Image Seg-
mentation Model in R2 and R3
Recall from Section x3.4 that given an image u0(x) : 
  Rn ! R in a bounded
domain 
, segmentation refers to separation into two subregions, features and their
background, with internal boundary   in 
. For n = 3,   is a 2-D surface separating
the two 3-D volumetric regions 
  R3 into inside( ) and outside( ) such that 
 =
inside( ) [   [ outside( ). As detailed in x3.4 the Chan-Vese method [37] considers
the image as piecewise continuous functions that are surrounded by discontinuities
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represented as contours/surfaces. The Euler-Lagrange equation for the model is written
as follows: 8>><>>:
((x))
h
r 
 r(x)
jr(x)j

  f0((x))
i
= 0 in 
;
((x))
jr(x)j
@(x)
@~n
= 0 on @
;
(4.20)
where ~n is the unit normal exterior to the boundary @
,
@
@~n
is the normal derivative
of  at the boundary and
f0((x)) = 1(u0(x)  c1((x)))2   2(u0)(x)  c2((x)))2 (4.21)
with
c1((x)) =
R

 u0(x)H((x))dxR

H((x))dx
(4.22)
c2((x)) =
R

 u0(x)(1 H((x)))dxR

(1 H((x)))dx
; (4.23)
(i.e the curve has a nonempty interior and exterior in 
). We remark that previously
in Chapter 3 and also in Chan-Vese paper [37], we treated c1 and c2 explicitly in
alternating iteration fashion but here we consider f0((x)) fully coupled with  for the
following derivation of RHAM.
In a similar way to equation (4.13) we can consider choosing the nonlinear operator
N [')] = @'
@t
  (')
h
r 
 r'
jr'j

  f0(')
i
; (4.24)
where 0  q  1, ' = '(x; t; q) and with the initial approximation for the level set
(x;0) a circle/sphere with given center and radius x0 and r, respectively. The role of
u0; u1; u2 in the previous section is carried out by 0, 1 2. Instead of updating  from
0 as in TM, we now decompose  as  = 0+ 1+ 2 by getting in this way a second
order approximation before restarting. In this way we can update  = 0 + 1 + 2
after we apply L 1 in both cases.
We will show the 3-D discretization realization for the segmentation case due to
its importance in 3-D applications and as a more general case compared to 2-D. Let
us assume that the domain 
 2 R3 has been split into N M  L cells where the
grid points are located at (xi = ihx; yj = jhy; zl = lhz), i = 1; :::; N; j = 1; :::;M;
l = 1; :::; L; dening a real-coordinate system bounded by the image domain 
 2 R3,
and tk = kt, where t and k = 1; 2; :::, denotes the time step and iteration number,
respectively. We denote the values of (x; y; z; t) at the grid points (xi; yj ; zl; tk) by
ki;j;l, and u
0
i;j;l = u0(xi; yj ; zl). For simplicity and without lost of generality we assume
that M = N = L; hx = hy = hz = 1: Using nite dierences with equation (4.20) we
obtain the time marching method in the following form
k+1i;j;l = 
k
i;j;l +ti;j;k}(
k
i;j;l); (4.25)
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where }(ki;j;l) = (
k
i;j;l)   f0ki;j;l and (ki;j;l) is the 3-D curvature calculated in the
following form
(ki;j;l) = r 

r
jrj

i;j;l
=

@
@x
h
x
jr j
i
+ @@y
h
x
jr j
i
+
@
@z
h
z
jr j
i
i;j;l
= x 
 
x+
k
ijq
(x+
k
ij)
2+(y+
k
ij)
2+
!
+y 
 
y+
k
ijq
(y+
k
ij)
2+(y+
k
ij)
2+
!
+z 
 
z+
k
ijq
(z+
k
ij)
2+(z+
k
ij)
2+
! ;
with xi;j;l;
y
i;j;l;zi;j;l rst order nite dierences.
For the linear operator L = L1 we get:
1 = ~exp( t)
R t
0 exp((   2))R1[~0]d
=  ~ e 2t e t 2 (0)
h
r 
 r0
jr0j

  f0(0)
i
;
(4.26)
2 = 1 + ~exp( t)
Z t
0
exp((   2))R2[0; 1]d; (4.27)
which can be easily written in the explicit way by considering R1[~0] and R2[~0] given
in (4.30) and (4.31). In the same way applying L 1 = L 12 we get
1 =
~
(1+t)
tZ
0
1
(1+)2
R1[~u0]d
=  ~ t
(1+t)2
(0)
h
r 
 r0
jr0j

  f0(0)
i
;
(4.28)
2 = 1 +
~
1 + t
Z t
0
1
(1 + )2
R2[0; 1]d: (4.29)
In the same way we derive the 3-D expression for R1[~0] and R2[~0] from equation (4.3)
as follows:
R1[0] =
@0N ['(x; t; q)]
@0q

q=0
= N (0) =
 (0)
h
r 
 r0
jr0j

  f0(0)
i
;
(4.30)
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R2[0; 1] =
@N ['(x; t; q)]
@q

q=0
=
@
@q
@'
@t
  (')
h
r 
 r'
jr'j

  f0(')
i
q=0
=
 @
@q
@'
@t
  @
@q

(')
h
r 
 r'
jr'j

  f0(')
i
 
  (') @
@q
h
r 
 r'
jr'j

  f0(')
i
q=0
= (
@
@t
@'
@q
  @'
@q
0(')
h
r 
 r'
jr'j

  f0(')
i
 
  (')
h

@
@q
r 
 r'
jr'j

  @f0(')
@q
i
)

q=0
(4.31)
= 1t   10(0)
h
r 
 r0
jr0j

  f0(0)
i
  (0)
h

nX
i=1
@
@xi
(
1i
jr0j  
nX
i=1
0xi1xi
jr0j3
0xi)  f 00(0)
i
;
where n = 3 is the space dimension,
0(0) =
"

 20
("2 + 20)
2
(4.32)
and
f 00(0) =  2c01(0)1(u0   c1(0)) + 2c02(0)2(u0   c2(0)):
To obtain f 00(0), we also need to calculate1
c01(0) =
w1   w2
(
R

H(0)dx)
2
; c02(0) =
 w3 + w4
(
R

(1 H(0))dx)2
;
w1 = (
Z


u0(0)1dx)(
Z


H(0)dx);
w2 = (
Z


(0)1dx)(
Z


u0H(0)dx):
From the above equation we can notice that time marching would be a simple RHAM,
for m = 1 and without any auxiliary function. The algorithms for the 3-D discrete case
are described in Algorithms 5 and 6.
1to calculate c01 and c
0
2 in f
0
0(0) the chain rule dierentiation formula has been employed and the
dierentiation is with respect to q.
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Algorithm 5 3-D Iterative Homotopy Analysis Method Solution Expressed by Expo-
nential Functions RHAM1: k  RHAM1(k; u0; ; ; ;t;maxit; tol):
Initialization: Given 0i;j;l = i;j;l;0,
for k = 1 : maxit do
Set ki;j;l;0 := 
k 1
i;j;l ,
Compute ki;j;l;1 using (4.26),
Compute ki;j;l;2 using (4.27),
ki;j;l  ki;j;l;0 + ki;j;l;1 + ki;j;l;2
If kk   k 1k < tol set ki;j;l  k 1i;j;l , Break;
ki;j;l  k 1i;j;l ,
end for
Algorithm 6 3-D Iterative Homotopy Analysis Method Solution Expressed by Frac-
tional Functions RHAM2: k  RHAM2(k; u0; ; ;t;maxit; tol):
Initialization: Given 0i;j;l = i;j;l;0,
for k = 1 : maxit do
Set ki;j;l;0 := 
k 1
i;j;l
Compute ki;j;l;1 using (4.28)
Compute ki;j;l;2 using (4.29)
ki;j;l  ki;j;l;0 + ki;j;l;1 + ki;j;l;2
If kk   k 1k < tol set ki;j;l  k 1i;j;l , Break;
ki;j;l  k 1i;j;l ,
end for
4.5 Experimental Results for the Denoising and Image
Segmentation Problems Using the RHAM
In this section, we shall illustrate the speed and accuracy of RHAM, providing experi-
mental results in denoising and segmentation for dierent articial, synthetic and real
images. All the 2-D experiments has been processed using a Pentium(R) Dual-Core
T4200 2.00GHz CPU, 2.92 GB of RAM computer while the 3-D experiments on a In-
tel(R) Core TM i7-2600 3.40GHz CPU, 16 GB of RAM computer. In the experimental
section we will compare our method not only with time marching but with a fast solver
as well, such as the AOS method [174] which is an alternating direction implicit method
[129].
To measure the restoration quality the parameters SNR and PSNR can be used.
SNR (the signal to noise ratio) of a noisy image is a measure of how much noise is
presented in the image, and the PSNR (the peak signal to noise ratio) measures how
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close the images are to each-other. These quantities are given by the following formulas:
SNR = 10 log10
 P
(i;j)(ui;j)
2P
(i;j)(ui;j   vi;j)2

and PSNR = 10 log10
2552
RMSE
with RMSE =
vuut 1
n1n2
X
(i;j)
(ui;j   vi;j)2
(4.33)
where ui;j is the value of the true image at the grid point (i,j), vi;j is the value of the
restored image at the grid point (i,j), n1n2 is the total number of pixels. The larger
the SNR (PSNR) is, the better the restored image is. In real life situations, such a
measure is not possible because u is not known. In real applications, using PSNR was
found to be more useful.
In the case of image segmentation the relative residual has been used as an indicator
of reaching the boundaries.
4.5.1 Test Set 1 { results for the denoising problem using the RHAM
method
In this subsection we test our algorithms on denoising in several images with an intensity
range [0; 255] which includes real life and articial images. The image size shown is 256
256 and the parameter values  = 10 6, t = 0:01 and maxit = 1000 have been xed.
Random normal noise of 10%; 15%; and 20% has been used with  varying at 0:1; 0:05,
and 0:01, respectively. Figures 4.3, 4.4, 4.5 and 4.6 show the results obtained with the
two new methods described in Algorithms 3 and 4 above in comparison with the time
marching method for Gauss white noise. With the same parameter  the experiments
has been repeated for uniform noise of 10%; 30%; and 50%. The experiments show that
the model works for both these type of noise. Tables 4.1 and 4.2 show the comparison
in terms of CPU time and number of iterations required for those methods in the case
of random noise while Tables 4.3 and 4.4 show the results in the case of uniform random
noise. In table 4.5 we show the results obtained from applying the AOS method for the
same gures in the case of random normal noise with dierent t. From tables 4.1, 4.2,
4.3 and 4.4 we can notice a great speed increase with the RHAMs in comparison with
time marching, while table 4.5 shows that the AOS method is slow for small t and
loses some accuracy if we increase t to 1. The bold numbers in the PSNR columns
in table 4.5 show that the PSNR of both AOS and the RHAMs have been the same,
the non-bold PSNRs show the maximum that the AOS method could achieve. In the
experiments it has been noticed that when the level of noise increases, increasing the
parameter  for RHAM1 gives better results. For this reason in cases of high noise, we
set  = 1 instead of  = 0:01 considered for low noise in RHAM1.
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Noisy image, PSNR=28.1499 TM, PSNR=28.7873 DHAM1, theta=0.01, PSNR=33.601 DHAM2, PSNR=33.6014
Noisy image, PSNR=24.6137 TM, PSNR=25.2145 DHAM1, theta=0.01, PSNR=31.4802 DHAM2, PSNR=31.4771
Noisy image, PSNR=22.0882 TM, PSNR=22.5789 DHAM1,theta=1, PSNR=30.1329 DHAM2, PSNR=30.1339
Figure 4.3: Test Set-1 Example 1. From the top row to the bottom, 10, 15 and 20
percent random noise has been added to the image. For each row the rst image is the
noisy image, the second shows the result obtained with the TM method for the same
number of iterations as the maximum iterations used for RHAM1 and RHAM2, the
third and the forth images show the results obtained for RHAM1 and RHAM2.
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Noisy image, PSNR=28.1703 TM, PSNR=28.874 DHAM1, theta=0.01, PSNR=33.9466 DHAM2, PSNR=33.9463
Noisy image, PSNR=24.6163 TM, PSNR=25.2262 DHAM1, theta=0.01, PSNR=31.719 DHAM2, PSNR=31.7205
Noisy image, PSNR=22.0823 TM, PSNR=22.5852 DHAM1,theta=1, PSNR=30.2051 DHAM2, PSNR=30.2059
Figure 4.4: Test Set-1 Example 2. From the top row to the bottom, 10, 15 and 20
percent random noise has been added to the image. For each row the rst image is the
noisy image, the second shows the result obtained with the TM method for the same
number of iterations as the maximum iterations used for RHAM1 and RHAM2, the
third and the forth images show the results obtained for RHAM1 and RHAM2.
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Noisy image, PSNR=28.1059 TM, PSNR=29.4044 DHAM1, theta=0.01, PSNR=41.4615 DHAM2, PSNR=41.5254
Noisy image, PSNR=24.5806 TM, PSNR=25.571 DHAM1, theta=0.01, PSNR=38.8843 DHAM2, PSNR=38.8595
Noisy image, PSNR=22.0883 TM, PSNR=22.7506 DHAM1,theta=1, PSNR=36.2356 DHAM2, PSNR=36.5071
Figure 4.5: Test Set-1 Example 3. From the top row to the bottom, 10, 15 and 20
percent random noise has been added to the image. For each row the rst image is the
noisy image, the second shows the result obtained with the TM method for the same
number of iterations with maximum of iteration used for RHAM1 and RHAM2, the
third and the forth images show the results obtained for RHAM1 and RHAM2.
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Noisy image, PSNR=28.0967 TM, PSNR=29.2048 DHAM1, theta=0.01, PSNR=40.7419 DHAM2, PSNR=40.8009
Noisy image, PSNR=24.605 TM, PSNR=25.444 DHAM1, theta=0.01, PSNR=37.878 DHAM2, PSNR=37.9284
Noisy image, PSNR=22.1252 TM, PSNR=22.7304 DHAM1,theta=1, PSNR=35.495 DHAM2, PSNR=35.713
Figure 4.6: Test Set-1 Example 4. From the top row to the bottom, 10, 15 and 20
percent random noise has been added to the image. For each row the rst image is the
noisy image, the second shows the result obtained with the TM method for the same
number of iterations as the maximum iterations used for RHAM1 and RHAM2, the
third and the forth images show the results obtained for RHAM1 and RHAM2.
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4.5.2 Test Set 2 { results for segmentation using RHAM method
In the following experiments the parameters , t, , 1, 2, h (step size) and ~ have
been xed as follows:  = 1, t = 0:01,  = 1, 1 = 2 = 50, h = 1 and ~ =  1. The
size of the image considered in the following examples is n = 256 and the initial level
set is placed in the center of the image and the radius is 50. To stop the program, the
relative residual 10 2 or 10 3 has been used. Table 4.9 shows the comparison between
the TM method and RHAM1 and RHAM2 in CPU time and maximum iterations
needed to have the given residual as shown in each of the pictures. It can be easily
noticed that both RHAM1 and RHAM2 are at least ten times faster than the TM
method. It is well known that for the AOS method t can be chosen suciently
(a) Time marching method result after 32 it-
erations
(b) HAM1 method result after 32 iterations
(c) HAM2 method result after 32 iterations (d) Time marching method result after 1287
iterations
Figure 4.7: Test Set-2 Example 1. Successfully reached relative residual equal to 10 2
after 32 iterations for the RHAM's and 1287 iterations for TM.
large that we get fast convergence. In the following experiments we show the results
obtained comparing the RHAM1 with the AOS method. Figures 4.12 and 4.13 show the
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(a) Time marching method re-
sult after 33 iterations
(b) HAM1 method result after
33 iterations
(c) HAM2 method result after
33 iterations
Figure 4.8: Test Set-2 Example 2. Successfully reached relative residual equal to 10 3
after 33 iterations for the RHAMs and 205 iterations for TM.
(a) Time marching method re-
sult after 9 iterations
(b) HAM1 method result after
9 iterations
(c) HAM2 method result after
9 iterations
Figure 4.9: Test Set-2 Example 3. Successfully reached relative residual equal to 10 2
after 9 iterations for the RHAMs and 186 iterations for TM.
(a) Time marching method re-
sult after 53 iterations
(b) HAM1 method result after
53 iterations
(c) HAM2 method result after
53 iterations
Figure 4.10: Test Set-2 Example 4. Successfully reached relative residual equal to 10 3
after 53 iterations for the RHAMs and 929 iterations for TM.
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(a) Time marching method re-
sult after 47 iterations
(b) HAM1 method result after
47 iterations
(c) HAM2 method result after
47 iterations
Figure 4.11: Test Set-2 Example 5. Successfully reached relative residual equal to 10 3
after 47 iterations for RHAMs and 467 iterations for TM.
results obtained for t = 0:01 while Tables 4.7 and 4.8 show the comparison between
the methods for dierent values of t. It can be noticed that the RHAM method is at
least two times faster than the AOS method.
Figure 4.12: Test Set-2 Example 6. Successfully segmented after 59 iteration for
RHAM2 and 1558 for AOS method, reaching relative residual equal to 10 3 .
4.5.3 Test Set 3 { results for three-dimensional image segmentation
problem using the RHAM method
The speed of the solution is a particular issue for three dimensional data. In this
subsection, in order to illustrate the speed and the accuracy of the 3-D RHAM segmen-
tation algorithms we evaluate the performance of the proposed method on articial,
CT and MRI 3-D data sets in terms of segmentation quality and computational speed.
The relative residual has been used as an indicator of reaching the boundaries. In the
following experiments the parameters , t, , 1, 2, h (step size),  and ~ have been
xed at  = 0:01, t = 0:01,  = 1, 1 = 2 = 50,  = 1 and ~ =  1 respectively.
The initial level set is placed in the center of the image with radius 40 and to stop the
program, the relative residuals 10 1, 10 2, 10 3 or 10 4 has been used.
Figures 4.14, 4.15(a), 4.15(b) and 4.15(c) show the results obtained for 3-D with
the two new methods described in comparison with the time marching method for
articial images, while Figure 4.16 displays real 3-D CT data. The results show that
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Figure 4.13: Test Set-2 Example 7. Successfully segmented after 31 iteration for
RHAM2 and 496 for the AOS method, reaching relative residual equal to 10 3 .
the proposed approach improves the speed of the segmentation signicantly. Table 4.9
compares the segmentation performance of our RHAM to the Chan-Vese active contour
model [37] in CPU time and maximum iteration needed to have the given residual as
shown in each of the pictures. It can be easily noticed that both RHAM1 and RHAM2
are at least ten times faster than the TM method.
More experiments has been carried out with CT data as shown in Figures 4.17,
4.18, 4.19. It can be noticed that the RHAM has the same segmentation accuracy as
the TM method but in less time.
4.6 Conclusion
In this chapter, we proposed a discrete restarted homotopy analysis method to obtain
numerical solutions for image denoising and segmentation which are important and
practical problems in image processing. The experimental results show that the method
is eective in giving fast solutions for denoising and segmentation, particularly crucial in
3-D. On the other hand the method is reliable and with higher accuracy compared with
other methods. Numerical tests demonstrate that RHAM shows great speed compared
with time marching and is faster than the AOS method. Our results in denoising and
segmentation suggest that RHAM may be used to potentially solve other nonlinear
PDEs arising from image processing models, which will be our future work.
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(a) Time marching method re-
sult after 2 iterations
(b) RHAM1 method result af-
ter 2 iterations
(c) RHAM2 method result af-
ter 2 iterations
(d) Time marching method re-
sult after 1000 iterations
Figure 4.14: Test Set-3 Example 1. Successfully reached relative residual equal to 10 4
after 2 iterations for the RHAMs and 1000 iterations for TM.
(a) Successfully reached rel-
ative residual equal to 10 4
after 2 iterations for the
RHAMs and 800 iterations for
TM.
(b) Successfully reached rel-
ative residual equal to 5 
10 1 after 2 iterations for the
RHAMs and 1000 iterations
for TM.
(c) Successfully reached rel-
ative residual equal to 5 
10 3 after 4 iterations for the
RHAMs and 28 iterations for
TM.
Figure 4.15: Test Set-3 Example 2
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(a) Given image
slice number256x−y plane slice slice number256x−z plane slice
slice number256y−z plane image
(b) Slices in x,y and z
direction for TM
slice number256x−y plane slice slice number256x−z plane slice
slice number256y−z plane image
(c) Slices in x,y and z
direction for RHAM1
slice number256x−y plane slice slice number256x−z plane slice
slice number256y−z plane image
(d) Slices in x,y and z
direction for RHAM2
Figure 4.16: Test Set-3 Example 3. Successfully reached relative residual equal to 10 1
after 2 iterations for the RHAMs and 1000 iterations for TM. Due to the size of the
image TM CPU time was a few hours which is a great improvement with the RHAM
which only required 5 minutes in this case.
slice number50x−y plane slice slice number50x−z plane slice
slice number30y−z plane image
(a) Slices in x,y and z direction
for TM
slice number50x−y plane slice slice number50x−z plane slice
slice number30y−z plane image
(b) Slices in x,y and z direction
for RHAM1
slice number50x−y plane slice slice number50x−z plane slice
slice number30y−z plane image
(c) Slices in x,y and z direction
for RHAM2
Figure 4.17: Test Set-3 Example 4. Successfully reached relative residual equal to 10 1
by segmenting the vessels after 2 iterations for the RHAMs and for TM more than 100
iterations are needed.
slice number40x−y plane slice slice number40x−z plane slice
slice number40y−z plane image
(a) Slices in x,y and z direction
for TM
slice number40x−y plane slice slice number40x−z plane slice
slice number40y−z plane image
(b) Slices in x,y and z direction
for RHAM1
slice number40x−y plane slice slice number40x−z plane slice
slice number40y−z plane image
(c) Slices in x,y and z direction
for RHAM2
Figure 4.18: Test Set-3 Example 5. Successfully reached relative residual equal to 10 1
by segmenting a CT image near the kidney after 2 iterations for the RHAMs and for
TM more than 100 iterations are needed.
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slice number50x−y plane slice slice number50x−z plane slice
slice number50y−z plane image
(a) Slices in x,y and z direction
for TM
slice number50x−y plane slice slice number50x−z plane slice
slice number50y−z plane image
(b) Slices in x,y and z direction
for RHAM1
slice number50x−y plane slice slice number50x−z plane slice
slice number50y−z plane image
(c) Slices in x,y and z direction
for RHAM2
Figure 4.19: Test Set-3 Example 6. Successfully reached relative residual equal to 10 1
by segmenting a CT image near the spleen after 3 iterations for the RHAMs and for
TM more than 100 iterations are needed.
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Table 4.1: Test Set-1: Gaussian noise applied to the image.
Required iterations for dierent methods (with t = 0:01) to achieve the PSNR val-
ues obtained from RHAM1 and RHAM2 by use of stopping criteria PSNR(un) <
PSNR(un 1). The X applies for cases when the TM method can have the same PSNR
as RHAM, otherwise column four gives the maximum PSNR reached with the TM
method.
Image Noise TM TM PSNR RHAM1 RHAM2 PSNR
10 872 X 48 50 33.60
Lena 15 1524 31.40 63 65 31.47
20 1653 30.01 67 69 30.13
10 1112 X 52 53 33.95
Peppers 15 1581 31.61 65 67 31.72
20 1721 30.19 68 71 30.20
10 1415 X 82 88 41.46
Objects 15 1941 X 98 99 38.85
20 1895 X 85 87 36.50
10 1308 X 71 75 40.74
Rocket 15 1781 X 83 85 37.87
20 1729 X 78 81 35.49
Table 4.2: Test Set-1: Gaussian noise applied to the image.
CPU time for dierent methods (with t = 0:01) to achieve the PSNR values obtained
from RHAM1 and RHAM2 by use of stopping criteria PSNR(un) < PSNR(un 1).
The X applies for cases when the TM method can have the same PSNR as RHAM,
otherwise column four gives the maximum PSNR reached with the TM method.
Image Noise TM TM PSNR RHAM1 RHAM2 PSNR
10 80.42 X 18.01 17.16 33.6
Lena 15 120:80 31.40 21.73 22.43 31.47
20 151:04 30.01 23.46 23.68 30.13
10 797 X 19.68 18.42 33.95
Peppers 15 120.43 31.61 22.74 23.25 31.72
20 150:82 30.19 20.84 24.32 30.20
10 115.83 X 28.16 30.15 41.46
Objects 15 152.49 X 34.27 33.08 38.85
20 154.65 X 24.89 30.13 36.50
10 111.79 X 24.18 26.37 40.74
Rocket 15 130.68 X 27.86 29.35 37.87
20 114.59 X 27.58 27.84 35.49
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Table 4.3: Test Set-1: Uniform random distributed noise.
Required iterations for dierent methods (with t = 0:01) to achieve the PSNR val-
ues obtained from RHAM1 and RHAM2 by use of stopping criterion PSNR(un) <
PSNR(un 1).
Image Noise TM RHAM1 RHAM2 PSNR
10 1000 41 44 36.08
Lena 30 717 719 43 24.1585
50 2441 2450 86 19.8548
10 127 127 19 33.4051
Peppers 30 784 778 45 24.2216
50 2705 2713 93 19.8986
10 216 217 26 34.0754
Objects 30 1016 1017 65 24.5201
50 2881 2881 127 20.142
10 207 207 25 34.0573
Rocket 30 950 951 59 24.5216
50 2729 2730 116 20.0786
Table 4.4: Test Set-1 Uniform random distributed noise.
CPU time for dierent methods (with t = 0:01) for to achieve the PSNR val-
ues obtained from RHAM1 and RHAM2 by use of stopping criterion PSNR(un) <
PSNR(un 1).
Image Noise TM RHAM1 RHAM2 PSNR
10 0.8268 0.9672 0.1716 33.3785
Lena 30 5.382 5.1948 0.4212 24.1585
50 19.4065 20.1553 0.8892 19.8548
10 0.9984 1.092 0.1716 33.4051
Peppers 30 5.850 5.616 0.4212 24.2216
50 20.2489 20.8105 0.7332 19.8986
10 1.6380 1.6380 0.234 34.0754
Objects 30 7.8156 8.4864 0.5460 24.5201
50 21.7309 23.1817 0.9828 20.142
10 1.2948 1.6692 0.2496 34.0573
Rocket 30 6.9888 7.8624 0.4836 24.5216
50 20.8885 22.1677 0.8736 20.0786
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Table 4.5: Test Set-1: AOS with Gaussian noise applied to the image to be compared
with Tables 4.1-4.2.
Required iterations for the AOS method (with t = 0:01, 0:1 and 1) to achieve the
PSNR values obtained from RHAM1 and RHAM2. The bold numbers in the PSNR
columnsin table (4.5) shows that the PSNR of both AOS and the RHAMs have been
the same, the rest of non bold PSNRs is the maximum that the AOS method could
achieve.
t = :01 t = :1 t = 1
Image Noise CPU No PSNR CPU No PSNR CPU No PSNR
10 86.04 867 33.44 9.18 91 33.36 1.32 13 33.26
Lena 15 130.26 1321 31.31 12.41 127 31.30 1.66 17 31.17
20 147.48 1484 29.93 15.21 152 29.90 1.90 18 29.84
10 77.47 782 33.95 9.06 93 33.95 1.54 15 33.83
Peppers 15 109.04 1108 31.72 12.32 125 31.72 1.87 18 31.72
20 126.31 1275 30.20 13.11 133 30.20 1.81 16 30.20
10 124.84 1264 41.46 15.24 153 41.46 41.04 109 41.04
Objects 15 205.85 2083 38.85 24.64 249 38.85 4.55 45 3824
20 226.31 2286 36.23 19.68 199 36.22 2.9 128 35.80
10 113.17 1141 40.74 12.52 126 40.74 4.45 44 40.59
Rocket 15 163.55 1646 37.87 17.05 172 37.87 3.1 31 37.68
20 163.87 1644 35.49 16.16 164 35.49 2.60 25 35.42
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Table 4.6: Test Set-2: Comparison of RHAM with TM.
Comparison for CPU time recorded and the maximum iterations needed to have a
given residual as shown in the respective picture between Time Marching, RHAM1 and
RHAM2 methods.
CPU time No. of iterations used
t = 0:01
TM RHAM1 RHAM2 TM RHAM1 RHAM2
Fig.4.7 143.07 4.74 4.75 1287 29 32
Fig.4.8 22.45 4.24 4.82 205 25 33
Fig.4.9 20.03 2.19 2.21 186 9 9
Fig.4.10 97.83 6.70 7.50 929 46 53
Fig.4.11 49.48 7.22 6.45 467 49 47
Table 4.7: Test Set-2: Comparison of RHAM with AOS.
CPU time recorded for the iteration needed to have a given residual as shown in the
respective picture.
t = 0:01 t = 0:1 t = 1
CPU time
AOS RHAM1 AOS RHAM1 AOS RHAM1
Fig.4.12 593:73 22.67 47.53 10.17 13.87 2.98
Fig.4.13 175.00 12.05 53.03 3.03 6.32 2.50
Table 4.8: Test Set-2: Comparison of RHAM with AOS.
Maximum iterations needed to have a given residual as shown in the respective picture.
t = 0:01 t = 0:1 t = 1
No. of iter. used
AOS RHAM1 AOS RHAM1 AOS RHAM1
Fig.4.12 1558 59 139 39 40 4
Fig.4.13 496 31 152 4 17 2
Table 4.9: Test Set-2: Comparison of RHAM with TM.
Comparison for CPU time recorded and the maximum iteration needed to have a given
residual as shown in the respective pictures between the Time Marching, RHAM1 and
RHAM2 methods.
CPU time No. of iterations used
t = 0:01
TM RHAM1 RHAM2 TM RHAM1 RHAM2
Fig.4.14 3.4015e+04 86.19 84.25 1000 2 2
Fig.4.15(a) 2.6985e+04 85.31 82.43 800 2 2
Fig.4.15(b) 2.6985e+04 85.31 85.31 1000 2 2
Fig.4.15(c) 9525.99 527.19 549.92 28 3 3
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Chapter 5
A New Variational Model with
Dual Level Set Functions for 2-D
Selective Segmentation
As a brief note, the work presented in this chapter has already been published [129] in
the Journal of Communications in Computational Physics under the title A new varia-
tional model with dual level set functions for selective segmentation and it is coauthored
together with my supervisor Prof. Ke Chen. The model presented here is a selective
segmentation model [129] using a dual level set variational formulation. This model may
be regarded as an improved version of the Gout-Guyader [66] and Badshah-Chen [12]
models which were designed for selective segmentation under geometrical constraints
using an active contour approach.
5.1 Introduction
In the previous chapters we mentioned dierent techniques (or even detailed some of
them) developed for image segmentation such as histogram analysis and thresholding
[107, 146, 167], region growing [3, 188], edge detection active contours [10, 28, 83, 92],
region based active contours [115, 37, 39, 132, 166]. These image segmentation models
are useful for various applications when all features/objects in the whole image are to
be segmented. This kind of segmentation can not answer the simple question: \Can
we segment only one desired object among the others?". This question is common in
medical imaging of a particular organ or CCTV monitoring of a subject.
Assume that u0(x; y) is the given image dened on the rectangular 2-D domain 
.
In a selective segmentation, we hope to detect the features of image u0 that are dened
in a closed domain and are closest to the geometrical points in a set A = f(xi ; yi ) 2

; 1  i  n1g  
 consisting of n1 distinct points near the object boundary to be
detected [67, 69]. The aim of a selective segmentation is to nd an optimal contour
 L  
 that represents a closed object and best approaches the points from the set A
in some sense of minimal geometric distance. Figure 5.1 illustrates a simple example
with two objects. In this gure  G represents the boundaries of all objects in the
image while c1 and c2 similar to Chan-Vese [37] are the mean intensity of foreground
(representing all the object) and background, respectively.
Recent work by Gout and Guyader [66] and Badshah-Chen [12] proposed two dier-
ent variational models for selective segmentation. The Gout-Guyader model [69, 66] is
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Figure 5.1: Illustration of notation of selective segmentation models with n1 = 3 mark-
ers.
based on edge information of the object while the Badshah-Chen model [12] combines
an edge based model with region based information. Both models are useful and can
segment a range of images, but there are cases which appear too challenging for either.
The main challenge for these models and in general for selective image segmentation
problem is how to dierentiate one feature from another, especially when two objects
have similar or same intensities. Such an example is shown in Figure 5.2 where the in-
tensities between the triangle and the rectangle in an articial image have an extremely
small dierence and we might be interested in selecting only one of them. Another ex-
ample is with medical images (CT and MRI) which often have less contrast in image
intensities.
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Figure 5.2: (a) An image of a 2-D triangle over a rectangle with small intensity dif-
ference; (b) Plot of intensities of the image; (c) Plane cut view through the vertical
middle of the image.
To further improve on the Gout-Guyader [66] and Badshah-Chen [12] work a dual
level set selective segmentation method [129] was introduced. The method aims to
segment all objects with one level set function (global) and the selected object, which
is the closest to the geometric constraints (markers), with another level set (local). The
notation we will use is G for the global function and L for the local function. The
model is a combination of edge detection, markers distance function and active contour
without edges. Experimental results show that our model is more robust than previous
work. We remark that this model may be further speeded up by using fast marching
methods developed by Sethian [148], which were later extended in Farcadel-Guyader-
Gout [57], through evolving boundary contours in a neighbourhood of the underlying
zero level set curves. Main references for this chapter are [121, 92, 149, 38, 66, 12].
Before proceeding, we give an early clue for the comparison between Badshah-Chen
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[12] and the new model [129] presented shortly. The bottom two plots of Figure 5.3
show correctly segmented results for dual level set selective segmentation, which solves
the problem from Figure 5.2.
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Figure 5.3: Comparison of (c) by the new dual level set selective segmentation model
[129] and (b) by the Badshah-Chen model [12]. (a) given image; (b) incorrect result by
the Badshah-Chen model; (c) correct selection of the triangle by the new dual level set
model; (d) correct selection of the rectangle without triangle corner by the dual level
set model.
The rest of the chapter is organized as follows. In Section x5.2 we give a review
of the related model, Badshah-Chen [12], based on Gout-Guyader work [66]. Then in
Section x5.3 we present the proposed dual level set selective segmentation model and
derive the Euler-Lagrange equation. In Section x5.4 we describe an additive operator
splitting method for solving the PDEs. In Section x5.5 we give some experimental
results to further illustrate the improved robustness of our new model. Section x5.6
concludes the chapter.
5.2 Review of Existing Variational Selective Segmenta-
tion Models [12, 66]
Directly related to this work are the Chan-Vese [37] and Li-Xu-Gui-Fox [92] models
that are already reviewed in Chapter 3. The above models are examples of global
segmentation methods. To tackle the task of selective segmentation, these global models
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are inadequate even if we start an initial contour from within an interested object.
Below we review the selective model by Badshah-Chen [12] which is based on the
Gout-Guyader model [66, 69].
For a given image u0(x; y) dened on the rectangular domain 
, the aim of the
model is to detect the features of image u0 that are dened in a closed domain and be
the closest to the geometrical points in a set A consisting of n1 distinct points near the
object boundary to be detected [67, 66, 69]. Let   denote the boundary that separates
the two regions, 
1 the object of interest and 
2 = 
n
1 the rest of the image.
The Gou-Guyader model [69] combines the geodesic active contour model [28] with
the geometrical constraint of being close to A. An edge detector function g is used to
stop the evolving curve on edges of the objects in an image. The function g can be
dened as
g(w) =
1
1 + w2
; (5.1)
or in other forms which can be found in [28, 38, 111]. Clearly g(jru0(x; y)j) is zero
on edges in an image where w = jru0(x; y)j is large and one in at regions where w
is small. To help stop the evolving curve when approaching the points from set A a
distance function d will be required. The distance function d is dened in the following
way by Gout-Guyader [69]:
d(x; y) = distance((x; y); A) =
n1Y
i=1

1  e 
(x  xi )2
22 e
 
(y   yi )2
22

; (5.2)
for all (x; y) 2 
. Other distance functions from Section x2.6.2 have been applied in
dierent realizations, see [67, 179]. Clearly d acts locally and will be approximately 0 in
the neighborhood of points of A. Gout-Guyader model [66, 69] aims to nd a contour  
such that d ' 0 or g ' 0 along it. They proposed the following model for this purpose
min
 
F ( ) =
Z
 
d(x; y)g(jru0(x; y)j)ds: (5.3)
The contour   will stop at local minima where d ' 0 (in the neighborhood of points
for A) or g ' 0 (near object boundaries).
On the other hand the Badshah-Chen [12] model improves on (5.3) by proposing
the following model:
min
(x;y);c1;c2
F ((x; y); c1; c2);
where
F ( ; c1; c2) = 
R
  d(x; y)g(jru0(x; y)j)ds+
1
R
inside( ) ju0(x; y)  c1j2dxdy + 2
R
outside( ) ju0(x; y)  c2j2dxdy;
essentially adding two region-based terms weighted by 1 and 2 to equation (5.3). The
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level set formulation of the functional (5.4) is:
min
(x;y);c1;c2
F ((x; y); c1; c2) = 
Z


d(x; y)g(jru0(x; y)j)jrH((x; y))jdxdy
+ 1
Z


ju0(x; y)  c1j2H((x; y))dxdy
+ 2
Z


ju0(x; y)  c2j2(1 H((x; y)))dxdy; (5.4)
where H is the Heaviside function.
Since the Heaviside function is not dierentiable at the origin, we consider the
regularized version of H denoted by H and the corresponding  by  as explained in
Subsection x3.4.8. Then the minimization problem (5.4) becomes
min
(x;y);c1;c2
F((x; y); c1; c2) = 
Z


W((x; y))jr(x; y)jdxdy +
1
Z


ju0(x; y)  c1j2H((x; y))dxdy+
2
Z


ju0(x; y)  c2j2(1 H((x; y)))dxdy; (5.5)
where W = d(x; y)g(jru0(x; y)j). Keeping (x; y) xed and minimizing with respect
to c1 and c2, one gets the following equations for computing c1 and c2
c1((x; y)) =
R

 u0(x; y)H((x; y))dxdyR

H((x; y))dxdy
(5.6)
if
R

H((x; y))dxdy > 0 (i.e if the curve has a nonempty interior in 
), and
c2((x; y)) =
R

 u0(x; y)(1 H((x; y)))dxdyR

(1 H((x; y)))dxdy
(5.7)
if
R

(1 H((x; y)))dxdy > 0 (i.e if the curve has a nonempty exterior in 
). Finally
keeping c1 and c2 xed, one can minimize (5.5) with respect to (x; y) and derive the
following Euler-Lagrange equation
()r 

W
r
jrj

  ()(1(u0(x; y)  c1)2   2(u0(x; y)  c2)2) = 0; in 

(5.8)
with W
()
jrj
@
@~n
= 0; on @
:
Even though this model improves the Gout-Guyader [69] model as shown in the Badshah-
Chen [12] paper there are still cases when the models will fail and for this reason new
models are needed.
5.3 Dual Level Set Selective Segmentation Variational Model
The dual level set selective segmentation model [129] is motivated by the fact that the
region-based terms in Badshah-Chen model [12] essentially carry out a global segmen-
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tation while the region-based terms are required for local segmentation, i.e. selection.
A closer look at the generalized Badshah-Chen model (5.4) reveals that the model
might tend to include inside the contour   unwanted objects which have similar inten-
sity values c1 to the selection object, and fail in this way. The other tting value c2
keeps changing as it is not well-dened during an evolving process. This suggests that
the model might not have a unique solution. To this end, a dual level set approach is
proposed [129], where G and L are respectively used to carry out global and local
segmentation.
Given image u0(x; y), we denote  G = @
G in 
 the global evolving curve for
locating all features 
G of image u0 and the desired selective curve by  L = @
L in

, where we naturally assume 
L is contained in 
G. Thus we have inside( L) =

L; outside( L) = 
n
L; inside( G) = 
G; outside( G) = 
n
G. The two zero level
set functions L(x; y) and G(x; y) are dened such that8>>><>>>:
 L = @
L = f(x; y) 2 
L
 L(x; y) = 0g
inside( L) = 
L = f(x; y) 2 
L
 L(x; y) > 0g
outside( L) = 
n
L = f(x; y) 2 
L
 L(x; y) < 0g;8>>><>>>:
 G = @
G = f(x; y) 2 

 G(x; y) = 0g
inside( G) = 
G = f(x; y) 2 

 G(x; y) > 0g
outside( G) = 
n
G = f(x; y) 2 

 G(x; y) < 0g:
In this way we replace the unknown quantities  L by L and  G by G shortly. To
explore possible advantages of having an enlarged domain of 
G within a distance of 
away, we dene

G; = f(x; y) 2 

 G(x; y) >  g;
where the parameter   0 will be taken as 0 or 3. Note 
L  
G  
G;  
.
Then realizing the idea of looking at all features of 
G in the whole image domain

 and the selective features 
L in the local domain 
G, our new variational model is
the following
min
 L; G;c1;c2
F ( L; G; c1; c2) =
1
Z
 L
d(x; y)g(jru0(x; y)j)ds + 2
Z
 G
g(jru0(x; y)j)ds +
1G
Z
inside( G)
ju0(x; y)  c1j2dxdy +
2G
Z
outside( G)
ju0(x; y)  c2j2dxdy +
1
Z
inside( L)
ju0(x; y)  c1j2dxdy +
2
Z
outside( L)\inside( G)
ju0(x; y)  c1j2dxdy +
3
Z
outside( L)\outside( G)
ju0(x; y)  c2j2dxdy;
(5.9)
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where
g(jru0(x; y)j) = 1
1 + jrG(x; y)  u0(x; y)j2
; (5.10)
1 ; 2 ; 1G; 2G; 1; 2; 3 are all positive parameters, d(x; y) is a distance function
from the given geometric markers in set A as dened in [12]. Here G(x; y) u0(x; y) is
a smooth version of u0(x; y), with Gaussian G(x; y) = 
 1=2e jx2+y2j=4, to deal with
possible noise (in our experiments for the image with strong noise,  is taken 1=2).
To avoid re-initialization new terms similar to P () in Li-Xu-Gui-Fox [92] model,
which is already reviewed in Chapter 3, will automatically scale both level set functions
L(x; y) and G(x; y). We emphasize that the rst term in the introduced minimization
functional constrains the search domain for computing the weighted length of  L to

G; instead of 
 and we haveZ
 L
d(x; y)g(jru0(x; y)j)ds =
Z


d(x; y)g(jru0(x; y)j)jrH(L(x; y))dxdy
=
Z

G;
d(x; y)g(jru0(x; y)j)jrH(L(x; y))dxdy
=
Z


d(x; y)g(jru0(x; y)j)jrH(L(x; y))jH(G(x; y) + )dxdy:
With a regularized Heaviside, equation (5.9) can be rewritten as
min
L(x;y);G(x;y);c1;c2
F(L(x; y); G(x; y)c1; c2) =
1
Z


d(x; y)g(jru0(x; y)j)(L(x; y))jrL(x; y)jH(G(x; y) + )dxdy +
L
2
Z


(jrL(x; y)j   1)2dxdy +
2
Z


g(jru0(x; y)j)(G(x; y))jrG(x; y)jdxdy +
G
2
Z


(jrG(x; y)j   1)2dxdy +
1G
Z


ju0(x; y)  c1j2H(G(x; y)dxdy +
2G
Z


ju0(x; y)  c2j2(1 H(G(x; y))dxdy +
1
Z


ju0(x; y)  c1j2H(L(x; y)dxdy +
2
Z


ju0(x; y)  c1j2(1 H(L(x; y))H(G(x; y)dxdy +
3
Z


ju0(x; y)  c2j2(1 H(L(x; y))(1 H(G(x; y))dxdy:
(5.11)
Here L and G are positive. For brevity, we use d; u0; L; G to denote d(x; y);
u0(x; y); L(x; y) and G(x; y), respectively.
Keeping  xed and minimizing with respect to c1 and c2, we have the following
equations for computing c1 and c2:
c1 =
1G
R

 u0H(G)dxdy + 1
R

 u0H(L)dxdy + 2
R

 u0(1 H(L))H(G)dxdy
1G
R

H(G)dxdy + 1
R

H(L)dxdy + 2
R

(1 H(L))H(G)dxdy
;
(5.12)
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c2 =
2G
R

 u0(1 H(G))dxdy + 3
R

 u0(1 H(L))(1 H(G))dxdy
2G
R

(1 H(G))dxdy + 3
R

(1 H(L))(1 H(G))dxdy
; (5.13)
if we assume that G(x; y) has neither empty interior nor empty exterior.
Keeping c1 and c2 xed, we minimize (5.11) with respect to L(x; y) and G(x; y).
We rst minimize F with respect to L by using the Ga^teaux derivatives to nd the
rst variation of the functional F with respect to L
lim
h!0
d
dh

F(L + h ; c1; c2)

= 0
) 1
d
dh
Z


dg(jru0j)(L + h )jr(L + h )jH(G + )dxdy

h=0
+
L
2
d
dh
Z


(jrL + h j   1)2dxdy

h=0
+
d
dh
Z



1ju0   c1j2H"(L + h ) + 2ju0   c1j2(1 H"(L + h ))H"(G) +
3ju0   c2j2(1 H"(G))(1 H"(L + h ))

dxdy

h=0
= 0
)
1
Z


dg(jru0j)H(G + )

jr(L + h )j d
dh
(L + h ) +
(L + h )
d
dh
jr(L + h )j

dxdy

h=0
+
L
2
Z


2(jrL + h j   1) d
dh
(jrL + h j)dxdy

h=0
+
+
Z



1(u0(x; y)  c1)2"(L + h )  
2(u0(x; y)  c1)2H"(G)"(L + h )  
3(u0(x; y)  c2)2(1 H"(G))"(L + h ) 

dxdy

h=0
= 0
i.e. with W = dg(jru0j)
1
R

WH(G + )

0(L)jrLj + (L) rLjrLj  r 

dxdy+
L
R

(jrLj   1) rLjrLj  r dxdy+R

 (L)

1(u0   c1)2   2(u0   c1)2H"(G)  3(u0   c2)2(1 H"(G))

 dxdy = 0
or
1
R

WH(G + )
0
(L)jrLj dxdy + 1
R

WH(G + )(L)
rL
jrLj  r dxdy+
L
R

(jrLj   1) rLjrLj  r dxdy+R

 (L)

1(u0   c1)2   2(u0   c1)2H"(G)  3(u0   c2)2(1 H"(G))

 dxdy = 0
where  is a test function of the same type as L. Applying Green's identityZ


vr  ~wdx =  
Z


rv  ~wdx+
Z
@

v ~w  ~nds
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to the middle two integrals of (5.3) with  = v, by taking ~w =WH(G)+)
(L)
jrLjrL
for the second integral and ~w = (jLj   1) rLjrLj for the third integral, we rewrite them
respectively asZ


WH(G + )(L)
rL
jrLj  r dx =  
Z


r 

WH(G + )
(L)
jrLj r

 dxdy+Z
@

WH(G + )
(L)
jrLj
@L
@~n
 ds;
Z


(jLj   1) rLjrLj  r dx =  
Z


r 

(jLj   1) rLjrLj

 dxdy+Z
@

(jLj   1) 1jrLj
@L
@~n
 ds;
where rL  ~n = @L@~n : Thus equation (5.3) becomes8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
1
Z


WH(G + )
0
(L)jrLj dxdy + 1
Z
@

WH(G + )
(L)
jrLj
@L
@~n
 ds
 1
Z


r 

(L)WH(G + )
rL
jrLj

 dxdy +
L
Z
@

(jLj   1) 1jrLj
@L
@~n
 ds  L
Z


r 

(jLj   1) rLjrLj

 dxdy +Z


(L)

1(u0(x; y)  c1)2   2(u0(x; y)  c1)2H"(G)  
3(u0(x; y)  c2)2(1 H"(G))

 dxdy = 0;
)
8>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>:
1
Z


WH(G + )
0
(L)jrj dxdy +
1
Z
@

WH(G + )
(L)
jrLj
@L
@~n
 ds  
1
Z


(L)r 

WH(G + )
rL
jrLj

 dxdy  
1
Z


0(L)WH(G + )rL 
rL
jrLj dxdy+
L
Z
@

(jLj   1) 1jrLj
@L
@~n
 ds  L
Z


r 

(jLj   1) rLjrLj

 dxdy +Z


(L)

1(u0(x; y)  c1)2   2(u0(x; y)  c1)2H"(G)  
3(u0(x; y)  c2)2(1 H"(G))

 dxdy = 0:
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This gives8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
 1
Z


(L)r 

WH(G + )
rL
jrLj

 dxdy  
L
Z


r 

(jLj   1) rLjrLj

 dxdy+
1
Z
@

WH(G + )
(L)
jrLj
@L
@~n
 ds+ L
Z
@

 (jLj   1) 1jrLj
@L
@~n
 ds+Z


(L)

1(u0(x; y)  c1)2   2(u0(x; y)  c1)2H"(G) 
3(u0(x; y)  c2)2(1 H"(G))

 dxdy = 0:
As this holds for all test functions  , we have the following Euler-Lagrange equation
for L:8>>>>>>>><>>>>>>>>:
1(L)r 

WH(G + )
rL
jrLj

+ Lr 

(1  1jrLj)rL

+
(L)

  1(u0(x; y)  c1)2 + 2(u0(x; y)  c1)2H"(G)+
3(u0(x; y)  c2)2(1 H"(G))

= 0; in 

@L
@~n = 0 on @
;
(5.14)
where boundary conditions 1WH(G+)
(L)
jrLj
@L
@~n = 0 and L(jLj 1) 1jrLj
@L
@~n = 0
reduce to Neumann boundary condition. In the same way we may derive the Euler-
Lagrange equation for G.
In equations for G and L, balloon terms such as W jrLj and g(x; y)jrGj
respectively, can be added to speed up convergence. The nal equations of G and L
can be written in the form8>>>>>>>><>>>>>>>>:
1(L)r 

WH(G + )
rL
jrLj

+ Lr 

(1  1jrLj)rL

+
(L)

  1(u0(x; y)  c1)2 + 2(u0(x; y)  c1)2H"(G)+
3(u0(x; y)  c2)2(1 H"(G))

+ W (x; y)jrLj = 0; in 

@L
@~n = 0 on @
;
(5.15)
and8>>>>>>>>>>>><>>>>>>>>>>>>:
2(G)r 

g(x; y)
rG
jrGj

+ Gr 

(1  1jrGj)rG

+
(G + )

  1W (x; y) jrH"(L)j

+
(G)

  1G(u0(x; y)  c1)2 + 2G(u0(x; y)  c2)2   2(u0(x; y)  c1)2(1 H(L))
+ 3(u0(x; y)  c2)2(1 H(L)

+ g(x; y)jrGj = 0; in 

@G
@~n = 0 on @
:
(5.16)
By freezing the nonlinear coecients in equations (5.15) and (5.16) we get linearized
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systems of equations which can be solved by a xed point method. Since the drawback
of this method is the computational cost of the associated linear system for large images,
we develop a fast method similar to [171, 12, 69, 174].
5.4 An Additive Operator Splitting Algorithm
In the following we develop an additive operator splitting (AOS) method [104, 174] for
(5.15) and (5.16), by considering rst the following related parabolic equations:8>>>>>>>>>>>><>>>>>>>>>>>>:
L(x; y; 0) = 
0
L(x; y)
@L
@t
= 1(L)r 

WH(G + )
rL
jrLj

+ Lr 

(1  1jrLj)rL

+
(L)

  1(u0(x; y)  c1)2 + 2(u0(x; y)  c1)2H"(G) +
3(u0(x; y)  c2)2(1 H"(G))

+ W (x; y)jrLj;
@L
@~n

@

= 0;
(5.17)8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
G(x; y; 0) = 
0
G(x; y)
@G
@t
= 2(G)r 

g(x; y)
rG
jrGj

+ Gr 

(1  1jrGj)rG

+
(G + )

  1W (x; y) jrH"(L)j

+ g(x; y)jrGj +
(G)

  1G(u0(x; y)  c1)2 + 2G(u0(x; y)  c2)2 
2(u0(x; y)  c1)2(1 H(L)) + 3(u0(x; y)  c2)2(1 H(L))

;
@G
@~n

@

= 0:
(5.18)
Denoting
fL = (L)

  1(u0(x; y)  c1)2 + 2(u0(x; y)  c1)2H"(G)+
3(u0(x; y)  c2)2(1 H"(G))

+ W (x; y)jrLj;
fG = (G + )

  1W (x; y)H"(L)

+ delta(G)

  1G(u0(x; y)  c1)2+
2G(u0(x; y)  c2)2   2(u0(x; y)  c1)2(1 H(L))+
3(u0(x; y)  c2)2(1 H(L))

+ g(x; y)jrGj
FL =
WH(G + )
jrLj ; FG =
g
jrGj ; EL = 1 
1
jrLj ; EG = 1 
1
jrGj ;
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the equations (5.18) and (5.17) can be written in the compact form:8>>>>><>>>>>:
@L
@t
= 1(L)r  (FLrL) + Lr  (ELrL) + fL =
1(L)(@x(FL@xL) + @y(FL@yL)) + L(@x(EL@xL) + @y(EL@yL)) + fL;
@G
@t
= 2(G)r  (FGrG) + Gr  (EGrG) + fG =
2(G)(@x(FG@xG) + @y(FG@yG)) + G(@x(EG@xG) + @y(EG@yG)) + fG:
(5.19)
Since G and L depend on each other and the coecients contain the nonlinearities,
we have to iterate the above equations. Note that both equations in (5.19) are of similar
self-adjoint forms. In the following it is sucient to consider how to solve the second
equation:
@G
@t
= 2(G)(@x(FG@xG) + @y(FG@yG))+
G(@x(EG@xG) + @y(EG@yG)) + fG:
(5.20)
Discretizing with spatial step size h1 = h2 = h = 1 and writing ; F;E, after drop-
ping the subscripts in G; FG; EG, equation (5.20) leads to the semi-implicit equation
in the x-coordinate direction
k+1i;j   ki;j
24t = 2(i)

(
F ki;j + F
k
i+1;j
2h2
)(k+1i+1;j   k+1i;j )  (
F ki;j + F
k
i 1;j
2h2
)(k+1i;j   k+1i 1;j)

+
G

(
Eki;j + E
k
i+1;j
2h2
)(k+1i+1;j   k+1i;j )  (
Eki;j + E
k
i 1;j
2h2
)(k+1i;j   k+1i 1;j)

+
1
2
fi;j ;
) k+1i;j = ki;j + 24t(w1k+1i+1;j   w2k+1i;j + w3k+1i 1;j) +4tfi;j ; (5.21)
with
w1 = 2(i;j)
F ki;j + F
k
i+1;j
2h2
+ G
Eki;j + E
k
i+1;j
2h2
;
w2 = 2(i;j)
F ki 1;j + 2F
k
i;j + F
k
i+1;j
2h2
+ G
Eki 1;j + 2E
k
i;j + E
k
i+1;j
2h2
;
w3 = 2(i;j)
F ki;j + F
k
i 1;j
2h2
+ G
Eki;j + E
k
i 1;j
2h2
:
(5.22)
Similarly, in the y-coordinate direction, one gets
) k+1i;j = ki;j + 24t( w1k+1i;j+1   w2k+1i;j + w3k+1i;j 1) +4tfi;j : (5.23)
In the spirit of AOS, we solve the decoupled system of equations (5.21) and (5.23) with
time step 24t respectively in the x; y-direction and then average the two solutions with
the result equivalent to solving a coupled semi-implicit system with time step 4t. In
matrix notation, equations (5.21) and (5.23) can be written as:
(I   24tAl(k))k+1l = f^k; for l = 1; 2 : k+1 =
1
2
2X
l=1
k+1l ; k = 0; 1; : : : ;
where f^k = k +4tfk, I is the identity matrix and Al is a tridiagonal matrix respec-
tively for l = 1; 2 consisting of fw1; w2; w3g and f w1;  w2; w3g (adjusted at boundary
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nodes).
5.5 Experimental Results
In order to illustrate the robustness of our new proposed model further numerical results
will be applied in a range of articial, synthetic and real images, with dierent types of
contours and shapes. Our work will also be compared with Badshah-Chen [12] model.
We will see that for problems which can be solved by both models, our method is less
dependent on the choice of regularized Heaviside functions while there exist some cases
where the latter method does not work.
In our numerical experiments, we generally choose two image sizes n = 128; 256 and
the parameters as follows:
1G = 1; 2G = 1; 1 = 1; 2 = 1; 3 = 1;  = 4; h = 1 (the step space),
4t = 0:1 or 0:01 (the time step),  = 0:001,
L = 0:4, G = 0:4, 1 = n
2=10, 2 = n
2=10
(if a given image has no noise, then all  parameters can be chosen smaller). The initial
global level set, placed as a circle, has the form
0G =
q
(x  x0G)2 + (y   y0G)2   r0G;
where (x0G; y
0
G) is the centre of the circle, usually at the center of 
 and r
0
G = n=5 the
radius, and the initial local level set is placed similarly as
0L =
q
(x  x0L)2 + (y   y0L)2   r0L;
where (x0L, y
0
L) is the centre of the markers in set A and the radius r
0
L is the min-
imum distance of the markers r0L = mina 6=b jjpa   pbjj ; where pa; pb 2 A; here x0L =P
x-comp of markers
no. of markers , y
0
L =
P
y-comp of markers
no. of markers . Since the approximated Heaviside functions
can be grouped into two: big or small support in the interval [ ; ], see Chapter 3, we
consider one for each group here.
H1(z) =
8<:
0 z <  
1
2

1 + z +
1
 sin(
z
 )
 jzj 
1 z > 
; 1(z) =
8<:
0 z <  
1
2

1
 +
1
 cos(
z
 )
 jzj 
1 z > 
;
H2(z) =
1
2
(1 +
2

arctan(
z

)); 2(z) =
1
(1 + x2=2)
;
As explained in x2.2.3, H2 has a bigger support in the interval [ ; ], which means
that a moderately large  may lead to spurious results.
In test comparisons, the initial local level set initialization and the choices of pa-
rameters are the same for the Badshah-Chen method [12].
Note: As far as selective segmentation is concerned, easier problems refer to those
images where the selective target is well separated from all other nearby features; in the
extreme case where the separation distance is extremely large and the target feature is
of a simple convex shape, one may even use the non-selective models such as [39, 92]
by starting evolving contours near the geometric markers.
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5.5.1 Test Set 1 | robustness of the new model
First we show some easier problems referring to those images where the selective target
is well separated from all other nearby features. Numerical results of our new method
for segmenting 8 dierent images will be shown.
The top left image in Figure 5.4 shows an image with many features where the spiral
was the aim of detection. The top right image shows results of all features captured
by our global level set, and the last images show the segmentation result of the spiral
using 3 geometric markers.
In Figure 5.5, we test the model on a real CT image where the right kidney is to
be selected; again the bottom two images show the correctly segmented organ, using 3
geometric markers.
Figure 5.6, shows three test results (of an articial ower, the cameraman and a
cell image) by our model; clearly our selection model delivers good results.
Finally Figure 5.7 shows three more results obtained from segmentation of images
with strong noise or smooth contours. Again our model gives the correctly segmented
results satisfying the expected selection requirement.
5.5.2 Test Set 2 | comparison of segmentation of easier problems
For easy problems, cases where the separation distance is of more than 3 pixels away
and the target feature is of a simple convex shape, one may rely on the Badshah-Chen
[12] or Gout-Guyader [67, 69] models by starting evolving contours near the geometric
markers. Here we compare our model with Badshah-Chen [12] for three easier problems
as shown in Figures 5.8, 5.9, 5.10. Comparative results between [12] and [67, 69] can
be found in [12]. For the test results in Figure 5.10, although both models give almost
identical segmentation using H1, the Badshah-Chen method is more sensitive to the 
parameter choice for the regularized Heaviside H2; specically our model would work
for  = 0:01, or  = 1 while the Badshah-Chen method must use the smaller parameter
(otherwise redundant features are captured).
5.5.3 Test Set 3 | comparison of segmentation of harder problems
In this set of 4 test problems we consider harder and more challenging cases. In this
set the separation distance between features is small or the intensity dierence between
features and background is small. In these dicult cases, the previous models from
[12, 67, 69] will not work. The experimental results from these methods will be shown
in each of these examples. Figures 5.11, 5.12, 5.13 and 5.14 show four respective images
and their segmented results of one feature; in each case, the top line of images shows
the results of [12] which are not correct due to inclusion of redundant features in the
selective segmentation and the bottom line shows the correctly segmented results by
our new model. Clearly our model is robust.
5.5.4 Test Set 4 | necessity of a selection model
Here we show one nal experiment of a selective segmentation model in clear contrast
to other widely known methods for global segmentation.
In Figure 5.15, we compare three sets of usual segmentation results with our selective
segmentation result. Here the image in Figure 5.15 (a) is the original image, given with
the markers indicating where the feature is to be extracted. First (a) is segmented by
141
the Chan-Vese [39] algorithm to obtain the segmented image in Figure 5.15 (b). Then
two cropped and smaller images (c)-(d) of Figure 5.15 (a) are respectively segmented to
give the results in (e)-(f). Finally our proposed method gives the correctly segmented
result in Figure 5.15 (g)-(h).
Clearly one observes the correct segmentation in such situations where selection is
required and which only can be delivered by a selective model such as ours.
5.6 Conclusions
Selective image segmentation is an important and practical problem in image process-
ing, where only certain image features dened by geometric constraints are desired. In
this chapter we presented a new variational model with two level set functions (one
for global segmentation and the other for local and selective segmentation) for reliable
segmentation, improving on two related models proposed recently. An ecient AOS
algorithm for solving and helping speed up the dual level set model has been developed.
Numerical experiments conrmed that the new model delivers similar results for easier
problems to old models [12] and equally reliable results for harder problems where old
models fail.
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Figure 5.4: Problem 1 of Test Set 1 by the new model | Successful detection of the
spiral in a clean and synthetic image with 3 markers. (a) Initial zero level set contours
with dt = 0:1 (n=128); (b) Successful global segmentation by the New model; (c-d)
Successful local segmentation and the segmented feature. CPU time= 56:3 seconds.
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Figure 5.5: Problem 2 of Test Set 1 by the new model | Successful detection of the
right kidney in a real CT image with 3 markers. (a) Initial zero level set contours
with dt = 0:01 (n=128); (b) Successful global segmentation by the New model; (c-d)
Successful local segmentation and the segmented feature. CPU time= 69:1 seconds.
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Figure 5.6: Problems 3-5 of Test Set 1 by the new model | (a) Successful detection
of the ower in a clean and synthetic image with 3 markers; (b) cameraman in a clean
and real image with 3 markers; (c) one cell in a real image with 3 markers. Here we
take dt = 0:1 (n=256). The rst row shows the selected object using 3 markers, the
second row the nal global level set selection and the third row the selected feature.
CPU time 120:4, 138:2 and 517:8 seconds respectively.
144
50 100 150 200 250
50
100
150
200
250
(a)
50 100 150 200 250
50
100
150
200
250
(b)
50 100 150 200 250
50
100
150
200
250
(c)
50 100 150 200 250
50
100
150
200
250
(d)
50 100 150 200 250
50
100
150
200
250
(e)
50 100 150 200 250
50
100
150
200
250
(f)
50 100 150 200 250
50
100
150
200
250
(g)
50 100 150 200 250
50
100
150
200
250
(h)
50 100 150 200 250
50
100
150
200
250
(i)
Figure 5.7: Problems 6-8 of Test Set 1 by the new model | (a) Successful detection of
one coin in a strong noise image with 3 markers; (b) one cell in a real image of mouse
embryonic stem cells with 3 markers; (c) selection of the main galaxy with 3 markers.
Here we take dt = 0:01 (n=256). The rst row shows the selected object from using
3 markers, the second row the nal global level set selection and the third row the
selected feature. CPU time 221:2, 885:0 and 183:3 seconds respectively.
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Figure 5.8: Problem 1 in Test Set 2: Identical results by [12] (top row) and this model
(bottom row). (a) Initial zero level set contours with dt = 0:01 (n=256); (b-c) Successful
result and the selected feature with [12], with CPU time= 48:5 seconds; (d) Successful
global segmentation by the New model; (e-f) Successful local segmentation of the box
with 4 markers by the New model, with CPU time= 117:6 seconds.
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Figure 5.9: Problem 2 in Test Set 2: Identical results by [12] (top row) and this model
(bottom row). (a) Initial zero level set contours with dt = 0:1 (n=256); (b-c) Successful
result and the selected feature with [12], with CPU time= 50:7 seconds; (d) Successful
global segmentation by the New model; (e-f) Successful local segmentation of the cross
with 4 markers by the New model, with CPU time= 118:8 seconds.
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Figure 5.10: Problem 3 in Test Set 2: Identical results by [12] (top row) and this model
(bottom row). (a) Initial zero level set contours with dt = 0:1 (n=256); (b-c) Successful
result and the selected feature with [12], with CPU time= 62:7 seconds; (d) Successful
global segmentation by the New model; (e-f) Successful local segmentation of the knee
cap with 4 markers by the New model, with CPU time= 142:3 seconds.
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Figure 5.11: Test Set 3 { Comparative results for Problem 1: (a) Initial zero level set
contours with dt = 0:1 (n=256); (b) Unsuccessful result by [12] model; (c) Redundant
features selected with [12]; (d) Successful global segmentation by the New model; (e-f)
Successful local segmentation of the right kidney with 3 markers with the New model,
CPU time= 173:1 seconds.
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Figure 5.12: Test Set 3 { Comparative results for Problem 2: (a) Initial zero level set
contours with dt = 0:01 (n=128); (b) Unsuccessful result by [12] model; (c) Redundant
shapes selected with [12]; (d) Successful global segmentation by the New model; (e-
f) Successful local segmentation of a non-convex shape with 3 markers with the New
model, CPU time= 49:2 seconds.
148
50 100 150 200 250
50
100
150
200
250
(a)
50 100 150 200 250
50
100
150
200
250
(b)
50 100 150 200 250
50
100
150
200
250
(c)
50 100 150 200 250
50
100
150
200
250
(d)
50 100 150 200 250
50
100
150
200
250
(e)
50 100 150 200 250
50
100
150
200
250
(f)
Figure 5.13: Test Set 3 { Comparative results for Problem 3: (a) Initial zero level set
contours with dt = 0:01 (n=256); (b) Unsuccessful result by [12] model; (c) Redundant
cells selected with [12]; (d) Successful global segmentation by the New model; (e-f)
Successful local segmentation of a single cell with 3 markers with the New model, with
CPU time= 217:1 seconds.
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Figure 5.14: Test Set 3 { Comparative results for Problem 4: (a) Initial zero level set
contours with dt = 0:01 (n=256); (b) Unsuccessful result by [12] model; (c) Redundant
cells selected with [12]; (d) Successful global segmentation by the New model; (e-f)
Successful local segmentation of a cell with 3 markers with the New model, with CPU
time= 178:1 seconds.
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Figure 5.15: Test Set 4 { Comparative results for Problem 4: (a) Given image with the
markers set (n=256); (b) Result by [39] model; (c-d) Cropped image size 128128 and
64 64; (e-f) Segmentation by [39] model; (g-h) Successful segmentation of the object
with the New model.
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Chapter 6
A Three-dimensional Variational
Model for Local Segmentation
This chapter presents a dual level set selective segmentation model that is capable of
automatically capturing a local feature/object of interest in three dimensions. This will
be an extension of the 2-D model already discussed in Chapter 5. Numerical tests show
that the proposed model is robust in locally segmenting complex image structures.
6.1 Introduction
Various models, algorithms and techniques in 2-D may be generalized to the 3-D case,
e.g. methods based on 2-D level set active contours may be generalized to 3-D level set
active surfaces [40, 176, 180]. These methods have been widely used and successful for
many applications where all features/objects in a given image have to be segmented.
However, as shown in Chapter 5 there are some other applications where the selection
of one feature/object among many is required. This kind of problem leads to a new
and challenging task of selective segmentation.
There exist only a few works for selective segmentation in 3-D which are interactive
methods or semi-automatic. In a similar way to 2-D selective segmentation these meth-
ods are based on active contours [12, 69, 177], which for a proper selection of the initial
curve lead to convergence to the aimed object. Since many application elds such as
medical imaging, geological surveying and computational uid dynamics can greatly
benet from 3-D selective segmentation, we nd task of the moment to investigate the
suitability of generalized 3-D selection models.
In this chapter we will rst show a generalized 3-D selective segmentation model
based on Badshah-Chen level set technique [12]. We then propose an improved model
for a more robust solution of the selective segmentation problem using dual level set
selective segmentation. In each case, by creating an initial surface in the target image
and evolve regions of interest to reach the intended target object.
The rest of the chapter is organized as follows. We shall rst start with a review
of the Chan-Vese image segmentation model in 3-D in Section x6.2. Then in Section
x6.3 we extend the 2-D selective segmentation Badshah-Chen model [12] into 3-D and
develop an AOS method for solving the underlying PDE. Some successful numerical
results and comparison with Gout-Guyader model [69] are shown to indicate that this
method can be useful. In Section x6.4 we develop a 3-D dual level set selective segmen-
tation model and describe an AOS algorithm for subsequent solutions. Section x6.5
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shows further experimental results to demonstrate the advantages of the dual level set
selective segmentation model over the generalized Badshah-Chen and Gout-Guyader
model in 3-D. Both synthetic and real images are used. The last Section x6.6 concludes
the chapter.
6.2 Review of the Chan-Vese Image Segmentation Model
in 3-D
We now review the Chan-Vese model [37, 39] in the 3-D framework. Given image
Z : 
  R3 ! R, let    
 be a 2-D surface internal boundary in 
 that separates 

into two subregions, features and their background, with 
 = inside( )[ [outside( ).
The Chan-Vese model in 3-D nds the desired interface   by minimization of the energy
functional [39]:
F ( ; c1; c2) = 
Z
 
ds+1
Z
inside( )
jZ(x)  c1j2dx+2
Z
outside( )
jZ(x)  c2j2dx; (6.1)
where c1; c2 are respectively the (unknown) mean intensities of the two subregions.
Representing   by the zero level set Lipschitz function  : 
! R8<:
  = @! = f(x; y; z) 2 
  (x; y; z) = 0g;
inside( ) = f(x; y; z) 2 
  (x; y; z) > 0g;
outside( ) = f(x; y; z) 2 
  (x; y; z) < 0g;
and denoting the regularized Heaviside function and Delta function [37] respectively as
H(x) =
1
2

1 +
2

arctan(
x

)

; (x) = H
0
(x) =

(2 + x2)
; (6.2)
the minimization of the regularized functional F(; c1; c2) of F (; c1; c2) is
F((x); c1; c2) = 
Z




(x)

jr(x)jdx+ 1
Z


jZ(x)  c1j2H()dx
+ 2
Z


jZ(x)  c2j2(1 H())dx; (6.3)
For xed c1 and c2, this yields the following Euler-Lagrange equation for :8<: ((x))
h
div
 r(x)
jr(x)j

  1(Z(x)  c1)2 + 2(Z(x)  c2)2
i
= 0 in 
;
()
jrj
@
@~n = 0 on @
;
(6.4)
where ~n denotes the unit normal exterior and @@~n is the normal derivative of  at @
.
The segmented image is generated by
u(x) = H((x))c1 + (1 H((x)))c2:
A time marching method that can be used to solve (6.4) brings us to the solution of
the following parabolic equation
@
@t
= ()
h
div
 r
jrj

  1(Z(x)  c1)2 + 2(Z(x)  c2)2
i
; (6.5)
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with Neumann boundary conditions. For a suciently small time step t, one attempts
to compute limt!1 (x; y; z; t) = (x; y; z). To speed up the convergence fast methods
can be developed such as the AOS method [171, 106, 175], or a multigrid method
[160, 180]. Figure 6.1 and 6.2 show a successfully segmented image with the Chan-Vese
model in 3-D.
Although one expects the CV model to be able to extract one object, such as one
sphere in Figure 6.2, given a local initialization, in fact it can fail to do so in this
example because all spheres are close to each other and have the same intensity c1.
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(a) The initial level set
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(b) Several slices of the
segmented object
(c) Level set after the pro-
cessing
Figure 6.1: Result of segmenting a 3D CT brain data set in the resolution of 646464
with dt = 0:1, 1 = 2 = 1, = 1, and 40 iterations.
(a) Given 3-D volumet-
ric objects
slice number64x−y plane slice slice number42x−z plane slice
slice number42y−z plane image
(b) in yellow a 2-D pro-
jection of the rst initial-
ization level set near one
object
slice number64x−y plane slice slice number42x−z plane slice
slice number42y−z plane image
(c) segmented object
view from xy, yz and zx
plan;
(d) The constructed 3-
D Object after segmen-
tation
Figure 6.2: Results of segmenting an articial geometrical image of resolution 128 
128 128 with 4 spheres. The time marching time step is dt = 0:01 with 1 = 2 = 1
in 100 iterations.
6.3 A Generalized Badshah-Chen Model in 3-D
Similar to how the 3-D Chan-Vese model is generalized from its original 2-D formula-
tion, we can generalize the Badshah-Chen 2-D selective segmentation method [12] to
selective segmentation in 3-D and assess its eectiveness. We have to remind that in
comparison with Gout-Guyader [69] the Badshah-Chen model [12] has the presence of
a region tting term added by Badshah-Chen.
Let us dene a cuboid domain 
 and some given geometrical points in a set A =
fwi = (xi ; yi ; zi ) 2 
; 1  i  n1g  
 consisting of n1 distinct points near the
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object   [67, 69, 12]. In a selective segmentation, we hope to detect the features
Z(x; y; z) that are dened in a closed domain which is the closest to A.
6.3.1 Badshah-Chen Time Marching Model in 3-D
The edge detector g(Z(x)) and the distance function d(x) are two quantities used in the
Badshah-Chen [12] model with the property that they approach zero when x = (x; y; z)
is near  , and is large when away from it. Similar to the edge detector function g used
in 2-D models [12, 28, 67], we can dene the 3-D version as
g(Z(x)) =
1
1 + jrG(x)  Z(x)j2 ; (6.6)
where G(x) =
1p
2
e jx2j=22 is a Gaussian kernel function with  > 0 and the lo-
calization property that G(Z) decreases and approaches zero as jrZj increases. G
is needed when the given image Z has some noise (usually we take in case of noise
 = 1=2); otherwise it is not needed. Similar to 2-D we dene the 3-D distance func-
tion d in the following way:
d(x) = distance(x;A) =
n1Y
i=1

1  e 
(x  xi )2
22

; 8(x) 2 
; (6.7)
where  is a positive constant. Clearly d acts locally and will be approximately 0 in
the neighborhood of points of A. The aim is to nd a surface   such that d ' 0 or
g ' 0 along it.
The generalized Badshah-Chen selective segmentation can be written in the follow-
ing way:
min
 ;c1;c2
F ( ; c1; c2) =
Z
 
d(x)g(jrZ(x)j)ds+
1
Z
inside( )
jZ(x)  c1j)dx+ 2
Z
outside( )
jZ(x)  c2j)dx (6.8)
The surface   will stop at a local minimum where d ' 0 (in the neighborhood of points
for A) or g ' 0 (near object boundaries).
Introducing the level set and the Heaviside and Dirac delta function the proposed
model can be rewritten:
min
(x);c1;c2
F ((x); c1; c2) = 
Z


d(x)g(jrZ(x)j)jrH((x))jdx
+ 1
Z


jZ(x)  c1j2H((x))dx
+ 2
Z


jZ(x)  c2j2(1 H((x)))dx; (6.9)
To avoid the non-dierentiability at the origin we use the regularized H as before and
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the minimization problem is
min
(x);c1;c2
F((x); c1; c2) = 
Z


W((x))jr(x)jdx +
1
Z


jZ(x)  c1j2H((x))dx+ 2
Z


jZ(x)  c2j2(1 H((x)))dx; (6.10)
where W = d(x)g(jrZ(x)j). Keeping c1 and c2 xed, one can minimize (6.10) with
respect to (x) and derive the following Euler-Lagrange equation for 
()r 

W
r
jrj

+ ()
 
  1(Z(x)  c1)2 + 2(Z(x)  c2)2
!
= 0; in 

(6.11)
with W
()
jrj
@
@~n
= 0; on @
;
with c1 and c2 in the same way as in the Chan-Vese model
c1((x)) =
R

 Z(x)H((x))dxR

H((x))dx
(6.12)
c2((x)) =
R

 Z(x)(1 H((x)))dxR

(1 H((x)))dx
: (6.13)
A balloon term can be added in (6.11) to speed up the convergence
()r 

W
r
jrj

+ ()
 
  1(Z(x)  c1)2 + 2(Z(x)  c2)2
!
+ jrjW = 0; in 
;
(6.14)
with @@~n = 0; on @
.
6.3.2 An Additive Operator Splitting Algorithm for Badshah-Chen
Model
Since we are dealing with 3-D data, one needs a fast iterative algorithm to solve (6.14).
Once the nonlinear coecients in (6.14) are frozen in a xed-point fashion, an addi-
tive operator splitting algorithm similar to [12, 69, 171, 175, 106] can be developed.
Denoting F =
W
jrj in equation (6.14) we have
@
@t
= ()r  (Fr) + f; (6.15)
where f = ()( 1(u  c1)2 + 2(u  c2)2) + jrjW . The advantage of the AOS is
the way how the method can split the m-dimensional spatial operator into a sum of m
one-dimensional space discretization. Here we consider the following three dimensional
problem to be solved
@
@t
= ()(@x(F@x) + @y(F@y) + @z(F@z)) + f; (6.16)
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which can be rewritten
n+1 = n +t

(
n)A1(
n)n+1 +A2(
n)n+1 +A3(
n)n+1

+tf(x)
i.e.,
3n+1 = 3n + 3t

(
n)(A1(
n+1) +A2(
n+1) +A3(
n+1))

+ 3tf(x):
Further splitting in x, y and z directions, we have8>>>>>><>>>>>>:
n+1 = n + 3t

(
n)A1(
n)n+1

+tf(x);
n+1 = n + 3t

(
n)A2(
n)n+1

+tf(x);
n+1 = n + 3t

(
n)A3(
n)n+1

+tf(x):
The AOS solution is
n+1 =
1
3
3X
l=1
n+1l
after solving 3 separate equations
( I   3tAl(n))n+1l = n +tf(x) for l = 1; 2; 3:
In the system above, I is the identity matrix and Al for l = 1; 2; 3 are tridiagonal
matrices derived in the following form:
(A1(
n)n+1)i;j;k =

@x(W
n@x
n+1
jrnj )

i;j;k
=

@x(
Wn
jrnj@x
n+1)

i;j;k
CD
=
Fni+1=2;j;k(@x
n+1)i+1=2;j;k   Fni 1=2;j;k(@xn+1)i 1=2;j;k
hx
CD
=
( W
n
jrnj)i+1=2;j;k(
n+1i+1;j;k n+1i;j;k
hx
)  ( Wnjrnj)i 1=2;j;k(
n+1i;j;k n+1i 1;j;k
hx
)
hx
=
A1;i;j;k(
n+1
i+1;j;k   n+1i;j;k) A2;ij;k(n+1i;j;k   n+1i 1;j;k);
(A2(
n)n+1)i;j;k =

@y(W
n@y
n+1
jrnj )

i;j;k
=

@y(
Wn
jrnj@y
n+1)

i;j;k
CD
=
Fni;j+1=2;k(@y
n+1)i;j+1=2;k   Fni;j 1=2;k(@yn+1)i;j 1=2;k
hy
CD
=
( W
n
jrnj)i;j+1=2;k(
n+1i;j+1;k n+1i;j;k
hy
)  ( Wnjrnj)i;j 1=2;k(
n+1i;j;k n+1i;j 1;k
hy
)
hy
=
B1;i;j;k(
n+1
i;j+1;k   n+1i;j;k) B2;i;j;k(n+1i;j;k   n+1i;j 1;k);
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(A3(
n)n+1)i;j;k =

@z(W
n@z
n+1
jrnj )

i;j;k
=

@z(
Wn
jrnj@z
n+1)

i;j;k
CD
=
F ki;j;k+1=2(@z
n+1)i;j;k+1=2   F ki;j 1=2(@zn+1)i;j 1=2;k
hz
CD
=
( W
n
jrnj)i;j;k+1=2(
n+1i;j;k+1 n+1i;j;k
hz
)  ( Wnjrnj)i;j;k 1=2(
n+1i;jk  n+1i;j;k 1
hz
)
hz
=
C1;i;j;k(
n+1
i;j;k+1   n+1i;j;k)  C2;i;j;k(n+1i;j;k   n+1i;j;k 1)
with
A1;ij =
Wni;j;k +W
n
i+1;j;k
2h2x
1q
(2x)i+1=2;j;k + (
2
y)i+1=2;j;k + (
2
z)i+1=2;j;k + 
;
A2;i;j;k =
Wni 1;j;k +W
n
i;j;k
2h2x
1q
(2x)i 1=2;jk + (2y)i 1=2;jk + (2z)i 1=2;jk + 
;
B1;i;j;k =
Wni;j;k +W
n
i;j+1;k
2h2y
1q
(2x)i;j+1=2;k + (
2
y)i;j+1=2;k + (
2
z)i;j+1=2;k + 
;
B2;i;j;k =
Wni;j 1;k +W
n
i;j;k
2h2y
1q
(2x)i;j 1=2;k + (2y)i;j 1=2;k + (2z)i;j 1=2;k + 
;
C1;i;j;k =
Wni;j;k +W
n
i;j;k+1
2h2z
1q
(2x)ij;k+1=2 + (
2
y)ij;k+1=2 + (
2
z)ij;k+1=2 + 
;
C2;i;j;k =
Wni;j;k 1 +W
n
i;j;k
2h2z
1q
(2x)ij;k 1=2 + (2y)ij;k 1=2 + (2z)ij;k 1=2 + 
;
where \CD" stands for central dierences.
6.3.3 Experimental Results for Badshah-Chen [12] and Gout-Guyader
[69] Selective Models.
Next we present 4 examples using the generalized Badshah-Chen [12] selective model
and Gout-Guyader [69]. For these experiments we choose images of size n = 128 (i.e.
128  128  128) tested with 1 = 2 = 1,  = 4; h = 1 and  = n2=10. The initial
contour is a sphere given by markers set such that the centre and radius of this sphere
are w0 = (x0; y0; z0) = (
1
n1
Pn1
i=1 x

i ;
1
n1
Pn1
i=1 y

i ;
1
n1
Pn1
i=1 z

i ) and r = mini jwi   w0j
respectively, where wi = (x

i ; y

i ; z

i ). In our experiments the regularized Heaviside
and Dirac delta functions are the same as in equation (6.2) with  = 10 2 (or other
alternatives can be considered such as H2 =
1
2(1 + erf(

x)) with  = 1). The result
shown has been processed with the AOS algorithm as a faster solver compared with
time marching since t (the time step) is not required to be too small.
As we see from these experiments the Badshah-Chen [12] and Gout-Guyader [69]
models work satisfactorily for cases where nearby features are not too close, Figure
6.3, 6.4 and 6.5, while these two models fail for cases where the objects have the same
intensity and are near each other like shown in Figure 6.6 and 6.7. For this example as
recommended in both papers [12] and [69], more markers near the points the spheres
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touch are needed to help the program to stop. This would not be practical for 3-D
images. Other examples, such as Figure 6.8 and a few more in Section 6.4, show that
the Badshah-Chen [12] and Gout-Guyader [69] models can totally fail.
The Gout-Guyader [69] model is in the absence of the tting term if we compare with
Badshah-Chen [12], a term which helps the old Gout-Guyader [69] model in presence
of noise, but can provide misleading information if objects are near and have the same
intensities. In other words, with same argument of Sethian [147] the Gout-Guyader [69]
model suers from the modied eect of g, which is profound, while the Badshah-Chen
[12] selective model fails due to the inuence of the region term similar to Chan-Vese.
This tting term can cause incorrect results if the number of iterations is big enough or
the objects have same intensity c1. This phenomena can be observed in cases of objects
near one another, such as Figure 6.6 and 6.7 with an articial given image consisting of
two symmetric spheres with the same intensities. Both Badshah-Chen [12] and Gout-
Guyader [69] struggle to keep the contour in the target object in long term iterations.
This is due to the strong inuence of the g term, non appropriate region tting term
and the absence of more markers to the points nearby the boundaries with the other
sphere.
A much harder case is shown in Figure 6.8, where there is no space between the
objects and the intensity dierence between the nearby objects is small. The result
obtained in this case from the Badshah-Chen and Gout-Guyader models is not correct.
Other example for which these models fail are shown in Figure 6.15 and 6.16. We will
see from the next Section x6.4 that the dual level set selective segmentation model will
overcome all these diculties. In this Section we shall give a correct segmentation by
a new model.
6.4 A 3-D Dual Level Set Variational Model
In this section we propose a dual 3-D level set selective segmentation method, generaliz-
ing the new 2-D selective model of Chapter 5, which will allow us to obtain satisfactory
results even for some hard cases in which the 3-D Badshah-Chen and Gout-Guyader
model fail.
6.4.1 A 3-D Dual Level Set Variational Model
To overcome the problem of failing with Badshah-Chen model (6.11) in cases of similar
intensity values to c1, which implies in this way inclusion of unwanted objects into the
selective contour/surface  , we consider the new 2-D dual level set approach introduced
in Chapter 5. In a similar way, the model in 3-D will hire a global level set G to capture
all objects with intensities close to c1 and a local level set L to capture the required
object.
Denote by  G = @
G in 
 the global evolving surface for locating all 3-D fea-
tures 
G in image Z(x) and by  L = @
L in 
 the desired selective 3-D object,

L  
G. Thus we have inside( L) = 
L; outside( L) = 
n
L; inside( G) = 
G and
outside( G) = 
n
G (see Section x5.3 for more details). Note that the possible advan-
tages of having an enlarged domain of 
G within a distance of  away have not been
explored for 3-D. Then the 3-D dual level set selective segmentation has the following
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slice number40x−y plane slice slice number50x−z plane slice
slice number70y−z plane image
(a) Several slices of the segmented
object with Gout-Guyader model
[69]
slice number40x−y plane slice slice number50x−z plane slice
slice number70y−z plane image
(b) Various slices of the segmented
object 3D Badshah-Chen model [12]
(c) Successful selected object with
Gout-Guyader [69] model
(d) Successful selected object with
3-D Badshah-Chen [12] model
Figure 6.3: Successful segmentation of a geometrical articial object using the 3-D
Badshah-Chen and Gout-Guyader method with an AOS algorithm with t = 0:1.
(a) Tested object (b) Successful segmentation
of the small cuboid with
Badshah-Chen model [12]
slice number40x−y plane slice slice number40x−z plane slice
slice number40y−z plane image
(c) Various slices of the seg-
mented object with Badshah-
Chen model [12]
Figure 6.4: Successful segmentation by the Badshah-Chen model [12] of a given geo-
metric volume with two cuboids with a small gap in between with an AOS algorithm
with t = 0:1.
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slice number40x−y plane slice slice number40x−z plane slice
slice number40y−z plane image
(a) Various slices of the seg-
mented object with Gout-
Guyader model [69] after 100
iterations
(b) Successful segmentation of
the small cuboid with Gout-
Guyader model [69] after 100
iterations
Figure 6.5: Successful segmentation by the Gout-Guyader model [69] of a given geo-
metric volume with two cuboids with a small gap in between with an AOS algorithm
with t = 0:1.
form
min
L;G;c1;c2
F (L(x); G(x); c1; c2) =
1
Z


d(x)g(jrZ(x)j)jrH(L(x))jH(G(x))dx +
L
2
Z


(jrL(x)j   1)2dx +
2
Z


g(jrZ(x)j)jrH(G(x))jdx +
G
2
Z


(jrG(x)j   1)2dx +
1G
Z


jZ(x)  c1j2H(G(x)dx +
2G
Z


jZ(x)  c2j2(1 H(G(x))dx +
1
Z


jZ(x)  c1j2H(L(x)dx +
2
Z


jZ(x)  c1j2(1 H(L(x))H(G(x)dx +
3
Z


jZ(x)  c2j2(1 H(L(x))(1 H(G(x))dx:
(6.17)
Here the parameters 1 ; 2 ; L; G; 1G; 2G; 1; 2; 3 are all positive. The two
terms of the form
R

(jr(x)j   1)2dx are to automatically scale level set functions to
avoid re-initialization for L(x) and G(x) following [92] and others.
Before we derive the solutions for (6.17), as usual, we replace the Heaviside function
H by its regularized version H. Moreover below for brevity, we use d; Z; L; G to
denote d(x); Z(x); L(x) and G(x), respectively. To solve (6.17), keeping  xed and
minimizing with respect to c1 and c2, we have the following equations for computing
c1 and c2:
c1 =
1G
R

 ZH(G)dx+ 1
R

 ZH(L)dx+ 2
R

 Z(1 H(L))H(G)dx
1G
R

H(G)dx+ 1
R

H(L)dx+ 2
R

(1 H(L))H(G)dx
; (6.18)
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(a) Tested object (b) Successful segmentation
of one of the spheres with
Badshah-Chen model [12] after
100 iterations
slice number42x−y plane slice slice number42x−z plane slice
slice number42y−z plane image
(c) Various slice of the seg-
mented object with Badshah-
Chen [12] model after 100 iter-
ation
slice number42x−y plane slice slice number42x−z plane slice
slice number42y−z plane image
(d) Various slices of the seg-
mented object with Badshah-
Chen model [12] after 200 iter-
ation
slice number42x−y plane slice slice number42x−z plane slice
slice number42y−z plane image
(e) Various slice of the seg-
mented object with Badshah-
Chen model [12] after 300 iter-
ation
(f) Failed segmentation of one
of the spheres with Badshah-
Chen model [12]
Figure 6.6: Failed segmentation by the Badshah-Chen model of a 3D object with two
spheres. Here 4 markers are given within the surface of the aimed sphere and t = 0:1
for long term iterations with AOS method.
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slice number42x−y plane slice slice number42x−z plane slice
slice number42y−z plane image
(a) Various slice of the seg-
mented object with Gout-
Guyader model [69] after 100
iterations
(b) selected object after 100
iteration with Gout-Guyader
model [69]
slice number42x−y plane slice slice number42x−z plane slice
slice number42y−z plane image
(c) Failed segmentation of one
of the spheres with Gout-
Guyader model [69] after 300
iterations
(d) Failed segmentation of one
of the spheres with Gout-
Guyader model [69] after 300
iterations
Figure 6.7: Failed segmentation by the Gout-Guyader model [69] of a 3-D object with
two spheres in long term iterations. Here 4 markers are given within the surface of the
aimed sphere and t = 0:1 for 300 AOS iterations.
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(a) Given 3-D image
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0
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(b) plane cut view through the
vertical in middle of the image
slice number60x−y plane slice slice number60x−z plane slice
slice number60y−z plane image
(c) Various slices of the segmented
object with Badshah-Chen [12] from
xy, yz; and xz direction
(d) Detected wrong object
with Badshah-Chen model [12]
slice number60x−y plane slice slice number60x−z plane slice
slice number60y−z plane image
(e) Detected wrong object with
Gout-Guyader model [69]
(f) Detected wrong object with
Gout-Guyader model [69]
Figure 6.8: A challenging test image for the Badshah-Chen and Gout-Guyader models.
Here the given image in (a) consists of a triangular prism over a cuboid and the two
objects have a small intensity dierence of 5 units. (b) shows a plane cut view through
the vertical middle of the image. The model segments both the objects by failing to
segment the aimed triangular prism with t = 0:1 and 50 AOS iterations.
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c2 =
2G
R

 Z(1 H(G))dx+ 3
R

 Z(1 H(L))(1 H(G))dx
2G
R

(1 H(G))dx+ 3
R

(1 H(L))(1 H(G))dx
(6.19)
if we assume that the G(x) has neither an empty interior nor an empty exterior. Now
keeping c1 and c2 xed, and denoting W = dg(jrZj), we derive the Euler-Lagrange
equations for solving L(x) and G(x) from (6.17) using the Ga^teaux derivatives, as
detailed in Section x5.3:8>>>>>>>><>>>>>>>>:
1(L)r 

WH(G)
rL
jrLj

+ Lr 

(1  1jrLj)rL

+
(L)

  1(Z(x)  c1)2 + 2(Z(x)  c1)2H"(G)+
3(Z(x)  c2)2(1 H"(G))

= 0; in 

@L
@~n = 0 on @
;
(6.20)
where boundary conditions 1WH(G)
(L)
jrLj
@L
@~n = 0 and L(jLj   1) 1jrLj
@L
@~n = 0
reduce to Neumann boundary condition.
In the same way we derive the following Euler-Lagrange equation for G:8>>>>>>>>>>><>>>>>>>>>>>:
2(G)r 

g
rG
jrGj

+ Gr 

(1  1jrGj)rG

 
(G)1W jrH"(L)j+
(G)

  1G(Z(x)  c1)2 + 2G(Z(x)  c2)2 
2(Z(x)  c1)2(1 H(L)) + 3(Z(x)  c2)2(1 H(L))

= 0; in 

@G
@~n
= 0 on @
:
(6.21)
In both equations, balloon terms such as W jrLj and g(x)jrGj can be added
to speed up the convergence. The nal equations (6.20) and (6.21) will be rewritten as8>>>>>>>><>>>>>>>>:
1(L)r 

WH(G)
rL
jrLj

+ Lr 

(1  1jrLj)rL

+
(L)

  1(Z(x)  c1)2 + 2(Z(x)  c1)2H"(G)+
3(Z(x)  c2)2(1 H"(G))

+ W (x)jrLj = 0; in 

@L
@~n = 0 on @
;
(6.22)
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and8>>>>>>>>>>>><>>>>>>>>>>>>:
2(G)r 

g(x)
rG
jrGj

+ Gr 

(1  1jrGj)rG

+
(G)

  1W (x) jrH"(L)j

+
(G)

  1G(Z(x)  c1)2 + 2G(Z(x)  c2)2   2(Z(x)  c1)2(1 H(L))
+ 3(Z(x)  c2)2(1 H(L)

+ g(x)jrGj = 0; in 

@G
@~n = 0 on @
:
(6.23)
To get linearised systems of equations we freeze the nonlinear coecients in (6.22) and
(6.23) and then we can solve them by a xed point method. As the drawback of this
method is the computational cost of the associated linear system for large images, we
develop an AOS algorithm, which is detailed in the subsection that follows.
6.4.2 The 3-D Dual Level Set AOS Algorithm
In order to develop an AOS algorithm [69, 171, 106, 175] for (6.22) and (6.23), we
consider the following related parabolic equations:8>>>>>>>>><>>>>>>>>>:
@L
@t
= 1(L)r  (FLrL) + Lr  (ELrL) + fL =
1(L)(@x(FL@xL) + @y(FL@yL) + @z(FL@zL))+
L(@x(EL@xL) + @y(EL@yL) + @z(EL@zL)) + fL;
@G
@t
= 2(G)r  (FGrG) + Gr  (EGrG) + fG =
2(G)(@x(FG@xG) + @y(FG@yG) + @z(FG@zG))+
G(@x(EG@xG) + @y(EG@yG) + @z(EG@zG)) + fG:
(6.24)
where, to derive a compact and self-adjoint form, we have denoted
fL = (L)

  1(Z(x)  c1)2 + 2(Z(x)  c1)2H"(G) +
3(Z(x)  c2)2(1 H"(G))

+ W (x)jrLj;
fG = (G)

  1W (x)H"(L)

+
(G)

  1G(Z(x)  c1)2 + 2G(Z(x)  c2)2 + g(x)jrGj  
2(Z(x)  c1)2(1 H(L)) + 3(Z(x)  c2)2(1 H(L))

;
FL =
WH(G)
jrLj ; FG =
g
jrGj ; EL = 1 
1
jrLj ; EG = 1 
1
jrGj :
Since G and L depend on each other and the coecients contain the nonlinearities
we have to iterate the above linearized equations. It suces to consider how to solve
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the second equation:
@G
@t
= 2(G)(@x(FG@xG) + @y(FG@yG) + @z(FG@zG))+
G(@x(EG@xG) + @y(EG@yG) + @z(EG@zG)) + fG:
(6.25)
Below we shall write ; F;E after dropping the subscripts in G; FG; EG. Then the
equation can be rewritten in the semi-implicit form
3n+1 = 3n + 3t

A1(
n)n+1 +A2(
n)n+1 +A3(
n)n+1

+ 3tf(x)
where both sides have been multiplied with a factor of 3. Splitting in x; y and z
directions, we obtain8<:
n+1 = n + 3tA1(
n)n+1 +tf(x);
n+1 = n + 3tA2(
n)n+1 +tf(x);
n+1 = n + 3tA3(
n)n+1 +tf(x):
In matrix notation, the above can be written as
( I   3tAl(n))n+1l = n +tf(x) for l = 1; 2; 3
which dene the AOS solution
n+1 =
1
3
3X
l=1
n+1l :
Here Al for l = 1; 2; 3 are tridiagonal matrices derived from central dierences (CD) as
follows:
(A1(
n)n+1)i;j;k = (
n)

@x(
egn
jrnj@x
n+1)

i;j;k
+ GL

@x(
jrnj   1
jrnj @x
n+1)

i;j;k
CD
=
Fni+1=2;j;k(@x
n+1)i+1=2;j;k   Fni 1=2;j;k(@xn+1)i 1=2;j;k
hx
+
Eni+1=2;j;k(@x
n+1)i+1=2;j;k   Eni 1=2;j;k(@xn+1)i 1=2;j;k
hx
CD
=
( egnjrnj)i+1=2;j;k(
n+1
i+1;j;k n+1i;j;k
hx
)  ( egnjrnj)i 1=2;j;k(
n+1
i;j;k n+1i 1;j;k
hx
)
hx
+
(r
nj 1
jrnj )i+1=2;j;k(
n+1i+1;j;k n+1i;j;k
hx
)  (rnj 1jrnj )i 1=2;j;k(
n+1i;j;k n+1i 1;j;k
hx
)
hx
=
A1;i;j;k(
n+1
i+1;j;k   n+1i;j;k) A2;ij;k(n+1i;j;k   n+1i 1;j;k) +A11;i;j;k(n+1i+1;j;k   n+1i;j;k) 
A12;ij;k(
n+1
i;j;k   n+1i 1;j;k);
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(A2(
n)n+1)i;j;k =

@y(
egn
jrnj@y
n+1)

i;j;k
+ GL

@y(
jrnj   1
jrnj @y
n+1)

i;j;k
CD
=
Fni;j+1=2;k(@y
n+1)i;j+1=2;k   Fni;j 1=2;k(@yn+1)i;j 1=2;k
hy
+
Eni;j+1=2;k(@y
n+1)i;j+1=2;k   Eni;j 1=2;k(@yn+1)i;j 1=2;k
hy
CD
=
( egnjrnj)i;j+1=2;k(
n+1
i;j+1;k n+1i;j;k
hy
)  ( egnjrnj)i;j 1=2;k(
n+1
i;j;k n+1i;j 1;k
hy
)
hy
+
(r
nj 1
jrnj )i;j+1=2;k(
n+1i;j+1;k n+1i;j;k
hy
)  (rnj 1jrnj )i;j 1=2;k(
n+1i;j;k n+1i;j 1;k
hy
)
hy
=
B1;i;j;k(
n+1
i;j+1;k   n+1i;j;k) B2;i;j;k(n+1i;j;k   n+1i;j 1;k) +B11;i;j;k(n+1i;j+1;k   n+1i;j;k) 
B12;i;j;k(
n+1
i;j;k   n+1i;j 1;k);
(A3(
n)n+1)i;j;k =

@z(
egn
jrnj@z
n+1)

i;j;k
++GL

@z(
jrnj   1
jrnj @z
n+1)

i;j;k
CD
=
F ki;j;k+1=2(@z
n+1)i;j;k+1=2   F ki;j 1=2(@zn+1)i;j 1=2;k
hz
+
Eki;j;k+1=2(@z
n+1)i;j;k+1=2   Eki;j 1=2(@zn+1)i;j 1=2;k
hz
CD
=
( egnjrnj)i;j;k+1=2(
n+1
i;j;k+1 n+1i;j;k
hz
)  ( egnjrnj)i;j;k 1=2(
n+1
i;jk  n+1i;j;k 1
hz
)
hz
+
( jr
nj 1
jrnj )i;j;k+1=2(
n+1i;j;k+1 n+1i;j;k
hz
)  ( jrnj 1jrnj )i;j;k 1=2(
n+1i;jk  n+1i;j;k 1
hz
)
hz
=
C1;i;j;k(
n+1
i;j;k+1   n+1i;j;k)  C2;i;j;k(n+1i;j;k   n+1i;j;k 1) + C11;i;j;k(n+1i;j;k+1   n+1i;j;k) 
C12;i;j;k(
n+1
i;j;k   n+1i;j;k 1)
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with
A1;i;j;k =
egni;j;k + egni+1;j;k
2h2x
1q
(2x)i+1=2;j;k + (
2
y)i+1=2;j;k + (
2
z)i+1=2;j;k + 
;
A2;i;j;k =
egni 1;j;k + egni;j;k
2h2x
1q
(2x)i 1=2;jk + (2y)i 1=2;jk + (2z)i 1=2;jk + 
;
B1;i;j;k =
egni;j;k + egni;j+1;k
2h2y
1q
(2x)i;j+1=2;k + (
2
y)i;j+1=2;k + (
2
z)i;j+1=2;k + 
;
B2;i;j;k =
egni;j 1;k + egni;j;k
2h2y
1q
(2x)i;j 1=2;k + (2y)i;j 1=2;k + (2z)i;j 1=2;k + 
;
C1;i;j;k =
egni;j;k + egni;j;k+1
2h2z
1q
(2x)ij;k+1=2 + (
2
y)ij;k+1=2 + (
2
z)ij;k+1=2 + 
;
C2;i;j;k =
egni;j;k 1 + egni;j;k
2h2z
1q
(2x)ij;k 1=2 + (2y)ij;k 1=2 + (2z)ij;k 1=2 + 
where egni;j;k = gi;j;k in the global case with G and egni;j;k = Wi;j;kHni;j;k in the local
case with L. In the same way we calculate A
1
1;i;j;k; A
1
2;i;j;k; B
1
1;i;j;k; B
1
2;i;j;k; C
1
1;i;j;k and
C12;i;j;k.
6.5 Experimental Results
In this section, we show 3 sets of experiments to comparison of the 3-D dual level set
model with Badshah-Chen and Gout-Guyader models and demonstrate its robustness.
The rst set of 4 examples shows the success of the dual level set model for selecting
an object among others for synthetic images. This is the same set of examples already
processed with Badshah-Chen generalized to 3-D from the previous Subsection x6.3.3.
The second set of 5 images shows the successfully segmented images with the new model
for which the Badshah-Chen model and Gout-Guyader are unable to cope. The nal
set of 2 examples presents the results of using other segmentation models with input
from our selective results.
In all experiments, we shall use the same parameters. These are 1 = 2 = 1cv =
2cv = 3cv = 1,  = 4, 1 = 2 = n
2=10; L = G = 0:04;  = 0:001. For each case,
we test two sizes n = 128 (128  128  128) and n = 256 (256  256  256), although
we only present one of them.
The initial surface-contour is generally a sphere given by markers set such that the
centre coordinate and radius arew0 = (x0; y0; z0) = (
1
n1
Pn1
i=1 x

i ;
1
n1
Pn1
i=1 y

i ;
1
n1
Pn1
i=1 z

i )
and r = mini jwi w0j respectively, where A = fwi = (xi ; yi ; zi ) 2 
; 1  i  n1g 

 is marker set. In challenging cases like a CT image with complex and non-convex
shapes, we recommend to start with an initial contour-surface generated by a polytetra-
hedron. In this case we dene the markers in three dierent layers only and construct
a poly-tetrahedra (based on the given markers). See Figure 6.9 for one example.
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(a)
Figure 6.9: Contour-surface generated by a polytetrahedron.
6.5.1 Test Set 1 | robustness of the 3-D dual level set selective
method
The rst set of tests respectively in Figures 6.10, 6.11, 6.12 and 6.13 all consist of
articial geometrical objects, similarly to the Badshah-Chen model, we can see that
the new dual level set model gives the same results. However we can notice that the
new model is less sensitive to the choice of parameters, especially for .
6.5.2 Test Set 2 | comparison of 3-D segmentation of harder prob-
lems
In this set of 5 test problems we consider harder and more challenging 3-D cases. In
the above set of examples we observe that the target feature/object is well separated
from the other nearby ones. A challenging test would be when the distance of the
objects or the intensity dierence from others is small (see failed Badshah-Chen and
Gout-Guyader models, Figure 6.8). The rst example shown in Figure 6.14 presents
a correctly segmented result by the 3-D dual level set model for the object presented
in Figure 6.8, that failed with the Badshah-Chen model. In medical imaging such as
CT and MRI, often, the whole image has low contrast so this small intensity dierence
poses a great challenge to selective segmentation models. The Badshah-Chen and
Gout-Guyader models give reasonable segmentation at early iterations, such as Figure
6.15, and totally fail in other cases, such as Figure 6.14, 6.16 and 6.17. All of these 4
examples are correctly segmented in Figure 6.14, 6.15, 6.16, and 6.17 respectively, using
the 3-D dual level set selective segmentation. One more example showing the practical
importance of accurate selective segmentation in 3-D measuring of medical data is
shown in Figure 6.18 where the cancer detection in the brain has been successfully
segmented.
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(a) Various slices of the seg-
mented object from xy, yz; and
xz direction
(b) Selected object with
the new method
Figure 6.10: Set 1 Example 1: Successful detection of the pyramid in a clean and
synthetic 3D image with 4 markers with 3-D dual level set method. Initial level set is
a sphere within the center of the markers and n = 128, dt = 0:1,  = 10 2 or  = 100
after 100 iterations.
slice number42x−y plane slice slice number42x−z plane slice
slice number42y−z plane image
(a) Various slices of the
segmented object from
xy, yz; and xz direction
after 100 iterations
slice number42x−y plane slice slice number42x−z plane slice
slice number42y−z plane image
(b) Various slices of the
segmented object from
xy, yz; and xz direction
after 300 iterations
(c) Selected object
Figure 6.11: Set 1 Example 2: Successful detection of one sphere out of two in a clean
and synthetic 3-D image with 4 markers with 3-D dual level set method. Initial level
set is a sphere within the centre of the markers and n = 128, dt = 0:1,  = 10 2 or
 = 100 after 100 and 300 iterations.
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(a) Tested object (b) Various slices of the seg-
mented object from xy, yz; and
xz direction
(c) Detected object with new
method
Figure 6.12: Set 1 Example 3: Successful detection of the small cuboid in a clean and
synthetic 3-D image with 4 markers with 3-D dual level set method. Initial level set is
a sphere within the centre of the markers and n = 128, dt = 0:1,  = 10 2 or  = 100
after 100 iterations.
(a) Given 3-D volumetric
with 4 spheres
slice number64x−y plane slice slice number42x−z plane slice
slice number42y−z plane image
(b) Various slices of the seg-
mented object from xy, yz; and
xz direction
(c) Selected segmented
object
Figure 6.13: Set 1 Example 4: Successful detection of one sphere out of 4 in a clean
and synthetic 3-D image with 4 markers with 3-D dual level set method. Initial level
set is a sphere within the centre of the markers and n = 128, dt = 0:1,  = 10 2 or
 = 100 after 100 (same results for more number of iterations).
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(a) The given image (b) Various slices of the segmented object
in xy direction with the new method
(c) Detected object with
the new method
Figure 6.14: Set 2 Example 1: Successful detection of the prism in a clean and synthetic
3-D image with 6 markers with 3-D dual level set method while the Badshah-Chen [12]
fails. Parameters are n = 128, dt = 0:1,  = 10 2 (or  = 100).
6.5.3 Test Set 3 | useful applications of a 3-D selection model
After a 3-D organ or object has been segmented with our selective segmentation method,
we can look inside of this organ for a deeper segmentation. For example in the case
of the kidney we can segment its inside structures and see what the veins looks like.
We can do this by either the Chan-Vese model or Li-Kao-Gore-Ding model [91, 90].
The main dierence is that the two piecewise constants c1 and c2 in Chan-Vese have
been replaced by two piecewise smooth functions f1(x) and f2(x), tting the image
intensities near each point x in a local way. The experimental results show that both
models succeed when the background intensity is equal to the mean of the object
intensity, but if the background intensity is equal to 0, only Li-Kao-Gore-Ding model
can succeed in both 2-D and 3-D cases, see Figure 6.19(d). In Figure 6.19 we show the
results in a 2-D slice after the image has been processed with a selective segmentation
model and the kidney has been captured. A full view of the 3-D case is shown in Figure
6.20 and Figure 6.21. Clearly our new selective model provides useful input to the deep
segmentation models.
6.6 Conclusions
We have developed two new selective segmentation 3-D models for selective segmen-
tation. The rst model is an extension of the 2-D Badshah-Chen model based on a
single level set function and the second new model is based on dual level set selective
segmentation functions. The results indicate that the latter model is more robust or
images with nearby objects having similar intensity values. The issues of renements
to the model to have more exibility in geometric constraints and fast solution will be
considered in Chapter 8.
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slice number70x−y plane slice slice number79x−z plane slice
slice number84y−z plane image
(a) Various slices in xy, yz and xz di-
rection after segmentation with Badshah-
Chen [12]
(b) Badshah-Chen model [12] accurate
segmentation but failed due to spurious
detections
slice number70x−y plane slice slice number79x−z plane slice
slice number84y−z plane image
(c) Reasonable but inaccurate segmenta-
tion of Gout-Guyader model [69] due to
noise
(d) Reasonable but inaccurate segmenta-
tion of Gout-Guyader model [69] due to
noise
slice number70x−y plane slice slice number79x−z plane slice
slice number84y−z plane image
(e) Various slice in xy, yz and xz di-
rection after segmentation with the new
method
(f) Detected object with the new method
Figure 6.15: Set 2 Example 2: Successful detection of the left kidney in a 3-D CT volume
data with 3-D dual level set method. Initial level set is a polyhedron constructed from
5 given markers in 3 dierent layers and n = 128, dt = 0:1,  = 10 2.
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slice number140x−y plane slice slice number158x−z plane slice
slice number168y−z plane image
(a) Various slices in xy, yz and xz direc-
tion after segmentation with B-Ch [12]
(b) B-Ch model [12] failed to detect the
object
slice number140x−y plane slice slice number158x−z plane slice
slice number168y−z plane image
(c) Various slice in xy, yz and xz direc-
tion after segmentation with G-G [69]
(d) G-G model [69] failed to detect the
object
slice number140x−y plane slice slice number158x−z plane slice
slice number168y−z plane image
(e) Various slice in xy direction (f) Detected object
Figure 6.16: Set 2 Example 3: Successful detection of the right kidney in a 3-D CT
volume data with 3-D dual level set method. Initial level set is a polyhedron constructed
from 5 given markers in 3 dierent layers and n = 128, dt = 0:1,  = 10 2 after 200
iterations.
174
slice number45x−y plane slice slice number50x−z plane slice
slice number60y−z plane image
(a) Failed segmentation with B-C model
[12]
slice number45x−y plane slice slice number50x−z plane slice
slice number60y−z plane image
(b) Failed segmentation with G-G model
[69]
(c) Slices in xy direction after segmenta-
tion with dual level set model
(d) Successful detected object with dual
level set
Figure 6.17: Set 2 Example 4: Successful detection of liver in a 3-D CT volume data
with 3-D dual level set method, while the old models fail. Initial level set is a polyhedron
constructed from 5 given markers in 4 dierent layers and n = 256, dt = 0:1,  = 10 2
after 200 iterations.
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Figure 6.18: Set 2 Example 5: Slice in xy direction after segmentation of brain CT
image with low glioma with 3-D dual level set. Successful detection of glioma with a
polyhedron level set constructed with 4 given markers in each of the three dierent
layers using the 3-D Dual Level Set method. The parameters are n = 128, dt = 0:01,
 = 10 2 after 100 iterations.
(a) Given selective image with
background intensity equal to
the mean of the object inten-
sity
(b) Deep segmentation with
Chan-Vese model
(c) Deep segmentation with Li-
Kao-Gore-Ding model
(d) Deep segmentation with Li-
Kao-Gore-Ding model of the
selected object with back-
ground intensity equal to 0
Figure 6.19: Set 3 Example 1: CT image post processed with Chan-Vese and Li-Kao-
Gore-Ding model.
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(a) 2-D slice of 3-D deep seg-
mentation processed with C-V
model
(b) 3-D shape of the deep seg-
mentation with C-V model
(c) 2-D slice of 3-D deep seg-
mentation processed with Li-
Kao-Gore-Ding model
(d) 3-D shape of the deep seg-
mentation with Li-Kao-Gore-
Ding model
Figure 6.20: Set 3 Example 1: CT 3-D volume image post processed with Chan-Vese
and Li-Kao-Gore-Ding model. Blood ow into veins has been distinguished.
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(a) 3-D view of blood veins ow segmentation of the kidney
Figure 6.21: Set 3 Example 2: 3-D volume image post processed with Chan-Vese and
Li-Kao-Gore-Ding models. In red we can see the segmentation obtained which shows
the blood ow of the selected kidney.
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Chapter 7
On a Variational Model for
Selective Image Segmentation of
Features with Innite Perimeter
The variational models already detailed in the previous chapters are based on the min-
imization of the length of a feature's boundaries (i.e. H1 Hausdor measure). However
there exist problems with irregular and oscillatory object boundaries, where minimiz-
ing such a length is not appropriate, as noted by Barchiesi et al. [14] who proposed to
minimize the L2 Lebesgue measure of the -neighbourhood of the boundaries instead.
This chapter presents a dual level set selective segmentation model which improves the
selective model in cases of real life images with oscillatory boundaries. We will show
qualitative results demonstrating the eectiveness of the proposed method for these
cases.
7.1 Introduction
In this chapter we will show a way of improving the 2-D selective segmentation work
already introduced in Chapter 5. The model deals with the challenging task of se-
lecting one feature/object. For the dual level set model it has been noticed that for
proper incorporation of some geometric prior information (markers) into the image,
edge detection techniques and a proper tting term for the local level set could lead
to good convergence to the target object. However, these models might not give good
results in cases where the image has oscillatory boundaries since all techniques based
on the weighted penalization term of the length can give rise to some diculties for
these cases.
In this chapter, we make use of the L2 Lebesgue measure of the -neighbourhood of
the contour [14] as a penalization term instead of theH1 Hausdor measure and propose
a local selective segmentation model enabling us to extract features with irregular and
oscillatory boundaries. The dierence between these measures can be demonstrated
with a simple example:
Given 
 = (0; 1)2, u0(x; y) is dened as
u0(x; y) =

1 y < 1 + x2sin(
1
x);
0 otherwise.
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for all (x; y) 2 
. In this case, the contour is given by   = (x; y) : y = 1 + x2sin( 1x) as
shown in Fig. 7.1. It can be easily noticed that L(- )  1; 8 > 0, while a simple
calculation shows that H1( ) =1.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
Figure 7.1: Illustration of an innite perimeter function.
The remainder of this chapter is organized as follows. In Section x7.2, we describe
the Barchiesi-Kang-Le-Morini-Ponsiglione model [14], which uses the L2 Lebesgue mea-
sure of the -neighbourhood of the contour as the regularization term of their variational
model. A new dual level-set selective model, which uses the L2 Lebesgue measure of
the -neighbourhood of the contour as a penalization term, is presented in Section
x7.3. Time marching and AOS techniques are developed for the numerical solution. In
Section x7.4 the experimental results are presented based on articial and real images.
Conclusions are drawn in Section x7.5.
7.2 A Variational Model for Innite Perimeter Segmen-
tation by Barchiesi-Kang-Le-Morini-Ponsiglione
Following the variational framework of Chan-Vese [37], see x3.4.7, while attempting to
segment an object with irregular boundaries, Barchiesi et al.[14] proposed a variational
segmentation model replacing the Chan-Vese length term H1( ) with the area of the
-neighbourhood of the edge set  
-  :=
[
x2 
B(x); (7.1)
where B(x) represents a -neighbourhood of the point x.
For a given bounded set 
  R2 representing the image domain, the energy proposed
is
FL2( ; c1; c2) = L2(- )+
Z
inside( )
ju0(x; y) c1j2dxdy+
Z
outside( )
ju0(x; y) c2j2dxdy
(7.2)
where L2 is the 2-dimensional Lebesgue measure, and c1 and c2 are dened as with the
Chan-Vese model.
The aim is to capture rough boundaries of the main objects in the image u0 while
at the same time achieving the denoising eect. In this way the L2 measure will help
to preserve the nely oscillating boundaries of the main objects in the image and at
the same time the model will allow for innite perimeter segmentation.
Considering f0 := [0;1]; and a smooth version of it f , a positive decreasing function
such as f(t) = e tk , with k a large and even number, or f(t) = 1
1+tk
for k  1; the
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L2(- ) term can be rewritten as:
L2(- ) :=
Z


f0(
dist(x; )

)dx 
Z


f(
dist(x; )

)dx: (7.3)
Similar to the previous chapters we will consider the level set formulation of this min-
imization problem. Considering the level set functions , a signed distance function
from its zero level set  , we have
f(
dist(; )

) = f(
jj

):
Remark 7.2.1 It is known that for a   regular curve (e.g., a smooth curve) the
Minkowski content lim
 !0
L2(  )
2 exists and coincides with the usual 1-dimensional mea-
sure H1( ). This means that the rst term of the energy function will be an approxi-
mation of the classical perimeter and on the other hand, for xed , L2(- ) is smaller
than 2H1( ). For more details see [14] and the references therein.
The model requires  to look like a signed distance function. To do this we can add
penalization terms, denoted by P () which forces jrj  1. As discussed in x2.6.3,
there are dierent ways that we can force  to look like a signed distance function. In
the literature we often nd the term P () =
R

(jrj   1)2dx (see [92]), 1p
R

 jrjpdx
(for large p) or 1 = 1jrj2
Pm
i;j=1 xixjxixj (suggested in Barchiesi et al. [14, 118]),
or a local image tting energy functional, which can be viewed as a constraint of the
dierences between the tting image and the original image (see [181]).
Thus by adding the signed distance function penalization term, the revised func-
tional to be minimized in terms of the level set is the following
FL2f () =
Z


f(
jj

)+P ()+1
Z


ju0 c1j2H()dxdy+2
Z


ju0 c2j2(1 H())dxdy:
(7.4)
Considering f(t) = e tk , the above minimisation function (7.4) brings us to the follow-
ing equation
k

k 1e 


k
+DP ()  ()

1(u0   c1)2   2(u0   c2)2

= 0; (7.5)
where DP () is the term derived from P () (see x5.4), () is the approximation of the
Dirac delta function, k is a large even number.
Solving equation (7.5) by a gradient descent method one would have
@
@t
=
k

k 1e 


k
+DP ()  ()

1(u0   c1)2   2(u0   c2)2

: (7.6)
Through some mathematical analysis and tests, Barchiesi et al. [14] showed that their
model has the capability of removing the noise, the cornering eect, resolution and
capability of keeping oscillatory parts of the boundaries and also performs better in
comparison with the Chan-Vese model [39] for these cases.
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7.3 A New Dual Level Set Model for Innite Perimeter
In this section we develop a selective segmentation dual level set method which obtains
satisfactory segmentation results for image features with oscillatory boundaries. By
equipping our variational model detailed in Chapter 5 with a new regularization term
based on a -neighbourhood area of the contour   one expects to solve the problem of
oscillatory boundaries and get more accurate results for these cases. For this reason,
as a direct implication the replacement of the weighted length term in the dual level
set model in equation (5.11) with the area of the -neighbourhood area of the edge set
  is the key.
Recalling from Chapter 5 the dual level set selective segmentation model detects
the features that are dened in a closed domain 
 and to be closest to the dened
geometrical set of points A, where A = fwi = (xi ; yi ) 2 
; 1  i  n1g  
,
consisting of n1 distinct points near the target object. The quantities d(x; y) and
g(x; y) given in equations (5.2) and (5.1), respectively, are distance and edge detection
functions with the property that they approach zero when near the   boundary and
are large when away from it, see [12, 67, 69, 129, 179]. Those two functions are used
as a stopping function for the curve evolution. In our new innite perimeter model we
consider L2(- )  R
 e kk , which is an approximation of the -neighbourhood area
of the contour in a given image u0(x; y).
7.3.1 The New Innite Perimeter Dual Level Set Model
Let us assume that our image u0(x; y) has features with irregular and oscillatory bound-
aries. Replacing H1 (length term which is a Hausdor measure) with L2 (Lebesgue
measure) in equation (5.11) the new model's energy function can be written as follows
in terms of the level set function
min
L(x;y);G(x;y);c1;c2
FIDLSS(L; G; c1; c2) =
1
Z


d(x; y)g(ru0)f0( jLj

)H(G) +
L
2
Z


(jrLj   1)2dxdy +
2
Z


g(ru0)f0( jGj

) +
G
2
Z


(jrG(x; y)j   1)2dxdy +
1G
Z


ju0(x; y)  c1j2H(G(x; y)dxdy +
2G
Z


ju0(x; y)  c2j2(1 H(G(x; y))dxdy +
1
Z


ju0(x; y)  c1j2H(L(x; y)dxdy +
2
Z


ju0(x; y)  c1j2(1 H(L(x; y))H(G(x; y)dxdy +
3
Z


ju0(x; y)  c2j2(1 H(L(x; y))(1 H(G(x; y))dxdy:
(7.7)
For numerical purposes, we replace the discontinuous function f0 := [0;1] with the
smoother function f(t) := e tk which behaves more like f0 for large k. This leads to
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the following energy equation:
min
L(x;y);G(x;y);c1;c2
FIDLSS(L; G; c1; c2) =
1
Z


d(x; y)g(ru0)e (
L

)k
H(G) +
L
2
Z


(jrLj   1)2dxdy +
2
Z


g(ru0)e (
G

)k
+
G
2
Z


(jrG(x; y)j   1)2dxdy +
1G
Z


ju0(x; y)  c1j2H(G(x; y)dxdy +
2G
Z


ju0(x; y)  c2j2(1 H(G(x; y))dxdy +
1
Z


ju0(x; y)  c1j2H(L(x; y)dxdy +
2
Z


ju0(x; y)  c1j2(1 H)(L(x; y))H(G(x; y)dxdy +
3
Z


ju0(x; y)  c2j2(1 H)(L(x; y))(1 H(G(x; y))dxdy
(7.8)
where L, G, c1, c2, 1; 2; 1G; 2G; L; G; 1; 2; 3, H(L), H(G) are dened
as for (5.11). Here the terms multiplied with 1; 2; 3 allow the total freedom of the
level set functions so that L will not pick up spurious features nearby.
Replacing the Heaviside function with a regularized Heaviside function we rewrite
equation (7.8) as
min
L(x;y);G(x;y);c1;c2
FIDLSS(L; G; c1; c2) =
1
Z


d(x; y)g(ru0)e (
L

)k
H(G)dxdy +
L
2
Z


(jrLj   1)2dxdy +
2
Z


g(ru0)e (
G

)k
dxdy +
G
2
Z


(jrG(x; y)j   1)2dxdy +
1G
Z


ju0(x; y)  c1j2H(G(x; y)dxdy +
2G
Z


ju0(x; y)  c2j2(1 H(G(x; y))dxdy +
1
Z


ju0(x; y)  c1j2H(L(x; y)dxdy +
2
Z


ju0(x; y)  c1j2(1 H(L(x; y))H(G(x; y)dxdy +
3
Z


ju0(x; y)  c2j2(1 H(L(x; y))(1 H(G(x; y))dxdy:
(7.9)
By keeping L and G xed and deriving with respect to c1 and c2, we get equations
for computing c1 and c2:
c1 =
1G
R

 u0H(G)dxdy + 1
R

 u0H(L)dxdy + 2
R

 u0(1 H(L))H(G)dxdy
1G
R

H(G)dxdy + 1
R

H(L)dxdy + 2
R

(1 H(L))H(G)dxdy
;
(7.10)
c2 =
2G
R

 u0(1 H(G))dxdy + 3
R

 u0(1 H(L))(1 H(G))dxdy
2G
R

(1 H(G))dxdy + 3
R

(1 H(L))(1 H(G))dxdy
; (7.11)
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and by keeping c1 and c2 xed we get the equations for G and L8>>>>>>>><>>>>>>>>:
2g(ru0) k
k
k 1G e
 (G

)k
+ Gr 

(1  1jrGj)rG

+
(G)

  1d(x; y)g(ru0)e (
L

)k   1G(u0(x; y)  c1)2 + 2G(u0(x; y)  c2)2 
2(u0(x; y)  c1)2(1 H(L)) + 3(u0(x; y)  c2)2(1 H(L))

+
g(x; y)jrGj = 0; in 

(7.12)
and8>>>>>><>>>>>>:
1d(x; y)g(ru0) k
k
k 1L e
 (L

)k
H(G) + Lr 

(1  1jrLj)rL

+
(L)

  1(u0(x; y)  c1)2 + 2(u0(x; y)  c1)2H(G)+
3(zu0(x; y)  c2)2(1 H(G))

+ d(x; y)g(ru0)jrLj = 0; in 

(7.13)
with @G@~n =
@L
@~n = 0 on @
. The terms d(x; y)g(ru0)jrLj and g(x; y)jrGj are
the balloon term forces. The approximation can be done by introducing an articial
time step t and getting the gradient descent method. Thus for c1 and c2 ,which will be
updated at each step according to the above formulas (7.10) and (7.11), we solve8>>>>>><>>>>>>:
@G
@t
=2g(ru0) k
k
k 1G e
 (G

)k
+ Gr 

(1  1jrGj)rG

+
(G)

  1d(x; y)g(ru0)e (
L

)k   1G(u0(x; y)  c1)2 + 2G(u0(x; y)  c2)2 
2(u0(x; y)  c1)2(1 H(L)) + 3(u0(x; y)  c2)2(1 H(L))

+ g(x; y)jrGj = 0
(7.14)
and8>>>>>><>>>>>>:
@L
@t
=1d(x; y)g(ru0) k
k
k 1L e
 (L

)k
H(G) + Lr 

(1  1jrLj)rL

+
(L)

  1(u0(x; y)  c1)2 + 2(u0(x; y)  c1)2H(G)+
3(zu0(x; y)  c2)2(1 H(G))

+ d(x; y)g(ru0)jrLj = 0:
(7.15)
After solving these equations, the local level set L = 0 will dene the selected object.
7.3.2 AOS Algorithm for the Model
In order to develop an AOS method for (7.14) and (7.15), we consider the following
related parabolic equations with @L@~n

@

= @G@~n

@

= 0:
8><>:
@L
@t
= Lr  (ELrL) + fL = L(@x(EL@xL) + @y(EL@yL)) + fL;
@G
@t
= Gr  (EGrG) + fG = G(@x(EG@xG) + @y(EG@yG)) + fG;
(7.16)
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where
fL =d(x; y)g(ru0) k
k
k 1L e
 (L

)k
H(G) + (L)

  1(u0(x; y)  c1)2+
2(u0(x; y)  c1)2H(G) + 3(u0(x; y)  c2)2(1 H(G))

+ d(x; y)g(ru0)jrLj;
fG =g(ru0) k
k
k 1G e
 (G

)k
+ (G)

  1d(x; y)g(ru0)e (
L

)k   1G(u0(x; y)  c1)2+
2G(u0(x; y)  c2)2   2(u0(x; y)  c1)2(1 H(L)) + 3(u0(x; y)  c2)2(1 H(L))

+ g(x; y)jrGj;
W =d(x; y)g(ru0); EL = 1  1jrLj ; EG = 1 
1
jrGj :
It suces to consider how to solve a general equation:
@
@t
= (@x(E@x) + @y(E@y)) + f; (7.17)
which by employing the AOS scheme can be split additively as shown in the previous
chapters
n+1 =
1
m
mX
l=1
( I  mtAl(n)) 1 ^n: (7.18)
Details of the tridiagonal matrices Al for l = 1; 2 derived using nite dierences have
already been given in Chapter 5. The following iteration algorithm has been designed
for the model:
Algorithm 7 Innite Perimeter Dual Level Set Selective Segmentation Model
IPDLSSS: nL  IPDLSSS(nL; u0; 1; 2; ; ; k;t;maxit; tol):
Initialization:
Dene the markers and associated parameters based on the image being considered,
Design the initial level sets 0L and 
0
G,
Calculate the edge based and distance function according to,
for n = 1 : maxit do
Compute nL;i;j and 
n
G;i;j using (7.18)
If
jjn+1L  nLjj
jjnLjj < tol set 
n
L;i;j  n 1L;i;j , and nG;i;j  n 1G;i;j , Break;
nL;i;j  n 1L;i;j and nG;i;j  n 1G;i;j ,
end for
7.4 Experimental results
To verify the performance of our new method we carried out 3 dierent sets of exper-
iments on images with oscillating boundaries. The rst experimental results demon-
strate that our new segmentation method deals properly with the task of selective
segmentation. Next, we present the comparison of the new model with the dual level
set selective segmentation model in some experimental results. Lastly, we present exper-
imental results of a more challenging problem, where the object shapes have oscillatory
boundaries.
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For each experiment the markers and some parameters, such as a smoothing factor
and the balloon force coecient, need to be adjusted according to the given image. In
our numerical experiments we take: 4t = 0:01 (for time marching experiments) and
4t = 1 (for AOS experiments), h = 1 (the step space), k = 8;  = 10,  =  0:01,
 = 4; L = G = 10
 3. Dierent image sizes have been tested n = 128; 180; 256;
512. Dierent values for s = 1G = 2G = 1 = 2 = 3 have been chosen and show
that the method performs well and gets similar results. For the following experiment
we will show results of choice for s and s such that:
s = 1G = 2G = 1 = 2 = 3 = 300; s = 1 = 2 = 1 or
s = 1G = 2G = 1 = 2 = 3 = 300; s = 1 = 2 = 200 or
s = 1G = 2G = 1 = 2 = 3 = 80; s = 1 = 2 = 1 or
s = 1G = 2G = 1 = 2 = 3 = 300; s = 1 = 2 = n
2=10:
Similar to Chapter 5 we chose the  for the Heaviside function equal to 10 2 or 1
and the initial global level set a circle
0G =
q
(x  x0G)2 + (y   y0G)2   r0G;
where (x0G; y
0
G) is the centre of the circle. The markers can be used in the construction
of the local level set. The initial local contour can be a circle such that the centre
and the radius are w0 = (x0; y0) = (
1
n1
Pn1
i=1 x

i ;
1
n1
Pn1
i=1 y

i ) and r = mini jwi  w0j,
respectively, where wi = (x

i ; y

i ). In cases when the objects are near (which happens
often in such processes), the shape is irregular then we want to start with a better
nearby level-set. In this case we can start with a distance function level-set constructed
with the polygon of the given markers. This initialization has been found as more
proper in our experiments.
7.4.1 Test Set 1 | robustness of the new model
This subsection demonstrates the ability of recognizing specic objects by our innite
perimeter dual level set model by properly segmenting some synthetic and real life
images.
First, Figures 7.2 and 7.3 present experimental results using the time marching
algorithm for the new dual level set model. The algorithm is based on contracting
or expanding the initial curve, therefore the initial curve has to be nearby (inside or
outside) the given object. Figure 7.3 shows the local and global level-set initialization.
In Figure 7.2(b), we show that the model works satisfactorily with the time marching
algorithm for a real life image. Four more dierent test results have been processed with
time marching of which the rst two images show that the model works satisfactorily
for cases where the features are nearby, while Figure 7.3(c) and (d) shows the successful
segmentation of biological and medical images. Next, we show the numerical results of
our new method for segmenting 7 dierent images applying time marching or the AOS
method. The images of Figure 7.3 give similar results when processed with the AOS
method, and for the sake of brevity we do not show them again. Images in Figure 7.4
show the results obtained using the AOS method. Figure 7.4(b) shows results obtained
from the segmentation of images with strong additive noise using the trees test image.
Figure 7.4(c) and (d) show the segmentation of a picture of a collection of leaves of
dierent shapes which are close to each other. All of these gures show that by giving
some points in the object the model does not get attracted to the other object with
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the same intensity.
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(a) Initial local (yellow) and global
(cyan) level sets (n=180);
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(b) Real life image successfully se-
lected(n=180);
Figure 7.2: Successful segmentation with innite selective segmentation model of the
vase with markers set in the boundary of second tree (target object) with time marching
algorithm.
7.4.2 Test Set 2 | comparison with the previous Rada-Chen model
We now compare our model with the dual level set method [129] for 4 easier problems,
as shown in Figures 7.5 and 7.6. In these images we can notice that for the test
examples, both models give almost the same result except for the fact that the new
model is showing the empty place between the leaves much more accurately.
7.4.3 Test Set 3 | improvement of the new model over Rada-Chen
model
Test problems 3 are more challenging due to the oscillatory boundaries of the objects.
In particular, we consider the problem of segmenting trees since a characteristic of these
images is oscillatory boundaries and the cornering eect of the model can be observed.
The results of our new segmentation method are shown Figures 7.7, 7.8 and 7.9, which
appear to be quite accurate despite the low-quality data. In these gures we show
some respective cropping of the images so that the segmentation dierence between the
images can be easily noticed. In these cases, the previous models from [129] will lose
some details. These gures show better results than the innity dual level set when
oscillatory boundaries are present. In each case, the left row image shows the results of
[129] and the right image shows the correctly segmented results using our new model.
7.5 Conclusions
In this chapter we presented an improved variational model on the previous work of
Rada-Chen [129] which selects a target object by using two level set functions (one for
global segmentation and the other for local and selective segmentation). To improve
and have a more reliable localized segmentation in the case of oscillatory boundaries a
Lebesgue measure which leads to no limitation of the perimeter segmentation has been
incorporated. We derived the curve evolution equations for the problem posed in the
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(a) Geometric image with the markers set in
the corner of the rectangle (n=256);
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(b) Successful segmentation of the spirals
(n=128);
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(c) Cells embryo successfully selected (n=256);
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(d) Successful selective segmentation of blood
vessel in a repeated image (n=160);
Figure 7.3: Successful segmentation of dierent images using innite selective segmen-
tation model with a time marching algorithm.
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variational framework and demonstrated the eectiveness of the resulting algorithm
in segmenting a variety of images. Numerical experiments show that the new model
delivers similar results for general problems to old models and improved results for the
problems where the boundary has oscillations.
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(a) Real life image of vases (n=180);
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(b) Real life image of pine trees with 10% ad-
ditive noise (n=256);
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(c) Real life image of collection of leaves
(n=256);
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(d) Real life image of collection of leaves
(n=256);
Figure 7.4: Successful segmentation for dierent images with oscillatory boundaries
with the AOS innite selective segmentation model, with dt = 1, s = 1, s = 300.
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Figure 7.5: Successful segmentation of two tips of leafs with oscillatory boundaries with
the AOS innite selective segmentation model. First row old model with H1 Hausdor
measurement, second row new model with L2 measurement, dt = 1, s = 1 s = 80.
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Figure 7.6: Successful segmentation of one of the trees in an image with dierent
trees with the AOS innite selective segmentation model. The left column shows the
segmentation obtained with the old model using H1 Hausdor measurement, dt = 1,
s = mn=10, s = 300 while the right column shows the segmentation with the new
model using L2 measurement.
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Figure 7.7: Successful selective segmentation of palm trees and respective cropping
with the AOS innite selective segmentation model. First column with old model with
H1 Hausdor measurement, dt = 1,  = mn=10  = 300, second column new model
with L2 measurement
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Figure 7.8: Successful selective segmentation of one of the pine trees and the respective
cropping with the AOS innite selective segmentation model. First column with old
model with H1 Hausdor measurement, dt = 1,  = mn=10  = 300, second column
new model with L2 measurement.
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Figure 7.9: Successful selective segmentation of pine branch and the respective cropping
with the AOS innite selective segmentation model. First column with old model with
H1 Hausdor measurement, dt = 1,  = mn=10  = 300, second column new model
with L2 measurement.
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Chapter 8
Improved Selective Segmentation
Model Using One Level-Set and
Its Viscosity Solution
The main aim of this chapter is the construction of an ecient variational model for
selective segmentation tasks where only one object is required to be extracted auto-
matically. As mentioned in the previous chapters this kind of technique is of crucial
interest in many elds, as an automation of these tasks will reduce time spent by eld
workers doing this manually.
In this chapter we propose a variational single level-set selective segmentation based
model which is much faster to implement than the previous most ecient model by
Rada-Chen [129], detailed in Chapter 5. The model incorporates several new tools
which brings us to a new model with the same eciency and reliability when compared
to Rada-Chen [129] meanwhile being faster. The model will be compared with latest
interactive image segmentation algorithms, such as Nguyen-Cai-Zhang-Zheng method
[8], showing the same performance or improvement to segmentation in case of object
with same intensity. On the other hand, we provide an answer to the existence and
uniqueness of the solution associated to our problem by using viscosity theory. Numeri-
cal results are given through an AOS algorithm for solving the resulting Euler-Lagrange
equation. The experimental results show that the model nds the desired local bound-
aries successfully in various challenging cases and it is not heavily dependent on the
prior information of markers or the distance function which is based on them. More
importantly, the new model gives an overall improvement over the previous models and
can be recommended for selective segmentation.
8.1 Introduction
In order to separate objects from their surroundings many dierent techniques have
been developed so far [107, 146, 167, 4, 188, 10, 28, 149, 142, 39, 83, 71, 109, 162, 37,
115, 122, 34, 39, 166] etc., and are proven to be very ecient for global segmentation
where all features in an image are required to be segmented.
Selective segmentation is a new subject developed in recent years and not yet been
widely studied. As mentioned in the previous chapters there have been a few variational
selective segmentation methods [66, 67, 68, 133, 69, 12, 129, 8]. Shortly, Gout-Guyader-
Vese [66, 67, 69] proposed an edge based method for selective segmentation and it
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was improved by a mixed edge-based and region-based model by Badshah-Chen [12].
Other methods such as Random Walks [68], Geodesic [13] and GrabCut [133] uses the
distributions probability, edge based function or graph cut theory and the authors of
[8] improved these models by introduced an interactive image segmentation algorithm
less sensitive to the user inputs and sensitivity to small variations able to produce an
accurate boundary with a small amount of user interaction. The recent work by Rada-
Chen [129] has shown to give satisfactory results for cases where the other methods
would produce spurious objects (i.e. fail the selection) in some hard cases where the
objects are near to each other or the intensity dierence is small, as shown by the
example given in Fig. 5.2.
The drawback of the Rada-Chen model [129] is that it is slow to implement due
to the update of two level set functions in comparison with the previous single level
set function. This brings us back to the idea of designing a model which uses only
a single level set function with the requirement of having the same reliability as the
dual level set [129] and will ensure same or better performance compared with [8]. To
solve this problem we are going to introduce a new method which is based on one level
set function, which will ensure a better performance than all previous one level set
methods of this type while having the same results as the present method which uses
dual level sets. The main issues for any new method would be to provide i) ability to
extract smooth regular contours of the target object; ii) robustness of the algorithms:
stability, convergence with a minimum set of parameters; iii) theoretical correctness of
the method.
The new method employs i) a crucial new area-based minimization tting term
considered to enhance the model's reliability (such as an area tting term which serves
as a constraint rather than precise area preservation); ii) an adaptive parameter edge
detection function to better inuence and decrease the functional as soon as we are in
the boundaries; iii) less signicance of the distance function from the given geometrical
points (using it only when it is feasible to give an accurate estimate of the object of
interest); iv) a new region-based selective segmentation tting term which optionally
updates the mean intensity of the background. We aim to provide an answer to the
existence and uniqueness of the solution associated with our parabolic problem using
the theory of viscosity. We will consider two similar minimization problems with the
dierence that in one of them the region tting term does not update the mean intensity
of the background and the second one where this term has been updated. Numerical
results will be presented as well to compare the new model with other models. It will
be shown that the new model gives as satisfactory results as the Rada-Chen model
[129].
This chapter is organized in the following way. In Section x8.2 we present our new
model of minimization and derive the Euler-Lagrange equations. In Section x8.3 we
rst give some general background followed by an extension of Ishii-Sato [78] and Gout
et al. [65] viscosity solution works to our model problem. Other viscosity solutions of
nonlinear elliptic and parabolic PDEs, with nonlinear Neumann boundary conditions,
such as those given by Barles [16, 15], Alvarez et al. [6] or Caselles [27] can be given
but which with the same argument details in ref. [65] Ishii-Sato [78] is more proper. In
this approach the conditions are less restrictive and the theorem is more appropriate
to our considered problem. The extension of the existence and uniqueness for the
second minimization approach requires some appropriate restriction while we have to
acknowledge that in the numerical experiments this model nds the boundaries faster.
In Section x8.4 we describe the discretization of the method and develop an additive
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operator splitting algorithm for solving the PDE, which is very ecient for this kind of
problem. In Section x8.5 we give some experimental results. Examples of application of
the method are presented to dierent data-sets and along with comparison to Badshah-
Chen [12] and the dual level set [129] selective segmentation algorithms. Conclusions
are given in Section x8.6.
8.2 A New One Level Selective Segmentation Variational
Model
In this section we propose a novel one level selective segmentation variational model,
using the key idea of area tting. Similar to Chapter 5 we aim to detect an image
feature/object that is close to the geometrical domain of the points A which are placed
inside the object or in the boundaries.
The geometrical domain of the points A is a good indicator of where our initializa-
tion for the level set has to be placed and at the same time an indicator of the relative
size of the object in the area term. We can get an approximate ratio of the object in
comparison with the whole domain 
 considering the polygon area constricted with
the given points. On the other hand the mean intensity of the polygon into the points
is approximately the intensity of the target object, which can be one more piece of in-
formation to be used. The area outside of this polygon can also be as well an indicator
of the mean intensity outside the target object, which can be as well updated while
the curve evolves. This brings us to two cases which will be considered in this section.
Even though there is no considerable dierence in the experimental results, the non
updated case is much more convenient in terms of proving existence and uniqueness of
the theory for the model.
Recalling from Chapters 2 and 5, the distance function gives a local weight in a small
neighborhood of given markers. In order to have good inuence from this function we
need to increase the number of points in the set A and for more they have to be near the
boundaries, which is not practically convenient. For this reason we want the program
to be less dependent of the distance function and only needed when it is feasible to give
an accurate estimate of the object of interest. In this way we do not fail in cases where
inaccurate geometrical information is given.
Considering all of the given arguments we propose the following energy minimization
functional:
min
 ;c2
F ( ; c2) =


Z
 
g(jru0(x; y)j)dxdy + 1
Z
inside( )
ju0(x; y)  c1j2dxdy +
2
Z
outsite( )
ju0(x; y)  c2j2dxdy +
(8.1)

Z
inside( )
dd  A1
2
+
Z
outsite( )
dd  A2
2
;
where 1; 2; ;  are empirical weights, c1 is the known mean of the polygon constructed
with the given markers (with the assumption that the markers are placed inside the
object or outside and not too far from the boundaries), c2 is a region term which is
considered as the mean intensity of the domain outside the object. The term c2 can
either computed as a mean of the domain left out of the polygon constructed with
the given markers (which will have an approximated error depending on the initial
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markers) or we may update it as the level set evolves, dened below in equation (8.6)
representing the mean intensity outside the target object. This will distinguish two
models named Model 1 and Model 2, respectively. As an edge detection function we
consider an adaptive parameter function g given by:
g(jru0(x; y)j) = 1
1 + kjru0(x; y)j2 ; (8.2)
with k a positive constant. The constant k helps to sharpen the edges especially
when the intensity dierence is small, since in this case we know that near the edges
jru0(x; y)j might not be big enough such that the function g(jru0(x; y)j) is approxi-
mately 0. A Gaussian convolution of the image u0(x; y) withG(x; y) = 
 1=2e jx2+y2j=4,
can be used in cases of strong noise, e.g., G(x; y)  u0(x; y), which helps to eliminate
the height of non-desired frequencies.
Analyzing the energy terms in (8.1), the rst term of the given energy above
(weighted by ) is a weighted geodesic length of the contour. The second and the
third term (weighted by 1; 2) are region tting terms to the mean intensity inside
and outside the object, respectively. The forth and fth term (weighted by ) are a
priori terms stating that the volume area of each object remains close to a reference
area (or volume for 3-D) Ai; i = 1; 2. The constants Ai are the area of the polygon
inside and outside the given markers.
As underlined in the beginning of the chapter our model does not contain the
distance function (unlike [12, 129]) unless the boundaries are feasible to give an accurate
estimate of the object of interest. Rewriting the above equation in terms of the level-set
function we have:
min
(x;y);c2
F ((x; y); c2) =
n

Z


g(jru0(x; y)j)jrH((x; y))jdxdy +
1
Z


ju0(x; y)  c1j2H((x; y))dxdy +
2
Z


ju0(x; y)  c2j2(1 H((x; y)))dxdy +

Z


H ((; )) dd  A1
2
+

Z


(1 H((; )) dd  A2
2o
:
(8.3)
Replacing the non-dierentiable H function by H, a regularized Heaviside function as
in [10, 37], we obtain our Model 2:
min
(x;y);c2
F((x; y); c2) =
n

Z


g(jru0(x; y)j)((x; y))jr((x; y))jdxdy +
1
Z


ju0(x; y)  c1j2H((x; y))dxdy +
2
Z


ju0(x; y)  c2j2(1 H((x; y)))dxdy +
(8.4)

h Z


H((; ))dd  A1
2
+
Z


(1 H((; ))dd  A2
2io
;
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where ((x; y)) is a regularized Delta function corresponding to the Heaviside function
introduced above. Here by Model 2 i.e. (8.4), we mean the general case with two
unknowns  and c2. We shall consider Model 1 the case which does not update the
background mean intensity value c2 while the curve evolves toward the object by keeping
it as a constant equal to the mean intensity of the background of the rst initial level
set, shortly:
min
(x;y)
F((x; y)) =
n

Z


g(jru0(x; y)j)((x; y))jr((x; y))jdxdy +
1
Z


ju0(x; y)  c1j2H((x; y))dxdy +
2
Z


ju0(x; y)  c2j2(1 H((x; y)))dxdy +
(8.5)

h Z


H((; ))dd  A1
2
+
Z


(1 H((; ))dd  A2
2io
;
where both c1 and c2 are estimated from the given polygon P .
Keeping (x; y) xed back to equation (8.4) and minimizing with respect to c2, the
unknown intensity outside the object, one gets the following equality for computing c2:
c2((x; y)) =
R

 u0(x; y)(1 H((x; y)))dxdyR

(1 H((x; y)))dxdy
(8.6)
if
R

(1 H((x; y)))dxdy > 0 (i.e if the curve is nonempty in 
).
Keeping c1 and c2 xed, we minimize (8.4) with respect to (x; y) to derive briey
the Euler-Lagrange equation. We recall that F is dierentiable in the Ga^teaux sense
at  2 X if the limit
F 0( ) =
d
dh

F(+ h )

h=0
= lim
h!0
F(+ h ) F()
h
;
is dened for any  2 X. Coming back to our problem, let us determine the Ga^teaux
derivative of the energy F and nd the rst variation of the functional F with respect
to  such that:
lim
h!0
d
dh

F(+ h ; c2)

= 0:
Using the notation , u0 instead of (x; y), u0(x; y) we have

d
dh
Z


g(jru0j)(+ h )jr(+ h )jdxdy

h=0
+
d
dh
Z



1ju0   c1j2H(+ h ) + 2ju0   c2j2(1 H(+ h ))+


(
Z


H(+ h )dd  A1)2 + (
Z


(1 H(+ h ))dd  A2)2

h=0
= 0
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
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g(jru0j)

jr(+ h )j d
dh
(+ h )dxdy + (+ h )
d
dh
jr(+ h )j

dxdy

h=0
+Z



1(u0(x; y)  c1)2"(+ h )   2(u0(x; y)  c2)2"(+ h ) 

dxdy+
2
Z


Z


H"(+ h )dd  A1

"(+ h )  Z


(1 H"(+ h ))dd  A2

"(+ h ) dxdy

h=0
= 0:
Scaling  and computing the derivatives we have:

Z


g(jru0j)

0()jrj + ()
r
jrj  r 

dxdy+Z


()

1(u0(x; y)  c1)2   2(u0(x; y)  c2)2

 dxdy

Z


()

(
Z


H"()dd  A1)  (
Z


(1 H"())dd  A2)

 dxdy = 0
or

Z


g(jru0j)0()jrj dxdy + 
Z


g(jru0j)() rjrj  r dxdy+Z


()

1(u0(x; y)  c1)2   2(u0(x; y)  c2)2

 dxdy+

Z


()

(
Z


H"()dd  A1)  (
Z


(1 H"())dd  A2)

 dxdy = 0
(8.7)
where  is a test function of the same type as . Applying Green's identityZ


vr  ~wdx =  
Z


rv  ~wdx+
Z
@

v ~w  ~nds
to the second integral of (8.7) by taking  = v and ~w = g(jru0j) ()jrjr for the second
integral we rewrite them respectively asZ


g(jru0j)() rjrj  r dx =  
Z


r 

g(jru0j)()jrj r

 dxdy+Z
@

g(jru0j)()jrj
@
@~n
 ds;
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where r  ~n = @@~n : Thus equation (8.7) becomes8>>>>>>>>>><>>>>>>>>>>:

Z


g(jru0j)0()jrj dxdy + 
Z
@

g(jru0j)()jrj
@
@~n
 ds
 
Z


r 

()g(jru0j)) rjrj

 dxdy +Z


()

1(u0(x; y)  c1)2   2(u0(x; y)  c2)2

 dxdy+

Z


()

(
Z


H"()dd  A1)  (
Z


(1 H"())dd  A2)

 dxdy = 0;
=)
8>>>>>>>>>><>>>>>>>>>>:

Z


g(jru0j)0()jrj dxdy + 
Z
@

g(jru0j)()jrj
@
@~n
 ds  

Z


()r 

g(jru0j) rjrj

 dxdy   
Z


0(L)g(jru0j)r 
r
jrj dxdy+Z


()

1(u0(x; y)  c1)2   2(u0(x; y)  c2)2

 dxdy

Z


()

(
Z


H"()dd  A1)  (
Z


(1 H"())dd  A2)

 dxdy = 0:
This gives8>>>>>><>>>>>>:
 
Z


()r 

g(jru0j) rjrj

 dxdy + 
Z
@

g(jru0j)()jrj
@
@~n
 ds +Z


()

1(z   c1)2   2(z   c2)2

 dxdy +

Z


()

(
Z


H"()dd  A1)  (
Z


(1 H"())dd  A2)

 dxdy = 0:
With the notation W = g(jru0j) the following Euler-Lagrange equation for  can be
derived:8>><>>:
()r 

W
r
jrj

+ ()

  1(u0(x; y)  c1)2 + 2(u0(x; y)  c2)2  


(
Z


H"()dxdy  A1)  (
Z


(1 H"())dxdy  A2)

= 0 in 

(8.8)
where the boundary condition g(jru0j) ()jrj @@~n = 0 reduces to the Neumann boundary
condition. Equation (8.8) can be rewritten as:
()
n
r 

W
r
jrj

 
h
1(u0(x; y)  c1)2   2(u0(x; y)  c2)2
i
 

h Z


Hdxdy  A1

 
Z


(1 H)dxdy  A2
io
= 0; in 

(8.9)
with @@~n

@

= 0.
In case the markers are near the boundaries W = g(jru0(x; y)j) can be replaced
by W = d(x; y)g(jru0(x; y)j), similar to Badshah-Chen or Gout-Guyader [12, 69]. In
equation (8.9) balloon terms such as W jrj can be added to speed up the convergence.
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The nal equations of  can be written in the form:
()
n
r 

W
r
jrj

 
h
1(u0(x; y)  c1)2   2(u0(x; y)  c2)2
i
 

h Z


Hdxdy  A1

 
Z


(1 H)dxdy  A2
io
  W jrj = 0:
(8.10)
As in the previous chapters, to avoid re-initialization of the level set function (x; y)
we employ a similar term to the Li-Xu-Gui-Fox idea [92] of the form
r 

(1  1jrj)r

:
For more about re-initialization techniques refer to [92, 121]. In our experiments re-
initialization was not required.
The approximation of equation (8.10) can be done by introducing an articial time
step t and getting the gradient descent method. In this way we get the following
evolution equation:
@
@t
= ()
n
r 

W
r
jrj

 
h
1(u0(x; y)  c1)2   2(u0(x; y)  c2)2
i
 

h Z


Hdxdy  A1

 
Z


(1 H)dxdy  A2
io
  W jrj = 0; (8.11)
with Neumann boundary conditions and  a small parameter which helps to avoid
singularities of the term jrj by replacing it with jrj =
q
2x + 
2
y + .
8.3 Existence and Uniqueness Based on Viscosity Solu-
tion
8.3.1 General Viscosity Background
In this section we discuss the wellposedness in the mathematical sense of the geometric
PDE model, that is, we prove existence and uniqueness of solutions in the viscosity
sense for Neumann boundary continuous. Both models will be considered, Model 1
with a xed c2 and Model 2 where c2 has been updated. Both cases bring us to a
singular parabolic equations with Neumann boundary conditions.
Similar types of problems have already been considered by dierent authors [6, 15,
16, 17, 48, 62, 78, 103]. Our main motivation is to extend the results of Caselles [27]
and Gout [66, 65] into our proposed model. For a deep understanding the viscosity
solution we refer the reader to the \User's guide to viscosity solutions" of Crandall,
Ishii and Lions [48] and to the paper of Gout-Guyader [65].
We only recall here some notion of viscosity solution for a given function
F (t; x; ;D;D2) = 0; in 
;
or similarly for
t + F (t; x; ;D;D
2) = 0; in [0; T ] 
;
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with Neumann boundary conditions denoted
B(x;D) = 0; on @
;
where B is a real-valued continuous function.
The classical concept of what is meant by a \solution" 1 to a partial dierential
equation (PDE) is generalized by Pierre-Louis Lions [103] and Michael Crandall [48].
We use here the existence theorem and the same notion of viscosity solutions with
the \User's guide to viscosity solutions" by Crandall et al. [48] and Gout paper [65]
based on the Ishii and Sato [78] work. This theory applies to some PDEs that can
formally be written in the form F (x; u;Du;D2u) where Du denotes the gradient and
D2u the Hessian matrix (which is symmetric).
Let F be dened as F : Rn R  Rn  S(n)! R where S(n) denotes the set of
symmetric matrices. In our case, F will be dened by F : 
  R  Rn  S(n) ! R.
As general background in which the viscosity theory can be introduced is the so called
F being proper. Two conditions (monotonicity conditions) are necessary to apply this
theory to an equation of the type F = 0, namely:
(P1) F (x;r; p;X)  F (x; s; p;X) with r  s:
(P2) F (x; r; p; Y )  F (x; r; p;X) with X  Y: (8.13)
The condition (P2) is called degenerate ellipticity. When both conditions (P1;P2)
hold, F is said to be proper. Note that if (x; r; p;X) ! F (t; x; r; p;X) is proper for a
xed t 2 [0; T ], then so is the associated parabolic problem:
t + F (t; x; ;D;D
2) = 0:
Let us suppose that  2 C2(O) and that F (x; (x); D(x); D2(x))  0, 8x 2 Rn:
Suppose that ' is also C2(O) (O an open subset of Rn) and ex 2 O is a local maximum
of   '. This implies that D(  ')(ex) = 0 and D2(  ')(ex)  0; so
D()(ex) = D(')(ex)
D2()(ex)  D2(')(ex) :
Using the property of degenerate ellipticity of F , we get
F (ex; (ex); D'(ex); D2'(ex))  F (ex; (ex); D(ex); D2(ex))  0:
For a given proper function establishing the uniqueness of solutions requires some extra
structural conditions (or assumptions) on the equation. The three basic properties of
viscosity solutions are existence, uniqueness and stability. The existence of solutions
holds in all cases where the comparison principle holds and the boundary conditions
can be enforced in some way as shown in the following. More denition of viscosity
solutions can be found in Appendix 1 and the references therein. Here the existence
theorem for viscosity solutions will be based on the one introduced by Ishii and Sato
1A given PDE
E(x; u;Du;D2u) = 0 (8.12)
over a domain x 2 
 has a solution in the classical concept if we can nd a function u(x) which is
continuous and dierentiable over the entire domain such that x; u;Du;D2u satisfy the above equation
at every point.
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in [78], assuming that the given domain 
 is a bounded in Rn with a C1 boundary.
Let us consider the following conditions:
(H1) F 2 C([0; T ]
R (Rn f0g)Sn), where Sn denotes the space of nn
symmetric matrices equipped with the usual ordering.
(H2) There exists a constant  2 R such that for each (t; x; p;X) 2 [0; T ]  
 
R (Rn   f0g) Sn), the function ! F (t; x; ; p;X)   is non decreasing on R.
(H3) For each Q > 0, there exists a continuous function wQ : [0;1[! [0;1[
satisfying wQ(0) = 0 such that if X;Y 2 Sn and 1; 2 2 [0;1[ satisfy:
X 0
0 Y

 1

I  I
 I I

+ 2

I 0
0 I

(8.14)
then
F (t; x; ; p;X)  F (t; y; ; q; Y )   wQ

1(jx  yj2 + (p; q)2) + 2
+jp  qj+ jx  yj(1 max(jpj; jqj))
 (8.15)
for all t 2 [0; T ]; x; y 2 
;  2 R with jj  Q and p; q 2 Rnnf0g.
(H4) B 2 C(Rn Rn) \ C1;1(Rn  (Rnnf0g)):
(H5) For each x 2 Rn, the function p! B(x; p) is positively homogeneous of degree
one in p, i.e., B(x; p) = B(x; p); 8  0; p 2 Rnnf0g.
(H6) There exists a positive constant  such that < (z); DpB(z; p)   for all
z 2 @
 and p 2 Rn f0g. Here (z) denotes the unit outer normal vector of at z 2 @
.
We recall the following theorem taken from [67].
Theorem 8.3.1 Consider the following problem:8<:
(0; x) = 0(x); for x 2 

t + F (t; x; ;D;D
2) = 0 in ]0; T [
 ;
B(x;Du) = 0 in ]0; T [@
 ;
(8.16)
Assume that conditions H1{H6 hold. Then for each 0 2 C(
) there is a unique
viscosity solution  2 C([0; T [
) of (8.16) satisfying (0; x) = 0(x) for x 2 
.
8.3.2 Existence and Uniqueness Results for Model 1
Checking the Properness of F; Model 1.
Coming back to Model 1, the stated problem is given in the form
@
@t
= ()
n
r 

W (x)
r
jrj

 
h
1(u0(x)  c1)2   2(u0(x)  c2)2
i
 

h Z


H()dx A1

 
Z


(1 H())dx A2
io
  Wxjrj = 0; (8.17)
with x = (x; y): As done in [39, 182] a rescaling can be made so that the motion is
applied to all level sets by replacing () by jrj
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8>>>>>><>>>>>>:
(x; 0) = 0(x)
@
@t = jrjW (x)r 

r
jrj

+  < rW (x);r >  
jrjT1(u0; c1; c2)  jrjT2(H(); A1; A2)  W (x)jrj;
@
@

@

= 0;
(8.18)
where T1(u0; c1; c2) = 1(u0(x) c1)2 2(u0(x) c2)2; T2(H(); A1; A2) = 
 R

H()dxdy 
A1

 
R

(1   H())dxdy   A2

: The function g(ru0) bounded continuous and
rW (x) = rg(ru0) (or rW (x) = r(d(x)g(ru0)) is well-dened (except at the points
that are equidistant from at least two points of the given nite set A, see [66]).
In this way we have a parabolic PDE of the form
t + F (t; x; ;D;D
2) = 0; in [0; T ] 
:
with
F (t; x; ;D;D2) =  jDjW (x)D 

D
jDj

   < rW (x); D > +
jDjT1(u0; c1; c2) + jDjT2(H(D); A1; A2) + W (x; y)jDj:
Before checking if these conditions are satised by the model we rewrite the equation
in the form
F (t; x; r; p;X) =  W (x)trace

A(p)X

   < rW (x); p > +
jpjT1(u0; c1; c2) + jpjT2(H(r); A1; A2) + W (x)jpj
with A(p) = I   p
pjpj2 (for details refer to Appendix 2).
In order the rst condition (P1) to be satised we have to analyze the term
T2(H(r); A1; A2) since the other terms does not depend explicitly on r. With the as-
sumption that the initialization is placed inside the object, while the curve will evolve
towards the boundaries the area of the region inside the curve grows while outside
decreases. In this way the integrals
R

H(r)dxdy A1  0 and  
R

(1 H(r))dxdy 
A2

 0; and 
h R

H(r)dxdy  A1

 
 R

(1 H(r))dxdy  A2
i
 0: For more if
s  r taking in consideration that R
H()dxdy represents the area of a given curve
we have
R

H(s)dxdy   A1 
R

H(r)dxdy   A1 and  
 R

(1 H(s))dxdy   A2


 
 R

(1   H(r))dxdy   A2

: This means T2(H(s); A1; A2)  T2(H(r); A1; A2) )
F (x;s; p;X)  F (x; r; p;X).
Let us analyze the degenerate ellipticity (P2). We have then to compare F (x; y; p;X)
and F (x; y; p; Y ) when Y  X symmetric matrices2. Since the other terms do not in-
2\" stands for the usual partial ordering on symmetric matrices stating that Y  X if Y  X  0
i.e., Y  X is positive semi-denite
205
volve the second derivative, it has to be compared
 W (x)trace

A(p)X

and   W (x)trace

A(p)Y

when Y  X: With some simple algebra it can be shown that (see Appendix 3)
 W (x)trace(AY )   W (x)trace(AX):
In this way it was proved that for p 6= 0, F is degenerate elliptic. We then suppose for
the following F is proper and continuous.
Existence and Uniqueness of the Solution Model 1 : Proof Based on Ishii
and Sato's Work [78]
Before starting we remind that the function
R

H()dxdy and
R

(1 H())dxdy are
continuous bounded functions. This mean that T2(H(); A1; A2) is Lipschitz.
Going back to our problem Model 1, we can apply the viscosity theorem. The
considered Model 1 problem functional F is dened by
F (t; x; ; p;X) =  W (x; y)trace

A(p)X

   < rW (x; y); p > +
jpjT1(u0; c1; c2) + jpjT2(H(); A1; A2) + W (x; y)jpj
Theorem 8.3.2 Consider the following problem:8<:
(0; x) = 0(x); for x 2 

t + F (t; x; ; p;X) = 0 in ]0; T [
 ;
B(x; p) = 0 in ]0; T [@
 ;
(8.19)
For each 0 2 C(
) the conditions H1{H6 hold, which garanties a unique viscosity
solution  2 C([0; T [
) of (8.19) satisfying (0; x) = 0(x) for x 2 
.
Proof The rst point (H1) is satised because F presents a singularity for p = 0 but
is continuous otherwise.
The second condition (H2): The term jpjT1(u0; c1; c2) does not depend explicitly on
; for this reason  has to be chosen such that jpjT2(H(); A1; A2) is non decreasing3.
As the level set tends to the real boundaries of the object the term T2(H(); A1; A2)
is a positive evaluated constant so we can choose a negative constant  such that
T2(H(); A1; A2)    is non decreasing. In this way the second condition is satises
(since if f(b)  f(a) for b > a; then f(b) + c  f(a) for c positive).
The third condition (H3): Using the inequality
trace(A(p)X) + trace(A(q)Y )  1(2jx  yj2 + 8(p; q)2) + 22
3A function is non decreasing if f(b)  f(a) for b > a:
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provided in Appendix 4 we can evaluate the expression
F (t; x; ; p;X)  F (t; y; ; q; Y ) =  (trace(A(p)X) + trace(A(q)Y )) 
( < rW (x); p >   < rW (y); q >)+
(jpj   jqj)T1(u0; c1; c2)+
(jpjT2(H(p); A1; A2)  jqjT2(H(q); A1; A2)
+ W (x; y)(jpj   jqj)
Using the same arguments as in [69], we have
< rW (x); p >   < rW (y); q > C1jx  yjmax(jpj; jqj) + C2jp  qj
and
(jpj   jqj)T1(u0; c1; c2) + W (x; y)(jpj   jqj)  (1 + 2)jp  qj
jpjT2(H(p); A1; A2)  jqjT2(H(q); A1; A2)  jpj   jqjmax(T2(H(p); A1; A2); T2(H(q); A1; A2))
 3jp  qj
from which we deduce
 (F (t; x; ; p;X)  F (t; y; ; q; Y ))  1(2jx  yj2 + 8(p; q)2) + 22+
C1jx  yjmax(jpj; jqj) + C2jp  qj  (8.20)
(1 + 2)jp  qj   3jp  qj
and
 (F (t; x; ; p;X)  F (t; y; ; q; Y ))  max(2; 8; C1; C2   1   2   3)

1(jx  yj2 + (p; q)2) + 2+
(1 + jx  yj)max(jpj; jqj) + jp  qj

We just have to take wQ(l) = max(2; 8; C1; C2   1   2   3)l: wQ(0) = 0 and wQ is
nondecreasing on [0;1[.
Similar to [66], the fourth point (H4) is fullled with assumptions on  (8.21).
Then, it is easy to check that B is positively homogeneous of degree one (H5). For the
last point (H6), one can easily see that
B(z; p) =< (z); p > (8.21)
and
< (z); DpB(z; p) >= j(z)j2 = 1 (8.22)
We take  = 1 and the last assumption is fullled. 
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8.3.3 Existence and Uniqueness Results for Model 2
Checking the Properness of F , Model 2
In the second case the c2 term has been updated in each iteration, which means it is a
term of the form c2(). The stated problem in this case is:
@
@t
= ()
n
r 

W (x)
r
jrj

 
h
1(u0(x)  c1)2   2(u0(x)  c2())2
i
 

h Z


H()dxdy  A1

 
Z


(1 H())dxdy  A2
io
  Wxjrj = 0; (8.23)
with x = (x; y): Replacing () by jrj in a partial scaling excluding the term T1(u0; c1; c2()),
for analysis purpose, we have
8>>>>>><>>>>>>:
(x; 0) = 0(x)
@
@t = jrjW (x)r 

r
jrj

+ < rW (x);r >  
()T1(u0; c1; c2())  jrjT2(H(); A1; A2)  W (x)jrj;
@
@~n

@

= 0;
(8.24)
with T1(u0; c1; c2) = 1(u0(x) c1)2 2(u0(x) c2())2; T2(H(); A1; A2) = 
 R

H()dxdy 
A1

 
R

(1 H())dxdy  A2

:
As before, we have
t + F (t;x; ;D;D
2) = 0; in [0; T ] 

where F is dened as F : Rn R Rn  S(n)! R with the specic form
F (t;x; ; p;X) =  W (x; y)trace

A(p)X

  hrW (x; y); pi+
()T1(u0; c1; c2()) + jpjT2(H(); A1; A2) + W (x; y)jpj
(8.25)
and S(n) denotes the set of symmetric matrices.
First we verify if F is proper by checking if the condition (P1) and (P2) are sat-
ised. For the rst condition we have to analyze the term ()T1(u0; c1; c2(r)) +
jrjT2(H(r); A1; A2); because for the rest we can use the same arguments as in Sub-
section x8.3.2. The dierence now is that the expression T1(u0; c1; c2(r)) = 1(u0(x) 
c1)
2   2(u0(x)   c2(r)2); updated each iteration the term c2 depends on H(r). To
carry with the check of the condition let's consider a simple case of one object and its
background that c1 < c2: This assumption does not constrict the class of the images we
deal with because in the case of brighter background in relation to the object the model
can be adapted by processing the 255 u0 instead of u0. While the curve evolves in each
iteration k the term ck2 decays by getting closer to the the real background intensity c

2
, where ck2 denotes c2 in each time step of computation and c

2 the correct answer for
mean intensity of background. On the other hand this means that if we consider s  r;
c2(s)  c2(r); this is due to the fact that the curve representing s will be less corrupted
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with elements from the object with lower intensity. In this context
0  c2(s)  c2(r))
0  c2(s)  u0(x)  c2(r)  u0(x) for the foreground
u0(x)  c2(s)  u0(x)  c2(r)  0 for the background
(u0(x)  c2(s))2  (u0(x)  c2(r))2 for the foreground
(u0(x)  c2(s)2  ((u0(x)  c2(r))2 for the background
 (u0(x)  c2(s))2   (u0(x)  c2(r))2 for the foreground
 (u0(x)  c2(s))2   ((u0(x)  c2(r))2 for the background
At this point we have to remind that the term T1(u0; c1; c2(r)) appears multiplied by
(r): This means that the terms  (u0(x)  c2(s))2 and  (u0(x)  c2(r))2 will be zero
everywhere except in a small  neigborhood of s and r: Moreover, we consider that
r and s are evolving until reaching the boundaries and are  distance from the target
object. This means that  (u0(x)  c2(s))2   (u0(x)  c2(r))2: Regarding the second
term T2(H(r); A1; A2) we conclude same as before that
T2(H(s); A1; A2)  T2(H(r); A1; A2)) F (x;s; p;X)  F (x; r; p;X):
The analyzes for degenerate ellipticity condition (P2) is same like done in Subsection
x8.3.2.
We can prove the existence and uniqueness of the solutionModel 2 in an  distance
neigborhood of the nal aimed contour, in which the function F is proper.
Existence and Uniqueness of the Solution Model 2 : Proof Based on Ishii
and Sato's Work [78]
Going back to our problem, we can apply the viscosity theorem. The considered Model
1 problem functional F is dened by
F (t; x; ; p;X) =  W (x; y)trace

A(p)X

   < rW (x; y); p > +
()T1(u0; c1; ; c2()) + jpjT2(H(); A1; A2) + W (x; y)jpj
Theorem 8.3.3 Consider the following problem:8<:
(0; x) = 0(x) for x 2 

t + F (t; x; ; p;X) = 0 in ]0; T [
 ;
B(x; p) = 0 in ]0; T [@
 ;
(8.26)
For each 0 2 C(
) the conditions H1{H6 hold, which guaranties a unique viscosity
solution  2 C([0; T [
) of (8.26) satisfying (0; x) = 0(x) for x 2 
.
Proof It suces to verify conditions (H1 H6) in order to apply Theorem 8.3.1. The
rst point (H1) is satised because F presents a singularity for p = 0 but is continuous
otherwise.
For the second condition (H2),  has to be chosen such that jpjT2(H(); A1; A2) +
()T1(u0; c1; c2()) is non decreasing. As the level set tends to the real boundaries
of the given the term T2(H(); A1; A2) is an positive evaluated constant. The term
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T1(u0; c1; c2()) is a bounded value, so we can choose a negative constant  such that
()T1(u0; c1; c2())   non decreasing, so satises the second condition.
In the same way like Subsection x8.3.2 for the third condition (H3) we have
trace(A(p)X) + trace(A(q)Y )  1(2jx  yj2 + 8(p; q)2) + 2;
< rW (x); p >   < rW (y); q > C1jx  yjmax(jpj; jqj) + C2jp  qj:
Evaluating the expression
F (t; x; ; p;X)  F (t; y; ; q; Y ) =  (trace(A(p)X) + trace(A(q)Y )) 
( < rW (x); p >   < rW (y); q >)+
()(T1(u0; c1; c2())  T1(u0; c1; c2()))+
(jpjT2(H(p); A1; A2)  jqjT2(H(q); A1; A2)
+ W (x; y)(jpj   jqj)
Since
()  0 + W (x; y)(jpj   jqj)  1jp  qj
jpjT2(H(p); A1; A2)  jqjT2(H(q); A1; A2)  jpj   jqjmax(T2(H(p); A1; A2); T2(H(q); A1; A2))
 2jp  qj
we deduce
 (F (t; x; ; p;X)  F (t; y; ; q; Y ))  1(2jx  yj2 + 8(p; q)2) + 22+
C1jx  yjmax(jpj; jqj) + C2jp  qj  (8.27)
(1 + 2)jp  qj
and
 (F (t; x; ; p;X)  F (t; y; ; q; Y ))  max(2; 8; C1; C2   1   2)

1(jx  yj2 + (p; q)2) + 2+
(1 + jx  yj)max(jpj; jqj) + jp  qj

We just have to take wR(l) = max 2; 8; C1; C2   1   2)l:wR(0) = 0 and wR = 0 is
nondecreasing on[0;1[.
The fourth point is fullled with assumptions on  (8.28). Then, it is easy to check
that B is positively homogeneous of degree one. For the last point, one can easily see
that
B(z; p) =< (z); p > (8.28)
and
< (z); DpB(z; p) >= j(z)j = 1 (8.29)
We take  = 1 and the last assumption is fullled. 
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8.4 Numerical Solution: An AOS Algorithm
Recalling equation (8.11)8>>>>>>>>>>>><>>>>>>>>>>>>:
(x; y; 0) = 0(x; y)
@
@t = ()r 

W rjrj

+
()

 

1(u0(x; y)  c1)2   2(u0(x; y)  c2)2

 

 R

Hdxdy  A1

 
R

(1 H)dxdy  A2

  W (x; y)jrj;
@
@~n

@

= 0;
(8.30)
we can implement a fast and a low computational cost method such as AOS.
Denoting E = Wjrj ; and
f =()

 

1(u0(x; y)  c1)2   2(u0(x; y)  c2)2

 

Z


Hdxdy  A1

 
Z


(1 H)dxdy  A2

 
W (x; y)jrj;
(8.31)
equations (8.30) can be written in the compact form:(
@
@t
= ()r  (Er) + f =
()(@x(E@x) + @y(E@y)) + f:
(8.32)
Discretizing in the spatial step, the equation (8.30) one can rewrite it in the matrix-
vector form which, by employing the AOS scheme, can be split additively as shown
below:
n+1 =
1
2
2X
l=1
( I   2tAl(n)) 1^n (8.33)
where the tridiagonal matrices Al for l = 1; 2 are derived in the same way as in Chapter
5.
The following iteration algorithm has been designed for the model:
8.5 Experimental Results
In order to illustrate the performance and the accuracy of the proposed method, exper-
iments were carried out on synthetic, CT and MRI 2-D images. We like to emphasize
that for the new method the distance function was not considered in none of the results
shown below, in other words d(x; y) = 1.
We will present three set of experiments. In the rst one we demonstrate that our
new segmentation method works for segmenting hard cases, such as the objects shown
in Fig. 5.2, and compare the results with a one level set model of the same type,
such as the Badshah-Chen model. The second set will compared the new model with
the Nguyen-Cai-Zhang-Zheng model [8] which is known for its robustness, accurate
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Algorithm 4 AOS Method Algorithm for Solving the One Level Selective Method:
k  OLSS((0);A; ; ; ; ; ;maxit; tol):
Calculate the edge based function and area of the polygon (distance function op-
tional);
n = 1, Compute f from equation (8.31), (1) = (0);
for iter = 1 : maxit do
Compute (n) using (8.33):

(n+1)
i  12
2P
l=1
( I   2tAl(n)) 1^n
If k(n+1)   (n)k < tol or iter > maxit, set (k)  (n 1) Break;
else (k)  (n 1)
update f from equation (8.31)
end for
boundary with a small amount of user interaction. It will be noticed that our model
performs better then Nguyen-Cai-Zhang-Zheng model in some cases where the objects
have same intensity and the boundaries are vague or object with same intensity. The
third set will present a comparison with Rada-Chen [129], Chapter 5, which has shown
for good performance in selecting the right object in cases of low intensity dierence or
with objects which are close to each other. For most of this images the old models of
Badshah-Chen and Gout-Guyader were considered as challenging problems.
In the following experiments the parameters t, 1, 2, , h (step size),  and ,
have been xed at t = 0:1, 1 = 2 = 1,  =  0:01, h = 1,  = 1; and  = 10 6,
respectively. Dierently sized images n  n = 128  128; 256  256 have been tested
and show the same satisfactory results.
Through the experiments it was observed that the parameters ,  can be in a range
between  = 100 to n2=10 and  = 0:1 to 1 which gave similar results. In hard cases
with small intensity dierence between the objects the parameter k can be increased
in a value greater than 100, giving a better performance in this way.
The rst initial level set has been constricted as a sign distant function of the
given polygon constructed with the markers as more proper in our experiments. The
experimental results show that if the markers are outside the object but not inside
nearby objects the method works, in contrast with the case where the markers are placed
near the boundaries or inside other objects in which the method fails by capturing the
nearby objects.
8.5.1 Test Set 1 | robustness and accuracy of the new model, and
comparison with Badsah-Chan model
In the rst test set, we demonstrate the ability of recognizing objects which have a
small intensity dierence. Figure 8.1 shows a rectangle and triangle with a non empty
intersection and with small intensity dierence of those two objects. The Figure 8.1 (c)
and (d) presents the satisfactory experimental results using the new model algorithm
for capturing both of these objects separately, while the old Badshah-Chan model would
easily fail in this case, as shown in Figure 8.1(b), where all black area was segmented.
The real life image or the medical images are a real challenge for segmentation in
general and especially for selective segmentation, due to poor quality and noise. In
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Figure 8.2(c) and (d) we show that the model works satisfactorily with this kind of
images. All these images have been shown as hard cases in the Rada-Chen [129] paper
and segmented correctly by a dual level set, results which are the same with the one
we already showed in Figure 8.1 (c), (d), Figure 8.2(c) and (d).
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Figure 8.1: Test Set 1 { Comparison with Badshah-Chen model [12]: (a) First level
set; (b) Unsuccessful result by [12] model for the case of two object with small intensity
dierence; (c-d) Successful result by new model for the case of two objects with small
intensity dierence
Test Set 2 | comparison with the previous Nguyen-Cai-Zhang-Zheng
model [8]
We have to acknowledge that Nguyen-Cai-Zhang-Zheng model [8] gives same satisfac-
tory results for the test images in Fig. 8.1 and 8.2(c) and for almost all the images we
present in this paper as well. Fig. 8.3 shows the successful segmentation of the kidney
by Nguyen-Cai-Zhang-Zheng model in a CT image. This test set will show only a few
examples where our model performs better then Nguyen-Cai-Zhang-Zheng model [8].
For briefness we will not show the results that both models give satisfactory results.
Although the performance of Nguyen-Cai-Zhang-Zheng model [8] is much better then
other methods, its results still contain some artifacts due to similar appearance. The
method cannot handle transparent or semi-transparent boundaries. Fig. 8.4 gives a
failure example, where our method is able to segment the target cell in a clean way while
the Nguyen-Cai-Zhang-Zheng model [8] fails. Fig. 8.5 shows as well an unsuccessful
result with objects which have same intensity while our model succeeds as shown in
Fig. 8.6(a).
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Figure 8.2: Test Set 1 { Comparison with the Badshah-Chen model [12]: (a) Unsuc-
cessful result by [12] model for the case of CT image where the organs are nearby,
with small intensity dierence and in presence of noise; (b) Unsuccessful result by [12]
model for the case of a biological image where the cells are of the same intensity or
with small intensity dierence; (c) Successful results with the new model in case of CT
image where the organs are nearby, with small intensity dierence and in presence of
noise; (d) Successful result by new model for the case of a biological image where the
cells are of the same intensity or with small intensity dierence;
8.5.2 Test Set 3 | comparison with the previous Rada-Chen model
We continue our experiments by giving more examples and compare our model with the
dual level set selective method [129]. Here we show 12 more dierent images, which can
be found as successful as selected by the dual level set selective method [129]. All of the
testing examples, as shown in Fig. 8.6, give satisfactory segmentation which is almost
the same result as with the dual level set selective method, which for the sake of brevity
we do not show. The rst ve images in Fig. 8.6, (a), (b), (c), (d), (e) respectively, are
articial images and from the results we conclude that the model works satisfactorily
for cases where the features are nearby and with dierent shapes, while the last images,
Figure 8.6 (f), (g), (h), (i), (j), (k), (l), show an accurate segmentation of biological
and medical images, which are considered as much harder cases due to the low-quality
data. Since two level set need to be updated in the case of the dual level sets, the
model suers from slow convergence. Table 8.1 shows this fact clearly. In this table we
compare CPU times of the new model and the old dual level set model [129], and nd
out that the new model is at least two or three times faster and results obtained in all
the experiments without exceptions.
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(a) Two types of strokes has been labeling
some foreground and background pixels
(b) Successful segmentation of the kidney by
Nguyen-Cai-Zhang-Zheng model [8]
Figure 8.3: Test Set 2 { Comparison with Nguyen-Cai-Zhang-Zheng model [8]. Suc-
cessful result by Nguyen-Cai-Zhang-Zheng model for the case of kidney segmentation
in a CT image.
Table 8.1: Required CPU time for successful selective segmentation for some of the
tested images.
DLSS method New method
Figure
CPU time CPU time
Fig.8.1(c) (256 256) 68.5938 18.7188
Fig.8.1(d) (256 256) 49.1250 18.9688
Fig.8.6(e) (128 128) 65.32 36.703
Fig.8.6(f) (128 128) 69.120 21.890
Fig.8.6(l) (128 128) 32.601 11.890
8.6 Conclusions
In this paper we presented a new variational selective segmentation model with one level
set function which performs reliable segmentation, improving on two related models
proposed recently. Existence and uniqueness of the model has been discussed on the
mathematical sense of the geometric PDE model based on the viscosity theory. The
new model delivers similar results for easy problems to old models, such as the Badshah-
Chen model [12] or Nguyen-Cai-Zhang-Zheng model [8] and improves on this model in
hard cases with objects which are nearby or have a small intensity dierence, shown
in dierent numerical experiments. The model has equally reliable results for harder
problems with which the Rada-Chen [129] model could also successfully deal and at
the same time improving the speed by at least two times in comparison with the model
[129].
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(a) Two types of strokes has been labeling
some foreground and background pixels
(b) Unsuccessful result of the cell by
Nguyen-Cai-Zhang-Zheng model [8]
Steps 0
(c) In green are 4 given markers and in blue
the rst level set
(d) Successful segmentation of the cell with
the new model
Figure 8.4: Test Set 2 { Comparison with Nguyen-Cai-Zhang-Zheng model [8]. Suc-
cessful result by new model for the case of two cells with same intensity and semi-
transparent boundaries.
Appendix 1: Some Denition of Viscosity Solutions
Consider the following problem:8<:
(0; x) = 0(x); for x 2 

t + F (t; x; ;D;D
2) = 0 in ]0; T [
 ;
B(x;Du) = 0 in ]0; T [@
 ;
(8.34)
in the following we give some denition from viscosity theory.
Denition 8.6.1  2 C(O) is a viscosity solution to F = 0 if and only if:
8' 2 C2(O), if x0 is a local maximum of   ', we have the relation
F (x0; (x0); D'(x0); D
2'(x0))  0
and 8' 2 C2(O), if x0 is a local minimum of   ' , we have the relation
F (x0; (x0); D'(x0); D
2'(x0))  0
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(a) (b)
(c) (d)
Figure 8.5: Test Set 2 { Unsuccessful result by Nguyen-Cai-Zhang-Zheng model [8] for
the spiral object. The rst column shows the given strokes for the foreground (in red)
and background (in blue), while the second column shows the segmentation result with
the Nguyen-Cai-Zhang-Zheng model [8]. Our new method shows successful result for
this case as shown in Fig. 8.6(a).
If  only satises the rst (second) inequality, then  is said to be a viscosity sub-
solution (viscosity supersolution).
Crandall et al. [48] and Barles [17] give another denition based on the notions of
superjet and subjet. For x near ex , considering
(x)  '(x)  (ex)  '(ex) ) (x)  (ex)  '(ex) + '(x)
and Taylor expansion gives (' being C2)
(x)  (ex)+ < p; x  ex > +1
2
< X(x  ex); x  ex > +o(jx  exj2); x! ex; (8.35)
where p = D'(ex) and X = D2'(ex): We say that if  : O ! R; ex 2 O and (8.35) is
satised as O 3 x ! ex , (p;X) 2 J2;+o (ex); J2;+O (ex) being the second order superjet
of  at ex.
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Figure 8.6: Test Set 3 { Comparative results with Rada-Chen [129] model (a-
l)Successful segmentation of dierent images.
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Denition 8.6.2 A viscosity supersolution to F = 0 on O is a function  2 USC(O)4
such that:
F (x; (x); p;X)  0 8x 2 O; (p;X) 2 J2+O (x).
A viscosity supersolution to F = 0 on O is a function  2 LSC(O) 5 such that:
F (x; (x); p;X)  0 8x 2 O; (p;X) 2 J2 O (x).
We say that  is a viscosity solution if it is both a subsolution and a supersolution.
Crandall et al.[48] extend these denitions for parabolic problems
t + F (t; x; ;D;D
2) = 0:
Same with [48, 66] we assume that D and D2 stand for Dx(t; x) and D
2
x(t; x) and
instead of working on O, we work on OT =]0; T [O.
In Crandall et al.[48] J2+O (x) is dened as follows: (a; p;X) 2 R  Rn  S(n) lies
in J2+O (x) if (s; z) 2 OT , and
(t; x)  (s; z) + a(t  s)+ < p; t  s > +1
2
< X(t  s); t  s > +o((t  s) + jx  zj2);
as O 3 (t; x)! (s; z):
Denition 8.6.3 A viscosity supersolution to the parabolic equation on OT is a func-
tion  2 USC(OT ) such that:
a+ F (t; x; (t; x); p;X)  0 8(t; x) 2 OT ; (a; p;X) 2 J2+O (t; x).
A viscosity supersolution to the parabolic equation on OT is a function  2 LSC(OT )
such that:
a+ F (t; x; (t; x); p;X)  0 8(t; x) 2 OT ; (a; p;X) 2 J2 O (x).
More information can be found in the respective papers mentioned before.
Appendix 2: Matrix Notation for the Curvature
Carrying out the dierentiations of the term r 

r
jrj

we have
jrjr 
 r
jrj

= jrj

x
jrj
0
x
+

x
jrj
0
y

=
xxjrj2   (2xxx + xyxy)
jrj2 +
yyjrj2   (2yyy + yxyx)
jrj2 =
xx  
(2xxx + xyxy)
jrj2

+

yy  
(2yyy + yxyx)
jrj2

=
= trace
0@1  2xjrj2   xyjrj2
xy
jrj2 1 
2y
jrj2
1Axx xy
xy yy

: (8.36)
In this way in the rst matrix we deal with elements of the form
aij(jrj)@ij
4USC(O) is the set of upper semicontinuous functions on O
5LSC(O) is the set of lower semicontinuous functions on O
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with aij = faij(p)g = ij   pipj=jpj2 for p =

p1
p2

. Using the notation p 
 p =
p21 p1p2
p1p2 p
2
2

; for the classical Einstein sommation we can rewrite (8.36)
trace

I   p
 pjpj2

X

= trace

A(p)X

with A(p) = I   p
pjpj2 .
Appendix 3: Monotonically Inequality for Trace of Two
Symmetric Matrices
Since X and Y are set of symmetric matrices we can write
Y  X () 8  2 R2   f0R2g; TY   TX:
With the assumption that p 6= 0 to avoid the singularity, it can be easy proven that
the matrix A(p) = I   p
pjpj2 is positive with the following argument:
8  2 R2   f0R2g;  =

1
2

we have
TA(p) =
1
p2
(1p2   2p1)2  0:
The matrix A(p) is symmetric positive (for more details see [66] ). Its eigenvalues are
positive and there exists an orthonormal P an orthogonal matrix and D a diagonal
matrix with positive values such that D = P TAP . Thus one can write A = GGT , with
G = PD1=2. With the following notations:
trace(AX) = trace(GGTX) = trace(GTXG)
trace(AX) =
2X
i=1
GTi XGi with Gi the ith colomn of G:
For Y  X we can easily nd
GTi XGi  GTi Y Gi; 8 if1; 2g:
The function W (x) and the constant  are positive brings to the following conclusion:
 W (x)trace(AY )   W (x)trace(AX):
Appendix 4: Inequality Evaluation of trace(A(p)X)+trace(A(p)Y )
Before starting with the proof let's give some preliminary.
1. For p; q 2 Rnnf0g, it has been proven by [66] that
j pjpj  
q
jqj j 
jp  qj
min(jpj; jqj) = (p; q)
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2. The function g : s ! 1
1+s2
is bounded and sup jg0(s)jR+ = 3
p
8
8 which proves
that g is Lipschitz and one can write 8(s1; s2) 2 (R+)2; jg(s1)   g(s2)j  3
p
8
8 js1   s2j:
Considering s = jru0(x)j it can be shown [67] jg(jru0(x)j)   g(jru0(y)j)j  kjx   yj:
The properties on g0 and jru0(y)j provides that jrg(jru0(x)j)j is Lipschitz.
Let us rst denote by A(x; p) = W (x)(I   p
pjpj2 ); a small modication of A. We
have to remark is that A(x; p) has two eigenvalues 0 and and W (x): The associated
eigenvectors are respectively

p1
p2

and
 p2
p1

: This means that it can be found an
orthonormal matrix P such that:
A(p) = P (p)

0 0
0 W (x)

P (p)T with P (p) =
 
p1
jpj   p2jpj
p2
jpj
p1
jpj
!
thus trace(A(x; p)X) = trace(GGTX) = trace(GTXG) with G =
 
0   p2jpjW (x)
0 p1jpjW (x)
!
:
Moreover,(
trace(A(x; p)) =W (x);
trace((G(p) G(q))(G(p) G(q))T ) = jpW (x) pjpj  pW (y) qjqj j2 : (8.37)
For all r; s 2 R2, the inequality (8.14) gives us:
(Xr; r) + (Y s; s) = rTXr + sTXs = (rT ; sT )

X 0
0 Y

(r; s) 
(rT ; sT )

1

I  I
 I I

+ 2

I 0
0 I

(r; s) = 1

rT r   rT s  sT r + sT s

+
2

rT r+sT s

= 1

(r s)T (r s)

+2

jrj2+jsj2

= 1jr sj2+2(jrj2+jsj2) (8.38)
Taking successively r = G(x; p)ei and s = G(y; q)ei with (ei)i an orthonormal basis of
R2 (as done in [21], A(x; p) = G(x; p)GT (x; p)), we get as well
trace(A(p)X) =
2X
i=1
(XGei; Gei)
(Xr; r) = rTXr =
X
(eiG)
TXGei = trace(G
TXG) = trace(A(p)X):
Evaluating trace(A(p)X) + trace(A(p)Y ) and using the inequality (8.38) we have
trace(A(p)X) + trace(A(q)Y )  1trace

(G(p)ei  G(q)ei)(eTi GT (p)  eTi GT (q))

+
2

G(p)ei:(G(p)ei)
T +G(q)ei:(G(q)ei)
T

= 1trace

(G(p) G(q))eieTi (GT (p) GT (q))

+ 2

W (x) +W (y)

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= 1trace

(G(p) G(q))(G(p) G(q))T

+ 2

W (x) +W (y)

Hence
trace(A(p)X) + trace(A(q)Y )  1j
p
W (x)
p
jpj  
p
W (y)
q
jqj j
2 + 22 (8.39)
since the function W (x) is a bounded function by :
On the other hand, one has
j
p
W (x)
p
jpj  
p
W (y)
q
jqj j
2 = j
p
W (x)
p
jpj  
p
W (y)
p
jpj +
p
W (y)
p
jpj  
p
W (y)
q
jqj j
2 =
j(
p
W (x) 
p
W (y))
p
jpj +
p
W (y)(
p
jpj  
q
jqj)j
2  2(W (x) W (y)2 + 2W (y)j pjpj  
q
jqj j
2
Using the preliminary property we have
trace(A(p)X) + trace(A(q)Y )  1(2jx  yj2 + 8(p; q)2) + 22
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Chapter 9
Future Work
The ideas presented in this thesis can be expanded in dierent directions some of which
are:
 Extensions of RHAM method to other image processing techniques such as de-
bluring, inpaining and registration problems look promising. This will bring a
comparison with high order models known with very interesting results but which
suers to have fast numerical methods for the solution.
 The improved selective segmentation model using one level-set and its viscosity
solution introduced in Chapter 8 for 2-D images could be extended to 3-D with
possible improvements to current 3-D result with dual level set technique. This
shall be tested. Selective segmentation work is new to the literature. There are
few published results and more work is needed to make it a very useful clinical
tool.
 A hybrid model that combines registration and selective segmentation precesses
could be a potential tool to improve segmentation results with a better and more
accurate results.
 Using the graph cut theory to model the selective segmentation idea will be
something totally new in literature. This work is currently ongoing.
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