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ABSTRACT 
For a given real square matrix A this paper describes the following matrices: 
(*) all nonsingular real symmetric (r.s.) matrices S such that A = S-IT for some 
symmetric matrix T. 
All the signatures (defined as the absolute value of the difference of the number 
of positive eigenvalues and the number of negative eigenvalues) possible for feasible 
S in (*) can be derived from the real Jordan normal form of A. In particular, for any 
A there is always a nonsingular r.s. matrix S with signature S < 1 such that A = S-‘T. 
It is known that every real square matrix A can be written as a 
product of two real symmetric (r-s.) matrices one of which is nonsingular: 
A = S-lT where S, T are symmetric. This fact is equivalent to the fact 
that every real matrix A can be transformed into A’, its transpose, by a 
nonsingular r.s. matrix, compare Taussky [4]. 
Our main tool will be a lemma used for finding a canonical form for 
a nonsingular pair of r.s. matrices. 
LEMMA 1. Let J = diag( J1,. . . , Jm) be the real Jordan normal form 
of a real matrix. If SJ is symmetric for a nonsingular Y.S. matrix S, then 
there exists a nonsingular real matrix Y with YJ = JY such that Y’SY = 
diag(siEr,. . . , E,E,) with &i = * 1 and dim Ei = dim Ji, where Ei is a 
sqzLare matrix of the form 
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The real Jordan normal form of a real matrix A is derived from the 
usual Jordan normal form by replacing a pair of complex conjugate 
eigenvalues ii and x of A by the matrix 
i 
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See Kowalski [2, p. 2481. The above lemma was partially proved in Trott 
[S] and proved completely in the author’s thesis [7, Chap. 11. In fact, 
more can be said about the signs si, but for our purposes the above state- 
ment will suffice. 
We will now characterize the matrices in (*). 
THEOREM 1. Let A be a real matrix with real Jordalz normal form J, 
X-lAX = J = diag(Ji) where X is real. 
(a) If S-l is a Y.S. factor of A, i.e., A = S-lT for T symmetric, then 
S = (X-l)‘(Y-l)’ diag(s,Ei)Y-lx-l foY some ei = + 1, Y with YJ = JY 
and dim E, = dim Ji for all i, where the Ei aye square matrices as in Lemma 1. 
(b) If S = (X-l)‘(Y-l)’ diag(siEi)Y-lX-l for arbitrary ei = & 1 and 
Y with YJ = JY and dimEi = dim Ji, then S-l is a Y.S. factor of A. 
Proof. Assume that A = S-IT where S, T are symmetric. Then we 
have J = X-lAX = X-lS-lTX = X-lS-l(X-l)‘X’TX. Hence X’SXJ = 
X’TX is symmetric, and by Lemma 1 we conclude that Y’X’SXY = 
diag(eiEi) for some nonsingular Y with YJ = JY and that the ei, Ei are 
as stipulated. 
Conversely, if S = (X-l)‘(Y-1)’ diag(s,E:i)Y-lX-l with YJ = JY and 
arbitrary signs si, then SA = SXJX-l = (X-l)‘(Y-l)’ diag(siEi Ji) Y-lx-l., 
Now E,Ji is symmetric for each i, so that SA is symmetric too. Putting 
T = SA we have A = S-lT. n 
REMARK 1. Matrices Y and 2 which differ by a factor Y, such that 
diag(siEi) = Y,,l diag(siEi)Y, generate the same matrix S. 
REMARK 2. In accordance with the introductory comments, all 
nonsingular r.s. matrices U, such that UA = A’U for a fixed real matrix 
A, are generated in exactly the same way as in Theorem 1. 
Next we want to determine all possible signatures of r.s. matrices S 
in case of (*) . 
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THEOREMS. Let A be a real n x ?z matrix and let S be a nonsingular Y.S. 
matrix such that A = S-IT joy T symmetric (or, equivalently, such that 
SA = A’S). Then the maximal signature possible for such S equals the 
number of odd dimensional Jordan blocks in the real Jordan normal fovm 
of A; the minimal signature is 1 if n is odd a& 0 if n is event; and both 
maximum and minimum aYe attained. Any other signature possible differs 
from the maximum (OY mi~~inaum) by ax etle?t m,waber. 
Proof. Let E be an M x m matrix as in Lemma 1 and let ej denote 
the jth unit vector for 1 < i ,( m. Then we have E(e, + e,+Ipj) = 
ej + e,+,_, and E(ej - e,+,_?) = - (ej - e,+l_j) for i = 1, 2,. . , [m/2]. 
If m is odd, we furthermore have Eelz = ek for k = (m + 1)/2, so that 
signature E = 1 if dim E = m is odd and signature E = 0 if dim E is even. 
Hence if we choose for example all signs Q to be + 1 in Theorem 1, 
we get for the associated S: signature S = ci signature Ei = number of 
odd dimensional Jordan blocks in J. And this number is the maximal 
signature possible. 
To compute the minimal signature of such S observe that if n is even, 
then the number of odd dimensional Jordan blocks in J is even, hence by 
giving the associated odd dimensional blocks Ei pairwise opposite signs 
one gets for the associated S that signature S = 0. If n is odd, then 
the number of odd dimensional blocks is odd, hence one can pair off all 
odd dimensional blocks Ei as above except for one block, and hence the 
minimal signature of S is 1 in this case. n 
As a corollary we get a known result, Taussky [3, 41. 
COROLLARY 1. Let A be a real matrix. Then there exists P positive 
definite and T symmetric such that A = P-IT if and only if A is similar to a 
real diagonal matrix. 
Proof. If .4 = P-IT and signature P = n, then using Theorem 2, 
there must be n Jordan blocks in the real Jordan normal form J of A, 
hence A must be similar to a real diagonal matrix. 
Conversely, if J contains n blocks then they must all be l-dimensional, 
hence by Theorem 2, there exists a matrix P such that A = P-IT and 
signature P = n. n 
Next we have 
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COROLLARY 2. Let A be a real matrix and S be nonsingular symmetric. 
(a) If A = S-lT for T symmetric (OY equivalently, if SA = A’S) and 
signature S = k, then A has at least k linearly independent eigenvectors 
corresponding to real eigenvalues. 
(b) If A has k linearly independent eigenvectors corresponding to real 
eigenvalues and A = S-IT fog T symmetric (OY SA = A’S), then signature S 
< k. 
Proof. Let J = diag(Ji) be the real Jordan normal form of A. If 
A = S-IT, then by Theorem 1 we have signature S = signature(diag(eiEi)) 
for some Q = + 1 and Ei as in Theorem 1. Hence, by the above comment 
on the signature of a single block Ei, if signature S = k, then J must have 
at least k odd dimensional Jordan blocks, which in turn must all correspond 
to real eigenvalues of A. Hence (a) holds. 
Conversely in (b), there can be at most k odd dimensional Jordan 
blocks in J. Thus, by Theorem 2, if A = S-lT, then signature S < k. n 
The number of linearly independent eigenvectors corresponding to 
real eigenvalues of a matrix A has also been studied by Drazin and 
Haynsworth [l]. 
Dr. Olga Taussky-Todd originally raised the questions of this paper 
during my studies with her at the California Institute of Technology. 
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