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R E S U M O 
Foram estudados seis algoritmos de identificação pa 
ra processos lineares com parâmetros constantes e controlãveis; 
os identificadores paralelo e série-paralelo de Landau, os iden 
tificadores paralelo e sêrie~paralelo variantes e finalmente os 
identificadores paralelo e série-paralelo a ganho decrescente. 
i Realizaram-se simulações puramente digitais em pre 
sença de ruído gaussiano atuando no processo, bem como simulaçoes 
híbridas. 
' Constatou-se que dentre os seis identificadores es 
tudados, o identificador paralelo a ganho decrescente_ apresentou 
o melhor desempenho. lã › ' l l 
Os resultados apresentados neste trabalho poderão 
ser utilizados em identificação de processos reais para `obtenção 
de esquemas de controle, quando o processo tem parâmetros desco- 




A B S T R A C T' 
- Six algorithms of identification of a linear‹xmsünm 
parameter and controllable process were studied: the parallel and 
series parallel identification algorithmscfifLandau, the variants 
of parallel and series parallel algorithms, and finally parallel 
and series parallel identification algorithms using decreasing 
gain. V ' 
Pure digital simulations and hybrid simulationswere 
done in the presence of Gaussian noise affecting the process. 
_ . 
' `Amoung the six schemes, the parallel algorithnrusing 
decreasing gain was found to give better results. ' 
. , The results of this work can be utilized ixiidentifi 
cation of a real process for realizing a control scheme when the 
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‹ c A P I T U L-o - 1 f 
INTRODUÇÃO 
-l.l. Porque identificadores-adaptativos 
_ 
Na maioria dos problemas práticos os parâmetros do 
_ . 
processo sao conhecidos com certa aproximaçao. O objetivo da iden- 
~ - ~ tificaçao consiste em determinar com boa aproximaçao um modelo que 
. . ` v 
possua as mesmas propriedades que o processo considerado, quando 
submetido ã mesma entrada e utilizando apenas dados mensuráveis. 
Processos nao lineares quase sempre podem- ser apro-
~ ximados por modelos lineares em torno de um ponto de operaçao.' Su
. 
ponhamos agora que o ponto de operaçao varia com o tempo. Como pa¬'
~ ra cada ponto de operaçao pode-se associar um modelo linear para o 
~ Q A ` processo, resulta em consequencia, que os parametros do modelo li 
near associado variam com o tempo. Para seguir a variação de parâ- 
metros do modelo linear em consequência da mudança do ponto de ope 
ração, surge a necessidade de se desenvolver identificadores adap 
tativos que compensem as variações paramëtricas. Em processos onde 
~ A - 4 ' ~ as a variaçao de parametros e lenta em relaçao a dinamica de identifi 
~ ` .¢ ~ caçao, pode-se supor que durante o periodo de adaptaçao o .sistema 
tem aproximadamente parâmetros constantes. . 
Este trabalho tem a finalidade de estudar -diversos 
tipos de identificadores adaptativos que permitem permanentemente 




res aqui estudados referemfse a modelos lineares discretizados de 
processos contínuos onde se supõe que o estado e a entrada . são 
mensuráveis. Os parâmetros contínuos de um processo. discretizado 
ih: '
› 
poderao ser recuperados a partir dos parâmetros discretos obtidos 
pelos identificadores estudados e do tempo de amostragem.A - 
V 1.2. Problemas estudados neste trabalho 
Neste trabalho estuda-se seis algoritmos de "identi
~ ficaçao para processos lineares, invariantes no tempo, multivariá 
veis, e controláveis: identificadores paralelo e sêrie+paralelr›de 
Landau, identificadores paralelo e série-paralelo varianteseaiden 
tificadores a ganho decrescente. O estudo destes identificadores 
foi feito considerando o estado e a entrada,conhecidos.
' 
_ 
O principio dos identificadores estudados neste tra 
balho ê baseado na teoria de Sistemas Adaptativos com Modelo de 
Referência [l,l4]. No caso dos identificadores o processo ë con? 
siderado como o_modelo de referência. Define-se um modelo ajustâ. 
vel cujos parâmetros são adaptados continuamente por um algoritmo 
adequado,de tal maneira que o erro entre o estado do processo e o 
estado do modelo ajustável convirja assintoticamente para zero. 
Quando o erro de estado ê nulo considera-se que a adaptação está 
. _ 
terminada e a identificaçao realizada.« 
p 
Tanto os identificadores de Landau como os varian- 
~ ~ ' tes baseiam-se na construçao de um sistema padrao de Popov, que 
consiste de um bloco linear descrevendo a equação dinâmica do er 
ro de estado, realimentado por um sistema nao linear com parâme 




ramêtrica. A estabilidade assintótica do erro de estado fica ga? 
rantida pela aplicação do Teorema de Popov.
' 
. Os identificadores a ganho decrescente sao baseados 
também na estabilidade de um sistema linear realimentado por ,um 
~ ~ sistema nao linear. A parte linear descreve a equaçao de erro de 
~ ' 4' ~ estado e'a parte nao linear contem o algoritmo de adaptaçao. A-es 
tabilidade assintõtica do erro de estado fica garantida utilizan 
do-se a teoria defconvergência de sequências numêricas.i 
O primeiro identificador determinístico contínuo a 
daptativo baseado em teoria de estabilidade para processos com en 
trada e saída mensuráveis foi proposto por Parks [20]. AV seguir 
diversos autores como Kudva e Narendra [2l], Landau e etc, retoma 
ram e desenvolveram estes estudos. Em todos os identificadores de 
terminísticos de nosso conhecimento, não foram utilizados algorít 
mos a ganho decrescente que apresentam um bom desempenho como se- 
.rã mostrado no decorrer deste trabalho. - 
° l.3.'§presentação'dQ conteúdo do trabalho 
Este trabalho está organizado em 5 capítulos. O pre 
sente capítulo possui um caráter introdutório. . V 
O Capítulo 2 apresenta os algoritmos de identifica 
ção para sistemas lineares, invariantes no tempo, multivariãveis, 
discretos e com estados acessíveis, sendo estes: os identificado 
res paralelo e série-paralelo de Landau, os identificadores para- 
lelo e sêrie-paralelo variante emos identificadores paralelo 'e 





' ' No Capítulo 3 ê apresentado os resultados relativos
~ a simulaçao digital dos algoritmos apresentados no capítulo ante? 
rior. Alêm disso, ê discutido o tipo de entrada utilizada nas si 
mulações, ê feita uma pequena descrição do PDP ll/40, ê fornecido 
os resumos e fluxogramas dos algoritmos estudados, e por fim são 
apresentados os resultados de simulaçoes digitais com ruído gauã 
siano interferindo no processo. ~ 
No Capítulo 4 ê apresentado os resultados relativos 
a identificação de processos lineares, invariantes no tempo, mul 
tivariãveis.simulados em computador analógico. Discute-se ainda a
~ utilizaçao dos conversores A/D e D/A do PDP ll/40, que - permitem 
juntamente com os programas de identificação obter, em tempo real, 
os parâmetros do processo. . 
V 
Enfim, no Capítulo 5, procurou-se apresentar as con 













c AzP I T U L o 2 ' 
IDENTIFICADORES ADAPTATIVOS DE SISTEMAS LINEARES¡ INVARIANTES NO 
TEMPO, MULTIVARIÃVEIS, D1scRETos E com EsTADos AcEssÍvEIs. 
‹ . 
2.1. Objetivo do capítulo 
O objetivo deste capítulo ê apresentar os. algorít 
mos de identificação para sistemas lineares, invariantes no tempo, 
multivariãveis, discretos e com estados acessíveis.
~ 
V 
Sao mostrados primeiramente os identificadores adap 
tativos paralelo e série paralelo de Landau [l,l4], e em seguida 
ê mostrado uma variante destes identificadores. Prossegue-se apre 
sentando os identificadores adaptativos paralelo e série-paralelo 
a ganho decrescente e finalmente discutefse os algorítmos estuda' 
dos. ' '
' 
d ,2-2- 3_11t_=&i:1§š9. ~ 
Ç Este trabalho estuda somente os identificadores de 
processos discretos, tendo em vista que os identificadores de pro 
cessos contínuos requerem um grande número de multiplicadores, in- 
tegradores, somadores, etc... , tornando difícil sua implementa 
ção prática. Exemplos de identificadores contínuos podem ser en 
contrados em [l,4,5,6,7,l0,l4]..A vantagem dos identificadores dis
~ cretos ë que estes sao facilmente_implementâveis em computadores 
digitais, bastando para isto descrever um programa, que em muitos
4 I
6 











A' ~` Os identificadores de processos discretos podem ser 
utilizados também na identificação de processos contínuos. Sendo 
a técnica, utilizada para resolver este problema, mostrado na__Fi 
gura 2.2-1. Pode4se notar pela figura que, na entrada do processo 
contínuo utiliza-se um amostrador-sustentador de ordem zero, e na 
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. 
- Figura 2.2-l: - Esquema da técnica para identifica 
' á 
- 
V çao de processos contínuos. V . 
É fãcil de mostrar [13] que nos instantes de amos 
tragem os sinais Í(h) e ü(h), obtidos nas saídas dos amostradg 
res, estão relacionados por um sistema linear discreto do tipo: 










B- A"1[eA°T - 1]a -(2 A2-3) _ c c ° A ' 
V 
Os identificadores discretos aqui tratados sao capa 
zes de,identificar um processo linear discreto como o da equação 
(2.2-l). Uma vez obtidos os parâmetros do processo discreto po- 
de-se determinar os parâmetros do processo contínuo, isto se o pg 
ríodo de amostragem for conhecido, através das equações (2.2-2) e 
(2.2-3). A subroutina REPCON, apresentada no Apêndice A, permite 
encontrar os parâmetros contínuos em função dos parâmetros discre 
` \ 
tos e do período de amostragem T. 
_
“ 
A técnica de síntese dos identificadores discretos 
ë mostrada suscintamente na Figura 2.2-2. wc 
' XM) 
=~ PRocEsso. ~ - 
ÊÍU f äu Msmummo 













Define-se um modelo ajustável, cujos parâmetros de 
verão ser adaptados através de um mecanismo de adaptação. O -prg 














mecanismo de adaptação ajusta os parâmetros do modelo ajustável., 
de tal maneira que o erro entre o estado do processo -e o estado 
do modelo ajustável convirja assintõticamente para zero. Quando 
este sinal de erro, chamado de erro de estado, for nulo, a adapta 
ção ê considerada terminada. Com isso o mecanismo de adaptaçãocws 
sa de atuar, e`os parâmetros do modelo ajustável permanecem. cons 
,
Q 
- 4 - ~ tantes. Como o processo e o modelo ajustavel.sao excitados pela 
mesma entrada, ê natural de se esperar que, os parâmetros ~ajust§ 
veis convirjam para os parâmetros do processo, obtendo-se então 
a identificação desejada. 
. 
`_ _ 
' 2.3. ldentifiçadores adaptativos de Landau [l,l4]. 
VNesta-secçao apresentaremos os identificadores adap 






2.3.1 - Identificador adaptativo paralelo de Landau [l,l4]com es: 
- tado acessível. ' '~, - 
Hz» 
» -'Consideremos o processo discreto estável e controlš 
vel, descrito por: ' . 
'Í((fz+l) = AÍÍU2) + B1Ê(k') - (2.3-l) 
Qnde Í(h) ê o vetor de estado do processo de dimensão (nxl),_ü(h) 
~ ~ 
ê O vetor de entrada de dimensao (mxl) e as matrizes A ea B sao 
_ . 
constantes de dimensao (nxn) e (nxm) respectivamente.
1 
.W - u
' Consideremos o modelo ajustável definido porz' 
§‹fz+1› = Ã‹!z+1›íf(f¿› + 1ã(fz+1)ü(fz›f ‹2.3-2) 
onde Í(h) ê o vetor de estado do modelo ajustável de dimensão(nx 
'l), e as matrizes Ã(h) e Ê(h) são ajustãveis e de dimensão (nxn) 
e (nxm) respectivamente. ' ~¡ 
il Consideremos o erro de estado definido por: 
ë(k) = Í(h) -`§(k) (2l3-3) 
O objetivo do identificador ë encontrar uma lei de 
adaptação para Ã(k) e Ê(h), de tal maneira que o erro de - estado 
convirja assintõticamente para zero, ou seja, `A 
lim ë(h) = O 4 (2.3-4) 
lz-›.oo 
A 
Utilizando agora as equações (2.3-l) ã (2.3-3), oQ_ 
têm~se então a equação do erro de estado: ã 
ê(fz+1› = Aê‹fz› - [Ã‹1z+1›-A]Y‹rz› - [ê‹1z+1›`-B]ü‹rz›. (2.3-5) 
Definindo,- 
' A › 
W‹!z+1› = _ VW(_1z+1)= A-[Ã(fz+1›~A]Yuz›-[â‹rz+1)-B]ú‹fz› , ‹2.3-6)' 








Aê‹1z› +l1vÍmz'+1› . ‹2.3-7› 
Definindo, 
\7‹fz+1› = në‹lz+1› ‹2.3-8)
~ e usando a equaçao (2;3-7), obtêm-se o seguinte sistema dinâmico: 
ë(!z+1) = A.ë(k)' + 9.1: Í':~l(_lz+1) ` (2.3-9a) 
' A
_ _ ._ 
V(!2+l) = .DAe(-fz) + Dw(_Iz+1) ' (2.3-9b) 
Qnâe.ë(h) ê o erro de estado, W(h+l) ê a entrada e D ê uma matriz 
de dimensão.(nxn) determinada convenientemente de tal forma que ,
~ o sistema (2.3-9) seja estritamente real positivo. A definiçao de 
sistema estritamente real positivo encontra-se no Apêndice B, e o 
método de determinação de D serã mostrado mais adiante.` 
. Através do teorema de Popov (Teorema C.l) vamos mos 
trar que o sinal ë(k) converge assintoticamente para zero. Para 
isto torna~se necessário realimentar o sistema (2.3-9) por um blg 
co que satisfaz a desigualdade de Popov (ver Apêndice C), afim de
. 
se obter um sistema padrao com um bloco linear, invariante no tem 
po e estritamente real positivo realimentado por um bloco que sa 
tisfaz a desigualdade de Popov. Este procedimento ê mostrado na
~ Figura 2.3-1, onde o bloco de realimentaçao satisfaz a desigual 
dade de Popov dada abaixo: ~ - _ '
V 
kl -T _: 2 
~n(o,fz1) = 2 v ‹/z+1›w‹1z+1› > - vo . . ‹2.3-10),
¡
Ê(k+n 
plicado diretamente garantindo que: 
ll‹ 
~ 
- - O Teorema de Popov (Teorema C.1) pode entao ser 5 
- lim e(k) ~ 0'- (2.3 ll) 
h + w 
- O problema agora consiste em determinar uma estrutg
~ 
_ra conveniente para o bloco de realimentaçao, que assegure a ver; 
ficação da desigualdade de Popov (2.3~l0). A estrutura do bloco 
de realimentaçao será mostrada através do Teorema de Landau[1,l4 
e do Lema 2.3-l apresentados mais adiante 
""""1 
~ ;z_-15.-íèí fz ~_-._.- _' fiz.--__ _-..__z_ _ __<_._- 
SISTEMA LINEAR 
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‹h+1› = [Â‹k+1)-A] §(h) ' ‹2.3-12) 
‹h+1› = [ã‹à+1›-B] ü‹hr `-‹2.3-13) 








à+1› = W1‹à+1› + W2‹à+1› _ ‹2.3-14) 
_- .- 

















VT‹h+1›fi2‹h+1› z - _YÊ2 ‹2.3-1v› 
VT(h+l)W(h+1) > - vã ‹2.3-18)
Q
h 
§T‹à+1›W1(&+1› + kzl §T‹à+1›W2‹à+1› = 
§T<g+1›[W1‹h+1) + w2‹à+1›] =_ z
i
_Al3 
' -_ ' _ 2 , 2 - z~ 
kz 
VT(k+l)w(h+l)-> - vol - Y02 = -(yã1+ Yãz) = -yo . 
. :O V _ , 
Para que a desigualdade de Popov (2,3-10) seja 
V 
sa 





kl -T - 2. 
_ Z V _(l'¿+l)Wl É _ Y01 
k=ó 
kl -T A 
v+*.
2 
E V (k+1)W2(h+l) 2 - Y02 . z (2.3-20) k=o ` 
` O Teorema 2,1 descrito a seguir permite determinar a 
estrutura de W1(h) e W2(&), afim de garantir as desigualdades (2. 
Teorema 2.1 - Teorema de Landau [l,l4] 
se V .
_ 
‹1›1[_\7,fz,¿] = '1z¬¿z_`.(fz-›1:)\7‹f¿+1›[cA~§‹z›]T' ‹2.3-21) 





onde FÃ(k-Z) ë uma matriz Kernel definida positiva (definição B; 
3), cuja transformada Z ê uma matriz definida positiva com um 
põlo em Z = l, GA ê uma matriz constante definida positiva,ÊÁ&) 
ef ëA(h) são matrizes variáveis e definidas positivas ou não ne 





fz1_T mà de 
' 
2 X7 (!z+l){ Z '‹I>¡[í`l,!z,/¿] + ‹1>2[\7,fz] + Â(0)d - A'}Y(ƒz)>_ .H 





Um caso particular interessante do Teorema 2.1' c 
siste em escolher,' - 
‹1›1[í',›z,z] 









. ¢2[v,à] == FAv‹&+1›[ ëA§(h)]T ‹2.3-25) 
onde ÚFÃ e FA 'são matrizes constantes definidas positivas
u
G 










fz+1› = { z ¢›-1[\7,›z,z]+ ‹z›2.[\7,fz] + Ã‹o› - A}i‹fz› _ 
. 









onde ¢1[v,h,¿] e _@2[v,&] são definidas por <2.3-24) e ‹2.3-25) 
entao a desigualdade (2.3¬l9) ê satisfeita. 
sao ma rizes constantes definidas positivas ou nao 
26)
I 
H .A lei de adaptação para a matriz Â(h) pode ser og 
tida substituindo-se (2.3-26) em (2.3-12), resultando 
h . p _ › 
[Ã‹h+1› -A]§‹à›= { 2 F'V‹à+1›[ G š‹h›]T+ Ê v‹à+1›[ ê Y‹à›]T + 





+ Â‹0› - À}Y(h) » ‹2.3-27) 




_ ' _. _ ~ _ ~ _, 
A equação (2.3-28) pode ser equivalentemente descri 
Ã(h+1)=zÃ‹à›-+ FAV(k+I›[GA§(& 
. = ~ ` FA FA + FA
~ 
' GA GA . 
. _ Ê - Â(h+1›-A0y+ kz ~FAv(h+1)[ GAY(h)]T-+ FAv(&+1)[ GAy(&)]T, =O 
(2.3-28) 
›]T.f ,‹2.3-29) 
De maneira similar, a lei de adaptação de Ê(h) pode 
ser obtida definindo .
à 
W2‹à+1› = { 2 w1[v,à,z]-+ w2[V,à] + ê‹o› - B}ü‹à› 
Í V £=o 
sendo 
w1[\7,rz,z] = F'B\7_‹fz+1›[GB ü‹:zl›]T 








Fã e ÊB são matrizes constantes definidas positivas e 
-*GB são matrizes constantes definidas positivas ou não ne 
gativas. Aplicando o Teorema 2.1 mostra-se que a -desigualdade
~ 
(2.3-20) ê satisfeita, o que implica entao, de acordo com o Lema 








Das equações (2.3-30) ã (2.3-32) e (2.3rl3)z segue 
- - _ _ T ` . B(h+1› = B‹h›-+_FBv‹&+1)[GBu‹â›] _ ‹2.3-33) 
_
\ 




É fâcil observar que tanto Ã(h+l) como Ê(k+l) depen 
de V(h+l), de acordo com as equações (2.3-29) e (2.3~33), que 
sua vez depende de ëfh+l), como ë dado pela equação (2.3-8). 
ë(h+1) depende de Í(h+l) de acordo com a equação (2.3-3) que 
sua vez depende de Â(k+l) e Ê(k+l), como pode-se notar 'pela 
equação (2.3-2). Afim de explicitar V(h+l) em função de variáveis 
conhecidas, utiliza-se o procedimento descrito a seguir. 
Definindo um modelo ajustável ã priori por 
_§°‹à+1›-= Ã‹à› §‹h› + ê‹à› ü‹h› , ‹2.3-34) 
um erro a priori por 
ë°‹h+1) = i‹à+1› - §°‹h+1)_} (2.3-35)
e _ 
> 17 
.\7°‹fz+1›=ADë°‹!z+_l› , ‹2.3-36) 
e subtraindo da equação (2.3-2) a equação (2.3-34) obtêm-se: 
§‹à+1›-§°‹â+1).= [Ã‹â+1›- A1š(â›+ [ã‹â+1›¬ B]ü‹k›«‹2,3-37) 
Subtraindo e somando do lado esquerdo da equação (2. 
3-37) X(h+l), resulta: - - 
i‹à+1›-§°‹à+1›-[i‹à+1›+§‹k+1›] = [Ã‹à+1›-A]§‹à›+[ã‹à+1›-B]ü‹à›. 
(2.3-38) 
e Substituindo as equações (2.3-3),(2.3-35),(2.3-29)e 
(2.3-33) em (2.3-38), obtëm¬se que:ç ' ' 
_ ..T' _ i _ _T ._ 
]ê°(!z+1)-ê(fz+1) = FAv(h+1)Y (Iz)GAY(fz)+ FBv(fz+1)u (!z›GBu(lz). _ 
. 
i 
` ,'d ` ‹2.3-39) 
Definindo N(h) como sendo 
. _' 
N‹h›ç = FAí‹T‹l2›GAíz‹'à›i + F¿fiT‹fz›cBfi‹rz› ‹z.ç3-4o› 
e substituindo em (2.3-39), obtêm-se que: 
que 
ê°‹fz+1›- ê‹fz+1› = N‹1z›\7‹.1z+1› _ 
~ 
‹z.3-41)* 




në°‹fz+1)-»në‹rz+1›='DN‹fz›\7‹fz+1› . ‹2'.3-42) 
que implica em: _ 
- \7°uz+1› - \7‹fz+1›~= nN‹fz› \7‹/z+1)' .' V ‹z.`3-43) 
De (2.3-43) obtêm-se 
íz‹:z+1`›i= [1i+ nN‹fz›]`1\7°‹fz+1› m 
p 
‹2.3-44) 
~ ' em funçao de variáveis conhecidas. 
*Para finalizar o cãlculo"do identificador ~adaptati 
vo paralelo, basta mostrar o procedimento de determinação da ma 
triz D. _ . _ - V 
VA matriz D deve ser calculada de tal forma que o sis 
tema (2.3-9) seja estritamente real positivo.'f 
' Q 
“ ' A matriz de transferencia de (2.3-9) ë dada por 
_ / . 
H(z) = DA(zI-A)"1+ D - (2.3-45) 
Podendo ser reescrita da seguinte maneira-* 
H‹z) = H1‹z) + šnƒ >'‹2.3-46) 
onde. 
HI-(z) = nA›‹z 1-A)'1+ šn V. (2.3-47) 
- ~ ~ 
A Da definiçao de positividade (Definiçao B.2) e da 
equação (2.3-46), pode-se mostrar que se-H1(Z) ê uma matriz estri 
tamente real positiva e se D for uma matriz definida positiva en
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tão H(Z) serâ também uma matriz estritamente real positiva. Para 
provar isto, basta escolher D como sendo uma matriz definida posi 
tiva e mostrar que H1(Z) ê estritamente real positiva. '_ 
' O sistema (2.3¬47) pode ser reescrito no domínio-do 
tempo, ou seja: " › 
- i 
- 7z'(fz+›1) '= A7z‹rz› + 1U‹fz›` ‹¶2.3-48 a) 
.~ §‹rz› = nÀ7z‹fz› + Ê- Diaz) ‹2.3-48 b›, 
onde À(k) ê o vetor de estado, g(h) ê o vetor de saída e v(h) ê 
o vetor de entrada. 
De acordo com o Lema de-positividade (Lema B.2), o 
sistema (2.3f48) ë estritamente real positivo se existir matrizes 
definidas positivas P e Q e matrizes L e K, que satisfazem o 'sis 
tema de equaçoes: ^ ' 
a 
ATPA- P = -LLT- Q * ‹2.3-.49› 
_ 
' 1. ' 
PA + KTLT = DA~ ‹2.3-so) 
KTK = D - P . (_2.3-51) 
Este sistema de equação ê verificado se
Í ATPA+ P = '-Q - ‹2.3-52) 





D = P . V ‹2.3-53) 
› 
_ Sendo a equação (2.3-52) a equação de .Lyapunov, e 
como o sistema (2.3-48) ê estãvel, então para uma matriz definida 
positiva Q¡ existirá uma matriz definida positiva P que -satisfaz 
â equação (2.3-52). 
'I 
2.3;2 - Identificador adaptativo série-paralelo de Landau [l,l4] 
com estado acessível, . 
_ 
Consideremos o processo discreto controlãvel, des 
crito por: "4 ` - 
í<‹fz+1› = Aã‹fz› +'Bü‹fz`› 
m 
‹2.3-54) 
onde Í(h) ê o vetor de estado do processo de dimensão (nxl) , 
_ 4 ~ u(h) e o vetor de entrada de dimensao (nxl) e as matrizes A e _B 
~ ~ ‹ sao constantes de dimensao (nxn) e (nxm) respectivamente. 
Consideremos o modelo ajustável definido por: 
§‹fz+1›_ = Ã‹fz+1›íâ‹rz› + â‹fz+1›fi‹!z›_ ‹2.3-55) 
onde 'YKk) ê o vetor de estado do modelo ajustãvelde dimensão(nx 
~ ~ 
1) e as matrizes Â(k) e Ê(h) sao ajustãveis e de dimensao (nxn) 
e (nxm) respectivamente. ã - -
~ 
' ' 










' Da mesma forma que o identificador paralelo, objeti 
va-se encontrar uma lei de adaptação para Ã(h) e Ê(k), de tal ma
21 
neira que o erro de estado convirja assintoticamente para zero. 
l 
l 
` Através das equações (2.3-54), (2.3*55) e (2.3-3)¡ 
obtêm-se a equação do erro de estado: ' 
ë‹â+1›= -[Â‹â+1›- A]i‹h›- [ê‹à+1›- B]ü‹à›. ‹2.3.5õ› 
VV Definindo, 
nn _ ¬ 
W‹h+1›= -W‹à+1›= -[Ã‹à+1›- A]š‹h›- [ê‹à+1›- B]ü‹à› , ‹2.3-57) 
a equação (2.3-56) pode ser reescrita: 
A ` ' 
ê‹à+1›= 1 W‹à+1› ‹2.3-ss) 
~ ø Q e usando a equaçao (2.3-8), obtem-se o seguinte sistema dinamico: 
ë‹h+1)= 1,W(à+1) ‹2.3-59a) 
v‹h+1›= D Ê(h+1) ‹2.3-59b)
Q 
onde ë(k) ë o estado, W(h+l) ê a entrada, Ú(k+l) ê a saída e D ê 
uma matriz de dimensão.(nxn) determinada de tal maneira que o sis 
ma (2.3-59) seja estritamente real positivo. ,_ 
V' Com o objetivo de demonstrar a convergência assintê 
tica para zero do sinal de erro ë(h), realimenta-se o sistema li
‹ 
near, invariante no tempo e estritamente real positivo (2.3-59) 
por um bloco que satisfaz a desigualdade de Popov (2.3-10). Na Fi 
gura 2.3-2 ê mostrado este procedimento., 
- ` _. Semelhantemente a secçao anterior, procura-se agora 
determinar uma estrutura conveniente para o bloco de realimenta
~ çao, obtida através do Teorema 2.1 e do Lema 2.3-l, de tal modo 
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W1‹fz+1› =_ [Ã‹fz+1›- A}š:‹rz› ‹z.z3-õo› 
W2‹!z+1› = .[Ê‹fz+1›- B]ñ‹fz› ‹2.3'-61) 
e usando a equação (2,3-57) mostra-se que 
Wuz+1› = W1‹lz+1› + W2‹fz+1› ‹2.3-62) 
Agora para que a desigualdade de Popov (2.3-l0Y seja 
satisfeita, utilizando o Lema 2.3.1, ë suficiente que: ' 
kz v‹fz+1)w1‹1z+1› > 'YÊ1 ‹2.3-63) 
kl T
_ 
z \7T‹fz+1›W2 ~‹1z+1› z - väz ‹2.3~õ_4› 
h=o I'
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' Da mesma maneira que para o identificador paralelo, 
por intermédio do Teorema de Landau, determina-se as' estruturas 
de W¡(k) e W2(h) de tal modo que as desigualdades (2.3¬63) e (2. 
3-64) sejam garantidas, ~ ~ › 






W2‹à+1› = { 2 w1[v,à,z] + w2[v,à] + Ê‹o› - B} ü‹à› - ‹2.3-õõ› 




sendo as matrizes ¢¡[V,h,£], ¢2[V,h,£], Y1[V,&,£] e W2[V,k] escg 
lhidas para um caso particular do Teorema 2.1, da seguinte forma: 
. ¢1[ü,k,z] = FÀ§‹à+1›[sÀã‹à›1T ‹2¿3¿67› 
V 
¢'2[\7,1z]=fAvuz+1›[ê¿ä‹à›]T f ‹z.s-es) 
' 
w1{õ,&,¿] = F¿V‹h+1›[GBfi‹k)]T ‹2.3+õ9› 
w2[§,k] = F¿§‹à+1)[õBü‹h›]T 
V 
(2.3-70) 
onde FÃ, ÊA, Fã ea FB são matrizes constantes definidas positi 
vas e G , Õ , GB e `ÕB são matrizes constantes definidas posi 
' » A A 
~ _ tivas ou nao negativas. ~ 
~ 9 - As leis de adaptaçao parametrica, para as matrizes 
Ã(k) e Ê(E), podem agora ser obtidas. Das equações (2.3-65), (2. 
3-67), (2,3~68) e (2.3-60) obtêm-se Â(&) e das equações (2.3-66), 
(2.3-69), (2.3-70) e (2.3-61) obtêmfse Ê(k), resultando que
ZÂ 
A 
Ã‹fz+1›V= Ã‹rz› +l fjA\7‹fz+p1›i[ cAíp<‹1z›]pT 42.3-71) 
6 . 
Ê(k+1) = §(&) + FBV(h+l)[GBü(h)]T (2_3-72)_ 
ondei~
A 
_ = _. , 
. 
_ FA FA + FA 
= "' | FB FB f FB 
G . 
GA =AGA
A Observa-se que tantov Ã(h+l) como B(h+l) dependem de 
V(h+l), conforme as equações (2.3-7l) e (2.3-72)) que por sua vez 
depende de 'ë(k+l), como ê dado pela equação (2.3~8). Mas ë(h+l) 
_ ~ depende de Y(h+l) de acordo com a equaçao (2.3-3), que por sua vez 
depende -de-Ã(k+l) e Ê(h+l), como pode ser Visto pela equação (2. 
_' ~ 3-55); Com a finalidade de explicitar V(h+l) em funçao de variá 
veis conhecidas, utiliza-se o seguinte procedimento. V 
De maneira similar ao identificador paralelo, defi 
ne-se um modelo ajustável ã priori por - ` ' 
§°‹fz+1› = Ã‹!z›ã‹fz›' + ê‹fz›fi‹fz› ,~ ‹2.3-73) 
e usando as definições (2.3-35) e (2.3-36) obtêm-se que: 
*f |
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' Subtraindo e somando do lado esquerdo da equacão(2. 




§‹à+1›-Y°‹à+1›-[i‹à+1›-§‹à+1›] = [Ã‹à+1›-A1i‹à›+ [ã‹à+1›-B]ú‹à› - 
(2.3-75)
~ 
. Substituindo as equaçoes (2.3-3), (2.3-35), (2.3-71) 
e (2.3-72) em (2.3-75), obtêm~se que: p 
ê°‹à+1›¿ ê‹à+1› = FAä‹à+1›iT‹h›eAã‹àj+ FBv‹à+1›úT‹à)GBú‹â› _ 
' ‹2.3-76) 
Definindo N(&) como sendo 
N‹à› = FAãT<k5cAã‹â› + FBüT‹h›GBü‹h› ‹2.3-77) .._
E 4 
me seguindo o procedimento do identificador paralelo obtem-se. 
_ 
. . 
§(h+1) 5 [1-+1>N(hfl'1§°(&+1) (2.3-78) 
em função de variáveis conhecidas. 
V 
. Para finalizar o cálculo do identificador sërie-pa 















-Esta matriz deve ser calculada de tal maneira' Àque 
o sistema (2.3-59) seja estritamente real positivo. A matriz de 
transferência de (2.3-59) ê dada apenas pela matriz D. Usando a
~ definiçao.B.2, para que (2.3-59) seja estritamente real positivo, 
ë suficiente que D seja definida positiva. - 
. ‹ 
2.4; Variante dos identificadores adaptativos de 
Landau « 
O identificador.paralelo apresentado necessitavaque 
o processo fosse estável, como também necessitava de uma estima- 
tiva dos parâmetros da matriz A. 
/Inspirado em [l5,l6] conseguiu-se obter um identifi 
cador onde os problemas acima mencionados são contornados. 
_ 
Nesta secção será apresentado uma variante do iden 
tificador paralelo, bem como uma variante do identificador série- 
paralelo. ' - ' ' ' 
2.4.1 - Variante do identificador adaptativo paralelo de` Landau, 
.com estado acessível. . 
- Consideremos_o processo discreto estável e controlá 
vel descrito pela equação (2.3Êl). ¡ " 
Consideremos o modelo ajustável definido por: 




ê‹à› = [Ã‹h› êfã‹k› ê ê‹à›] 
e V Y(h) 
Vã‹à› =E ü‹h› .
' 
ë‹â› l 
Consideremos o erro de estado definido por:
\ 
ë‹à› = 'ã‹à›- §‹â› . ‹z.4-z› 
V Objetiva-se também para este identificador, encon 
trar uma lei de adaptação para Ê(h), de tal forma que o erro de 
estado convirja assintoticamente para zero. » ' _ 
Observe que quando o erro de estado ë zero o modelo 
ajustável se superpõe ao modelo ajustável (2.3-2). A matriz Ô(h) 
foi acrescentada para contornar o problema de se ter uma estimati 
va da matriz A, e garantir que o esquema funcione para processos 
instáveis. _ _ 
~ 
V Utilizando agora as equações (2.3-1), (2.4-l) e (2. 
4-2), obtêm-se a equação de erro de estado: 
_ 





\Í«‹lz+1› = -W‹'fz+1›i=`-[í>‹fz+1›p-P]fà‹fz› . '‹2.4-4) 
a equação (2.4-3) pode ser reescrita: 
. ‹ 
'é‹fz+1› ='nÍ1‹fz+1› . ‹z.i4-is› 
Usando a equação (2.3-8), obtêm-se o seguinte sistg 
ma dinâmico: ' ' 
. Q - 
ë‹fz+1› [= 1W‹~fz+1› V ‹2.4-sa) 
V(h+l) =lD%(k+l) . u (2.4-Sb) 
4 
- Para atingir o objetivo já estabelecido, realimen 
ta-se o sistema linear, invariante no tempo e estritamente real 
¢ .
- 
positivo-(2-4-5) por um bloco que satisfaz a desigualdade de PQ 






ô. - a I»
1 






Figura 2.4-1: ~ Sistema linear com realimentação.
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Determina-se agora uma estrutura conveniente para 
ao bloco de realimentação, ã qual ê obtida através do Teorema 2.1 
como foi visto nas secções anteriores; de tal modo que a desigual 
dade de Popov (2.3-10) seja verificada. Sendo assim tem-se que: 
&
. 




sendo Q1[V,h,£] e Q2[V,k] , para um' caso particular do Teorema 
2.1, definidos por: ' - - 
`fz1[\7,fz,/¿] = 1z¬'€z‹rz+1›[G§‹fz›~]Ti ~ i ‹2.4-v› 
V §z2[x7,fz]l = f\7‹fz+1› [ãã‹fz›]T ‹2.4-Vs) 
onde F', Ê são matrizes constantes definidas positivas e G ea Õ 
~ ' sao matrizes constantes definidas positivas ou não negativas. _
~ 
V A lei de adptaçao para a matriz_Ê(h) ê obtida 
` das 
equações (2.4-6), (2.4>7), (2.4-8) e (2.4-4), resultando 
t 
i rzi ~ r- 
[§‹à+1›- á]ã‹à› ='{ 2 F'v‹à+1›U;ã‹â›]T+-Ê v‹à+1›RšR‹à›]T + 
_ 
Z=o _ - › 
ê‹o›- P1ñ‹â› ‹2.4-9) 
o que implica em 
I _ 
h ~ 4 ~ _ 
ê(h+1) = ê(o› + 2 F'v‹h+1›[G ã(h›]T +.F v‹h+1)[G R‹à›]T . 




'A equação (2,4-10) pode ser equivalentemente descri 
ta por: ~ . - 
§‹à› + F õ¿à+1›[e §‹&›]T ‹2.4-11) ê‹h+1)_= 
F ='Ê 4-F' 
e . ' 
G = Õ - 
também para este identificador que,Ê(k-+ . Observa-se 
l) depende de §(k+l), conforme a equação (2.4-ll), que por sua 
_ ø ~ vez depende de e(h+l), como e visto pela equaçao (2.3~8). Mas 
ë(h+l) depende de §(h+l) de acordo com a equação (2.4-2), que por 
sua vez depende de Ê(h+l), como pode ser visto pela equaçao (2. 




l De maneira-similar ao identificador paralelo, defi 
ne-se um modelo ajustável a priori por ~ 
.~ 
§°xà+1› = ê‹k›ä(h). ‹2.4-12) 
e utilizando as definições (2.3-5) e (2.3~6) obtêm-se que: 
§‹à+1›- §°‹@+1›'= [ê‹à+1›- ê(h)]§‹h› . ‹2.4-13)
_ 
Subtraindo e somando do lado esquerdo da 
_ 
equaçao 





i‹à+1›- §°‹h+1›-.[š‹h+1›-.§‹h+1›]~= [ê‹h+1›- fi‹à›]ñ‹h› . ‹z.4-14) 
- Substituindo as equações (2.4-2); (2.3-35),(2.4-ll) 
em (2.4-14), obtêm-se que: -' - 
ê°‹à+1›4 ë‹h+1› = F §‹h+1›ãT‹à›s ã‹à› ; 
V 
‹2.4~15› 
Definindo N(k) como sendo 
-T _ 
N(!z) = F- R (!z)G R(!z) ' (2'.4-16) 
e substituindo em (2{4#l5), resulta 
'é.° (Í!z+l) -Í ë‹à+1› = N‹&›V(à+1› . ‹2.4-17) 
Põs multiplicando (2.4-17) por D, obtêmfse que 
D ë°‹à+1›- D ê‹à+1› = D N‹â›v‹à+1› - ‹2.4-18) 
_ ‹ 
o que implica em- 
§(h+l) = 
_' 
em funçao de variáveis 
Da mesma 
lo de Landau, para que 
positivo, ë necessãrioi 
tiva. 
[1 + D N‹@fl'”"v°‹à+1› ‹2.4-19) 
conhecidas. ~ q . 
maneira que o identificador. série-parale 
o sistema (2.4-5) seja estritamente real 
apenas que D seja uma matriz definida posi
1 
.32 
2.4.2 - Variante do identificador adaptativo série-paralelo de 
Landau com estado acessível. ' _
l 
Consideremos o processo discreto controlãvel, Zdes 
crito pela equação (2.3-54). _ ~ ' 
Consideremos o modelo ajustável definido por: 




í›‹rz› = [Ã‹fz› ;ê‹1z›] 
e _ _ 
__ x(h) 
' 
ã‹à› = .... _ 
ü(h› 
Consideremos o erro de estado definido pela equação 
(2.4-2)- >` A .
~ 
. Como foi feito para a secçao anterior objetiva-seen
~ contrar uma lei de adaptaçao para Ê(k), de tal forma que o erro 
de estado convirja assintoticamente para zero. » - 
. Utilizando agora as equações (2.3-54), (2.4-20)l e
~ (2.4-2), obtem-se a equaçao do erro de estado: 
ë‹à+1› = -[§‹à+1›- p]ä‹h› ' ‹2¿4-21)
.33 
onde 
_P = [A E B]_ . 
Definindo, 
W‹à+1› ='- W‹h+1›= -[Ê‹k+1›- P]ã‹h› , ‹2.4-22) 
a equação (2.4-21) pode ser reescrita 
ë‹â+1› =.1 fi‹à+1›. ‹2.4-23) 
que junto com a equação (2.3-8), obtêm-se o seguinte sistema dinâ 
mico: ' `
A 
ë‹h+1› = 1 ñ‹à+1) (2.4-§4a› 
V(à+1› = D Ê‹à+1› ; `‹2.4-24b) 
, 
. Afim de mostrar a estabilidade assintótica do erro 
de estado, adotou-se o procedimento mostrado na Figura 2.4-2, com 
a finalidade de obter um sistema padrão com um bloco linear, inva 
riante no tempo e estritamente real positivo, realimentado por um 






V Da mesma maneira que na secçao anterior, determina- 


















Figura 2.4-2: - Sistema linear com realimentação. 
_ ph7_ _ - _. 





sendo Q¡[V,k,£] e Q2[V,h], para um caso particular do Teorema 2.1, 
definidos por: ' ' ' ' 
p 
n1[v,à,¿]= F'v‹à+1)[G ã‹à)]T ‹2.4-26) 












onde F2 Ê são matrizes constantes definidas positivas e G e Õ são 
~ . matrizes constantes definidas positivas ou nao negativas. ' 
' Pode-se entao agora obter a lei de adaptaçao para a 
matriz Ê(h). Utilizando as equações (2.4-25), (2.4-26), (2.4-27) 
e (2.4-22), resulta que: -
¢ 





F = š + F' 
e`
- 
G = ë .
\ 
_ 
Semelhantemente ao identificador anterior, ~ pode-se 
explicitar §(h+l), utilizando-se o seguinte procedimento. 
Definindo um modelo ajustável a priori por «
\ 
§°‹fz+1› = í›‹rz›f‹‹fz›r ‹z.4-29› 
e considerando as definições (2.3-35) e (2,3>36), obtêm~se que: 
§‹â+1›- Y°‹â+1›#=[ê‹h+1›- P]ã‹h› - ‹2.4-30) 
- Utilizando-se o mesmo procedimento da secção anteri 
or, resulta que: _ `V . 
` mV‹k¿1) š [1 + D N(h›]`1V°‹h+1› (2.4-31) 
onde ~ _ 
' N‹à› ¿_F ãT‹&›e §‹à› . ‹2.4¬32› 
* 
_ 
,E para finalizar o cálculo deste identificador ê su- 
ficiente dizer que (2.4-24) será estritamente real_positivo se a 
matriz D for definida positiva. -
` 
36 
2;5. Identificadores adaptativos a ganho decrescen- 
1=_â~ 
ai 
` Nesta secção apresentaremos os identificadores adap 
tativos paralelo e série-paralelo a ganho decrescente. 4m. - 
2.5;l - Identificador adaptativo paralelo a ganho decrescente com 
estado acessível. “f '
' 
- 
` Consideremos o processo discreto controlãvel,z des 
crito por: _` 
'
` 
í<‹+z+1› = A í<‹rz› + B fi‹fz› _. 
` 
‹z.s-a1› 
Consideremos o modelo ajustável definido por: 
§‹h+1› = §‹&+i›ã‹h› ‹2.5-2) 
onde V V 
13(lz+1) = [Â(lz) E Ê(!z) E Ô(!z)] 
~ š‹h› 








A Consideremos_o erro de estado definido por: 
_ 
'e(h)- = x(h)- Y(nl2) - (2..5-3) 
- Como foi estabelecido para os identificadores ante 
riores, o objetivo deste identificador também ë o de encontrar uma 
lei de adaptação para Ê(&) de tal maneira que o erro de 'estado 
convirja assintoticamente para zero, ou seja 
lim ê‹¿› =_o . ‹2.5-4) 
lz-›oo 
_ 
Usando as equações (2.5-l) ã_(2.5-3) obtêm-se a equa 
_ção do erro de estado _, 
_ 
ë‹à+1› = -[Â‹h+1)-.A]š‹h›-[ä‹à+1›-iB]ü(à›-[ê‹à+1›-A]ê‹à›. 
(2.5-6) 
A equação (2.5-6) pode ser equivalentemente reescri 
. 
1. 
ta ` - 
ê‹à+1›= -[ê‹à+1›- P]ã‹h› ‹2.5-7) 
onde 
P = [n E B É A] . 
Para provar a estabilidade assintótica do erro de eg 
tado, ê necessário realimentar o sistema linear (2.5-7) convenieg 




~ trar tal estrutura de realimentaçao estabelecendo um algoritmo 'de 




. ' 'ê‹×+|› ‹- P z f›`u‹›- P + '¡u‹+|› 'ñ'u‹› Fm 








Figura 2.5-l: 4 Sistema linear realimentado. 
Teorema 2.2:- [17] 
Se_ 7 
V 
1. ê‹â+1›= -[ê‹â+1›- P]ã‹â› ‹2.s+a› 
m 2. §‹à+1›= fi‹à› + ê‹à+1›fiT‹k›F‹à› ‹2.5-9›
\ 
. _ __T - 






~ eI'ltâO2 - 
' 
V 





" Seja a matriz 
L‹à›= e‹&›F`*‹h›eT‹à› a‹z.s-12) 
onde
_ 
`e‹h› = ñ(h›- P ‹2.5-la) 
A variação de L(h) em relação ao tempo ê:. 









' ~ ~ 
. Aplicando o Lema da Inversao (Lema D.4) na equaçao
~ o(2.5-10), obtêm-se a seguinte expressao:” » 




Substituindo (2.5~l5) em (2.5-14), resulta que: A ..-› - «- 












ê‹à+1›= - e‹â+1›ñ‹à› ‹z.s-1v› 
Substituindo a equação (2.5-17) na equação CLS-LQ, 
AL‹à›= ê‹à+1›êT‹à+1›+ õ‹à+1›F'1‹à›eT¿à+1›- e‹à›F'1‹â›eT‹à›. ‹2.s-18) 
Da equação (2.5-9) tira~se que 
e‹à+1)= e‹à›+ ê‹à+1›§T‹à›F‹â› , '‹2.5-19)
~ que substituída na equaçao (2.5-18), chega-se que: 
AL‹â›= ê‹à+1›êT‹à+1› + ê‹à+1›§T‹à›[eT‹à›+F‹à›§‹à›êT‹à+1›] + 
- -T + e‹â›R‹à›e ‹à+1› . ‹z.s-zo› 
Usando novamente a equação (2.5-19) tem-se que: 
AL‹à›= ê‹h+1›êT‹à+1› + ê‹à+1›ãT‹à›eT‹à+1› + e‹à›ã‹à›êT‹à+1›. 
chega-se que 
_ tç ~ ‹2.5-21) 
~ ~ Substituindo a equaçao (2.5-17), na equaçao (2.5-ZU, 
AL‹à)= e(à›ã‹à›êT(à+1› . ‹2.5-22)
41 
Somando e subtraindo na equação (2;5~22) a expreâ 
-àâø ê‹fz+1›ãT‹fz›F‹rz›íi‹+z›êTa‹rz+1› .`résu1ta que i
À 
AL‹fz›= [e‹rz›+ ê‹rz+1›ãT,‹fz›F‹fz›]ã-‹fz›ëT‹nfz+1›- ê‹fz+1›äT‹rz›F‹fz›1`i‹fz›êT‹fz+n 
_ 
(2.5-23) 
; Substituindo a equação (2.5-19) na equação (2.5-23, 
obtêm-se que V 
ã
~ 
AL‹1z›=.ô‹fz+1›1'i‹fz›êT‹fz+1›- ê‹fz+1›iãT‹fz›F‹rz›í-'‹‹fz›êT‹fz+1› _ ‹2.s-24) 
Substituindo a equação (2.5-lã) na equação (2.5-24), 
chega-se que 
_ _ 
AL‹fz›= -ê‹rz+1›«êT‹fz+1›.- ê‹fz+1›§T‹fz›F‹fz›ã‹‹z›iêT‹fz+1›. '‹z.5-25)' 
Considere agora a seguinte função de Lyapunov a: 
“ T 
ç 




n 1 ... 1 ....n 
, T - . (2.5-27) 
_ Bi =[0 ... 010 ... 01 
> / 
Utilizando (2.5-26), tem-se que: 
.I _. 




L‹ ›ôi -q 
- = É eÍ[L(k+1›- L‹h›]Bi ‹2.5-28) 
1=1 ~; - - -
_. 
.. 
“ substituindo ‹2.5-25) em ‹2.5-28), obtêm-se-a S9 
guinte exppressao _ ' “ - ~_ _' ` 
' II 







De acordo com a equação (2.5-27), verifica-se que 
l 
ef ë‹fz+1›= e~i‹rz+1› . ‹2.s-so)
~ e a equaçao (2.5-29) pode ser reescrita do seguinte modo 
n 2 n 2' -T -._ Aa(h)= - Z e.(h+l)-Z e.(h+l)R (&)F(h)R(h) Q O. ' (2.5f3l) 
_ 
- 
" 1=1 F 1=1. 1 ' _ ' ' 
Como 
a(h+1)- a(k) < O _ (2.5-32) 
entao 
d(0)_;ia(l) g a(2) ; .. (2.5-33) 
o que implica que a sequência a(h) ê uma sequência monotbnica 





Como a sequência a(h) ê limitada inferiormente 
_
_ 
por definicao, pelo Teorema D.l conclui-se que ela converge e pg 
de-se entao escrever que: _ _ _
43 
lim a(k)= a . ‹2.5-34) 
h f,~_ , _ 
Da equação (2.5-31),-obtêm-se que: 
...T "... n 2d u 1im[a‹à+1›- ‹k›] - lim -[1+ R ‹à›F‹à›R‹à›] z ei‹à+1› ‹z,5-35) 
fz-›oo 
implicando que 
h+w ._ í=1 'Q
A 
_ _ n 2 . 
-›oo› 
clui-se que: 
o que implica 
2.2, chega-se 
onde 
lim - [1-+ RT‹à›F‹â›R‹à›] z ei‹à+1› - o. ‹z.s-sô) 
h 1 
Como o termo [1 + RT(k)F(h)R(k)] ê maior quelq con 
lim ei = 0 (2.5-37) 
f¿-›oo V - _ 
Gm
\ 
lim nê‹à› = o . ‹z.s-aa) 
fz-›oo . 
Com isso conclui-se a prova do Teorema 2.2. 
Considerando a equação (2.5~7) e usando o Teorema 
. _ 
A -~ 
a seguinte lei de adaptaçao para P(h):V
C 





“ *T .V V 
F‹à+1› = F‹h›- F(hÂ§(h)R (kÃF(k) z F‹Q› > o*‹z.s-4o› 
i 
a 
m ç1+R ‹à›F‹à›R‹à› 
afim de garantir a estabilidade assintótica do erro de estado. 
i Deve-se observar agora que Ê(h+l) depende de ë(bHJ, 
de_ acordo com a equação (2.5-39), que por sua vez depende Êíh-+
~ +1) de acordo com a equaçao (2.5-3), que por fim depende de Ê(h-+ 
+1) como ê visto pela equação (2.5-2). i , 
_ ~ Deste modo necessita-se explicitar e(h+l) em funçao 
de variáveis conhecidas, sendo assim utiliza-se o procedimento 
descrito a seguir. . h 
H H -da ' 
» Definindo um modelo ajustável a priori e um erro a 
priori por - _ ~
_ 
- §°‹à+1›= ê‹k›ã‹à›i' ‹2.s-41) 
ë°‹à+1›â š(à+1›-§°‹h+1) , ‹2.5-42)
n 
e subtraindo da equação (2.5-2).a equação (2,5-41), obtêm-se que: 
_ _ ...X zz - . 




Substituindo na equação (2.5-43) a equação (2.5-39), 
e.no lado esquerdo da equação resultante acrescenta-se e subtrai- 
se o termo X(&+l) resultando em: 
* A notação F(0) > 0 significa que a matriz F(0) ë definida 





-[§‹à+1›--§‹&+1›] + [i‹à+1›-'§°‹à+1›]= ë‹à+1›ãT‹à›F‹à›ã‹h›. _ 
' (2.5-44) 
Substituindo as equações (2.5-3) e (2.5-42) na equa 
çao (2.5-44), chega-se que - - ` 
- -ë‹h+1› + ë°‹h+1)= ë‹k+1›ãT‹h›F‹&›ã‹h) ‹2.5-45) 
o que implica em 
‹ë(h+1) = --š£ÂÊÍ¿Â--- » . (2,5=45) 
1+ãT‹h›F(à)ã‹à› 
em função de variáveis conhecidas. 
2.5z2 - Identificador adaptativo sêrieƒparalelo ã ganho decrescen 
te com estado acessível. ' 
Consideremos o processo discreto controlãvel, des 
crito pela equação (2:5-1). _ 
onde
G 
Consideremos o modelo ajustável definido por: 
' 
A§‹h+1› = §‹à+1›ã‹h› ‹2.5-47)
‹ 











Consideremos o erro de estado definido pela V equação 




Estabeleceu~se para 0 identificador paralelo a ganho 
decrescente um objeto que será o deste também, ou seja, deve-se en 
contrar uma lei de adaptação pra Ê(h) de tal forma que o erro de 
estado convirja assintoticamente para zero: 
- 
' ~ Usando as equaçoes (2.5-l), (2.5-47) e_(2.5¬3) obtêm-
~ se a equaçao do erro de estado .d ~ 
ë‹à+1›= -[Ã(à+1)- A]š‹h›-[ê(à+1›- B]ü‹&) ;V ‹2.s-48) 
_ ` . . 
A equação (2.5-48) pode ser equivalentemente reescri 
ta
d 
ë‹à+1)=e-[ê‹h+1›- P]ã(h› ‹ ‹2.5-49) 
onde 
P'=-[Ani B] . 
Da mesma maneira que para o identificador “ paralelo 
a ganho decrescente, para mostrar a estabilidade assintótica» , do 
erro de estado, ë necessário realimentar o sistema linear (2.5-49) 
convenientemente. O Teorema 2.2 que permite encontrar tal estrutu 
ra de realimentação ë ilustrado na Figura 2.2; - - '~ 
i' Considerando a equação (2.5f49) e usando o Teorema 


























Figura 2.5-2: - Sistema linear realimentado. 






i _ _T* '
_ 
F‹à+1›=»F‹à› - F(k)R(&)R (&)F(h) ; F‹o› >o ‹2.5.5i) 
i 
l 1+äT‹à›F‹à›§‹à› « 
'._,,, _. . 
afim de garantir a estabilidade assintótica do erro de estado. 
. 
Deve-se observar agora que Ê(h+l) depende de ë(bHJ, 
de acordo com a equação (2.5¬50), que por sua vez depende &a§@+l) 
. de acordo com a equação (2.5.3), que por fim depende de Ê( h+l ) 
como ê visto pela equação (2.5-47). Deste modo necessita-se expli 
citar ë(h+l) em função de variáveis conhecidas, sendo assim uti 
V liza-se o procedimento descrito a seguir. _ 
_ 
I 




r_§°‹h+1›= ê‹k›ã‹â› _ ‹2.s-s2› 
ê°‹à+1›= š‹à+1›- §°‹â+1› ‹2.5-ss) 
e subtraindo da equação.(2.5-47) a equação (2-5-52), obtêm+se que 





Substituindo na equaçao (2.5-54) a equaçao (2.5-50), 
- ~ e no lado esquerdo da equaçao resultante acrescenta-se e_subtrai- 
se o termo Í(h+l)- resultando em: . _ 
-[š‹à+1›- Y‹â+1›]+[š‹â+1›- §°‹à+1›]= ë‹à+1›ãT‹h›F‹à›ã‹à›.‹z.5.s5› 
ab ~ 
q 
Com a substituiçao das equaçoes (2.5-3) e (2.5-53) 
na equação (2.5-55), chega-se que '~ _ 
~ -ê‹à+1› + ê9‹à+1›= ê‹à+1›ãT‹â›F‹à›ã‹à› ‹z.s-sô) 
o que implica em 
H 










. O identificador paralelo de Landau necessita de uma 
prê-estimativa dos parâmetros da matriz A. Além disto, este 'algo- 
ritmo sô pode ser aplicado ã sistemas estáveis.” ' 4 
, 
V 
' O identificador variante paralelo bem como o "a ga ._ 
- 
_ . ~ 
nho decrescente paralelo" contornam estes problemas.
~ 
_ _ 
.Os identificadores série-paralelo nao requerem prê-
~ estimaçao da matriz A e o processo ã ser identificado pode ser ins 
tãvel. . “ 
~ \ ~ 
- Í- Testes de simulaçao, apresentados adiante, mostrarao 
que em presença de ruído do tipo guassiano o identificador zparale 
lo a ganho decrescente obteve o melhor resultado. . 
_ 
Os capítulos a seguir mostram os resultados obtidos






c A P I T U L o 3 z 
sIMULAçÃo'DIcITAL 
3.1. Objetivo do capítulo 
- O objetivo deste capítulo ê'o de mostrar os resulta- 
dos relativos ã simulação digital dos algoritmos apresentados no 
Capítulo 2. Neste capítulo também ê discutido o tipo de entradauti 
lizada nas simulações, e ë feita uma pequena descrição do`Hm>]l/40. 
Em seguida ë fornecido os resumos e fluxogramas dos métodos apre 
sentados no capítulo anterior, bem como resultados de isimulação. 
Ainda foram feitas simula ões a licando-se um ruído- aussiano ao9 
processo simulado, sendo utilizado para estas simulações apenas 
identificadores a ganho decrescente. Finalmente são~ apresentadas 
conclusões obtidas nas simulações digitais. ' 
~ 
m 
3.2. Introducão ' 
Com a finalidade de ser avaliado o desempenho_ dos 
identificadores apresentados antes dos mesmos serem.aplicados a um 
processo simulado em computador analógico, resolveu-se simular um 
processo discreto, linear, estável e invariante no tempo, progra- 
mando-o em linguagem FORTRAN, para que o mesmo fosse utilizado di 
retamente pelos algoritmos, implementados no PDP ll/40. '_ 
As entradas ou excitaçoes do processo foram geradas 






















rias cujo comprimento pode ser ajustado. Í 
*tz 
p 
' "Simulando-se então digitalmente o processo, pode-se 
avaliar o desempenho dos identificadores utilizandofse a distância 
de estado e a distância paramétrica como definidos abaixo. 
4 
` Distância de estado: ' › 'V 
' 
_ 
, Il 2 V - 
1=1 
onde Xi são os elementos do vetor de estado do processo e yi sâoos 
elementos do vetor de estado do modelo ajustãvel.Í 
_ ¡ 
' E distância paramêtrica:4 ' 
H m , _ 2- D = 2 .z~ - ... s 3.2-2 P ¿=1 ¡=1(p1I1 pla) (
) 
«z 
onde pij ê o parâmetro estimado e pij é'o parâmetro do processo si 




Procurou-se avaliar também o desempenho dos identifi 
cadores a ganho decrescente quando submetido â um ruído do' tipo 
Gaussiano de média zero e desvio variável,-sendo estes inseridosna 
saída e nos estados do processo simulado. 
_
` 
3.3. Descriçao do PDP ll/40 
Neste trabalho utilizou-se o minicomputador PDPIJ/40 
do departamento de Engenharia Elétrica da UFSC. ` 
> ~ 4 ` 
_ O computador em questao e apropriado como dispositi-V 
vo de computação em tempo real, mas também como componente de sis 

















zação e sequência lõgica de operações, armazenamento, codificação 
de dados e geração de funções. O PDP ll/40 dispõe dos seguintes_pe 
rifêricos: uma leitora/perfuradora.de fita de papel; um 'terminal 
LINE-PRINTER (que serve como saída); um terminal TELA (que .serve 
como saída); um terminal DECWRITER (que serve como entrada/saída; 
um Laboratory Peripheral System (LPS-ll), que ê composto de*8 con- 
_ 
. ' 
versores analógico-digital, sendo 4 canais de Í`l volt e 4 outros 
de Í 5 volts, 2 conversores digital-analógico de-É-LO volts de saí
~ 
da, 2 Schmitt Triggers com facilidade de interferir na operaçao do 
LPS-ll, e um Real Time Clock que pode ser programado de tal . modo 
a nos permitir selecionar frequências. A capacidade de memória des 
te computador ë de 20k. - ' 
V 
3.4. Sequências_binãriaslpseudo-aleatõrias 




As sequências binãrias pseudo-aleatórias, nos últi- 
. 
- - ' .,., 
mos anos, vem sendo empregadas com muito sucesso na identificaçao 
de processos r[Ê,4,8,l6,l§1 por estas serem ricas em frequência e 
consequentemente conduzirem a uma melhor identificação [l8]._ . _ . 
- (Neste trabalho obteve-se estas sequências por inter- 
mëdio de um programa em FORTRAN, sendo este bastante maleãvel- por 
oferecer sequências de comprimentos Variáveis. Além destas sequên 
cias serem geradas por programas,estas também poderiam ser obtidas 
por implementação prática utilizando-se registradores de desloca- 
mento e portas lõgicas.Efl. - ` V ` 






A sequência binária pseudo-aleatõria satisfaz uma 





D'“x®D'“`1 x®...nx€«>x=,y (3./s'-1› 
onde Dm denota um atraso de-m intervalos, tal que Dm[X(i)1=X(i-m)
~ sendo "i" o instante de amostragem e C) ë a adiçao mõdulo 2 q ou 
"ou exclusivo", de tal maneira que' - ` ' ` ~ -
V 
0 C>0 = O 
o®1 =,ø”.^ 
l C)0 = l 
~ l C)l = 0. * 
_ 
Reescrevendo a equação (3.4-1) e fazendo y =”0, ob- 
têm-se a-chamada sequência nula, sendo o número máximo ou período 
máximo desta sequência de ordem m igual a 2m -.1. A sequência re- 
sultante recebe o nome`de sequência nula de máximo comprimento, 




‹D““®...®nG)I›x'=o . (3.4-2) 
_ 
\ ‹ 
›Para que a equação polinomial (3,4-2) produza uma se 
quência nula de máximo comprimento ê necessário que ela seja irre- 
~ ¬ ~ dutível, isto ê, nao pode ser um produto de duas ou mais equaçoes 








polinomiais de ordem inferior, e também não pode ser um fator mõ- 
' ~ dulo 2 de Dn(D 1 para n < 2m - l. Considerando agora uma _ equaçao
Q ^ 
54 
,_ polinomial que respeite as duas restrições acimafestabelecidasz ob 
têm-se para m = 5 a seguinte equação: 
Z
' 
6 5 ' 
(D C)D )X = X z (3. 4-3) 
_ mostrando que a saida do 69 elemento de atraso somado com o 59fele 
mento de atraso produz X. Abaixo ê mostrado na Figura 3.4-1 o gera 
dor de sequência pseudo-aleatõria para m = 5;" ' ' 





'Figura 3.4-1: - Gerador de sequência pseudo - aleatê 
- ria para m = 5 '_ *
V 
--' * Com a finalidade de ser obtido um valor médio das se 
quencias pseudo-aleatórias prõximo de~2ero¡*escolheu-se para o tra 
balho em questão os níveis binários +1 e -l, desta maneira mostra-' 
se que: V ` "'
u 
._ M m m-1 _ m-1_p 
`
` 
Valor médio da sequência = l* 2 X. = É Xfz ** l)(2 1) =‹l, (3.4-4) 
p qn M.í=1 1. p M › M 




estado -1 ocorre 2m_1-l vezes. 
3.5. Resumos e Fluxogramas dos algoritmos de identi- 
ficagão ' -` . V 
V* Nesta secção descreve-se os.resumos e fluxogramas dos 
algoritmos de identificação estudados no Capítulo 2.V_ 
3.5.1 - Identificadores de Landau - 
3¡5.l.a - Identificador paralelo ' 
4.. 
› 
*V Abaixo ë descrito as equaçoes que caracterizamcaiden 
tificador paralelo de Landau, mostradas na Secção 2.3-1, que deram 
origem ao algoritmo do identificador em questão. - ' ¬ 
s Processo: Í 
ã(à+1) = Aš(h) + Bü‹h› _ (3.5-1) 
'f"Modelo ajustãvelzr 
§‹h+1) = Â(à+1)§(h) + š‹à+1)ü(h› . ‹3.5-2) 
Erro de estado: 
a ë‹fz›s= í<‹;fz› -i §‹fz› . ‹3.s-3) 
~\ Lei de adaptaçao:`
u \
~ 56 
.. - .. __ _ T V 
-A‹h+1› - A‹h› + FAV‹h+1›[GAy‹h›] 
` ¶‹3.5-4) 
A A _ _ T _ 
B‹à+1› ¬ B‹k› + FBv‹h+1›[sBu‹k›] - ' j ‹3.s-5) 
A § %à+1› = A‹à›§‹à›_+ š‹à›ü‹à› ~ ‹3.s-õ› 
_~V %k+1› z n[ã{à+1› + §V%à+1›] ' 
` 
ç3.5-7) 
N‹à› è FA§T‹à›sA§‹h› + FBET(hjsBü‹h› z A(3.s-8) 
$‹h+1› = [1 + nN‹à›]`1 V ¶k+1) . 
l 
(3.5-9) 
_ . Em seguida ê mostrado na Figura 3.5-l o fluxograma 
que gerou o programa do identificador_paralelo. ` 
3.5.l.b - Identificador série-paralelo de Landau.* 
V_ Abaixo ê descrito as equaçoes que caracterizamciiden 
tificador série-paralelo de Landau, estudadas ma Secção 2.3-2, que
~ deram origem ao algorítmo_do identificador em questao. 
Processo: . 
x(k+1) - Ax(fz) + Bu_(fz) (3.5 10) 
\. _ 
. Modelo ajustável: 
§‹à+1) =_Âçà+1›š(k› + ê‹à+1›E‹à›', ‹3.5-11) 






CONT = CONT + l 
Símulaçao do sistema 
l 
Í<(fz+1)= AÍ<(!z+1) + Bü(!z)
' 
modelo ajustável a priori 



































A‹â+1›=À‹à›+p v<à+1›[GAš‹à› 1 

















que gerou o programa.do identificador série-paralelo.
i 
.‹. 
3.5.2 - Identificadores variante de Landau. ' 
3.5.2.a - Identificador paralelo variante. 
tificador paralelo variante, estudados na Secção 2.4fl, que deram 
origem ao algoritmo de identificador em questao. 
e(k) -_X(h) “ Y(k) .i 
Lei de adaptaçao: - 
A‹à+1› - A‹h› + FAv‹à+1›[GÁx‹à›] 
Q ou _ __ 
B‹:z+1› -. Em d+ F'Bv‹fz+1›[GBu‹fz›] 
§%wn=#Mmãm›+êmHflmÚ 
§'¶h+1) = D[ã(k+l) - § ¶h+l)] 
N(h› =-FAãTç&›GAã‹à) +-FBãT‹h›eBE‹â› ~ V 
_ ` -1- 
v(!z+1) = [I+DN(Iz)] v°(tz+1) 
Em seguida ê mostrada na Figura 3.5-2 o fluxograma 


















ONT O 0 
CONT CONT + 1 
Símulaçao do sistema 
Ê(&+1)=AÍ(h) + Bü(k) o





























Figura 3.5-2: - Fluxograma do identificador série-paralelo
V 
Modelo ajustãvel:
A _ _. 
60 
_ziy‹h+1› - P‹h+1)R‹h)' ' ‹3.5-20) 
onde. '
. 
i §‹à) = [Â‹à› ;'ê‹à› ;:ê‹à›] 
im _ s ~ ~ 
ã‹Iz›:= im 
_~` e‹à› 
~ Erro de estado: 
~ 
ë‹h› = ã‹h› - š‹k› _ 
"Lei de adaptação: 
. 
_ _, 
š‹à+1› %'§(â› + F§‹h+1)[e§‹à› 
§ %h+1› = š‹h›ã‹à› 
' E %à+1› =`D[i‹&+1› - § %à+1)] 
N‹à› â F§T‹à› G ã‹h› 
_ \ _ _ 
para simplificar fazendo F = I, obtêm-se: 
_ _N‹h› _ R‹à› G R‹h›-. - 












escolhendo D.= I e como N(k)-ë um escalar, pode-sei reescrever- a 
equaçao (3.5-27) . V " . _ V _ _ - - V ' 
. 
- o . - . 
v‹à+1› = ~ VT<h*1) . ‹3.s-za) 





g _< Em seguida é mostrado na Figura 3.5-3 'o- fluxograma 
que gerou o programa do identificador paralelo variante. 
3.5. 2.b - Identificador série-paralelo variante. 
V 
Abaixo ë descrito as equações que caracterizamcaiden
~ tificador série-paralelo variante, estudadas na Secçao 2.4-2, que 
deram origem ao algoritmo do identificador em questão. a 
onde 
` Processo: ` ' ' ' 
ä‹à+1› = Aã(à› + Bü<h› ., i ‹3.s-29)
à 
.Modelo ajustável: 
§(h+1› = šçàfl) ã‹h› 
' (3.5-30) 
l 












. G, ' 







¡- CONT + 
Simulação do sistema 
í‹‹fz+1›= Am) + Bam 
erro de estado ' 
ë(k)= Í(h)-§(k) 
I 
















IV°`‹h+1›=[›2‹fz+1›-§°‹â+1fl “ 1 
V
V 
iu‹fz›= `ãT~‹rz›c im 
_ '0 h 
. v(k+1) = I 
|;5<rš.+1›=5<fz›+íz‹rz+1›[ci'i‹fz»›]Í J 









e(h) = X(h) - y(h) ~. 
-_ Lei de adaptaçao: 
13‹rz+1› = š‹r¿› + Fír‹fz+i› [G ã‹rz› 
um . 
§ °‹fz+1› = P‹fz›'1ã(fz› 
Tf°‹fz+1› ='n[í<<fz+1› - § °‹fz+1›]- 
Nuz) `= F '§T(fz› G 'á‹fz› , 
para simplificar fazendo F = I, obtêm-se s 
N‹ƒz› = f‹T‹fz› G š‹rz› . 
escolhendo U =VI e como N(h) ë_um escalar, pode-se `reescrever a 
equação (3.5-37). V á 
_ ....14 §‹%h+ly,V 
_ - V _'-1_ z 














Em seguida ê mostrado na Figura 3.5-4 o 'fluxograma 
que gerou o programa do identificador sêriefparalelo variante. 
3.5.3 - Identificadores a ganho decrescente
C
A 
1N1c1o ~I DADOS ~' CONT=O O V ` CONT = CONT + 
_Simu1aç5o do sístema'. 
í<<1z+1)= A>`Z<fz) + Büuz). › 




Modelo ajustável a 
priori i - ' 
f°<à+1›= §‹à›ã<â> “ 






Figura_3.5~4: - Fluxograma do identificador sêrie¬paralelo 
4 
- variante. - - . V
I
` 65 
3.5.3-a - Identificador paralelo ã ganho decrescente › 
. ~ _ Abaixo ë descrito as equaçoes que caracterizam‹3ide§ 
tificador paralelo a ganho decrescente, apresentadas 'na Secção 









' _' '_ -` 
š(fz+1) = Aí<‹_fz› +zBü‹fz) . ‹3.s~-39) 
Modelo ajustãvel:" 
§(k+l) = §(k+l)§(h)` ' V(3.5e40) 
p‹à› = [A‹à› 
E 
B‹à› §_cçà›] ~ 
s íf_‹ë>
~ 
š›‹fz›' = EÍ‹fz~) » . 
- e(h) 
Erro de estado: 
ë‹à›i= 2<à› - §‹à› . ‹3.s-41) 
\ _ - 
' ~ Lei de adaptaçaoz' 







__ _r __ _ 
. F~‹Iz+1› = F‹fz›_ - ?`(.'2)R£f2>R..(f2>F('2) ; F‹o) > o '*`‹3.5-43') 
` 
' 
1 + Ê (k)F(h)§(k) ' " ` V. 
g§‹%à+1› = §‹h›ñ‹à› “. "‹3.5-44) 
ë %k+1› = ã<à+1› - § %h+1› ~ . ‹3.s-45) 
.f
a 
. .ë‹à+1) = ë;%k+1). 
H 
z . »‹3.5-46) 
1 + Ê ‹à›F‹à›ã‹à› i l 
' »- V ` 
_ 
Em seguida ê mostrado na_Figura 3.5-5 o fluxograma 
que gerou o programa do identificador paralelo a ganho. decrescen 
3.5.3zb - Identificador série-paralelo a ganho decrescente ' 
_ 
_ 
Abaixo ê descritoz maequaçoesquecaracterizam o iden 
tificador sërie-paralelo a ganho decrescente, apresentadas na Sec- 
ção 2.5-2, que deram origem ao algoritmo do identificador em ques 
~ _ . tao. - “ - 
Processo: 
ã‹h+1› = A§‹h› + BG‹h› z '‹3.5447› 
A 
Modelo ajustável: 













~` ~~DADOS - É . coN1 0 0 
cout - cour + 1 
'
' 
- Simulação do sistema 
X(h+1)= AR(h) + Bü(h) 







lCopsÇruçãó do vetor ' 
V 








modelo ajúscãyel a 
' prxorx - . 











í Q A ._ 'L P(k+1)# P(h)-›ë(h+1¿R (&)F(h)
_
ø ¡___1_ ¡ nr a _ 
,,<,,1,.e FW- L 
_ 






Figura 3.5-5: - Fluxograma do identificador paralelo a ganho 
' ' * decrescente. ' " ' “ . V V _ - .
e - ' 
onde 
que gerou.o programa do identificador série-paralelo a ganho 'de- 
Cr€SC€l'1t€ 
FLh+1) =.F(h› - T 
.' 
= z F‹o) > 
- . 
-. u(k) 




Erro de estado: 
ë‹à›a= ã‹â› 4 š‹à› V. 
Lei de adaptaçao:- 
- - T 
P(h+ly - P(h) + e(h+1)R (h)F(k) ¡~ 
_ -T ~ F(k)R(h)R (b)F(k) 
+ ã-‹&›F‹h›ã‹à› 
§ %à+1› = ê1à›ä‹à›d r
z 
.- 
e %à+1› f §‹k+1›d; § %ê+1› 











mostrado na Figura-3.5-6- o .fluxograma 














CONT = CONT + 1 
Símulaçao do sistema 
ã(h+1›= Aš‹à› +-Bfi(à›- 




R<à› = ¿--- 
' u(&) V' 
Modelo ajustãvel a priorl 













Figura 3.5-6: - Flúxograma do_identificador sêfie-paralelo a gonho 
`H 
_ 




. Diversos resultados foram encontrados para ` vãrios 
processos simulados digitalmente, mas para efeito de ilustração es 
colheu-se o processo apresentado em [3]; Afim de se obter resulta- 
dos comparativos utilizou-se entao o processo mencionado para as 
simulações efetuadas, utilizando-se também o mesmo ganho de ponde- 
rização, as mesmas condições iniciais e o mesmo número de_ itera 
~ - ~ çoes. ' _ V- ' 0 
» 'Processo simulado ë dado por [3]: 
0,0 1,0 0,0 0,0 _. 1,0' 2,0 . _ 
í<‹fz.+1) = -0.1 0165 °¡.° °'° 'š'‹fz)~+ °'25 °'l8 Guz) . (3_._õ-1) 
A 
0,0 0,0 -0,0 1,0 _ 2,0 0,0 





Ganho de ponderaçao nos algoritmos a_ganho constante 
bem como o valor inicial do anho ara os al orítmos a anho‹kmres 9 P 9 9 _ 
cente foi escolhido ser lO12 I. . -- 
' 
` O estado inicial do processo bem como do modelo ajus 
tãvel foram supostos nulos; ,_ 
As duas entradas do processo foram consideradas co- 
mo sendo sinais pseudo-aleatórios de comprimentos 127 e l023_ reg 
pectivamente. .` ' ' _'_ » _ ~ 
. 
' A seguir serao apresentados alguns resultados 'obti-
_ 
dos para a simulaçao digital. 'Y
\ 
3.6.1 - Resultados obtidos para os Identificadores de Landau 
` i. 
_ 
Os resultados obtidos para os identificadores de Lan 
dau tanto para o paralelo como para o sërie paralelo foram *seme-
V 1,0 2,0 
A š‹1o0o› = °'25 °'8 , 
1 71 
lhantes, e podem ser vistos.nas Figuras 3.6¬l e 3.6-2z- Na' Figura 
3;6-l ê mostrada a distância entre o estado do processo e o estado 
do modelo ajustável, enquanto que a Figura 3.6+2 mostra as distãn 
cias paramëtricas das matrizes A e B. Observe na Figura 3.6-l que 
a distância do estado converge em 200 iterações. A Figura 3.6-2 
mostra que a distância.paramêtrica de B converge em 200 iterações, 
enquanto que a`distãncia paramëtrica da matriz A se estabiliza em 




Os dois identificadores foram capazes de anular o er 
- na ~ ro de estado enquanto que a identificaçao_nao foi atingida." Valo- 
res estimados de A e B na milësima iteração 'são apresentados~abai 
X02 ' 
"' A0,l68 0,074 0,052 ¬0,086 
Ã(lo00),=, 0,012' 0,033* 0,035 -0,057 
` 
_` 0,014 -0,079 '0,004 0,992 
0,201 -0,108 -0,291- 1,057
G 
_ 0,5 4,0 
' ~ ~ ‹ mostrando que a identificaçao nao foi atingida. 
3.6.2-- Resultados obtidos para os Identificadores variantes de 
- Landau., -~ 0' z 
4 













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Ê M: :M T1 :T ”__wfi _? 
__ 







































































































































































































:LE __ M: '_ 










































































"_:W ._.‹_ ___: 

























lx ____ _? MH
ü
ü _:_ 1: 




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































;__ :Í _____ ___ "tm :__ ___ :__ UM: _? ___ :__ _-_ Um_M_ rim :Mm ___" Í: _:_“ vw; mm: WH: 

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































tes tanto para o paralelo como para o série-paralelo foram »seme+ 
lhantes, e podem ser vistos nas Figuras 3.6-3 e 3,6-4. Na Figura 
3.6-3 é mostrada a distância entre os estados enquanto que a_ Figg 
ra 3.6-4 mostra a distância de parâmetros. É interessante obser- 
var que enquanto que na Figura 3.6-3 a:distância_de estado conver 
. ~ A ge em 200 iteraçoes, na Figura 3.6-4 a distancia de parâmetros se
. 
estabiliza em torno de 2,25. V . 
V
_ 
Da mesma forma que os identificadores de Landau, »os 
variantes também foram capazes de anular o erro de estado enquanto
_ que os parâmetros nao foram identificados. É mostrado abaixo os pa 
rãmetros estimados na milésima iteraçãoz *~\»~ ~a ^~ '~~~ 
0,084 ~0,03lV70,052 
_ Ã(lo00) =- 0,079 70,028 f0,02l_ 0,035 
0,997 
' 
. -0,014 0,051 0,002 





š(1ooo› = °'25 °'8 . '” ` 2,0 0,0 
~ 0,5 4,0 
3.6.3 ~ Resultados obtidos para os identificadores a ganho decres- 




Os resultados obtidos para os identificadores a ga 
nho decrescente tanto para o paralelo como para o série, paralelo 
foram semelhantes, e sao apresentados nas Figuras 3.6-5 e~ 3.6-6. 







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































V:I __ __3: W;Ê M: _.: Í: N'_ :T _;_ :__ W;E __É _: :i :_E ifÍ *_É :_ L; J
_



















































































































































































































































































































































































































___ MmÍI __ "HL _%?Í umZ “_ um __ __Ú __¿ _¬¡_ _”: Mm __ hn Õ";_ WM _* "_ «_ _" ,_ ___ 'ÍÍ v_ “_ _”3Í:1Í:T MH MM __1 E: __ 
:_ 















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































_: :HM___ ___ “____ _: *_ 
__ 
__'


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































1 "___Ú ___`W_._É._›_____KÚ___`_"_ __ M
_








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































L; :W :WT __”_ __ W: ___ _*_ _? 
__? 
L' 

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































;;» E; :E "___ú__
WN_ Ê
_










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































do do processo e o estado do modelo ajustável diminui rapidamente 
` ~ convergindoemxseis iteraçoes, e na Figura 3.6-6 pode ser observa- 
do também a mesma rapidez, ou seja, a distância paramêtrica con 
verge em seis iteraçoes. ~ ` 
Os valores estimados de A e B na vigésima primeira 




. 0,00 1, 
Ã,21) = -0,10 0,65 0,00, 0,00
' 
1,00 .f 0,00' 0,00 0,00 
0,333 *0,833 -0,25 1,00 
1,00 2,00. 
'Ê(2l) = 0'25 00¡8o' z 





mostrando que a identificaçao foi atingida.. 
_ Comparando as curvas apresentadas nas Figuras 3}6-l 
. ` _ 
- _ 
e 3.6-2 relativas aos identificadores de Landau, e as- curvas 
apresentadas nas Figuras 3.6-3 e 3.6-4 relativas aos identificado 
res variantes, com as curvas apresentadas nas_Figuras 3.6-4- e 
3.6-5, observa-se que os identificadores a ganho decrescente tive 
ram um melhor desempenho que os de Landau e os variantes. 
~ ' 
' 
V ;Tendo em vista que em ambiente nao ruidoso os iden- 
tificadores ã ganho decrescente tiveram um.bom_desempenho__ resol 
veu-se estudar o seu comportamento em ambiente ruidoso.' ' 
' 
_ 
' Foi introduzido no processo simulado um ruído detal 
modo que este pudesse interferir nos estados e na-saída, envolven
80 
do assim vârios tipos de interferência de ruído sobre o'processo¿ 
› « 
O ruído utilizado nas simulaçoes foi um do tipo Gaussiano de Vmê- 





A Figura 3,6-7 mostra como foi inserido o ruído que





'Para um ruido de desvio padrao 0,5 interferindo na 
medição, obteve-se para os identificadores a ganho decrescente os 
resultados apresentados na Figura 3.6-8 para identificador parala 
lo e na Figura 3.6-9 para o identificador sêrie-paralelo. Observa 
~ ~ se que o ruído de mediçao pouco interfere na identificaçao, isto 
porque tanto a distância de estado como a distância paramêtrica 
convergem em 9 e 10 iterações respectivamente para oÍ identifica- 
dor paralelo, e 6 e 7 iterações respectivamente para o sërie-pa 
ralelo. '_ ' . Í .» F ' _ 
_ _ A Figura 3.6-10 mostra como foi inserido o sinal de 
z . 
ruído que interfere no estado do processo. ' - 
' 
~ Para um ruido de desvio padrão 0,5 interferindo no 
estado do processo,_obteve-se para os identificadores a ganho' da 
crescente os resultados apresentados-na Figura 3.6-ll para o iden 
tificador paralelo, e na Figura 3.6-12 para o identificadorsérka- 
paralelo. V ` ` 
` ~ 
F Para um ruido de desvio padrao 10 interferindo~ no 
estado do processo, obteve-se para o identificador paralelo a ga 
nho decrescente o resultado mostrado na Figura 3.6-13. - 
_ 
' Pode-se observar nas Figuras 3.6-ll e 3.6-13 que o 
identificador a ganho decrescente paralelo consegue identificar o 
processo para baixos e altos níveis de ruído interferindo no esta 
do do processo. - . ` « _ _ ` .
_ 
- 





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































:Z _j+L : 































































































































































































_ xu) `. ×“) P(H .'×u+n 
I ._ zé ~
‹ 
í‹‹fz+1›' _= Aí‹‹fz› + B'ü‹fz› V 
š‹'‹tz› = í‹‹fz› + RW‹1z› 
Figura 3.6-7: ~ Ruído apliCaÕ0 ã Saída 
RWn) 
_ 





' ãÍh+1I = Aãkh) + BE(h) + RW(h). 
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decrescente série-paralelo identifica o processo para um nfiBo,que 
interfere no estado do processo, de desvio padrão 0,5. Outros re- 
sultados de simulação não apresentados aqui, mostraram que o iden
~ tificador sërie paralelo nao converge para ruídos de alto desvio 
padrão, que interferem no estado do processo.¿ ' 
3.7. Conclusão 
Pode-se observar pelas simulações efetuadas, sem a 
presença de ruído, a nítida diferença existente entre os identifi 
cadores de Landau e os variantes comparados com os a ganho decres 
cente. Nos identificadores a ganho decrescente as distâncias de 
estado e paramêtrica convergem em um nümero bastante reduzido de 





Observou-se também que para os identificadores de 
Landau e os variantes sem a presença de ruído, a variação do ga- 
nho de ponderação pouca influência tem sobre o resultado de iden
~ tificaçao, enquanto que paramos identificadores a ganho decrescen 
~ ` ~ te,o aumento do ganho inicial de ponderaçao leva a uma diminuiçao
~ do número de iteraçoes para se obter distâncias de estado e para 
métrica próximas de zero._ 
- Os desempenhos dos identificadores de Landau e os 
variantes são praticamente os mesmos, diferenciando-se apenas no 
fato de que o identificador paralelo variante pode ser utilizado 
instáveis, enquanto que o identifi- ~
' 
na identificaçao de processos 
cador paralelo.de Landau isto não ê possível. i A 
sërie-paralelo a ganho ,decrescente o identifica-âór 




nível de ruído. 
V V A _ V 
_ O identificador paralelo a ganho decrescente apre- 
senta um bom desempenho em processos submetidos a altos níveis de 
ruido. ' ' 
Este identificador mostrou nas diversas simulações 
realizadas ter o melhor desempenho comparado com os demais estuda 















4.1. Objetivo do capítulo. 
_ 
0 objetivo deste capítulo ê o de mostrar os resul
~ tados relativos a identificaçao de processos lineares, invarian 
tes no tempo, multivariãveis simulados em computador analõgico. 
' 
É discutido a utilização dos conversores A/D e D/A 
do PDP ll/40 e'ê mostrado em fluxograma e em esquema de. montagem 
como foram utilizados. É apresentado ainda os resultados obtidos 
_
› ~ ~ para as simulaçoes efetuadas e finalmente sao expostas as ~conclu 
L 
. _. 







_ 4.2. Introdugão. 
‹~ == _ 
. 
H 
- Depois de ser constatada a eficiência.dos identifi 
M'
~ cadores ã ganho decrescente na simulaçao digital,procurou-se ainr 
da verificar o desempenho destes na identificação de um processo: » 
linear, estável e invariante no tempo, simulado no computador ana' 
lõgico. V l - _ - Í 
V Na simulaçao híbrida as dificuldades aumentaram con¡ 
siderando que para isto necessitaríamos levar em conta vários fa - 
tores que não tinham influência alguma na simulação digital, tais 





tempo de cálculo do programa do identificador, sendo este último 
o maior responsável no aumento do periodo de amostragem. O ruído 
provocado pela transmissão não foi considerado porque a transmis 
Q: V ' sao foi feita através de cabos blindados, e sendo a distância de 
mais ou menos um.metro do computador analógico para o digital. 
d Simulando-se o processo no computador analógico, pg 
~ > de-se entao avaliar o desempenho dos identificadores a ganho de 
A I crescente utilizando-se apenas a distancia de estado dada pela Ê 
quação (3.2-1), isto porque em caso de identificação real os üni
~ cos parâmetros disponíveis para se obter uma avaliaçao, seriam os 
estados de processo e do modelo ajustável. O tempo gasto na im 
pressão destes resultados, como foi feito para a simulação digi 
tal, contribuiria ainda mais no aumento do período de amostragem, 
~ ' por esta razao resolveu-se ;utilizar o terminal TRC(Tubo de Raios 
Catódico) do PDP ll/40. Deste modo pode ser observado o comporta 
mento da distância de estado, mostrando assim quando a~ .idenfica 
çao se completava.' 
_ 
" 




` Procurou-se ainda avaliar o comportamento dos' iden 
_ . 
tificadores em questao,identificando um motor DC que se aproxima- 
se o mais possível das condiçoes do motor do laboratório de mãqui 
I'1ôS . _ 
V 
4.3. Çonversores A¿D e D/A [IQ 
4.3.1 - Conversores A/D; - 
Os conversores analógicos-digitais, são em' número ~ 
' ~ de oito, sendo que estes possuem as seguintes faixas de d tensao 
para a conversão: V
as na , na nz n no 9 8 1 s 5 4 ,a z | o 
Emma num. ‹ Oouz HH' ciocx SCHWTH WR” _ uma M0 camus 0: convznsào ngzlrfl fmesz “oo AWRESS RT 
, 
rue EMBLE nas :Nasua EMM: ENABLE ¡,°mT¡¡ sn ã 
91 
@ DECIMAL CANAIS DE 0-3 CANAIS DE 4-7 
4096 2,00 volts 10,00 volts 
2048 1,00 volt 5,00 volt 
oooo .o,oo val: V `o,oo v<>1+z . 
Como tanto valores positivos como negativos são emi 
tidos pelo computador analógico ao digital, resolveu-se então 5 
travês de uma certa lógica em software modificar as faixas de ten 
são para: '
0 
DECIMAL CANAIS DE O-3 CANAIS DE 4-7 
2048 +l,00 volt +5,00 volts 
0000 0,00 volt 0,00 volt 
-2048 -1,00 volt um -5,00 volts . 
A programação destes conversores ê feita através da 
linguagem ASSEMBLER de tal modo a utilizar o registro de` estado- 
mostrado na Figura 4.3-l. A seguir ê mostrado o significado A de 




Figura 4.3-1: - Configuração de bits do registro de 




15 - ERROR FLAG(R) ou bit de erro: _ z 
Este bit ê levado ao estado l quando: A_
~ 






meira conversão tenham sido lidos; 
b) O multiplexador ë mudado durante o primeiro micro segundo 
de-uma_conversao; ' 
~ 5 ` 
c) Uma segunda conversao e iniciada antes da primeira conver
~ sao ser completada. Este bit ê zerado quando carregado. 
14 - Dual mode enable. ' 
Não utilizado. 
13.8 - Canais de conversão (R/W)*. ~ 
Define qual canal do multiplexador que está' sendo 
amostrado. E 
7 - Done Flag. V
, 
`- É levado ao estado l (1-lõgico) quando uma conver 
são A/D for completada. É zerado (0-lõgico) por hardware' pquando
. 
uma interrupçao ê completada ou quando o registro de dados ê lido. 
6 - Interrup Enable (R/W). 
Quando este bit estiver em l-lõgico, ele farã com 
~ ~ , ' que o bit 7 cause uma interrupçao sempre que uma conversao e com 
pletada. - . 
_
. 
5 - Overflow Enable (R/W). 
Permite que o periodo de amostragem seja controlado 
pelo relô gio de tempo real. Este canal permite então_ amostragem 
em intervalos de tempos precisos e independentes de software. 
* R = READ e W =› WRITE
193 




' Permite que um evento externo dispare o_ schimitt 
trigger o qual, por sua vez inicia uma conversão analógica-digiufl. 
3 - Burst Mode. . 
' 
H Permite conversão contínua no máximo intervalo do 
conversor até overflow. ' ` V 
2.1 - DMA Address Pointer.
~ Nao utilizado. 
O - A/D start (R/W). - 
_ 
.Inicia uma conversão quando está no estado lõgicolfl
~ E ê zerado no fim da conversao. 7 -"'
~ ,As subrotinas em Assembler utilizadas na conversao 
analõgica-digital são mostradas no Apêndice A, sendo estas a PKW 
e PAD. ° z V- - 
4.3-2 - Conversores D/A. 
_ 
Os conversores digitais-analógicos utilizados são 
em número de dois, possuindo uma tensão de saída de i 10 volts,ou 
seja, + 2048 equivale a + 10 volts e -2048 equivale_a -lO volts . 
Estes conversores possuem os seguintes endereços: 
Canal O - 176760 
e V 






Da mesma maneira que para os conversores A/D , os 
D/A podem também ser programados, sendo assim as subrotinas em As 
sembler PDA e DA l, mostradas no Apêndice A, são utilizadas para 
converter as entradas geradas no computador digital, para serem 
utilizadas pelo processo simulado. - 
4.4. Identificaçao de processos simulados_no compu- 
tador analógico. ' 
' z
~ 
' Modificando-se ogxogmmaxnjlimfio na simulaçao digi 
tal com a utilizaçao das subrotinas citadas anteriormente, obtem- 
-se o fluxograma ilustrado na Figura 4.4-l. Observando o fluxogra 
ma da Figura 4.4-l, nota-se que os estados do processo. simulado 
no computador digital ë`convertido para sinais binários. Em segui 
da-ë convertido as entradas geradas no computador digital para si 
nais contínuos que excitao.o processo simulado. Com os dados de 
entrada e saida o identificador programado no PDP ll/40 realiza 





até que o contador atinja um número de iteraçoes Z especificada '
~ previamente. Terminada a identificaçao ë necessário obter os pará 
metros contínuos, uma vez que o computador digital sÕ“ë'capaz de 
identificar processos discretos. A obtençao da representaçao con- 
tínua do processo ê feita pela subrotina REPCON, listada no_ Apên 
dice A, que utiliza os parâmetros discretos identificados e o pe 
riodo de amostragem. ' A' ` ~
_ 
f A identificação de processos simulados em computa 
dor analõgico pode ser atingida seguindo o esquema de montagem 
mostrado na Figura 4.4-2. A Figura 4.4-2 mostra que o prcesso ê
. 
9¡5 
simulado no computador analógico, e que o computador digital con 
têm o algoritmo de identificação e um programa de geração de 'si 
nais de excitação, sinais estes, que serão enviados aof processo 
simulado através dos conversores digitais-analógicos. Os estados 
do processo simulado entram no computador digital através dos con 






CONT = 0.0 ' 
- coNT=coNT+I 
<:><z i . d 
.. 2 
` 
- CONVERSAO DOS ESTADOSV 
UTILIZANDO OS CONVERSORES A/D 
° _.. - ' 
` 
f* 
CONVERSAO DAS ENTRADAS 
UTILIZANDO OS CONVERSORES D/A 
Q ‹ - . 
' ¢› 
`~f 










Figura 4.4-l: - Fluxograma do identificador utilizado na simula 







(9) _ _ _ _ __ ._ M . HM) _ pl 














ã ° A' com algoritmo .da ' 




'ic A D' 
ndeniificoçõo e simu- 
' Processo snmulodo ' ¡°ç5° de__eMmd° um p¿n_ 
_ _ 














-`Figura_4_4à2z¬ Esquema de montagem utilizado na simu 
'lação híbrida. ' » _ 
4.4.1 - Processos simulados no computador analógico e resultados 
da identificação. ã z 
_ _ Diversos resultados foram encontrados para vários 
processos simulados no computador analógico, mas para efeito de 
ilustração resolveu-se apresentar os resultados da simulação «hi
A brida de dois processos estáveis apresentados na forma canonica 
completamente.controlãvel, de ordem e_nümero de entradas diferen 
tes, e o resultado da identificação de um motor CC simulado no 
computador analógico alimentado por uma tensão que possui as mes 
mas características de uma tensão fornecida por um pulsador. \ 
` O primeiro processo simulado ê mostrado abaixo, _na 
forma de equação de estado, e na Figura 4.4-3 ë mostrado o esque 








I Processo simulado: 





Í + H E . 
l 




Figura 4.4-3: - Esquema de montagem utilizado para 
_ a 
' simular o processo de 2- ordenx com 




V O processo identificado, utilizando-se o identifica 
dor paralelo, foi o seguinte: 
0,01 u 1,00 -Ú,0l , 
V 
Í==~ o Í + ue , oferecendo unl erro 
-0¡99 -0,5Ô » 0,97 V . 
ercentual máximo de 3% ara o arâmetro b . O eríodo de amostra 
_ 
P P . 2 P __ 






-Utilizando-se.o identificador série-paralelo, obte 
ve-se o seguinte resultado:` 
~0,02 1,00 ~0,0l . 
Í»= -Í + . E , oferecendo um er 
-0,97 
` -0,48 0,97 ' _ 
ro percentual máximo de 4% para o parâmetro azz. O período de
~ 
amostragem utilizado para efetuar tal identificaçao foi de 70 ms. 
Depois do processo de ZÊ ordem com uma entrada si 
a . _ mulou-se um processo de 3- ordem com duas entradas mostrado abai 
xo, e na Figura 4.4-4 ê ilustrado o esquema de montagem 'utiliza 
do no computador analógico. V 
- Processo simulado: 
p 
o V1 o _ 1 0 . 
,Ê =. 0 0 
` 
1 š + 0 .1 ü . 
~ -2 -4 -3 -1 1 
'O processo identificado, utilizando-se o Videntifi 
cador série-paralelo, foi o seguinte: ' 
'
i 
-0,01 _o,99 0-0,02 0,99 V 0,00 
§= 0,01 0,00' 1,01 Í-* 0,00 0,99 üz ofg 
-1,92 -3,88 -2,90 -0,99 0,98 
recendo um erro percentual máximo de 4% para o parâmetro_a31-O pg
~ 
ríodo de amostragem utilizado para se efetuar tal identificaçao 
















+ ® X: ® +P› 7 
_.|_¡_2
Q® ~ +X: *A _-X8 
Figura 4.4-4: - Esquema de montagem utilizado para 
simular o processo de .3Ê- ordem com 
duas entradas. “ '
s 100 
Utilizando-se o identificador série-paralelo, obtg 
ve4se o seguinte resultado: ' ` V ~ 
izz 
-o,o1 0,99 -o,o11 _ 
{ 
0.99 o,oo __ 
-o,o1 -o,o1 0,98 2 + o,oo 0,99 ü, ofg
s 




recendo um erro percentual máximo de 9% para o parâmetro a31.O pg 
ríodo de amostragem utilizado para efetuar tal identificação foi 
de 170 ms. 
Será apresentado a seguir a simulação do motor CC. 
Esquematicamente o motor CC pode ser visto na Figura 4.4~5 e na 







Iz W . V 
‹r--- 
Vc 










onde e = 








= força contra eletromotriz. 
R = resistência da armadura. 
L = indutância da armadura. 
J = momento de inércia 
f = coeficiente de atrito. 
= velocidade angular. 
i = corrente de armadura. 
T = torque eletromagnëtico. 
= tensão de entrada depois do pulsador.
~ v - tensao de entrada antes do pulsador. 
' k_= constante elétrica do motor.
' 




Entrando com um sinal constante "v" no pulsador, os 
sinais de saída do pulsador e a corrente de armadura tem o iaspeg 

























Figura 4.4-7: ~ Sinais de saída do pulsador e da.cor 
rente de armadura. 
Com o motor suprindo apenas o atrito estático 'a 
corrente "i" varia pouco em torno de um valor médio, bem como ~a 
velocidade "w", então as medidas dos estados realizadas nos períg 
dos de amostragem representam bem os valores médios de "i" e "w". 
na _A Figura 4.4-7 mostra que o Valor médio da tensão 
de saída do pulsador tem como valor o sinal "v". Este sinal é o 
que foi utilizado no identificador como entrada do motor. Isto pg 
de ser feito uma Vez que o período de amostragem do pulsador ë de 
2 ms e o período de amostragem do identificador é de 70 ms. O si 
na "v" então representa bem a média de Ve. 
“ Utilizando-se o diagrama em blocos pode-se equacig 












~ ou entao 
r" 
Ve - e 
- J dy + dt 
SL dt 
iv dt _£2.J 



















Considerando o torque resistivo (Th) igual a zero , 
ou seja motor sem carga, e o ganho K do pulsador, pode-se repre 











~ Para simular o processo em questao foi fornecidozxm 
FREDERICK BoRDRYe oswALDo KASCHNY FILHO .os seguintes valores para 
as constantes citadas anteriomente 
R = 1,5 Q 










x = 12 
i' = 20 A max t 
_vmax = 10 V _ 




Com esses valores pode-se então obter a representa 
~ _ ~ ' çao em equaçoes de estado do processo simulado. O esquema de mon 
tagem utilizado no computador analógico ê mostrado na Figura4.&%L 
4 g¿ -10,71 -3,786 V 












› É_dado abaixo os resultados fornecidos pelo _identi 
ficador paralelo quando submetido a identificação do motor CC si 
mulado, utilizando-se uma entrada pseudo-aleatória de comprimento 
127 acrescida de um sinal contínuo, e ganhos.iniciais de pondera 
. 2 3 9
_ 
ção l0, 10 y 10 e 10 , com um período de amostragem de 70 ms. 
Para o ganho inicial de ponderação 10: 
gi -lO,4270 .~35,l236 í 4l,4745 
É 
. dt _ ' Í 
` 
› 
` ¿`=, › _ 
` 
_ + V ¡ 





apresentando um erro percentual máxima de 3,6% para o púrâmeux>a2¿ 
` 
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Figura 4.4-8: - Esquema de moñtagem utilizado para 
V simular o motor C.C.' 







~+' - . 
. +o,94551 ,-o,12oõs w' 
d
0 
* apresentando um erro percentual máximo de 3,38% para o parâmetro 
a . 22 
Qi at 
Ê! '- at 





+ V ', 
+o,94õao_ -0.11132 zw `4 o
_ 





apresentando um erro percentual máximo de 4,6% para os parâmetro 
22 'Para o ganho inicial de ponderaçao 10,: 
_q_z¿' -1o,3õ7õ4 -34,e4o42 1 41,53475_ 
- at ' _ 
law o,94819 _ -o,o93~õ1 w - o_ EE ' . .z 
apresentando um erro percentual máximo de 19,79% para o parâmetro 
a22. 
Ao contrário da simulação digital, obtêm-se melhg 
\ .
I
~ res resultados com ganhos de ponderaçao pequenos.. ' 
Os resultados fornecidos pelo identificador série- 
_
. 
paralelo quando submetido a identificaçao do mesmo processo, aprg 
sentou o mesmo resultado que o do paralelo com relação ao ganho i 
nicial de ponderação, mas forneceu um erro percentual superior a 
esse último. V i' V -f- n - _ 
_ 
4.5. Conclusao 
_.. - -* _ 
- u 
' ' Os identificadores a ganho decrescente paralelo e 
série-paralelo apresentam um bom resultado na simulação híbrida, 
oferecendo um erro percentual de parâmetros um pouco superior Ê





' Observou-se na simulaçao híbrida que o erro percen 
tual de parâmetros é um pouco superior ao erro apresentado na .si 






- Erro de medidas produzido pelos conversores analõgi 
cos-digitais e digitais-analõgicos. Estes conversores produzem um 
erro de quantizaçáo. '
A 
A - O tempo de cálculo dita o período de amostragem, isto 
*-ê, 0 período de amostragem nunca poderá ser inferior ao tempo de 
cálculo sob pena de invalidar os cálculos realizados. Para proceâ 
sos muito rápidos devido ao tempo de cálculo ê necessário um pe 
ríodo de amostragem relativamente longo, implicando em perda ~de 
informação e consequentemente má identificação. . 
- Um terceiro fator que altera o erro percentual de pará 
. 
. \
~ metros ê a imprecisao do modelo do processo. No caso da identifi 
caçáo do motor C.C., o modelo do motor considerado foi uma apro- 
tximaçáo da relação entrada-saída 
'
_ 
Tanto para os identificadores paralelo como série- 
, paralelo obtêm-se uma melhor estimação paramëtrica para ganhos i 
_* \
. 
~ ›niciais pequenos. Observou-se que para ganhos iniciais elevados o 
. erro de estado converge rapidamente para zero, e em consequência' 
' estabiliza a variaçao dos parâmetros estimados. Os erros de medi 
` da, a imprecisão do modelo do processo e o tempo de amostragem 
,
_ 
A as _ conduzem naturalmente a uma má identificaçao quando comparada com 
' a simulaçao puramente digital. Ganhos iniciais menores conduzem a
1 
uma convergência lenta do erro de estado permitindo um maior in 




melhor identificaçao. Em linguagem simples, quanto maior o tempo
V 
que o identificador tem para identificar, uma melhor filtragem ë 
realizada e consequente melhor identificaçao. 
1
_ 





dos comparado ao identificador série-paralelo, apresentando um ef 










c A P I T U L o 5 _ 
CoNcLUsÃo E PERSPECTIVAS 
Foi apresentado neste trabalho um estudo de identi 
ficadores multivariãveis para processos lineares invariantes no 
tempo, onde o estado e a entrada são conhecidas; u 
Foram vistos métodos clássicos para solução deste 
problema e estudados em profundidade identificadores a ganho de 
crescente. ' ' » 
' ~ i Realizou-se diversas simulaçoes puramente 'digitais 
com o processo sem perturbação e perturbado por um ruído _gaussia 
4 ‹. 
no de média zero. Constatou-se que o identificador a ganho decres 
cente do tipo paralelo teve o melhor desempenho notadamente em 




, Estudou~se também o problema de identificação de 
processos contínuos. Para tal estudo simulou-se o processo em um
~ computador analõgico,_e implantou-se o algoritmo de identificação 
no computador digital PDP ll/40.ƒObservou-se que o identificador 
de melhor desempenho foi o paralelo a ganho decrescente. '
~ Os ganhos iniciais da matriz de ponderaçao na simu
~ _ 9 laçao puramente digital podem ser elevados (da ordem de 10 ), en
~ quanto que na simulaçao híbrida estes ganhos devem ser pequenos 
t 2. V 
(da ordem de 10 ). ' ' 
_
p 
ãDevido ao desempenho apresentado nas diversas simu 





ser utilizados na identificação de processos reais. j 
_ Como perspectivas para futuros trabalhos pensa ¬se 
que os identificadores a ganho decrescente podem ser utiliza'
~ dos em identificaçao de processos reais, com a finalidade de os 
parâmetros identificados serem utilizados em esquemas de Vcontrg 
le. Além do mais, a estrutura a ganho decrescente pode ser utili 
zada diretamente em esquemas de controle adaptativo do tipo mode 
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lll 
LISTAGEM DAS SUBROTINAS UTILIZADAS NOS PROGRAMAS DE IDENTIFICAÇÃO 
A_A.l --Introduoão ` 
. Apresenta-se neste apêndice as subrotinas utiliza 
das nos programas de identificação. ' 
A.2 - Subrotinas
\ 
IPKVI- Subrotina em ASSEMBLER utilizada para iniciar
~ a conversao em intervalos de tempos pré-estabelecidos. A conver 
são ocorre em cada overflow do relõgio em tempo real 
- PDA - Subrotina em ASSEMBLER utilizada para promo 
ver a conversão DIGÍTAL-ANALÕGICA de dois canais. 
PAD - Subrotina em ASSEMBLER utilizada para promo 
ver a conversão ANALÓGICÓ-DIGITAL de 4 canais. 
, 
DAl - Subrotina em ASSEMBLER utilizada para promo, 
ver a conversão DIGITAL-ANALÕGICA de um canal. 
- SBN6, SBN7, SBN8, SBN9, SBNl0 e SBNll - Subrotinas 
em FORTRAN que geram sequências binãrias de comprimento 63,. 127, 
255, 511, 1023 e 2047 respectivamente. 
GAUSS - Subrotina em FORTRAN que gera um ruído gauo 
SJ..aI'10. ` ` 
_ 
' REPCON ~ Subrotina em FORTRAN que encontra as matri
~ zes- F e G representaçoes contínuas a partir das representa -
























T8TB @#STATAü ÊTESTAR STATUS DE A/D 
EPL Pân -. 
MOV @#AUBUF›@2(R5) ÊSI ESTA A/U4-~}I 
ÊINICIAR NOVA CONUERSAO Mou ¢24o1›@#sTATân 
TSTB @#STATAH 
BPL PAB1 
HUU @#AnBUFf@4(R5) 1 u UI ~-}J 
NOV #3001›@#STATAD íINICIAR NOVA 
TSTB @#STATAD 
BPL PAH2 
HOU @#ADBUF›@ó(R5)_ ió-~}K 




NOV @#AUBUFv@10(R5) í7~-}L 






























Pc=z7 _» . 
»PREmuF=17o4oó 
sPNw=17o4o4 - _ 
sTâTân=17o4oo- - '_ V - › 
mov @2‹Rs›,@#PREBuF :IT cânneeâuo No PRESET/BUFFER 
MOV @4(R5)v@#SPKU ÊIF CâRREGAUO_N0 STAÍUS 












.RTS PC . 
.END 
sunnnurruã sBNó‹H› - . 
UIMENSIUN H‹12› _ ~ - V 
IF‹H‹5›.En.H‹ó›› eu T0 50 
×=1oÔ ' ^' ~› 
eo T0 900 
X=*1o°- 






Enn ~ - ' 
SUBRÚUTÍNF $BN7(Hâ) 
HINENÊIÚN Hâ(1Ê) 
ÍF(HA(4)›ÉQ›Hê(7)) GU TO 10 
SX=1o0 
GU TU 15 
S×=“1oo
` 










SUBROUTINE SBN8(H) - 
j 
ÚINENSION H(12) 
IF(H(2).NF.H(3)) G0 TO 











.G0 TU 1» 
='“1 oo 









I SUBROUTINE SBN9(H) 
UIMENSIUN H(12) 
- IF(H(5)¢EQ+H(9)) GU TÚ 50 
×=10o ' '- 5 
- eo To zoo 
so ×=~1.o 
200 no 1oo x=1,e 

































DINENSIUN H(12) _ 
IF(H(9).EQ.H(11)) GO TU 50 
×'=1 oo 
* eo T0 zoo Ç '_ 
50-' ×=~1.o 
200 no 1oo N=1,1o 





















































RNzRâN‹L1,L2› - › 
1F‹RN›2›1,2 






ENCONTRA AS HATRIZES F E G REPRESENTACOES CONTINUAS A PARTIR 
DAS REPRESENTACOES HISCRETAS A E B. . 
A"HATRIZ UISCRETA (AD) 
B-MATRIZ UISCRETA (BD) 
F-MATRIZ CONTINUA (AC) 
G-MATRIZ CONTINUA (BC) 
T=TEMPO DE UISCRETIZACAO 
N=ORUEM DO PROCESSO 
L=NUNERO UE ENTRADAS» . 





no 7oo 1=1›N O - 
_
- 




_ V wRITE‹ó›7o›~ ~ 
FoRMâT‹1×,'oRnEM no PRocEsso='.15› 
uR1TE‹ó›75›L _ ~ FoRMâT‹1×›'NuMERo UE ENTRânâs=',15› 
wRITE‹ó.so›T ' 
FoRMâT‹1×.'PERIonn na âfiosTRâõEM=',F7.4› 
no as I=1,N 
URITE(6v90)(I›J›A(IvJ)vJ=1vN) ' 
CONTINUE ~ FORMAT(4(1X›'A('|I2›'v'vI2v')='sF11.7)›/) 












â‹1»1›=â‹1,1›-1. . - 

















































no sos 1=1.N 
no 510 x1=1.N . 
E1‹1,N1›=o.o _ » 
no 515 J=1.N - V 
E1‹1»N1›=E1‹1›x1›+E‹1,J›xâ‹J.N1› 
CONTINUE › - ' 
CONTINUE " _1 
CONTINUE 
DO 300 I=1rN ` ' . 
DO 300 J=1›N V ' - V IF(ABS(E1(IvJ)).LT.1E~20)¬E1(I›J)=0.0 - 
U01C~03A SAT 13-SEP~80'17223¡02 PAGE 002 
F(Í!J)=F(IvJ)+E1(I1J)/XR ~ 
E(IvJ)=E1(I›J) . . 
CONTINUE 
HO 500 I=19N 




HU 11 I=1vN_ 
UO=20 J=11N 0 
VâLF(I1J)=â(I9J) 






DO 35 N=11N 
PIVOT=A(K|N)` V 




DO 45 J=1vN 
IF(J~K)51;45v51 
A(JvI)=â(JvI)-TEHP(J)*â(K!I) 
CONTINUE ` ' 
CONTINUE A 
N1=N+1 
U0 56 I=19N 






FORNâT(1X|'REPRESENTâCâÚ CONTINUA DO PROCESQO IDENTIFICâD0') _ 




NRITE(6¶55)(IrJvF(I1J)1J=1¶N) _ - . ` . 
CONTINUE , . 
U0 60 I=1vN \ ` 
URITE(ó1ó5)(I!J|G(IrJ)¶J=19L)_ - 
CUNTINUE ' - » FÚRNâT(4(1X|'F('vIQr'i'!I2!')='›F11¡5)!/) 
FURNâT(4(1Xv'G('›I29'9'vI21')='›F11‹5)9/) 
RETURN ' , 
ENU _ - _
ll7 
APÊNDICE B 
SISTEMAS DINÃMICOS POSITIVOS LINEAR, DISCRETOS-E INVARIANTES NO 







B.l - Introdugãol 
Apresenta-se neste apêndice algumas definições e teo 
rema relacionados com sistemas dinâmicos positivos linear, discre 
tos e invariantes no tempo. '
A 
B.2 - Definigões 
Considere o sistema linear, discreto, invariante no 
tempo, completamente controlãvel e observãvel '
à 
'í<(lz +1) = Aí: (fz) + Bñ (fz) (B.l) 
›.-nv «- 
- fmz) = cícvfiz) + Jaü-J=(-k)' 
V 
(B.2) 
~ , ` ~ _ 4 ` onde X e o vetor de estado de dimensao (nxl), u e o vetor de en 
~ -4 ~ trada de dimensao (mxl), V e o vetor de saída de dimensao (mxl) e 
~ ~ A, B, C e J sao matrizes constantes de dimensoes apropriadas. 
O sistema de equações (B.l) e (BLZ) ê também caractg 
rizado pela matriz de transferência discreta 
H(z) --J +^c(zI - A) *B . (B.3)
118 
Definigão B.l{ - Uma matriz discreta de dimensão H(Z) de uma 'fun 
ção racional real ê "real positiva" se 
' ~ 
, 
1. Todos os elementos de H(Z) sao analíticos fora do .cir 
culo unitário (isto ë, eles não possuem põlos em |Z| > l). ' ' 
. 2. Os eventuais põlos de qualquer elemento de H(Z) no ci; 
culo unitário |Z| =-1 são simples, e a matriz residual associada 
ë uma matriz Hermitiana semi-definida positiva. 
3. A matriz 
H‹z› + HT‹z*› = H‹e5W› + HT‹e`jW› 
ê uma matriz Hermitiana (definição D.l) semi-definida positiva. pa 
ra todos valores reais de w» ao qual não são põlo de qualquer ele 
mento de H(e3w)[isto ë paäâãtodoíšno circulo unitário |Zj = l ao 
qual não são põlos de H(Z)]. 
_
e 
Definigão B.2: - Uma matriz discreta H(Z) de dimensão (m x m) de 
funções racionais reais ê "estritamente real positiva" se 
l. Todos os elementos de H(Z) são analíticos em |Z| > l . 
2. A matriz 
H‹.z› + HT'‹z*› = Hã‹,e3"”›i + HT‹.e'j"'› 
ë uma matriz Hermitiana definida positiva para todo w (isto ë , 





Definição B.3: - A matriz Kernel discreta C(h, Z) ê denominada de- 
finida positiva se, para cada intervalo [hQ, kl] e para todos os 
vetores discretos f(k) limitados em [&Q, k1], a seguinte desigual 
dade ê considerada- » na 
hi _T h _ 






Lema B.l: - Para a classe de Kernels discretos C(&-Â) para O qual 
a transformada Z existe, a condição necessária e suficiente para 
C(h-K) ser uma matriz Kernel discreta definida positiva, ê que sua 
transformada Z seja uma matriz de transferência discreta real posi 
tiva. ' '
g 
B.3 - Teorema . 
Teorema B.l: - As seguintes proposições referentes ao sistema de 
~ ~ equaçoes (B.l) e (B.2) sao equivalentes: 
_ 
_ 
l. O sistema de equações (B.l) e (B.2) possui uma matriz 
de transferência (B.3)real positiva. ' ~ 
V 
2. Existe uma matriz definida positiva simêtrica P, M uma 
matriz semidefinida positiva Q, e matrizes S e R tal que 
ATPA - P = - Q (B.5) 










> 0 . '(B.8) 
_ 3. Toda a solução §[Í(0), fi(h)] das equações (B.l) e 










uma matriz definida positiva e as matrizes P, Q, S 
'T‹+z› am = š í<T‹fz1+1›P íâuzl +1›- -É í<T(0›P í<‹0›
À 
;<T‹rz›çQ mm +n zfiT‹1z›sTí<‹fz›` + úT‹fz›Rü‹fz¶ 
R satisfazem as equações (B.5) ã (B;8). ‹ 
-4. A matriz Kernel discreta (matriz resposta impulso) 
c(fz-£) =` Jõ(!z-K) + cA› B 1¬(!z-1) (B.1o› 
ê uma matriz Kernel discreta definida positiva. Sendo T(h-Z) uma 
--uz-1›
' 
função unitária degrau que é definida do seguinte modo 
P(h-Z) 
F(h-Z) = O para (h-1) < 0 






Lema B.2: - A matriz de transferência discreta H(Z) dada pela Ê 
quação (B.3) ë estritamente real positiva se existe uma matriz P 
simêtrica definida positiva, uma matriz Q simêtrica definida pg 
sitiva, e matrizes K de L tal que ~ ' 
- ATPA -P=-LLT-Q=-Q' _-(B-.11› 
BTPA + KTLT = c '‹B.12) 
KTK = J + JT-BTPB . _ ‹B.13› 
Nota: Q' na equação (B.ll) ê uma matriz definida positiva ao qual 
implica que os autovalores de A possuem um valor absoluto menor 
do que l e que portanto os elementos de H(Z) serão analíticos em 








. Neste apêndice apresenta-se algumas definições e teg 
premas relacionados com o problema de Hiperestabilidade. " 
C.2 - Definigões 
.‹ 
Considere o sistema linear invariante - 
í<(!z+1) = Aíufz) + B~ü(f2) = Aíulz) - BWU2). (c.1) 
\7(f2) = cí<(f2) 
` +*J*ü(¡2) = cí(f2) - JW(!z) (C.2) 
onde Í(h) ê o vetor de estado de dimensão (nxl), ü(k) ê a entra 
_ 
' 
_ ›‹_ ~ . _ o 1' ~ da de dimensao (mxl) e V(h) epa saida de dimensao (mxl) e A,B, 
~ ~ C e J sao matrizes constantes de dimensoes apropriadas. 
realimentado pelo bloco (Ver Figura Càl) _ 





...,`- ,,... ..‹..v.~.~‹.› 
V Í1 sLoco›L|NEAR › V 
E INVARIANTE 'NO q 
í¡=__W 4 TEMPO 
W= = 
_ 
_ aLoco NÃo UNEAR L 
_ 







e VARIÀNTE NO r~~›-f 
'› TEMPO 
Figura C.l: - Sistema padrão multivariãvel com rea 
_ limentação não linear e variante no 
~ tempo. '
V 
Definiçao C.l: - O sistema de malha fechada dado pelas _equaçoes 
(C.l), (C.2) e (C.3) ë hiperestãvel [ou o bloco de alimentação di 
reta definido pelas equações (C.l) e; (C.2) ê hiperestâvel] se. Ê 
xistir uma constante ô›> O _e uma constante positiva_Yo > 0, tais 
que todas as soluções Í[Í(O), h] das equações (C.l) e (C.2) ver; 
fiquem a desigualdade ' 'W 
|| ímz) 11 < ô[¡| ~í<‹o› H + yo] para todo fz > o (c.-4) 
para qualquer bloco de realimentaçâo W = f(§,h,£), que satisfaça 
a desigualdade de Popov__ 
_ W ç ç
d 
rz1,. 
ui 1 -_ 2
› 





Definição C.2: - O sistema de malha fechada, dado pelas equações 
(C.l), (C.2) e (C.3), ë assintõticamente hiperestãvel se ^ 
1. Ele ë hiperestãvel. 
2_ lim. §(&) = 0 para todo funcional (ou bloco de reg 
'h + w limentaçãol W(h) = f(§,h,Ê) que satig 
' 
' faz a desigualdade da equação (C.5). 
A definiçao C.2 pode também ser reafirmada ou defi 
nida da seguinte forma: ' ~ 
Definição C.3: - O sistema de malha fechada, descrito por (C.l) , 
(C.2) e (C.3), ê assintõticamente hiperestâvel se ele ë assintõti 
ëamente estável globalmente, para todos os blocos de realimentação 
(C.3), ao qual verificam a desigualdade (C.5). 
C.3 - Teorema de Popov
z ~ Teorema C.l: - A condiçao necessária e suficiente para que o sis 
tema realimentado, descrito pelas equações (C.l), (C.2), (C.3) me 
(C.5), seja assintõticamente hiperestãvel fou o bloco definido pe 
las equações (C.l) e (C.2) seja assintõticamente hiperestãvel]_ ë 
que a matriz de transferência V ' ' `. 
H(z) `= J + c_(z1 - A)`1 B 
" 
(c.6› 




A PAE N D I C E D 
DEFINIÇÕES E TEOREMA UTILIZADO NO DESENVOLVIMENTO DO TRABALHO 
D.1 - Introdução 
~ ~ Neste apêndice serao dadas algumas definiçoes, um 
teorema e um Lema da Inversão necessário ã compreensão do desen 
volvimento teõrico aqui apresentado. ` 
D.2 - Definições
~ Definiçao D.l: - Matriz Hermitiana [22]. 
Uma matriz A = aij ë hermitiana se, e somente se , 
. * 4 _ _ A = A , isto e, se, e somente se, a..= a..; 13 31 
1 
` Q§§iQiç§9_Q¿z: - Função analítica [l3]. 
Consideremos "D" ser um intervalo aberto em R. .e 
~ - consideremos f(.) ser uma funçao definida em D, que para cada pon 
to de D corresponde um único número em f.
~ Uma funçao de uma variável real, f(.), ê dita ser 
analítica em D se f ê um elemento de Cm e se para cada to em D 
existe um número real ositivo e tal que, ara todo t em(t -e , 
_ 
P 0 P o o 




‹›‹›s t‹t~¬t ›“ ‹n› 
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~ Obs: C§ ê a classe de funçoes que possui derivadasckatodas as or 
dens. '
~ Definigao D.3: - Diz-se que uma sequência de números reais { ah } 
"converge" para o número "a" se, dado s > O qualquer, existir 
número K (em geral dependente de 2), tal que ' 
Ia - al < ek 
..z 
um 
para todo k >` KQ Quando tal acontece, dizemos que a ê o -limi 












se por outro lado nao existe tal número, diz-se que aëq diverge 
[11] . 





Se diz que '{ak} ë monotonicamente nao decrescente 
se. al 5 az 5 ... e monotonicamente não crescente se al z 




^ D-3 - a [11]-
~ Teorema D.l: - Uma sequência monotõnica nao decrescente converge 
se, e somente se, for limitada superiormente, enquanto que uma se 
~ - quência monotõnica nao crescente converge se, e somente se, for 
limitada inferiormente. ` ' . ' 
D.4 - Lema da Inversão [1] 
4 ' ~ Lema D;l:. Se para uma matriz regular arbitraria A de dimensao 
. .
'~ 
(nxn) e duas matrizes B e C de dimensao (nxm), sendo as matri 
zes (A+BCT) e (I+CTA_1B) regulares,.então a seguinte desigual 
dade ê válida ' 
(A+BcT)`1 = A`1- zC1B(1+cTA`.'1 B)"1 CTA* . (D.4-1) 
Caso particular: ~ 
(1>Í.1+ HTR`1H)"1= Ê -iPHT(R + HPHT)'1 HP '_ (D.4-2)
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LISTAGEM DO PROGRAMA DO IDENTIFICADOR PARALELO A GANHO DECRESCENTE 




























X IUENTIFICACAO DE UN PRÚCESSO UTILIZANDO IÚENTIFICADOR DU TIPO 






FSEUUUWALEATORIA VV _ ' 
LEI DE AÚAPTACAU3- A A' - 
P(K+1)=P(N)+E(K+1)#UT(N)*F(K) 
EGUâCAO U0 GâNHO UECRESCENTE2~ E . 
F(N+1)=F(N)~F(K)*U(K)XUT(K)#F(K) í F(O)}0 
1+UT(K)XF(K)#U(K) - 
EGUACAO DO ERRO$~- . A 
E(K+1)=' 
_ 
E0(N+1) ~ A 
1 + UT(K)*F(N)*U(K) ` ' ' 
























































2óXv'IHENTIFICâDDR DO TIPO PARÉLELO A GANHO UECRESCENTEf›/r 
2óX›'CDN ESTAUOS ACESSIUEIS.') E 
H ORDEM DO PROCESSO?FORHâT'I5') 
O NUMERO DE ENTRADAS ?F0RNâTVI5') 
U VALOR UA CTE QUE CÊNCELA O PDT. DO ANâ‹?F5.2') 
A QMPLIÊCAD DA âNPLITUDEvGUE VOCE DESEJà?I3') 
Ú UESLÚCAHENTO DO UQLUR INICIÊL UA AMPLITUUE?I3' 
A QMPLIACAÚ DA ABSCISSA? I3') 
D DESLOCÊMENTO DO UQLOR INICIAL UA âBSCIS8â?I3') 
O SINAL CÚNTINUO QUE VOCE QUER SOMÊR A 'v/r 
2óXv'ENTRAUA PSEUDÚ«ALEñTORIA ? F7.3') - Í 
REAU(5›1501)SCONT URITE(7›1502) 
1502 _FoRflêT‹óx,'auâL 0 vâLoR né cre QUE voce QUER nuLTrPLIcâR'./,` 
2óXv'PELâ ENTRQUA-PSEUDO-ALEÊTORIÊ ? F7.3') E 








































FORMAT(óXv'QUANTAS INTERACOES VOCE DESEJA?›ENTRAR CON O FURMAT 2FÓ‹0oI) V 
Y 
_ _ V READ(5›20)Z 
FORHAT(I5) 
FORNAT(Fó.0) - ` 
1 
`
_ 'URITE(7v1511) » 
_ 
- ~~ 
FORNAT(óXf'EM QUANTAS ULTIMAS INTERACOES VOCE UESEJA'›/v 
2óXv'OBTER A MEDIA ARITHETICA BOS PARANETRUS IDENTIFICAfl08') 
REAU(5v1512)UIPOM_
_ FORMAT(F4.0) ' 
N1=N+N+L ~ 
ZUI=Z*UIPUM ‹ 
DO 1506 I=1vN 
DO 1507 J=1›N1` 
PNA(IvJ)=0.0 ' 
CDNTINUE. 
CONTINUE- ' * 
wR1TE‹7,5o› ' ». 
. 
- V‹ 
FORHAT(óXv'GUAIS AS CONUICUES INICIAIS DO ESTAHO X?ENTRE CGH 2A8 C.I.8 DESEJAUAS SEPARAUAS POR UIRGULA.FURMAT4F4.2') 
READ(5›55)(X(I)›I=1›N) 
URITE(7v51) Í 
FORMAT(óX›'QUAIS AS CONDICOES INICIAIS U0 ESTADO Y?IDEM AO ZCASO ANTERIOR.') ~









_ wRITE<7.óo› V 
_ 
- ~ 
FORHAT(6×v'QUAIS AS CONDICOES INICIAIS PARA US PARAHETROS DE 2P?ENTRE CUM AS C.I.S BESEJADAS SEPARADA8 POR UIRGULA.5F5.2') ~U0 620 I=1›N - 
REAB(5v65)(P(I›J)sJ=1vN1)
¿ CONTINUE ' 
F0RMâT‹5Fs.2› -
_ URITE(7r1200) - - 
FORMAT(óXv'GUAL 0 NUMERO DE FLIP~FLOP8 QUE 
26Xv'A ENTRADA U(1)? OS NUMERUS LUGICDS POD 2óX›'ó FLIPfFLOPS COM COMPRIMENTO ó3'v/v 2óXv'7 FLIP~FLOPS COM COMPRIMENTO 127'v/1 ` 
2óX1'8 FLIP FLOPS COM CUMPRIMENTO 255'›/v 
2óX1'9 FLIP-FLUPS CDH CUMPRIMENTO 511's/v 26Xv'10 FLIP-FLOPS COM.CÚMPRIMENTO 1024'v/v 
2óX:'11 FLIP*FLUPS COM CUMPRIMENTO 2047') 
READ(5›1205)NLSBN1 
voce QUER Pânâf,/, 
EN SER OS 8EGUINTE82'›/1 
FORNATÇIQ) . ~ 
IF(L.EQ‹1)\GU T0 1210 A ~ ` 
URITE(7v1215) ‹ j ' ` ~ › ~ FORHAT(óXz'GUAL O NUMERO DE FLIP~FLOPS QUE VOCE QUER PARA'1/:_ 2óX›'A ENTRADA U(2)? NUMERO LOGICO ÍDEN A U(1)') READ(5›1220)NLSBN2 A 

































_ .‹l3l REñU(5v35)GP 
FORNAT(F1ó›3) 'V 
U0 96 I=19N1 












FoRMâT‹ó×z'sE voce QUISER UTILIZAR 0 mesmo GANHU nE*,/› 2ó×.'PoNnERâcâo ATE 0 FIM né IUENTIFICACAO, PRESQIUNE 1'›/1 2ó×›kâGoRâ caso vocs QUISER MUUIFICAR 0 GANHU nURâNTE âf,/1 2ó×›'1nENT1FIcâcâo PRESSIONE 2'› - 
REân‹5›1o11›NLGPM ' 0 
F0RMâT‹12› » 
1F‹NLGPM.EQ.1›_Go To 1012 
IF‹NLGPM.Ea.2› Go To 1013 
`
_ -wR1TE‹7›925›_ _ . 1 * 












REên‹5›935›IGN V 1 
FoRMâT‹I2› -1 
IF‹IsN.Ea.2› eo To 93ó 




FORMâT(óXv'ENTAÚ POR QUANTO VOCE QUER MULTIPLICAR A HâTRIZ'r/v 2óXv'GfiNHO DE PUNDERâCâO RESIDUQL? F16.3') REAB(5›85)XCTE .
_ CUNTINUE '.' 1~ 
DO 95 I=1øNLSBN1 
HA(I)=1‹0 
CUNTINUE 
IF(L‹EQ.1) BO TO 
DO 100 I=1›NLSBN2 
HB(I)=1.0 
CONTINUE 
5-* I'-J FJ UI 
CÚNTÍNUE 
XA=0 4 O 
h O 
CONT=0.0
_ URITE(6›471)_ 1 
FORMâT(6Xv'DêU08 INICIAIS Pâfiâ O IDENTIFICADOR PARALELO') DO 485 I=1rN ' 















































no 525 1z1»~1 A z wR1TE‹ó,53o›<I›J.F‹1,J›.J=1.N1› 




FORMAT(óXv'GUAL E O PERIODO DE AMOSTRAGEH T?'v/r » 
26X›'T=A*(10 NA POTENCIA B) EN SEGUNUUS.A(I7)vB(I2)'v/v 











GO T0 942 _ 
CALL PKU(ITvIF) 





ENTRADA DÚ8 ESTADOS DO PROCESSÚA 
DOS_CONUER80RES A/D. 
-IF(NLSBN1.EG.6) CALL SBNó(HA) 
IF(NLSBN1.EQ¢7) CALL SBN7(HA) - 
IF(NLSBN1.EQ‹8) CALL 8BN8(HA) 
IF(NLSBN1›EQ.9) CALL 8BN9(HA) 
flIF(NL8BN1.EQ.10) CALL SBN10(HA) 
IF(NL8BN1.EQ.11) CALL SBN11(HA) 








IF(NLSBN2›EQ‹9) CALL 8BN9(HB) 
IF(NLSBN2.EQ.10) CALL SBN10(HB) 
IF(NL8BN2›EQ.11) CALL SBN11(HB) 
HB(1)=SCüNT+BETA*HB(1) 













































1F‹L.Eo.1› câLL nâ1‹11› 
rF‹L.E@.2› câLL Pnâ‹11»r2› 
ERRO UE ESTADO ` 




CONSTRUCAO DO UETOR U(K) - 
DO 120 I=1vN 
V(I)=Y(I) 
CONTINUE 
DO 125 IA=NH1›N2 
U(Iâ)=U(IA~N) 
CONTINUE 
DO 130 IB=NNL1vN1 
U(IB)=E(IB-N2) 
CONTINUE ' 
CQLCULO DE Y01(K+1) z 
., -« 
DO 301 I=1vN 
Y01(I)=0‹0 . - 




CÀLCULO DO ERRO UE ESTÊUO EEX(1) 
EE×=`-ooo V ` C 



























IEflJFIX(ÊÉX) - ' - 
L1“Kâ#TE+KB 
IF(L1«LT‹400Ô) GU ÍÚ 1000 
L1=4000 
N1=NC*K+NU . - 
CÊLL TÉLâ(H19L1) ` .
V 




CâLCULO DO ERRO E1(K+1) 
nn 331 1=1zN1 
Fv‹1›=o.o 





no 140 1ââ1›N1 
uFu=vFv+v‹râ›*Fu‹Iâ› 
cnurxwue 
nEN=1.+vFu V À 
num=1./mau 




CALCULO DE P(N+1) 






no 371 I=1›N~ ~ 
no 372 J=1,N1 
E1vF‹1›J›=o.o ` 
no 373 N1=1›N1 ~ 
E1uF‹I›J›=E1UF<I›J›+E1u‹I›N1›*F‹N1,J› 
CONTINUE . 
CUNTINUE . _ ~ 
CUNTJNUE 
no 150 1â=1,N 
no 155 J=1›N1_ . 
P1‹1â,J›=P‹1â›J›+E1vF‹Iâ›J› 
CONTINUEL - 
CONTINUE - » 
CALCULO no GANHO nEcREscENTE
\ 








































DO 160 IAfl1vN1 
UTF(Iâ)=0.0 




HO 396 I=1vN1 




DO 171 I=1vN1~ 




DO 170 IA=17N1 





CALCULO DE Y(K+1) 
no 41ó 1=1,~ Y1‹1›ào.o 
no 417 J=1 Y1‹1›=Y1‹r¬ 
courrnue 
CONTINUE 
\.r~a +1 'Ui-" 
Í-Í' (I|J)#U(J) 
O8 E REINICIâLIZâCAO DE UMA NOVA INTERÊCAÚ SE FIN BUS CALCUL ' 
O NUMERO DE IN INTERACOES DES 




no zoó 1=1›N 




U0 215 Iâ=1sN1 


















































no 1504 1=1.N 
_ 
. ^135 






CONT=CONT+1› » ~ ~ 
IF(CONT‹NE.XMGD) G0 T0 943 
IF(IGN.Eü.2) G0 TO 944 
IF(IGN»EG.3) GU T0 945 
DO 946 I=11N1 








G0_TU 943 R~ 
DO 949 I=11N1 
DO 950 J=1vN1 ~ 
F(IvJ)=XCTE$F(IvJ) 
CUNTINUE 
CUNTINUE_ . . 
CUNT=0‹0 ' 
IF(Z~XA)180v180v115 ` 
FIM DO PROGRAMA 
URITE(óv951)Z ` ` ' E 
FORHAT(1Xs'NUHERU DE INTERACOES='vF6.0)- 
URITE(óv952)CTE ' 
FORMAT(1Xv'CONSTANTE DO COMP.-ANA.='›F5‹2) 
URITE(óv1020)NLGPM . `_ ' _ 
FORNAT(1Xv'NUNERO LOGICO UEFINIDO HO SEGUINTE HUUUí'1/v 
21Xv'1=0 MESMO GANHO DURANTE A IUENTIFICACAO TOUA'v/s 
'21Xv'2=HOUIFICA U GANHO DURANTE A IDENTIFICACAO'v/v' 
21Xv'PARA ESTE CASO NLGPH='rI2v)* 
IF(NLGPM.EQ.1) GO T0 1025 ` ` _ 
URITE(óv960)IGNvXMGU A 
F0RMAT(1X1'NUHERO LDGICU UEFINIÚO DO SEGUINTE MOU0'v/1 
21X|'2=REPETE O GANHUv3=NULTIPLICA O-GANHO RESIUUAL POR CTE'v/1 
21Xv'PARA ESTE CASO IGN='vI2z/r ' 




wR1TE‹ó.1235›NLssN1 A - › 
FoRmâT‹1×,'NuMERo Loslco QUE UEFINE 0 NUMERU UE FLIP=FLoPsf./9 
21×,'PâRâ A ENTRânâ u‹1›.PâRâ ESTE câso u‹1› E Pnonuzluo ff/y 
21×é'PoR ',:2,fFL1P-FLoPs'› 
1F‹L.Ea.1› eo To 1240 .
' 
uR1TE‹ó,1245›NLsBN2 « -« › . - . 
FoRMâT‹1x›'u‹2› E PRonuzIno POR *»I2.'FLIP-FLoPs'› 
CUNTINUE V« 
wR1TE‹ó,953› ~ « - - « 
FoRnâT<1×,'MâTR1z GâNHo na Pounanâcâo F1NâL'› 






























CONTINUE ' - . 137 FORHAT(/vó(1Xv'F('vI2›'v'vI2v')='aF10.3)) 
uR1TE‹ó›95ó› '_ AV › z . 
FoRMâf‹1×z'REPREsENTâcâo nrscnarâ no Pflocasso InENr1F1câno'› 
no 232 1z1.N ' 




no 237 1=1›N 




no 1oo2 1=1,N 












no 1513 1=1»~ 
no 1514 J=1,N 
âMâ‹1.J›=PMâ‹1.J› F VCUNTINUE. 
CUNTINUE 
no 1515 1=1.N 





U0 1509 I=1›N 





DO 1532 J=1vL ' 
BHA(I›J)=BMâ(IwJ)/UIPOM 
CONTINUE 
CUNTINUE _ ¬ 
wR1TE‹ó,15os›u1Pon ` _ 
FoRfiâT‹1×›'EsTâ REPRESENTAÇAD Eâ Menxâ ARITMETICA nâsf,/. 
21×›'uLT1Mâs '.F4.o.< 1NTERâcoEs'› ' 
câLL REPcoN<êMâ›sMâ›T,N,L› V ' V 
câLL cLosE‹ó› . 
wRITE‹7,9s7› ' , 
FoRMAT‹ó×.'nEsEJâ FAZER uma Nova 1nENT1FIcâcâo?'./› 
2ó×›'sE ârxnnârrvo PRESSIQNE 1.55 NEGâTIuo~o'› 
REân‹5.1oo4›INou ~ “ 
FoRmâT‹12›~ A* 
IF‹1Nov.Ea.o› eo To 958
0
I
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