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THE HUMAN A S  AN OPTIMAL 
CONTROLLER AND INFORMATION  PROCESSOR 
by 
Sheldon  Baron  and  David L. Kleinman 
SUMMARY 
A mathematical  model of the  human  operator in multivariable 
control  tasks  is  developed by considering  the  human  as a control 
and  information-processing  system.  The  model  contains  elements 
for  describing  the  operator's  inherent  physiological  limitations 
as well as  his  instrument-monitoring,  data-reconstruction  and  con- 
trol  behavior.  Special  emphasis  is  placed on the  instrument-moni- 
toring  aspects  of  the  model. 
The human's  limitations  are  modelled by combining  them  into 
an  equivalent  perceptual  time  delay  and  equivalent  observation 
noise.  The  main  assumption  underlying  the  subsequent  theoretical 
investigations  is  that the well-trained,  well-motivated  operator 
behaves  in  a  near  optimal  manner,  subject  to  the  constraints  im- 
posed  by the  above  limitations. Thus, the  operator's  control  be- 
havior  is  assumed to be  that of an ideal  feedback  controller. 
The human's  data-reconstruction  process  is  chosen so as  to  obtain 
a  "best"  estimate of the state of the  controlled  element  based on 
information  obtained  from  "sampling"  the  various  instruments. 
The  data  reconstructor  consists  of  a  Kalman  estimator  and  a  pre- 
dictor in tandem,  its  structure  is  fixed  but  it  depends,  para- 
metrically, on the  sampling  behavior. 
Instrument-monitoring  behavior  depends  explicitly on the con- 
trol  task  and on the  control  actions.  Provision  is  made  for  the 
ability  to  obtain  information  from  the  peripheral  visual  field  and 
there  are n o   r e s t r i c t i o n s   o n   s i g n a l   c o u p l i n g .  The v i s u a l   s a m p l i n g  
model a l s o  i n c l u d e s  means f o r  c o n s t r a i n i n g  i n s t r u m e n t  s c a n n i n g  
r a t e s .  T h e  s p e c i f i c   c h a r a c t e r i s t i c s  of  t h e  o p e r a t o r ' s   v i s u a l  
s ampl ing  behav io r  are p r e d i c t e d  by  s o l v i n p  a n o n l i n e a r  o p t i m i z a -  
t i on   p rob lem.  T h i s  problem i s  p rec i se ly   fo rmula t ed   and   me thods  
f o r  i t s  s o l u t i o n  are  d i s c u s s e d .  By changing t h e  v a r i a n c e s  of  t h e  
o b s e r v a t i o n a l  n o i s e s  i t  i s  p o s s i b l e  t o  p r e d i c t  t h e  e f f e c t s  t h a t  
changes i n  the v i s u a l  d i s p l a y  p a n e l  w i l l  have  upon  the  human's 
s a m p l i n g   b e h a v i o r .   F i n a l l y ,   i n s t r u m e n t   s a m p l i n g   c h a r a c t e r i s t i c s  
f o r  a s imple  two-axis  compensa tory  t racking  task are  o b t a i n e d .  
The r e s u l t s  e x h i b i t  t h e  g e n e r a l  c h a r a c t e r i s t i c s  o n e  would  expect 
from a human o p e r a t o r  p e r f o r m i n g  a similar task.  
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INTRODUCTION 
The basic  o b j e c t i v e  of r e s e a r c h  t o  b e  performed under  
C o n t r a c t  No. NAS-12-104 is  t h e  i n v e s t i g a t i o n  o f  r e p r e s e n t a t i o n s  
of t h e  human o p e r a t o r  w i t h  a view towards t he i r  r e l a t i o n  t o  d i s -  
p lay   sys t em  eva lua t ion .  Our p r e v i o u s   e f f o r t s   u n d e r  t h i s  c o n t r a c t  
were p r i m a r i l y  concerned w i t h  deve lop ing  new methods f o r  i d e n t i -  
f y i n g  the  cha rac t e r i s t i c s  o f  human p i l o t  c o n t r o l  b e h a v i o r .  I n  
t ha t  work we e x a m i n e d  l i n e a r  a n d  n o n l i n e a r  r e p r e s e n t a t i o n s  o f  t h e  
p i l o t  i n  a s ing le -ax i s   compensa to ry   t r ack ing  task (Ref. 1). Such 
models a re  u s e f u l  f o r  o b t a i n i n g  a b e t t e r  u n d e r s t a n d l n g  o f  p i l o t  
c o n t r o l  b e h a v i o r  a n d ,  h e n c e ,  f o r  s y n t h e s i z i n g  m a n u a l  c o n t r o l  s y s -  
tems. However, s i n c e  t h e  models were d e v e l o p e d   f o r   s i n g l e - a x i s  
t r a c k i n g  a n d  r e q u i r e d  no v i s u a l  s a m p l i n g ,  t h e y  r e p r e s e n t e d  o n l y  a 
f i rs t  s t e p  i n  t h e  deve lopmen t  o f  ana ly t i c  d i s p l a y  e v a l u a t i o n  t e c h -  
n iques .  
We are now i n v e s t i g a t i n g  t h e  problem o f  m a n u a l  c o n t r o l  i n  
more   complex ,   mu l t iva r i ab le   s i t ua t ions .  Our g o a l  i n  t h i s  phase  
of  t h e  r e s e a r c h  i s  t o  o b t a i n  a more complete  mathematical  descr ip-  
t i o n  o f  t h e  human o p e r a t o r ' s  i n f o r m a t i o n - p r o c e s s i n g  a n d  c o n t r o l  
b e h a v i o r .  ( I t  shou ld  be unders tood  t h a t  o u r  aim i s  n o t   n e c e s s a r i l y  
t o  d e s c r i b e  t h e  c o n s c i o u s  t h o u g h t  p r o c e s s e s  o r  p h y s i c a l  s t r u c t u r e  
of  t h e  o p e r a t o r ;  r a t h e r ,  w e  hope t o  model h i s  o v e r t   b e h a v i o r .  Thus 
t h e  models w i l l  b e  v a l i d  t o  t h e  e x t e n t  t h a t  t h e i r  inpu t -ou tpu t  
behav io r  i s  a n a l o g o u s  t o  t h a t  o f  t h e  human o p e r a t o r . )  
I n  t h i s  r e p o r t  w e  sha l l  d e s c r i b e  o u r  m o d e l  o f  t h e  human oper-  
a t o r  as a n   i n f o r m a t i o n - p r o c e s s o r   a n d   c o n t r o l l e r .  We emphasize 
t h o s e  a s p e c t s  o f  t h e  mode l  conce rn ing  v i sua l  s ampl ing  o f  mul t i -  
i n s t r u m e n t  d i s p l a y  p a n e l s  as t h i s  r e p r e s e n t s  t h e  m a j o r  t h r u s t  o f  
o u r   r e c e n t   a n d   c u r r e n t   r e s e a r c h   u n d e r  t h i s  c o n t r a c t .  We beg in  
w i t h  a b r i e f  r e v i e w  o f  p a s t  research i n  human ins t rumen t  s ampl ing .  
3 
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Then we describe  the  structure of our model of human operator  be- 
havior in a multivariable  control  task and show how  the sampling 
model  interfaces  with  other  elements of the  overall human operator 
model. The  model we have  postulated  is  rooted in modern  control 
theory and, as we shall see, to  obtain  the  model  parameters (e.g., 
control  gains,  sampling strategies, etc.), we must  solve a complex 
optimization  problem.  The  theoretical  background for this  problem 
is  discussed  and we then  give a precise  mathematical  formulation 
of the  optimization  problem.  Numerical  results  for a simple, two 
axis  problem  are  obtained  and  these  results  serve to illustrate 
various  aspects  of  the  problem. Finally, we  discuss  implications 
of our  research  efforts  and  the  directions  for  further  work. 
4 
SYMBOLS 
running time 
vehicle state vector 
pilot's control  input  vector 
external  vehicle  disturbance  vector 
system  matrix 
control  matrix 
covariance  matrix of 
displayed  quantities (E 5 )  
system  output  matrix 
human's  time  delay 
a sampling  strategy 
class of all sampling  strategies 
observation  noise 
covariance  matrix of 
information  processed by .human  operator (&(t-~)+ v,(t)) 
expectation  operator 
terminal  or final time 
cost  functional to be  minimized 
state weighting  matrix 
control  weighting  matrix 
xe<w,t> sampling "cost" 
U* optimal control 
- L* optimal feedback gains 
- 
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SYMBOLS (Continued) 
* 
"w 
X 
J* 
K - 
x 
T* 
least  mean  squared  estimate  of -x 
minimum  cost 
optimal  sampling  strategy 
range  space  for  function u ( * ) E R  
time  varying  solution  of  matrix  Riccati  equation 
asymptotic  Riccati  Equation 
"error"  covariance  matrix 
part  of J* which  depends  explicitly  on w 
sampling  period 
asymptotic  variance  equation 
optimal  sampling  period 
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VISUAL SAMPLING MODELS: A BRIEF  REVIEW 
Although a detailed  understanding of human  visual  sampling 
processes in a complex  control or monitoring  task  is  essential to 
the  development of rational display  design  procedures,  there  has 
been  surprisingly  little  research in this  area of human  engineer- 
ing.  The  first  significant  attempt to understand  how  pilots  use 
their  eyes in order to obtain  information  from  many  separate  in- 
struments  was  made  at  Wright-Patterson  Air  Force  Base in the  period 
1949-1954 (Refs.  2-10). The  WPAFB  studies  were  aimed  at  determin- 
ing  patterns of pilot  eye  movements in actual  control  situations. 
Eye  fixations of pilots  were  recorded in a series of flight  tests 
and  the  frequency  and  duration  of  fixations on various  instruments, 
as well as  transitions  between  pairs of instruments,  were  deter- 
mined for a number of flight  conditions.  However, no attempt  was 
made in these  studies  to  model  the  human  visual  sampling  process. 
Indeed, the  inputs to  the instruments  were not  recorded and, con- 
sequently,  the data is of limited  utility  with  respect  to  verify- 
ing  any  predictive  models. 
The  first  quantitative  model  for describing,  pilot  sampling 
behavior  was  developed by Senders  (Ref. 11). This  model  was  based 
on  information-theoretic  ideas,  particularly  Shannon's  sampling 
theorem  (Ref. 12). A basic  assumption of the  model  was  that the 
human  observer  samples  the  various  signals  periodically  and  attempts 
to  reconstruct  the  time  functions  presented  on  each  instrument. 
Moreover,  it  was  assumed  that  the  operator  was  effectively a single 
channel  device  capable of attending  to only  one signal at a time. 
With  these  concepts  as a starting  point,  Senders  was  able  to  derive 
expressions  for  the  frequency  and  duration of samples of  an instru- 
ment given its  input signal characteristics  and  the  required  pre- 
cision of readout.  This  model  predicted  quite well the  average 
7 
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b e h a v i o r  o f  s u b j e c t s  i n  a n  e x p e r i m e n t a l  s i t u a t i o n .  I n  t h e  e x p e r i -  
ments the  s u b j e c t ' s  task was t o  m o n i t o r  a p a n e l  c o n t a i n i n g  f o u r  
i n s t r u m e n t s  d r i v e n  by  zero-mean gauss ian  s igna ls  of d i f f e r e n t  
bandwid ths ,  and  to  ind ica t e  wheneve r  any  o f  t h e  s i g n a l s  e x c e e d e d  
a p r e d e t e r m i n e d   t h r e s h o l d .   S i n c e  t he  s u b j e c t ' s  task was q u i t e  
d i f f e r e n t  t h a n  t h e  one assumed i n  d e r i v i n g  t h e  model, i t  i s  some- 
what s u r p r i s i n g  that  there was such good agreement between theo ry  
and  experiment .   Senders  (Ref .  1 3 )   e x p l a i n s  th is  good  agreement 
by n o t i n g  t h a t  t h e  sampl ing  f requencies  would  b e  p r o p o r t i o n a l  t o  
t h e  s i g n a l  b a n d w i d t h s  o n l y  i f  t he  s i g n a l  power  and t h e  magni tudes 
o f  s i g n i f i c a n t  d e v i a t i o n s  were the  same f o r  a l l  t h e  s i g n a l s   a n d  
t ha t  such  was the  c a s e  i n  h i s  exper iments .   Thus ,  the  agreement  
which was o b t a i n e d  was somewhat f o r t u i t o u s  s i n c e  i t  depended  on a 
u n i q u e  e x p e r i m e n t a l  c o n d i t i o n .  
* 
It seemed r e a s o n a b l y  c l e a r  t h a t  t h e  simple p e r i o d i c  s a m p l i n g  
mode l  wou ld  no t  adequa te ly  p red ic t  behav io r  i n  more  complex  s i tua -  
t i o n s ,  e s p e c i a l l y  s i n c e  o b s e r v e d  data gave  ev idence  o f  a p e r i o d i c  
sampl ing   behavior  (Ref. 1 3 ) .  Taking a cue  from t h e  f a c t  t h a t  p i l o t s  
o f t e n  are only  concerned  w i t h  d e t e c t i o n  o f  e x t r e m e  r e a d i n g s  ra ther  
t h a n  wi th  s i g n a l  r e c o n s t r u c t i o n ,  S e n d e r s  p r o p o s e d  a c o n d i t i o n a l  
s ampl ing   s cheme   wh ich   wou ld   r e su l t   i n   ape r iod ic   behav io r .   I n  t h i s  
approach ,  t he  human mon i to r  i s  c o n s i d e r e d  as a c h a n n e l  f o r  t h e  
t r a n s m i s s i o n  o f  d i s c r e t e  m e s s a g e s  a n d  n o t  as a c h a n n e l  f o r  t h e  
t r a n s m i s s i o n  of a comple te  time f u n c t i o n .  I n  t h i s  c o n t e x t  i t  i s  
p o s s i b l e  t o  p o s t u l a t e  s e v e r a l ,  n o t  n e c e s s a r i l y  m u t u a l l y  e x c l u s i v e ,  
sampl ing  s t ra teg ies .  Thus ,   E lk ind  (Ref. 1 4 )  h y p o t h e s i z e s  a 
s t r a t e g y  i n  w h i c h  a sample i s  t a k e n  when t h e  p r o b a b i l i t y  t ha t  the  
s i g n a l  e x c e e d s  a p r e s c r i b e d  limit is  greater  t h a n  some s u b j e c t i v e  
p r o b a b i l i t y  t h r e s h o l d ,  whereas G r i g n e t t i  (Ref. 1 4 )  assumes t h a t  a 
a 
S e n d e r s  d e f i n e s  a s i g n i f i c a n t  d e v i a t i o n  as a n  e x c u r s i o n  o f  t h e  
signal:  beyond the  p r e d e t e r m i n e d  t h r e s h o l d .  
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sample is  t a k e n  when t h e  p r o b a b i l i t y  o f  e x c e e d i n g  the  limit i s  a 
maximum. Senders  (Ref. 1 4 ) ,  on t h e  o ther  hand ,   sugges t s  a sampl ing  
s t r a t e g y  based on a "Variable N y q u i s t  I n t e r v a l " .  
Unfor tuna te ly ,  none  of  t h e  above  cond i t iona l  s ampl ing  models 
have  been tes ted a g a i n s t   e x p e r i m e n t a l  data. Smallwood (Ref. 15), 
however, has developed  a model which has been tes ted  a g a i n s t  t h e  
data o f  t he  s imple  exper iment  descr ibed  above  w i t h  encouraging  
r e s u l t s .   A l t h o u g h  similar i n  some o f  t h e  de t a i l s ,  Smallwood's 
model is  c o n c e p t u a l l y  q u i t e  d i f f e r e n t  f r o m  those p r e v i o u s l y  de- 
veloped.  His view  of the human o p e r a t o r  i s  p o r t r a y e d  i n  F i g u r e  l. 
The model i s  based on  two  underlying  assumptions:  1) t h e  human 
o n e r a t o r  bases h i s  s t a t e  o f  i n f o r m a t i o n  a b o u t  h i s  environment upon 
a n  i n t e r n a l  m o d e l  o f  t h i s  environment;  t h e  model i s  formed as a 
r e s u l t  o f  past p e r c e p t i o n s  o f  h i s  envi ronment ;  2 )  t h e  human opera-  
t o r  b e h a v e s  o p t i m a l l y  w i t h  r e s p e c t  t o  h i s  task and h i s  c u r r e n t  
s t a t e  o f   i n f o r m a t i o n   w i t h i n  h i s  p h y s i c a l  l i m i t a t i o n s .  O f  c o u r s e ,  
t o   a p p l y  t h e  model,  one  must make f u r t h e r   a s s u m p t i o n s .   F i r s t ,  
one  mus t  pos tu l a t e  a form f o r  t h e  i n t e r n a l  m o d e l  which d e s c r i b e s  
t h e  mon i to r ' s  concep t ion  o f  t h e  environment  he i s  mon i to r ing .  
Smallwood's  approach t o  t h i s  problem i s  t o  assume t h a t  t h e  m o n i t o r ' s  
model  of  each  ins t rument  i s  a good  approximation t o  t h e  t r u e  s i t u -  
a t i o n .   T h u s ,   i n   a t t e m p t i n g   t o   p r e d i c t  t h e  r e s u l t s  o f  t h e  l abora -  
t o ry  expe r imen t  desc r ibed  above ,  t h e  i n t e r n a l  m o d e l  i s  based upon 
the  assumption t h a t  t h e  I n s t r u m e n t  r e a d i n g s  are the  r e s u l t  o f  
p a s s i n g  w h i t e  g a u s s i a n  n o i s e  t h r o u g h  a l i n e a r  time i n v a r i a n t  f i l t e r .  
By a l l o w i n g  h i g h e r - o r d e r  f i l t e r s ,  Smallwood i s  able t o  a c c o u n t  f o r  
t h e  p e r c e p t i o n  o f  s i g n a l  ra te  as wel l  as s i g n a l   a m p l i t u d e .  T h i s  
was n o t   p o s s i b l e  w i t h  t h e  prev ious   models .  The n e x t  s t e p  i n  
specifying Smallwood's  model  i s  t o  a e f i n e  what i s  meant by the  
s t a t e m e n t  t h a t  t h e  human o p e r a t o r  b e h a v e s  o p t i m a l l y  w i t h  respect 
t o  h i s  task.  S m a l l w o o d ' s   i n t e r p r e t a t i o n  i s  tha t  t h e  human,monl tor ,  
" i n t e r e s t e d  i n  d e t e c t i n g  immediate e x c u r s i o n s  o f  t h e  i n s t r u m e n t s  
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FIG. 1 S M A L L W O O D ' S   B L O C K   D I A G R A M  OF T H E   H U M A N   O P E R A T O R  
beyond the  t h r e s h o l d ,  switches h i s  a t t e n t i o n  t o  t h a t  i n s t r u m e n t  
f o r  w h i c h  t h e  p r o b a b i l i t y  of  exceeding t h e  t h r e s h o l d  i s  a maximum. 
Note t h a t  t h i s  d e c i s i o n  c r i t e r i o n  i s  q u i t e  similar t o  those o f  
E l k i n d  a n d  G r i g n e t t i .  
The las t  a spec t  o f  Smal lwood ' s  mode1 ,which  r equ i r e s  spec i f i -  
c a t i o n  i s  t h e  o p e r a t o r ' s   s e n s o r y   s y s t e m .  The fo l lowing   assumpt ions  
are made by  Smallwood i n  a r r i v i n g  a t  a model f o r  t h e  human v i s u a l  
p e r c e p t i o n  p r o c e s s .  
(1) A "dead time" of 0 . 1  seconds  i s  r e q u i r e d  t o  s h i f t  
a t t e n t i o n  b e t w e e n  two d i f f e r e n t  i n s t r u m e n t s .  
(2) Upon f i x a t i n g  o n  a n  i n s t r u m e n t  a r e c o r d   o f  t h e  i n -  
s t r u m e n t  r e a d i n g  i s  s t o r e d  i n s t a n t a n e o u s l y  w i t h i n  
t h e  sho r t - t e rm memory. 
( 3 )  The r e a d o u t  time i s  dependent  upon t h e  p r e c i s i o n  
o f  t h e  r e q u i r e d  r ead ing ,   and  t h i s  p r e c i s i o n  i s  de- 
p e n d e n t  i n  t u r n  upon t h e  p r o x i m i t y  o f  t h e  i n s t r u -  
ment   read ing  t o  one  of t h e  t h r e s h o l d s .  
A s  w e  have  no ted  p rev ious ly ,  there  i s  very l i t t l e  experlmen- 
t a l  data w i t h  which t o  compare t h e  p r e d i c t i o n s  of t h e  above  models. 
Even i n  t h e  c a s e s  where such  comparisons  can b e  made, i . e . ,  
Senders  and  Smal lwood ' s  pred ic t ions  f o r  t h e  sampl ing  behavior  i n  
t h e  l a b o r a t o r y   e x p e r i m e n t s ,  t h e  e x p e r i m e n t a l  s i t u a t i o n  was such 
t h a t  i t  i s  v i r t u a l l y  i m p o s s i b l e  t o  make i n f e r e n c e s  c o n c e r n i n g  t h e  
g e n e r a l   " o p e r a t i o n a l "   v a l i d i t y   o f  these models.  However, i t  i s  
p o s s i b l e  t o  p o i n t  o u t  some i n h e r e n t  l i m i t a t i o n s  i n  these models. 
The f irst  a n d  p e r h a p s  m o s t  s i g n i f i c a n t  l i m i t a t i o n  i s  t h a t  none 
o f  t h e  models have been used  t o  t ake  i n t o  a c c o u n t ,  i n  a n y  mean- 
i n g f u l  way,  c o r r e l a t i o n   b e t w e e n   v a r i o u s   i n s t r u m e n t s .   S e n d e r s  
(Ref. 1 4 )  made a p r e l i m i n a r y  attempt t o  i n c l u d e  c o r r e l a t i o n  be- 
tween  instruments  and  went s o  far as t o  r u n  l a b o r a t o r y  e x p e r i m e n t s  
w i t h  c o r r e l a t e d   s i g n a l s .  However, t h e  r e su l t s  from t h e  experiment  
were f a r  from  encouraging.  Smallwood's  model  does  not  appear 
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t o  have  any  fundamenta l  l imi ta t ions  w i t h  regard t o  s i g n a l  correla- 
t i o n .  I n  f a c t ,  w i t h  t he  a p p r o p r i a t e  c h o i c e  f o r  a n  i n t e r n a l  m o d e l ,  
i t  seems f a i r ly  c l ea r  t h a t  a method f o r  d e a l i n g  w i t h  coup l ing  i s  
p o s s i b l e  w i t h i n  t he  framework  of h i s  model ,  but  he  has, t h u s  f a r ,  
eschewed any attempt t o  i n c l u d e  s u c h  e f f e c t s .  A s e c o n d   s i g n i f i -  
c a n t  l i m i t a t i o n  of these models i s  t h a t  none  of  them take i n t o  
a c c o u n t ,  e x p l i c i t l y ,  t h e  i n t e r a c t i o n  b e t w e e n  s a m p l i n g  a n d  c o n t r o l  
b e h a v i o r .   I n  a l l  c a s e s  t h e  human o p e r a t o r  i s  cons ide red  as a 
mon i to r  on ly ;  t h e  c o n t r o l  r e q u i r e m e n t s  p l a y  l i t t l e  i f  any r o l e  i n  
the  s e l e c t i o n  o f  a sampling s t r a t egy .  It i s  t r u e  t h a t  t h e  
a p o s t e r i o r i  s i g n a l  a n a l y s i s  w h i c h  i s  n e c e s s a r y  t o  o b t a i n  t h e  
parameters of t h e  cond i t iona l  s ampl ing  mode l s  w i l l  i n c l u d e  t h e  
e f f e c t s   o f   c o n t r o l .  However, t h i s  i s  q u i t e   d i f f e r e n t   f r o m   u s i n g  
t h e  c o n t r o l  task i n  a n  attempt t o  p r e d i c t  s ampl ing  behav io r .  
Again,  Smallwood's  model seems least  l i m i t e d  w i t h  regard t o  i n -  
c l u d i n g  s u c h  p o s s i b i l i t i e s ;  b u t ,  as i n  t h e  case o f  s i g n a l  c o u p l i n g ,  
Smallwood has no t  made any attempt t o  do s o .  
A l l  o f  t h e  models  cons ider  t h e  human o p e r a t o r  as a s i n g l e -  
channe l  dev ice  capab le  o f  p rocess ing  in fo rma t ion  f rom on ly  one  
in s t rumen t  a t  a time. T h i s  approach i s  a t  v a r i a n c e  w i t h  t h e  re- 
c e n t  e x p e r i m e n t a l  data,  o b t a i n e d  b y  Levison  and  Elkind  (Ref .  16), 
concern ing  per iphera l  t r a c k i n g .  T h e i r  exper iments  showed tha t  
unde r  ce r t a in  cond i t ions  p i lo t s  cou ld  pe r fo rm two-ax i s  compensa -  
t o r y  t r a c k i n g  e v e n  t h o u g h  the  informat ion  concern ing  one  of  t h e  
axes  was always i n  t he  per ipheral  v i s u a l  f i e l d .  While there  might 
be some argument as t o  whether t h e  p i l o t  i s  a c t u a l l y  p r o c e s s i n g  
b o t h  s i g n a l s  s i m u l t a n e o u s l y ,  i t  seems f a i r l y  c l e a r  t h a t  t h e  ab i l -  
i t y  t o  p e r f o r m  per iphera l  t r a c k i n g  w i l l  i n  f a c t  a f f e c t  t h e  p i l o t ' s  
sampl ing  behavior  and  should  therefore  be a c c o u n t e d  f o r  i n  a 
sampling  model.  S t i l l  a n o t h e r   l i m i t a t i o n  o f  t h e  models i s  tha t  
no r i s k  o r  c o s t  s t r u c t u r e  has been   i nco rpora t ed .   Equa l   cos t s  are 
a s s i g n e d   t o  a l l  instruments .   Moreover ,  there  i s  n o   c o s t   a s s i g n e d  
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t o  t a k i n g  a s a m p l e  o r  t o  s w i t c h i n g  a t t e n t i o n .  It i s  p o s s i b l e  
w i t h i n  t h e  c o n t e x t  o f  t h e  S e n d e r s - t y p e  m o d e l s  t o  i m p l i c i t l y  a l l o w  
d i f f e r e n t  c o s t s  by a s s i g n i n g  d i f f e r e n t  a l l o w a b l e  e r r o r s  i n  read- 
o u t .  However,  such  an  approach i s  q u a l i t a t i v e  a t  b e s t .  Smallwood 
assumes a dead time f o r  s h i f t i n g  of a t t e n t i o n  b e t w e e n  t w o  d i f f e r e n t  
i n s t r u m e n t s  i n  h i s  model; t h i s  dead time may b e  i n t e r p r e t e d  as a 
c o s t  f o r  s w i t c h i n g  a t t e n t i o n .  F i n a l l y ,  w e  n o t e  t h a t  the  Sende r s ,  
E l k i n d  a n d  G r i g n e t t i  m o d e l s  a l l  assume that t h e  i n s t r u m e n t s  are 
fed w i t h  ze ro -mean  gauss i an  s igna l s .  
C a r b o n e l l  (Ref. 1 7 )  has a t t empted   t o   ove rcome  some o f  t h e  
a b o v e  l i m i t a t i o n s  by  d e v e l o p i n g  a model  of  v i sua l  sampl ing  which  
has i t s  r o o t s  i n  q u e u i n g  t h e o r y .  If t h e  human i s  assumed t o  be 
a s ing le -channe l  p rocesso r ,  t hen  one  i s  led t o  t h e  n o t i o n  
t h a t  t h e  v a r i o u s  i n f o r m a t i o n  s o u r c e s ,  i . e . ,  i n s t rumen t s ,   queue -up  
and Walt t h e i r  t u r n  t o  b e  p rocessed .  The a n a l y s i s   o f   s a m p l i n g  
can  then  b e  approached as a problem in  queu ing  theo ry  and  one  can  
a r r i v e  a t  estimates o f  t h e  p r o b a b i l i t y  d i s t r i b u t i o n  o f  s imul t aneous  
demands, t h e  p r o b a b i l i t y  d i s t r i b u t i o n  o f  w a i t i n g  times and estimates 
of  t h e  p r o b a b i l i t y  t ha t  e v e n t s  of i n t e r e s t  w i l l  b e  missed. To b e  
more e x p l i c i t ,  C a r b o n e l l  a s s u m e s  t h e  f o l l o w i n g :  
(1) Each time t h e  o b s e r v e r   l o o k s  a t  o n e   i n s t r u m e n t ,   h e  
i s  p o s t p o n i n g  the  o b s e r v a t i o n  o f  o t h e r s .  
( 2 )  The o b s e r v e r  makes a n  i n t e l l i g e n t  d e c i s i o n  b e f o r e  
l o o k i n g  a t  a n  i n s t r u m e n t  e a c h  time, i . e . ,  he t r ies  
t o  m i n i m i z e  t h e  r isk i n v o l v e d  i n  n o t  o b s e r v i n g  t h e  
o t h e r  i n s t r u m e n t s .  
( 3 )  T h i s  r i s k  i s  r e p r e s e n t e d  by t h e  p r o b a b i l i t y  tha t  
t h e  r e a d i n g s  may, wh i l e  n o t  b e i n g  o b s e r v e d ,  e x c e e d  
a c e r t a i n  t h r e s h o l d  l e a d i n g  t o  some c a t a s t r o p h i c  
r e s u l t  ( s u c h  as n e g a t i v e  a l t i t u d e  o r  l a c k  o f  f u e l ) .  
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(4) The time  involved in reading  each  instrument 
will  be  assumed  constant (of the order of 1/3 
of a second) for all instruments. If the  observer 
looks at  one  instrument for a longer time, it  is 
considered  as a second  (third, etc.) consecutive 
reading of the  same  instrument. In other words, 
the  observer  chooses  this  instrument  again  to  mini- 
mize his total cost. 
(5) The observer's  task in visually  sampling  his  in- 
struments  is  part  of a feedback  loop  closed  through 
his  control  actions. 
As can  be  seen  from  his  assumptions,  Carbonell  has  indeed 
addressed  himself  to some of the  limitations  of  the  previous 
models. In particular he includes a cost  structure and  the  pos- 
sibility of control actions; in  regard to  the  latter,  it  is  only 
fair to  point  out  that  he  only accounts  for  control in the  most 
rudimentary  way.  Although  not  apparent  from  the  assumptions, 
Carbonell  also  removes  the  restriction f zero-mean  gaussian  sig- 
nals.  Instead,  he  assumes  that, in the  case  of  no control, the 
signals  are  generated by a sort of random walk  process  with  equal 
probability of being  above  or  below  the  value  last  read by incre- 
ments  that  are  gaussianly  distributed.  He  assumes  further  that it 
is  only  through control  action  that  the  process  can be brought to 
equilibrium,  that is, that  the  long-term signal will be  zero  mean. 
However, even  in  such a case, the  overall  result is  not a zero 
mean  gaussian  signal.  Having  made  these  assumptions,  it  still 
remains  necessary  to  specify a queue  discipline in order  to  apply 
Carbonell's  model.  This  is  an  extremely  difficult  task  in  view 
of the  highly  nonlinear  decision  process  involved.  In  order  to 
overcome  this  difficulty,  Carbonell  decided  to  simulate  the  prob- 
lem on a digital  computer  and  he  has  obtained  some  interesting 
Y 
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r e s u l t s , .  I n  p a r t i c u l a r ,  t h e  s i m u l a t i o n  r e v e a l e d  tha t  h i s  model 
r e s u l t e d  I n  p e r i o d i c  s a m p l i n g  o n l y  when the re  was a set  of  low 
v a r i a n c e   i n s t r u m e n t s   a n d  a relaxed task.  Larger va r i ances   and ,  
h e n c e ,  h a r d e r  tasks r e s u l t e d  i n  p r o g r e s s i v e l y  more a p e r i o d i c  
sampling.  This r e s u l t  agrees well w i t h  t h e  observed  sampling 
behav io r  o f  human p i l o t s  i n  c o r r e s p o n d i n g  c i r c u m s t a n c e s .  
Carbonel l ' s  model  i s  c l e a r l y  more gene ra l  and  more f l e x i b l e  
than  any of t h e  o the r   mode l s   p rev ious ly   deve loped .   Neve r the l e s s  
i t  has not  removed a l l  t h e  p r e v i o u s l y  c i t e d  l i m i t a t i o n s .  P e r i -  
p h e r a l  p r o c e s s i n g  l s  no t   accoun ted   fo r ;   i ndeed ,  t h e  concept   o f  
t h e  human o p e r a t o r  b e i n g  a s ing le -channe l  p rocesso r  i s  c e n t r a l  
t o  t h e  idea o f  t h e  ins t rument   queue .  Also, coup l ing  among i n s t r u -  
ments i s  n o t  p r e s e n t l y  i n c l u d e d  i n  h i s  model ,  a l though h e  c l a ims  
tha t  such   coupl ing   could  b e  i n c o r p o r a t e d .   F i n a l l y ,  i t  should  b e  
p o i n t e d  o u t  t h a t  Carbone l l  p a y s  a h e a v y  p r i c e  i n  a n a l y t i c  com- 
p l e x i t y   f o r  t h e  f l e x i b i l i t y  t h a t  h e  has o b t a i n e d .  It  appears 
t h a t  on ly  th rough  ex tens ive  s imula t ion  can  one  ob ta in  t h e  p e r t i n -  
e n t  model parameters and p r e d i c t  human sampl ing  behavior .  
We c lose  ou r  r ev iew o f  v i sua l  s ampl ing  mode l s  by  n o t i n g  t h a t  
t h e  mode l s   o f   Sende r s   (pe r iod ic  sampler ) ,  Smallwood  and  Carbonell 
are  c u r r e n t l y  b e i n g  t e s t e d  f o r  t h e i r  a d e q u a c y  t o  p r e d i c t  b e h a v i o r  
i n  a more   complex   exper imenta l   s i tua t ion  (Ref .  1 8 ) .  P i l o t  eye -  
movements were recorded during maneuvers  "f lown" on a Link C l l R  
T r a i n e r .   S i g n a l s   d r i v i n g  t h e  i n s t r u m e n t s  were a l s o   r e c o r d e d  s o  
t h a t  they  could  be  a n a l y z e d  i n  c o n j u n c t i o n  w i t h  t h e  eye-movement 
data.  U n f o r t u n a t e l y ,  t h e  r e s u l t s   o f  t h e  a n a l y s i s  are no t  y e t  
comple te  and ,  hence ,  no  conclus ions  can  be drawn a t  t h e  p r e s e n t  
time. 
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HUMAN OPERATOR MODEL 
I n  t h i s  c h a p t e r  w e  d i s c u s s  t h e  s t r u c t u r a l  f o r m  of  our model 
of t he  human o p e r a t o r  as a con t ro l  and  in fo rma t ion -p rocess ing  s y s -  
tem. S i n c e  the  problems of  i n t e r e s t  are g e n e r a l l y   m u l t i v a r i a b l e ,  
s t a t e - space  t echn iques  and  modern  con t ro l  t heo ry  are mos t  su i t ed  
t o  t h e i r  s tudy  and ,  hence ,  w i l l  p l a y  a c e n t r a l  r o l e  i n  t he  de- 
c velopment. The bas i c   a s sumpt ion   unde r ly ing   ou r   app roach  i s  tha t  
t h e  we l l -mot iva t ed ,  we l l - t r a ined  human o p e r a t o r  b e h a v e s  i n  a near -  
o p t i m a l  m a n n e r ,  s u b j e c t  t o  h i s  i n h e r e n t  l i m i t a t i o n s  a n d  c o n -  
s t r a i n t s .  T h i s  i s  not  a new idea.  S e v e r a l   r e s e a r c h e r s   h a v e  at-  
tempted t o  a p p l y  o p t i m i z a t i o n  t h e o r y  t o  t h e  development  of  models 
of human c o n t r o l  b e h a v i o r .  The mos t   r ecen t  attempt was made by  
E lk ind ,  e t  a1 ( R e f .  19). They used  modern  opt imizat ion  theory 
t o  p r e d i c t  human b e h a v i o r  i n  a m u l t i v a r i a b l e  t r a c k i n g  task ,  cor- 
r e s p o n d i n g  t o  a V/STOL v e h i c l e  i n  h o v e r .  The r e s u l t s  o f  t h a t  
s tudy  were q u i t e  p r o m i s i n g  a n d  o u r  m o d e l  o f  c o n t r o l l e r  b e h a v i o r  
r e p r e s e n t s  a fur ther   deve lopment   o f  t h e i r  approach.  A s  ou r  d i s -  
c u s s i o n  o f  t h e  p rev ious  chap te r  shows ,  va r ious  op t imiza t ion  t ech -  
n iques  have  a l so  been  a p p l i e d  t o  t h e  problem of  v isua l  sampl ing .  
Indeed ,  t h e  models  of  Senders,   Smallwood  and  Carbonell  a re  a l l  
based on some opt imiza t ion   concept .   However ,  as we sha l l  s ee ,  
o u r  a p p r o a c h  t o  t h e  o p t i m i z a t i o n  o f  v i s u a l  s a m p l i n g  s h a l l  b e  q u i t e  
d i f f e r e n t   f r o m  t h e  ones   t aken  by  t h o s e   i n v e s t i g a t o r s .   M o r e o v e r ,  
we sha l l  b e  concerned w i t h  t h e  combined c o n t r o l  a n d  i n f o r m a t i o n  
process ing  problem.  
* 
The human operator  model  which was a d o p t e d  i n  t h i s  s tudy  i s  
shown i n   F i g u r e  2 ( p .  2 1 ) .  The model   inc ludes  some of  t h e  human's 
Y 
A b r i e f  summary of  o t h e r  a t t e m p t s  t o  p r e d i c t  human c o n t r o l l e r  
c h a r a c t e r i s t i c s  v i a  o p t i m i z a t i o n  t e c h n i q u e s  i s  g i v e n  i n  Ref. 19 .  
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p h y s i c a l  l i m i t a t i o n s  as well as r e p r e s e n t a t i o n s  f o r  h i s  c o n t r o l  
and   i n fo rma t ion   p rocess ing   behav io r .  I t s  b a s i c  s t r u c t u r e  has 
much i n  common w i t h  Smallwood's   model   of   Figure 1. The d i s p l a y e d  
state I s  essential ly  a r e p r e s e n t a t i o n  of t h e  human operator's 
env i ronmen ta l   i npu t .  The b l o c k  labeled p e r c e p t u a l   p r o c e s s o r  i s  
r e l a t ed  t o  Smallwood's   sensory s y s t e m  and ,  as we shal l  see,  t h e  
data r e c o n s t r u c t o r  i s  comparable t o  Smal lwood ' s  i n t e rna l  mode l .  
We now c l a r i f y  some o f  t hese  ideas by  b r i e f l y  d e s c r i b i n g  
e a c h  e l e m e n t  i n  t h e  p i l o t - v e h i c l e  d i s p l a y  m o d e l  o f  F i E u r e  2 .  
Veh ic l e  Dynamics  and  Display--The human o p e r a t o r ' s  b a s i c  task 
i s  t o  c o n t r o l ,  i n  some p r e s c r i b e d  way,  a dynamic   veh ic l e .   Seve ra l  
v e h i c l e  o u t p u t s  may be of  concern  and  t h e  o p e r a t o r  has s e v e r a l  
inputs   th rough  which  h e  c a n   e x e r t   c o n t r o l   o n  t h e  v e h i c l e .  It i s  
assumed t h a t  t h e  o n l y  m e a n s  a v a i l a b l e  f o r  m o n i t o r i n g  t h e  v e h i c l e ' s  
performance i s  a d i s p l a y  p a n e l  c o n s i s t i n g  o f  s e v e r a l  i n s t r u m e n t s .  
No e x t e r n a l  v i s u a l  o r  k i n e s t h e t i c  c u e s  are  a v a i l a b l e .  
We s h a l l  assume t h a t  t h e  vehic le   dynamics  are a d e q u a t e l y  
r e p r e s e n t e d  by  t h e  l i n e a r  e q u a t i o n s  o f  m o t i o n  
where - x i s  t h e  v e h i c l e  s t a t e ,  - u t h e  p i l o t ' s   c o n t r o l   i n p u t ,   a n d  
where w - r e p r e s e n t s  t h e  e x t e r n a l   d i s t u r b a n c e s  ( e . g . ,  wind g u s t s ) .  
F o r   a n a l y t i c  t r a c t a b i l i t y ,  w ( t )  - w i l l  b e  c o n s i d e r e d  a zero-mean, 
g a u s s i a n  w h i t e  n o i s e  w i t h  c o v a r i a n c e  - W .  
We f u r t h e r  assume t h a t  d i s p l a y e d  v a r i a b l e s  are  l i n e a r  combi- 
n a t i o n s   o f  t h e  v e h i c l e  s t a t e s .  Thus, we a c c o u n t   f o r  t h e  f a c t  
t h a t  a l l  of  t h e  v e h i c l e  s ta tes  may n o t  b e  e x p l i c i t l y  d i s p l a y e d .  
A s  a n  i n t e r e s t i n g  s i d e l i g h t ,  w e  n o t e  t h a t  such  a r e p r e s e n t a t i o n  
may a l low u s  t o  i n v e s t i g a t e  s u c h  t h i n g s  as i n t e g r a t e d  d i s p l a y s  o r  
the  p r e s e n t a t i o n  o f  qu ickened  in fo rma t ion .  
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Perceptual  Processor--The  human  operator  has  certain  physical 
limitations which prevent him from  making a perfect reading, ex- 
cept in the  simplest of cases, of the value  presented on  an in- 
strument. In the case of many  instruments, it is clear that he 
can not  make simultaneous, perfect  observations.  Moreover, even 
if he were  able to make  such  observations,  his  limitations  prevent 
him  from  taking  instantaneous  and  precise  action. These limita- 
tions  must  be  accounted  for in any reasonable  mathematical  model 
of the  human  operator. We now  briefly  discuss  these  limitations 
and  our  method  for  including  them in the  model. 
* 
The  inherent  limitations of the  human  operator  are  manifold 
and  complex.  However,  as  a  first  approximation,  the  number of 
limitations  to  be  considered can be  reduced by combining  phenomena 
which have similar effects. For example,  the  time  delays  associated 
with  visual,  central  processing  and  neuro-motor  pathways can be 
combined  and  represented  by an equivalent  time-delay  which  is  as- 
sociated  with  perception. In addition,  neuro-muscular  dynamics 
can be  approximated by a  delay  (Ref. 2 0 )  which can also be  com- 
bined  with  the  neuro-delays  and  treated  as an equivalent  percep- 
tual  delay. Similarly, since preliminary  analysis  has  shown  that 
it will be  very difficult to distinguish  experimentally  between 
observation noise, motor  noise,  and  certain  types  of  time  varia- 
tions in control strategy, we can  represent  all  three  factors  as 
a  single  equivalent  "observational  noise"  process. The  human 
operator's  ability  to  make  precise  measurements is, however, a 
function of many  factors.  The  visual  environment  (ambient  light 
levels,  glare, etc.) affects  his  ability to measure  variables. 
* a  
* 
For example,  instruments of an on-off  nature. 
Indeed, we can include  "measurement  noise"  associated  with  the 
vehicle's sensors  and  with  the  displays  themselves in the  "ob- 
servation  noise. 
** 
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" 
of more importance t o  t h i s  s t u d y ,  t h e  a b i l i t y  t o  m e a s u r e  p r e c i s e l y  
a quant i ty  would  depend on  t h e  type and form of  t h e  d i s p l a y  a n d  on 
t h e  l o c a t i o n  o f  t h e  d i s p l a y  i n  t h e  v i s u a l  f i e l d ,  t h a t  i s ,  on 
whether  t h e  d i s p l a y  i s  b e i n g  v i e w e d  f o v e a l l y  o r  p e r i p h e r a l l y .  
With the  above  comments i n  mind, we as sume  tha t  t h e  p e r c e p t u a l  
p r o c e s s  c a n  be modelled by  a n  e q u a t i o n  o f  t h e  form 
l ( t )  = & ( t - T )  + v ( t )  = c X ( t - T )  + v ( t )  
"w " "w 
where - y ( t )  i s  t h e  " o b s e r v a t i o n "  p r o c e s s e d  by  t h e  human o p e r a t o r ,  
~ ( s )  i s  t h e  d i s p l a y e d  s t a t e ,  T i s  a d e l a y  and L(t) i s  "observa- 
t i o n a l   n o i s e " .   ( N o t e  t h a t  & ( s )  = " C x ( s ) ,  as d e s c r i b e d   p r e v i o u s l y . )  
We sha l l  assume t h a t  t h e  o b s e r v a t i o n a l   n o i s e  i s  a g a u s s i a n  
w h i t e  n o i s e   p r o c e s s  w i t h  a c o v a r i a n c e  t h a t  depends  on tkie samp- 
l i n g  s t r a t e g y  w .  The w h i t e  no i se   a s sumpt ion  i s ,  t o  a n  e x t e n t ,  
p h y s i c a l l y  u n r e a s o n a b l e  b u t  i t  i s  a good  approximation t o  a n  ob- 
s e r v a t i o n a l  n o i s e  p r o c e s s  t h a t  i s  wideband w i t h  r e s p e c t  t o  t h e  
s y s t e m  bandwid th .   Numer ica l   va lues   fo r  t h e  c o v a r i a n c e  w i l l  depend 
on where t h e  p i l o t  i s  l o o k i n g  ( i . e . ,  whether he  i s  v iewing  an  in -  
s t r u m e n t  p e r i p h e r a l l y  o r  f o v e a l l y )  a n d  o n  r e l e v a n t  f e a t u r e s  o f  t h e  
d i s p l a y   p a n e l .   P r e c i s e   q u a n t i t a t i v e   d e t e r m i n a t i o n   o f  these v a l u e s  
i s ,  o f  c o u r s e ,  a n  e x t r e m e l y  d i f f i c u l t  task and i t  i s  n o t  p r e s e n t l y  
c l e a r  e x a c t l y  how t h e y  w i l l  b e  measured.  However, as w e  s h a l l  see,  
i n  some i n s t a n c e s  a c o a r s e   a p p r o x i m a t i o n   t o   t h e   v a l u e s   o f  may 
b e  s u f f i c i e n t .  The method we h a v e   u s e d   f o r   r e p r e s e n t i n g  t h e  per-  
c e p t u a l  p r o c e s s  makes t h e  c h o i c e  o f  a s u i t a b l y  d e s c r i p t i v e  c l a s s  
o f  a l l o w a b l e  s a m p l i n g  s t r a t e g i e s  a n  i m p o r t a n t  a s p e c t  o f  t h e  prob- 
lem. H o w e v e r ,   b e f o r e   t u r n i n g   o u r   a t t e n t i o n   t o  t h e  d e t e r m i n a t i o n  
of sampl ing  behav io r ,  l e t  us  examine t h e  c o n t r o l  a n d  data recon-  
s t r u c t i o n  p o r t i o n s  o f  o u r  m o d e l .  
~~ 
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Controller  and Data Re.constructor--In  this section we give 
precise  meaning  to  the human operator's control objectives  and 
develop a model for his  resulting control characteristics.  We 
also  postulate a model for describing  the manner in which  the 
operator  reconstructs  the  data  necessary for control  from  the in- 
formation  obtained by sampling  the  instruments on the  display  panel. 
We  assume  that  the  pilot's  control  objective  is  to  select an 
input u(t) to  the  dynamical  system  (given by Eq. (1)) so as  to 
minimize a cost  functional of the  form 
The  quantity x(w,t> in  the  cost  functional  is  included  to  allow 
a "direct"  cost  for  sampling.  It  does  not  explicitly  depend on 
.the control  input - u and  thus,  assuming a fixed  sampling  strategy 
w ,  the  human  controller's  characteristics  are  determined by the 
solution of  an "optimal regulator problem'' (Ref. 21). Clearly, 
not all real control  problems  can  be  represented in this  way  but 
a great  many  can  be. Moreover, using  linear  dynamics and speci- 
fying a control  task of minimizing  the  cost  functional of Eq. (3) 
represents a natural  extension  of  the  classical  manual  control 
compensatory  tracking  experiments. In addition, the  resulting 
analytic  simplification  is so great  as to justify  extensive  con- 
sideration of problems of this  type.  The  solution of this  opti- 
mization  problem  is well known (Ref. 22) and  is  characterized by 
the  linear  feedback  law 
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where &(t) is the least mean square  estimate of the  state - x(t), 
given the  observed  data Y _ ( T ) , T  5 t. The  feedback  gains L* are 
independent of w and  depend on the  weighting  matrices Q and R .  
The minimum  cost is denoted by 
- 
- - 
The estimate & is obtained by "reconstructing" the system CI 
state from the observed data .y. In accord with our optimization 
hypothesis, we  shall assume  that  the  data  reconstructor  consists 
of a Kalman  filter  (Ref. 22) and  a  least-mean  squared  predictor 
(Ref. 19) in cascade  as shown in Figure 3. The estimator  is  used 
to  model  the human's deduction of vehicle  states  from  displayed 
information  while the predictor  models  the  human's  compensation 
for  his  inherent  time  delay.  The  parameters,  but  not  the  struc- 
tural  form, of the  Kalman  filter  depend  upon  the  noise  covariance 
matrices W and TIw and  hence  upon  the  sampling  strategy.  On  the 
other hand, it  can  be shown that  the  predictor is independent of 
w and so  can be  determined  a  priori in conjunction  with  the  opti- 
mal control  gains - L*. It  is  interesting  to  note  that  the  Kalman 
filter  requires for its  implementation  a  model of the  dynamic  sys- 
tem  or,  put  another way, a  model of the  environment.  The  connec- 
tion  between  our  data  reconstruction model and  Smallwood's  internal 
model of the  environment is then clear. 
* 
- 
* 
It is well  known that in the  absence of time  delay the Kalman 
estimator  provides  the  best  mean  squared  estimate of the  state 
for the  conditions of this  problem.  Indeed, it provides the best 
sampling  and no observation  noise,  the  predictor  provides the best 
mean squared  estimate of the state when there is a delay (Ref.19). 
We have  assumed  that with sampling,  time-delay,and  observation 
noise of the type described,,the estimation  and  prediction pro- 
cesses can be  separated  and  further,  that  the  tandem  combination 
provides for a given sampling  strategy the best mean squared es- 
timate of the instantaneous  state.  It  may be possible to prove 
this  rigorously  but we have yet to  do so. At the least,  such a 
structure  should yield a good "sub-optimal"  estimator. 
, :  linear estimate under much broader conditions. Moreover, with no 
. " - 
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Sampler--The one remaining element  i n  o u r  p l l o t  model i s  the  
sampler. It s h o u l d  be  a b s o l u t e l y  c l ea r  a t  t he  o u t s e t  t h a t  w e  are 
r e f e r r i n g   t o   i n s t r u m e n t   s a m p l i n g   a n d   n o t   s i g n a l   s a m p l i n g .  By a 
sampl ing  s t ra tegy we mean a method o f  d e c i d i n g  which i n s t r u m e n t  t o  
look a t  d i r e c t l y   ( f o v e a l l y )  a t  d i f f e r e n t  time i n s t a n c e s .  A l l  s ig -  
n a l s  are con t inuous ly  p rocessed ,  b u t ,  i n  g e n e r a l ,  t h e  s i g n a l  on 
t h e  "sampled" i n s t r u m e n t  has a l o w e r  n o i s e  l e v e l  a s s o c i a t e d  w i t h  
i t  s r e a d i n g .  
The d e t e r m i n a t i o n  o f  t h e  human o p e r a t o r ' s  s a m p l i n g  s t r a t egy  
will, as w i t h  o t h e r  p o r t i o n s  o f  o u r  m o d e l ,  res t  on t h e  assumpt ion  
tha t  t h e  o p e r a t o r  b e h a v e s  i n  a n  a p p r o x i m a t e l y  o p t i m a l  f a s h i o n  a n d  
samples h i s  i n s t r u m e n t s  a c c o r d i n g l y  ( f o r , e x a m p l e ,  t o  m i n i m i z e  es- 
t i m a t i o n  e r r o r ) .  I n  o t h e r  w o r d s ,  t h e  human chooses  a sampl ing  
strategy u* which minimizes  J*(u) o v e r  t he  c lass  o f  admissable 
strategies,  i . e . ,  
w *  = arg min J*(w) 
w €a 
It i s  i m p o r t a n t  t o  n o t e  t ha t  w *  w i l l ,  i n  g e n e r a l ,  d e p e n d  o n  t h e  
c o n t r o l   r e q u i r e m e n t s .  Th i s  w i l l  become c l e a r  i n  t h e  n e x t   c h a p t e r  
where a p r e c i s e  f o r m u l a t i o n  o f  t h e  opt imal  sampl ing  problem i s  
g iven .  
I n  o r d e r  t o  s i m p l i f y  t h e  mathematical p rob lems  a s soc ia t ed  
w i t h  de t e rmin ing  w *  i n  t h e  above  manner, i t  w i l l  be assumed t h a t  
the sampling s t ra tegy i s  independent   o f  t h e  time de lay  and,  there- 
f o r e ,  we c a n   s o l v e  f o r  w *  by c o n s i d e r i n g  T=O. H e u r i s t i c a l l y ,  
t h i s  approach seems r e a s o n a b l e .  First of  a l l ,  i n  t h e  s i t u a t i o n  
o f  pu re  in s t rumen t  mon i to r ing ,  t h e  e f f e c t  o f  t h e  time d e l a y  upon 
sampl ing  behavior  i s  minimal a t  best and a sampling model can be  
c o n s t r u c t e d  w h i c h  i g n o r e s  t h i s  delay (as i n  S e n d e r s ,  E l k i n d ,  e t c . ) .  
Secondly,  t h e  p r e d i c t i o n  p r o c e s s  a s s o c i a t e d  w i t h  t h e  time delay 
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i s  independent  of w and depends only on t h e  sys tem parameters  A, 
B ,  L*. If t h e  conve r se  were t r u e   t h e n ,   i n d e e d ,  we need  only  con- 
s ider  t h e  case t=O. While t h i s  conclus ion   mus t  b e  v e r i f i e d  mathe- 
m a t i c a l l y ,  i t  shou ld  be  p o s s i b l e  t o  a t  least  show t h a t  t h e  e f f e c t  
of time delay on  sampl ing  behavior  i s  of  secondary  impor tance  and  
may be  n e g l e c t e d .  
"
Summary--A m o d e l  s t r u c t u r e  f o r  r e p r e s e n t i n g  the  human opera- 
t o r  i n  a m u l t i v a r i a b l e  c o n t r o l  task has b e e n  p o s t u l a t e d .  The 
m o d e l  c o n t a i n s  e l e m e n t s  f o r  d e s c r i b i n g  t h e  o p e r a t o r ' s  i n h e r e n t  
l i m i t a t i o n s  as well as h i s  in s t rumen t  mon i to r ing ,  data r e c o n s t r u c -  
t i o n   a n d   c o n t r o l   b e h a v i o r .  The i n h e r e n t   l i m i t a t i o n s   o f  t h e  human 
operator  have been model led by lumping then: i n t o  a n  e q u i v a l e n t  
p e r c e p t u a l  de lay  a n d   a n   e q u i v a l e n t   o b s e r v a t i o n a l   n o i s e .  The n o i s e  
covariance  depends  on "where" t h e  o p e r a t o r  l ooks  and  hence  in f lu -  
ences  t h e  sampling s t r a t e g y .  The remainder   o f  t h e  model res t s  on 
the  assumption that  t h e  human ope ra to r  behaves  op t ima l ly  w i t h  re- 
s p e c t   t o   p e r f o r m i n g  h i s  v a r i o u s  tasks. His c o n t r o l   b e h a v i o r  i s  
assumed t o  b e  tha t  o f  a n  i d e a l  feedback c o n t r o l l e r  w i t h  g a i n s  se- 
l ec t ed  s o  as t o  minimize a g i v e n   q u a d r a t i c   c o s t   f u n c t i o n a l .  The 
c o n t r o l  g a i n s  are independent  of  t h e  data r e c o n s t r u c t i o n  a n d  i n -  
s t rumen t  s ampl ing  p rocesses ,  a l though  t h e  c o n t r o l  i n p u t  i t s e l f  
does  depend  on these p r o c e s s e s .  The data r e c o n s t r u c t i o n   p r o c e s s  
i s  modelled by a Kalman f i l t e r  and a l e a s t - m e a n  s q u a r e  p r e d i c t o r  
i n  c a s c a d e .  The s t r u c t u r e  o f  t h e  data r e c o n s t r u c t o r  i s  f i x e d  b u t  
t h e  parameters depend  upon t h e  o p e r a t o r ' s  s a m p l i n g  b e h a v i o r .  
The o p e r a t o r ' s  s a m p l i n g  s t ra tegy  i s  de termined  by  s o l v i n c  a n  
o p t i m i z a t i o n  p r o b l e m  a l s o ;  i n  p a r t i c u l a r ,  by m i n i m i z i n g  ( f o r  the 
case T = O )  t h e  f u n c t i o n a l  J*(w)(see Eq .  ( 5 ) ) .  The s t r a t e g y   t h u s  
o b t a i n e d  a l l o w s  s p e c i f i c a t i o n  of t h e  unknown parameters i n  t h e  
data r econs t ruc t ion  sub-mode l ,  t h e r e b y  comple t ing  the o v e r a l l  
model of the  p i l o t  - v e h i c l e - d i s p l a y  s y s t e m .  
25 
Although t h e  de t a i l s  of the s a m p l i n g  m o d e l  h a v e  y e t  t o  be  
spec i f i ed ,  s e v e r a l   n o t e w o r t h y   p o i n t s  are already a p p a r e n t .  First ,  
the  sampling model i s  such  tha t  t h e  human 's  moni tor ing  behavior  
depends  upon t h e  c o n t r o l  r e q u i r e m e n t s  a n d  t h e  c o n t r o l  a c t i o n s  i n  
a n   e x p l i c i t  way. Second, t h e  a b i l i t y  t o   p r o c e s s   i n f o r m a t i o n  from 
t h e  p e r i p h e r a l  v i s u a l  f i e l d  i s  a l s o   i n c l u d e d .   F i n a l l y ,  there  are 
no a p p a r e n t  r e s t r i c t i o n s  w i t h  regard t o  c o u p l i n g  o f  s i g n a l s  o n  
v a r i o u s   i n s t r u m e n t s .  
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OPTIMAL  SAMPLING PROBLEM 
I n  t he  l as t  c h a p t e r  we developed t h e  s t r u c t u r e  f o r  a model 
of  the  human o p e r a t o r  I n  a m u l t i v a r i a b l e  c o n t r o l  a n d  m o n i t o r i n g  
t a s k .  We saw t h a t ,  g i v e n  t h e  op t imiza t ion   a s sumpt ion ,  we would 
have t o  s o l v e  a n  o p t i m a l  c o n t r o l  p r o b l e m  i n  order t o  p r e d i c t  t h e  
human o p e r a t o r ' s   c h a r a c t e r i s t i c s .  Here, w e  s h a l l  make the  o p t i -  
miza t ion  p rob lem more  p rec i se  and  d i scuss  some of i t s  i m p l i c a t i o n s .  
The op t imiza t ion   p rob lem i t s e l f  i s  two-fold i n  n a t u r e .  Con- 
t r o l  i s  a v a i l a b l e  o v e r  n o t  o n l y  the p l a n t  b u t  a l s o  o v e r  t h e  manner 
i n  which  informat ion  concern ing  t h e  system s t a t e  i s  obta ined  and  
processed.   Problems of t h i s  t y p e  are  embedded i n  a more   genera l  
c l a s s  i n  which one i s  f a c e d  w i t h  a n  a u x i l i a r y  o p t i m i z a t i o n  task 
w i t h i n   a n   o p t i m a l   r e g u l a t o r   c o n t r o l   f r a m e w o r k .  The o f t e n   s t u d i e d  
problem of  choosing sampling times and  cont ro l  input  which  mini -  
mize a q u a d r a t i c  c o s t  f o r  a l i n e a r  d i s c r e t e  s y s t e m  (Refs.  23,24) 
i s  a n  e x a m p l e  ( a l t h o u g h  n o t  a p p l i c a b l e  t o  t h e  p r e s e n t  s t u d y )  o f  
th is  c l a s s .  The d e s i g n   o f   o p t i m a l   m o d u l a t i n g   s i g n a l s   f o r   o p t i m a l  
l i n e a r  e s t i m a t i o n ,  s t u d i e d  by Athans  and Schweppe (Ref.  251, i s  
a l s o  r e p r e s e n t a t i v e  o f  t h i s  g e n e r a l  class of  problems.  
* 
I n  t h e  p re sen t  s tudy  o f  s ampl ing  behav io r  we have  formula ted  
a problem i n  which t h e  a u x i l i a r y  o p t i m i z a t i o n  task r e l a t e s  t o  t h e  
measurement of t h e  sys tem s ta te .  R e s e a r c h   p e r t i n e n t   t o  t h i s  prob- 
lem, f o r  t h &  c a s e  of d i s c r e t e  l i n e a r  r e g u l a t o r  systems w i t h  f i n i t e  
t e r m i n a l  time, has been  conducted by  Kushner (Ref. 27)  and by 
Meier, e t  a1 ( R e f .  2 6 ) .  Kushner   considered t h e  optimum t iming   o f  
s t a t e  o b s e r v a t i o n s ,  when the  number of possible measurements i s  
l imi t ed .  Meier, e t  a l ,  cons ide red  t h e  general   problem  of   "con-  
t r o l l i n g "  a measurement  subsystem.  (Such  problems are referred 
* 
It w i l l  b e  shown t h a t  t h e  p rob lems  o f  f ind ing  op t ima l  modu la t ions  
and  f ind ing  op t ima l  s ampl ing  strategies h a v e  s e v e r a l  a s p e c t s  i n  
common. 
~~ 
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to  as  "measurement-adaptive''  problems,  and  include among others, 
the optimum  timing  problem  and  the  problem of finding  the  optimum 
sequencing of information  over a time-shared  communication channel.) 
A significant  aspect of their  formulation  is the inclusion of  an 
additional  term in the cost  functional,  representing  the  cost  of 
making  measurements.  They  have shown that  the  optimal  choice of 
a  measurement  control can be determined,  a  priori, by solving  a 
nonlinear  matrix  optimization  problem of the  type  considered 
earlier by Athans  and  Schweppe. 
* 
The work of Meier, et a1 is most  closely  related to our 
method  for  determining human sampling  behavior,  and we borrow 
heavily  from  their  ideas.  We  begin by extending  their  development, 
which  was  for  discrete  problems,  to  the  continuous  time  case. 
Mathematical  Formulation--In  this ection we shall rely 
heavily on combined  optimization  and  estimation  theory for con- 
tinuous  systems (Ref. 22) in order  to  extend  the  results  of 
Meier,et a1 (Ref. 26) to  the  continuous  time  case. We shall  first 
consider  finite  terminal  time and then extend  the  results  to  the 
infinite  time  case. In this  manner we shall reduce  the  sampling 
problem  to  a  deterministic  nonlinear  (matrix)  optimization  problem. 
In order  to  clarify  the  ensuing  developments we shall elabo- 
rate further on the nature of the  class of sampling  strategies R .  
In particular, we  shall characterize  sampling  behavior  as a func- 
tion of time by making R a  function  space  whose  elements w carry 
the  time  interval [O,-) into  a  given  set R. The  set R is  the 
range  space  for  functions w (  *)a. It  is  the  set of values  assumed 
A A 
'y 
With  the  introduction of such  a  term it becomes  possible to con- 
sider for example,  constraints  on  scanning  behavior  which  arise 
from  human  physiological and/or psychological  factors. 
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W ( t ) E f i  f o r  a l l  t E [ O , - )  . 
I n  t h i s  manner,   choosing w ( * ) ~ S 2  s p e c i f i e s  t h e  sampl ing  behavior  
as a f u n c t i o n  o f  time a n d ,  i n  t u r n ,  t h e  time v a r i a t i o n  of t he  
n o i s e   c o v a r i a n c e   m a t r i x  = - V(o(t)). 
We sha l l  now d e r i v e  a n  e x p l i c i t  e x p r e s s i o n  f o r  J*(w), (see 
E q .  ( 5 ) ) .  Letw(-)cSl be a f ixed   s ampl ing  s t r a t e g y ,  l e t  t f  b e  
f i n i t e  a n d ,  w i t h o u t  l o s s  o f  g e n e r a l i t y ,  l e t  t h e  m a t r i x  - R i n  ex- 
p r e s s i o n  ( 3 )  b e  t h e  i d e n t i t y   m a t r i x .  We t h e n   d e f i n e  
J(w,g;tf) = E 
For  t h e  l i n e a r  s y s t e m  
P 
For  example,  i f  there are  3 d i s p l a y s  one may choose St = {1 ,2 ,3 ) .  
I n  t h i s  c a s e  t h e  v a l u e  o f  w ( t )  c o u l d  c o r r e s p o n d  t o  t h e  in s t rumen t  
c o n s t a n t  time f u n c t i o n s  on C O Y = ) .  
h 
! be ing   v i ewed   fovea l ly  a t  time t .  The set  52 c o n s i s t s   o f   p i e c e w i s e -  
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the  control  input z(t;tf) which  minimizes (7) is given by 
where - K(t;t ) is  the  solution of the  Riccati  equation f 
satisfying - K(tf;tf) = - 0 . The  term &(t) is the least  mean  square 
estimate of - x ( t )  and  is  generated by the  dynamical system (the 
Kalman  filter) :
+ -, c (t)C'v-l(w(t))y(t) -  - (11) 
where  the  matrix &(t) is the  "error"  covariance  matrix 
"w C (t> = E { C x ( t )  - --w (t>lCx(t> - iw(t)ll} 
and  satisfies  the  equation 
- d C(t) = " A C(t) + - C(t)A' - + - ~(t)C'V-lCc(t) (13) dt - -" 
with C(0) = 0 . - - 
Finally,  the  minimum  cost 
J*(w;tf) = J(w,u:;tf) (14) 
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is  g i v e n  by 
o r ,  as a n  a l t e r n a t i v e  e x p r e s s i o n ,  
bf 
J * ( w ; t f )  = 1 {tr[W K ( t ; t f )  + L * ' ( t ) L * ( t ) C  ( t ) ]  + z ( w , t ) } d t ( 1 6 )  
tf 0 
" - - 4 
I n  Eq. ( 1 6 )  t h e  f i rs t  term r e p r e s e n t s  t h e  c o s t  r e s u l t i n g  f r o m  t h e  
d r i v i n g  n o i s e  w ( t )  - and i s  Independent  of  w .  The second term rep-  
r e s e n t s  t h e  d e g r a d a t i o n  i n  c o s t  a r i s i n g  f r o m  t h e  e s t i m a t i o n  n o i s e  
v 
- - w e  
The t h i r d  term r e p r e s e n t s  t h e  "sampl ing   cos t"  as d i s c u s s e d  
ear l ie r .  
I n  t he  above  development I t  i s  noteworthy t h a t :  
1) - L * ( t )  i s  Independent  o f  t h e  n o i s e  p r o c e s s e s ,  a n d  
t h e r e f o r e   I n d e p e n d e n t   o f  w .  ( T h i s  i s  t h e  well- 
known s e p a r a b i l i t y  r e s u l t  f o r  l i n e a r  sys tems. )  
However, t h e  conve r se  i s  n o t  t r u e  as w depends 
on &* th rough t h e  second term o f  E q .  ( 1 6 ) .  
2 )  L w ( t )  i s  independent   o f  t h e  t e r m i n a l  time t f  and 
We now ex tend  t h e  a b o v e  r e s u l t s  t o  t h e  case tf- . We assume 
independent   o f  - L * ( t ) .  
( a l t hough  it may b e  p o s s i b l e  t o  show r i g o r o u s l y )  t h a t  
l i m  {min   J (w;u ; t f )  - J(w;g,-) = J*(w) (17) 
tf - - U 
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and tha t  t h i s  minimum i s  achieved  a t  
- u * ( w )  = l i m  u * ( w ; t f )  
tf -)co 
- 
- 
l i m  K ( t ; t f )  7 11 = c o n s t a n t  
t f  - - 
where - ic i s  t h e  u n i q u e   p o s i t i v e   d e f i n i t e   s o l u t i o n   o f  
we have 
lirn L * ( t )  = L* = - B ' R  - 
t f -  
- " 
Fur the rmore ,  s ince  I&(t) i s  independent   o f  t f  w e  o b t a i n  
l i m  J * ( w ; t f )  = tr[W K] + t r [ L * C  (w)L*'] + $  ( w )  
tf  - " - "avg - avg 
where 
t f  
C ( w )  = l i m  1 1 X ( w , t ) d t  -avg 
t f -  t f  
- 
0 
L 
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.. . 
are t h e  t ime-average   va lues   o f  C ( w , t )  and ( w , t )  o v e r  t h e  i n f i n i t e  
i n t e r v a l  C.0 ,a). 
- 
I n  a d d i t i o n ,  t h e  limit (18) becomes 
where f ( t )  i s  g e n e r a t e d  by E q .  (11) w i t h  $(t ; t f )  r e p l a c e d  by  
A "w 
-L* - x+Jt). 
The element  w * ( * ) 6 2  ( o r  e q u i v a l e n t l y  w * ( t ) E 6  f o r  t € [ O , - ) )  
which .minimizes  J*(w) w i l l  b e  used t o  p r e d i c t  t h e  p i l o t ' s  s c a n n i n g  
b e h a v i o r .  T h i s  i s  i n   a c c o r d a n c e  w i t h  our   assumpt ion  t ha t  t he  
p i l o t  acts  i n  a ( n e a r )  o p t i m a l  f a s h i o n  a n d  t h e r e b y  chooses   an  
o p t i m a l   s a m p l i n g   p a t t e r n .  It r e m a i n s ,   t h e r e f o r e ,   t o   m i n i m i z e  
J*(w) over  i2, o r  e q u i v a l e n t l y ,  s i n c e  t h e  f i r s t  term i n  J*(w) i s  
independent  of  w ,  t o  minimize 
The mathematical o p t i m i z a t i o n  p r o b l e m  o f  f i n d i n g  w *  i s  ex- 
c e e d i n g l y  d i f f i c u l t  a t  t h i s  stage because  of  t h e  form  of t he  de- 
pendence  of I ( w )  upon w .  For  example,  i f  w l ( * )  and w 2 ( * )  are  two 
e lements  of '  Cl which d i f f e r  only  over  a f i n i t e  i n t e r v a l  [a,b]c[O,m) 
t h e n  
T h i s  i m p l i e s  t h a t  there  is no  unique  element w*(-)m which  mini- 
mizes  I ( w ) .  Thus, t h e  a p p l i c a t i o n   o f   v a r i a t i o n a l   t e c h n i q u e s   t o  
* 
f 
I n  f a c t  t h e r e  are a n  i n f i n i t y  o f  e l e m e n t s  i n  .Q which minimize I ( w ) .  
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s o l v e  t h e  problem i n  i t s  p resen t  fo rm I s  v i r t u a l l y  u s e l e s s ,  a n d  
it becomes necessary t o  i n t r o d u c e  f u r t h e r  r e s t r i c t i o n s  on t h e  
class R .  
The assumpt ion  w e  s h a l l  make i s  t h a t  any element  w ( = ) E Q  i s  
p e r i o d i c  w i t h  p e r i o d  T < -, where T i s  f i x e d   b u t   a r b i t r a r y .   H e n c e ,  
The mathemat ica l   assumpt ion  ( 2 5 )  i s  t a n t a m o u n t  t o  t h e  p h y s i c a l  
assumpt ion  tha t  t h e  p i l o t ' s  s a m p l i n g  b e h a v i o r  i s  p e r i o d i c  w i t h  
p e r i o d  T. 
With t h e  assumpt ion  ( 2 5 )  we have,  i n  t u r n ,  t ha t  I ( w ( t ) )  i s  
a l s o  p e r i o d i c  w i t h  pe r iod  T. It i s  t h e n  p o s s i b l e  t o  show: 
1) There e x i s t s  a u n i q u e   p e r i o d i c   s o l u t i o n  o f  t h e  
v a r i a n c e   e q u a t i o n  ( 1 3 )  h a v i n g   p e r i o d  T. Call  
t h i s  s o l u t i o n  r(w,t). - 
2 )  F o r   a n y   p o s i t i v e   s e m i - d e f i n i t e   m a t r i x  F l e t  
-F C ( w , t )  b e  t h e  s o l u t i o n  o f  Eq .  ( 1 3 )  s a r i s f y i n g  
-F C (w,O) = E, t h e n  
The above  two  s ta tements  imp ly  that  
Consequent ly ,  t h e  d e t e r m i n a t i o n  o f  w *  has b e e n  r e d u c e d  t o  t h e  
f o l l o w i n g  n o n l i n e a r  o p t i m i z a t i o n  p r o b l e m :  
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;! 
Optimal -. - Sampling Problem: Given T < a. Find t h e  element  
w * &  which  minimizes I ( w ) ,  where X ( w , t )  - satisfies 
- d C ( t )  = " A ' C ( t )  + C ( t ) A  " + W - c ( t )C lv" (w( t ) )Cc( t ) (28 )  " d t  - I 
w i t h  t h e  boundary  condi t ion  
Thus far,  t h e  sampl ing  pe r iod  T has been  cons idered  a f i x e d  b u t  
a rb i t ra ry  pa rame te r .  However, i n   o r d e r   t o   c o m p l e t e l y   s p e c i f y  t h e  
sampl ing  behavior  of  t h e  human o p e r a t o r ,  w e  must a l s o  s p e c i f y  T. 
T h i s  i s  accompl i shed ,  i n  acco rdance  w i t h  our  opt imiza t ion  hypothe-  
s i s ,  i n  t he  fol lowing  manner .   For  a p a r t i c u l a r  v a l u e  o f  T the 
opt imal  sampling problem can,  i n  p r i n c i p l e ,  b e  s o l v e d  f o r  w* and 
I ( w * ) .  Thus, w * ( - )  w i l l  pa rame t r i ca l ly   depend  on T and we write 
We now vary T, and  fo r  each  T compute w $ ( * >  as well as I(w4). 
Thus, I ( w $ ) e w i l l  b e  a s c a l a r  f u n c t i o n  o f  T and w e  l e t  
T* = a r g  min I ( w $ )  
T 
be  t h e  r e q u i s i t e  c h o i c e  of  s c a n  p e r i o d  ( i . e . ,  t h e  op t ima l  s can  
p e r i o d ) .   I n  th is  manner, w i l l  descr ibe t h e  opt imal   sampl ing  
s t ra tegy .  
In order to accomplish  the  minimization  indicated in Eq. (31), 
it will be  necessary  to introduce certain nonrepetitive  assumptions 
and  the  class Q. As T increases, the set Q will encompass a wider 
class  of  sampling strategies and  not  merely repetitive cycles of 
those  sampling  strategies  contained in a set S2 for smaller  values 
of T. (Recall  that  a function which is  periodic in T is also peri- 
odic in 2T.) 
Solving  the  Optimal  Sampling  Problem--The  deterministic  opti- 
mization  problem  derived  above is of a special form.  The  error 
covariance  matrix - C(t)  may be interpreted  as a system state, the 
matrix  Riccati  equation  plays  the role of a  dynamic  system  and the 
function w(t) is  regarded  as  a  control  input.  Such  a  nonlinear 
optimization  problem will normally have to be solved  computation- 
ally. Several approaches, based  on  different  characterizations 
of the  optimal solution, are possible. 
Athans  and Schweppe (Ref.  25)  used  a  matrix  version f the 
Maximum  Principle in their  investigation of a  nonlinear  optimiza- 
tion  problem of this  type.  They  considered the problem of mini- 
mizing 
I(w) = tr - C(T) 
subject  to  the  boundary  conditions - C(0) = C = given; the  control, 
w(t), was  constrained.  Using  the  (matrix)  Maximum Principle, they 
obtained  necessary  conditions for optimality.  Such  conditions can 
serve as  the  basis  for  various  computing  algorithms. However, 
since our  cost functional is of a  different  form  and since the con- 
straints on w will not be local in nature if we constrain the 
sampling rates, the  techniques of Ref.  25  would have to  be  extended 
before they  could  be  applied to the  problem of determining w * .  In 
addition  to  using  the  Maximum  Principle  to compute w * ,  there also 
-0 
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e x i s t s  t h e  p o s s i b i l i t y  of a p p l y i n g  i t  ( f o r  t h e  f ree  t e r m i n a l  time 
case) t o  the  problem of  determining t h e  op t ima l  s ampl ing  pe r iod .  
Meier, e t  a1 (Ref. 26 )  used  dynamic  programming t o  s o l v e  some 
measurement  adaptive  problems. Dynamic programming  methods  have 
d i s t i n c t  a d v a n t a g e s  s o  l o n g  as one i s  n o t  c o n f r o n t e d  w i t h  t h e  
" c u r s e   o f   d i m e n s i o n a l i t y "  ( R e f .  28 ) .   Fo r  t he  op t ima l   s ampl ing  
problem, t h e  d imens iona l i ty ,  f rom a dynamic  programming  stand 
p o i n t ,  I s  determined by the  number of i n s t r u m e n t s  t o  b e  sampled. 
Thus, i n  problems i n  which the  number of  i n s t r u m e n t s  t o  be  sampled 
i s  not  too  la rge ,  dynamic  programming techniques  might  p r o v e  q u i t e  
u s e f u l .  
Although t h e  development o f  t h e o r e t i c a l l y  based computa t iona l  
a l g o r i t h m s  f o r  s o l v i n g  t h e  opt imal  sampling problem i s  a des i r ab le ,  
i f  n o t  n e c e s s a r y ,  g o a l ,  i t  i s  p o s s i b l e  t o  s o l v e  s imple  v e r s i o n s  o f  
t h e  problem by n u m e r i c a l   s e a r c h   t e c h n i q u e s .  I t  i s  always p o s s i b l e  
t o  c a l c u l a t e  t he  c o s t  I ( w l )  f o r  a g i v e n  w l d .  Th i s  c a l c u l a t i o n  i s  
n o n t r i v i a l  b e c a u s e  o f  t h e  s p l i t  boundary  condi t ions  ( 2 9 )  on - C ( t ) .  
I n  o r d e r  t o  e v a l u a t e  I(wl) it  i s  f i rs t  necessa ry  to  compute  - C(0) 
e x p l i c i t l y .  Once t h i s  i s  accomplished,  - C ( t )  i s  r e a d i l y  o b t a i n e d  
by i n t e g r a t i n g  E q .  ( 2 8 ) .  We n o t e  t ha t  s i n c e  E q .  ( 2 8 )  p o s s e s s e s  a 
u n i q u e  p e r i o d i c  s o l u t i o n  ( c o r r e s p o n d i n g  t o  a g i v e n  p e r i o d i c  
s a m p l i n g  s t r a t e g y )  i t  i s  p o s s i b l e  t o  compute C ( 0 )  by means of  t h e  
conve rgen t  a lgo r i thm 
- 
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where t h e  2n x 2n m a t r i x  
i s  t h e  t r a n s i t i o n  m a t r i x  a s s o c i a t e d  w i t h  
i . e . ,  
Thus, I ( w )  can  b e  e v a l u a t e d  f o r  a g i v e n  w and  one  can  numerical ly  
compare t h e  c o s t s  I ( w l )  and I ( w 2 )  a s s o c i a t e d  w i t h  two d i f f e r e n t  
s a m p l i n g   s t r a t e g i e s  w1 and w2.  I n  t h i s  manner i t  becomes p o s s i b l e  
t o  p e r f o r m  a numer ica l  search f o r  w *  f o r  a g i v e n   v a l u e   o f  T. One 
c a n  t h e n  r e p e a t  t h e  p r o c e d u r e  f o r  v a r i o u s  v a l u e s  o f  T and  thus  
de t e rmine  t h e  minimum o f  I w i t h  r e s p e c t  t o  w and T .  
Summary and Comments--In t h i s  c h a p t e r  a p r e c i s e  f o r m u l a t i o n  
o f  t h e  optimum sampling  problem was developed .  I n  t h e  cour se   o f  
t h i s  d e v e l o p m e n t  s e v e r a l  p o i n t s  w o r t h y  o f  f u r t h e r  e l a b o r a t i o n  
emerged. F i r s t ,   and   pe rhaps   mos t   no tewor thy ,  was t h e  assumpt ion  
t h a t  t h e  sampl ing  was p e r i o d i c .  T h i s  assumpt ion  i s  no t  as r e s t r i c -  
t i v e  as i t  may f i rs t  seem. Within a p e r i o d  T ,  any a r b i t r a r y  se- 
q u e n c e  o f  i n s t r u m e n t  s e l e c t i o n s  i s  p o s s i b l e ,  p r o v i d e d  t h a t  t h e  
e n t i r e   s e q u e n c e  i s  n o t   r e p e a t e d .  T h i s  means t h a t  each   i n s t rumen t  
may b e  looked a t  s e v e r a l  times d u r i n g  a s i n g l e  p e r i o d  T and t ha t  
the  i n t e r v a l  b e t w e e n  these looks  i s  n o t  n e c e s s a r i l y  t h e  same. 
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The a s s u m p t i o n  o f  p e r i o d i c i t y  i s  n e c e s s i t a t e d  by t h e  c o n s i d e r a t i o n  
o f  a n  i n f i n i t e  time problem and i s  t an tamoun t  to  a s suming  tha t  
there w i l l  b e  some "s t eady  s ta te"  sampl ing   behav io r .  If w e  s o  
choose,  t h e  opt imiza t ion  f ramework  can  b e  used t o  p r e d i c t  human 
sampl ing  behav io r  fo r  a c o n t r o l  task o f  f i n i t e  d u r a t i o n  a n d  t h u s  
o b v i a t e  t h e  n e e d   f o r  t h e  p e r i o d i c i t y   a s s u m p t i o n .  T h i s  i s  accom- 
p l i s h e d  by  minimizing J(u(-),w) f o r  a f i n i t e  tf (as opposed t o  
t a k i n g  the  limit as t f+  O D ) .  The r e s u l t s  o f  s u c h  a n  a p p r o a c h  w i l l  
be  very similar t o  t h o s e  o b t a i n e d  f o r  t h e  i n f i n i t e  time case ,  ex-  
c e p t  t ha t  t r e p l a c e s  T,  and t h e  i n i t i a l  c o n d i t i o n  C ( 0 )  must b e  
g i v e n  i n  t he  p rob lem  s t a t emen t .  For  t h i s  c a s e  t h e  op t ima l  u* w i l l  
r e p r e s e n t  t h e  s c a n  p a t t e r n  f o r  t h e  run  du ra t ion  and  no t  ave raged  
scann ing   behav io r .  It shou ld  b e  no ted  t ha t  i f  t f  i s  f i n i t e  t h e  
o p t i m a l   c o n t r o l   g a i n s  - L* are no   l onge r   cons t an t .  
f - 
A second  po in t  i s  t h e  p o s s i b i l i t y  o f  i n t r o d u c i n g  s a m p l i n g  
ra te  c o n s t r a i n t s   i n   o n e   o f   s e v e r a l   d i f f e r e n t  w a y s .  Such  con- 
s t r a i n t s  are  c l e a r l y  p r e s e n t  i n  t h e  human o p e r a t o r  a n d ,  i f  we a re  
t o  o b t a i n  m e a n i n g f u l  r e s u l t s  f r o m  o u r  m o d e l ,  i t  seems l i k e l y  t h a t  
we w i l l  have t o  a c c o u n t  f o r  them i n  o u r  r e p r e s e n t a t i o n .  E x p l i c i t  
sampling ra te  c o n s t r a i n s  c a n  be cons ide red  by bounding t h e  d e r i v a t i v e  
of u ( t ) ;  t h i s  a r t i f i c e  i s  similar t o  t h a t  sugges t ed  by  Athans  and 
Schweppe (Ref. 25)  f o r  c o n s t r a i n i n g   s i g n a l   b a n d w i d t h s .   A l t e r n a -  
t i v e l y ,  i t  may be  p o s s i b l e  t o  i n c l u d e  a c o s t  f o r  h i g h  s a m p l i n g  
ra tes  i n  them f u n c t i o n a l  I ( u )  by  cho ice  of a s u i t a b l e  f o r m  f o r  t h e  
term x ( u , t ) .   S a m p l i n g  ra tes  c a n  a l s o  b e  c o n s t r a i n e d  i m p l i c i t l y  
by i n t r o d u c i n g  c e r t a i n  t r a n s i t i o n  o r  "dead" times which  corre-  
sponds t o  p h y s i o l o g i c a l  r e a d - o u t  o r  data a c q u i s i t i o n  times. T h i s  
was t h e  approach  t aken  by  Smallwood  and i s  a l s o  t h e  approach w e  
shall  u s e  i n  t he  numerical  example of  t h e  n e x t  c h a p t e r .  
The connec t ion  be tween  con t ro l  r equ i r emen t s  and  sampl ing  
behav io r  was a l s o  c l a r i f i e d  i n  t h e  above  development.   For t h e  
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j o i n t  c o n t r o l  a n d  s a m p l i n g  p r o b l e m  t h e  c o s t  f u n c t i o n  I ( w )  i s  
g i v e n  by (see E q .  (24)) 
Now, i f  t h e  o p e r a t o r ' s  task i s  s i m p l y  t o  m o n i t o r  t h e  i n s t r u m e n t s  
and  ob ta in  a minimum v a r i a n c e  estimate of  t h e  s y s t e m  s t a t e ,  i t  
can  r e a d i l y  b e  shown t h a t  t h e  o p t i m a l  s a m p l i n g  s t r a t e g y  i s  ob- 
t a i n e d  by s o l v i n g  f o r  w*  t o  minimize 
Such a c o s t  f u n c t i o n  w o u l d  a s s i g n  e q u a l  w e i g h t  t o  e r r o r s  i n  e s t i -  
m a t i o n   i n   a n y   o f  t h e  s t a t e  v a r i a b l e s .  If t h e  o p e r a t o r  were i n -  
s t r u c t e d  t o  c o n s i d e r  some s t a t e  v a r i a b l e  e r r o r s  more  important  
t h a n  o t h e r s ,  he could  do  so by a p p r o p r i a t e l y  m o d i f y i n g  t h e  c o s t  
f u n c t i o n ,  t h a t  i s ,  by choos ing  I t o  b e  o f  t h e  form 
I = tr[M C M ' ]  + 2 ( w )  - -avg- avg  
The m a t r i x  M, weigh t s  t h e  v a r i o u s  e s t i m a t i o n  e r r o r s  a c c o r d i n g  t o  
t h e  p r e s e l e c t e d   c r i t e r i a .   B u t ,  t h i s  i s  e x a c t l y  t h e  r o l e   p l a y e d  
by  t h e  o p t i m a l  g a i n  m a t r i x  - L* i n  o u r  f o r m u l a t i o n  o f  t h e  j o i n t  
sampl ing   and   cont ro l   p roblem.   Thus ,  t h e  s a r p l i n g  s t ra tecy  w i s  
s e l e c t e d  t o  m i n i m i z e  a w e i g h t e d  e s t i m a t i o n  e r r o r  where  t h e  weight-  
i n g  i s  c o n s i s t e n t  w i t h  t h e  c o n t r i b u t i o n s  o f  t h e  s t a t e  v a r i a b l e s  
t o  t h e  opt imal  feedback  law. The m a t r i x  - I,% depends only on t h e  
o r i g i n a l   w e i g h t i n g   m a t r i c e s ,  - Q and - 9  R i n  t h e  "ove ra l l "   pe r fo rmance  
index.  I ience,  i t  i s  p o s s i b l e   t o   i n v e s t i g a t e ,   i n  a s e e m a t i c  w a y ,  
t h e  changes i n  human sampl ing  behavior  which  resu l t  f rom d i f f e r -  
e n t  c o n t r o l  r e q u i r e m e n t s  ( t h a t  i s ,  f r o m  d i f f e r e n t  w e i g h t i n g s  Q 
and R ) .  
- 
- 
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. . . - . . . . . 
Finally, we saw that in order to determine  the  sampling be- 
havior,  it was necessary to solve a  nonlinear  deterministic  optl- 
mization  problem.  Analytic solution to the  problem  is  highly  un- 
likely  and we are  faced with the  probability  that s o l u t i o n s  can 
only be  obtained  computationally.  Several  approaches  to  obtain- 
ing an efficient  computational  algorithm were discussed  but  this 
remains  a  prime area for further  research.  It  is  sometimes  feas- 
ible* however, to  obtain  solutions by a  numerical  search  and  this 
is  done  for  a simple example in the  next  chapter. 
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A SIMPLE EXAMPLE 
I n  this  c h a p t e r  t he  fo rego ing  concep t s  and  theo ry  are a p p l i e d  
t o  a s p e c i f i c  c o n t r o l  a n d  m o n i t o r i n g  task. I n  o r d e r  t o  i l l u s t r a t e  
t he  method and avoid cumbersome numerical  calculat ions,  w e  shal l  
c o n s i d e r  a s impl i f i ed   example .  We shal l  i l l u s t r a t e :  1) a method 
of  choosing Q and the  dependence  of  V ( w )  - upon w,  2 )  a method f o r  
c o n s t r a i n i n g   s a m p l i n g  rates,  and 3 )  t he  e f f ec t s  of c e r t a i n   p a r a -  
metric v a r i a t i o n s  u p o n  p r e d i c t e d  s a m p l i n g  b e h a v i o r .  
A Two-Axis - Tracking  Problem--We assume tha t  a human o p e r a t o r  
i s  p r e s e n t e d  w i t h  two s e p a r a t e  d i s p l a y s  e a c h  b e i n g  d r i v e n  by the  
o u t p u t  o f  a f i rs t  o rde r  dynamica l  s y s t e m  of  t h e  form 
Thus ,  t h e  two se t s  of  dynamics (i  = 1,2) are  comple t e ly   non in te r -  
a c t i n g .  We assume t h a t  x1 and  x2 are p r e s e n t e d   o n   d i s p l a y  1 and 
2 r e s p e c t i v e l y ,  a n d  t h a t  t h e  q u a n t i t i e s  v i e w e d  by t h e  human opera-  
t o r  w i l l  b e  ( c f .  Eq; ( 8 ) )  
y , ( t )  = x , ( t )  + V i ( W )  ; covcvi(w)l  = V i , ( d ,  i = 1 , 2  ( 3 7 )  
The a d d i t i v e  o b s e r v a t i o n  n o i s e  v i ( w )  i s  a s s o c i a t e d  w i t h  d i s p l a y  i 
and  epends  on the sampl ing   behav io r  w ( t ) .  We defer ,  f o r  t h e  
moment, a d i s c u s s i o n  of t h i s  dependence and of  t h e  s a m p l i n g  c l a s s  
R .  
* 
The c o n t r o l  task i s  t o  p i c k  u , ( t )  a n d  u 2 ( t )  s o  as t o  minimize 
* 
It i s  assumed tha t  v , ( t )  and  v , ( t )  are  independent .  
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Our o b j e c t i v e  i s  t o  p r e d i c t  t h e  human sampl ing  behav io r  a s soc ia t ed  
w i t h  t h e  g i v e n   c o n t r o l  task.  We s h a l l  accomplish t h i s  by s o l v i n g  
the  opt imal  sampl ing  problem for  w*.  
Choice of Sampling Parameters--The s o l u t i o n  o f  t h e  op t ima l  
s ampl ing  p rob lem requ i r e s  t h e  e x p l i c i t  s p e c i f i c a t i o n  o f  t h e  c l a s s  
o f  s a m p l i n g  s t r a t e g i e s  R and t h e  f u n c t i o n a l  r e l a t i o n s h i p  b e t w e e n  
V ( w )  - and w ( t ) .  For  t h e  example  be ing  cons idered  we s h a l l  i n c l u d e  
sampling r a t e  c o n s t r a i n t s  w i t h i n  these s p e c i f i c a t i o n s .  
1. Sampling Class 
We c o n s i d e r  a f i x e d   ( b u t  a r b i t r a r y )  s c a n   p e r i o d ,  T .  A t  
any time trz[O,T] i t  i s  assumed t h a t  t h e  p i l o t  i s  e i t h e r  look ing  
f o v e a l l y  a t  d i s p l a y  1 o r  d i s p l a y  2 ,  o r  e l s e ,  i s  i n  t h e  t r a n s i -  
t i o n a l   p h a s e  ( i . e . ,  s w i t c h i n g   a t t e n t i o n ) .  We l e t  w ( t )  = 1, 2 o r  
0 t o   c o r r e s p o n d   t o   e a c h   o f  t h e  above   ca ses ,   r e spec t ive ly .   Hence ,  
t h e  se t  R which i s  t h e  r ange   space   o f  w ( * ) E R  (see pg. ( 2 9 ) )  i s  
h 
Note t h a t  w ( t )  s o  d e f i n e d  i s  p iecewise   cons tan t ,   and   over   any  
time i n t e r v a l  may b e  d e s c r i b e d  by  a sequence  o f  va lues  {1,0,2,0,1, ...}. 
N o t i c e  f u r t h e r  t h a t  sequences   o f  t h e  form {...,1,2,...} are no t  
a l lowed.  We assume tha t  e v e r y   t r a n s i t i o n  of f o v e a l   a t t e n t i o n  
b e t w e e n  d i s p l a y s  r e q u i r e s  a f i n i t e  t r a n s i t i o n  o r  "dead" t ime, to. 
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Examination of some of our pilot  eye  movement data indicates  that 
a reasonable  value of to is 0.1 sec.  (This  was  also the value 
Smallwood  assumed. ) 
We are  interested in a sequence in which  the  pilot  samples 
each  instrument  once  per scan period.  Thus, the sequences of 
values of w(t) for  any w ( * ) E S Z  is (assuming  for  convenience,  that 
instrument 1 is sampled  first) {1,0,2,0). If we let t, and t2 be 
the  times  that  a  pilot  spends in viewing  .instrument 1 and 2, re- 
spectively, we have 
T = tl + t2 + 2t0 ( 4 0 )  
Thus, any element wen can  be  characterized by the  single  number 
tl (or t2) since T and to are  given. In summary,  then,  any  ele- 
ment w ( * ) E ~  is  piecewise  constant  over [O,T]  and  takes on the 
sequence of values {1,0,2,0). 
2. Characterization of - V ( w )  
Since w(t) can  take on only  one of three  values, ( 0 , l  
or 2) v ( w )  may be  characterized by three  matrices - V ( l ) ,  V(2), 
V ( 0 ) .  The  matrices v(1) and y(2) correspond,  respectively,  to 
the  observation  noise  covariances  for  foveal  viewing of display 1 
or  display 2, while - V(0) is the  corresponding  covariance  matrix 
for  switching  attention.  Since we have  assumed  independent  noise 
processes, the above  matrices  are  diagonal. Hence, 
- V ( w >  = diagCvll(w), v,,(w)l. 
- 
- 
Here, we shall assume  that  the  elements of - V ( 1 )  and V(2) - are 
given  quantities in the  problem  formulation.  These  parameters 
relate  to,  and  are  identified  with,the  display  system  and  its 
interaction  with  the  human  operator. For instance,  the  numbers 
vll(l) and ~ ~ ~ ( 2 )  will be less  than v11(2) and ~ ~ ~ ( 1 ) .  respectively, 
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s i n c e  f o v e a l  v i e w i n g  of a g i v e n  d i s p l a y  w i l l  r e s u l t  i n  less obser -  
v a t i o n a l  n o i s e  t h a n  w i l l  p e r i p h e r a l   v i e w i n g .   S i m i l a r . l y ,  i f  the 
d i s p l a y  s e p a r a t i o n  i s  i n c r e a s e d  ( o r  d e c r e a s e d )  we m i g h t  e x p e c t  t h e  
p e r i p h e r a l  n o i s e  c o v a r i a n c e s  v11(2) and v2*(1) t o  s imilar ly  i n -  
c r e a s e  ( o r  d e c r e a s e ) .  
The e lements  of  - V(0) w i l l  b e  r e l a t i v e l y  large s i n c e  we assume 
tha t  no d i s p l a y  i s  s e e n  a c c u r a t e l y  d u r i n g  the  t r a n s i t i o n  b e t w e e n  
i n s t r u m e n t s .  An a l t e r n a t i v e   a s s u m p t i o n   w o u l d  b e  t o  c o n s i d e r  t h a t  
no   ins t rument  i s  v iewed   fovea l ly   bu t  t h a t  some ( i n  t h i s  c a s e  b o t h )  
are  v i e w e d   p e r i p h e r a l l y   d u r i n g  a t r a n s i t i o n .  T h i s  l a t t e r  assump- 
t i o n  would a l s o  r e s u l t  i n  r e l a t i v e l y  l a r g e  v a l u e s  f o r  t h e  e l emen t s  
of - V ( 0 ) .  Examinat ion  of  t h e  v a r i a n c e  e q u a t i o n  ( 2 8 )  shows tha t  as 
t h e  e lements   o f  - V i n c r e a s e ,  t h e  s o l u t i o n ,  - C becomes   i nc reas ing ly  
independent   o f  t h e  magni tudes   o f  these e l emen t s .  T h i s  implies 
t ha t  a f a i r l y  g r o s s  a p p r o x i m a t i o n  t o  - V ( 0 )  may b e  a d e q u a t e  f o r  p r e -  
dieting sampl ing   behav io r .  If such  i s  t h e  c a s e  i t  would b e  f o r -  
t u i t o u s  s i n c e  a c c u r a t e  d e t e r m i n a t i o n  o f  t h e  e l emen t s  o f  v ( 0 )  seems 
a n   e x t r e m e l y   d i f f i c u l t  t ask .  Indeed ,   de t e rmin ing  t h e  r e q u i r e d  
v a l u e s   o f  - V ( 1 )  and - V ( 2 )  i s  a l s o   n o n t r i v i a l .  However, f o r   o u r  
p r e s e n t  p u r p o s e s ,  we may avo id  these d i f f i c u l t i e s  b y  making a 
p r i o r i  s e l e c t i o n  f o r  t h e  v a l u e s  o f  t h e  v a r i o u s  n o i s e  c o v a r i a n c e s .  
Optimal  Sampling Problem for  Two-Axis Tracking--We a re  now i n  
a p o s i t i o n  t o  s o l v e  t h e  optimum  sampling  problem. We are g i v e n  
t h e  s y s t e m  d y n a m i c s ,  c o s t  c r i t e r i o n ,  c lass  o f  s a m p l i n g  s t r a t e g i e s  
and   obse rva t ion   no i se   cova r i ances .  It i s  t h e n  easy t o  show ( s i n c e  
d i s p l a y  1 and 2 are independen t )  t h a t  t h e  opt imal   sampl ing   problem 
r e d u c e s   t o :  
Given T < QO, f i n d  t h e  element  w * &  which  minimizes 
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I 
where 
0,2,0)  and since T and to are  fixed,  the  determination of m i ( * )  
is  equivalent  to  the  determination  of tl. Thus, I ( w )  is a function 
of the  single  parameter tl and  the  value  of tl which  minimizes I ( w )  
can be obtained by a simple  numerical  search.  For a fixed  value 
of tl the  value of I(w) is  obtained by first  solving  Eq. ( 4 3 )  for 
all(0) and ~ ~ ~ ( 0 ) .  This  is  readily  accomplished  since vll(t) and 
~ ~ ~ ( t )  are  merely  piecewise  constant.  We  then  integrate  Eqs.  (42) 
and (41) to  obtain I ( w ) .  
Thus, for a fixed  value of T we can obtain u t ( * ) .  In order 
to  obtain  the  optimum scan period T it  is  necessary to investigate 
the  behavior of I(w*) as a function of T. The  value of T which 
minimizes I ( w * )  is  denoted by T* and serves as a prediction of 
human scan period.  By  the  nature  of  the  class SI, T* must  neces- 
sarily be greater than 2to  (except  for  the  case when foveal 
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attention is directed  entirely  at  one display). Finally, the 
sampling function u* which corresponds to T* will serve to pre- 
dict mean dwell  times for instrument 1 and 2. 
For numerical  convenience  it will be  assumed  that 
vI1(O) = v11(2) and ~ ~ ~ ( 0 )  = v2*(l . This  corresponds  to  peri- 
pheral  viewing of both  displays  during  a  transition  between  in- 
struments.  This  assumption  is  not  expected  to  appreciably  affect 
sampling  behavior since v11(2) and ~ ~ ~ ( 1 )  will be  greater  than 
(1) or ~ ~ ~ ( 2 )  (see  discussion on pg. ( 4 6 ) ) .  
Results  and  Discussion--In  this ection we shall  examine  some 
of the  two-axis  sampling  behavior  predictions of our optimal 
sampling  model.  We  first  examine  a  "nominal"  case  and  determine 
the  optimal  sampling  period  and  the  average  dwell-times  for  each 
instrument. Then we examine  the  effects of various  system  changes 
on the  predicted  sampling  behavior.  We shall investigate  system 
changes of the  following  types: 
1. Changes in controlled  element  dynamics. 
2. Changes in noise  covariances. 
3. Changes in cost  functional  weightings. 
The  Nominal  Case--We  choose for a  nominal  case  the  situation 
in which  both  axes are identical, i.e.,  the dynamics, the  driving 
noise  covariances,  the  associated  observation  noise  matrices,  and 
the  cost  functional  weightings  are  the same for  each  axis.  The 
nominal  controlled  element  dynamics  correspond  to  the  case al=a2=0 
(this is equivalent to the k / s  dynamics,  with k=l, frequently  used 
in tracking  experiments).  The  remaining  parameters  are  chosen 
arbitrarily  to  be 
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bl = b 2  = 1 ; q1 = q 2  = 1 0  
A t r a n s i t i o n  time to  o f  ,1 seconds  is assumed  throughout .  
The r e s u l t s  f o r  t h e  nominal   case  are shown as t h e  c i r c l e d  
p o i n t s   i n   F i g u r e s  4-12 .  We see t h a t  t h e  optimum  sampling  model 
p r e d i c t s ,  as one  would  expect ,  t h a t  a n  e q u a l  time I s  spen t  on  each  
d i s p l a y .  Note,  however, t h a t  t h i s  i s  not   50% of  t h e  sampl ing  
p e r i o d  s i n c e  2 / l O t h s  of  a second is l o s t  i n  t h e  s w i t c h i n g  of  a t -  
t e n t i o n .  The o p t i m a l   s a m p l i n g   p e r i o d  T* i s  found t o  b e  approximate ly  
1.1 seconds .  The c o s t   d u e   t o   s a m p l i n g  I(w) i s  approximately  2 .8 .  
No s i g n i f i c a n c e  c a n  b e  attached t o  t he  numer i ca l  va lues  of  T* and 
I ( w )  a t  t h i s  time s i n c e  w e  p re sen t ly  have  no  expe r imen ta l  data 
co r re spond ing  t o  a n   e q u i v a l e n t   s i t u a t i o n .   L e v i s o n   a n d   E l k i n d  
(Ref. 1 6 )  d i d  look  a t  a t w o - a x i s  t r a c k i n g  task  w i t h  k / s  dynamics 
on   each   ax i s .  They found tha t  when the I n p u t s  t o  b o t h  a x e s  were 
the  same the  o p e r a t o r  s p e n t  a b o u t  e q u a l  time viewing each a x i s .  
They o b t a i n e d  a v e r a g e  s a m p l i n g  p e r i o d s  i n  t h e  neighborhood of 2.5 
t o  3 seconds .   However ,   they   used   re la t ive ly   low  bandwidths   inputs  
and,   hence,  there  i s  no  r easonab le  basis for  compar ing  t h e i r  re- 
s u l t s  w i t h  t h o s e  o b t a i n e d  here.  
Effects of Controlled Element Dynamics--In t h i s  s e c t i o n  w e  
examine the  e f f e c t s  o f  v a r y i n g  al and a2,  tha t  i s ,  the c o n t r o l l e d  
element dynamics,  w h i l e  h o l d i n g  t h e  r e m a i n i n g  p a r a m e t e r s  f i x e d .  
The r e s u l t s   o f   s u c h   v a r i a t i o n s  are  shown i n  F i g u r e s  4-6. The re- 
s u l t s  a g r e e  wel l  w i t h  I n t u i t i o n .  From F i g u r e s  4a and 4b we see 
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t h a t  a l a r g e r  p e r c e n t a g e  o f  time i s  s p e n t  v i e w i n g  t h e  a x i s  w h i c h  
is  more d i f f i c u l t  t o  t rack ,  t h a t  i s ,  t h e  a x i s  w i t h  the  more un- 
stable dynamics.   Indeed, as one  axis  becomes  more s table  w i t h  
r e s p e c t  t o  the  o t h e r ,  o n e  s o o n  r e a c h e s  t h e  p o i n t  where t h e  best 
t h i n g  t o  d o  i s  t o  spend a l l  o f  t he  time l o o k i n g  f o v e a l l y  a t  t h e  
more u n s t a b l e  a x i s ;  t h e  more s t ab le  a x i s  i s  t h e n  tracked s o l e l y  
on t h e  basis o f  i n f o r m a t i o n  o b t a i n e d  f r o m  p e r i p h e r a l  v i e w i n g  o f  
t he  a s s o c i a t e d  d i s p l a y .  
I n  F i g u r e  5 we see t h e  e f f e c t s  o f  c h a n g e s  i n  t h e  c o n t r o l l e d  
element  dynamics  on the  s a m p l i n g   p e r i o d .   S p e c i f i c a l l y ,  we have 
p l o t t e d  t h e  minimum sampl ing  pe r iod  T* as a f u n c t i o n  o f  a2 f o r  
v a r i o u s  f i x e d  va lues   o f  al .  T h i s  f a m i l y  of  c u r v e s  has s e v e r a l  
i n t e r e s t i n g ,   a n d   p e r h a p s   i m p o r t a n t ,   p r o p e r t i e s .   F i r s t ,   f o r  al 
f i x e d ,  t h e  o p t l m a l  s a m p l i n g  p e r i o d  T* has a unique minimum when 
cons ide red  as a f u n c t i o n  of  a2  and t h i s  minimum o c c u r s ,  a t  least  
numer i ca l ly ,  when a2 i s  e q u a l  t o  al. Moreover, t h e  l o c u s  of  these  
minima, i . e . ,  t he  enve lope  o f  t h e  f a m i l y  o f  c u r v e s ,  seems t o  b e  a 
wel l -def ined,   smooth  curve.  We h a s t e n  t o  p o i n t  o u t  t h a t  we pres- 
e n t l y  h a v e  n o  a n a l y t i c  r e s u l t s  w h i c h  w o u l d  s u p p o r t  d r a w i n g  g e n e r a l  
conc lus ions  from these f i n d i n g s .  However, i t  i s  d i f f i c u l t  t o  
b e l i e v e  t h a t  t h e   n u m e r i c a l   r e s u l t s  are  p u r e l y   c o i n c i d e n t a l .  An- 
o t h e r  i n t e r e s t i n g  p o i n t  c o n c a r n i n g  these cu rves  i s  t h a t  T* has a 
s h a r p e r  minimum f o r  v a l u e s  o f  al co r re spond ing  to  more  s tab le  
dynamics. The va lue   o f  t h i s  minimum, however ,   decreases  as t h e  
systems become  more u n s t a b l e .  The d e c r e a s i n g  minimum sampl ing  
p e r i o d  c a n  be  e x p l a i n e d  by  n o t i n g  t h a t  as b o t h  systems become 
more  and  more  unstable i t  becomes necessary t o  v i ew each  d i sp lay  
f o v e a l l y  m o r e  o f t e n  i n  o r d e r  t o  a v o i d  l a r g e  e s t i m a t i o n  e r r o r s  
( a s s o c i a t e d  w i t h  p e r i p h e r a l   v i e w i n g ) .  The s h a r p n e s s  of t h e  minima 
* 
*Recall t ha t  scanning  f requency  i s  i n v e r s e l y  p r o p o r t i o n a l  t o  T*. 
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i s  more d i f f i c u l t  t o  e x p l a i n .  It may be related t o  the d e c r e a s i n g  
v a l u e  o f  t h e  minimal  opt imal  sampl ing  per iod;  t h u s ,  as Min T* de- 
c r e a s e s ,  t h a t  i s ,  as t h e  s y s t e m s  become  more u n s t a b l e ,  t h e  rela- 
t i v e  c o n t r i b u t i o n  of t h e  dead time 2 t o  t o  t he  s a m p l i n g  p e r i o d  in- 
creases and ,   consequent ly ,  small v a r i a t i o n s  i n  t h e  dynamics  of   one 
sys t em do  no t  apprec i ab ly  a l t e r  the  o p t i m a l  s a m p l i n g  p e r i o d .  
.+ F i n a l l y ,  t h e  e f f e c t s   o fc h a n g e s   i nc o n t r o l l e d   e l e m e n t   d y n a m i c s  
on t h e  c o s t   f o r   s a m p l i n g  i s  i l l u s t r a t e d  i n  F i g u r e  6 .  As expec ted  
t h e  c o s t s  i n c r e a s e  as t h e  systems become  more u n s t a b l e .  
Effects   of   Observat ional   Noise   Covariances--As  noted ea r l i e r ,  
t h e  o b s e r v a t i o n  n o i s e  m a t r i x  w i l l  b e  u s e d  t o  a c c o u n t  f o r  t h e  e f f e c t s  
of  imprec ise   measurements .  T h i s  l a c k   o f   p r e c i s i o n  may r e s u l t   f r o m  
d i s p l a y  r e l a t ed  phenomena o r   i n h e r e n t   p i l o t   l i m i t a t i o n s .   Q u a n t i -  
t a t i v e  s p e c i f i c a t i o n  o f  t h e  o b s e r v a t i o n  n o i s e  i s ;  however,  an  ex- 
t r e m e l y  d i f f i c u l t  t a s k .  Here, we c o n t e n t   o u r s e l v e s  w i t h  an  examin- 
a t i o n  o f  t h e  c h a n g e s  i n  s a m p l i n g  b e h a v i o r  which r e s u l t  f r o m  v a r i a -  
t i o n s  i n  b o t h  f o v e a l l y  a n d  p e r i p h e r a l  n o i s e  l e v e l s ,  as well  as i n  
t h e  r a t i o  o f  t h e  two. A l l  o t h e r  s y s t e m  parameters a re  f i x e d  a t  
t h e i r  n o m i n a l  l e v e l s  f o r  t h i s  i n v e s t i g a t i o n .  
I n  F i g u r e s  7 and 8 we show t h e  e f f e c t s  of changes i n  p e r i p h -  
e r a l  and  fovea l  no i se  l eve l s  on  t h e  opt imal   sampl inp:   per iod   and  
t h e  s a m p l i n g   c o s t ,   r e s p e c t i v e l y .   S e v e r a l   c o n c l u s i o n s  may b e  drawn 
from  examinat ion  of  these f i g u r e s .  F i r s t ,  f o r  f i x e d   v a l u e s   o f  
p e r i p h e r a l  n o i s e ,  i n c r e a s e s  i n  t h e  f o v e a l  n o i s e  r e s u l t  i n  i n c r e a s e s  
i n  t h e  sampl ing   pe r iod .  T h i s  may b e  e x p l a i n e d  by  t h e  f ac t  t h a t  
as t h e  f o v e a l  n o i s e  l e v e l  a p p r o a c h e s  t h a t  of  t h e  p e r i p h e r a l  n o i s e ,  
t h e  q u a l i t y  o f  i n f o r m a t i o n  o b t a i n e d  by f o v e a l  v i e w i n g  d e g r a d e s  t o  
t h e  p o i n t  where i t  i s  n o t  much b e t t e r  t h a n  t h a t  which can  be  ob- 
t a i n e d  by pe r iphe ra l   v i ewing .   Consequen t ly ,  there  is less  and less 
r e a s o n  t o  swi t ch  f o v e a l   a t t e n t i o n .   I n  t h e  limit, when t h e  two 
n o i s e  l e v e l s  are  e q u a l ,  there  i s  n o  r e a s o n  t o  s w i t c h  f o v e a l  a t t e n -  
t ion  and  one  would  expec t  t h e  s a m p l i n g  p e r i o d  t o  a p p r o a c h  i n f i n i t y .  
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The curves  o f  F igu re  7 do indeed show v e r y  r a p i d  i n c r e a s e s  i n  t he  
sampl ing  pe r iod  as t h e  f o v e a l  n o i s e  l e v e l  a p p r o a c h e s  t h e  p e r i p h e r a l  
n o i s e  l e v e l .  On t h e  o t h e r   h a n d ,   f o r   f i x e d   f o v e a l   n o i s e   l e v e l s  we 
f i n d  t h a t  as t h e  p e r i p h e r a l  n o i s e  i n c r e a s e s ,  t h e  sampl ing  per iod  
d e c r e a s e s   a n d   r a p i d l y   t e n d s   t o  some n e a r l y   c o n s t a n t   v a l u e .  The 
fac t  t h a t  f o r  l a r g e  p e r i p h e r a l  n o i s e  l e v e l s ,  small changes i n  t h o s e  
n o i s e  l e v e l s  d o  n o t  a p p r e c i a b l y  a f f e c t  t h e  s ampl ing  pe r iod ,  i s  n o t  
s u r p r i s i n g   a n d  was d i s c u s s e d  ea r l i e r .  A s  p e r i p h e r a l   n o i s e   l e v e l s  
i n c r e a s e  t h e  amount of  in format ion  which  can  b e  obtained from 
p e r i p h e r a l   v i e w i n g   d e c r e a s e s .  Beyond a c e r t a i n   p o i n t ,  t h e  only 
u s e f u l  i n f o r m a t i o n  i s  ob ta ined  du r ing  fovea l  v i ewing  and  fu r the r  
i n c r e a s e s  i n  p e r i p h e r a l  n o i s e  l e v e l s  h a v e  n e g l i g i b l e  e f f e c t  on 
sampl ing  behav io r .  
An a p p e a l i n g  i n t e r p r e t a t i o n  o f  t h e  above r e su l t s  i s  p o s s i b l e .  
The f o v e a l  n o i s e  l e v e l  c a n  be  c o n s i d e r e d  t o  b e  a f u n c t i o n  o f  t h e  
d i s p l a y   d e s i g n .  High f o v e a l   n o i s e   l e v e l s   c o r r e s p o n d   t o  a poor  
d i sp l ay .   Thus ,  i f  t h e  f o v e a l   n o i s e  i s  h igh ,   longer   read ing?   t imes  
and ,   consequen t ly ,   l onge r   s ampl ing   pe r iods  a re  r e q u i r e d .  The r a t i o  
o f  f o v e a l  n o i s e  t o  p e r i p h e r a l  n o i s e ,  f o r  a f i x e d  f o v e a l  n o i s e  l e v e l ,  
can b e  i n t e r p r e t e d  as a measu re   o f   d i sp l ay   s epa ra t ion .  A s  t h e  d i s -  
p l a y s  are  s e p a r a t e d  t h i s  r a t i o  d e c r e a s e s  o r  what i s  t h e  same, f o r  
f i x e d   f o v e a l   n o i s e ,  t h e  p e r i p h e r a l   n o i s e   i n c r e a s e s .   T h u s ,   o n e  
r eaches  a p o i n t  o f  d i s p l a y  s e p a r a t i o n  b e y o n d  w h i c h  i n c r e a s e s  i n  
t h e  s e p a r a t i o n  d o  n o t  a p p r e c i a b l y  a f f e c t  t h e  sampl ing  pe r iod  s ince  
n e a r l y  a l l  u s e f u l  i n f o r m a t i o n  m u s t  be  obta ined  f rom fovea l  v iewing .  
Conversely,  as t h e  f o v e a l  t o  p e r i p h e r a l  n o i s e  r a t i o  i n c r e a s e s ,  t h e  
d i s p l a y s  a re  moved c l o s e r  t o g e t h e r  a n d  t h e  n e c e s s i t y  f o r  v i s u a l  
s ampl ing   dec reases .  When t h e  r a t i o  i s  one,  t h e  i n s t r u m e n t s  may be  
cons ide red   supe r imposed   o r   i n t eg ra t ed .   Then ,  t he re  i s  no  neces- 
s i t y  f o r  v i s u a l  s a m p l i n g  a n d  t h e  s a m p l i n g  p e r i o d  a p p r o a c h e s  i n f i n -  
i t y .  
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F i n a l l y ,  the  c o s t  I ( w )  i n c r e a s e s  m o n o t o n i c a l l y  w i t h  i n c r e a s e s  
i n  e i t h e r  f o v e a l  o r  p e r i p h e r a l  n o i s e .  The c o s t s  a l s o  t e n d  t o  l e v e l  
o f f  as t h e  p e r i p h e r a l  n o i s e  i n c r e a s e s  s o  t ha t  t h e  s e n s i t i v i t y  o f  
t h e  cost  t o  c h a n g e s  i n  p e r i p h e r a l  n o i s e  l e v e l  f o r  large p e r i p h e r a l  
n o i s e   l e v e l s  i s  small. These r e s u l t s  are  c o n s i s t e n t  w i t h  our   ex-  
p e c t a t i o n s .  
E f fec t s  o f  Inpu t  No i se  Covar i ance - -The  e f f ec t s  o f  changes  i n ;  
i n p u t  n o i s e  l e v e l s ,  f o r  f i x e d  o b s e r v a t i o n  n o i s e ,  o n  s a m p l i n g  be- 
h a v i o r  are i l l u s t r a t e d  i n  F i g u r e s  9 a n d  10 .  F i g u r e  9 shows tha t  
as t h e  i n p u t  n o i s e  l e v e l  i n c r e a s e s ,  t h e  sampl ing   per iod  T* decreases. 
I n c r e a s i n g  t h e  i n p u t  n o i s e  c o v a r i a n c e  may be i n t e r p r e t e d  as making 
t h e  task more d i f f i c u l t .  T h i s ,  as i n  o t h e r  i n s t a n c e s ,  r e s u l t s  i n  
more f r equen t   s ampl ing .  As expec ted ,  t h e  e f f e c t  i s  similar t o  
t h a t  o b t a i n e d  when the  i n p u t  n o i s e  l e v e l  i s  f ixed  and  t h e  observa-  
t i o n   n o i s e  i s  d e c r e a s e d .  I t  would appear tha t  t h e  s i g n i f i c a n t  
parameter  i s  t h e  r a t i o  o f  i n p u t  a n d  o b s e r v a t i o n  n o i s e  c o v a r i a n c e s .  
I n  F i g u r e  1 0 ,  w e  see t h e  e f f e c t s  a t  h a v i n g  d i f f e r e n t  i n p u t  
n o i s e   l e v e l s  o n   e a c h   a x i s .   I n   p a r t i c u l a r ,  we h a v e   p l o t t e d  t h e  
p e r c e n t  time s p e n t  on i n s t r u m e n t  2 v s .  t h e  d r i v i n g  n o i s e  l e v e l  on 
a x i s  2 ( w Z 2 )  f o r   v a r i o u s   v a l u e s   o f   a x i s  1 i n p u t   n o i s e   l e v e l s  ( w l l ) .  
We f i n d  t h a t  f o r  f i x e d  v a l u e s  o f  wl l  t h e  p e r c e n t  time spen t  on  in -  
s t rumen t  2 i n c r e a s e s  as w 2 2  i n c r e a s e s .  Th i s  a p p a r e n t l y   r e s u l t s  
from t h e  f ac t  t ha t  t h e  c o n t r o l  task becomes  more d i f f i c u l t  as t h e  
i n p u t  n o i s e  l e v e l  i n c r e a s e s .  
Ef fec ts  of Control Requirements--One of t h e  more s i g n i f i c a n t  
a s p e c t s  o f  t h e  op t ima l  s ampl ing  model i s  t h e  i n t e r a c t i o n  b e t w e e n  
con t ro l   r equ i r emen t s   and   s ampl ing   behav io r .  Here, we b r i e f l y  ex- 
amine t h e  e f f e c t s  of changes i n  c o n t r o l  r e q u i r e m e n t s  o n  s a m p l i n g  
b e h a v i o r  f o r  t he  two a x i s  t r a c k i n g  p r o b l e m .  
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I n  t h e  opt imiza t ion  f ramework  we are  u s i n g ,  c o n t r o l  r e q u i r e -  
ments are e x p l i c i t l y  s ta ted i n  terms o f  a s e l e c t i o n  f o r  t h e  weight- 
i n g  matrices - Q and 11. We have "normalized" t h i s  s e l e c t i o n  by 
l e t t i n g  - R be the  i d e n t i t y  m a t r i x .  Thus, f o r  the  t w o  a x i s  t r a c k i n g  
problem we need only choose q1 a n d  q 2  ( s i n c e  - Q i s  assumed d iagonal ) .  
The m o s t  s i g n i f i c a n t  q u a n t i t y  i s  a c t u a l l y  t he  r a t i o  o f  these  two 
w e i g h t i n g  c o e f f i c i e n t s  f o r  t h i s  s imple  case .  
F i g u r e s  11 and 1 2  show t h e  e f f e c t s  o f  c h a n g i n g  t h e  r a t i o  
q2/ql, f o r  f i x e d  ql, on t h e  f r a c t i o n  a t  time spen t  on  in s t rumen t  
2 and t h e  o p t i m a l   s a m p l i n g   p e r i o d ,   r e s p e c t i v e l y .  The r e s u l t s  are 
as expec ted .   F igu re  11 shows t h a t  as q 2   d e c r e a s e s ,  i . e . ,  as con- 
t r o l  o f  x 2  becomes less i m p o r t a n t ,  t h e  time spen t  on  in s t rumen t  2 
a l s o  d e c r e a s e s ,  i n  s p i t e  o f  t h e  f a c t  t h a t  t h e  two  axes a re  iden-  
t i c a l  i n  a l l  o t h e r   r e s p e c t s .  It i s  i n t e r e s t i n g  t o  n o t e  t h a t  t h e  
p o i n t  a t  which i n s t r u m e n t  2 i s  not   looked  a t ,  a t  a l l ,  o c c u r s  p r i o r  
t o  q 2  = 0 .  T h i s  i s  a p p a r e n t l y   d u e   t o  t h e  i n c l u s i o n  o f  a c o s t  f o r  
s w i t c h i n g   a t t e n t i o n  ( 2 t o ) .  Thus, as q2 d e c r e a s e s ,  a p o i n t  i s  
reached  where t h e  " p e n a l t y "  f o r  s w i t c h i n g  a t t e n t i o n  e x c e e d s  t h e  
b e n e f i t s  o f  o b t a i n i n g  b e t t e r  i n f o r m a t i o n ,  by f o v e a l  v i e w i n g ,  con- 
ce rn ing  x2 .  
From F igure  12 ,  we see  t h a t  t h e  o p t i m a l  s a m p l i n g  p e r i o d  1'" 
i s  a minimum when  q2/q1 = 1, i . e . ,  when bo th  s t a t e s  are  e q u a l l y  
w e i g h t e d .   I n   a d d i t i o n ,  small d e p a r t u r e s   f r o m   e q u a l   w e i g h t i n g  d o  
n o t  mater ia l ly  i n c r e a s e  t h e  sampl ing   pe r iod .  As q2/q1 becomes 
e i t h e r  very small o r  v e r y  l a r g e  t h e  s a m p l i n g  p e r i o d  i n c r e a s e s  
r a p i d l y .  Th i s  i s  t o  b e  e x p e c t e d   s i n c e   b o t h   c a s e s   c o r r e s p o n d   t o  
a s i t u a t i o n  i n  w h i c h  o n e  i n s t r u m e n t  i s  no t  ve ry  impor t an t  and ,  
hence,  there i s  l i t t l e  need t o  l o o k  a t  i t .  
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EFFECT OF C O N T R O L   R E Q U I R E M E N T S   O N   S A M P L I N G   P E R I O D  
C O N C L U S I O N  
I n  o r d e r  t o  u n d e r s t a n d  t h e  e f fec ts  o f  c e r t a i n  d i s p l a y  c h a n g e s  
on o v e r a l l  p i l o t - v e h i c l e  s y s t e m  p e r f o r m a n c e ,  i t  i s  n e c e s s a r y  t o  
i n v e s t i g a t e  the c o r r e l a t i o n  b e t w e e n  c o n t r o l  o b j e c t i v e s ,  d i s p l a y  
p r o p e r t i e s  a n d  v a r i o u s  a s p e c t s  of human behav io r .  If such   an   i n -  
v e s t i g a t i o n  i s  t o  r e s u l t  i n  o b j e c t i v e  m e a s u r e s  of d i s p l a y  effec- 
t i v e n e s s ,  t h e  i n t e r a c t i o n s  among d i s p l a y ,  p i l o t  a n d  v e h i c l e  m u s t  
b e  descr ibed  a n a l y t i c a l l y .  T h i s ,  i n   t u r n ,   r e q u i r e s  t he  develop-  
ment of  ma themat i ca l  mode l s  fo r  the  va r ious  sub - sys t ems ,  i nc lud ing  
man himself.  I n  t h i s  r e p o r t  w e  deve lop  a model  of t he  human opera-  
t o r  w h i c h  w e  f e e l  w i l l  b e  wel l  s u i t e d  t o  a n a l y t i c  d i s p l a y  e v a l u a -  
t i o n  t e c h n i q u e s .  
The model of t h e  human o p e r a t o r  i n  a m u l t i v a r i a b l e  c o n t r o l  
and monitoring, task i s  developed  by  c o n s i d e r i n g  t h e  human as an 
i n f o r m a t i o n   p r o c e s s i n g - c o n t r o l  t t s y s t e m " .  The key  idea u n d e r l y i n g  
t h e  model i s  t h e  assumpt ion  t ha t  t h e  we l l - t r a ined ,  we l l -mot iva t ed  
human o p e r a t o r  b e h a v e s  i n  a n e a r  o p t i m a l  m a n n e r ,  s u b j e c t  t o  h i s  
i n h e r e n t   l i m i t a t i o n s .  The mode l   con ta ins   an   e l emen t   fo r   desc r ib -  
i n g  t h e  h u m a n ' s  l i m i t a t i o n s  i n  a d d i t i o n  t o  r e p r e s e n t a t i o n s  o f  h i s  
i n s t r u m e n t  m o n i t o r i n g ,  data r e c o n s t r u c t i o n  a n d  c o n t r o l  b e h a v i o r .  
The h u m a n ' s  l i m i t a t i o n s  a re  modeiled by  combining them i n t o  
a n  e q u i v a l e n t  p e r c e p t u a l  time d e l a y  a n d  a n  e q u i v a l e n t  o b s e r v a t i o n a l  
n o i s e .  The o b s e r v a t i o n   n o i s e   c o v a r i a n c e   d e p e n d s  on where t h e  opera- 
t o r  " l o o k s "  a n d ,  h e n c e ,  a l l o w s  t h e  e f f e c t s  of  p e r i p h e r a l  v i s i o n  
on  t r ack ing  and  in s t rumen t  " sampl ing"  behav io r  t o  be model led .  
The o p e r a t o r ' s  c o n t r o l  b e h a v i o r  i s  assumed t o  b e  similar t o  
t h a t  o f   a n  i dea l  f e e d b a c k   c o n t r o l l e r .  The feedback ga ins ,   wh ich  
m u l t i p l y  estimates o f  t h e  sys tem s ta tes ,  are s e l e c t e d  s o  as t o  
minimize a weighted sum of mean s q u a r e d  t r a c k i n g  e r r o r s  a n d  c o n -  
t r o l  e f f o r t .  
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It is assumed  that  the  human  operator  processes  the  informa- 
tion he obtains  from  scanning  the  display  panel so  as  to  recon- 
struct a "best"  estimate of the data necessary  for  control.  The 
"data  reconstructor"  consists of a  Kalman  estimator and a  least 
mean  squared  predictor in tandem. The structure of the data re- 
constructor is  fixed  but  its  parameters  depend on the  operator's 
instrument  sampling  strategy. 
Since an adequate  representation of instrument  monitoring, 
or visual sampling, behavior  is  central to the  problem of display 
evaluation, we devoted  most of our attention to this  aspect of our 
human  operator  model.  We  reviewed  existing  sampling  models  and 
found  that  they  had  certain  inherent  restrictions  which  we  felt 
would  limit  their  applicability.  Rather  than  attempt  to  modify 
these  models, we postulated  a  new  sampling  model  which  was  con- 
sistent  with  other  portions of our  model in that  it  was  based 
upon an underlying  optimization  approach. In this  approach  the 
operator  is  viewed  as an adaptive-measurement system; he  decides 
where  he will direct  his  foveal  visual  attention  on  the  basis of 
a  preselected  optimality  criterion.  This  criterion  depends  ex- 
plicitly on the  control  task or control  requirements.  Peripheral 
vision  is  accounted  for  and  there  are  no  restrictions  with  regard 
to  coupling of signals on various  instruments.  Provisions  for 
sampling  cost  and  sampling rate constraints  are also included in 
the  model. 
The  assumption of the  optimality of the human operator  leads 
to  the  necessity  for  solving  a  multifaceted  optimization  problem 
in order to predict  specific  operator  characteristics.  We  have 
formulated  this  problem  precisely  and  have  discussed  methods  for 
obtaining  its  solution. Finally, we examined  a  simple  two-axis 
compensatory  tracking  problem  and  used  the  model to predict  in- 
strument  sampling  behavior.  The  results  exhibit  the  general 
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characteristics  one  would  expect  from a human  operator  performing 
)a similar  task. 
Some  Topics "" for Further  Investigation--Thus  far, we have  postulated 
a model  for the. human  operator in a controlled  environment  which 
has  interesting  and  intuitively  appealing  proDerties.  We  have  not, 
however,  verified  that,  this  model  is a valid  representation of 
human  behavior.  Previous  experiments  (Ref. 19) have shown that 
B- the  controller  and  predictor  portions of the  model  yield  reason- , -  
able  representations of the  human  operator. It is now  necessary 
to determine  the  efficacy of the  sampling  and  estimation  models. 
Hence,  the  next  step in our  research  program will be  to test  these 
models  against  existing  experimental  data. 
In the  present  study  the  observational  noise  covariances  were 
chosen  arbitrarily.  It  is our hope  that  numerical  values  for 
these  quantities can be  measured in appropriate  experiments. 
Since  the  noise  covariances  depend on the  display  and  the  environ- 
ment  as  well  as on intrinsic  human  properties,  their  determination 
will be  extremely  difficult.  Indeed, it may be  necessary to con- 
sider  the  noise  covariances  as  free  parameters  which  are  chosen 
s o  as  to  match  experimental  data.  This  would  be  somewhat  unfor- 
tunate  and  it  seems  that  considerable  thought  should  be  given to 
methods  for  experimentally  determining  the  observation  noise. 
In addition  to  the  questions  concerning  the  model  which  must 
be  resolved  experimentally,  there  remain  problems of a  theoretical 
nature, In the  theoretical  development  we  made  several  assump- 
tions  concerning  the  separability of various  elements in the model. 
It would  be  useful to show  vigorously  under  what  conditions  these 
assumptions  hold. Of greater  interest  is  the  examination of 
methods  for  mathematically  describing  the  class of sampling  strate- 
gies R. The  specification of this  class  has  both  mathematical 
and  physical  implications. For instance, in the  example we 
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selected $2 such that  the range space of w ( ~ > &  was the finite  set 
fi = {0,1,21. Although the results are interpreted in terms of 
average  behavior  (because of the infinite interval and  the  result- 
ing  periodicity  assumption),  this  choice of R corresponds, essen- 
tially, to defining  deterministic  sampling  strategies.  Moreover, 
this  choice of i2 introduces  mathematical  complexities ince w does 
not  take on a  continuum of values. A characterization of R which 
eliminates  this  type of complexity and, at  the same time, allows 
for a direct  probabilistic  interpretation of the optimal sampling 
strategy w *  is  possible. This, and other, descriptions of the 
sampling  class  warrant  investigation. 
Finally, there is the question of computing  algorithms  for 
solving  the  optimal  sampling  problem.  It seems reasonably  clear 
that  the  numerical  search  technique  used in the  example will prove 
much too tedious for more  complex  problems. The investigation 
of more  efficient  algorithms  thus  remains a prime area for  research. 
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