Abstract. We show that singular stochastic delay differential equations induce cocycle maps on a field of Banach spaces. A general Multiplicative Ergodic Theorem on fields of Banach spaces is proved. As a result, linear and linearised singular stochastic delay differential equations possess a Lyapunov spectrum.
Introduction
Stochastic delay differential equations (SDDEs) describe stochastic processes for which the dynamics do not only depend on the present state, but may depend on the whole past of the process. In its simplest formulation, an SDDE takes the form dy t = b(y t , y t−r ) dt + σ(y t , y t−r ) dB t (ω) (0.1) for some delay r > 0 where B is a Brownian motion, b is the drift and σ the diffusion coefficient, both depending on the present and a delayed state of the system. In this case, we speak of a (single) discrete time delay. SDDE appear frequently in practice. For instance, they can be used to model cell population growth and neural control mechanisms, cf. [Buc00] and the references therein, they are applied in financial modeling [Sto05] and for climate models [BTR07] . To be able to solve (0.1) uniquely, an initial condition has to be given which is a path or, more generally, a stochastic process. This means that we are lead to solve an equation on an infinite dimensional (path) space. Popular choices for spaces of initial conditions are continuous paths or L 2 paths. However, standard Itō theory can be applied without too much effort to solve (0.1) for such initial conditions, cf. [Mao08, Moh84] .
To analyse the qualitative behaviour of solutions to (0.1), in particular its long-time behaviour, it is natural to use a dynamical systems approach. Maybe the most popular concept, which was successfully applied to stochastic differential equations (SDEs) in both finite and infinite dimensions, was developed by L. Arnold and is called the theory of Random Dynamical Systems (RDS), cf. [Arn98] for an exposition. Examples for which the language and theory of RDS are used include random attractors [Sch92, CF94, CDF97] , random stable and unstable manifolds [MS99, MS04] and different concepts of stochastic bifurcation [Arn98, Chapter 9]. The crucial result on which Arnold's theory is built is a Multiplicative Ergodic Theorem (MET), originally proved by Oseledec [Ose68] . This theorem has attracted many attention by different researchers and has been proven with different techniques and increasing generality, cf. [Rag79, Rue79, Rue82, Mn83, Thi87, LL10, GTQ15, Blu16] . Under certain conditions, the MET shows that linear and linearised Random Dynamical Systems possess a Lyapunov spectrum which can be seen as an analogue to the spectrum of eigenvalues of a matrix. Studying the behaviour of the possibly complex RDS can often be reduced to study its Lyapunov spectrum, which is a huge simplification. For a long time, it was believed that the RDS approach can not be used to study SDDE of the form (0.1). This article claims, that indeed, it is possible.
Let us explain why it was believed that RDS are not applicable for general SDDEs. The idea is to show that certain equations do not generate a continuous stochastic flow which is a necessary condition for generating an RDS and to apply the MET. Recall that given a probability space (Ω, F , P), a continuous stochastic flow on a topological space E is a measurable map
such that on a set of full measureΩ, we have φ(t, t, ω, x) = x and φ(s, u, ω, x) = φ(t, u, ω, φ(s, t, ω, x)) for every s, t, u ∈ [0, ∞), every x ∈ E and every ω ∈Ω and x → φ(s, t, ω, x) is assumed to be continuous for every choice of s, t ∈ [0, ∞) and every ω ∈Ω. Consider the linear equation whenever the stochastic integral makes sense. However, Mohammed proved in [Moh86] that there is no modification of the process y which depends continuously on ξ in the supremum norm. This rules out the choice of E = C([−1, 0], R) on which a possible flow φ induced by (0.2) could be defined. At this stage, one might still hope that another choice of E could be a possible state space for our flow. However, we will prove now that there is in fact no such choice. Inspired by [LCL07, section 1.5.1], we make the following definition:
Definition 0.1. Let E be a Banach space of functions mapping from [−1, 0] to R. We say that E carries the Wiener measure if the functions t → sin[(n − 1/2)πt] are contained in E for every n ≥ 1 and if the series converges in E almost surely for every sequence (Z n ) of independent, N (0, 1)-distributed random variables.
Note that carrying the Wiener measure is indeed a minimum requirement for the state space E of a possible flow induced by (0.2), otherwise we would not even be able to choose constant paths as initial conditions. However, this assumption already rules out the possibility of the existence of a continuous flow, as the following theorem shows.
Theorem 0.2. There is no space E carrying the Wiener measure for which the equation (0.2) induces a continuous mapping I : E → R, I(ξ) = y 1 , on a set of full measure, which extends the pathwise defined mapping for smooth initial conditions. Proof. Let (Z n ) be a sequence of independent standard normal random variables. Set
sin[(n − 1/2)πt] (n − 1/2)π .
Then B N → B as N → ∞ in α-Hölder norm, α < 1/2, on a set of full measure Ω 1 . Assume that E carries the Wiener measure. Then there is a set of full measure Ω 2 such that the limit exists in E for every ω ∈ Ω 2 whereZ n := (−1) n Z n . From Young estimates,
as M → ∞ for every ω ∈ Ω 1 ∩ Ω 2 . Noting thatZ n sin[(n − 1/2)πt] = Z n cos[(n − 1/2)π(1 + t)], we obtain that as N → ∞ on a set of full measure Ω 3 ⊂ Ω 1 ∩ Ω 2 . Now we can argue by contradiction. Assume that there is a set of full measure Ω 4 such that for every ω ∈ Ω 4 , the map
is continuous. Since Ω 3 ∩ Ω 4 has full measure, the set is nonempty and we can choose ω ∈ Ω 3 ∩ Ω 4 . Set ξ n :=B n (ω) and ξ :=B(ω). Then we have ξ n → ξ in E as n → ∞, but 1 0 ξ n t−1 dB t (ω) diverges as n → ∞ which leads to a contradiction. This theorem shows that there is no reasonable space of functions on which the SDDE (0.2) induces a continuous flow, and using RDS to study such equations seems indeed hopeless. Let us however mention here that only the delay in the diffusion part causes the trouble, the delay in the drift part is harmless. For this reason, we will discard the drift in our article and study equations with b = 0 only. We also remark that studying delay equations where the diffusion coefficient may depend on a whole path segment of the solution, so-called continuous delay, can lead to easier equations since in that case, the diffusion coefficient might have a smoothing effect. Such equations are called regular stochastic delay differential equations, and they can indeed be studied using RDS, cf. [MS96] . The equations (0.1) and (0.2) are examples of singular stochastic delay differential equations.
Let us now explain the idea of the present article. We have seen that there is no space of paths E on which E ∋ ξ → 1 0 ξ s dB s (ω) is a continuous map on a set of full measure. However, in rough path theory, one knows that there is a family of Banach spaces {E ω } ω∈Ω and a set of full measurẽ Ω such that the maps
are continuous for every ω ∈Ω where the integral has to be interpreted as a rough paths integral. Indeed, the spaces E ω are nothing but the usual spaces of controlled paths introduced by Gubinelli in [Gub04] for which we will recall the definition below. Therefore, we can hope to establish a flow property for solutions to (0.1) if we allow the state spaces to be random and by interpreting the equation as a delay differential equation driven by a random rough path. Fortunately, Neuenkirch, Nourdin and Tindel already studied delay equations driven by rough paths in [NNT08] , and we can build on their results. Having established such a flow property, the corresponding RDS will involve random spaces as well. This seems hopelessly complicated and maybe unnatural at first sight, but we argue that it is not. It turns out that the structure of such RDS is similar to that which appears when studying the linearisation of an RDS which is induced by an SDE defined on a Riemannian manifold, cf. [Arn98, Chapter 4]. These RDS act on measurable bundles and are therefore called bundle RDS, cf. [Arn98, Section 1.9]. In a sense, we will see that SDDE induce bundle RDS with the fibres being (infinite dimensional!) spaces of controlled paths. However, it turns out that defining a bundle structure is not necessary since we are only interested in the fibres. Therefore, instead of studying RDS defined on an infinite dimensional bundle, we will study RDS which are defined on measurable fields of Banach spaces. After having defined such a structure, the crucial point to ask is whether an MET holds on it. Fortunately, this is indeed the case, and we provide a full proof of such a theorem in the present work. With the MET at hand, we can indeed deduce the existence of a Lyapunov spectrum for linear and linearised SDDE. Our main result, which is a combination of Theorem 5.1, Theorem 5.2 and Corollary 5.3 to be found in section 5, can loosely be formulated as follows:
Theorem 0.3. Stochastic delay differential equations of the form
induce RDS on measurable fields of Banach spaces given by the spaces of controlled paths defined by B(ω). If b and σ are linear, an MET applies and provides the existence of a Lyapunov spectrum for the linear RDS. If one of the coefficients is nonlinear and an equilibrium point exists, we can linearise the RDS at that point and the MET provides a Lyapunov spectrum for the linearisation.
Let us finally remark that stochastic differential equations on infinite dimensional spaces frequently lack the flow property. For instance, this is often the case for stochastic partial differential equations (SPDEs), too. We believe that the approach we present here can be applied also in the context of SPDEs to provide a dynamical systems approach to equations for which the flow property is known not to hold.
The article is structured as follows. In section 1, we introduce the techniques to study delay equations driven by rough paths and prove some basic properties. The content of section 2 is to show that the Brownian motion can drive rough delay equations and to prove a Wong-Zakai theorem which might be of independent interest. In section 3, we establish the connection to Arnold's theory and define RDS on measurable fields of Banach spaces. Section 4 provides the formulation and the proof of an MET on a field of Banach spaces. Finally, section 5 contains the main results of the present article and a discussion of them.
Preliminaries and notation. In this section we collect some notations which will be used throughout the paper.
• If not stated differently, ,U , V , W andW will always denote finite-dimensional real vector spaces. By L(U, W ) we mean the set of linear and continuous function from U to W equipped with usual operator norm.
• Let I be an interval in R. For a given path m : I → U we denote its increment by m s,t = m t − m s where by m t we mean m(t). We set m ∞;I := sup For a general 2-parameter function m # : I × I → U , the same notation is used. We will sometimes omit I as subindex if the domain is clear from the context. The space C 0 (I, U ) consists of all continuous paths m : I → U equipped with the uniform norm, C γ (I, U ) denotes the space of all γ-Hölder continuous functions where the norm is given as the uniform norm plus the γ-Hölder seminorm. C ∞ (I, U ) is the space of all arbitrarily often differentiable functions. If 0 ∈ I, using 0 as subindex such as for C γ 0 (I, U ) denotes the subspace of functions for which x 0 = 0. An upper index such as C 0,γ (I, U ) means taking the closure of smooth functions in the corresponding norms. Next, we introduce some basic objects from rough paths theory needed in this article. We refer the reader to [FH14] for a general overview.
• Let X : R → U be a locally γ-Hölder path, γ ∈ (0, 1]. A Lévy area for X is a continuous function
for which the algebraic identity
is true for every s, u, t ∈ R and for which X 2γ;I < ∞ holds on every compact interval I ⊂ R. If γ ∈ (1/3, 1/2] and X admits Lévy area X, we call X = X, X a γ-rough path. If X and Y are γ-rough paths, one defines
• Let I = [a, b] be a compact interval. A path m : I →W is a controlled path based on X on the interval I if there exists a γ-Hölder path m
for all s, t ∈ I where m # : I × I →W satisfies m # 2γ;I < ∞ The path m ′ is called a Gubinelli derivative of m. We use D γ X (I,W ) to denote the space of controlled paths based on X on the interval I. It can be shown that this space is a Banach space with norm
We finally recall the definition of a random dynamical system introduced by L. Arnold [Arn98] .
• Let (Ω, F ) and (X, B) be measurable spaces. Let T be either R or Z, equipped with a σ-algebra I given by the Borel σ-algebra B(R) in the case of T = R and by P(Z) in the case of T = Z. A family θ = (θ t ) t∈T of maps from Ω to itself is called a measurable dynamical
If T = Z, we will also use the notation θ := θ 1 , θ n := θ n and θ −n := θ −n for n ≥ 1. If P is furthermore a probability on (Ω, F ) that is invariant by any of the elements of θ,
for every t ∈ T, we call the tuple Ω, F , P, θ a measurable metric dynamical system. The system is called ergodic if every θ-invariant set has probability 0 or 1.
• Let T + := {t ∈ T : t ≥ 0}, equipped with the trace σ-algebra. An (ergodic) measurable random dynamical system on (X, B) is an (ergodic) measurable metric dynamical system Ω, F , P, θ with a measurable map
that enjoys the cocycle property, i.e. ϕ(0, ω, ·) = Id X , for all ω ∈ Ω, and
for all s, t ∈ T + and ω ∈ Ω. The map ϕ is called cocyle. If X is a topological space with B being the Borel σ-algebra and the map ϕ · (ω, ·) : T + × X → X is continuous for every ω ∈ Ω, it is called a continuous (ergodic) random dynamical system. In general, we say that ϕ has property P if and only if ϕ(t, ω, ·) : X → X has property P for every t ∈ T + and ω ∈ Ω whenever the later statement makes sense.
Basic properties about rough delay equations
In this section, we show how to solve rough delay differential equations and present some basic properties of the solution.
1.1. Basic objects, existence, uniqueness and stability. This section basically summarizes the concepts and results from [NNT08] . We start by introducing "delayed" versions of rough paths and controlled paths. Note that, as already mentioned in the introduction, we restrict ourselves to the case of one time delay only. We refer to [NNT08] for corresponding definitions for a finite number of delays. Definition 1.1. Let X : R → U be a locally γ-Hölder path and r > 0. A delayed Lévy area for X is a continuous function
for which the algebraic identity X s,t (−r) = X s,u (−r) + X u,t (−r) + X s−r,u−r ⊗ X u,t is true for every s, u, t ∈ R and for which X(−r) 2γ;I < ∞ holds on every compact interval I ⊂ R. If γ ∈ (1/3, 1/2] and X admits Lévy-and delayed Lévy area X and X(−r), we call X = X, X, X(−r) a delayed γ-rough path with delay r > 0. If X and Y are delayed γ-rough paths, we set 
If X admits a Lévy-and delayed Lévy area, also Z admits a Lévy area Z given by Remark 1.4. Note that any controlled path is also a delayed controlled path (by the choice ζ 1 = 0), but the converse might not be true. However, considering again the enhanced path Z = (X, X ·−r ) ∈ U ⊕ U, the identity (1.1) shows that m is a usualW -valued controlled path based on Z with Gubinelli derivativeζ :
With these objects, we can define an integral as follows. 
exists where Π denotes a partition of [a, b] . Moreover, there is a constant C depending on γ and (b − a) only such that for all s < t ∈ [a, b], the estimate Proof. This is just an application of the Sewing lemma, cf. e.g. [FH14, Lemma 4.2], applied to
Example 1.6. Let X = X, X, X(−1) be a delayed γ-rough path. We aim to solve the equation
exists. Therefore, the path We can now state the first existence and uniqueness result for rough delay equations. Theorem 1.8 (Neuenkirch, Nourdin, Tindel). For r > 0, let X be a delayed γ-rough path for
. Then the equation We proceed with a theorem which shows that the solution map induced by (1.5) is continuous. Unfortunately, the corresponding result stated in [NNT08, Theorem 4.2] is not correct, therefore we can not cite it directly. We will first formulate the correct statement and then discuss the difference compared to [NNT08, Theorem 4.2]. Theorem 1.9. Let X andX be a delayed γ-rough paths with γ ∈ (1/3, 1
([−r, 0], W ) for some β ∈ (1/3, γ). Consider the solutions (y, y ′ ) and (ỹ,ỹ ′ ) to
resp.
holds for some constant C > 0 depending on r, γ, β and M , where M is chosen such that holds for the usual Hölder norm. However, this estimate can not be true in general. To see this, assume X 1 = X 2 =: X and consider the equation in Example 1.6. If (1.7) was true, the map ξ → ξ dX would be continuous in the β-Hölder norm, which is clearly not the case for a genuine rough path X.
The proof of Theorem 1.9 is a bit lengthy, but mostly straightforward. We sketch it in the appendix, cf. page 42.
1.2. Linear equations. In this section, we consider the case where σ is linear, i.e. σ ∈ L W 2 , L(U, W ) . Note that in this case, there are σ 1 , σ 2 ∈ L W, L(U, W ) such that σ(y 1 , y 2 ) = σ 1 (y 1 ) + σ 2 (y 2 ) for all y 1 , y 2 ∈ W . Since linear vector fields are unbounded, we cannot directly apply Theorem 1.8. However, we can prove an a priori bound for any solution of the equation and then deduce existence, uniqueness and stability for linear equations from Theorem 1.8 and 1.9 by truncating the vector field σ. Theorem 1.11. Let X be a delayed γ-rough path over X with γ ∈ (1/3, 1
satisfies, for (y, y ′ ) = (y, σ(y, ξ ·−r )), the bound
where C depends on r, σ , γ and β. 
Note that u → σ(y u , ξ u−r ) is a delayed controlled path with Gubinelli derivative u → (σ 1 y Now assume that b − a = θ < 1 ∧ r for a given θ and set
Our former estimates imply that there are constantsM ,Ñ depending on σ such that y β;I + y ∞;I + y Note that y ∞;In B n−1 + θ β B n . By (1.12) and (1.13),
Set C = 2Ñ A andC = 2 1 + σ . By a simple induction argument, it is not hard to verify that for k ≤ n,
(1.14)
Now set m = [
r θ ] + 1. By (1.14) and subadditivity of the Hölder norm,
Note that an appropriate choice for θ is
which implies the claimed bound.
From Theorem 1.11, it follows that in the case of linear vector fields σ, the solution map induced by (1.8) is a bounded linear map. We now prove that it is even compact. Proposition 1.12. Under the same assumptions as in Theorem 1.11, the solution map induced by (1.8) is a compact linear map for every 1/3 < β < γ.
with uniformly bounded β-Hölder norm of ξ (n) and (ξ (n) ) ′ and uniformly bounded 2β-Hölder norm of (ξ (n) ) # . From the Arzelà-Ascoli theorem, there are continuous functions ξ and ξ ′ such that
uniformly along a subsequence, which we will henceforth denote by (
Using a similar estimate as (1.11) in Theorem 1.11 where we apply the estimate in Theorem 1.5 for δ shows that we can bound (
uniformly over n where the bound depends, in
. This implies convergence also in the space D β X ([0, r], W ) and therefore proves compactness.
1.3. Regularity. In this subsection, we will study the regularity of the solution map provided in Theorem 1.8. More precisely, we will give sufficient conditions under which this map is differentiable in the initial condition, which means differentiability in Fréchet-sense on the space of controlled paths. To prove our result, we will follow a similar strategy as in [Bai15] and [CL18] . Definition 1.13. For m ∈ N and 0 < κ 1, we say that f : 
Next, we give a more general definition of a delayed controlled path:
Definition 1.14. We say that m : I → W is a delayed (α, β, θ)-controlled path based on X on the interval I if there exist paths 
is locally of class C n+κ(1−η) .
Proof. We already noted in Remark 1.4 that every delayed controlled path based on X can be seen as a usual controlled path based on (X, X ·−r ) and vice versa. Using this identification, the assertion just follows from [CL18, Proposition 5].
Thanks to the delayed Omega lemma, we can state the following theorem:
For a delayed γ-rough path X, consider equation (1.5). Then, under the same assumptions as in Theorem 1.8, the solution map induced by (1.5) is locally of class C n+κ(1−η) for any η ∈ (0, 1) provided β 2 + κη > 1.
Note that by Remark 1.15 and Theorem 1.16, this map is locally of class C n+κ(1−η) . Using the estimates (59) and (61) in [NNT08] , we see that
where C depends on σ, r, β and γ. Next, choose τ 1 and M 1 such that
for precise values). Note that we can choose τ 1 > 0 even smaller to obtain
τ 1 r and r = N τ 1 for some N ∈ N. Set t 0 = τ 1 and
With these choices, the map
is well defined. Moreover, for fixedξ ∈ B,
is a contraction, so it admits a unique fixed point which we denote by (z 1,ξ s ) 0 s τ1 . This shows that we can use the implicit function theorem on Banach spaces (cf. [AMR88, 2.5.7 Implicit Function Theorem] or [CL18, Theorem 1]) to see that there is a neighbourhood U aroundξ such that for every ξ ∈ U , there are functions (z 1,ξ s ) 0 s τ1 with the property that Λ 1 (z 1,ξ ) = z 1,ξ and the map ξ → z 1,ξ is of class C n+κ(1−η) . Therefore (y 1,ξ
, is also locally of class C n+(1−η)κ . We proceed inductively. For 2 k N , define
Again, this map is contraction and admits a unique fixed point, namely z
, which is locally of class C n+κ(1−η) . This shows that (y
, the solution of (1.5) in [(k − 1)τ 1 , kτ 1 ], has the same local regularity. Finally, the following map is locally of class C n+κ(1−η) :
It is possible to show that all derivatives solve linear, non-autonomous rough delay equations obtained by formally taking the derivatives of (1.5). We give a proof of this result for the first derivative in the next proposition. Higher order derivatives can be treated similarly.
be the solution to (1.5). The derivative of the solution at ξ in the direction ofξ exists and satisfies the following equation:
(1.17)
where σ 1 (x, y) = ∂ x σ(x, y) and σ 2 (x, y) = ∂ y σ(x, y).
Proof. By definition,
and
Consequently, thanks to our assumptions on σ, it is not hard too see that
Using remark (1.15), equality (1.17) can be verified.
1.4. A semiflow property. In this section, we discuss the flow property induced by a rough delay equation. Recall that a flow on some set M is a mapping
hold for every ξ ∈ M and s, t, u ∈ [0, ∞). Our prime example of a flow is a differential equation in which case ξ ∈ M denotes an initial condition at time point s and φ(s, t, ξ) denotes the solution at time t. In the setting of a delay equation, we can only expect to solve the equation forward in time, i.e. φ(s, t, ξ) will only be defined for s ≤ t. If (1.18) is assumed to hold only for s ≤ u ≤ t, we will speak of a semiflow. In case of a rough delay equation, we will give up the idea of choosing a common set of admissible initial conditions M which will work for all time instances. Instead, our semiflow will actually consist of a family of maps
where (M t ) t≥0 are sets (later: spaces) indexed by time. Note that the semiflow property (1.18) still makes perfectly sense in this setting, and this is what we are going to prove. Note also that the phenomenon of time-varying spaces is already visible in example 1.6: admissible initial conditions are controlled paths defined on intervals depending on the time when we start to solve the equation. Theorem 1.19. Let X be a delayed γ-rough path over X with γ ∈ (1/3, 1/2] and σ ∈ C 19) has a unique solution y : [s, ∞) → W and for t ≥ s, we denote by φ(s, t, ξ) the solution path segment
is a continuous map. In case that ξ 
Existence of delayed Lévy areas for the Brownian motion and a Wong-Zakai theorem
In order to apply the results from section 1 to stochastic delay differential equations, we need to make sure that the Brownian motion can be "lifted" to a process taking values in the space of delayed rough paths. In this section, B = (B 1 , . . . , B d ) : R → R d will always denote an R d -valued two-sided Brownian motion defined on a probability space (Ω, F , P) adapted to some two-parameter filtration (F t s ) s≤t , i.e. (B t+s − B s ) t≥0 is a usual (F t+s s ) t≥0 -Brownian motion for every s ∈ R and B 0 = 0 almost surely (cf. [Arn98, section 2.3.2] for a more detailed discussion about two-sided stochastic processes).
for s ≤ t ∈ R where the stochastic integrals are understood in Itō-sense. We furthermore define
where
Proposition 2.2. Both processes B Itō and B Strat have modifications, henceforth denoted with the same symbols, with sample paths being delayed γ-rough paths for every γ < 1/2 almost surely. Moreover, the γ-Hölder norms of both processes have finite p-th moment for every p > 0 on any compact interval.
Proof The next proposition justifies the names of the processes defined above. Proof. We will first consider the Itō-case which is similar to [FH14, Proposition 5.1]. Set F t := F t 0 . To simplify notation, assume W = R. Let (τ j ) be a partition of [0, T ]. We first prove that
We show that E B s,u (−r) F s = 0 for s ≤ u. By definition,
where Π is a partition for [s, u] and the limit is understood in L 2 (Ω)-sense. Consequently,
Other cases are similar and (2.1) can be deduced. Using a stopping argument, we may assume that there is a deterministic M > 0 such that The following corollary is immediate.
Corollary 2.4. The solution to the Itō equation
is almost surely equal to the solution to the random rough delay equation It is not hard to see that
where M is independent of ε.
Lemma 2.6. We have the following pathwise identity: Consequently,
Using integration by parts again, we have
which implies the claim. 
for a constant M > 0 independent of s, t and ε.
Proof. An easy consequence of the Cauchy-Schwarz inequality and Lemma (2.6) .
Lemma 2.8. We have As an application, we can prove a Wong-Zakai theorem for stochastic delay equations. W ) ) and B ε be defined as above. Assume that there is a set of full measureΩ ⊂ Ω such that
holds for every ε ∈ (0, 1] and every ω ∈Ω. Then the solutions to random delay ordinary differential equations
converge in probability as ε → 0 in γ-Hölder norm on compact sets for every γ < 1/2 to the solution Y of
, the solution Y coincides almost surely with the solution of the Stratonovich delay equation
Proof. A combination of the stability result in Theorem 1.9, Theorem 2.9 and Corollary 2.4.
Remark 2.11. Note that (2.6) is satisfied, for instance, if ξ has almost surely differentiable sample paths, in which case we can choose ξ ′ ≡ 0.
Random Dynamical Systems induced by stochastic delay equations
This section establishes the connection between stochastic delay equations and Arnold's concept of a random dynamical system. 3.1. Delayed rough path cocycles. We start by describing the object which will drive our equation. The following definition is an analogue of a rough paths cocycle defined in [BRS17] for delay equations.
Definition 3.1. Let (Ω, F , P, (θ t ) t∈R ) be a measurable metric dynamical system and r > 0. A delayed γ-rough path cocycle X (with delay r > 0) is a delayed γ-rough path valued stochastic process X(ω) = (X(ω), X(ω), X(−r)(ω)) such that X s,s+t (ω) = X 0,t (θ s ω) (3.1) holds for every ω ∈ Ω and every s, t ∈ R.
Our goal is to prove that Brownian motion together with Lévy-and delayed Lévy area can be understood as delayed rough path cocycles.
Definition 3.2. For a finite-dimensional vector space U , set
We define projections Π j i by
Furthermore, we set
and 1 := (1, (0, 0), (0, 0)).
It is not hard to verify that (T 2 (U ), ⊛) is a topological group with identity 1. For a continuous U -valued path of bounded variation x, we can define the following natural lifting map (I, U ) with
as n → ∞. We use the notation x s,t := x (I,T 2 (U )) for every I as above.
We can now state the following results:
Theorem 3.4. Let p 1 and let X be an C 0,p−var 0 (R,T 2 (U ))-valued random variable on a probability space (Ω, F, P). Assume that X has stationary increments, i.e. the law of the process (X t0,t0+h ) h∈R does not depend on t 0 ∈ R. Then we can define a metric dynamical system (Ω, F , P, θ) and a C 0,p−var 0 (R,T 2 (U ))-valued random variable X on Ω with the same law as X which satisfies the cocycle property (3.1).
Proof. The proof in all lines is similar to Theorem 5 in [BRS17] by setting Ω = C 0,p−var 0 (R,T 2 (U )), F being the Borel σ-algebra, P the law ofX and for ω ∈ Ω, we define
Remark 3.5. Note that the cocycle property (3.1) is equivalent to X t (θ s (ω)) = X −1 s (ω) ⊛ X t+s (ω) for every s, t ∈ R and every ω ∈ Ω.
We will also ask for ergodicity of rough cocycles. The following lemma will be useful.
Lemma 3.6. Let (Ω, F , P, (θ t ) t∈R ) and (Ω,F,P, (θ t ) t∈R ) be two measurable metric dynamical systems and let Φ : Ω →Ω be a measurable map such thatP = P • Φ −1 . Assume that for every t ∈ R, there is a set of full P-measure Ω t ⊂ Ω on which Φ • θ t =θ t • Φ holds. Then, if P is ergodic,P is ergodic, too.
Proof. The reader will have no difficulties to check that the assertion is just a slight generalization of [GAS11, Lemma 3].
Theorem 3.7. Consider the processes B Itō and B Strat defined in section 2. Then for each process, we can find an ergodic metric dynamical system (Ω, F , P, θ) on which we can define a new process with the same law, satisfying the cocycle property (3.1), i.e. both processes are delayed γ-rough path cocyles for every γ ∈ (1/3, 1/2).
Proof. We will first consider B Strat . From the approximation result in Theorem 2.9, we see that B
Strat takes values in C 0,p−var 0 (R,T 2 (R d )) for every p ∈ (2, 3). It is easy to check that the process has stationary increments, therefore we can apply Theorem 3.4. It remains to show ergodicity. By construction, Ω = C
, F is the Borel σ-algebra and P =P • S −1 where (Ω,F ,P,θ) is the measurable metric dynamical system given byΩ = C 0 0 (R, R d ),F the corresponding Borel σ-algebra,P the Wiener measure andθ = (θ t ) t∈R the Wiener shift. The map S :Ω → Ω is defined as follows: For x ∈Ω, set
if the integrals exist as limits of Riemann sums, in Statonovich sense, on compact sets for the sequence of partitions given by Π n = {k/2 n : k ∈ Z} as n → ∞, and S(x) = (1, 0, 0) otherwise. It is not hard to see that there is a set of fullP-measure on which the limits do exist. It follows that for every t ∈ R, there is a set of full measureΩ t such that for every x ∈Ω t ,
S(θ t x) = θ(S(x)).
SinceP is ergodic, ergodicity of P follows by Lemma 3.6 which completes the proof for the Stratonovich case.
For the Itō-case, we can argue analogously: First, we define a map
for smooth paths and a corresponding (separable!) spaceĈ 3.2. Cocycle property of the solution map. Let I ⊂ R be a compact interval and X : I → U a γ-Hölder continuous path. It is easy to see that for α ≤ β ≤ γ,
is a continuous embedding. We make the following definition: 
where C α,β again means taking the closure of β-Hölder functions in the α-Hölder norm. Since all spaces above are separable, the result follows.
If the parameters α < β < γ satisfy a certain condition, we can find a very explicit dense subset. This is the content of the next theorem, which has far reaching consequences, as we will see.
Theorem 3.10. Let α < β < γ ≤ 1/2. Assume that there is a κ ∈ (0, γ) such that
holds. Then the set
is dense in D 
Our goal is to find a smooth function R such that for
< ε for any given ε > 0 when choosing n large enough. Note that
is finite 2β-Hölder continuous by standard Young estimates, which implies that (ψ, ψ ′ ) is indeed an element in D α,β X (I, W ).
Note first that for
and from β-Hölder continuity of ξ ′ , f s,t (t − s) β and f s,t n(t − s).
By polarization, this implies that
holds for every 0 θ 1. Setting θ =
, we obtain
From the Young inequality and relation (3.5), More precisely, we see from (3.6) that δ has to be chosen such that We will determine n and consequently δ in the future. Now, it is easy to verify that
Let P = {a = t 0 < t 1 < ... < t m = b} be a partition of I such that t i − t i−1 = δ for 1 i m − 1 and t m − t m−1 δ. We can define a piecewise linear functionR bỹ
and consequently for τ, υ ∈ I with t k τ t k+1 ... t j υ t j+1 ,
From (3.9),
From (3.7), it is not hard to verify that
By (3.4) and our assumptions on X,
Since (j − k − 1)δ υ − τ and mδ r,
(1−β)(1−2α+κ) , we can find n and δ such that
and therefore R −ρ 2α;I ≤ 5ǫ.
SinceR is a piecewise linear function, we can find an R ∈ C ∞ (I, W ) such that sup s,t∈I
Using this R in the definition (3.3), we obtain ξ # − ψ # 2α;I ≤ ρ −R 2α;I + R − R 2α;I ≤ 6ǫ, thus the stated set is indeed dense.
Remark 3.11. In the applications we have in mind, γ < 1/2 can be choosen arbitrarily close to 1/2. Let α < 1/2 be given. Choose α < β < γ < 1/2 and 0 < κ < γ such that
Note that this can always be achieved by choosing β and γ close to 1/2 and κ close to 0. Since 1 − α < 1 and 1 − β > 1/2, this implies that
i.e. in this case, we can always find parameters such that the condition in Theorem 3.10 is satisfied. which is a consequence of the continuity of ϕ.
Note that so far, we worked with delayed rough path cocycles X which are defined on a continuous-time metric dynamical system (Ω, F , P, (θ t ) t∈R ). In Theorem 3.12, we saw that stochastic delay equations a priori induce discrete-time only. The reason is that we cannot expect that the flow property (1.18) holds in full generality for all times, cf. Theorem 1.19. Therefore, in what follows, we will continue working with discrete time only. From now on, whenever we consider cocycles induced by delay equations with delay r > 0, our underlying discrete-time metric dynamical system is given by (Ω, F , P, θ) with θ := θ r . We also use the notation ϕ(ω, ·) := ϕ(1, ω, ·) for the cocycle ϕ defined in (3.12).
Next, we describe a structure which will be useful for us. (ii) There is a countable subset ∆ 0 ⊂ ∆ such that for every ω ∈ Ω, the set {g(ω) : g ∈ ∆ 0 } is dense in E ω . (iii) For every g ∈ ∆, the map ω → g(ω) Eω is measurable.
Remark 3.14. Let us remark here that the former definition originates from us, we did not encounter a description of a measurable field of Banach spaces elsewhere in the literature. In fact, it is a mix of a measurable field of Hilbert spaces to be found e.g. in [Fol95,  Proposition 3.15. Let X : Ω → C γ (I, U ) be a stochastic process. Assume that there are α < β < γ and some κ ∈ (0, γ) such that (3.2) is satisfied. Then {D α,β X(ω) (I, W )} ω∈Ω is a measurable field of Banach spaces.
and set 
The integral is measurable since it is a limit of measurable Riemann sums. Measurability of ω → g s (ω) thus follows which finishes the proof.
Definition 3.16. Let (Ω, F , P, θ) be a measurable metric dynamical system and ({E ω } ω∈Ω , ∆) a measurable field of Banach spaces. A continuous cocycle on {E ω } ω∈Ω consists of a family of continuous maps
If ϕ is a continuous cocycle, we define ϕ(n, ω, ·) :
We say that ϕ acts on {E ω } ω∈Ω if the maps ω → ϕ(n, ω, g(ω)) E θ n ω , n ∈ N are measurable for every g ∈ ∆. In this case, we will speak of a continuous random dynamical system on a field of Banach spaces. If the map (3.16) is bounded linear/compact, we call ϕ a bounded linear/compact cocyle. Proof. Let ∆ be defined as (3.15) and take g ∈ ∆. Consider the solution y to
is measurable. Define
and recursively for n 1
By induction, one can show that ω → y Then Ω m is a measurable subset and Ω = m 1 Ω m . Fix m ∈ N and choose ω ∈ Ω m . Then (y n (ω)) n is a Cauchy sequence in the space D 
(t).
This implies that ω → y t (ω) is measurable for every t ∈ [0, r] on the subspace Ω m . Since m was arbitrary, measurability follows also on the space Ω. Note that y
and measurability of ω → y(ω) D X(ω) ([0,r]) follows. We can now repeat this argument to see that
is measurable for every n ≥ 0 which proves the theorem.
A Multiplicative Ergodic Theorem on a measurable field of Banach spaces
In this section, (Ω, F , P, θ) will denote a measurable metric dynamical system, ({E ω } ω∈Ω , ∆, ∆ 0 ) will be a measurable field of Banach spaces as in Definition 3.13 and ϕ a bounded linear cocycle acting on it, cf. Definition 3.16. Our goal is to prove a Multiplicative Ergodic Theorem (MET) in this abstract setting. The strategy we use is very close to the one introduced in two recent works, both proving an MET on a Banach space. The first one is due to Blumenthal [Blu16] , the second was written by González-Tokman and Quas [GTQ15] . We will refer to these works frequently. Note, however, that none of them gives a proof of the MET for cocycles acting on fields of Banach spaces. For that reason, the measurability assumption in these works is very different from ours, and we have to prove measurability for our objects in a completely different way. Furthermore, we do not assume reflexivity of the Banach spaces as in [GTQ15] .
We start with an easy observation.
Lemma 4.1. For every n ∈ N, the map
is measurable.
Proof. Using properties of ∆ and continuity of ϕ,
with the convention ∞ · 0 = 0. Since the fraction on the right hand side is a quotient of measurable functions and the supremum runs over a countable set, measurability follows.
Definition 4.2. Let V be a vector space. If we can write V as a direct sum V = F ⊕ H of vector spaces, we call it an algebraic splitting. We also say that F is a complement of H and vice versa. The projection operator π F H (v) = f with v = f + h, f ∈ F , h ∈ H, is called the projection operator onto F parallel to H. If V is a normed space and π F H is bounded linear, i.e.
The next lemma proves a further measurability result. The assumptions will be justified in the sequel.
Lemma 4.3. For ω ∈ Ω and µ ∈ R, define the subspace
Assume that there are real numbers µ 1 > µ 2 and a θ-invariant, measurable set Ω 0 ⊂ Ω of full measure with the following properties: (i) There is a number m ∈ N such that F µ2 (ω) is closed and m-codimensional for every ω ∈ Ω 0 .
(ii)
Then for every n ∈ N, the map
Proof. Fix n ∈ N. We claim that
holds for every ω ∈ Ω 0 where
We first show the inequality ≤ in (4.5) which, as we will see, is always true for all ω ∈ Ω and µ 2 ∈ R without further assumptions. Let ξ ∈ F µ2 (ω) with ξ = 1 and let l ∈ N. By definition, there is a number N l,ξ such that for k ≥ N l,ξ ,
and therefore
Since ξ and l were arbitrary,
To prove the converse inequality, choose ω ∈ Ω 0 and let H ω be a complement for F µ2(ω) such that
Let ǫ > 0. By the definition of A, we can find large enough l, k ∈ N and a ξ l,k ∈ B l,k ω for which
We use (4.2) to bound the term on the left hand side from below and (4.3) to bound the right hand side from above. Hence, for given δ > 0, choosing k and l larger if necessary, we obtain that
Thus, for large k and l, we see that
From (4.8), we therefore obtain
Since ǫ > 0 was arbitrary, we have proved (4.5).
For fixed g ∈ ∆ and l, k ∈ N set
Note that this set is measurable. From
with the convention ∞ · 0 = 0, we can conclude the measurability.
The next lemma is a version of [Blu16, Lemma 3.7]. Unfortunately, there was a gap in proof which, however, was corrected in a subsequent erratum 2 . We present a full proof here, using the strategy of the above mentioned erratum. where φ(ω) = max{φ 1 (ω), φ 2 (ω)}. Note that we can assume that Ω 1 is also θ-invariant, otherwise we can replace it by j∈Z (θ j ) −1 (Ω 1 ). Fix ω ∈ Ω 1 and assume that H ω ⊕ F µ2 (ω) = E ω . Let ǫ > 0. From (4.1) and (4.2), we can find an N ∈ N such that for n N ,
(4.13)
We prove (4.11) by contradiction. Assume there is a γ > 0 and a sequence n k ,
From (4.14), it follows that f k 3 ϕ(n k , ω, h k ) . Now for large n k , from (4.13) and (4.15),
Choosing p = n k and δ, ǫ small, we will have a contradiction.
The following definition is taken from [GTQ15] .
Definition 4.5. Let X, Y be Banach spaces. For x 1 , ..., x k ∈ X, we define
where d denotes the usual distance between a point and a subset in X. For a given bounded linear function T : X → Y and k ≥ 1, set
We summarize some basic properties of D k in the next lemma.
Lemma 4.6. Let X, Y, Z be Banach spaces and
Proof. The proof of (i) is straightforward, (ii) is proven in [GTQ15, Lemma 1].
The following Lemma is an analogue of [Blu16, Corollary 2.19].
Lemma 4.7. Let T : X → Y be a bounded linear map between two Banach spaces, x ∈ x i 1 i k and x i = 1. Then there exists a constant α k which only depends on k such that
Proof. Assume x x = 1 j k β j x j . Consequently, there exists 1 t k such that β t 1 k . Define y = (y 1 , . . . , y k ) as
It is not hard to see that this implies that
and, consequently,
Note that Vol V T (x 1 ), ..., T (x k ) = Vol V T (y 1 ), T (y 2 ), ..., T (y k ) so our claim follows from (4.17) and (4.18).
The next lemma is taken from [GTQ15] .
Lemma 4.8. Assume that X, Y are Banach spaces and that T : X → Y is a linear map. Let V ⊂ X be a closed subspace of codimension m. Then for k > m, there exists a constant C which only depends on k and m such that
Proposition 4.9. Let ϕ be a bounded linear cocycle acting on a measurable field of Banach spaces ({E ω } ω∈Ω , ∆, ∆ 0 ). Then for every n, k 1, the map
Proof. For k = 1, the claim follows from Lemma 4.6 and Lemma 4.1. Note that for ω ∈ Ω,
where we used the notationg i (ω) = g i (ω)/ g i (ω) , i = 1, . . . , k. It is therefore sufficient to prove that for fixed g 1 , . . . , g k ∈ ∆,
is measurable. For i 2, we have
The claim follows by definition of Vol.
Lemma 4.10. Under the same setting as in Proposition 4.9, let χ
Then there exists a measurable forward invariant set Ω 1 ⊂ Ω of full measure such that the limit
exists for every ω ∈ Ω 1 and k ≥ 1. Furthermore, Λ k (θω) = Λ k (ω) for every k ≥ 1, ω ∈ Ω 1 and Λ k (ω) is constant on Ω 1 in case the underlying metric dynamical system is ergodic.
Proof. From Lemma 4.6 and the cocycle property, 
for k ≥ 1, where we set Λ 0 (ω) := 0. We call λ k the k-th Lyapunov exponent of ϕ. Note that they are deterministic almost surely in case the underlying system is ergodic.
Remark 4.13. Following the same strategy as in [GTQ15, Theorem 13], one can show that (λ k ) k≥1 is a decreasing sequence.
The next lemma shows that the sequence (λ k ) does not have real cluster points in case the cocycle is compact.
Lemma 4.14. Let ϕ be as in Lemma 4.10. Furthermore, assume that it is compact. Then there is a measurable forward invariant subsetΩ ⊂ Ω with full measure such that for any ω ∈Ω and ρ ∈ R, there are only finitely many exponents λ k (ω) that exceed ρ.
Proof. We mainly use the ideas from the proof of [GTQ15, Theorem 13]. Let Ω 1 be the set provided in Lemma 4.10. For ω ∈ Ω, let B ω be the unit ball in E ω . Set G(ϑ, ν) := ω ∈ Ω 1 : ϕ(1, ω, B ω ) can be covered by e ϑ balls with sizes less than e ν . (4.23)
We claim that G(ϑ, ν) is a measurable subset. To see this, define
One can easily check that S(ω) is dense in B ω . Let p = e ϑ and define
It is not hard to see that
and consequently G(ϑ, ν) is indeed measurable. Since ϕ is compact, for any ν ∈ R, 
Since ǫ is arbitrary, we can find a set Ω 2 ⊂ Ω 1 of full measure with the desired property. Finally we put
The following proposition, a trajectory-wise version of the Multiplicative Ergodic Theorem, will play a central role in the proof of our main result. It is a slight reformulation of [Blu16, Proposition 3.4]. The proof is very similar to Blumenthal's original proof, but because of its importance, we decided to sketch it in the appendix, cf. page 44. (i) lim sup n→∞ log + T n = 0. (ii) For any k ≥ 1, the following limits exists:
assume that there is a number m < ∞ for which l := l 1 = . . . = l m > l m+1 =: l. Then the subspace
Remark 4.16. In the proof of the proposition above, we will also see that lim sup
holds.
We finally state the main result of this section, a Multiplicative Ergodic Theorem for cocycles acting on measurable fields of Banach spaces.
Theorem 4.17. Let (Ω, F , P, θ) be an ergodic measurable metric dynamical system and ϕ be a compact linear cocyle acting on a measurable field of Banach spaces {E ω } ω∈Ω in the sense of definition 3.16. For λ ∈ R ∪ {−∞} and ω ∈ Ω, define
Assume that
Then there is a measurable forward invariant setΩ ⊂ Ω of full measure such that: (i) For any ω ∈Ω and k 1, the limit
exists and is independent of ω.
(ii) Setting Λ 0 := 0 and λ k := Λ k − Λ k−1 with λ k = −∞ if Λ k = −∞, the sequence (λ k ) is decreasing. If the number of distinct values of this sequence is infinite, then lim k→∞ λ k = −∞. We denote the subsequence of distinct values by (µ j ) j 1 , which can be a finite or an infinite sequence, and m j will denote the multiplicity of µ j in the sequence (λ j ). If µ j ∈ R, m j is finite. (iii) For λ i > λ i+1 and ω ∈Ω,
Remark 4.18. The sequence (µ j ) is called the Lyapunov spectrum, the filtration of spaces
Proof. Note that (i) and (ii) are direct consequences of Lemma 4.10 and Lemma 4.14, hence we only have to prove (iii), (iv) and (v). The idea, as in [Blu16] , is to prove the consecutive statements for each Lyapunov exponent by induction, where Proposition 4.15 will play a central role. As in [Blu16] , we will only give the proof in case that the Lyapunov spectrum is infinite, the case of a finite Lyapunov spectrum is similar.
Let us start to formulate a result for the first Lyapunov exponent µ 1 . Consider Ω 1 ⊂ Ω as in Lemma 4.10. We may assume that (4.22) is also satisfied for every ω ∈ Ω 1 . Fix some ω ∈ Ω 1 and define V j := E θ j ω and T j := ϕ(1, θ j ω, ·). Note that, by definition, µ 1 = λ 1 = ... = λ m1 > λ m1+1 = µ 2 and µ 1 = Λ 1 , therefore F µ1 (ω) = E ω = V 0 . Proposition 4.15 now implies that for x ∈ F µ1 (ω) \ F µ2 (ω), we have lim n→∞ 1 n log ϕ(n, ω, x) = µ 1 and that
For the next step, we set V j := F µ2 (θ j ω) and
. Note that from the cocycle property, T j : V j → V j+1 . We claim that there is a measurable and θ-invariant subset Ω 2 ⊂ Ω 1 with full measure such that for any ω ∈ Ω 2 and k 1,
where we set m := m 1 for simplicity. Let Ω 2 ⊂ Ω 1 be a measurable subset with the properties stated in Lemma 4.4. Fix some ω ∈ Ω 2 . As a consequence of Lemma 4.8,
For n ∈ N to be specified later, let {f i } 1 i k ⊂ F µ2 (ω) be chosen such that f i = 1 for every i and
.., h m be a complement subspace for F µ2 (ω). We can assume that h i = 1 for all i. To ease notation, set ϕ n ω (·) := ϕ(n, ω, ·). By definition,
Consequently, by (4.36) and (4.37),
Note that, by definition of the projection operator, 1 Π Fµ 2 (θ n ω)||ϕ(n,ω,Hω) Π ϕ(n,ω,Hω)||Fµ 2 (θ n ω) + 1.
Choosing n large, using (4.33) and Lemma 4.4, we see that
and (4.34) is shown. We can now use Proposition 4.15 again with l = µ 2 , l = µ 3 and m = m 2 which proves that for ω ∈ Ω 2 and x ∈ F µ2 (ω) \ F µ3 (ω),
is not invariant under permutation, but all permutations are equivalent up to a constant which only depends on m 1 + m 2 , cf. the proof of Lemma 4.7. We may assume that H ω = h 1 , ..., h m1 is a complement subspace for F µ2 (ω) and that for m 1 + 1 j m 1 + m 2 , we have h j = g j−m1 + f j−m1 where g j−m1 ∈ F µ2 (ω) and f j−m1 ∈ H ω . It is not hard to see that G ω := g 1 , ..., g m2 is a complement subspace for
Together with Lemma 4.4 and (4.28) in Proposition 4.15, this implies that
Consequently, by (4.39),
This finishes step 2. We can now iterate the procedure and the general result follows by induction.
Conclusion
In this section, we formulate the main results of the article. We start with the linear case.
Theorem 5.1. Let (Ω, F , P, (θ) t∈R ) be an ergodic measurable metric dynamical system and X a delayed γ-rough path cocycle for some γ ∈ (1/3, 1/2] and some delay r > 0. Assume that there are α < β < γ such that (3.2) holds for some κ ∈ (0, γ). In addition, we assume that
Then we have the following:
(i) The equation
Then ϕ is a compact linear cocycle defined on the discrete ergodic measurable metric dynamical system (Ω, F , P, θ r ) acting on the measurable field of Banach spaces {E} ω∈Ω and all statements of the Multiplicative Ergodic Theorem 4.17 hold. In particular, a deterministic Lyapunov spectrum (µ j ) j≥0 exists and induces an Oseledets filtration of the space of admissible initial conditions D Proof. Theorem 3.12 together with Theorem 3.17 show that (5.2) induces a cocycle acting on a measurable field of Banach spaces given by the spaces of controlled paths. The estimate in Theorem 1.11 together with our assumption (5.1) show that the moment condition of the MET 4.17 is satisfied and the theorem follows.
We proceed with a result about the linearisation of a nonlinear equation. and Proposition 1.12 implies that ψ is compact. Furthermore, we can use the estimate provided in Theorem 1.11 to see that the integrability condition of Theorem 4.17 is satisfied which finishes the proof.
Finally, we apply our results for the Brownian motion.
Corollary 5.3. Theorem 5.1 and 5.2 can be applied for X being a two-sided Brownian motion B adapted to a two-paramter filtration (F t s ) and X being either B Itō or B Strat . In the former case, the solution to (5.2) coincides with the usual Itō-solution and in the later case it coincides with the Stratonovich solution of a stochastic differential equation almost surely in case the initial condition is F 0 −1 -measurable. Proof. The fact that B Itō and B Strat are delayed γ-rough path cocycles on an ergodic measurable metric dynamical system for every γ ∈ (1/3, 1/2) was shown in Theorem 3.7. Choosing γ close enough to 1/2, we can find α and β such that (3.2) holds. In Proposition 2.2, we saw that the integrability condition (5.1) is satisfied in the Brownian case, and we can indeed apply Theorem 5.1 and 5.2. The fact that the solution to (5.2) coincides with the usual Itō resp. Stratonovich solution was shown in Corollary 2.4.
We close this section with a few remarks.
Remark 5.4.
(1) As already mentioned, it is not hard to prove Theorem 5.1 and 5.2 for a vector of delays 0 < r 1 < . . . < r m in which case the equation reads dy t = σ(y t , y t−r1 , . . . , y t−rm ) dX t .
In that case, the largest delay r m will play the role of r. It is also straightforward to include a smooth and bounded drift term in the equation by adding the function t → t as a smooth component to the process X. Including unbounded drifts is more challenging, cf. [RS17] for a discussion regarding equations without delay. y t+s (ω) = Λ almost surely. It is a natural question to ask whether Λ coincides with the largest Lyapunov exponent provided by Theorem 5.1. The answer is affirmative and will be discussed, together with related results, in a subsequent work. (3) Theorem 5.1 and 5.2 are formulated in a generality which opens the possibility to apply the results for a much larger class of driving processes X. For instance, [NNT08] prove that the fractional Brownian motion possess a "canonical" delayed Lévy area using the RussoVallois integral [RV93] . However, this approach does not directly show that the fractional Brownian motion has a canonical lift to a delayed rough path cocycle since we used that such lifts are limits of smooth convolutions, cf. the proof of Theorem 3.7 where we used Theorem 2.9. However, it is possible to show that the delayed Lévy area for the fractional Brownian motion defined through the Russo-Vallois integral is also a limit of smooth convolutions. This fact even holds for a significantly larger class of Gaussian processes and will be discussed in another future work. Other possible drivers in Theorem 5.1 and 5.2 are semimartingales with stationary increments and good integrability properties. (4) Theorem 5.1 proves a result about the linearisation of an equation which has a constant, deterministic path as a fixed point. This can be generalized to random paths which induce random fixed points. The concept needed here is called stationary trajectory and was successfully applied in [MS99] for stochastic differential equations and in [MS04] for non-singular stochastic delay differential equations, cf. [MS04, Chapter 2] for the precise definition and a discussion. Stationary trajectories are closely related to invariant measures for random dynamical systems [Arn98, Chapter 1]. We decided not to talk about stationary trajectories in the present work because using them would make it necessary to add significantly more material, for instance, a discussion about non-autonomous linear stochastic delay differential equations. Furthermore, at the present stage, we do not know an example of a delay equation possessing a stationary trajectory which is not deterministic. We therefore leave the discussion of stationary trajectories and their relation to invariant measures for coycles acting on measurable fields of Banach spaces to future work. (5) It is possible to use the language of Hairer's Regularity Structures [Hai14] to reformulate our results. In that case, the space of controlled paths has to be replaced by the space of modelled distributions. We decided to use the language of rough paths here because less theory is needed and we can directly rely on prior work such as [NNT08] . However, it might be useful to use regularity structures when studying further properties of singular stochastic delay equations in the future.
Appendix A. Stability for rough delay equations
In the following, we sketch the proof of Theorem 1.9. The strategy is the same as in [NNT08, Theorem 4.2].
Proof of Theorem 1.9 (sketch). For simplicity, we assume that U = W = R. By definition, 
