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ABSTRACT
A relation is a mapping from a topological vector space X
into the power set 2Y of another topological vector space Y (X and
Y may be equal). Some conditions are added on the graphs of
relations to obtain some special types of relations such as convex
relations, convex processes, and closed convex processes, etc.
Indeed, convex relations and convex processes are natural
generalizations of linear operators. From this point of view,
some classical results on linear operators may be extended to
these kinds of relations. In classical functional analysis, the
Open Mapping Theorem (for linear operators) is one of the most
important theorems. However, K.F. Ng [6] and S.M. Robinson [7]
have considered this theorem for the case of convex processes.
Following the work of J.M. Borwein, this theorem will be extended
to the case of CS-closed relations in this thesis. One of the
applications of this theorem is to generalize the classical Closed
Graph Theorem to the case of convex processes.
R.T. Rockafellar [9] has introduced the adjoint convex
processes of a relation between two finite dimensional vector
spaces. Indeed, these definitions can work on the case of
infinite dimensional topological vector spaces. Whenever a
relation T, which is from X into 2Y, is given, its adjoint convex
processes must be a closed convex processes from the topological
dual space Y of Y into the power set 2 of the topological dual
space X. Following the recent work of J. M. Borwe in, the
classical Closed Range Theorem (for linear operators) will be
generalized to the case of convex processes.
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Throughout this thesis, X, Y and Z will usually denote real
topological vector spaces and X*, Y* and Z* the corresponding
topological dual spaces endowed with the weak-star topologies
unless stated otherwise.
Convex processes in the finite dimensional case were first
introduced by Rockafellar in [8] and [9]. Subsequently, Ng [6] and
Robinson [7] have extended this idea to infinite dimensional
topological vector spaces and established an Open Mapping Theorem.
In this thesis, following the works of Borwein [2], we
release the conditions for convex processes to study convex
relations between topological vector spaces. Moreover, we define
two types of adjoint convex processes of a relation and study
their properties.
Some preliminary results and definitions are given in section
1. Furthermore, from two given relations, we construct some new
relations such as the convolution, intersection, sum, composition
and product. At the end of this section, we give some rules to
calculate the inverses of the above relations.
In section 2, we introduce the concepts of lower semi-
continuity and openness of a relation. A convex relation which is
2lower semi-continuous at a point in its graph is lower
semi-continuous throughout the core of its domain. However, it may
not be true for a general relation. We also study the
continuities of the sum, composition, and convolution of two
relations.
Following Robinson [71, we define the norm of a convey
process in section 3. We discuss the relation between the norm of
the sum (respectively composition, convolution and intersection
of two convex processes and the norms of these processes.
Moreover, we conclude that the smaller the set, the greater the
norm. We end up this section by considering the relation betweer
the norm and the continuity of a convex process.
Open Mapping Theorem and Closed Graph Theorem have been
studied by many people. In section 4, we study an Open Mapping
Theorem for CS-closed relations. Applying the Open Mapping
Theorem, we obtain a Closed Graph Theorem for convex processes.
The second objective of this thesis is to study adjoint
convex processes. We define two types of adjoint convex processes
of a relation in section 5. Furthermore, some preliminary results
about adjoint convex processes of a relation are also discussed.
In section 6, we study a Lagrange Multiplier Theorem given by
Borwein [1]. However, we only need a special form of his theorem.
By using this theorem, we prove the reverse inclusion of (5.1) in
Propos i ton 5.5.
3In the theory of linear operators, there is a Closed Range
Theorem concerning the relation between the range of a linear
operator and that of its adjoint. In section 7, we extend this
theorem to the case of convex processes.
In section 8, we give explicitly some calculation rules for
the adjoint processes of the product, composition, sum,
convolution and intersection of two relations.
The last two sections of this thesis are some applications.
In section 9, we apply the theory of convex relations to prove the
weak and strong duality theorems of convex programming. Moreover,
in section 10, we apply the Closed Range Theorem to give some
characterizations of the algebraic sum of two closed convex cones,
extending some recent results of Luxemburg [5].
§1 Preliminaries and Definitions
In this section, some preliminary results and definitions
which will be used frequently in sequel will be given. Whenever
two relations are given, we can define their convolution, sum,
intersection, composition and product. Moreover, their inverses
will be discussed at the end of this section.
First of all, we state the definition of a relation
(set-valued map) between topological vector spaces and identify it
with its graph.
Y
Let T : X 2 be a relation. We may identify T with its
graph (T) Q X x Y which is defined by
On the other hand, any subset of X x Y may be considered as the
graph of exactly one relation between X and Y. The domain 2)(T) of
T is defined by
Y
For a given relation T : X 2 , we define its inverse
that is,
Thus,
5Now, we define the range 9Z(T) of T as D(T-1). In fact,
The kernal N(T) of T is defined as T-1(0). Furthermore, for any
subset C of X, we define
Henceforth, we write a relation T: X Y instead of
for convenience.
Definition 1.1: Let T: X Y be a relation. We say that
T is:
(a) a closed relation if its graph is a closed set
(b) a convex relation if its graph is a convex set
(c) a convex process if its graph is a convex cone
(d) a closed convex process if its graph is a closed convex
cone.
Remark: From the above definitions, we conclude that:
a relation T: X) Y is said to be convex if
A convex relation is a convex process if
Defintion 1.2: Given a relation T, we define
(a) the smallest closed relation c1T containing T by
6where cl denotes the closure
(b) the smallest convex relation coT containing T by
where co denotes the convex hull
(c) the smallest convex process prT containing T by
where cone denotes the conical hull.
Remark: A relation T is closed if and only if clT= T.
Similarly, a relation T is convex (respectively
convex process) if and only if coT= T (respectively
prT= T).
Whenever two relations are given, we can construct some new




a the convolution SoT: X Y by
(b) the sum S+T: X Y by
(c) the intersection SnT: X Y by
7Remark: Note that the convolution corresponds to adding
graphs and the sum to adding images. Moreover, we
have
Definition 1.4: Let T: X Y and S: Y Z be
relations. We define the composition ST: X Z by
Definition 1.5. Let S: X Y and T. X Z be
relations. We define the product (S, T): X--- Y x Z by
Remark: Note that if S and T are convex (respectively convex
process) then so are their convolution,
intersection, sum, composition and product.
However, the closed property need not be preserved.
For instance, it is possible for the convolution of
two closed convex processes not to be closed. In
section 10, we will discuss the sum of two closed
convex cones
Before ending this section, we state some calculation rules
to calculate the inverses of the convolution, sum, intersection,
composition and product of two given relations.
8Lemma 1.6: Let S: X Y and T: X Y be relations.
The
Proof: (a) The result follows from the following equivalent
statements:
Lemma 1.7: Let T:Y ana S: Y 2 be relations.
Then
9Proof: Consider the following equivalent statements.




§2 Continuity of Relations
In this section, we will discuss the lower semi-continuity
and the openness of a relation. Like the continuity of a linear
operator, a convex relation which is lower semi-continuous
(respectively open) at some point in its graph will be lower
semi-continuous (respectively open) throughout the core of its
domain (respectively range). However, it may not be true for a
general relation. Furthermore, we will also discuss the
continuities of the sum, composition, and convolution of two given
relations (which have been defined in section 1).
Now, we begin this section by introducing the concepts of
lower semi-continuity and openness at a point in the graph (cf.
Borwein [2]).
Defintion 2.1: Let T: X Y be a relation. Then we say
that T is open at (xo, yo) E 9(T) if given any neighbourhood U of 0
in X one can find a neighbourhood V of 0 in Y with
Similarly, T is lower semi-continuous (LSC) at (x0,y0) E (T) if
given any neighbourhood V of 0 in Y one can find a neighbourhood U
of 0 in X with
Thus, in particular, x0 is in the interior of V(T).
If T is open at (x0, y0) for each x0 T-1(y0), then we say
that T is open at y0. Similarly, T is LSC at x0 if T is LSC at
(x0, y0) for each y0 E T (x0).
Lemma 2.2 : Let T : X Y and S : Y Z be relations.
Then
(a) T is open at CxQ,y ) if and only if T 1 is LSC at
(b) T is open at yQ if and only if T is LSC at y .
(Vxo)
(c) If T is open (respectively LSC) at (x0yQ) and s is open
(respectively LSC) at (y ,z ) then ST is open
oo
(respectively LSC) at (xo,zq).
Proof : (a) Note that (2.1) is eauivalent to
Hence, the result follows immediately.
(b) The result follows from the definition and (a).
(c) It suffices to prove the open case. The result of the
LSC case follows from Lemma 1.7(a), part (a) and the open case.
Now, take a neighbourhood U of 0 in X, there exists a
neighbourhood V of 0 in Y with
since T is open at (x0yQ)- Furthermore, for this V, there exists
a neighbourhood W of 0 in Z with
since S is open at (yo»z0 Combine these results, we have
This shows that ST is open at (xo,zq).
Corollary 2.3 : Let T : X Y be a relation. Let f be a
continuous real-valued function on X. Suppose that T is open at
0. Then fT_1 is LSC at 0.
Proof : By Lemma 2.2 (b), T is LSC at 0. We regard f as a
relation from X into [R. Then the continuity of f implies that f
is LSC at every point. Consequently, by Lemma 2.2 (c), the
-1
composition fT is LSC at 0.
As we know, for a linear operator, whenever it is continuous
at 0, it is continuous on its domain. However, there is a similar
property for a convex relation. But it is possible for a general
relation T to be LSC at some y in T(xq) but not at every y. We
conclude this property in the following proposition.
Proposition 2.4 : Let T : X Y be a convex relation. If T
is open at (x0yQ) then it is open at yQ as well as at any other
point of core ft(T). Similarly, if T is LSC at (x0yo) then it is
LSC at x as well as at any other point of core 2)(T).
o
Proof : Like the Lemma 2.2(c), it suffices to prove the open
case.
Suppose that a neighbourhood W of 0 in X is given. Take a
balanced neighbourhood U of 0 in X with U + U £ y. Since T is
To complete the proof, it suffice to
Then there exist
show that T is open at (xy.
open at (x0yo) f°r this U, there exists a neighbourhood V of 0
in Y such that
So,
Now, take
(since T is convex)
Then we have
(since T is convex)
(since U is balanced)
This shows that T is open at (X1»Y1) with y e core ft(T).
Whenever T is open at some (x ,y ) e S(T), y is in the core
o o o
of !R(T) and hence T is open at y .
Given two relations T and T , we say that T Q T if and12 12
only if £(T ) £ §(T ).1 2
Lemma 2.5 : Let T , T_ : X Y be relations. Suppose that
1 2
T is LSC (respectively open) at (x , y ) and T c j Then T isU U 1 o
LSC (respectively open) at (x0yo)-
Proof : It suffices to prove the lower semi-continuous case.
Take a neighbourhood V of 0 in Y. Since T is LSC at (x ,y ), for
1 o 'o
this V, there exists a neighbourhood U of 0 in X such that
Since and hence
This shows that
Corollary 2.6 : Let T be a relation from X into Y and let T
l 2
be a convex relation from X into Y. Suppose that T is LSC at
x € 2)(T ) (respectively open at y € ft(T )) and T Q T . Then T
oi 'o 1 12 2
is LSC at xq (respectively open at y ).
Proof : It suffices to prove the lower semi-continuous case.
Take y € T (x ). Since T is LSC at x , in particular, T is LSC
°o l o l o' r 1
at (x ,y ). Since T is convex, by Lemma 2.5 and Proposition 2.4,0 0 2
T is LSC at x .
2 o
Now, we collect up some properties about the continuities of
the convolution, product, sum and composition of two given
relations in the following propositions.
Proposition 2.7 : Let S and T be relations from X x Y into Z.
Suppose that
(i) S(x , . ) is LSC (respectively open) at (y , z ); and0 0 0
(ii) T(. , yi) is LSC (respectively open) at (xz.
Then SdT is LSC (respectively open) at (xq + xiyQ + yizQ + z.
In particular, if SnT is convex then it is LSC (respectively
open) at (x + x , y + y ) (respectively at (z + z )).U 1 o 1 0 1
Proof : The last statement follows once from Proposition 2.4.
Same as before, it suffices to show the lower semi-continuous
case.
Now, let W be a neighbourhood of 0 in Z. Take a
neighbourhood W of OinZwithW + W Q W. By the assumptionsl 11
(i) and (ii), for this W , we take neighbourhoods U and V of 0 in
X and Y respectively such that
and
Therefore,
for all u 6 U and v G V. Consequently,
for all u G U and v € V. This implies that
for all u g U and v e V. This implies that SnT is LSC at
Definition 2.8 : We say that T is strongly open at (xo,zq) if




(i) S is open at yQ; and
(ii) T is LSC at xq g S (yQ) and strongly open at
Then (S,T) is open at (yQz ).
Moreover, if Y = Z then S + T is open at y + z .
17 o o
Proof : By Proposition 2.4, it suffices to show that (S,T) is
open at (x0»(Y0ZQ)) • Since T is strongly open at (xozq), there
exists a balanced neighbourhood W of 0 in Z such that
Since T is LSC at (x ,z ), for this W, there exists a
o o
neighbourhood U of 0 in X such that
Now, fix a neighbourhood U of 0 in X. Take a balanced
neighbourhood U of 0 in X with U Q U r U . Since S is open at2 2 1
(xQ,yo), for this U , there exists a balanced neighbourhood V of 0
in Y such that
To complete the proof, we have to show that
Take an element (v,w) e (V,W). Then, we have
for some
This implies that




Moreover, if Y = Z, then S+T is open at y + z . In fact,
''o o '
S+T is the composition of the product (S,T) of S and T and the
addition map from Y x Y into Y which is open.
Proposition 2.10 : Let S and T be relations from X x X into
1 2
Z and Y respectively. Fix a point (x ,x ) in .Y(S) and suppose1 2
that
(i) S(.,x ) is open at 0; and
(ii) T(.,X2) is LSC at x .
-1 -1
Then the composition TS is LSC at 0 provided TS is convex.
Proof : It suffices to prove that TS is LSC at (0,y) for
-1
some y e TS (0).
Since S(.,x ) is open at 0 and 0 € S(x ,x ), for this there2
exists a neighbourhood W of 0 in Z such that
-1
Take y e T(x ,x ) £ TS (0) and a neighbourhood V of 0 in Y.1 2
Since T(.,x ) is LSC at x , there exists a neighbourhood U of 0
2 1 1
in X such that
l
Now, take z e W, there exists an x in xi + U such that
we have
-1
This shows that TS is LSC at 0.
19
§3 Normed Convex Process
In this section, we will consider convex processes between
normed linear spaces. According to Robinson [7], we can define
the norm of a convex process which is similar to that of a linear
operator. In fact, it is a generalization of the case of linear
operators. Furthermore, some propositions and properties about
the norm of a convex process will be discussed. We have defined
some new relations from two given relations in section 1 such as
the sum of two relations. So, we will consider the relation
between the norm of the sum (respectively composition, convolution
and intersection) of two given convex processes and the norms of
these processes. Finally, we will disscuss the relation between
the norm and the continuity of a convex process.
According to Robinson [7], the norm of a convex process can
be defined as follows.
Definition 3. 1: Let X and Y be normed linear spaces and T a
convex process from X into Y. We define the norm of T by
Remark: For a subset A of a normed linear space X, we write
By using this notation, we can shorten the
expression of the norm of a convex process. On the
other hand, we note that this definition is a
generalization of the norm of a linear operator. In
fact, if we regard a linear operator as a convex
process, two norms of the linear operator coincide.
Definition 3.2 : A convex process between normed linear
spaces is called normed if its norm is finite.
Proposition 3.3 : Let X and Y be normed linear spaces and T a
convex process from X into Y. If x € 2)(T) then for any e 0,
there exists an y € T(x) such that
And hence,
Proof : It is trivial for the case IITil = +co or x = 0. So, we
assume that T is normed and x 0. Now, as T is a convex process,
with norm 1 whenever Thus, for any
there exists an y'
Hence,
Take y = llxll y' which is in T(x) and the result follows.
Since
Since e is arbitrary,
21
Lemma 3.4: Let X and Y be normed linear spaces and T a
convex process from X into Y. Suppose that A D(T). Then
Proof: It is trivial for the case that A is empty. Suppose
that A is non-empty. Take X A. Then
Thus,
By Proposition 3.J, we have
Conseciuent 1 v. byassin the i of i mum. we have
Lemma 3. 5: Let X be a normed linear space. Suppose that A
and B are subsets of X. Then
Proof: Either A or B is empty, this inequality is trivially
true. So, we may assume that both A and B are non-empty. Then
for any x A and Y B, x+ y A+ B. Thus,
Hence,
Proposition 3.6: Let X and Y be real normed linear spaces.
Suppose that S and T are normed convex processes from X into Y.
Then
22
Proof: (a) Note that for any x E D(S+T) with llxll <1,
In fact, by Lemma 3.5, we have
It follows from the remark of definition 1.3 that
Since llxll 1, by Proposition 3.3, we have
Consequently, by passing the supremum,
(b) Note that for any A E FR,
In fact, it is clearly true for = 0. So, suppose that 0,
Then,
Proposition 3.7 : Let X, Y and Z be normed linear spaces and
let T : X Y, S : Y Z be convex processes. Then
Proof : Take x € 2)(ST) with llxll 1. Then, by Lemma 3.4, we
have,
Note that 2)(ST) Q 2)(T). By Proposition 3.3, we have
Since llxll as 1, by passing the supremum, we have
We are going to dicuss the relation between the norm of the
convolution (and the intersection) of two given convex processes
and the norms of these processes.
Theorem 3.8 : Let X and Y be normed linear spaces. Suppose
that S and T are convex processes from X into Y and
Then
Proof : It follows from the remark of definition 1.3 that
D(SnT) = 2)(S) + 2)(T). By assumption,
and
2(SdT) = 2)(S) + 2)(T) = Z)(S) + Z)(S) = Z)(S).





Theorem 3.9 : Let X and Y be normed linear spaces. Suppose






Consequently, by passing the
Remark : Note that the convolution and the intersection play
the role of minimum and maximum for the norm of
convex processes. Roughly speaking, the smaller the
graph, the greater the norm. We state explicitly in
the following corollary.
Corollary 3.10 : Let X and Y be normed linear spaces. Suppose
that S and T are convex processes from X into Y such that
(i) S Q T; and
(ii) DCS) = D(T).
Then
Proof : Since S Q T, SnT = S. By Theorem 3.9, the result
follows immediately.
Finally, we conclude this section by considering the relation
between the norm and the continuity of a convex process (cf.
Robinson [7]).
Theorem 3.11 : Let X and Y be normed linear spaces and T a
convex process from X into Y. Then the following statements are
equivalent:
(a) T has a finite norm.
(b) T is open at 0.
(c) T is LSC at 0.
Proof : (a) = (b) Let V be a neighbourhood of 0 in Y. Take
some 1) 0 such that
Let e be so small that IITile iq2. Take an x € B(0;e) n 2)(T).
Then, by Proposition 3.3, there exists an y € T(x) such that
That is, y = B(0;tj). Hence,
-1
This implies that T is open at 0.
(b) =» (c) By Lemma 2.2(b), the result follows.
(c) = (a) Let By be the open unit ball in Y. Since T is LSC
at 0, there exists a neighbourhood U of 0 in 2)(T) such that
Now, take x e Z)(T) with llxll 1. Then, as U is a neighbourhood of
0 in 2)(T), there exists an a 0 such that
So,
Hence, there exists an y
and
By passing the supremum, we have
This shows that T has a finite norm.
§4 Open Mapping Theorem and Closed Granh Theorem
As we know, the classical Open Mapping Theorem [11, p.212] is
a fundamental and important theorem in Functional Analysis.
However, this theorem has been generalized by many people in
different situations such as Ng [6] and Robinson [7]. In this
section, we will discuss this theorem for the case of CS-closed
relation. Furthermore, we will apply this theorem to prove a
generalized Closed Graph Theorem.
First of all, we begin by stating the definition of CS-closed
relation (cf. Jameson [4]) as follows.
Definition 4.1 : Let A be a subset of a vector space X. By a
convex series of elements of A we mean a series of the form
00 CO
y A a , where a g A and A 0 for each n with V A =1. We
n n n n n
n=l n=l
say that A is CS-closed if it contains every convergent convex
series of elements of A.
Definition 4.2 : A relation is CS-closed if its graph is.
Lemma 4.3 : Every closed convex relation with (0,0) belonging
to its graph is CS-closed.
Proof : Let T be a closed relation with 0 e T(0). Consider
Since T is convex, the partial sum belongs to (T).
By closeness of T, the limit also belongs to (T).
Consequently, T is CS-closed.
Theorem 4.4 (Generalized Open Mapping Theorem) : Let X and Y
be complete metrizable topological vector spaces and T a CS-closed
relation from X into Y. Then T is LSC throughout core 2)(T) and
open throughout core ft(T).
In particular, the result still holds for T as a closed
convex relation.
Proof : We may assume that 0 e core ??(T) and 0 e T(0), by
translation. Since every CS-closed relation must be convex, it
suffices to prove that T is open at (0,0).





Note that T(U ) is
n
absorbing. In fact, for any y € Y, we have
for some 0 A 1 since 0 e core ft(T). So,
for some x = 2)(T). Since U is absorbing,
n
for some 13 0.
Case I : 0 3 1
Case 11 : 13 1





It follows that T(U ) is absorbing and, hence, so is D . Then we
n n
have
By the Baire Category Theorem, some multiple of D has interior
n
and hence D has too.
n
Now let x be in the interior of D . Take a balanced
n n
neighbourhood base {V } of 0 in Y with the following properties:
n
and hence
By (i), we have
for each n £ 1. From this result, we have
Let v be in V . Then there exist y € T(u ) with u e U and
22 2222
v e V such that
3 3
For this v there exist y € T(u ) with u e U and v e V such
2 3 3 3 3 4 4
that
Continue this process, we have
where y. e T(u.) with u. g (note that y does not depend on n).
Since V is decreasing, we haver
On the other hand, we have
This shows that is a Cauchy sequence and hence
exists, say u . Moreover, u e U . Thus, as y e T(u ) and T is
o 0 1 i i
CS-closed, we have
Consequently, as v is arbitrary, we have2
Similarly, we have
for each n 1 and so T is open at (0,0).
By Lemma 4.3, the result still holds for closed convex
relations.
Corollary 4.5 : Let X and Y be complete metrizable
topological vector spaces. Let T : X » Y be a closed convex
process from 2)(T) onto Y. Then T is open.
Proof : If T is a convex process, then
ft(T) = Y 0 e core IR(T).
Hence, the result follows immediately.
The first application of the Generalized Open Mapping
Theorem, which will be used frequently later, is to prove the
Generalized Closed Graph Theorem.
Theorem 4.6 (Generalized Closed Graph Theorem) : Let X and Y
be complete metrizable topological vector spaces. Let T : X Y
be a convex process. Suppose that 2)(T) is a vector subspace of X.
Then the following statements are equivalent:
(a) §(T) and 2)(T) are closed;
(b) T is LSC at 0 and 5TT) is closed;
(c) T is LSC at 0, 2)(T) is closed and T(x) is closed for all
x e 2)(T).
-1
Proof : (a) = (b) Since (T) is closed, T is a closed
convex process from ft(T) onto 2)(T) which is assumed to be a closed
vector subspace of X. By the Generalized Open Mapping Theorem,
open at 0. Hence, by Lemma 2.2(b), T is LSC at 0.
(b) = (c) It suffices to prove that 2)(T) is closed.
Take a sequence {x in 2)(T) with x x e X. Take a
n n
neighbourhood base {V ofO in Y such that
n
Since T is LSC at 0, for each n, there exists a neighbourhood U
n
of 0 in X such that
Without loss of generality, we may assume that
whenever i, j n. In fact, since {x is a Cauchy sequence, forII
each n, there exists a positive integer N such that
We may suppose that {N } is increasing with n. Then we may use
n
{x } instead of {x } if necessary. Since 2)(T) is a vectorN n
n
subspace, we have
By (), for each n, there exists y e T(x - x ) n V . Take
n n+1 n n
z € T(x ) and define
1 l
Since T is a convex process,
Consider
for all n, k 1. So, {z} is a Cauchy sequence and Y is
complete, {z } converges to z € Y. Hence, (x ,z ) converges to
n n n
(x, z) € (T) since (T) is closed. Therefore, x e 2)(T).
Since T is LSC at 0, for each n, there exists a neighbourhood U
n
of 0 in X such that
Then there exists a sequence
Since for each k, there exists n such that
k
And hence, for each k,




Hence, since T(x) is closed,
This shows that (x,y) e (T).
§5 Adjoint Convex Processes
In this section, we will extend the definition of adjoints of
linear operators in two ways for relations so called adjoint
convex processes. These two types of processes correspond to
Rockafellar's [9] sup and inf types of processes. We will see
that adjoint processes of a relation must be a closed convex
process. Moreover, some preliminary results about adjoint
processes of a relation will be given. We will also discuss the
inverses of adjoint processes and the adjoint processes of the
inverse of a relation. Finally, we will consider the relation
between the polar and the adjoint process.
Firstly, for any subset A of X, we define three sets in X as
follows:
and
We usually call A° the polar of A and A+ the polar cone (or dual
cone) of A.
Do-Fi ni t.i on 5. 1 be a relation. We define
its adjoint process T
We also define T
Remark : According to our convention made on page 5, T and
X
T are mappings from Y into 2 . On the other
hand, these definitions correspond to Rockafellar' s
sup and inf types of processes. For
single-valued linear maps, each of these adjoint
processes coincides with the adjoint operator.
Lemma 5.2 : Let T : X » Y be a relation. Then
PrTo-P
Prooosition 5.3 : Let X and Y be locally convex spaces. Let
be a relation. Then
In particular, if T is a closed convex process then
Pr-oof
Since X x Y is a locally convex space, we have
This shows that S((T )) = STpr T). The other equality can be
shown similarly. In particular, if T is closed convex process,
£
then pr T = T and hence (T = T.
Y are locally convex spaces.
ProDosition 5.4 be a relation. Then
provided that X and








(b) By (a), we have
As X and Y are locally convex spaces, it follows from Proposition
5.3 that,
The other equality can be obtained from the following equivalent
statements:
(c) It suffices to show that T is a w -closed convex
process. Indeed, (T ) is a w -closed convex cone in Y x X
since (y ,x ) g STT ) if and only if (-x , y ) e STT) which is a
w -closed convex cone in Y x X .
(e) Apply (d) to T we have
Hence,
We end up this section by showing a proposition concerning
the relation between the polar and adjoint process. Here,
however, is only a set inclusion. We will see the reverse
inclusion later by adding some conditions and using a so-called
Lagrange Multiplier Theorem which will be discussed in §6.
Prooosition 5.5 be a relation and C a
subset of Y. Then
Proof




§6 Lagrange Multiplier Theorem
As mentioned before, we will add more conditions to obtain
the reverse inclusion of (5.1) in Propostion 5.5. But, we need a
Lagrange Multiplier Theorem which is given by Borwein [1].
However, we suffice to prove a special form (Theorem 6.5) in our
situation.
We begin with some propositions that are needed in the proof
of the Lagrange Multiplier Theorem.
Recall that g is a convex function on X if
Proposition 6.1 : Let g : be a function on X. We
associate a relation T
g
defined by
Then g is a convex function on X if and only if T is a convexg
relation.
Proof : Note that (T ) is the epigraph of g (cf. [9, p.23]).
g
As we know, g is convex if and only if the epigraph of g is
convex. Hence, the result follows.
Proposition 6.2 : Let g be a convex function on X
and T
g
a relation defined as in Proposition 6.1. Then
Tg is LSC at 0 if and only if g is continuous at 0.
Proof : (=) We regard g as a relation from X into OR. By
assumption, g Q T and g is LSC at 0. Hence, it follows from
o
Lemma 2.5 that T is LSC at 0.
g
Conversely, for any e 0, take V = (-e,e) as a
neighbourhood of 0 in IR. Since T is LSC at 0, there exists a
g
symmetric neighbourhood U of 0 in X such that
Therefore, for x e U, there exist r € R+ and v e V such that
This shows that
for all x € U. On the other hand, as g is a convex function on X,
for all x € X. Indeed,
Thus, for x e U,
since U is symmetric. This implies that g is continuous at 0.
Now, we state and prove (in our notations) a Hahn-Banach
Theorem given by Holmes [3, p. 19]. In his proof, A is the
epigraph of g and (x0tQ) is chosen from A. The statement Since
the second term here is positive is wrong because t may be equal
to s(x ) and hence t - g(x ) may be equal to zero. However, this
0 o 0
minor mistake is corrected in our proof by taking a suitable A.
Theorem 6.3 : Let X be a vector space and g a convex function
on X. Let M be a vector subspace of X. Suppose that f is a
linear functional on M and f g on M. Then there exists a linear
extension f of f such that f g on X.
Proof : Consider
Let B be the graph of f in the space X x IR. By hypothesis, B is a
vector subspace of X x IR disjoint from the convex set A. Note that
Indeed, take (xo,tQ) = A and (x,t) e Y. Then, for 0 A 1,
Since (x0tQ) € A, tQ - g(xQ) 0- Hence, for sufficiently small
A, the right hand side becomes negative. This shows that (x0tQ)
lies in core A. Then, by the Corollary [3, p. 15], there exist a
linear functional $ on X x IR and a e IR such that
for all (xt' ) € B and (x,t) e A. Since B is a vector subspace,
a = 0. So, $ 0 on A. Since (0,t) e A, for sufficiently large
and hence c := $(0,1) 0. Note that
So, we define
Clearly, f is a linear functional on X. Note that
In fact, if g(x) t, then (x,t) e A and hence, 3(x,t) 0. This
implies that $(x,0) + $(0,t) 0. By the definition of f, we have
f(x) t. Thus, f g on X. To complete the proof, we have to
show that f = f on M. Since $ = 0 on B,
for all me M. Hence,
This implies f = f on M.
Note that for two relations
whenever y
°i
Theorem 6.4 : Let T : X be a convex relation. Suppose
that T is LSC at 0 and T(0) 0. Then, there exists an f € X
such that
Proof : We define S := cone T. By Corollary 2.6, S is LSC at
0. Hence, as S is a convex process, 2)(S) = X.
Now, we define g : X
Since S is a convex process,
As T(0) 0, SCO) 5: 0. Thus, any point in -S(-x) is a lower bound
for S(x) for each x e X. Hence, g(x) exists and is finite. Note
that g is a convex function on X. Indeed, for x , x in X and
1 2
Thus,
By passing the infimum,
Hence, g is a convex function on X. By Theorem 6.3, there exists
a linear functional f on X such that
In particular,
To complete the proof, we have to show that f is continuous at 0.
We consider the relation T : X IR defined by
Since f is linear, by Proposition 6.1, T is a convex relation.
On the other hand, S Q T since
Hence, by Corollary 2.6 and Proposition 6.2, Tf is LSC at 0 and
hence f is continuous at 0.
Theorem 6.5 (Lagrange Multiplier Theorem) : Let X and Y be
topological vector spaces and let T : X Y be a convex
relation. Let f be a function from X into IR. Consider
-1
Suppose that the composition fT is convex and LSC at 0. Then
there exists an y e Y such that
Proof : Consider the relation S : = fT 1 - p. Since fT 1 is
convex and LSC at 0, S is also. Note that, by the definition of
p, S(0) 0. By Theorem 6.4, there exists an y e Y such thatl
Take y e T(x). Then,
This shows that
Hence, take y = ~y » the result follows.
Now, we have to prove the reverse inclusion of (5.1) in
Proposition 5.5 by adding the conditions that S (in Theorem 6.6)
is relatively open at 0 and T is a convex process.
Theorem 6.6 : Let T : X Y be a convex process and C a
convex subset of Y containing 0. Suppose also that the relation
Y defined by
is relatively open at 0. Then
Proof : By Proposition 5.5, it suffices to prove that
Let x be in (T (C))0. Then consider the following convex
program:
Observe that 0 € S(x) if and only if x e T 1 (C). So, 1 £ d. By
assumption, the continuity of x and Corollary 2.3, xS_1 is LSC
at 0 and, hence, we apply Theorem 6.5 to this program. Then there
exists y = Y such that
Hence,
for all (x,y) g S(T) and all c € C. This implies that
and
Consequently, since T is a convex process,
1
This implies that (y ,x ) g §TT ) and hence x g T (C°).
Corollary 6.7 : Let T : X Y be a convex process and C Q Y
Proof : Since C is open, the relation S defined in Theorem
6.6 is automatically open at 0. Hence, the result follows
immediately.
an open convex set containing 0. Then
Moreover, if C is symmetric, then
Moreover, suppose that C is symmetric. Then C° is also
symmetric and hence
§7 Closed Range Theorem
In classical theory of linear operators, there is a Closed
Range Theorem concerning the relation between the range of a
linear operator and that of its adjoint. Now, we will discuss a
Closed Range Theorem in our situation. In fact, it covers the
classical theorem.
Throughout this section, X and Y usually denote Banach
spaces. Moreover, B and B denote the open unit balls of X and YA Y
respectively.
Proposition 7.1 : Let X and Y be locally convex spaces. Let
Y be a closed convex process. Then
Proof : Since T is a convex process, .ATT) is a convex cone
and hence
On the other hand, by Proposition 5.5 with C = {0}, we have
Therefore, as jY(T)° is w -closed,
Conversely, suppose that Then, By the




So, for (x,y) g £(T)+, we have
Hence, as §(T) is a convex cone,
Therefore, as X and Y are locally convex spaces,
and hence
This implies that
This completes the proof.
Corollarv 7.2 : Let X and Y be locally convex spaces. Let
Y be a closed convex process. Then T is of w -dense
range if and only if N(T) = {0.
Proof : The result follows immediately from Proposition 7.1.
Pronosition 7.3 : Let X and Y be locally convex spaces. Let
Y be a closed convex process. If T is relatively open
at 0, then ft(T ) is w -closed and
Proof : By Theorem 6.6 with C = 0. we have
.
Thus, T is of w -closed range. Hence, this proposition follows
immediately from Proposition 7. 1.
Proposition 7.4 : Let X and Y be locally convex spaces. Let
Y be a closed convex process. Then
Proof : Apply Proposition 7.1 to T, : Y X , we have
as the closure coincide with weak-closure for convex sets in a
locally convex space [11, III.6.3], Note that
In fact,
Since T is a closed convex process, by Proposition 5.3, we have
Corollary 7.5 : Let X and Y be locally convex spaces and T a
closed convex process from X into Y. Then T is of dense range if
and only if T ) = {0.
Proof : The result follows immediately from Proposition 7.4.
Lemma 7.6 : Let X and Y be normed linear spaces and T be a
convex process from X into Y. Suppose that T(B ) 2 B~ Then for
X Y
anY y € Y and e 0, there exist x in 2)(T) and y in T(x ) such
o oo
that
Proof : Take y e Y. If y = 0 then the result is clearly true.
So, we may assume that y 0. Then
Therefore, there exists a sequence {y } in T(BV) such that
n X
That is, y = T(x ) with x = Bv. Hence, for any e 0, there
n n n X
exists an y e T(x ) with x € B.. such thatN N N X
Take x = llyllx and y = llylly . Then
o n Jo N
Moreover,
and
Theorem 7.7 : Let X and Y be Banach spaces and T a closed
convex process from X into Y. Then the following statements are
equivalent.
(a) T is onto Y.
(b) 3m 0 such that TCB) 2 mBy.
(c) 3m 0 such that TCB) 3 mBy.
Proof : (a) = (b) By Theorem 4.4, T is open and hence, (b)
follows.
Without loss of generality, we may assume that
Then suppose that And hence Take
and e 0 such that
n
For these y and e, by Lemma 7.6, there exist xi e 2)(T) and
y € T(x) such that
Put Then continue this process to obtain two
sequences {x and {y . Note that
n n
Hence,
Thus, take On the other hand,Then
So, we have
This implies that
for all n 1. Note that y tends to 0 as n tends to infinity.n
Indeed,
Consequently, lies in §TT) and tends to (x,y )1
as N tends to infinity. This shows that
Thus,
This shows that B Q T(B ).
Y A
Then
and hence, as required.
Remark : The proof of (b) = (c) may be simplified by using
two propositions of Jameson's paper [4, p. 39],
Proposition 3 of section 2 and Theorem 1 of section
3. However, we have proved it directly.
Theorem 7.8 : Let X and Y be Banach spaces and T a closed
convex process from X into Y. Then the following statements are
equivalent.
Proof : (a) o (b) Applying Corollary 6.7 to T 1 with C = Bv, A
we have
since is symmetric. By Proposition 5.4 (d),
O
Since By is symmetric, the result follows.
(b) (c) The statement (c) is simply a restatement of (b).
So, the result is clear.
That is,
Since e is arbitrary, the result follows.
Then for any e 0, consider
We summarize the above works in the following corollary.
Corollary 7.9 : Let X and Y be Banach spaces and T a closed
convex process from X into Y. Then the following statements are
equivalent.
Proof : It suffices to prove that (c) is equivalent to (d).
(c) implies (d) is clear and (d) implies (c) follows immediately
from the Bipolar Theorem [11, Theorem III.7.3].
Corollarv 7. 10 : Let X and Y be Banach spaces and T a closed
convex process from X into Y. If T is onto Y, then T is of
w -closed range and jV(T ) = {0}.
Proof : By Theorem 7.7 (c), T is open. By Proposition 7.3,
ft(T ) is w -closed. Furthermore, by Corollary 7.9 (g),
As a partial converse of Corollary 7.10, we have the
following theorem.
Theorem 7.11 : Let X and Y be Banach spaces and T a closed
convex process from X into Y. Suppose that 3UT ) is a norm-closed
vector subspace of X and N(T ) = {0}. Then T is onto Y.
Proof : By the Generalized Open Mapping Theorem (which is
applied to the closed convex process T from the Banach space Y
onto the Banach subspace ft(T ) of X ), T is open. This implies
that there exists m 0 such that
It follows that (T ) (mB) Q By. Indeed, if y lies in




So, there exists an z 6 B such that (z ,-x ) € (T ). Since
S(T ) is a convex cone, (y +z ,0) e STT ) and hence
O
since N(T ) = {0. Therefore, y = -z = By. Consequently, by
Corollary 7.9, T is onto.
Theorem 7. 12 (Closed Range Theorem) : Let X and Y be Banach
spaces and T a closed convex process from X into Y. Suppose that
N{T ) and ft(T ) are vector subspaces of Y and X respectively.
Then the following statements are equivalent.
(a) T is of closed range.
(b) T is relatively open at 0.
(c) T is of w -closed range.
(d) T is of norm-closed range.
Proof : (a) = (b) By Proposition 7.4 and (a), R(T) is a
closed vector subspace of Y. By the Generalized Open Mapping
Theorem, T is relatively open at 0.
(b) = (c) It follows from Proposition 7.3.
(c) = (d) Since w -closed subset is norm-closed, the result
is clear.
(d) =• (a) Since Nil ) is a vector subspace of Y , by (d) and
Proposition 7.4, ft(T) is a Banach vector subspace of Y; thus, by
considering ft(T) in place of Y if necessary, we can assume that T
is of dense range. By Proposition 7.4, we have
£
that is, N(T ) = {0. By Theorem 7.11, T is onto ft(T). This
shows that T is of closed range.
Remark : If T is a linear operator, then N{T ) and ft(T ) are
vector subspaces of Y and X respectively. Thus,
the classical Closed Range Theorem is now a special
case of this theorem.
Theorem 7. 13 : Let X and Y be Banach spaces and T a closed
convex process from X into Y. Suppose that Nil ) and ft(T ) are
vector subspaces of Y and X respectively. Then the following
statements are equivalent.
(a) T is of closed range and N{.1) = {0.
(b) T is onto X .
Proof : By Corollary 7.2, T is of w -dense in X if and only
if (T) = {0}. Thus, the result follows from Theorem 7.12.
§8 Calculat i on on AH inint Prnpccpc
In this section, some calculation rules for calculating the
adjoint processes of the product, composition, sum, convolution
and intersection of two relations will be given.
In the following theorem, we will see that the adjoint








Then if E is relatively open, we have
(8. 1)
Prnn-P • fnl We have to ShOW that
Note that
On the other hand, note also that
and similarly,
Take (x, (y,z)) g £((S ), (T )) and ((yz),x) g (R). Then
So, there exist such that
Hence,
Thus,
This shows that (x, (y,z)) e §(R) and hence




This implies that (x,y) e ((S )). Similarly, we have
Hence,
and then
Consequently, by Proposition 5.3, we have
Indeed,
Since E is relatively open, by Theorem 6.5, there exist x and
1
such that
for all (x,y,z) e 2)(E) (= X x ft(S) x ft(T)). Thus,
for all x e X, (x ,y) e ?(S) and (x ,z) e ?(T). This implies that1 2
Thus, x eS(y)+T(z)=R(y,z) and hence
Conversely, note that
On the other hand, note also that
Now, take ((y,z),x) € S(R) and (x, (y, z)) e (S,T). Then




This implies that R = (S,T) .
Lemma 8.2 : Let X, Y and Z be complete metrizable topological
vector spaces. Let S : X Y and T : X Z be closed convex
processes. Suppose that
is a closed vector subspace of X. Then E defined as in Theorem
8.1 is relatively open and hence (8.1) holds.
Note that a + b e L, we have
2 1
Proof : Take
Conversely, for any 1 € L, y = Y and z e Z,
Hence,
This shows that E is onto (L,L). By the Generalized Open Mapping
Theorem, E is relatively open.
Lemma 8.3 : Let T : X Y and S : Y Z be relations.
Then
Proof
We will see that the adjoint process of the product is the
product of their adjoint processes.
Theorem 8.4 : Let X, Y and Z be locally convex spaces. Let
Z be convex processes.
whenever E : X x Z Y, defined by
Y and S : Y
62
is closed.
(b) In addition, if E is relatively open (even E is not
closed), then
(8.2)
Proof: (a) By Lemma 1.7(b), Proposition 7. 1 and Lemma 8.3,
we have
Now, we have to show that
Note that
On the other hand, note also that
63
Now, take Then, for
we have
So, there exist yl E T(x) and Y. E S-1(z) such that





Conversely, take (x, z) E R(E). So, for (x, y) E g(T), we
have
Hence, as (x, z) E k(E), there exists y E Y such that
This implies that




Returning to the problem, we have
Hence,
(b) If E is relatively open, by Theorem 6.6 with C = 0, we
have
Hence, the closure sign can be deleted from the proof of (a) and
the result follows. (Note that it is not required E be closed in
this case.)
Lemma 8.5 : Each of the following conditions will imply E
(defined as in Theorem 8.4) is relatively open:
(a) T is open at some point yQ in 2)(S).
(b) S is LSC at some point yQ in ft(T).
(c) X, Y and Z are complete metrizable, E is closed and
is a closed linear subspace of Y.
Proof ; (a) and (b) are clear from the definition of E. For
(c), it follows from the Generalized Open Mapping Theorem (Theorem
4.4).
In the following theorem, we will see that the adjoint
process of the sum is the sum of their adjoint processes.
Theorem 8.6 : Let X and Y be locally convex spaces. Let
Y and T : X Y be convex processes. Suppose that
Then
Proof : Let A : Y x Y Y denote the binary addition. So,
Since A is a continuous linear mapping, by Lemma 8.5(b) and
Theorem 8.4(b),
Note that A = (1,1) where I denotes the identity mapping. Thus,
for any y e Y ,
In the following theorem, we will see that the adjoint
process of the convolution is the intersection of their adjoint
processes. However, adjoint process of the intersection of two
closed convex processes need not be the convolution of their
adjoint processes but the closure.
Theorem 8.7 Y be convex
processes. Then
Proof : Note that
Since (S) and (T) contain in (SnT) = STS) + S(T),
is clear.
Conversely, take (y ,x ) e §TS nT ). For any (x,y) in
S(SnT), there exist (x ,y ) € (S) and (x ,y ) e S'(T) such that11 2 2
Hence,
This shows that (SaT) = S nT .
Theorem 8.8 : Let X and Y be locally convex spaces. Let
Y be closed convex processes. Then
Proof : Apply Theorem 8.7 to S and T , we have
Hence,
To complete the proof, we have to show that
Indeed,
§9 AddI icat ion t.O ConvPY Dlialitv Prnarammino
In this section, we apply the theory of convex relations to
prove the weak and strong duality theorems of convex programming.
Let T : X Y be a convex process and f : X (-00,00] a




Here f is the convex conjugate of f (cf. [9, p.104]).
Theorem 9.1 (Weak Duality) : Consider the primal (P) and the
daul (D) programs. Then
(b) x and x are, respectively, primal and dual optimals if
0 0
Pmnf • fal Note, bv Proposition 5.5 with C = 0, that
Now, for x € (T) and x e ft(T ), we haveo o
Hence, by taking infimum and supremum separately, we have
Since x and x are optimals,
oo
and
As x € ft(T ) and x e jY(T), we have
o o
That is, p - d 0. But, by (a), p - d = 0.
Note that if x is not a primal optimal then
On the other hand, if x is not a dual optimal then
Consequently, if either xq or xq is not an optimal then
which contradicts to (a).
Lemma 9.2 : Let X and Y be topological vector spaces and let
be a convex relation. Suppose that H is a relation
from X into X x Y defined by
where I denotes the identity map on X. Then H is open at 0 if and
only if T is.
Proof : Let U be a neighbourhood of 0 in X. Assume that T is
open at 0 and 0 € T(0). Take a neighbourhood Uq of 0 in X with
Since T is open at 0, for this U , there exists a balanced
neighbourhood V of 0 in Y such that
Let y e V and z e U . Then take x from T (—y) n U and set
o o
x = x + z € U. Then
l
This shows that (U ,V) Q H(U) and hence H is open at 0.
Conversely, suppose that H is open at 0. Let U be a
neighbourhood of 0 in X. Since H is open at 0, there exist a
neighbourhood W of 0 in X and a balanced neighbourhood V of 0 in Y
such that
Let v e V. So, -v e V and (0,-v) e (W, V) £ (U,0) - (T). Thus,
there exist u e U and (x,y) e (T) such that
This implies that
Hence, asyeT(x), v € T(U). This shows that V £ T(U) and T is
open at 0.
Theorem 9.3 (Strong Duality) : Consider the primal (P) and
the dual (D) programs. Let X = X x X and (x ,x ) € (T).
1 2 12
Suppose that
(i) f(x , . ) is continuous at x ; and
l 2
(ii) T(x , . ) is open at 0.
Then p = d and d is attained when finite.
Proof : As we have the Weak Duality Theorem, it suffices to
show that p d. Note that
where H is defined as in Lemma 9.2. Since T(x , . ) is open at 0,
-1
by Lemma 9.2, H(x , . ) is open at 0. As fH is convex, by
-1
Proposition 2.10, fH is LSC at 0. Hence, Theorem 6.5 can be
applied and then there exist x € X and y e Y such that
That is,
for all (z,y) € §(T) and x € X. For x = 0, we have
As p is finite and T is a convex process, we have
-Jfr
Hence, (-y ,x ) € £(T ). On the other hand,
So,
Combine the results, x € 3?(T) and -f (-x) a p as required.
§10 The Sum of Two Closed Convex Cones
The algebraic sum of two closed vector subspaces of a normed
linear space or even of a Hilbert space need not be closed. As we
know, however, if one of the closed vector subspaces is finite
dimensional, then their algebraic sum is closed as well [10,
p. 22]. In [5], Luxemburg has given some conditions that the sum
of two closed subspaces is closed. Now, we extend his results for
considering convex cones in place of vector subspaces.
Throughout this section, U and V always denote closed convex
cones of X. We define A: U x V (£ X x X)
Note that, as U x V is closed in X x X, A is a closed convex
process with ft(A) = U + V.
Theorem 10.1 : Let X be a complete metrizable topological
vector space. Suppose that U + V is a vector subspace of X. Then
U + V is closed if and only if A is relatively open at 0.
-1
Proof : Since A is a closed convex process, A is also a
-1
closed convex process with 2)(A ) = U + V which is assumed to be a
vector subspace of X. Hence, by Theorem 4.6 and Lemma 2.2 (b),
the result follows immediately.
Lemma 10.2 : Let X be a locally convex space. Then the
following two statements are equivalent.
Proof : Note that, as U and V are closed,
Hence, the result follows.
rheorem 10.3 : The following two statements are eauivalents.
Proof : Note that
So,





We have to show that
such that
that is,
Taking ((u,v),u + v) e (A), we have
Hence, (u , v ) g A )
(since x € U and y € V°)




Letting u = 0, we have
Hence, On the other hand, letting v = 0, we have
Hence, Consequently,
Proposition 10.4 : Let X be a complete metrizable locally
convex space. Suppose that U + V is a closed vector subspace of
X. Then
Proof : By Theorem 10. 1, A is relatively open at 0. Hence,
by Proposition 7.3,
Lemma 10.5 : U n -V is a vector subspace of X if and only if
ATA) is.
Proof : Note that
Hence, the result follows immediately.
By applying the Closed Range Theorem (Theorem 7.12), we have
the following theorem which characterize the sum of two closed
convex cones.
Theorem 10.6 : Let X be a Banach space and let U and V be two
closed convex cones of X. Suppose that U + V and U n -V are
vector subspaces of X. Then the following statements are
equivalent.
(a) U + V is closed.
(b) A is relatively open at 0.
(c) ft(A ) is w -closed.
(d) ft(A ) = Af(A) °.
(e) (U n -V)° = U° - V°.
A
(f) u° - V° is w -closed.
Proof : By Theorem 10.1, (a) is equivalent to (b). By
Theorem 10.4, we have (a) implies (d) and (d) implies (c). By
Theorem 8.3, (d) and (e) are equivalent. Moreover, by Lemma 8.2,
(e) and (f) are equivalent. To complete the proof, we have to
show that (c) implies (a).
In fact,
Since U + V is a vector subspace of X, N{k ) is also. On the
other hand, since U n -V is a vector subspace of X, by Lemma 10.5,
.VTA) is also a vector subspace. It follows that ft(A ) is a vector
subspace. Indeed, by Proposition 7.1 and (c),
This implies that A ) is a vector subspace. Hence, by the
Closed Range Theorem, the result follows.
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