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Abstract
We construct a class of interactive measure-valued diffusions driven by a historical super-Brownian
motion and an independent white noise by solving a certain stochastic equation. In doing so, we show that
the approach of Perkins (2002) [3] can be used to study the problem examined by Dawson et al. (2001) [1].
This unifies and extends both Dawson et al. (2001) [1] and Perkins (2002) [3] and establishes a new class
of measure-valued diffusions. The existence and pathwise uniqueness of the solutions are proved, and the
solutions are shown to satisfy the natural martingale problem.
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1. Introduction
We will consider the following stochastic equation:
(SE) (a) Z t = Z0 +
∫ t
0
σ1(Xs, Zs)dy(s)
+
∫ t
0
∫
Rm
σ2(Xs, Zs, ξ)dW (s, ξ)+
∫ t
0
b(Xs, Zs)ds
(b) X t (A) =
∫
1(Z t (y) ∈ A)Kt (dy) ∀A ∈ B(Rd).
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Here σ1 : MF (Rd)×Rd → Rd×d , σ2 : MF (Rd)×Rd ×Rm → Rd×d and b : MF (Rd)×Rd →
Rd , where MF (Rd) denotes the space of all non-negative finite measures on Rd . K is a historical
super-Brownian motion on some space, y is a path in Rd , and W is a d-dimensional white
noise (on R+ × Rm) that is independent of K . The definition of a historical process can be
found in [3] and the precise definition of a stochastic integral with respect to y is given below,
in Section 2. Later, we impose some Lipschitz-like conditions on b, σ1 and σ2 to use a Picard
iteration argument. Note that Z takes values in the space of paths in Rd , while X takes values in
the space of paths in MF (Rd).
One can think of (SE)(a) as a stochastic differential equation describing the motion of a given
particle driven by a certain path y and a white noise, and (SE)(b) as the measure-valued process
obtained by integrating over all paths y with respect to a historical super-Brownian motion. Since
Kt typically puts mass on those paths y that resemble Brownian sample paths, (SE)(a) is akin
to an SDE in which y is replaced by a Brownian motion. Note that the white noise W does not
depend on y. Although Kt is not normally atomic, if it were, Kt would keep track of the number
of particles alive at time t , as well as the history of each particle’s driving Brownian motions
until time t .
The special case where the white noise W is replaced by a Brownian motion B (i.e. setting
m = 0 here) was studied initially by Skoulakis and Adler [5] in relation to plankton dynamics.
Dawson et al. [1] used a high density limit of a sequence of interacting particle systems, where
each of the particles moves according to an SDE similar to (SE)(a), to construct a measure-valued
diffusion. Earlier, Wang in [7] and [8] constructed special cases of the model of [1].
Before we discuss solutions for (SE), we will need some background material, as well as a
framework in which to work. This is provided in Section 2. In Section 3, we will set up (SE) in
a more rigorous manner and then prove the existence and pathwise uniqueness of solutions for a
broad range of coefficients σ1, σ2, and b. In Section 4, we show that the solutions of (SE) satisfy
a martingale problem—an extension of the martingale problems that appears in [1] and [4]. We
conclude with a section about various additional properties of the solutions, including the strong
Markov and compact support properties.
2. Preliminaries
For a good reference for much of what follows in this section, consult Chapters II and V of [3].
Let K be an (Ft )-adapted historical super-Brownian motion on the space (Ω ,F , (Ft )t≥0,P).
Let C = C(R+,Rd) and C be its Borel σ -field. Also, define C t = {yt : y ∈ C} and
Ct = σ(ys, s ≤ t, y ∈ C), where yt = y·∧t . Define MF (C) to be the space of finite measures on
C . For metric spaces E and E ′, let Cc(E, E ′) and Cb(E, E ′) be the space of compactly supported
continuous functions from E to E ′ and the space of bounded continuous functions from E to E ′,
respectively.
Notation. For a measure µ on a space E and a measurable function f : E → R, let
µ( f ) = ∫ f dµ.
Note that Kt takes values in MF (C), and so Kt (·) will typically mean integration over the y
variable below.
We define a martingale problem for K . Let Bˆt = B(·∧t) be the path-valued process associated
with B, taking values in C t . Then for φ ∈ bC (bounded and C measurable), if s ≤ t let
Ps,tφ(y) = Es,y(φ(Bˆt )), where the right-hand side denotes the expectation at time t given
that, until time s, Bˆ follows the path y. We can now introduce the weak generator, Aˆ, of Bˆ.
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If φ : R+ × C → R, we say that φ ∈ D( Aˆ) if and only if φ is bounded, continuous and
(Ct )-predictable, and for some Aˆsφ(y) with the same properties as φ,
φ(t, Bˆ)− φ(s, Bˆ)−
∫ t
s
Aˆrφ(Bˆ)dr, for t ≥ s,
is a (Ct )-martingale under Ps,y for all s ≥ 0, y ∈ Cs .
Then, if m ∈ MF (Rd), we say that K satisfies the historical martingale problem, (H M P)m ,
if and only if K0 = m a.s. and
∀φ ∈ D( Aˆ), Mt (φ) ≡ Kt (φt )− K0(φ0)−
∫ t
0
Ks( Aˆsφ)ds
is a continuous (Ft )-martingale with 〈M(φ)〉t =
∫ t
0
Ks(φ
2
s )ds ∀t ≥ 0, a.s.
The definition of Mt (·) can be extended to form an orthogonal martingale measure using
the method of Walsh [6]. Denote by P the σ -field of (Ft )-predictable sets in R+ × Ω . If
ψ : R+ × Ω × C → R isP × C -measurable and∫ t
0
Ks(ψ
2
s )ds <∞ ∀t ≥ 0, (2.1)
then there exists a continuous local martingale Mt (ψ) with square function
〈M(ψ)〉t =
∫ t
0
Ks(ψ
2
s )ds.
If the expectation of the term in (2.1) is finite, then Mt (ψ) is an L2 martingale.
In this paper, we will require m(·) ≡ P(K0(·)) to be a finite, positive measure on Rd .
Definition. Let (Ωˆ , Fˆ , Fˆt ) = (Ω × C,F × C ,Ft × Ct ). Let Fˆ ∗t denote the universal
completion of Fˆt . If T is a bounded (Ft )-stopping time (denote the set of all such stopping
times byTb), the normalized Campbell measure associated with T is the measure PˆT on (Ωˆ , Fˆ )
given by
PˆT (A × B) = P(1A KT (B))m(1)−1 for A ∈ F , B ∈ C .
We denote sample points in Ωˆ by (ω, y). Hence, under PˆT ,ω has law KT (1)dP, and conditionally
on ω, y has law KT (·)/KT (1).
Note that here PˆT is a probability measure, since
PˆT (1) = P(KT (1))m(1)−1 = P(K0(1))m(1)−1 = 1
as Kt (1) is Feller’s critical branching diffusion (a uniformly integrable martingale). To avoid
carrying constants of m(1) from line to line, we will without loss of generality assume that
m(1) = 1.
The following results will be useful later. The first is Proposition V.2.4 and the second is
Proposition V.3.1 of [3].
Proposition 2.1. Assume that T ∈ Tb and ψ ∈ FˆT , bounded. Then
Kt (ψ) = KT (ψ)+
∫ t
T
∫
ψ(y)dM(s, y) ∀t ≥ T P-a.s.
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Proposition 2.2. If T ∈ Tb, then under PˆT , y is an (Fˆt )-adapted Brownian motion stopped
at T .
Suppose that {W (t, ξ), ξ ∈ Rm, t ≥ 0} is an (Ft )-adapted, d-dimensional Brownian
sheet on (Ω ,F , (Ft )t≥0,P) that is independent of K . For a function φ ∈ Cc(Rm,Rn×d), let
Wt (φ) =
∫ t
0
∫
Rm φ(ξ)dW (s, ξ). This defines the associated white noise process of W . In what
follows, we will identify the white noise process with the corresponding Brownian sheet. The
next theorem will be useful in proving that W is also an (Fˆt )-adapted PˆT Brownian sheet for
each T ∈ Tb.
Theorem 2.3. Suppose N is a real-valued, square-integrable, (Ft )-adapted martingale that is
independent of K . Then for each T ∈ Tb, N is an (Fˆt )-adapted martingale under PˆT and
〈N , y j 〉t = 0 ∀t ≥ 0 PˆT -a.s ∀ j ≤ d.
Proof. Let A ∈ Cs and B ∈ Fs . Then
PˆT [(Nt − Ns)1A1B] = P[(Nt − Ns)KT (A)1B]
= P[1B1T≤s KT (A)E(Nt − Ns |Fs)] + P[(Nt − Ns)1B1T>s KT (A)]
= P
[
(Nt − Ns)1B1T>s
(
Ks(A)+
∫ T
s
∫
1AdM(r, y)
)]
= P
[
(Nt − Ns)1B1T>s
(
Ks(A)+
∫ T∧t
s
∫
1AdM(r, y)
)]
,
where in the first equality we use the definition of the Campbell measure and in the second that
KT (A)1{T≤s} ∈ Fs . For the third equality, we use the fact that Nt is an (Ft )-martingale and
Proposition 2.1. Finally, we condition on Ft and appeal to the Optional Sampling Theorem for
the last expression. By conditioning first onFs and then onFT , we can reduce the above as
PˆT [(Nt − Ns)1A1B] = P
[
(Nt − Ns)1B′
∫ T∧t
s
∫
1AdM(r, y)
]
= P
[
(NT∧t − Ns)1B′
∫ T∧t
s
∫
1AdM(r, y)
]
,
where B ′ = B ∩ {T > s} ∈ Fs . Now, if we show that Nt Mt (ψ) is an (Ft )-adapted martingale
for any bounded function ψ : R+×C → R, then we may apply the Optional Stopping Theorem
to show that the above expression reduces to zero. Note that
Nt Mt (ψ) =
∫ t
0
NsdMs(ψ)+
∫ t
0
Ms(ψ)dNs + 〈N ,M(ψ)〉t
=
∫ t
0
NsdMs(ψ)+
∫ t
0
Ms(ψ)dNs,
since 〈N ,M(ψ)〉t = 0 by independence of N and M . It also follows from the independence that
the first term on the right-hand side is a martingale. For the second term, we use independence
and the square integrability of N to conclude that it is a martingale as well. Hence Nt Mt (ψ) is a
martingale and PˆT [(Nt − Ns)1A1B] = 0. This proves the first assertion.
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From the independence of N and K , we have, for constant T , a Borel subset A of C(R+,R)
and B ∈ C that
PˆT (N ∈ A, y ∈ B) = P
(
1N∈A KT (1y∈B)
)
= P (1N∈A)P
(
KT (1y∈B)
)
= PˆT (N ∈ A) PˆT (y ∈ B) .
Hence, N and y are independent under PˆT . This implies that 〈N , y j 〉 = 0, PˆT -a.s. In the general
case where T ∈ Tb, independence of N and y under PˆT no longer necessarily holds. Let
Z ≡ 〈N , y j 〉. Then under PˆT , for u > T fixed,
PˆT
(
sup
s≤T
|Zs | ∧ 1
)
= P
(
KT
(
sup
s≤T
|Zs | ∧ 1
))
= P
(
Ku
(
sup
s≤T
|Zs | ∧ 1
)
−
∫ u
T
∫
sup
s≤T
|Zs | ∧ 1dM(r, y)
)
= 0.
In the second line, we have noted that sups≤T |Zs |∧1 is bounded and FˆT -measurable and applied
Proposition 2.1. To get the third line, we use the fact that Z = 0, Pˆu-a.s. by the special case
considered above and that the second term is a martingale. Hence 〈N , y j 〉t = 0 ∀t ≥ 0 PˆT -a.s.
∀T ∈ Tb (note that we have used the property that under PˆT , y = yT a.s. implicitly here). 
Let Rm denote the Borel σ -algebra of Rm . The following proposition is needed to complete
the proof.
Proposition 2.4. Let M be an orthogonal martingale measure on (Rm,Rm) as defined in
Chapter 2 of Walsh [6]. Suppose further that, for each A ∈ R, t 7→ Mt (A) is continuous.
Then M is a white noise if and only if its covariance measure is given by Lebesgue measure.
For the proof, see Proposition 2.10 of Walsh [6].
Corollary 2.5. For each T ∈ Tb, {W (t, ξ), ξ ∈ Rm, t ≥ 0} is an (Fˆt )-adapted Brownian sheet
under PˆT . Furthermore, W and y are orthogonal under PˆT ; that is, 〈W (φ), y j 〉t = 0 ∀φ ∈
Cc(Rm,Rd), t ≥ 0 PˆT -a.s. ∀T ∈ Tb for all j ≤ d.
Proof. Let Wt (A) = (W 1t (A), . . . ,W dt (A)). We simply need to verify that, under PˆT , {W it }
are independent white noises. Each W it is an orthogonal martingale measure under PˆT since
for disjoint bounded sets A, B ∈ Rm , W it (A) and W it (A)W it (B) are square-integrable
(Ft )-martingales with respect to P, and hence also (Fˆt )-martingales with respect to PˆT by
Theorem 2.3. The map t 7→ W it (A) is continuous, since W it (A)(ω, y) defined on Ωˆ is equal to
W it (A)(ω) on Ω , for which the analogous map is continuous, and PˆT |Ω is absolutely continuous
with respect to P.
Now, by noting also that W it (A)
2−tν(A) is an (Fˆt )-martingale by Theorem 2.3, where ν is the
m-dimensional Lebesgue measure, we see that the covariance measure is deterministic. Hence
each W it is a white noise process by Proposition 2.4. Then, by a final use of Theorem 2.3, we
see that W it (A)W
j
t (A)− tν(A)δi, j is an (Fˆt )-martingale, where δi, j is Kronecker’s δ. Therefore
W i (A) and W j (A) are independent Brownian motions (for any A with ν(A) < ∞). Hence Wt
is a d-dimensional white noise process.
The orthogonality of y,W follows from the previous theorem. 
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Note that this corollary will still hold if W is a white noise on a space E×R+ with covariance
measure ν × `, where ν is an arbitrary σ -finite measure on E and ` is the one-dimensional
Lebesgue measure. Indeed, the results below all extend to this generality as well.
For a matrix A ∈ Rn×d , let ‖A‖2 =∑i, j A2i j . Note that, for a vector x ∈ Rn , we will use |x |
instead to denote the same quantity.
Definition. We say that f ∈ D1(n, d) iff f : R+ × Ωˆ → Rn×d is (Fˆ ∗t )-predictable and∫ t
0
‖ f (s, ω, y)‖2ds <∞ Kt -a.a. y ∀t ≥ 0,P a.s.
We say that g ∈ D2(m, n, d) iff g : R+ × Rm × Ωˆ → Rn×d is (Fˆ ∗t )-predictable and∫ t
0
∫
Rm
‖g(s, ξ, ω, y)‖2dξds <∞ Kt -a.a. y ∀t ≥ 0,P a.s.
Definition. If X, Y : R+ × Ωˆ → E , we say that X = Y K -a.e. iff X (s, ω, y) = Y (s, ω, y) for
all s ≤ t , Kt -a.e. for all t ≥ 0 P-a.s. If E is a metric space we say that X is continuous K -a.e. iff
s 7→ X (s, ω, y) is continuous on [0, t] for Kt -a.a. y for all t ≥ 0 P-a.s.
Since, with respect to each measure PˆT , T ∈ Tb, {W (s, ξ), 0 ≤ s} is an (Fˆs)-adapted
Brownian sheet, we may define the stochastic integral of a function f with∫ t
0
∫
Rd
‖ f (ξ, s, ω, y)‖2dξds <∞, PˆT − a.s.
as in Walsh [6]. However, as this integral depends on T , we denote it by
PˆT -
∫ t
0
∫
f (s, ξ, ω, y)dW (s, ξ).
Similarly, define PˆT -
∫ t
0 g(s, ω, y)dy(s) to be the stochastic integral g with respect to y under
PˆT . The following part of Proposition V.3.2 of [3] is useful in relating these different stochastic
integrals.
Proposition 2.6. For g ∈ D1(n, d), there exists an (Fˆt )-predictable, K -a.e. continuous process
I (g, t, ω, y) such that
I (g, t ∧ T, ω, y) = PˆT -
∫ t
0
g(s, ω, y)dy(s) for all t ≥ 0, PˆT -a.s. for all T ∈ Tb.
Moreover, I is unique. That is, if I ′ is an (Fˆ ∗t )-predictable process satisfying the above, then
I (g, s, ω, y) = I ′(g, s, ω, y)K -a.e.
We can prove a similar theorem for PˆT -
∫ t
0
∫
f (s, ξ, ω, y)dW (s, ξ), but we will need to
recognize that it only holds for t ≤ T, as the following example demonstrates.
Example 2.7. Consider f (s, ξ, ω, y) = yu(s)η(ξ)1(u,v](s) with η ∈ C2c (Rm). Note that under
PˆT , y = yT a.s., and hence PˆT -
∫ t
0
∫
f (s, ξ, ω, y)dW (s, ξ) = yT (u) (Wv∧t (η)−Wu∧t (η)). This
expression clearly depends on the stopping time T . If T = T1 < u is fixed, then our
integral is y(T1) (Wv∧t (η)−Wu∧t (η)); else if T = T2 > u is fixed, then the integral is
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y(u) (Wv∧t (η)−Wu∧t (η)). If t < T1, then the integrals in both cases agree (and are equal to
zero).
This shows that even simple functions do not necessarily have unique integrals when
integrated with respect to W under the different measures PˆT when t > T . The next theorem is
the analogue of Proposition 2.6 and shows how the stochastic integrals of W are related under
different measures PˆT .
Theorem 2.8. (a) If f ∈ D2(m, n, d), there is an Rn-valued (Fˆt )-predictable process
J ( f, t, ω, y) such that, for all T ∈ Tb,
J ( f, t ∧ T, ω, y) = PˆT -
∫ t∧T
0
∫
Rm
f (s, ξ, ω, y)dW (s, ξ) ∀t ≥ 0, PˆT -a.s.
(b) If J ′( f ) is an (Fˆ ∗t )-predictable process satisfying (a), then J ( f, s, ω, y) = J ′( f, s, ω, y)
K -a.e.
(c) J ( f, t) is continuous in t, K -a.e.
(d) (Dominated Convergence) For any N > 0, if fk, f ∈ D2(m, n, d) satisfy
lim
k→∞P
(
KN
(∫ N
0
∫
Rm
‖ fk(s, ξ)− f (s, ξ)‖2dξds > 
))
= 0, ∀ > 0,
then
lim
k→∞P
(
sup
t≤N
Kt
(
sup
s≤t
‖J ( fk, s)− J ( f, s)‖2 > 
))
= 0 ∀ > 0.
(e) For any S ∈ Tb if fk, f ∈ D2(m, n, d) satisfy
lim
k→∞P
(
KS
(∫ S
0
∫
Rm
‖ fk(s, ξ)− f (s, ξ)‖2dξds
))
= 0,
then
sup
t≤S
Kt
(
sup
s≤t
‖J ( fk, s)− J ( f, s)‖2
)
P→ 0 as k →∞.
The proof of Proposition 2.6 can be easily adapted to prove this theorem. We will at times
write
∫ t
0
∫
f (s, ξ, ω, y)dW (s, ξ) or Wt ( f ) in place of J ( f, t, ω, y) where the latter is well
defined.
Corollary 2.9. Let T ∈ Tb. If f ∈ D1(n, d), g ∈ D2(m, n, d), and there exists an (Fˆ ∗t )-
predictable process S( f, g) satisfying
S( f, g, t ∧ T, ω, y) = PˆT -
∫ t∧T
0
f (s, y)dy(s)+ PˆT -
∫ t∧T
0
∫
g(s, ξ)dW (s, ξ)
∀t ≥ 0, PˆT -a.s., (2.2)
then
S( f, g) = I ( f )+ J (g), K -a.e.
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Proof. Define
L(t, ω) =
∫
sup
s≤t
‖I ( f, s)+ J ( f, s)− S( f, g, s)‖ ∧ 1Kt (dy). (2.3)
Note that L is (Ft )-predictable. The proof of this is essentially given in the last half of the proof
for Proposition V.3.2(b) of [3]. Assume that T is a bounded, predictable stopping time. Then
P(L(T, ω)) = PˆT
(
sup
s≤T
‖I ( f, s)+ J ( f, s)− S( f, g, s)‖ ∧ 1
)
= 0
since S( f, g, T ∧ s) = PˆT -
∫ s∧T
0 f (s, y)dy(s) + PˆT -
∫ s∧T
0
∫
g(s, ξ)dW (s, ξ), I ( f, s ∧ T ) =
PˆT -
∫ s∧T
0 f (s, ω, y)dy(s) by Proposition 2.6 and J (g, s∧T ) = PˆT -
∫ s∧T
0
∫
g(s, ξ, ω, y)dW (s, ξ)
by Theorem 2.8(a) above. Then, by the Section Theorem, we have that L(t, ω) = 0 ∀
t ≥ 0 a.s. 
Notation. If X (t) = (X1(t), . . . , Xn(t)) is an Rn-valued process on (Ωˆ , Fˆ ) and µ ∈ MF (C),
let µ(X t ) = (µ(X1(t)), . . . , µ(Xn(t))), where µ(X i (t)) =
∫
X i (t, ω, y)µ(dy). Also, let∫ t
0
∫
X (s)dM(s, y) =
(∫ t
0
∫
X1(s)dM(s, y), . . . ,
∫ t
0
∫
Xn(s)dM(s, y)
)
whenever these integrals are defined. We do the same for stochastic integrals with respect to W .
The next theorem is needed in order to prove a version of Itoˆ’s Lemma.
Theorem 2.10. If f ∈ D2(m, n, d) and sups,ω,y
∫ ‖ f (s, ξ, ω, y)‖2dξ <∞, then
Kt (J ( f, t)) =
∫ t
0
∫
Ws( f (s))dM(s, y)+
∫ t
0
∫
Ks( f (s))dW (s, ξ) ∀t ≥ 0 P-a.s. (2.4)
and each integral on the right is a continuous L2 (Ft )-martingale.
Proof. To simplify the notation, assume that n = d = 1. We first show the result for simple
functions. Let
f (s, ξ, ω, y) = φ1(ω)φ2(y)φ3(ξ)1(u,v](s), (2.5)
where φ1 ∈ bFu, φ2 ∈ bCu, φ3 ∈ C∞c (Rm) and 0 ≤ u < v. Then
Kt
(∫ t
0
∫
f (s, ξ, ω, y)dW (s, ξ)
)
= Kt (φ1(ω)φ2(y)(Wv∧t (φ3)−Wu∧t (φ3)))
= φ1(ω)(Wv∧t (φ3)−Wu∧t (φ3))Kt (φ2)
=
∫ t
0
∫
φ1(ω)φ3(ξ)1(u,v](s)dW (s, ξ)Kt (φ2),
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where in the second line we make use of the fact that Wt and φ1 depend only on ω. We
can now apply the integration by parts formula, while noting that 〈W (φ3), K (φ2)〉t = 0 (by
independence), to get
Kt
(∫ t
0
∫
f (s, ξ)dW (s, ξ)
)
=
∫ t
0
∫
φ1(ω)φ3(ξ)1(u,v](s)Ks(φ2)dW (s, ξ)
+
∫ t
u
∫ s
u
∫
φ1(ω)φ3(ξ)1(u,v](r)dW (r, ξ)dKs(φ2)
=
∫ t
0
∫
Ks( f (s, ξ))dW (s, ξ)
+
∫ t
0
[∫ s
0
∫
φ1(ω)φ3(ξ)1(u,v](r)dW (r, ξ)
] ∫
φ2(y)dM(s, y)
=
∫ t
0
∫
Ks( f (s))dW (s, ξ)+
∫ t
0
∫ [∫ s
0
∫
f (r, ξ, ω, y)dW (r, ξ)
]
dM(s, y).
Here, in the second line, we have used Proposition 2.1 with T = u and then the fact that the
function φ1(ω)φ3(ξ)1(u,v](s) disappears for s < u. The differential
∫
φ2(y)dM(s, y) is just
dMs(φ2).
Note that, for these simple functions f , we need only look at the square function of∫ t
0
∫
Ks( f (s, ξ))dW (s, ξ) to show that it is an L2 martingale. That is, since φ1φ2 is bounded
and φ3 ∈ C∞c (Rm),
P
(∫ t
0
∫
Ks( f (s, ξ))
2dξds
)
≤ cP
(∫ t
0
∫
φ3(ξ)
2 Ks(1)2dξds
)
.
This expectation is finite because Kt (1) is Feller’s branching diffusion.
To show that
∫ t
0
∫
J ( f, s)dM(s, y) is an L2 martingale, consider
P
(∫ t
0
Ks
(
J ( f, s)2
)
ds
)
=
∫ t
0
P
(
Ks
(
φ22
) [∫ s
0
∫
φ1φ31(u,v]dW (r, ξ)
]2)
ds
≤ c
∫ t
0
P
(
Ks (1)P
[∫ s
0
∫
(φ1φ31(u,v])2dξdr
])
ds
< ∞.
Hence the sum of these two quantities is also an L2 martingale. Since Mt (φ2) is
continuous,
∫ t
0
∫
J ( f, s)dM(s, y) is continuous. As
∫ t
0
∫
Ks( f (s, ξ))dW (s, ξ) is continuous, so
is Kt
(∫ t
0
∫
f (s, ξ, ω, y)dW (s, ξ)
)
.
Now, suppose that the statement of the theorem holds for a sequence of (Fˆt )-predictable
processes fk and that f is an (Fˆ ∗t )-predictable process such that fk → f pointwise,
supk
∫ ‖ fk(ξ)‖2dξ ∨ ∫ ‖ f (ξ)‖2dξ <∞ and
lim
k→∞P
(∫ ∫ N
0
∫
( fk(s, ξ)− f (s, ξ))2dξdsKN (dy)
)
= 0 ∀N ∈ N. (2.6)
Since J ( f, s) is a White noise integral with respect to Pˆs , consider, for each N ∈ N,
P (〈M (J ( f, s)− J ( fk, s))〉N ) = P
(∫ N
0
∫
(J ( fk, s)− J ( f, s))2 Ks(dy)ds
)
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=
∫ N
0
Pˆs
(
(J ( fk, s)− J ( f, s))2
)
ds
=
∫ N
0
Pˆs
(∫ s
0
∫
( fk(r, ξ)− f (r, ξ))2dξdr
)
ds
=
∫ N
0
PˆN
(∫ s
0
∫
( fk(r, ξ)− f (r, ξ))2dξdr
)
ds,
where in the second line we have used Fubini’s theorem and the definition of the Campbell mea-
sure Pˆs . In the third line we make use of the Itoˆ isometry, and then finally we use Remark V.2.5 (d)
of [3] in the last line. The last expression now goes to zero as k → ∞ by (2.6) (and Fubini’s
theorem). This shows that
∫ t
0
∫
J ( f, s, y)dM(s, y) is a continuous L2 martingale. Now, by the
Dominated Convergence Theorem, ∀t as k →∞,
P
(〈J (Ks( f (s)))− J (Ks( fk(s)))〉t) = P(∫ t
0
∫
Ks( f (s, ξ)− fk(s, ξ))2dξds
)
→ 0,
and so
∫ t
0
∫
Ks( f (s, ξ))dW (s, ξ) is a continuous L2 martingale as well.
By using Theorem 2.8(e) with S = N and (2.6), we get
sup
t≤N
Kt (|J ( fk, t)− J ( f, t)|) P→ 0 as k →∞,∀N ∈ N.
Sending k →∞ now shows that (2.4) holds for f as well.
The rest of the proof proceeds by appealing to a Monotone Class Theorem to pass to the
bounded pointwise closure of functions satisfying (2.4). This is exactly what is done in the last
part of the proof of Proposition V.3.4 of [3]. 
Theorem 2.11 (Itoˆ’s Lemma). Let Z0 be Fˆ0-measurable and take values in Rn . Let f ∈
D1(n, d), g ∈ D2(m, n, d), h an Rn-valued (Fˆ ∗t )-predictable process and ψ ∈ C1,2b (R+×Rn).
Assume that∫ t
0
Ks(‖ fs‖2 + |hs |)ds +
∫ t
0
Ks
(∫
‖g(s, ξ)‖2dξ
)
ds <∞, ∀t a.s., (2.7)
and let
Z t (ω, y) = Z0(ω, y)+
∫ t
0
f (s, ω, y)dy(s)+
∫ t
0
∫
g(s, ξ, ω, y)dW (s, ξ)
+
∫ t
0
h(s, ω, y)ds; (2.8)
then ∫
ψ(t, Z t )Kt (dy) =
∫
ψ(0, Z0)dK0(y)+
∫ t
0
∫
ψ(s, Zs)dM(s, y)
+
∫ t
0
∫
Ks(∇ψ(s, Zs)g(s, ξ))dW (s, ξ)
+
∫ t
0
Ks
(
∂ψ
∂s
(s, Zs)+∇ψ(s, Zs) · hs + 12
n∑
i=1
n∑
j=1
ψi, j (s, Zs)ai j (s)
)
ds, (2.9)
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where ∇ψ and ψi j are the gradient and second-order partial derivatives in the spatial variables
and a ≡ f f ∗ + ∫ gg∗(ξ)dξ . The second term on the right is an L2 martingale, the third is a
local martingale, and the last term on the right has continuous paths with finite variation over
compact intervals a.s. Therefore
∫
ψ(t, Z t )Kt (dy) is a continuous (Ft )-semimartingale.
Proof. For now, assume that ‖ f ‖ and |h| are bounded and that sups,y
∫ ‖g(s, ξ, ω, y)‖2dξ <∞.
Let T ∈ Tb and Zt = (t, Z t ). Using the classical Itoˆ Lemma, we have PˆT -a.s., ∀t ≥ 0,
ψ(ZT∧t )− ψ(Z0) =
∫ T∧t
0
∇ψ(Zs) · dZs +
∫ T∧t
0
∂ψ
∂s
(Zs)ds
+ 1
2
∑
i, j≤n
∫ T∧t
0
ψi j (Zs)d〈Z i , Z j 〉s
= PˆT -
∫ T∧t
0
∇ψ(Zs) f (s) · dy(s)+ PˆT -
∫ T∧t
0
∫
∇ψ(Zs)g(s, ξ) · dW (s, ξ)
+
∫ T∧t
0
(
∇ψ(Zs) · h(s)+ ∂ψ
∂s
(Zs)+ 12
n∑
i=1
n∑
j=1
ψi, j (Zs)ai j (s)
)
ds.
Here, in the second line, we have simply plugged in (2.8), used Corollary 2.5 to manage the
square function and done some linear algebra. Letting b˜(s) denote the term inside the last integral
above, we see that
S(t) = ψ(Zt )− ψ(Z0)−
∫ t
0
b˜(s)ds
is an (Fˆ ∗t )-predictable process satisfying (2.2). Hence we may apply Corollary 2.9 (with f and
g replaced by ∇ψ(Z) f and ∇ψ(Z)g, respectively) to get
ψ(Zt ) = ψ(Z0)+ I (∇ψ(Z) f, t)+ J (∇ψ(Z)g, t)+
∫ t
0
b˜(s)ds. (2.10)
Since |b˜|, ‖∇ψ(Z) f ‖ and ∫ ‖∇ψ(Z)g(ξ)‖2dξ are all bounded and (Fˆ ∗t )-predictable, we can
apply Theorem 2.10 above, and Proposition V.3.4 and Remark V.2.5 of [3] to get P-a.s. for all
t ≥ 0,∫
ψ(Zt )Kt (dy) =
∫
ψ(Z0)K0(dy)+
∫ t
0
∫
ψ(Z0)dM(s, y)
+
∫ t
0
∫
I (∇ψ(Z) f, s)dM(s, y)+
∫ t
0
∫
J (∇ψ(Z)g, s)dM(s, y)
+
∫ t
0
∫ [∫ s
0
b˜(r)dr
]
dM(s, y)+
∫ t
0
∫
Ks(∇ψ(Zs)g(s, ξ))dW (s, ξ)
+
∫ t
0
Ks(b˜(s))ds
=
∫
ψ(Z0)K0(dy)+
∫ t
0
∫
ψ(Zs)dM(s, y)
+
∫ t
0
∫
Ks(∇ψ(Zs)g(s, ξ))dW (s, ξ)+
∫ t
0
Ks(b˜(s))ds.
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In the second equality, we used (2.10) to simplify. This gives the result in this case.
Now assume that f, g and h satisfy (2.7). We may choose f k, gk and hk bounded and (Fˆ ∗t )-
predictable and such that
∫ ‖gk(ξ)‖2dξ is bounded and f k → f, gk → g and hk → h pointwise
(by, for example, truncating f, g and h) with ‖ f k‖ ≤ ‖ f ‖, ‖gk‖ ≤ ‖g‖ and |hk | ≤ |h|.
Therefore, by the Dominated Convergence Theorem,∫ t
0
Ks
(
‖ f ks − fs‖2 + |hks − hs | +
∫
‖gks − gs‖2dξ
)
ds → 0 ∀t ≥ 0 a.s. (2.11)
Using (2.7), choose Sn ∈ Tb, Sn ↑ ∞, a.s. such that∫ Sn
0
Ks
(
‖ fs‖2 + |hs |
)
ds +
∫ Sn
0
Ks
(∫
‖gs‖2dξ
)
ds ≤ n a.s.
Let Z k be as in (2.8) except with f, g, h replaced by f k, gk, hk , respectively. Using Lemma
V.3.3(b) of [3], we get that supt≤Sn Kt (
∫ t
0 |hs |ds) < ∞ for all n, a.s., and hence Z t (ω, y) is
well-defined Kt -a.a. y for all t ≥ 0 a.s. The same lemma shows that
sup
t≤Sn
Kt
(∫ t
0
|hks − hs |ds
)
P→ 0 as k →∞ ∀n. (2.12)
Using Proposition V.3.2(e) and Lemma V.3.3(b) of [3] gives
sup
t≤Sn
Kt
(
sup
s≤t
‖I ( f k, s)− I ( f, s)‖2
)
P→ 0 as k →∞ ∀n. (2.13)
Similarly, using Theorem 2.8 above and Lemma V.3.3(b) of [3] gives
sup
t≤Sn
Kt
(
sup
s≤t
‖J (gk, s)− J (g, s)‖2
)
P→ 0 as k →∞ ∀n. (2.14)
Together, (2.12)–(2.14) give
sup
t≤T
Kt
(
sup
s≤t
|Z k(s)− Z(s)|
)
P→ 0 as k →∞ ∀T > 0. (2.15)
Since we have already seen that (2.9) holds for (Z k, f k, gk, hk) in place of (Z , f, g, h), the
boundedness of ψ and its derivatives together with (2.11) and (2.15) lets us send k → ∞ and
derive the result using the Dominated Convergence Theorem.
Note that the proofs of Theorem 2.10 above and Proposition V.3.4 of [3] imply that the second
term of (2.9) is an L2 martingale and the third is a local martingale. The condition (2.7) can be
used to show that the last term of (2.9) has finite variation on bounded intervals a.s. 
Corollary 2.12. If f, g, h and Z are as in Theorem 2.11, then
X t (A) =
∫
1(Z t (ω, y) ∈ A)Kt (dy)
defines an a.s. continuous (Ft )-predictable MF (Rn)-valued process.
The proof for this corollary is the same as for Corollary V.3.6 of [3].
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3. The strong equation
In this section, let K be as in Section 2 and let ν be the law of K0. Let σ1 : MF (Rd)×Rd →
Rd×d , σ2 : MF (Rd)×Rd×Rm → Rd×d , b : MF (Rd)×Rd → Rd and Z0 : Rd → Rd be Borel
maps. If
∫ t
0 σ1(Xs, Zs)dy(s) is the integral I and
∫ t
0
∫
σ2(Xs, Zs, ξ)dW (s, ξ) is the integral J
discussed in Section 2 above, then the precise interpretation of (SE) is as follows:
(SE)Z0,K
(a) Z t (ω, y) = Z0(y0)+
∫ t
0
σ1(Xs, Zs)dy(s)
+
∫ t
0
∫
σ2(Xs, Zs, ξ)dW (s, ξ)+
∫ t
0
b(Xs, Zs)ds K -a.e.
(b) X t (ω)(A)=
∫
1(Z t (ω, y) ∈ A)Kt (dy) ∀A ∈ B(Rd),∀t ≥ 0 a.s.
(X, Z) is a solution of (SE)Z0,K iff Z is an (Fˆ
∗
t )-predictable Rd -valued process and X is an
(Ft )-predictable MF (Rd)-valued process such that (SE)Z0,K holds.
Before we start discussing the existence of a solution of (SE)Z0,K , we must impose some
conditions on the problem to make it more tractable. Let Lip1(d) = {φ : Rd → R : ‖φ‖∞ ≤
1, |φ(x)− φ(z)| ≤ |x − z| ∀x, z ∈ Rd} and, for µ, ν ∈ MF (Rd), denote the Vasserstein metric
on MF (Rd) by
d(µ, ν) = sup
φ∈Lip1(d)
|µ(φ)− ν(φ)|.
Let σ1, σ2 and b be such that there is an increasing function L : R+→ R+ with
Lip (a) ‖σ1(µ, z)− σ1(µ′, z′)‖ + |b(µ, z)− b(µ′, z′)|
≤ L(µ(1) ∨ µ′(1)) [d(µ,µ′)+ |z − z′|] ∀µ,µ′ ∈ MF (Rd), z, z′ ∈ Rd
(b)
∫
‖σ2(µ, z, ξ)− σ2(µ′, z′, ξ)‖2dξ
≤ L(µ(1) ∨ µ′(1))[d(µ,µ′)2 + |z − z′|2]
(c) sup
z
(‖σ1(0, z)‖ + |b(0, z)|) <∞ and sup
z
∫
‖σ2(0, z, ξ)‖2dz <∞.
The following lemma follows easily from the Lipschitz-type conditions above.
Lemma 3.1. There exists a non-decreasing function α : R+→ R+ such that
sup
z
[
‖σ1(µ, z)‖ +
∫
‖σ2(µ, z, ξ)‖2dξ + |b(µ, z)|
]
≤ α(µ(1)) (3.1)
Define TN = inf{t : Kt (1) ≥ N } ∧ N and
S1 = {X : R+ × Ω → MF (Rd) : X is (Ft )-predictable, a.s. continuous and
X t (1) ≤ N ∀t < TN ∀N ∈ N}
S2 = {Z : R+ × Ωˆ → Rd : Z is (Fˆ ∗t )-predictable and continuous K -a.e.}
S = S1 × S2.
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Let
Φ2(X, Z)(t, y) ≡ Z˜ t (y)
= Z0(y0)+
∫ t
0
σ1(Xs, Zs)dys
+
∫ t
0
∫
σ2(Xs, Zs, ξ)dW (s, ξ)+
∫ t
0
b(Xs, Zs)ds
Φ1(X, Z)(t)(·) ≡ X˜ t (·) =
∫
1(Z˜ t (ω, y) ∈ ·)Kt (dy)
and let Φ = (Φ1,Φ2). Then note that Φ : S→ S by Corollary 2.12.
Lemma 3.2. Let (X˜ i , Z˜ i ) = Φ(X i , Z i ) for i = 1, 2. If there exist universal constants cN such
that, for any stopping time T ≤ TN ,
PˆT
(
sup
s≤t∧T
|Z˜1(s)− Z˜2(s)|2 ∧ 1
)
≤ cN
∫
|Z˜10 − Z˜20 |2 ∧ 1dm
+ cN
[
P
(∫ t∧T
0
d(X1s , X
2
s )
2 ∧ 1ds
)
+ PˆT
(∫ t∧T
0
|Z˜1(s)− Z˜2(s)|2 ∧ 1ds
)]
, (3.2)
∀N ∈ N, then there is a pathwise unique solution (X, Z) to (SE)Z0,K . In particular, X is unique
up to P-null sets and Z is unique K -a.e. Also, the map t 7→ X t is a.s. continuous in t.
Proof. The proof of this lemma is essentially given in the proof of Theorem V.4.1(a) of [3]. To
see this, first set K 1 = K 2 in that proof, and then note that inequality (3.2) above is the same as
inequality V.4.9 there, and from there on follow the proof, substituting (3.2) for V.4.9 where it
appears.
The idea is to perform a contraction argument on the complete metric space (S, d0), where d0
is an appropriately chosen metric that depends on the sequence {cN }. One has to prove that Φ is
a contraction on S. 
Theorem 3.3. If (Lip) holds, then there exists a pathwise unique solution (X, Z) to (SE)Z0,K .
In particular, X is unique up to P-null sets and Z is unique K -a.e. Also, the map t 7→ X t is
a.s. continuous in t.
Proof. We will simply verify that the hypotheses in Lemma 3.2 hold. Let TN be as above and
T ∈ Tb with T ≤ TN . Let (X˜ i , Z˜ i ) be as above, for i = 1, 2. Using first Doob’s strong L2
inequality and then successive applications of the Cauchy–Schwartz inequality and the fact that
TN ≤ N , we have
PˆT
(
sup
s≤t∧T
|Z˜1(s)− Z˜2(s)|2 ∧ 1
)
≤ cPˆT
(
|Z10 − Z20 |2 ∧ 1+
∫ t∧T
0
∫
‖σ2(X1s , Z1s , ξ)− σ2(X2s , Z2s , ξ)‖2dξds
)
+ cPˆT
[∫ t∧T
0
‖σ1(X1s , Z1s )− σ1(X2s , Z2s )‖2 + N |b(X1s , Z1s )− b(X2s , Z2s )|2ds
]
≤ cPˆT (|Z10 − Z20 |2 ∧ 1)+ cN PˆT
(∫ t∧T
0
L(X1s (1) ∨ X2s (1))2(d(X1s , X2s )
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+ |Z1s − Z2s |)2 ∧
(
α(X1s (1))
2 + α(X2s (1))2
)
ds
)
≤ cPˆT
[
|Z10 − Z20 |2 ∧ 1+ N L(N )2
∫ t∧T
0
(d(X1s , X
2
s )+ |Z1s − Z2s |)2 ∧ α(N )2ds
]
,
(3.3)
where we have used (Lip)(a), (b) and Lemma 3.1 for the third inequality. For the fourth inequality
we use the fact that T ≤ N and Corollary 2.12 (to conclude that X is(1) ≤ N for s ≤ T ) and
that α and L are non-decreasing. Note that, in the above, all the constants (not depending on N )
are collected under the term c, and this term then varies from line to line. Also, if T = 0, then
KT (1) may exceed N , but the integral in (3.3) above is then zero. If T > 0 then TN > 0 and so
KT (1) ≤ supt≤T Kt (1) ≤ N . Hence we have
PˆT
(
sup
s≤t∧T
|Z˜1(s)− Z˜2(s)|2 ∧ 1
)
≤ c
∫
|Z10 − Z20 |2dm + cN 2L(N )2α(N )2P
(∫ t∧T
0
d(X1s , X
2
s )
2 ∧ 1ds
)
+ cN L(N )2α(N )2PˆT
(∫ t∧T
0
|Z1s − Z2s |2 ∧ 1ds
)
,
where we have used Proposition 2.1 to handle the first term and then factored out the α(N )2 term
inside the integral in (3.3). Letting cN = N 2L(N )2α(N )2 and invoking Lemma 3.2 completes
the proof. 
Examples of functions σ1, b satisfying (Lip)(a) can be found in Section V.1 of [3]. The
following remark gives some broad classes of coefficients σ2 for which (Lip)(b) holds.
Remark 3.4. Suppose there exists a finite constant c0 such that, for all ξ , ‖σ2(µ, z, ξ) −
σ2(µ
′, z′, ξ)‖ ≤ c0(d(µ,µ′)+|z− z′|) and supz
∫ ‖σ2(0, z, ξ)‖2dξ <∞. Additionally, suppose
one of the following properties holds:
(i) σ2(µ, z, ·) has compact support for each µ, z such that | supp σ2(µ, z, ·)| ≤ L(µ(1)) for all
z for some increasing function L : R+ → R+ (where |A| represents the m-dimensional
volume of A ⊂ Rm).
(ii) σ2(µ, z, ξ) has no measure dependence and has first and second derivatives in z. Also, there
exists M > 0 such that supz ‖∂α(σ2)(z, ·)‖2 < M for all multi-indices α up to order 2.
(iii) σ2(µ, z, ξ) has no measure dependence, is continuous, integrable in ξ for each z, and has
uniformly bounded first and second derivatives in z. Also assume that there exists M > 0
such that, for all i ≤ d, supz ‖ ∂∂zi σ2(z, ·)‖1 < M .
(iv) σ2(µ, z, ξ) =
∫
f (z, x, ξ)dµn(x), where x ∈ Rnd and f : Rd+nd+m → Rd×d such
that f is bounded, twice differentiable in x and z and there exists M > 0 with supz,x
‖∂α f (z, x, ·)‖2 < M for all multi-indices α with |α| ≤ 2. Additionally, assume that there
exists an L2 function c : Rm → R+ such that, for all z, the function f (z, ·, ξ) is Lipschitz
with constant c(ξ).
(v) σ2(µ, z, ξ) = f (µ(φ1), . . . , µ(φn), z, ξ), where f : Rn+d+m → Rd×d , and such that
f ((x, z), ·) satisfies the conditions on σ2 in either (ii) or (iii) above and each φi bounded
and measurable.
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Then (Lip)(b) holds.
Proof. The proof of (Lip)(b) under case (i) is not hard (just use the Lipschitz property followed
by the compact support property). Assume, for case (ii), that gξ (z) = ‖σ2(z, ξ) − σ2(z0, ξ)‖2.
Since σ2 is twice differentiable, so is gξ . Note that, for each y, gξ has a minimum when z = z0
and that gξ (z0) = 0. Hence, by looking at the Taylor expansion, we get
gξ (z) =
∑
|α|=2
2
α! (z − z0)
α
∫ 1
0
(1− t)∂α(gξ )(z0 + t (z − z0))dt
and, after letting z(t) = z0 + t (z − z0), we have∫
gξ (z)dξ ≤ c|z − z0|2
∑
α=2
∫ ∫ 1
0
(1− t)‖∂α(gξ )(z(t))‖dtdξ
≤ c1|z − z0|2
∑
α=2
∫ 1
0
∫ ∑
i, j≤d
∣∣∣∣∂α (σ i j2 (z(t), ξ)− σ i j2 (z0, ξ))2∣∣∣∣ dξdt
≤ c2 M2|z − z0|2
by the uniform L2 bound on the derivatives up to order 2 of σ2. This proves the lemma under this
case.
For (iii), first define the function h(z) = ∫ ‖σ2(z, ξ)−σ2(z0, ξ)‖2dξ . Then note that h(z0) = 0
and that this is a minimum for h. Therefore, since the first partials of h vanish at z0,
h(z1) ≤ |∇zh(z0) · (z1 − z0)| + c sup
z
‖∇2z h(z)‖|z1 − z0|2
≤ C |z1 − z0|2
by the boundedness of the second derivatives of h (which follows from the assumptions on σ2).
This gives us the result in this case.
For case (iv), consider
σ2(µ1, z1, ξ)− σ2(µ2, z2, ξ) =
∫
Rnd
f (z1, x, ξ)d(µn1 − µn2)(x)
−
∫
Rnd
( f (z2, x, ξ)− f (z1, x, ξ)) dµn2(x),
and hence through applications of the Cauchy–Schwartz Inequality and Fubini’s Theorem, we
get ∫
‖σ2(µ1, z1, ξ)− σ2(µ2, z2, ξ)‖2dξ ≤ 2
∫
c(ξ)2d(µn1, µ
n
2)
2dξ
+ 2µ2(1)2n
∫ ∫
‖ f (z2, x, ξ)− f (z1, x, ξ)‖2dξdµn2(x),
since f (z, ·, ξ)/c(ξ) ∈ Lip1(nd) for each pair z, ξ by the assumptions on f . Then, by using the
same proof as in part (iii) to handle the second term, the fact that c(ξ) is L2, and the definition of
Lip1(nd), we get∫
‖σ2(µ1, z1, ξ)− σ2(µ2, z2, ξ)‖2dξ ≤ Cd(µ1, µ2)n + C(µ1(1)µ2(1))2n|z1 − z2|2
≤ L(µ1(1) ∨ µ2(1))[d(µ1, µ2)2 + |z1 − z2|2]
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by choosing L(x) = Cxn−1 + Cx2n . This gives (Lip)(b).
The proof for case (v) follows easily from the proofs of either (ii) or (iii) and the definition of
the Vasserstein metric. 
4. A martingale problem
We will now show that X satisfies a certain martingale problem: a generalized version of
the martingale problem satisfied by the process constructed in [1] and an extension to the one
considered in [4]. First we need to show that any solution (X, Z) to (SE)Z0,K satisfies the
following martingale problem, (MP): X0 = µ ∈ MF (Rd) and for any φ ∈ C2b(Rd),
M Xt (φ) ≡ X t (φ)− µ(φ)−
∫ t
0
Xs(L Xsφ)ds (4.1)
is a continuous martingale with square function
〈M X (φ)〉t =
∫ t
0
Xs(φ
2)ds +
∫ t
0
∫ ∫
∇φ(z1)ρXs (z1, z2)∇φ∗(z2)dXs(z1)dXs(z2)ds, (4.2)
where, for ν ∈ MF (Rd),
Lνφ(z) =
d∑
i=1
bi (ν, z)φi (z)+ 12
d∑
i, j=1
ai j (ν, z)φi j (z) with a = σ1σ ∗1 +
∫
σ2σ
∗
2 (ξ)dξ (4.3)
and ρν is the d × d matrix given by
ρν(z1, z2) =
∫
Rm
σ2(ν, z1, ξ)σ
∗
2 (ν, z2, ξ)dξ.
Lemma 4.1. Any solution (X, Z) of (SE)Z0,K satisfies (MP) with X0(·) =
∫
1(Z0 ∈ ·)K0(dy).
Proof. The proof follows directly from Theorem 2.11 and (SE)Z0,K . First, we note that, for
φ : Rd → R bounded and measurable, (SE)Z0,K implies that X t (φ) =
∫
φ(Z t (y))Kt (dy).
Then, from Itoˆ’s Lemma (Theorem 2.11), for ψ ∈ C2b(Rd), we get∫
ψ(Z t )Kt (dy) =
∫
ψ(Z0)dK0(y)+ Nt
+
∫ t
0
Ks
(
∇ψ(Zs) · b(Xs, Zs)+ 12
n∑
i, j=1
ψi, j (Zs)a
i j (Xs, Zs)
)
ds,
where Nt is a martingale. This becomes, by the boundedness of ψ and its partials,
X t (ψ) = X0(ψ)+ Nt +
∫ t
0
∫
L Xsψ(z)Xs(dz)ds.
Since
Nt =
∫ t
0
∫
ψ(Zs)dM(s, y)+
∫ t
0
∫
Ks(∇ψ(Zs)σ2(Xs, Zs, ξ))dW (s, ξ),
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by the orthogonality of M and W , we have
〈N 〉t =
∫ t
0
Xs(ψ
2)ds +
∫ t
0
∫ (∫
∇ψσ2(Xs, z, ξ)dXs(z)
)
×
(∫
∇ψσ2(Xs, z, ξ)dXs(z)
)∗
dξds,
which can be rewritten in the form of (4.2). 
Definition. For a function f : Rnd → R, define Fn, f : MF (Rd)→ R by Fn, f (µ) =
∫
f dµn .
It can be shown, by induction and using Lemma 4.1, for f = ⊗ni=1 φi , where each φi ∈
C2b(R
d), that
Nt (n, f ) = Fn, f (X t )− Fn, f (X0)−
∫ t
0
Lˆ Fn, f (Xs)ds (4.4)
is a martingale, where
Lˆ Fn, f (µ) =
n∑
i=1
µ(Lφi )
(∏
j 6=i
µ(φ j )
)
+ 1
2
n∑
i, j=1
i 6= j
( ∏
k 6=i, j
µ(φk)
)
×
[
µ(φiφ j )+
∫
Rm
µ(∇φiσ2(ξ)) · µ(∇φ jσ2(ξ))dξ
]
. (4.5)
We have suppressed the measure dependence of the generator L here and will do so below as
well.
Definition. If f ∈ B(Rnd) (i.e. f a real-valued, bounded Borel measurable function on Rnd )
then we can define the operator Φni, j : B(Rnd)→ B(R(n−1)d) acting on f as
Φni, j f (z1, . . . , zn−1) = f (z1, . . . , zn−1, . . . , zn−1, . . . , zn−2),
where zn−1 is inserted into the vector (z1, . . . , zn−2) such that it appears at the i th and j th spots.
We can now rewrite (4.5) in terms of f as follows:
Lˆ Fn, f (µ) =
n∑
i=1
∫
L i f dµn + 1
2
n∑
i, j=1
i 6= j
∫
Φni, j ( f )dµ
n−1
+ 1
2
n∑
i, j=1
i 6= j
d∑
k,l=1
∫
ρk,lµ (zi , z j )
∂2
∂zik∂z jl
f (z)dµn(z). (4.6)
Here z = (z1, . . . , zn) and L i f (z1, . . . , zn) = L fz1,...,zi−1,zi+1,...,zn (zi ) (i.e. applying L to a
function of just zi and fixing the other coordinates), where L is as in (4.3). Note that we have
suppressed the dependence of L i on ν, as with L . By Lemma 4.1 and an inductive argument, one
can see that
Nt (n, f ) =
∫ t
0
∫ n∑
i=1
(∏
j 6=i
Xs(φ j )
)
Xs(∇φiσ2(ξ))dW (s, ξ)
H.S. Gill / Stochastic Processes and their Applications 119 (2009) 3981–4003 3999
+
∫ t
0
∫ n∑
i=1
(∏
j 6=i
Xs(φ j )
)
φi (Zs)dM(s, y) (4.7)
=
n∑
i=1
∫ t
0
∫ [∫
∇zi f (z)σ2(zi , ξ)Xns (dz)
]
dW (s, ξ)
+
n∑
i=1
∫ t
0
∫ [∫
f (Zs(y1), . . . , Zs(yn)) K
n−1
s (dy
i )
]
dM(s, yi ), (4.8)
where yi = (y1, . . . , yi−1, yi+1, . . . , yn). Then a calculation gives
〈N (n, f )〉t =
n∑
i, j=1
∫ t
0
[∫
∇i f (z1)ρXs (zi , zn+ j )(∇n+ j f (z2))∗X2ns (dz)
]
ds
+
n∑
i, j=1
∫ t
0
∫ [∫
Φ2ni, j+n( f ⊗ f )X2n−1s (dz2n)
]
ds, (4.9)
where z = (z1, z2) and z1 = (z1, . . . , zn), z2 = (zn+1, . . . , z2n) and z2n = (z1, . . . , z2n−1).
Theorem 4.2. For any function f ∈ C2b(Rnd),
Nt (n, f ) = Fn, f (X t )− Fn, f (X0)−
∫ t
0
Lˆ Fn, f (Xs)ds (4.10)
is a martingale, where Lˆ is given by (4.6).
Proof. Let
Hn =
{
M∑
i=1
ai
nd⊗
j=1
φi j : φi j ∈ C∞c (R), ai ∈ R,M ∈ N
}
.
We will first use functions in Hn to prove that, for f ∈ C∞c (Rnd), (4.10) is a martingale
and then boost that up to include functions in C2c (Rnd) and finally those in C2b(R
nd). By the
Stone–Weierstrass theorem, for any f ∈ C∞c (Rnd), there is a sequence gk ∈ Hn such that
gk → ∂α f uniformly, for α = (2, . . . , 2). Then, by integrating in the various components, we
obtain a sequence fk such that ∂α fk → ∂α f uniformly for |α| ≤ 2.
This in turn gives pointwise convergence of Fn, fk to Fn, f and Lˆ Fn, fk to Lˆ Fn, f on MF (Rd)
(using the Dominated Convergence Theorem). Now, let TN = inf{t : Kt (1) ≥ N }∧N as above.
Then, for each k, l,
P
(
sup
s≤t∧TN
|Ns(n, fk)− Ns(n, fl)|2
)
≤ cP (〈N (n, fk)− N (n, fl)〉t∧TN ) ,
and hence, by sending l → ∞ and using the Dominated Convergence Theorem, we conclude
that
P
(
sup
s≤t∧TN
|Ns(n, fk)− Ns(n, f )|2
)
≤ cP (〈N (n, fk)− N (n, f )〉t∧TN )
→ 0
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as k → ∞, by the Dominated Convergence Theorem and Lemma 3.1. Hence Nt (n, f ) is a
continuous local martingale. Since f and its derivatives up to order 2 are bounded and (Lip)(c)
holds, we have by (4.9) that
P(〈N (n, f )〉t ) ≤ cP
(∫ t
0
Xs(1)2n + Xs(1)2n−1ds
)
.
The right-hand side is finite by the boundedness of moments of the mass process of super-
Brownian motion. Therefore Nt (n, f ) is a martingale.
Now let f ∈ C2c (Rnd). Using approximate identities we can construct functions fk ∈
C∞c (Rnd) such that ∂α fk → ∂α f uniformly for all α with |α| ≤ 2. Repeating the above argument
again and using the fact that each Nt ( fk) is a martingale shows that Nt ( f ) is a continuous
martingale.
Finally, suppose that f ∈ C2b(Rnd). Let ηk ∈ C∞c (Rnd) such that ηk = 1 on B(0, k), ηk = 0
on B(0, k + 1)c and ‖∂αηk‖ < 2 for each multi-index with |α| ≤ 2. Letting fk = f ηk , we see
that ∂α fk → ∂α f pointwise for each |α| ≤ 2. Here B(0, k) denotes the open ball of radius k
about the origin.
This gives Lˆ Fn, fk → Lˆ Fn, f pointwise (by the Dominated Convergence Theorem). Then,
noting that each Nt ( fk) is a continuous martingale and using the method in the first part of this
proof shows that Nt ( f ) is a continuous martingale. 
To see that the above martingale problem reduces to the one found in [1] in their setting, let
m = d = 1, b = 0, σ2(µ, z, ξ) = h(ξ − z), where h is square-integrable and σ1(µ, z) = σ1(z)
is Lipschitz. Additionally, suppose that η(z) ≡ ∫R h(ξ − z)h(ξ)dξ is twice continuously
differentiable with η′ and η′′ bounded. Then one can easily check that these coefficients satisfy
(Lip) (use Taylor’s theorem on η to show (Lip)(b)). To get the form of the infinitesimal generator,
we use (4.6):
Lˆ Fn, f (µ) = 12
n∑
i=1
∫
(σ 21 (zi )+ η(0)) fi i (z)dµn(z)+
1
2
n∑
i, j=1
i 6= j
∫
ρ(zi , z j ) fi j (z)dµn(z)
+ 1
2
n∑
i, j=1
i 6= j
∫
Φni, j ( f )dµ
n−1,
which is the same as the sum of the generators (2.1) and (2.2) of [1] (since ρ(zi , z j ) = η(zi−z j )),
if we allow their branching rate σ to be constant at 1.
In [1], uniqueness in law of the martingale problem is established. Hence, in this particular
setting, our solution is both unique in law and pathwise unique, and therefore is a version of the
process constructed in [1].
5. Additional properties of solutions
We will start off with a stability result for solutions of (SE)Z0,K , and then use it to prove
the strong Markov property. We conclude with a proof of the compact support property for the
solutions of (SE)Z0,K . Recall that d denotes the Vasserstein metric on MF (R
d).
Theorem 5.1. Assume that (Lip) holds. Let K 1 ≤ K 2 ≡ K be (Ft )-historical super-Brownian
motions with mi (·) ≡ E(K i0(·)) ∈ MF (Rd), and let Z i0 : Rd → Rd be Borel maps, for i = 1, 2.
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Let TN = inf{t : Kt (1) ≥ N } ∧ N. There are universal constants {cN , N ∈ N} so that,
if (X i , Z i ) is the unique solution of (SE)Z i0,K i
, then
P
(∫ TN
0
sup
r≤s
d(X1(r), X2(r))2ds
)
≤ cN
(∫
|Z10 − Z20 |2 ∧ 1dm2 + m2(1)− m1(1)
)
.
The proof of this theorem essentially follows from the proof of Theorem V.4.2 of [3]. Note that,
before we can follow that proof, we will need to show that the condition (3.2) of Lemma 3.2
above holds under (Lip), where (X˜ i , Z˜ i ) = Φi (X i , Z i ), where each Φi depends on different
historical super-Brownian motions K i , i = 1, 2 and K 1 ≤ K 2 (i.e. the Radon–Nikodym
derivative dK
1
dK 2
≤ 1). The computation showing this is almost exactly like the one in the proof of
Theorem 3.3.
We now construct a canonical space upon which we can define a white noise and an
independent historical super-Brownian motion. Let K be an (Ft )-adapted historical super-
Brownian motion on Ω¯ = (Ω ,F , (Ft )t≥0,Qν). Let (X, Z) be the unique solution to (SE)Z0,K .
Recall that X is (Ft )-predictable, and Z is (Fˆ ∗t )-predictable. Denote by ΩX the space of
continuous paths in MF (Rd) andFX its Borel σ -field.
Let ΩK = {H· ∈ C([0,∞),MF (C)) : Ht ∈ M tF (C) ∀t ≥ 0}, where M tF (C) = {µ ∈
MF (C) : µ(A) = µ
(
A ∩ {y ∈ C : y = yt })∀A ∈ C }. The historical super-Brownian motion K
has sample paths in ΩK . LetFK be the Borel σ -field of ΩK , and let
F Kt =
∞⋂
n=1
σ(Hr : 0 ≤ r ≤ t + 1/n).
To treat W we will follow the method of [2]. Let QW be the law of the white noise W . For
functions f ∈ C(Rd), define
‖ f ‖λ = sup
x∈Rd
| f (x)|e−λ|x |,
and let Ctem = { f ∈ C(Rm) : ‖ f ‖λ < ∞ for all λ > 0}. We let Ctem be endowed with the
topology generated by the family of norms ‖ · ‖λ, λ > 0. Hence, Ctem can be thought of as a
metric space with metric d given by d( f, g) = ∑∞k=1 2−k(‖ f − g‖1/k ∧ 1). It turns out that
(Ctem, d) is a Polish space. Let W = (W 1, . . . ,W d) be a d-dimensional white noise, as in
Section 2. We can now identify each white noise W i with its associated Brownian sheet and say
that each W i is a process with sample paths in C([0,∞),Ctem). Hence we will say that W has
sample paths in ΩW ≡ C([0,∞),Cdtem). Endow ΩW with the topology of uniform convergence
on compacts.
Let W˜ : [0,∞)× ΩW → Cdtem be the coordinate projection map, and let
FWt =
∞⋂
n=1
σ(W˜s : s ≤ t + 1/n).
Then (H, W˜ ) is a Borel strong Markov process on (ΩK ,W ,H ,Ht ,Qν,W ), where ΩK ,W =
ΩK × ΩW ,Qν,W = Qν × QW and, for each t ≥ 0, Ht is equal to σ((H, W˜ )(s) : s ≤ t)
with the Qν,W -null sets thrown in.
We will now treat H and W˜ as random processes on the spaceΩK ,W with H(t, ω, α) = Ht (ω)
and W˜ (t, ω, α) = αt . Under Qν,W , H and W˜ are independent by definition and have laws Qν
and QW , respectively.
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Recall from the definition in Section 2 that Ω̂K ,W = ΩK ,W ×C and similarly Hˆt =Ht ×Ct
with universal completion Hˆ ∗t .
Statement (a) below shows that (SE)Z0,K has a strong solution, whereas (b) shows that there
is continuity of the laws of the solutions in the initial condition.
Theorem 5.2. Let (X, Z) be the unique solution of (SE)Z0,K on Ω¯ . Then the following holds:
(a) There are (Ht )-predictable and (Hˆ ∗t )-predictable maps X˜ : R+ × ΩK ,W → MF (Rd) and
Z˜ : R+ × Ω̂K ,W → Rd , respectively, depending only on (Z0, ν), and such that(
X (t, ω), Z(t, ω, y)
)
=
(
X˜
(
t, K (ω),W (ω)
)
, Z˜
(
t, K (ω),W (ω), y
))
(5.1)
gives the unique solution of (SE)Z0,K .
(b) There is a continuous map from X0 7→ P′X0 from MF (Rd) to M1(ΩX ) such that, if (X, Z) is
a solution of (SE)Z0,K on some filtered space Ω¯ , then
P(X ∈ ·) =
∫
P′X0(ω)(·)dP(ω). (5.2)
(c) If T is an a.s. finite (Ft )-stopping time, then, for all A ∈ FX ,
P(X (T + ·) ∈ A|FT )(ω) = P′XT (ω)(A), P-a.s.
Proof. The proof of (a) is an analogue of the proof of Theorem V.4.1 (b) of [3].
For (a), let (X˜ , Z˜) be the unique solution of (SE)Z0,K , where (H, W˜ ) is the canonical
process on Ω¯ ′ ≡ (ΩK ,W ,H ,Ht ,Qν,W ). It is clear from Theorem 3.3 that (X˜ , Z˜) depends
only on Z0 and ν, and satisfies the desired predictability conditions. To show (5.1), we need
only show that the latter process solves (SE)Z0,K on Ω¯ . Let I
′( f, t, H,W, y), J ′(g, t, H,W, y)
and f ∈ D′1(d, d), g ∈ D′2(m, d, d) denote the sample path stochastic integral and the
white noise integral, respectively, from Section 2 on Ω¯ ′. Similarly, define I ( f, t), J (g, t), f ∈
D1, g ∈ D2 to be the stochastic integrals in Section 2 on Ω¯ . We claim that, if f ∈ D′1, then
f ◦ (K ,W )(t, ω, y) ≡ f (t, K (ω),W (ω), y) ∈ D1, and
I ( f ◦ (K ,W )) = I ′( f ) ◦ (K ,W ), K -a.e. (5.3)
By the definition of D′1 and D1, and since K and H have the same laws, we get the
first implication. Eq. (5.3) clearly holds for simple functions. Using Proposition V.3.2 (d)
of [3] allows us to show that it holds for all f ∈ D′1. The situation with the white noise integral
J is similar in that, if g ∈ D′2, then J ◦ (K ,W ) ∈ D2, and
J (g ◦ (K ,W )) = J ′(g) ◦ (K ,W ), K -a.e.
This can again be shown by first starting at simple functions and then bootstrapping up using
Theorem 2.8. To show the result, we can now simply replace (H, W˜ ) with (K (ω),W (ω)) in
(SE)Z0,H and get that (X˜ ◦ (K ,W ), Z˜ ◦ (K ,W )) solves (SE)Z0,K on Ω¯ .
The proof of (b) is also a straightforward analogue of the proof of Theorem V.4.1 (c) in [3].
The continuity condition in (b) depends on the stability result above (which is the analogue of
the stability result in [3]).
The proof of (c) is more involved, but follows exactly the same route as the proof of Theorem
V.4.1 (d) in [3]. It uses the continuity proven in (b) to reduce the problem to proving the Markov
property (via finite-valued stopping times) which is then established by using the uniqueness
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of solutions of the strong equation. Again, the only additional detail to worry about is the
interpretation of the white noise integral J . 
We now prove the compact support property for solutions of (SE)Z0,K .
Definition. Let f : [0,∞)× Ωˆ → (E, ‖ · ‖) (a normed linear space). A bounded (Ft )-stopping
time T is called a reducing time for f if and only if 1(0 < t ≤ T )‖ f (t, ω, y)‖ is uniformly
bounded. We say {Tn} reduces f if and only if each Tn reduces f and Tn ↑ ∞P-a.s. If such a
sequence exists, we say that f is locally bounded.
Theorem 5.3. Assume that f ∈ D1(n, d), g ∈ D2(m, n, d) and b : [0,∞)× Ωˆ → Rn is (Fˆ ∗t )-
predictable, and all three are locally bounded. Let Z(t) = Z0 + I ( f, t) + J (g, t) + V (b, t)
where V (b, t) = ∫ t0 b(s)ds. Define Kˆ (·) = Kt ({y : Z t (ω, y) ∈ ·}). Then for a.a. ω for each
k ∈ N there is a compact set Sk(ω) ⊂ C such that supp(Kˆt ) ⊂ Sk ∀t ∈ [k−1, k], and
supp(Kˆt ) ⊂ Sk ∀t ∈ [0, t] on {ω : supp(Kˆ0) is compact}.
The proof of this theorem is given by a small modification of the proofs of Corollaries 3.3 and
3.4 of [4].
Corollary 5.4. Assume (Lip). Let (X, Z) denote the solution of (SE)Z0,K . Then for a.a. ω for
each k ∈ N there is a compact set S′k(ω) ⊂ Rd such that supp(X t ) ⊂ S′k ∀t ∈ [k−1, k], and on{ω : supp(X0) is compact}, supp(X t ) ⊂ S′k ∀t ∈ [0, t].
Proof. Note that, under (Lip), the coefficients σ1, σ2 and b are locally bounded, and that in the
above, X t (A) =
∫
1(Z(t) ∈ A)Kt (dy) = Kˆt (pi−1t A), where pi−1t A = {y : Z t (ω, y) ∈ A} for
A bounded measurable. Apply Theorem 5.3 and use the fact that pit : C → Rd is a continuous
mapping.
Let Sk be as in Theorem 5.3. Then for t ∈ [k−1, k], X t ((pit Sk)c) = Kˆt (pi−1t ((pit Sk)c)) ≤
Kˆt (Sck ) = 0. Hence setting S′k = pik Sk gives the result in this case. Proceed similarly for the
extension for {ω : S(X0) is compact}. 
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