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SMALL LOCAL ACTION OF SINGULAR INTEGRALS
ON SPACES OF NON-HOMOGENEOUS TYPE
BENJAMIN JAYE AND TOMA´S MERCHA´N
Abstract. Fix d ≥ 2 and s ∈ (0, d). In this paper we introduce
a notion called small local action associated to a singular integral
operator, which is a necessary condition for the existence of princi-
pal value integral to exist. Our goal is to understand the geometric
properties of a measure for which an associated singular integral
has small local action. We revisit Mattila’s theory of symmetric
measures and relate, under the condition that the measure has fi-
nite upper density, the existence of small local action to the cost of
transporting the measure to a collection of symmetric measures. As
applications, we obtain a soft proof of a theorem of Tolsa and Ruiz-
de-Villa on the non-existence of a measure with positive and finite
upper density for which the principal value integral associated with
the s-Riesz transform exists if s 6∈ Z. Furthermore, we provide a
considerable generalization of this theorem if s ∈ (d− 1, d).
1. Introduction
The purpose of the present paper and its sequel [JM] is to conduct
a study into the relationship between the different ways in which a
singular integral operator with nice kernel can act in a space with
rough geometry in Rd, d ≥ 2.
Fix s ∈ (0, d). For a Lipschitz continuous, one homogeneous, odd
kernel Ω, we form the s-dimensional Caldero´n-Zygmund kernel K(x) =
Ω(x)
|x|s+1
.
Our goal here is to understand the geometric consequences on a
(locally finite, non-negative Borel) measure µ of a local condition called
small local action.
Definition 1.1. Fix a family of Lipschitz continuous functions Γ =
{ητ , τ ∈ (0, 1)} satisfying
ητ (t) =
{
1 if 0 ≤ t ≤ 1− τ,
0 if 1 ≤ t <∞.
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The kernel Ω has small local s-action1 if
for any τ > 0, lim
r→0
1
rs+1
∫
Rd
Ω(x− y)ητ
( |x− y|
r
)
dµ(y) = 0
for µ-almost every x ∈ Rd.
(SLA)
Our goal is to understand what (SLA) tells us about µ, under the
assumption that µ has finite upper s-density, i.e.
Dµ,s(x)
def
= lim sup
r→0
µ(B(x, r))
rs
<∞ µ-almost every x ∈ Rd.
Under the finite upper density condition on µ, the property (SLA)
is a necessary condition for the µ-almost everywhere existence of the
principal value integral
lim
ε→0
∫
|x−y|>ε
Ω(x− y)
|x− y|s+1
dµ(y), x ∈ Rd,
see Appendix A.
Our motivation for introducing the small local action condition was
primarily to understand better the difference between the existence of
the principal value integral, and the action of the associated Caldero´n-
Zygmund operator in L2, and it plays a key role in our paper [JM] on
this topic2.
In [M], Mattila already studied similar properties to (SLA) under
the additional regularity assumption that the measure µ has positive
lower density: Dµ,s(x)
def
= lim infr→0
µ(B(x,r))
rs
> 0 for µ-almost every
x ∈ Rd. In this article we shall adapt Mattila’s machinery to study the
property (SLA) without the lower density assumption.
Certainly, a crude sufficient condition for (SLA) to hold is that µ
has zero density, i.e. Dµ,s(x) = 0 for µ-almost every x ∈ R
d. However,
since Ω is odd, this sufficient condition cannot be necessary if s ∈ Z.
Indeed, if µ is the induced Lebesgue measure of an s-plane, then (SLA)
holds, but µ does not have zero density.
For s ∈ Z a sufficient condition for the property (SLA) is provided by
Lipschitz transportation numbers, introduced to the study of singular
1We will usually just write small local action, as s ∈ (0, d) is fixed.
2We refer the reader to the introduction of [JM] or Tolsa’s monograph [To5] for
a history of the topic, as it is not our central subject here, but we mention that the
existence of principal values is not necessarily implied by the L2 boundedness of the
associated operator in a space of non-homogeneous type [CH, Dav] even within the
class of homogeneous convolution kernels [JN2], for additional important results
see also [M, NToV, MP, MV, RVT, To3, To4, To5].
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integrals by Tolsa (see [To1] and [To2]). We shall use the following
variant of the transportation number
αflatµ,s (B(x, r)) = inf
L∈G(s,d)
sup
f∈Lip0(B(x,4r))
‖f‖Lip≤
1
r
∣∣∣ 1
rs
∫
Rd
ϕ
( | · −x|
r
)
fd(µ−cµ,LH
s
x+L)
∣∣∣,
where
• G(s, d) is the collection of s-dimensional linear subspaces of Rd,
• ϕ is a smooth function that satisfies ϕ ≡ 1 on (0, 3) and supp(ϕ) ⊂
(0, 4),
• and
cµ,L =
∫
Rd
ϕ
(
|·−x|
r
)
dµ
[∫
Rd
ϕ
(
| ·−x|
r
)
dHsx+L
]−1
.
The role of the α-numbers is exhibited in the following theorem:
Theorem 1.2. Fix Ω(x) = x to be the Riesz kernel. Suppose that µ
is a measure with Dµ(x) < ∞ for µ-almost every x ∈ R
d. The small
local action property (SLA) holds if and only if
(1) s 6∈ Z and µ has zero density,
(2) s ∈ Z and µ satisfies limr→0 α
flat
µ,s (B(x, r)) = 0 for µ-a.e x ∈ R
d.
The part of Theorem 1.2 relating to s 6∈ Z is closely related to
(and implies) a theorem of Ruiz de Villa and Tolsa [RVT] on the non-
existence of a non-zero measure µ satisfying Dµ,s(x) ∈ (0,∞) for µ-
almost every x ∈ Rd and for which the s-Riesz transform exists in
principal value. The proof given by Ruiz de Villa and Tolsa in [RVT] is
a delicate analysis which emphasizes the use of specific test functions.
As a byproduct of our work, we obtain a new proof that proceeds via
a soft compactness argument.
It is a consequence of Preiss’s theorem [P] that if Dµ,s(x) > 0 for
µ- almost every x ∈ Rd, then the condition limr→0 α
flat
µ,s (B(x, r)) = 0
µ-a.e. implies that µ is s-rectifiable (the support of µ can be covered,
up to a sets of zero s-dimensional Hausdorff measure, by a union of
s-dimensional Lipschitz submanifolds). Therefore, under this positive
lower density condition, one recovers3 the Mattila-Preiss theorem [MP]
that the existence of the principal value integral of the s-Riesz trans-
form implies that the underlying measure is s-rectifiable. However, if
Dµ,s(x) = 0 µ-almost every x ∈ R
d, there are examples of purely un-
rectifiable measures µ for which limr→0 α
flat
µ,s (B(x, r)) = 0 µ-a.e. (see
3With essentially the same proof.
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Section 5 of [P]), so small local action alone does not imply rectifi-
ability for such irregular measures. In particular, one cannot expect
to recover Tolsa’s theorem [To4] on the rectifiability of measures sup-
ported on sets of locally finite s-dimensional Hausdorff measure for
which the Riesz transform exists in principal value from consideration
of small local action alone.
Theorem 1.2 follows from the general statement Theorem 1.4 below,
which relates the condition (SLA) to Mattila’s notion of a symmetric
measure.
Definition 1.3. A point x ∈ Rd is an Ω-symmetric point of a measure
ν if ∫
B(x,r)
Ω(x− y) dν(y) = 0 for all r > 0.
The set Ω-symmetric points of a measure ν is denoted by S(Ω, ν). A
measure ν is called Ω-symmetric if supp(ν) ⊂ S(Ω, ν).
In our study a subset of symmetric measures will naturally arise.
Define Ms to be the collection of measures µ satisfying the growth
bound µ(B(x, r)) ≤ rs for all x ∈ Rd and r > 0. Set
Ss,Ω = {ν : ν is Ω-symmetric, ν ∈Ms}.
Our main general result relates the property (SLA) to a certain trans-
portation distance from µ to the set Ss,Ω. For x ∈ R
d, set
Sxs,Ω = {ν : ν ∈ Ss,Ω, x ∈ S(Ω, ν)},
and
αµ,Ω,s(B(x, r)) = inf
ν∈Sxs,Ω
sup
f∈Lip0(B(x,4r))
‖f‖Lip≤
1
r
∣∣∣ 1
rs
∫
Rd
ϕ
( | · −x|
r
)
f d(µ− cµ,νν)
∣∣∣,
with cµ,ν =
∫
Rd
ϕ
(
|·−x|
r
)
dµ
[∫
Rd
ϕ
(
|·−x|
r
)
dν
]−1
if
∫
Rd
ϕ
(
|·−x|
r
)
dν 6= 0 and
cµ,ν = 0 otherwise.
Theorem 1.4. Suppose that Dµ,s(x) < ∞ µ-almost every x ∈ R
d.
The property (SLA) holds if and only if limr→0 αµ,Ω,s(B(x, r)) = 0 for
µ-almost every x ∈ Rd.
The novelty in this theorem comes from the fact that no lower reg-
ularity conditions on µ are imposed. The above theorem reduces the
study of (SLA) to the question of understanding the structure of the
set Ss,Ω, and the associated set of symmetric points S(ν,Ω) for ν ∈ Ss,Ω.
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For instance, in order to prove Theorem 1.2 above for the Riesz kernel
Ω(x) = x, we need to show that the set Ss,Ω consists of only the zero
measure for s /∈ Z, while if s ∈ Z, and x ∈ Rd, then
Sxs,Ω =
{
ν ∈Ms : ν = cH
s
x+L for some c > 0, L ∈ G(s, d)
}
.
This result is the content of Proposition 4.3 below, which relies on the
work by Mattila-Preiss [M, MP] (in the form presented in [JNT]).
We will describe the set Ss,Ω and associated symmetric points in two
further cases:
(1) the Huovinen kernel, which is given, for a fixed odd k ∈ N, by
(1.1) Ω : C \ {0} 7→ C \ {0}, Ω(z) =
zk
|z|k−1
,
leading to Theorem 1.5 below, and,
(2) non-degenerate, real analytic kernels, in the case when s ∈ (d−
1, d), leading to Theorem 1.6 below.
Huovinen [H] studied the relationship between the existence of prin-
cipal value intergrals associated to kernels of the form (1.1) and rectifi-
ability, under the assumption of positive lower density. This included a
deep study of the symmetric measure associated to the Huovinen ker-
nels, which we revisit in Section 4 to completely describe the set Ss,Ω.
We say that ν ∈ M1 is a spike measure associated to L ∈ G(1, 2) and
z ∈ C, if, for some c > 0,
νm,L,z = c
m−1∑
n=0
Hepiin/mL+z,
wherem divides k (henceforthm | k). We set Spikek to be the collection
of all such spike measures in M1 over L ∈ G(2, 1), z ∈ C, and m | k.
Theorem 1.5 (Huovinen kernel). Fix Ω(z) = z
k
|z|k−1
, where z ∈ C\{0}
and k is odd. For a measure µ with Dµ,s(z) <∞ µ-almost every z ∈ C,
the property (SLA) holds if and only if
(1) s = 1 and µ satisfies limr→0 αµ,Ω,1(B(z, r)) = 0 for µ-almost
every z ∈ C, where
Sz1,Ω = {ν ∈ Spikek : z ∈ supp(ν)}.
(2) s ∈ (0, 2) \ {1} and µ has zero density, with
Ss,Ω = {the zero measure}.
It will be important when applying Theorem 1.5 in [JM] that the only
symmetric points of a measure ν ∈ Spikek are points on the support.
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The case of Theorem 1.5 for s ∈ (1, 2) is actually a special case of our
next result.
Theorem 1.6 (Codimension smaller than one). Fix s ∈ (d − 1, d).
Suppose that the function x 7→ Ω(x)|x|k is real analytic for some integer
k, and the principal value distribution Ω(· )
| · |d+1
has non-vanishing Fourier
transform on Sd−1 (see Section 4.3). For a measure µ with Dµ,s(x) <∞
µ-almost every x ∈ Rd, the property (SLA) holds if and only if µ has
zero density.
Simple examples show that the condition on the Fourier transform
cannot be relaxed, see Remark 4.8.
Since small local action is a necessary condition for principal value,
we observe that Theorem 1.6 provides a substantial generalization
of the aforementioned result of [RVT] for operators of co-dimension
smaller than one.
Corollary 1.7. Fix s ∈ (d − 1, d) and suppose Ω satisfies the as-
sumptions of Theorem 1.6. There doesn’t exist a measure µ such that
Dµ,s(x) ∈ (0,∞) µ-almost every x ∈ R
d, and the principal value inte-
gral associated to K(x) = Ω(x)
|x|s+1
exists µ-almost everywhere.
2. Preliminaries and Notation
We begin by listing recurring notation throughout the text.
2.1. Sets and functions.
• For x ∈ Rd and r > 0, B(x, r) denotes the open ball centered
at x with radius r.
• Sd−1 denotes the unit sphere in Rd.
• For a set E ⊂ Rd, we denote by Lip0(E) the collection of Lip-
schitz continuous functions supported in a compact subset of
E.
• For a function f defined on an open set U ⊂ Rd, define
‖f‖Lip(U) = sup
x,y∈U, x 6=y
|f(x)− f(y)|
|x− y|
.
In the case U = Rd, we write ‖f‖Lip instead of ‖f‖Lip(Rd).
• Let a ∈ Rd and r > 0. We define the affine map Ta,r : R
d → Rd
by Ta,r(y) =
y−a
r
. For a function f : Rd → R set fx,r(y) =
f
( |x−y|
r
)
.
• We define the class of functions Fx,r as follows:
Fx,r = {f : f ∈ Lip0(B(x, 4r)), ‖f‖Lip ≤ 1/r}.
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• We denote by S(Rd) the Schwartz class functions in Rd, and by
S ′(Rd) the set of tempered distributions.
2.2. Constants.
• Throughout the paper we shall be considering a fixed Lipschitz
continuous, one homoegeneous odd kernel Ω.
• By C > 0 we denote a constant that may change from line
to line. All constants in the paper can depend on d, s, the
Lipschitz norm of Ω, and the ‖Ω‖L∞(Sd−1) without mention.
• The symbol A . B will mean that there exists a constant C > 0
such that A ≤ CB.
2.3. Measures.
• All measures that we shall consider in this paper are non-
negative locally finite Borel measures.
• The Lebesgue measure in Rd is denoted by md. The volume
element dmd(x) is often denoted by dx.
• We denote by Hs the s-dimensional Hausdorff measure in Rd.
• We denote by supp(µ) the closed support of the measure µ; that
is,
supp(µ) = Rd \ {∪B : B is an open ball with µ(B) = 0}.
• With Ms we denote the set of measures with s-power growth:
Ms = {ν : ν(B(x, r)) ≤ r
s, for every x ∈ Rd, r > 0}.
• For µ a Borel measure, T : Rd → Rd a Borel measurable
map, we define the push-forward measure T#µ as T#µ(A) =
µ(T−1(A)) for a Borel set A ⊂ Rd.
• We say that a set Γ is n-rectifiable if there exist Lipschitz maps
fj : Aj ⊂ R
n → Rd, j = 1, 2, ... such that
Hn
(
Γ \
∞⋃
j=1
fj(Aj)
)
= 0.
2.4. Basic Remarks. The following three remarks will be regularly
used throughout the paper.
Remark 2.1. For f ∈ Fx,r, and y ∈ B(x, 4r), y 6= x, then |f(y)| =
|f(y)− f(x+ 4r y−x
|y−x|
)| ≤ 1
r
· 4r = 4, so ‖f‖∞ ≤ 4.
Remark 2.2. Suppose ν is a measure, and Ω a kernel. Notice that if
x ∈ S(Ω, ν), then for a ϕ : R → R is a Lipschitz continuous function
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with
∫∞
0
|ϕ′| dr <∞ and
∫
|Ω(x− y)||ϕ(|x− y|)| dν(y) <∞, we have∫
Rd
Ω(x−y)ϕ(|x−y|) dν(y) = −
∫ ∞
0
∫
B(x,r)
Ω(x−y)ϕ′(r) dν(y) dr = 0.
Remark 2.3 (Scaling of the α-numbers). If x ∈ Rd, r > 0, and µ˜ =
(Tx,r)#µ. Then
αµ,Ω(B(x, r)) = αµ˜,Ω(B(0, 1)).
Lemma 2.4. Fix µ ∈Ms. If n ∈ N satisfies 0 ≤ n < s, then µ(Γ) = 0
for any n-rectifiable set Γ.
Proof. Since µ satisfies the growth condition we have that µ(A) ≤
2sCHs(A) for any A ⊂ Rd (see [M1], Theorem 6.9.). Now recalling
that Hs(f(A)) = 0 for any Lipschitz map f : A ⊂ Rn → Rd (see [M1],
Theorem 7.5.) and that Hs << Hn, we achieve the result. 
3. Proof of Theorem 1.4
In this section we present the proof of Theorem 1.4.
Firstly, we present a key lemma which shows the relation between
the transportation coefficients and the weak convergence of measures.
Lemma 3.1. Fix x ∈ Rd. Let {µj}j∈N be a sequence measures that
converges weakly to an Ω-symmetric measure ν ∈ Sxs,Ω. Then for any
r > 0,
lim
j→∞
αµj ,Ω,s(B(x, r)) = 0.
Proof. Without loss of generality, we may suppose that x = 0 and r = 1
(Remark 2.3). Certainly Λ := supj
∣∣∣∫
Rd
ϕdµj
∣∣∣<∞.
Fix ε > 0. Since the space F0,1 is a relatively compact subset of
C0(B(0, 4)), we can find a finite ε-net f1, . . . , fn ∈ F0,1 for some n ∈ N.
Set cj := cµj ,ν . Then by definition, if
∫
Rd
ϕdν = 0 then cj = 0 for
every j ∈ N, while if
∫
Rd
ϕdν 6= 0, then cj =
∫
Rd
ϕdµj∫
Rd
ϕdν
→ 1 as j → ∞.
Either way, there exists j0 such that for every j > j0
max
β∈{1,...,n}
∣∣∣∣∫
Rd
fβϕd(µj − cjν)
∣∣∣∣ ≤ ε.
Let f ∈ F0,1. With β ∈ {1, . . . , n} such that ‖f − fβ‖∞ ≤ ε, write∣∣∣∫
Rd
fϕ d(µj− cjν)
∣∣∣≤ ∣∣∣∫
Rd
(f − fβ)ϕd(µj− cjν)
∣∣∣+∣∣∣∫
Rd
fβϕd(µj− cjν)
∣∣∣,
so, for sufficiently large j,∣∣∣∫
Rd
fϕ d(µj − cjν)
∣∣∣≤ (Λ + 2)ε.
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Finally,
inf
ν′∈Sxs,Ω
sup
f∈F0,1
∣∣∣∫
Rd
fϕ d(µi − cµ,ν′ν
′)
∣∣∣ ≤ sup
f∈F0,1
∣∣∣∫
Rd
fϕ d(µi − cµ,νν)
∣∣∣
≤ (Λ + 2)ε,
and the lemma is proved. 
Now we proceed with the proof of the theorem which uses the ma-
chinery of tangent measures introduced by Preiss [P], and then used in
relation to singular integrals by Mattila [M].
Proof of Theorem 1.4. We start first with the ‘if’ part. We can express
Rd as
⋃∞
k=1 Fk, except for a set of µ-measure zero, where
Fk := {x ∈ R
d :
µ(B(x, r))
rs
≤ k for every r ≤
1
k
}.
Fix one of these sets Fk. Using Egoroff’s theorem we decompose Fk
(except for a µ-measure zero set) into Borel sets in which for every
n ∈ N the convergence 1
rs
∫
Rd
Ω(x − y)η1/n
(
|x−y|
r
)
dµ(y)→ 0 as r → 0
is uniform. We look at any such set E and its intersection with Fk.
Pick a0 to be a density point of E ∩ Fk (so
µ(B(a0 ,r)∩(E∩Fk))
µ(B(a0 ,r))
→ 1 as
r → 0). We claim that αµ,Ω,s(B(a0, r)) → 0 as r → 0. Suppose not.
Then there exists a sequence {rj}j≥1 of positive numbers such that
limj rj = 0 and αµ,Ω,s(B(a0, rj)) > δ for every j ∈ N, for some δ > 0.
We claim that for every j,
(3.1)
∫
Rd
ϕa,rjdµ ≥
1
8
δrsj .
To see this, first recall that if f ∈ Fa0,rj , then ‖f‖∞ ≤ 4 (Remark
2.1). Now let ν be any measure in Ss,Ω with a0 ∈ S(Ω, ν), and choose
f ∈ Fa0,rj with
∣∣∣∫ ϕa0,rjf d(µ−cµ,νν)rsj ∣∣∣ ≥ δ. Then
δ ≤
∣∣∣∫
Rd
fϕa0,rj
d(µ− cµ,νν)
rsj
∣∣∣ ≤ ∫
Rd
|f |ϕa0,rj
dµ
rsj
+
cµ,ν
rsj
∫
Rd
|f |ϕa0,rj dν
≤ 2‖f‖∞
1
rsj
∫
Rd
ϕa0,rjdµ,
as required.
Our next step is to form the scaled measures µj :=
Ta0,rj#µ
3skrsj
. Then
(3.1) becomes
∫
Rd
ϕdµj ≥
δ
3s8k
. Since a0 ∈ Fk, we certainly have
sup
j
µj(B(0, R))
Rs
= sup
i
µ(B(a0, rjR))
3skRsrsj
<∞ for any R > 0.
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Passing to a subsequence if necessary, we may assume that µj converges
weakly to some Borel measure ν. We shall show that ν ∈ S0s,Ω.
First observe that ν is a non-zero measure, since∫
Rd
ϕdν ≥
δ
3s8k
.
Since a0 is a density point of E ∩ Fk, we have that, for any fixed M
(3.2) lim
j→∞
µ(B(a0,Mrj)\(E ∩ Fk))
rsj
= 0.
Consequently, if x ∈ supp(ν) and ρ > 0, then
0 < ν(B(x, ρ)) ≤ lim inf
j→∞
(Ta0,rj#µ)(B(x, ρ))
3skrsj
= lim inf
j→∞
µ(B(a0 + rjx, ρrj))
3skrsj
(3.2)
= lim inf
j→∞
µ(E ∩ Fk ∩B(a0 + rjx, ρrj))
3skrsj
(3.3)
In particular, E ∩ Fk ∩B(a+ rjx, ρrj) is non-empty for all sufficiently
large j. Thus we may select a sequence aj ∈ E ∩ Fk such that
(3.4) xj =
aj − a0
rj
→ x.
Consequently, if ρ′ > ρ, then appealing to (3.3),
ν(B(x, ρ)) ≤ lim inf
j→∞
(Ta0,rj#µ)(B(xj , ρ
′))
3skrsj
= lim inf
j→∞
µ(B(aj, ρ
′rj))
3skrsj
≤
ρ′s
3s
,
where it is used that ρ′rj < 1/k if j is sufficiently large. Therefore
ν(B(x, ρ)) ≤ ρ
s
3s
for any x ∈ supp(ν) and ρ > 0. This readily implies
that ν(B(z, r)) ≤ rs for every z ∈ Rd and r > 0 (i.e. ν ∈ Ms).
Indeed, if ν(B(z, r)) = 0 then there is nothing to prove. Otherwise pick
z′ ∈ supp(ν) ∩ B(z, r), then ν(B(z, r)) ≤ ν(B(z′, 3r)) ≤ (3r)
s
3s
= rs, as
required.
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Our next goal is to show that ν is a symmetric measure. Fix x ∈
supp(ν) and xj as in (3.4). Then for ρ > 0 and n ∈ N,∫
Rd
Ω(x− y)η1/n
(
|x− y|
ρ
)
dν(y)
ρs
= lim
j→∞
∫
Rd
Ω(xj − y)η
1/n
(
|xj − y|
ρ
)
dν(y)
ρs
= lim
j→∞
1
krsj
∫
Rd
Ω(xj − y)η
1/n
( |y − xj |
ρ
) dTa0,rj#µ(y)
ρs
= lim
j→∞
1
k
∫
Rd
Ω
(
y − aj
rj
)
η1/n
(
|y − aj |
ρrj
)
dµ(y)
ρsrsj
= 0.
As χB(x,r)(y) is the monotone increasing limit of the sequence η
1/n
( |x−y|
ρ
)
as n→∞, we infer that∫
B(x,r)
Ω(x− y)
dν(y)
rs
= 0,
for every r > 0, i.e. x ∈ S(Ω, ν). Since x was chosen to be any
point on supp(ν) we have that ν ∈ Ss,Ω. The same calculation, with
aj = a0 and xj = x = 0 for every j, shows that 0 ∈ S(Ω, ν). We
have verified that ν ∈ S0s,Ω. Consequently, Lemma 3.1 yields that
limj→∞ αµj ,Ω(B(0, 1)) = 0. However, by assumption αµj ,Ω,s(B(0, 1)) ≥
δ
3s8k
for every j. This contradiction concludes the proof of the ‘if’
direction of the theorem.
Now we proceed with the ‘only if’ statement of the theorem. Fix
τ > 0, ητ ∈ Γ, and ε > 0. By assumption, there exists a positive
number r0 ∈ (0, 1) such that for every r < r0, αµ,Ω,s(B(x, r)) < ετ .
Hence for every r < r0 we can find a symmetric measure ν in Ss,Ω with
x ∈ S(Ω, ν). such that
sup
f∈Fx,r
∣∣∣∣∫
Rd
f(y)ϕ
(
|x− y|
r
)
d(µ− cµ,νν)(y)
rs+1
∣∣∣∣ < ετ.
Insofar as x ∈ S(Ω, ν),
∫
Rd
Ω(x− y)ητ
( |x−y|
r
)
dν(y) = 0, so∣∣∣∣∫
Rd
Ω(x− y)ητ
( |x− y|
r
) dµ(y)
rs+1
∣∣∣∣
=
∣∣∣∣∫
Rd
Ω(x− y)ητ
( |x− y|
r
) d(µ− cµ,νν)(y)
rs+1
∣∣∣∣
=
∣∣∣∣∫
Rd
Ω(x− y)ητ
( |x− y|
r
)
ϕx,r(y)
d(µ− cµ,νν)(y)
rs+1
∣∣∣∣ . ε,
where it has been used in the final inequality that the function y 7→
1
r
Ω(x− y)ητ
( |x−y|
r
)
is C
τ ·r
-Lipschitz. This finishes the proof of Theorem
1.4. 
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4. Examining the class Ss,Ω for particular choices of
kernel Ω
We begin with a simple lemma.
Lemma 4.1. Suppose Ω : Rd \ {0} 7→ Rd \ {0} is a continuous one-
homogeneous kernel. Fix a measure ν, x ∈ S(Ω, ν) \ supp(ν) and d =
dist(x, supp(ν)).
The set B(x, d) ∩ supp(ν) contains at least 2 points.
Proof. Without loss of generality, we take x = 0. For the sake of
deriving a contradiction, suppose that there exists x0 ∈ R
d such that
B(0, d) ∩ supp(ν) = {x0}.
Since Ω is continuous and does not vanish, there exists a component
j and a positive number δ such that |Ωj(ω)| ≥
1
2
|Ωj(x0)| for every
ω ∈ B(x0, δ). By elementary metric topology, there exists ε ∈ (0, δ)
such that
supp(ν) ∩ B(0, d+ ε) ⊂ B(x0, δ).
Then∣∣∣∣∫
B(0,d+ε)
Ωj(y − x) dν(y)
∣∣∣∣ = ∣∣∣∣∫
B(0,d+ε)∩supp(ν)
Ωj(y − x) dν(y)
∣∣∣∣
≥
1
2
|Ωj(x0)|ν(B(x0, ε)) > 0.
But this is impossible, since 0 ∈ S(Ω, ν). 
The lemma immediately yields the following useful corollary.
Corollary 4.2. Let Ω : Rd \ {0} 7→ Rd \ {0} be a continuous one-
homogeneous kernel. If ν = Hs|L for an s-plane L, then S(s, ν) = L.
4.1. The Riesz kernel. In view of Theorem 1.4, Theorem 1.2 is an
immediate consequence of the following description of Ss,Ω.
Proposition 4.3. Suppose that Ω(x) = x is the Riesz kernel, then
Ss,Ω =
{
{ν ∈Ms : ν = c · H
s
|L, L an affine s-plane, 0 < c ≤ 1}, if s ∈ Z,
{the zero measure} if s /∈ Z.
Moreover, if ν ∈ Ss,Ω, then S(Ω, ν) = supp(ν).
Proof. Let ν ∈ Ss,Ω. From Proposition 4.7 in [JNT] we see that
4 if
supp(ν) is not contained in an ⌊s⌋-plane, then for any ε > 0, we have
4The paper [JNT] uses a weaker notion called ϕ-symmetry. That every symmet-
ric measure is ϕ-symmetric follows immediately from Remark 2.2.
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that
lim
R→∞
ν(B(x0, R))
R⌊s⌋+1−ε
=∞,
for some x0 ∈ supp(ν). But if ε < ⌊s⌋ + 1 − s, then this estimate
contradicts the growth assumption
(4.1) ν(B(x, r)) ≤ rs for every x ∈ Rd and r > 0
when r is large.
On the other hand, if supp(ν) ⊂ L for some ⌊s⌋-plane L, then Propo-
sition 4.7 of [JNT] states that either ν = cH
⌊s⌋
|L or supp(ν) is (⌊s⌋ − 1)-
rectifiable. But (4.1) also implies that ν(Γ) = 0 for every (⌊s⌋ − 1)-
rectifiable set Γ (Lemma 2.4), and also, if s /∈ Z, then ν(L) = 0 for
any ⌊s⌋-plane L (Lemma 2.4 again). The description of the set Ss,Ω is
complete.
The second conclusion of the proposition follows immediately from
Corollary 4.2. 
4.2. The Huovinen kernel. In his thesis, P. Huovinen [H] developed
tools to understand the symmetric measures associated to kernels of
the form
Ω : C \ {0} 7→ C \ {0},
Ω(z) =
zk
|z|k−1
,
where k is odd. First of all, we present the classification of such mea-
sures, due to Huovinen [H], see Theorem 3.26 in [H].
Theorem 4.4. If ν is an Ω-symmetric measure, then one of the fol-
lowing is satisfied:
(A) ν = cH1|L for some line L and c > 0.
(B) There exist a line L, a ∈ C \ {0}, and c, d > 0 such that
ν = c
∞∑
j=−∞
H1|(L+(2j+1)a) + d
∞∑
j=−∞
H1|(L+2ja).
(C) There exist M depending only on Ω and 5 ≤ m ≤ M , x ∈ C,
α ∈ [0, 2pi) and positive numbers c0, ..., cn−1 such that
ν =
m−1∑
j=0
cjH
1⌊Λ′j ,
where
Λ′j = {y ∈ C : y = x+ te
i(2pij/m+α), t ∈ R+}.
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(D) Thre exist 0 ≤ α < 2pi and b > 0 such that
supp(ν) =
2⋃
j=0
∞⋃
l=−∞
{y ∈ C : y = b·l ·ei(α+2jpi/3+pi/2)+tei(α+2jpi/3), t ∈ R}.
(E) ν is a discrete measure.
(F) ν = L2|P for some polynomial P : R
2 7→ R.
Here we revisit some of the arguments of [H] to derive the following
precise result, from which (recalling Theorem 1.4), Theorem 1.5 is an
immediate consequence.
Theorem 4.5. A measure ν ∈ Ss,Ω if and only if ν ∈Ms and
• s = 1, and ν is of the form
(1) ν = cH1⌊L for some line L and c > 0.
(2) There exists an odd integer n that divides k such that 3 ≤ n ≤ k,
x ∈ C, α ∈ [0, 2pi) and a positive number c such that
ν = c
n−1∑
j=0
H1⌊Λj, where Λj = {y ∈ C : y = x+ te
i(pij/n+α), t ∈ R}.
Moreover, in either case S(Ω, ν) = supp(ν).
• s ∈ (0, 2) \ {1}, and ν = the zero measure.
Proof. We consider each of the types of measures (A)–(F ) from Theo-
rem 4.4 in turn.
It is clear that any measure of the form (A) is symmetric, and from
Corollary 4.2 we infer that S(Ω, ν) = supp(ν) for any such planar
measure ν.
Any non-zero measure ν of the form (B) cannot belong to Ms for
any s(0, 2), since ν(B(0, R) is of the order R2 for large R.
Now assume that ν is of the form (C). Without loss of generality,
we may assume that x = α = 0 in (C), so there exists M depending
only on Ω and 5 ≤ m ≤ M , x ∈ C, α ∈ [0, 2pi) and positive numbers
c0, ..., cm−1 such that
ν =
m−1∑
j=0
cjH
1⌊Λ′j, where Λ
′
j = {y ∈ C : y = te
2piij/m, t ∈ R+}.
We proceed to prove that m is even and c0 = ... = cm−1. Let z0 ∈
supp(ν) ∩ Λ′j. After rotation and scaling, we may assume that z0 = 1.
Let θ be the angle formed by Λ′j and Λ
′
j+1 and cj−1 and cj+1 the weights
associated to Λ′j−1, and Λ
′
j+1, respectively.
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We denote by d = dist(1,Λ′j−1) = dist(1,Λ
′
j+1) and vs = B(1, d)∩Λ
′
s
for s = j − 1, j + 1. Note also that vj−1 and vj+1 are of the form:
vj−1 = cos θe
iθ, vj+1 = cos θe
−iθ.
Since vj−1, vj+1 ∈ supp(ν) ⊂ S(Ω, ν), and Ω is continuous, we have
that
0 = lim
δ→0
1
ν(B(1, d+ δ) ∩ (Λ′j+1 ∪ Λ
′
j−1))
∫
B(1,d+δ))∩(Λ′j+1∪Λ
′
j−1)
Ω(y − 1) dν(y)
= lim
δ→0
cj−1
(cj−1 + cj+1)H1(B(1, d+ δ) ∩ Λ′j+1)
∫
B(1,d+δ))∩Λ′j−1
Ω(y − 1) dH1(y)
+ lim
δ→0
cj+1
(cj−1 + cj+1)H1(B(1, d+ δ) ∩ Λ′j+1)
∫
B(1,d+δ))∩Λ′j+1
Ω(y − 1) dH1(y)
=
1
cj−1 + cj+1
(cj−1Ω(vj−1 − 1) + cj+1Ω(vj+1 − 1)).
Hence we have achieved that
(4.2) cj−1(cos θe
iθ − 1)k + cj+1(cos θe
−iθ − 1)k = 0.
Solving this, we find that cj−1 = cj+1 and that
cos θeiθ−1
| cos θeiθ−1|
= eipil/2k, with
l odd. Once more, solving for θ, we obtain that θ = pip
k
, with p integer.
But p needs to be odd, since otherwise, eiθkj = 1 for every j, therefore
for every r > 0 ∫
B(0,r)
Ω(y) dν(y) = mcj−1r 6= 0,
and 0 would not be a symmetric point. Moreover, we also know that
m = 2pi/
(
pip
k
)
= 2k
p
∈ Z and, since p and k are both odd, we infer that
m is even. Set n = m/2, then n = k/p, so n is an odd integer that
divides k. We have that n ≥ 3 since m = 2n ≥ 5. Consequently, we
have that
ν = a
∑
j even
H1⌊Λ′j + b
∑
j odd
H1⌊Λ′j,
for some positive a and b. Since 0 ∈ S(Ω, ν), we notice that
(4.3)
∫
B(0,r)
Ω(y) dν(y) = mr(a− b) = 0,
and so a = b. Therefore ν is of the form (2).
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It remains to prove that S(Ω, ν) = supp(ν) for a measure ν of the
form (2). For that purpose we introduce
Λ˜ =
n−1⋃
j=0
Λ˜j =
n−1⋃
j=0
{y ∈ C : y = teipi(2j+1)/2n, t ∈ R},
i.e. the union of the bisectors of the support of the measure.
Using Lemma 4.1, we deduce that the possible symmetric points that
lie outside supp(ν) must belong to Λ˜. Consequently, we readily have
that supp(ν) ⊂ S(Ω, ν) ⊂ supp(ν) ∪ Λ˜. Now we prove that indeed,
S(Ω, ν) = supp(ν). Assume 1 ∈ S(Ω, ν) ∩ Λ˜j for some j. Let γ =
pi
2n
be the angle formed by Λ˜j and Λj and c the weight associated to Λj
and Λj+1.
Mimicking our previous reasoning, we obtain that
1
2
(
Ω(ω − 1) + Ω(ω − 1)
)
= 0,
where ω = cos γe−iγ. Consequently, as before, γ = piq
k
, with q an odd
integer. But then n = 2q/k is even, which it isn’t. So supp(ν) =
S(Ω, ν).
On the other hand, arguing as in Example 3.27 of [H], one readily
can see that any measure ν of the form (2) is symmetric.
Next, suppose ν is a non-zero symmetric measure of the form (D).
We wish to conclude that necessarily ν is not inMs for s ∈ (0, 2). Our
analysis will repeat the ideas used for type (C) measures. Notice that
the support of ν is a tiling of the plane C with equilateral triangles,
and consists of vertex points with six segments emanating from each
vertex point. From Lemma 3.12 in [H] we infer that ν|Λ = cΛHΛ on
each such line segment Λ, with cΛ > 0. Now consider a vertex point
z and label the six segments through z as Λ1, . . . ,Λ6. Fix a segment
Λi and consider the symmetry property at a point x on Λj close to
z. Repeating the argument leading to (4.2) (with x replacing 1, and
d = dist(x,Λj−1 ∪ Λj+1)), we obtain that cΛj+1 = cΛj−1 . Consequently,
there are only two possibilities for the weights cΛj , and for small r > 0,
we have
ν|B(z,r) =
∑
j odd,
1≤j≤6
c1H
1
Λj∩B(z,r)
+
∑
j even,
1≤j≤6
c2H
1
Λj∩B(z,r)
for some c1, c2 > 0. However, we may then consider the symmetric
property at the vertex point z at some small radius r > 0. Then we
repeat the calculation in (4.3) (with 0 replaced by z) to get that c1 = c2,
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so cΛ1 = cΛ2 = · · · = cΛ6. Whence, there exists a > 0 such that cΛ = a
for any segment Λ in the tiling, and ν = aH1|Θ, where
Θ =
{ 2⋃
j=0
∞⋃
l=−∞
{y ∈ C : y = b · l · ei(α+2jpi/3+pi/2) + tei(α+2jpi/3), t ∈ R}
}
.
Consequently, ν(B(0, R)) is of the order R2 for large R and therefore
cannot lie in Ms for any s ∈ (0, 2).
Certainly discrete measures (type (E)), and measures absolutely con-
tinuous with respect tomd whose density is a non-zero polynomial (type
(F)), cannot lie in Ms for s ∈ (0, 2).
We conclude that if s = 1 then Ss,Ω consists of type (A) and type
(C) measures, and the set of symmetric points of such a measure is
equal to the support, and if s ∈ (0, 2)\1, then Ss,Ω consists of the zero
measure. 
4.3. Operators of co-dimension less than one. Given an odd one
degree homogeneous kernel Ω ∈ L1(Sn−1), we a principal value distribu-
tion K(x) = Ω(x)
|x|d+1
, which acts on a Schwartz class function φ ∈ S(Rd),
by
P.V.
∫
Rd
K(x)φ(x) dx = lim
ε→0
∫
B(0,1)\B(0,ε)
K(x)[φ(x)− φ(0)] dx
+
∫
B(0,1)c
K(x)φ(x) dx.
The following classical result may be found in Stein-Weiss [SW],
Theorem 4.7.
Theorem 4.6. The Fourier transform m = K̂ of the principal value
distribution is a function that is homogeneous of degree zero, i.e., m(x) =
m(x/|x|) for x 6= 0. Moreover
m(x) = −
∫
Sn−1
Ω(ω)
[ipi
2
sgn
( x
|x|
· ω
)
+ log
∣∣∣ x
|x|
· ω
∣∣∣] dHd−1(ω),
for x 6= 0, where sgn denotes the signum function.
In our situation, we will be assuming Ω is a smooth function, in
which case m is smooth too, see e.g. Proposition 2.4.8 of [G].
In view of Theorem 1.4, Theorem 1.6 follows from the following re-
sult.
Theorem 4.7. Suppose that Ω is an odd, one homogeneous kernel
satisfying
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(1) there exists k ∈ N such that x → Ω(x)|x|k is real analytic in
Rd,
(2) m(ξ) 6= 0 for all ξ ∈ Sd−1, where m is the Fourier transform of
the principal value distribution associated to Ω.
Fix s ∈ (d− 1, d). If µ ∈ Ss,Ω, then µ ≡ 0.
Proof of Theorem 4.7. For t > 0 consider the function
fµ,t(x) =
∫
Rd
e−t
2|x−y|2|x− y|kΩ(x− y) dµ(y), x ∈ Rd.
Since µ is Ω-symmetric, we may use Remark 2.2 to find that supp(µ) ⊂
{fµ,t = 0} for any t > 0. Consider the following alternative:
(1) fµ,t ≡ 0 in R
d for every t > 0, or
(2) there exists some t0 > 0 such that fµ,t0 6≡ 0.
Suppose first that fµ,t0 6≡ 0 for some t0. Then since fµ,t0 is real analytic
on Rd, we have that for every x ∈ Rd, there is some multi-index such
that Dαfµ,t0(x) 6= 0, and so
supp(µ) ⊂ f−1µ,t0(0) ∩
⋃
α multi-index
{x ∈ Rd : Dαfµ,t0(x) 6= 0}
=
⋃
α multi-index
{x ∈ Rd : Dαfµ,t0(x) 6= 0, D
βfµ,t0(x) = 0 ∀β < α}.
The implicit function theorem ensures that each set in the union on the
right hand side is locally contained in a smooth (d − 1)-surface. This
contradicts the growth of µ ∈ Ms (cf. Lemma 2.4). We will therefore
assume that fµ,t ≡ 0 for every t > 0.
Define regularised measure,
µc(A) =
∫
A
∫
Rd
ϕ(|x− y|) dµ(y) dmd(x),
where ϕ is the bump function introduced in the introduction. Then
µc = g ·md where g is a smooth function, and µc satisfies the following
growth bounds for every x ∈ Rd: µc(B(x, r)) . r
d for sufficiently small
r and µc(B(x, r)) . r
s for large enough r. Besides, µc satisfies that
fµc,t ≡ 0 on R
d for every t > 0. Hence, if α ∈ (s+ 1, d+ 1), then∫ ∞
0
tα
∫
Rd
|x− y|kΩ(x− y)e−t
2|x−y|2 dµc(y)
dt
t
=
∫
Rd
Ω(x− y)
|x− y|α
∫ ∞
0
tα+ke−t
2 dt
t
dµc ≡ 0 in R
d.
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Since ‖∇g‖L∞ . 1, we have∫
|x−y|≤1
∣∣∣∣ Ω(x− y)|x− y|d+1 [g(y)− g(x)]
∣∣∣∣ dy . ∫
|y|≤1
1
|y|d−1
dy . 1.
Consequently,
∫
|x−y|≤1
Ω(x− y)
|x− y|d+1
[g(y)− g(x)] dy +
∫
|x−y|>1
Ω(x− y)
|x− y|d+1
g(y) dy
= lim
α→d−
(∫
|x−y|≤1
Ω(x− y)
|x− y|α+1
[g(y)− g(x)] dy +
∫
|x−y|>1
Ω(x− y)
|x− y|α+1
g(y) dy
)
= lim
α→d−
∫
Rd
Ω(x− y)
|x− y|α+1
g(y) dy ≡ 0 in Rd,
(4.4)
where it was used that Ω is odd in the third equality.
Choose η ∈ S(Rd) satisfying η̂ ≡ 1 on B(0, 1), η̂ ≥ 0 in Rd and η̂ ≡ 0
outside B(0, 2). For κ > 0, define ηκ by η̂κ = η̂
(
·
κ
)
. Fix ξ0 6= 0. Since
m is smooth (see for example Propostion 2.4.8 in [G]) and does not
vanish on Sd−1, we find a component mj of m and κ > 0 for which
mj(ξ) 6= 0 for every ξ ∈ B(ξ0, 2κ) and 0 /∈ B(ξ0, 2κ).
For ψ = F−1η̂κ(· − ξ0) (notice that 0 /∈ supp(ψ̂)). Set
Gε(x) =
∫
|x−y|>ε
∆ψ(y)
Ωj(x− y)
|x− y|d+1
dy.
Then we may write
Gε(x) =
∫
ε<|x−y|≤1
[∆ψ(y)−∆ψ(x)]
Ωj(x− y)
|x− y|d+1
dy+
∫
|x−y|>1
∆ψ(y)
Ω(x− y)
|x− y|d+1
dy.
The second integral here is bounded in absolute value by a constant
multiple of ‖∆ψ‖L1(Rd). On the other hand, the function y 7→ [∆ψ(y)−
∆ψ(x)]
Ωj(x−y)
|x−y|d+1
is bounded by a constant multiple of 1
|x−y|d−1
(which
is locally integrable with respect to Lebesgue measure), so the first
integral appearing in Gε(x) is also bounded, and moreover, as ε→ 0
+,
Gε converges uniformly to the function
G(x) =
∫
|x−y|≤1
[∆ψ(y)−∆ψ(x)]
Ωj(x− y)
|x− y|d+1
dy+
∫
|x−y|>1
∆ψ(y)
Ωj(x− y)
|x− y|d+1
dy.
We claim that
(4.5) |Gε(x)| .
1
1 + |x|d+2
for every x ∈ Rd,
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uniformly on ε ∈ (0, 1/2). Our previous observations ensure that Gε is
bounded, so we may assume that |x| > 1. We write
Gε(x) =
∫
|y|>ε
∆ψ(x− y)η̂
(
4(y − x)
|x|
)
Ωj(y)
|y|d+1
dy
+
∫
|y|>ε
∆ψ(x− y)
[
1− η̂
(
4(y − x)
|x|
)]
Ωj(y)
|y|d+1
dy
= I + II.
Notice that
(4.6) η̂
(
4(y − x)
|x|
)
Kj(y) is supported in B(x, |x|/2).
Therefore, the support of the integrand in I does not intersect {|y| ≤ ε}
and so we may integrate by parts to obtain
|I| =
∣∣∣∣∣
∫
B(x,
|x|
2
)
ψ(x− y)∆y
[
η̂
(
4(y − x)
|x|
)
Kj(y)
]
dy
∣∣∣∣∣ ,
where Kj(x) =
Ωj(x)
|x|d+1
. But for y ∈ B(x, |x|
2
), we have that∣∣∣∣∆y [η̂(4(y − x)|x|
)
Kj(y)
]∣∣∣∣ . 1|x|d+2 ,
and so∣∣∣∣∫
Rd
ψ(x− y)∆y
[
η̂
(
4(y − x)
|x|
)
Kj(y)
]
dy
∣∣∣∣ . 1|x|d+2‖ψ‖L1 . 1|x|d+2 .
For II, note that since ψ ∈ S(Rd), we have that
|∆ψ(x− y)|+ |∇∆ψ(x− y)| ≤
Cn
|x− y|n
,
for every n ∈ N. Combined with the fact that y 7→ 1 − η̂
(
4(y−x)
|x|
)
is
supported in Rd \B(x, |x|
4
).∣∣∣∣∫
Rd\B(0,ε)
∆y(ψ(x− y))
[
1− η̂
(
4(y − x)
|x|
)]
Kj(y) dy
∣∣∣∣
≤
∣∣∣∣∣
∫
B(0, |x|4 )\B(0,ε)
∆yψ(x− y)
[
1− η̂
(
4(y − x)
|x|
)]
Kj(y) dy
∣∣∣∣∣
+
∣∣∣∣∣
∫
Rd\(B(0, |x|4 )∪B(x,
|x|
4
))
∆yψ(x− y)
[
1− η̂
(
4(y − x)
|x|
)]
Kj(y) dy
∣∣∣∣∣
= I˜ + I˜I.
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For the first term in the sum, recalling (4.6) we write
I˜ =
∣∣∣∣∣
∫
B(0, |x|4 )\B(0,ε)
[∆yψ(x− y)−∆yψ(x)]Kj(y) dy
∣∣∣∣∣
.
∫
B(0, |x|4 )
1
|y|d−1
sup
z∈B(0, |x|4 )
|∇∆ψ(x− z)| dy .
Cn
|x|n−1
.
Regarding I˜I, we notice that |Kj(y)| .
1
|x|d
on the domain of integra-
tion. Consequently, if n > d, then
I˜I .
1
|x|d
∫
|x−y|> |x|
4
1
|x− y|n
dy .
Cn
|x|n
.
Putting n = d+ 3 yields the claim.
Now now want to apply Theorem 4.6 to show that Ĝ = m∆̂ψ in
S ′(Rd). This will in particular show that G ∈ S(Rd) (0 /∈ supp(ψ̂)).
To derive this claim, fix f ∈ S(Rd). The decay estimate (4.5) ensures
that∫
Rd
G(x)f̂(x) dx =
∫
Rd
f̂(x) lim
ε→0
[∫
|x−y|>ε
∆ψ(y)
Ωj(x− y)
|x− y|d+1
dy
]
dx
= lim
ε→0
∫
Rd
f̂(x)
[∫
|x−y|>ε
∆ψ(y)
Ωj(x− y)
|x− y|d+1
dy
]
dx.
For any ε > 0, ∫
Rd
f̂(x)
∫
|x−y|>ε
∆ψ(y)
Ωj(x− y)
|x− y|d+1
dy
=
∫
|y|>ε
Ωj(y)
|y|d+1
(∆ψ(− · ) ∗ f̂)(y) dy.
Notice that ∆ψ(− · )∗ f̂ = F(∆̂ψ ·f). So if we denote h = ∆̂ψ ·f , then
by applying Theorem 4.6, we obtain
P.V.
∫
Ωj(y/|y|)
|y|d
ĥ(y) dy =
∫
Rd
mj(y)∆̂ψ(y)f(y) dy.
Consequently Ĝ = mj∆̂ψ ∈ S
′(Rd), as claimed.
Now we prove that G ∗ g ≡ 0. For this we want to use (4.4). From
the decay estimate (4.5) we infer that∫
Rd
G(x− y)g(y) dy = lim
ε→0
∫
Rd
Gε(x− y)g(y) dy,
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and so, using Fubini’s theorem and fact that Ω is odd,
lim
ε→0
∫
Rd
Gε(x− y)g(y) dy
= lim
ε→0
∫∫
{(y,z)∈Rd×Rd:ε<|x−y−z|≤1}
∆ψ(z)
Ωj(x− y − z)
|x− y − z|d+1
g(y) dydz
+
∫∫
{(y,z)∈Rd×Rd:|x−y−z|>1}
∆ψ(z)
Ωj(x− y − z)
|x− y − z|d+1
g(y) dy dz
=
∫
Rd
∆ψ(z)
[∫
|x−y−z|≤1
Ωj(x− y − z)
|x− y − z|d+1
[g(y)− g(x− z)] dy
]
dz
+
∫
Rd
∆ψ(z)
[∫
|x−y−z|>1
Ωj(x− y − z)
|x− y − z|d+1
g(y) dy
]
dz ≡ 0,
by (4.4).
Now, we can express Ĝ as
Ĝ(ξ) = b|ξ|2η̂κ(ξ − ξ0)mj(ξ), for some b ∈ C.
Hence Ĝ(ξ) 6= 0 in B(ξ0, t). Let ε ∈ (0,κ/2) and consider the function
F ∈ S(Rd) given by
F̂ =
η̂ε(ξ − ξ0)
Ĝ(ξ)
.
Since
|G| ∗ g(x) =
∫
Rd
|G(x− y)|g(y) dy .
∫
Rd
1
1 + |x− y|d+2
dµc(y) . 1,
we achieve that [|F | ∗ (|G| ∗ g)](x) <∞ for every x. Thus (F ∗G) ∗ g =
F ∗ (G ∗ g) ≡ 0 in Rd. But considering that F ∗ G = F−1(η̂ε(· − ξ0)),
we obtain [F−1(η̂ε(· − ξ0))] ∗ g ≡ 0. So we deduce that ĝ vanishes in
the ball B(ξ0, ε). Since ξ0 is arbitrary, supp(ĝ) ⊂ {0}, we can conclude
that
µc = Pmd,
for some polynomial P . If the polynomial is non-zero, there is a con-
stant c > 0 such that for all sufficiently large R, µc(B(0, R)) ≥ cR
d.
But due to the power growth, µc(B(0, R)) . R
s for large R > 0. Hence
P ≡ 0. This then implies that µc, and hence µ, is the zero measure.
The theorem is proved. 
Remark 4.8. We make note that the Fourier condition in the theorem
is sharp: let d = 2 and s ∈ (1, 2). We consider the kernel Ω:
Ω(x) = x1.
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It is clear that the Fourier transform of the associated Principal Value
distribution vanishes on ξ1 = 0. We form the measure µ = m1 ×H
s−1
|C ,
where C ⊂ R is an (s− 1)-dimensional Cantor Set. Then µ has power
growth (i.e. µ(B(x, r)) ≤ rs for every r > 0, x ∈ Rd) and µ is Ω-
symmetric.
Appendix A.
From principal value Integral to small Local action
In this section, we prove that the property (SLA) is a necessary
condition for the almost everywhere existence of the principal value
integral.
Proposition A.1. Let µ be a measure satisfying Dµ,s(x) < ∞ for
µ-almost every x ∈ Rd. If the principal value integral
lim
ε→0
∫
|x−y|>ε
Ω(x− y)
|x− y|s+1
dµ(y),
exists for µ-almost everywhere x ∈ Rd then µ satisfies the property
(SLA).
Proof. We assume that Dµ,s(0) < ∞, and the principal value integral
exists at 0, and will verify that for every ψ ∈ Lip0([0,∞)) (a Lipschitz
continuous function supported in a compact subset of [0,∞)),
lim
r→0
∫
B(0,r)
Ω(y)ψ
( |y|
r
)
dµ(y) = 0,
from which the result follows. There exists some k ∈ N such that
µ(B(0,r))
rs
≤ k for every r ≤ 1
k
. Fix ε, δ ∈ (0, 1
2
). Appealing to the
existence of the principal value integral, we choose r0 ∈ (0,
1
k
) such
that for any r1, r2 we have that
(A.1)
∣∣∣ ∫
r1≤|y|<r2
Ω(y)
|y|s+1
dµ(y)
∣∣∣ ≤ δ.
Fix r ∈ (0, r0). Set rj = (1− ε)
jr, j ≥ 0. Our goal is to estimate∣∣∣∫
B(0,r)
Ω(y)
rs+1
dµ(y)
∣∣∣,
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which, by the triangle inequality, is no greater than∣∣∣ ∞∑
j=0
(1− ε)j(s+1)
∫
rj+1≤|y|<rj
Ω(y)
( 1
rs+1j
−
1
|y|s+1
)
dµ(y)
∣∣∣
+
∣∣∣ ∞∑
j=0
(1− ε)j(s+1)
∫
rj+1≤|y|<rj
Ω(y)
|y|s+1
dµ(y)
∣∣∣ = I + II.
Regarding I, by estimating the derivative of the function y 7→ 1
|y|s
, we
observe that
I . ε
∑
j
(1− ε)j(s+1)
∫
rj+1≤|y|<rj
|Ω(y)|
rj
rs+2j+1
dµ(y)
. ε
∑
j
µ(B(0, rj)\B(0, rj+1))
rs
. ε
µ(B(0, r))
rs
. ε(s+ 1)k.
For II we apply (A.1) to each of the integrals in the sum to infer that
II . δ
ε
. Therefore ∣∣∣∫
B(0,r)
Ω(y)
rs+1
dµ(y)
∣∣∣. εk + δ
ε
,
whence limr→0
1
rs+1
∫
B(0,r)
Ω(y)dµ(y) = 0.
Finally, since a function ψ ∈ Lip0([0,∞)) is compactly supported
and absolutely continuous, we may write∫
Rd
Ω(y)
rs+1
ψ
( |y|
r
)
dµ(y) = −
∫ ∞
0
ψ′(t)
[∫
B(0,tr)
Ω(y)
rs+1
dµ(y)
]
dt.
Since ψ′ is bounded with compact support, we infer that
lim
r→0
∫
Rd
Ω(y)
rs+1
ψ
( |y|
r
)
dµ(y) = 0,
as required. 
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