Introduction
One of the common staples of undergraduate engineering education is the laboratory experience. Students are introduced to physical systems, as well as test and measurement hardware and software, which have been shown to produce more concrete understanding of engineering concepts 1 . Unfortunately, many universities may lack the necessary funds to buy expensive experimental test beds developed by education suppliers. As a result, lower cost alternatives to these expensive experimental test beds are preferred in many places.
The development of low-cost laboratory setups can be accomplished in many ways, including the use of toys 2 or by augmenting less expensive devices with high quality sensors 3 . One common thread among the documented development of low-cost laboratories is that clear laboratory outcomes must be determined. Low-cost laboratory experiences should be designed according to the following requirements: they should provide a framework to assess the achievement of associated learning outcomes, they should provide a visual demonstration of theoretical information, they should be user friendly, and they should provide consistent results.
One specific application in which low-cost laboratories can be very useful is in courses on Dynamic Modeling, Control, and Vibrations. In particular, physical models are incredibly useful for teaching system modeling and system identification. These courses make an excellent candidate for low-cost laboratory experiences, as commercially available systems from educational suppliers can cost on the order of ten thousand dollars. This motivates any contributions to the literature in the development of relatively inexpensive laboratory systems for upper level dynamics and mechanics courses.
The low-cost laboratory experience developed in this paper is a two-degree of freedom springcart system, with a particular application to system identification. The physical system was developed by modifying an inexpensive set of educational equipment to create a spring-cart system. The actual lab experience is centered on modeling system parameters for the physical system, using MATLAB to develop system models. Students are asked to apply several common methods from Vibrations to model the one-degree of freedom system and are asked to apply an algorithm from the MATLAB System Identification Toolbox to model the two-degree of freedom system.
In addition to the development of the physical system and laboratory exercise, this paper also presents an assessment framework for measuring the impact of this experience on student learning, including the application of direct and indirect measures. This paper also describes an initial test with a small group of students, and the assessment of student learning from this test. The assessment results demonstrate that student learning improved dramatically as a result of participating in this laboratory experience.
Review of Previous Work
As explained by Feisel and Rosa 4 there is knowledge that must be conveyed when educating a student in engineering that can only be gained from laboratory experience. Though once an integral part of engineering education in the early 19 th century, the focus has shifted to a more lecture-based curriculum mainly because of budget cuts and new technology. The authors state that the continually increasing complexity of technology that continues to drive up costs; meaning many engineering department budgets aren't able to meet the necessary requirements of a modern laboratory. While the emphasis on laboratories in engineering curricula has decreased over time it is important to understand that some students respond more positively to hands on experience.
Lin and Tsai 1 found that students feel a laboratory setting helps provide a deeper understanding of necessary concepts learned in the classroom, and a balance of both classroom and laboratory settings is preferred. Through understanding the vital nature of a laboratory setting in engineering education, McPheron, et al. 5 explain that with the added challenge of fitting a laboratory course into an engineering program at a liberal arts-focused university, a unique solution can be found in the use of a combination of a 'studio' and 'take-home' format. This research demonstrates that laboratory education is important today and that with increasing equipment cost and lowered budgets, unique solutions can be found to provide the laboratory experience.
Lab experiences are especially important in courses on Vibrations and Dynamic Modeling as evidenced by the significant amount of literature on the topic. Mazzei, et al. 6 , Sala and Echempati 7 , and Sridhara and White 8 all address the issue of laboratories and hands on experiences in teaching dynamics concepts. Mazzei, et al. discuss several laboratory experiments including position control and structural modal analysis, designed to provide students an understanding of the nature and behavior of the system, an understanding of physical principles, and an understanding of controllers 6 . Sala and Echempati highlight the use of MATLAB to identify and simulate multiple degree of freedom systems, and describe the important link between a vibrations course and dynamic systems course 7 . Sridhara and White recognized the need for laboratory experiments in vibrations courses, and describe the development of low-cost experiments to this point 8 . In addition to these works, a number of other papers were particularly impactful in inspiring the authors of this paper.
Burchett
9 explored the use of the commercially available Educational Control Products Model 210: Rectilinear Plant. The focus of this study is that students must acknowledge and experience that modeled systems do not perform as expected in the physical environment. This can best be portrayed to students in a laboratory environment, like this, the research in this paper focuses on being able to replicate a physical system using system identification after recording data. Throughout the process of research, the main focus is the step response of the system, consistency of damping, and the dissatisfaction of the theoretical models due to the stiffness of physical components. Students were able to adjust theoretical models based on the stiffness of physical models and dampening coefficients. Burchett's assessment demonstrates that student confidence and understanding of the subject is greatly improved after this laboratory experiment. Burchett's work is foundational to the experiment developed in this paper, with a desire to construct a similar system at a lower cost than commercially available
In the same year Throne 10 employed the same rectilinear plant as Burchett, and described the system use for laboratory experiments in an undergraduate institution. The rectilinear system allows for frequency domain modeling to evaluate system response with one, two and three degrees of freedom. In this case, the study is focused on students understanding the systems in laboratory settings and being able to replicate reactions of different frequencies on the carts in different excited states. The success of this research demonstrates the usefulness of spring mass damper systems for teaching system identification for higher order multiple degree of freedom systems.
As budgets for colleges and universities get tighter and prices for materials grow higher it is important to find low-cost solutions for performing necessary experiments in labs. While remaining low-cost these experiments must still effectively engage and educate students on coursework while covering any necessary learning objectives that are expected. Sridhara and White 8 were able to demonstrate a successful implementation of this idea in a vibrations course at Middle Tennessee State University. Using donated materials to create a series of five experiments Sridhara was able to create cheap experiments that still allowed students to learn and covered multiple course objectives based on ABET accreditation. Two years later Campbell, et al. 2 were able to illustrate a similar point using toys, specifically a Hot Wheels variable launcher and track, to teach students about dynamics at Robert Morris University. This not only resulted in a cheap experiment but an effective one; with the majority of the students finding the experiment to be helpful in understanding course concepts. Like these examples our goal throughout this research was to create a relatively cheap yet effective system for students to learn about dynamic modeling while still achieving required learning outcomes and covering theoretical topics discussed. Both of these works have shown that it is possible to meet these goals effectively and still have students feel that the experiment had a meaningful impact on their education.
In a similar way, Ruhala 3 used a hybrid approach to building laboratory equipment for forced vibration laboratory experiments. This approach allowed students to better understand sensors used in the industry and also reduced cost to the university. Ruhala purchased a pre-existing machine and customized the apparatus with industrial sensors chosen so that the machine had multiple applications. The advantage of this approach is a reduced cost due to use of fewer devices to conduct multiple experiments. In addition, the augmentation of sensors to the machine allows for less expensive machines to be purchased. The hybrid approach was strongly considered in the work of this paper, and helped to direct the authors.
Construction of the System
The system developed in this work is a two-degree of freedom spring-cart system. The chief requirement in designing and constructing the laboratory test-bed was to find components that would appeal to a small budget. Initial concepts revolved around a system that was constructed from scratch, using low-cost materials such as lumber, steel fasteners, and springs. As the construction of such a system was unlikely to be reproducible, other alternatives were considered. After some research, it was found that there were several educational supply companies that sold inexpensive cart systems, able to measure position, velocity, and acceleration of a cart on a track. These were intended for use to demonstrate collisions, friction, and applied forces. It was determined that these systems could be modified for the purpose of modeling a two-degree of freedom spring-cart system. From these available systems, the Vernier Dynamics Cart and Track Encoder System, shown in Figure 1 , was determined to be the preferable solution because of its cost and the corresponding data acquisition software, Logger Pro. This is a low-cost system that is marketed towards high school and collegiate work, and proved to be easy to modify for the desired experiments.
The resulting device required only a few alterations to the original system to adapt it to the purpose of teaching dynamic modeling. In order for the apparatus to behave as a two-degree of freedom system, there must be rigid fixtures (nodes) on which to fix each end of the system. To achieve this, ¼"-20 square nuts were used to secure male-rod ends into the slot within the track to serve as the two end points. In addition, several other square nuts and 1-1/2" screws were used to lock down individual carts to constrain the system to one-degree of freedom if desired. Figure 2 shows a top down view of the system once the construction was complete. Figure 3 and Figure 4 display the nut and bolt fixtures that act as nodes for the system, as well as the lock down screws. The Vernier Dynamics Cart and Track Encoder System, priced at $424, includes one linear encoder, so a single cart's position can be measured. To measure the position of the second cart, an additional motion encoder kit was purchased for $145. The encoding strip can be seen in Figure 3 and Figure 4 . Since the system is being modeled for two carts, it is important that the data can be collected for both masses. Figure 5 shows the cart with the added linear motion encoder, Figure 6 shows the connection of the spring to the cart, and Figure 6 shows the additional motion encoder receiver.
In addition, a LabQuest Mini data acquisition interface was necessary to convert the encoder output to data readable by the Logger Pro 3 data acquisition software. The Logger Pro 3 interface is easy to use and works well for this particular application, as it records the motion received from the LabQuest Mini and graphs the output in real-time. Through a quick tutorial, and a YouTube video filmed by the authors, available through the author's website at www.benjaminmcpheron.com, any capable engineering student should be able to use the interface supplied. Figure 7 displays the LabQuest Mini device and Figure 8 shows an example of the output for the two-degree of freedom system once the oscillation is complete. One of the most important aspects of this experimental setup is that it can be constructed and reproduced at low-cost, while still remaining an effective tool for learning. To determine what constitutes low-cost, it is possible to compare this system to the Educational Control Products Model 210: Rectilinear Plant, used by Burchett 9 and Throne 10 . The turnkey system can be purchased at the educational price of $14,950. On the other hand, the cost for modifying the Vernier system, shown in this work is $1,058.73, including shipping and the Logger Pro 3 software. This is a significant cost reduction to achieve many of the same results. The breakdown of costs for the modified Vernier system is detailed in Appendix 1 in the Bill of Materials. It is notable that the authors of this paper had a Logger Pro 3 license available from the Chemistry department at Roger Williams University and this cost was not required for the construction budget. If a license is not available, this data acquisition software can be purchased for $249.
The ECP Model 210 Rectilinear Plant system does have some advantages over the modified Vernier system. The ECP system has experimental tests and exercises developed, and has adjustable masses and dampers. The system also has hardware for injecting inputs. However, these advantages do not warrant the increased cost when compared to the modified Vernier system. Many of the same learning outcomes can be addressed using a much less expensive system.
System First Principle Model
The one degree of freedom, second order system is shown in Figure 9 . The relationship between an input position " ( ) and the output position & ( ) can be found by considering first the relationship between an input force ( ) applied on the mass and & ( ). For a simple one degree of freedom spring mass damper system, this relationship is found to be
where M is the mass, B is the friction or viscous damping, and k is the spring constant. The related input position of the block can be mapped to an input force by understanding that a positional step is governed both be the spring constant and the friction using the relationship that = ( " + 2 ) " ( ), where " is an initial friction term that includes static friction. In this case, we arrive at the first principle model
for the second order system. In this case, the values for the mass and spring constant are known, with = 0.57 kg and = 15 N/m.
The two-degree of freedom, fourth order system is more complicated to model from first principles. The relationship between an input position " ( ) and the output position & ( ), the result can be obtained as: where the expression for each coefficient is defined in Table 1 . The variables used in these expressions correspond to values shown in the two cart system in Figure 10 . These variables are the initial damping " , the mass of the carts @ and -, the friction of each cart @ and -, and the spring constant . In this case, the values for the mass and spring constant are known, with @ = 0.57 kg, -= 0.56 kg and = 15 N/m . It is difficult to measure some of these system parameters. In particular, it is difficult to measure the damping and friction coefficients. As a result, identification algorithms may be used to find the system dynamic model.
System Identification Experiments
This section provides basic background on the system identification methods applied in this work. This section also provides the system identification results using each method, demonstrating that simpler methods like Runge-Kutta and Euler approximation fall short of the performance achieved by the MATLAB System Identification Toolbox.
Runge-Kutta Identification Method
The Runge-Kutta process is an iterative method of approximating solutions to ordinary differential equations. This process takes the weighted average of a set of steps, and advances the particle according to the weighted average at the point being analyzed. Figure 11 gives a visual representation of the method using 4 points to take the weighted average, and the defining equations are defined to the right of the plot. This method can accurately approximate a solution to an exponentially decaying sine wave, in the case of a second order (one-degree of freedom) system. The definitive second order equation that is being analyzed is shown below in Eq. 4. For this particular approximation, the initial force is being modeled as a step force 11 . HH = −2 K H − K -+ ( / (Eq. 4) where:
The Runge-Kutta method can be used to approximate the system response in MATLAB by applying an ordinary differential equation solver. However, this method expects a perfect second order system, and does not account for any non-linearities or changes in natural frequencies as seen in the actual response of the system. Figure 12 shows the result of applying the RungeKutta approximation method to the one-degree of freedom cart system. The one-degree of freedom cart system is second order, and the system response displays the expected exponential decay. It is possible to see that the estimated cart position does not completely match the measured cart position. This fact is useful in motivating the use of identification algorithms from the MATLAB System Identification Toolbox. 
Euler Identification Method
The Euler method is a simple iterative numerical analysis that performs integrals of ordinary second order differential equations, and is essentially a simple version of the Runge-Kutta method. The basic form of the equation is shown below in Eq. 5. The equation that is being analyzed is shown in Eq. 6 and 7.
The step size determines the accuracy of the approximation. The smaller the step size, the more accurate the approximation will be 12 . To perform identification, the user must iteratively change parameters until the estimate approached the actual system. Figure 13 shows the result of applying the Euler approximation method to the one-degree of freedom cart system. Similar to the Runge-Kutta method, it is possible to observe that the estimated cart position does not entirely match the measured cart position. This fact, coupled with the slow iterative parameter changes, makes this method inappropriate for modeling higher order systems, such as the twodegree of freedom cart system. 
Prediction-Error Method
The task of finding a transfer function that maps the input step ( ) to the output ( ) is posed as a system identification problem. In this particular application, the system identification is performed by batch processing using N points. In this scheme, the step input ( ) is applied to the unknown system composed of the mass-spring system with the position encoder sensor, and the resulting output ( ) is recorded. The system identification algorithm is provided both the input ( ) and the output to identify a transfer function that predicts ( ). The output of the predicted transfer function ( ) is then subtracted from the output of the position sensor to generate an error signal. This error signal is used as a part of an identification algorithm to update the prediction function to generate a better prediction of the unknown system for the batch of N data points. This update process is repeated until the error either reaches some convergence criterion or the maximum number of iterations is reached. The performance metric used in this project is the mean square error cost function (MSE), which is defined as (Eq. 8) where is a parameter vector describing the identified filter and the error signal is ; = − , 13 .
The goal of any optimization algorithm is to minimize a given error metric. For simplicity, consider the replacement of the argument t by the argument n to describe the sampled-data system, where n represents a sample instance. The output ( ) can be represented as = To identify the prediction filter , the polynomials , and their degrees (or orders)
e and g are optimized as a part of a parameter vector Θ. The parameter vector Θ is used as the argument in the MSE cost function defined in Eq. 8, and the parameters are optimized to produce a minimal MSE.
The identification method used in this project is the prediction-error method (PEM). PEM uses numerical optimization to minimize the prediction error. The prediction error is the error between the predicted output of the system and the measured output. First, consider the single input, single output model described as = e f g f
where ( ) is noise present in the system output, and ( ) models noise dynamics. The prediction error between the measured output and predicted output can be determined to be
The goal of PEM is to minimize the MSE cost function using the error defined in Eq. 12. Thus, the parameter vector for the MSE cost function is = ( , , g , e , ). When the cost function is minimized, the resulting model is the system estimate 14 . PEM identification is a batch estimation method, where a minimization algorithm must be applied to determine the optimal model. Ljung 15 provides further details on this identification method.
One of the benefits of PEM is that it provides accurate results for systems of second order systems and systems with a much higher order. This makes this method suitable for modeling the two-degree of freedom cart system, which is fourth order. To this point, Figure 14 displays the estimated response of the one cart system using PEM, and Figure 15 shows the estimated response for the two-cart system. In both of these figures, it is possible to see a very close agreement between the measured cart position and the estimated cart position. The signals have an 87% match for both the one cart and two cart systems using the normalized root mean square measure of the goodness of fit. (Eq. 14) which is fourth order, and appears similar to the expected form. The consistency of these results with the first principle models demonstrate the usefulness of these identification methods.
Project Assessment Framework
A pilot group of students performed the system identification experiment for the spring-cart system to assess the efficacy of this laboratory experience. The pilot group consisted of 16 students enrolled in the dynamic modeling and control course at Roger Williams University. Students were asked to complete the experiment using the resources provided by the instructor, to determine if the materials were sufficient to complete the exercise. These resources are available through the instructor's website at www.benjaminmcpheron.com/teaching.
In order measure student learning, project learning outcomes were developed. The outcomes for this project are:
1. Students will understand what is represented by a transfer function. 2. Students are able to write the differential equation representation of a mass spring damper linear 3. Students will understand the force balancing equation for a mass spring damper linear mechanical system. 4. Students are able to perform the Laplace transform of a simple differential equation. 5. Students can write the Laplace domain impedance for mechanical components. 6. Students are able to derive the transfer function of a mass spring damper linear mechanical system. 7. Students understand different system identification algorithms. 8. Students demonstrate an ability to visualize data using MATLAB.
To measure the achievement of these outcomes, both a direct and indirect method of assessment were employed. In terms of direct assessment, a quiz was developed with problems mapped to specific outcomes. The quiz was developed with multiple-choice answers to eliminate grading bias and subjectivity, and to make this approach extendable to other engineering programs. This quiz is included as Appendix 2 at the end of this paper. The outcome map for this quiz is shown in Table 2 . This quiz was administered both before the laboratory experience and at the conclusion of the experiment, so that it was possible to measure the change in student understanding. To indirectly assess the achievement of project learning outcomes, a modified Likert scale survey was given. In this survey, students were asked to self-assess their ability to accomplish the project learning outcomes listed above. The survey is included in Appendix 3 at the end of this paper. This survey was also administered prior to the start of the laboratory experiment and at the conclusion of the project to measure the effect of this experience imparted on students' perceived knowledge.
Results and Discussion
The results of the direct assessment quiz are displayed in Figure 16 . The left column represents the average quiz score prior to participation in the laboratory learning experience which has an average of 4.50 and a standard deviation of 1.26. The right column represents the average quiz score upon completion of the laboratory experiment, which has an average of 9.07 and a standard deviation of 0.704. Note that the average grade for the post-quiz was more than 4.5 points higher than the average grade for the pre-quiz. This represents a factor of two improvement in student understanding as a result of this experience. The experiment had a Cohen size effect of 4.46, which represents a very large difference between the pre-quiz results and post-quiz results. This result suggests that student understanding of dynamic modeling and vibrations concepts dramatically improved as a result of completing the laboratory experience.
Although the direct method of assessment shows a dramatic improvement, it is also valuable to measure student perception of their achievement of learning outcomes. By surveying the students, it is possible to see if there are any discrepancies between student achievement and student perception. In addition, such a survey can highlight which outcomes were most (and least) addressed and can lead to some discussion of potential factors contributing to student perception. Figure 17 displays the results of indirect assessment achieved by student survey, while Table 3 displays the values of the average and standard deviation for each outcome. The overall trend is that students felt they had significantly better understanding in every learning outcome at the conclusion of the experiment when compared to their pre-experiment understanding. On the other hand, the smallest size effect was for Outcome 4, Students are able to perform the Laplace transform of a simple differential equation, with a Cohen size effect of 0.79. A prerequisite for the Dynamic Modeling and Control class is Differential Equations, which introduces the concept of Laplace Transform, as a result it makes sense that the students would rate their ability with confidence both before and after the system identification experiment. The next smallest size effect in perceived student understanding was for Outcome 8, Students demonstrate an ability to visualize data using MATLAB, with a Cohen size effect of only 1.15. This is likely the result of most students having used MATLAB previously in their Circuit Theory or Vibrations courses.
Conclusions
This paper develops the physical system and a laboratory exercise for a low-cost spring mass damper system for use in dynamic modeling. The particular application highlighted in this paper is system identification, although this system can be used for a variety of topics in teaching Vibrations and Dynamic Modeling. The system is constructed by modifying relatively inexpensive lab hardware purchased from Vernier Software and Technology, at a total cost of about $1050, including the Logger Pro 3 data collection software. This system has the advantage of providing good, reliable measurements of system behavior, and the advantage that many universities chemistry or physics departments may already possess a license for Logger Pro.
This paper also demonstrates that MATLAB is a useful tool for programmatically modeling dynamic systems. When coupled with the physical apparatus described in this work, it is possible to see that MATLAB allows for the development of system parameter estimates. It can also be seen that tools from the MATLAB System Identification Toolbox provide significantly better results. However, these tools may not be necessary for students to understand the point of the experiment, and simpler methods can be used to approach the system estimate.
Finally, this work provides an assessment framework for measuring the impact on student learning afforded by the laboratory exercise. This framework includes both direct and indirect methods of assessment, using a quiz and a survey administered prior to laboratory experiment completion as well as at its completion. The quiz and survey are included as appendices at the end of this paper.
The assessment provided in this paper demonstrates the effectiveness of this laboratory experience in achieving the desired project learning outcomes. Students displayed a significant improvement when their learning was measured using both methods of assessment. This result is promising for the use of similar low-cost systems at other universities.
