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La teor´ıa de los procesos estoca´sticos se creo´ principalmente para satisfa-
cer las necesidades de los f´ısicos. Comenzo´ con el estudio de los feno´menos
f´ısicos como feno´menos aleatorios que cambiaban con el tiempo. Hoy en d´ıa
la teor´ıa de los procesos estoca´sticos se utiliza en un amplio abanico de
a´mbitos como la biolog´ıa y la f´ısica (evolucio´n de enfermedades, modelos
climatolo´gicos, comportamiento de part´ıculas...), la economı´a (inversio´n en
Bolsa, evaluacio´n de riesgos...), etc. En este trabajo, hablaremos sobre un
proceso estoca´stico en particular, llamado cadena de Markov. Las cadenas
de Markov permiten predecir el comportamiento a corto y a largo plazo de
sistemas que pueden cambiar de estado en cada instante de tiempo y que
cumplen la propiedad de Markov, es decir, que el futuro del sistema, a par-
tir de un presente conocido, es independiente del pasado. Las cadenas de
Markov deben su nombre al matema´tico Andre´i Ma´rkov.
Andre´i Ma´rkov (1856-1922) fue un matema´tico ruso conocido por sus
trabajos en la teor´ıa de nu´meros y la teor´ıa de la probabilidad. Curso´ sus
estudios universitarios de matema´ticas entre 1874 y 1878, siendo premiado
con una medalla de oro al finalizarlos. Realizo´ su carrera acade´mica en la
Universidad de San Petesburgo. Aunque su tesis doctoral trataba sobre la
teor´ıa de nu´meros, con la retirada de Chebyshev en 1883, Ma´rkov paso´ a
encargarse del curso de teor´ıa de la probabilidad que hab´ıa impartido hasta
entonces Chebyshev. Aunque fueron muchas las aportaciones de Ma´rkov en
las matema´ticas, quiza´s la ma´s conocida sea su trabajo en el campo de los
procesos estoca´sticos. En concreto, las cadenas de Markov.
La teor´ıa de las matrices no negativas tambie´n tiene muchas aplicacio-
nes en a´mbitos variados como la economı´a, la f´ısica, la probabilidad, etc.
En particular es de gran utilidad en la investigacio´n de las cadenas de Mar-
kov. Muchos de los resultados sobre cadenas de Markov se pueden obtener a
trave´s de propiedades de las matrices no negativas. En 1907 Perron descu-
brio´ algunas propiedades significativas de las matrices cuadradas positivas.
Ma´s adelante Frobenius amplio´ los resultados de Perron a las matrices no
negativas. Desde entonces la teor´ıa de las matrices no negativas ha sido una
de las a´reas ma´s activas del a´lgebra lineal.
En este trabajo se tratan estos dos temas: las matrices no negativas (en
particular irreducibles y estoca´sticas) y las cadenas de Markov. En primer
v
vi
lugar se habla sobre las matrices, ya que muchos de los resultados que se han
conseguido en esta parte han servido despue´s para desarrollar la teor´ıa de las
cadenas de Markov. Despue´s de finalizar tanto con la teor´ıa sobre matrices
no negativas como con la teor´ıa de las cadenas de Markov, se expone una
aplicacio´n de las cadenas de Markov: PageRank, que es la herramienta que
utiliza el buscador Google para clasificar las pa´ginas web.
Uno de los objetivos de este trabajo es ampliar los conocimientos que
se han adquirido en varias asignaturas del Grado en Matema´ticas como
probabilidad y procesos estoca´sticos y ampliacio´n de me´todos nume´ricos.
En el Cap´ıtulo 1 se define el concepto de matriz irreducible y a tra´ves
de una serie de resultados que se demuestran a lo largo del cap´ıtulo, se
consigue una relacio´n entre el grafo dirigido asociado a una matriz y la irre-
ducibilidad de dicha matriz. Adema´s, se definen los conceptos vector y valor
propio de una matriz y se demuestra el teorema de Perron-Frobenius para
matrices irreducibles; resultado que sera´ u´til en el cap´ıtulo que trata sobre
las cadenas de Markov. Para concluir este cap´ıtulo, se define el concepto de
matriz estoca´stica y se demuestra que el radio espectral de cualquier matriz
estoca´stica es uno. Para desarrollar este cap´ıtulo se han utilizado [7], [8], [6]
y [2].
En el Cap´ıtulo 2 se da la definicio´n de una cadena de Markov y de algunos
conceptos ba´sicos como el espacio de estados y la matriz de transicio´n de
una cadena de Markov. El objetivo principal de este cap´ıtulo es estudiar el
comportamiento de una cadena a largo plazo. Para escribir el cap´ıtulo se
han utilizado [1], [11], [4] y [5].
Finalmente, en el Cap´ıtulo 3, se proporciona una aplicacio´n de las cade-
nas de Markov: PageRank. La informacio´n de este cap´ıtulo se ha obtenido
de [10], [9] y [3].
Cap´ıtulo 1
Matrices no negativas
Hoy en d´ıa, la teor´ıa de las matrices no negativas es una de las a´reas ma´s
activas del a´lgebra lineal. Tiene muchas aplicaciones en diversos campos co-
mo economı´a (modelos de Leontief), probabilidad (cadenas de Markov)...
Muchos de los resultados que demostremos en este cap´ıtulo se utilizara´n
posteriormente en el Cap´ıtulo 2 para desarrollar la teor´ıa de las cadenas de
Markov. Para elaborar este cap´ıtulo se ha utilizado como referencia princi-
palmente [7].
1.1. Matrices Irreducibles
En esta seccio´n se introduce el concepto de matriz irreducible y utilizando
una serie de resultados, se proporciona una relacio´n entre la irreducibili-
dad de una matriz y el grafo dirigido asociado a dicha matriz. Finalmente
se definen los conceptos de valor propio y vector propio y se habla sobre
los vectores y valores propios de una matriz irreducible y algunas de sus
caracter´ısticas.
1.1.1. Introduccio´n
Definicio´n 1.1.1. Dada una matriz P ∈ Rn×n, se dice que P es una matriz
de permutacio´n si en cada fila y columna de P hay un elemento igual a 1 y
el resto de los elementos son cero.
Es muy fa´cil probar el siguiente resultado.
Proposicio´n 1.1.1. Sea P ∈ Rn×n una matriz de permutacio´n. Entonces se
cumplen las siguientes propiedades:
(i) P −1 = P T .
(ii) P T es una matriz de permutacio´n.
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Definicio´n 1.1.2. Sea n ≥ 2, entonces dada una matriz A ∈ Rn×n, se dice
que A es una matriz reducible si existe una matriz de permutacio´n P ∈ Rn×n
tal que
P TAP = [ A11 A12
0 A22
] ,
donde A11 y A22 son dos matrices cuadradas de orden menor que n. En caso
de que no exista dicha matriz P , se dice que A es una matriz irreducible.
Ahora demostraremos algunas propiedades de las matrices reducibles.
Proposicio´n 1.1.2. Sea A ∈ Rn×n una matriz reducible. Entonces para cual-
quier p ∈ N, Ap es una matriz reducible.
Demostracio´n. Sea B = [ B11 B12
0 B22
] ∈ Rn×n, siendo B11 ∈ Rr×r, B22 ∈
R(n−r)×(n−r) y 1 ≤ r < n. Demostremos por induccio´n que
Bn = [ B̃11 B̃12
0 B̃22
] , ∀n ∈ N, (1.1)
donde B̃11 ∈ Rr×r y B̃22 ∈ R(n−r)×(n−r).
n = 1, es trivial.
Hipo´tesis de induccio´n: Supongamos que Bn−1 = ⎡⎢⎢⎢⎢⎣ B̃11 B̃120 B̃22
⎤⎥⎥⎥⎥⎦, con
B̃11 ∈ Rr×r y B̃22 ∈ R(n−r)×(n−r).
Aplicando la hipo´tesis de induccio´n,
Bn = Bn−1B = ⎡⎢⎢⎢⎢⎣ B̃11 B̃120 B̃22
⎤⎥⎥⎥⎥⎦ [ B11 B120 B22 ]
= ⎡⎢⎢⎢⎢⎣ B̃11B11 B̃11B12 + B̃12B220 B̃22B22
⎤⎥⎥⎥⎥⎦ .
Como B̃11, B11 ∈ Rr×r y B̃22, B22 ∈ R(n−r)×(n−r), se tiene que B̃11B11 ∈
Rr×r y B̃22B22 ∈ R(n−r)×(n−r).
A continuacio´n, demostraremos que para cualquier p ∈ N, Ap es una
matriz reducible. Por hipo´tesis A es reducible, por tanto, ∃P ∈ Rn×n una
matriz de permutacio´n tal que P TAP = [ A11 A12
0 A22
] siendo A11 ∈ Rr×r
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y A22 ∈ R(n−r)×(n−r) con 1 ≤ r < n. Por tanto, (P TAP )p = [ A11 A120 A22 ]
p
.
Como P es una matriz de permutacio´n, P T = P −1, luego
(P TAP )p = P TAPP TAP . . . P TAP = P TAInAIn . . . InAP = P TApP.
Por otro lado, aplicando el resultado (1.1), [ A11 A12
0 A22
]p = [ Ã11 Ã12
0 Ã22
],
con Ã11 ∈ Rr×r y Ã22 ∈ R(n−r)×(n−r).
As´ı, P TApP = [ Ã11 Ã12
0 Ã22
], siendo P una matriz de permutacio´n y Ã11
y Ã22 dos matrices cuadradas de orden r y n− r respectivamente. Luego Ap
es una matriz reducible.
Proposicio´n 1.1.3. Sea A ∈ Rn×n. Entonces A es reducible si y solo si AT
es reducible.
Demostracio´n. Supongamos que A es reducible. Entonces ∃P ∈ Rn×n una
matriz de permutacio´n tal que P TAP = [ A11 A12
0 A22
] siendo A11 y A22 dos
matrices cuadradas de orden r y n − r respectivamente, con 1 ≤ r < n. Por
tanto,
(P TAP )T = [ A11 A12
0 A22







0 ⋯ 0 0 0 ⋯ 1⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮
0 ⋯ 0 0 1 ⋯ 0
0 ⋯ 0 In−2r 0 ⋯ 0
0 ⋯ 1 0 0 ⋯ 0⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮
1 ⋯ 0 0 0 ⋯ 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rn×n . Si a la matriz A se le
multiplica la matriz P por la izquierda, se intercambian la primera y la n-
e´sima fila de A, la segunda y la (n − 1)-e´sima fila de A y as´ı sucesivamente
hasta intercambiar la r-e´sima y la (n − r + 1)-e´sima fila de A. En cambio, si
a la matriz A se le multiplica la matriz P por la derecha, se intercambian la
primera y la n-e´sima columna de A, la segunda y la (n − 1)-e´sima columna
de A y as´ı sucesivamente hasta intercambiar la r-e´sima y la (n−r+1)-e´sima
columna de A. Por tanto, multiplicando la matriz P0 por la derecha y por
la izquierda en la igualdad (1.2), se tiene que
P0P
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con ÃT22 ∈ R(n−r)×(n−r) y ÃT11 ∈ Rr×r.
No´tese que P0 es una matriz sime´trica y por tanto, P0 = P T0 , luego(PP0)T = (PP T0 )T = P0P T . Y como el producto entre dos matrices de per-
mutacio´n es una matriz de permutacio´n, se tiene que AT es una matriz
reducible.
Supongamos que AT es una matriz reducible. Entonces se tiene que(AT )T = A es reducible.
Corolario 1.1.4. Sea A ∈ Rn×n. Entonces A es irreducible si y solo si AT
es irreducible.
Demostracio´n. Se deduce de la Proposicio´n 1.1.3.
1.1.2. El grafo dirigido asociado a una matriz irreducible
En primer lugar, definiremos varios conceptos que vamos a utilizar a lo largo
de esta seccio´n.
Definicio´n 1.1.3. Un grafo dirigido G esta´ definido por dos conjuntos fini-
tos llamados V y A, G = (V,A). V es un conjunto cuyos elementos se llaman
ve´rtices o nodos y A es un conjunto de pares ordenados de ve´rtices que se
llaman arcos.
Observacio´n 1.1.1. Llamaremos l´ıneas dirigidas a los arcos de un grafo.
Definicio´n 1.1.4. Dado G = (V,A) un grafo dirigido, un camino dirigido
es una secuencia de una o ma´s l´ıneas dirigidas tal que existe un ve´rtice entre
cada l´ınea dirigida y la siguiente.
Definicio´n 1.1.5. Dado G = (V,A) un grafo dirigido, se dice que el grafo
es fuertemente conexo si para cada par de nodos Pi, Pj ∈ V con i ≠ j, hay
un camino dirigido que conecta Pi con Pj . Dicho camino puede ser directo
de Pi a Pj o puede comenzar en Pi y pasar por otros nodos del grafo antes
de llegar a Pj .
Observacio´n 1.1.2. Los nodos Pi y Pj pueden estar conectados por un
camino dirigido mientras que Pj y Pi no lo esta´n.
Ejemplo 1.1.1. Como se puede observar en la Figura 1.1, existe un camino
dirigido que conecta los nodos P1 y P3, pero en cambio no existe un camino
dirigido que conecta los nodos P3 y P1.
Definicio´n 1.1.6. Sean P1, P2, ..., Pn distintos puntos de la recta real y sea
A ∈ Rn×n. Por cada elemento distinto de cero aij de A, se conectan los puntos
Pi y Pj con una l´ınea dirigida. La figura resultante en la recta real es un
grafo dirigido asociado a A.
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Figura 1.1: Grafo dirigido
Proposicio´n 1.1.5. Sea A ∈ Rn×n. Entonces si todos los elementos de una
fila (o columna) de A que esta´n fuera de la diagonal principal son cero, el
grafo dirigido asociado a A no es fuertemente conexo.
Demostracio´n. Sea A ∈ Rn×n. Supongamos que los elementos de la r-e´sima
fila de A que no esta´n en la diagonal principal son cero. Es decir, arj = 0∀j ≠ r. Por tanto, no existe ni una l´ınea dirigida que salga desde el nodo Pr
y se dirija a un nodo Pj tal que j ≠ r. Por tanto, no existe un camino dirigido
que una el nodo Pr con el nodo Pj ∀j ≠ r. Entonces el grafo dirigido asociado
a A no es fuertemente conexo. Se puede hacer el mismo razonamiento por
columnas.
Proposicio´n 1.1.6. Sea A ∈ Rn×n tal que A = [ A11 A12
0 A22
], A11 ∈ Rk×k,
A12 ∈ Rk×(n−k), A22 ∈ R(n−k)×(n−k) y 1 ≤ k ≤ n− 1. Entonces el grafo dirigido
asociado a A no es fuertemente conexo.
Demostracio´n. Consideremos un camino dirigido que comience desde el no-
do Pi tal que i > k. Como i > k, en la i-e´sima fila de A los primeros k
elementos son 0. Por tanto, el nodo Pi solamente se puede conectar con un
nodo Pj mediante una l´ınea dirigida si j > k. Del mismo modo, como j > k,
los primeros k elementos de la j-e´sima fila de A son 0. Luego el nodo Pj
solamente se puede conectar con el nodo Pz mediante una l´ınea dirigida si
z > k. Siguiendo este procedimiento, llegamos a la conclusio´n de que si i > k
y j ≤ k, no existe un camino dirigido de Pi a Pj . Por tanto, el grafo dirigido
asociado a A no es fuertemente conexo.
Proposicio´n 1.1.7. Sea A ∈ Rn×n y sea P ∈ Rn×n una matriz de permu-
tacio´n. Entonces el grafo dirigido asociado a A es fuertemente conexo si y
solo si el grafo dirigido asociado a PAP T es fuertemente conexo.
Demostracio´n. Supongamos que el grafo dirigido asociado a A es fuertemen-
te conexo. Observamos que el grafo dirigido de PAP T se obtiene renume-
rando los nodos del grafo de A. Es decir, si la matriz de permutacio´n P pone
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la i-e´sima fila de A en la j-e´sima, entonces el nodo Pi del grafo de A, sera´
el nodo Pj del grafo de PAP
T . Por tanto, como el grafo dirigido asociado a
A es fuertemente conexo, el grafo dirigido asociado a PAP T tambie´n lo sera´.
Supongamos que el grafo dirigido asociado a PAP T es fuertemente co-
nexo. Como P es una matriz de permutacio´n, P T tambie´n lo es, y por tanto,
el grafo dirigido asociado a P TPAP T (P T )T = A es fuertemente conexo.
Definicio´n 1.1.7. Dada una matriz A ∈ Rm×n, se dice que A es no negativa
si no hay ni un elemento de A que sea negativo.
Definicio´n 1.1.8. Dada una matriz A ∈ Rm×n, se dice que A es positiva si
todos los elementos de A son positivos.
Observacio´n 1.1.3. Sea A ∈ Rm×n. Para expresar que A es una matriz no
negativa, escribiremos A ≥ 0. Si A es una matriz positiva, escribiremos A > 0.
Y finalmente para expresar que A no es la matriz nula escribiremos A ≠ 0.
Ahora, demostraremos algunas propiedades de las matrices no negativas
e irreducibles.
Proposicio´n 1.1.8. Sea A ∈ Rn×n una matriz no negativa e irreducible.
Entonces (In +A)n−1 > 0.
Demostracio´n. Sea y ∈ Rn un vector tal que y ≥ 0 e y ≠ 0. Se define
z = (In +A)y = y +Ay. (1.3)
Como y ≥ 0 y por hipo´tesis A ≥ 0, se tiene que Ay ≥ 0. Por tanto, z tiene
al menos tantos elementos no nulos como y. Veamos que si algu´n elemento
de y es cero, entonces z tiene al menos un elemento no nulo ma´s que y. Sea
P una matriz de permutacio´n tal que Py = [ u
0
] y u > 0. Utilizando la
igualdad (1.3), se tiene que
Pz = P (y +Ay) = Py +PAy = Py +PAP TPy = [ u
0
]+PAP T [ u
0
] . (1.4)
Se dividen Pz y PAP T de acuerdo con [ u
0
]. Es decir, Pz = [ v
w
] siendo
u y v dos vectores del mismo taman˜o y PAP T = [ A11 A12
A21 A22
] siendo A11
una matriz cuadrada del mismo taman˜o que u. Debido a la ecuacio´n (1.4),
v = u +A11u y w = A21u. (1.5)
Como A ≥ 0, P ≥ 0 y P T ≥ 0, se tiene que PAP T ≥ 0. En particular A11 ≥ 0
y A21 ≥ 0. Como A es irreducible, se tiene que A21 ≠ 0. Por tanto, debido a
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las ecuaciones de (1.5) y que u > 0, se tiene que v > 0 y w ≥ 0 pero w ≠ 0.
Luego Pz = [ v
w
] tendra´ al menos un elemento no nulo ma´s que y. Como
z = P T [ v
w
], z tiene los mismos elementos que Pz pero en distinto orden,
y por tanto, z tiene al menos un elemento no nulo ma´s que y.
Si (In+A)y = z todav´ıa tiene algu´n elemento nulo, se considera el vector(In + A)y ≠ 0 y se repite el mismo proceso con z = (In + A)[(In + A)y] =(In +A)2y y se consigue que (In +A)2y tiene al menos un elemento no nulo
ma´s que (In + A)y, es decir, que (In + A)2y tiene al menos dos elementos
no nulos ma´s que y. Se repite el proceso hasta conseguir k0 ∈ N tal que(In + A)k0y > 0. Como y ∈ Rn, el proceso se repetira´ como mucho n − 1
veces. Vamos a diferenciar dos casos: k0 = n − 1 y k0 < n − 1. Si k0 = n − 1,
se tiene que (In + A)n−1y > 0. Si k0 < n − 1, se tiene que (In + A)n−1y =(In +A)n−1−k0(In +A)k0y > 0, ya que los elementos de la diagonal principal
de (In +A)n−1−k0 son positivos por ser A ≥ 0 y (In +A)k0y > 0. Por tanto,
(In +A)n−1y > 0 ∀y ∈ Rn tal que y ≥ 0, y ≠ 0.
Por tanto, (In + A)n−1ej > 0 ∀j ∈ {1, . . . , n}. Es decir, los elementos de la
j-e´sima columna de (In + A)n−1 son positivos ∀j ∈ {1, . . . , n}. Por tanto,(In +A)n−1 > 0.
Proposicio´n 1.1.9. Sea A ∈ Rn×n una matriz no negativa e irreducible don-
de a
(q)
ij es el (i, j)-e´simo elemento de Aq. Entonces para cada i, j ∈ {1, . . . , n}
existe q ∈ N tal que a(q)ij > 0.
Demostracio´n. Como A ∈ Rn×n es una matriz no negativa e irreducible,
por la Proposicio´n 1.1.8, se tiene que (In + A)n−1 > 0. Veamos que A(In +
A)n−1 > 0. Sea A(In + A)n−1 = [cij]1≤i,j≤n. Supongamos por reduccio´n al
absurdo que ∃i0, j0 ∈ {1, . . . , n} tales que ci0j0 = 0. Sean A = [aij]1≤i,j≤n y(In +A)n−1 = [bij]1≤i,j≤n. Como A ≥ 0, se tiene que aij ≥ 0 ∀i, j ∈ {1, . . . , n}
y como (In +A)n−1 > 0, se tiene que bij > 0 ∀i, j ∈ {1, . . . , n}. Como ci0j0 = 0
es el (i0, j0)-e´simo elemento de A(In +A)n−1, se tiene que
ci0j0 = n∑
k=1ai0kbkj0 = 0. (1.6)
Como ai0k ≥ 0 y bkj0 > 0 ∀k ∈ {1, . . . , n}, para que se cumpla la igualdad
(1.6), tiene que cumplirse que ai0k = 0, ∀k ∈ {1, . . . , n}. Es decir, la i0-e´sima
fila de A esta´ compuesta por ceros. Sea P ∈ Rn×n la matriz de permutacio´n
que se obtiene al intercambiar la i0-e´sima y la n-e´sima filas de la matriz In.




a11 ⋯ a1n ⋯ a1i0⋮ ⋱ ⋮ ⋱ ⋮
an1 ⋯ ann ⋯ ani0⋮ ⋱ ⋮ ⋱ ⋮




a11 ⋯ a1n ⋯ a1i0⋮ ⋱ ⋮ ⋱ ⋮
an1 ⋯ ann ⋯ ani0⋮ ⋱ ⋮ ⋱ ⋮
0 ⋯ 0 ⋯ 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= [ A11 A12
0 A22
] , con A11 ∈ R(n−1)×(n−1),A12 ∈ R(n−1)×1 y A22 ∈ R1×1.
Entonces A es una matriz reducible y se obtiene una contradiccio´n ya que A
es una matriz irreducible por hipo´tesis. Por lo tanto, cij > 0 ∀i, j ∈ {1, . . . , n},
es decir, A(In+A) > 0. Como AIn = InA, utilizaremos la fo´rmula del binomio
para calcular (In +A)n−1.
A(In +A)n−1 = A [(n − 1
0
)An−1 + (n − 1
1
)InAn−2 + . . . + (n − 1
n − 1)In−1n ]= An + (n − 1)An−1 + . . . + (n − 1)A2 +A > 0. (1.7)




Proposicio´n 1.1.10. Sea A ∈ Rn×n una matriz no negativa e irreducible y
sea a
(q)
ij el (i, j)-e´simo elemento de Aq. Entonces a(q)ij > 0 si y solo si existe
una secuencia de q l´ıneas dirigidas en el grafo dirigido asociado a A que
conectan los nodos Pi y Pj.










k1=1aik1ak1k2 . . . akq−2kq−1akq−1j , ∀q ≥ 2.

























k1=1aik1ak1k2 . . . akq−3kq−2akq−2j .
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k1=1aik1ak1k2 . . . akq−2kq−1akq−1j .
(1.8)
Por hipo´tesis A es una matriz no negativa, por tanto, considerando la igual-
dad (1.8), se tiene que a
(q)
ij > 0 si y solo si ∃k10 , . . . , kq−10 ∈ {1, . . . , n}
tales que aik10ak10k20 . . . akq−10j > 0. Como A es una matriz no negativa,
aik10ak10k20 . . . akq−10j > 0 si y solo si aik10 , ak10k20 , . . . , akq−10j > 0. Es decir,
que hay una secuencia de q l´ıneas dirigidas en el grafo dirigido de A que
conectan los nodos Pi y Pj .
Ahora, estamos listos para demostrar el siguiente teorema.
Teorema 1.1.11. Sea A ∈ Rn×n una matriz no negativa. Entonces A es
irreducible si y solo si el grafo dirigido asociado a A es fuertemente conexo.
Demostracio´n. Supongamos que A ∈ Rn×n es una matriz irreducible. Co-
mo A tambie´n es una matriz no negativa, por la Proposicio´n 1.1.9, para
cada i, j ∈ {1, . . . , n} ∃q ∈ N tal que a(q)ij > 0. Por la Proposicio´n 1.1.10∀i, j ∈ {1, . . . , n} los nodos Pi y Pj esta´n conectados. Por tanto, el grafo
dirigido asociado a A es fuertemente conexo.
Supongamos que A ∈ Rn×n es una matriz reducible. Entonces, ∃P ∈ Rn×n
una matriz de permutacio´n tal que P TAP = [ A11 A12
0 A22
], siendo A11 y
A22 dos matrices cuadradas de orden menor que n. Por la Proposicio´n 1.1.6,
se tiene que el grafo dirigido de P TAP no es fuertemente conexo. Al ser
P T ∈ Rn×n una matriz de permutacio´n, debido a la Proposicio´n 1.1.7, se
tiene que el grafo dirigido asociado a A no es fuertemente conexo.
1.1.3. Teorema de Perron-Frobenius
En primer lugar, vamos a definir algunos conceptos ba´sicos.
Definicio´n 1.1.9. Sea A ∈ Rn×n, se dice que λ ∈ C es un valor propio de A
si existe un vector no nulo x ∈ Cn tal que Ax = λx.
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Definicio´n 1.1.10. Dado λ un valor propio de A ∈ Rn×n, se dice que x ∈ Cn
es un vector propio de A asociado al valor propio λ si x ≠ 0 y Ax = λx.
Definicio´n 1.1.11. Dados A ∈ Rn×n y λ un valor propio de A, el subespacio
propio de A asociado a λ es Ker(λIn −A) = {x ∈ Cn ∣ Ax = λx}.
Definicio´n 1.1.12. Dados A ∈ Rn×n y λ un valor propio de A, la multipli-
cidad geome´trica de λ es la dimensio´n del subespacio propio de A asociado
a λ.
Definicio´n 1.1.13. Dada A ∈ Rn×n, se dice que det(λIn−A) = (λ−λ1)m1(λ−
λ2)m2 . . . (λ−λs)ms es el polinomio caracter´ıstico de A, siendo λ1, . . . , λs los
valores propios de A y λi ≠ λj . Adema´s, mi es la multiplicidad algebraica de
λi para cada i = 1, . . . , s.
Definicio´n 1.1.14. Sea Sr = Ker(λIn − A)r. Es fa´cil demostrar que Sr ⊂Sr+1 para cada r ∈ N ∪ {0}. A Sr se le llama subespacio propio generalizado
de A de orden r asociado a λ. Adema´s, cualquier vector no nulo x ∈ C tal
que x ∈ Sr pero x ∉ Sr es un vector propio generalizado de A de orden r
asociado a λ.
Observaciones. (i) Dados x, y ∈ Rn, para expresar que xi ≤ yi para cada
i ∈ {1, . . . , n}, escribiremos x ≤ y, siendo xi e yi las i-e´simas componen-
tes de los vectores x e y respectivamente. Si para cada i ∈ {1, . . . , n} xi <
yi, escribiremos x < y.
(ii) Dada A = [aij] ∈ Rn×n, definimos ∣A∣ = [∣aij ∣] ∈ Rn×n.
Sea A ∈ Rn×n una matriz no negativa e irreducible y sea x ∈ Rn un vector
no negativo y no nulo. Consideramos la siguiente funcio´n:
r(x) = mı´n
1≤i≤n, xi≠0 (Ax)ixi ,
siendo (Ax)i el i-e´simo elemento del vector Ax. Como A ≥ 0 y x ≥ 0, se tiene
que r(x) ≥ 0. Adema´s, por la definicio´n de r(x), se cumple que r(x)xi ≤(Ax)i para cualquier i = 1, . . . , n. Por tanto, r(x)x ≤ Ax. Veamos que r(x)
es el mayor entre todos los nu´meros ρ que cumplen la desigualdad ρx ≤ Ax.
Supongamos por reduccio´n al absurdo que existe ρ > r(x) tal que ρx ≤ Ax.
Entonces:
ρx ≤ Ax⇔ ρxi ≤ (Ax)i ∀i ∈ {1, . . . , n}⇒ ρ ≤ (Ax)i
xi
,∀xi ≠ 0 tal que i ∈ {1, . . . , n}
⇒ ρ ≤ mı´n
1≤i≤n, xi≠0 (Ax)ixi = r(x)⇒ ρ ≤ r(x).
Y esto no es posible ya que hemos supuesto que ρ > r(x). Por tanto, queda
demostrado que r(x) es el mayor entre todos los nu´meros ρ que cumplen la
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desigualdad ρx ≤ Ax.




Por la definicio´n de r(x), r no var´ıa si x se sustituye por αx para cual-
quier α > 0 ya que r(αx) = mı´n1≤i≤n, αxi≠0 (Aαx)iαxi = mı´n1≤i≤n, xi≠0 α(Ax)iαxi =
mı´n1≤i≤n, xi≠0 (Ax)ixi = r(x). Por lo tanto, para obtener el supremo, solamente
consideraremos los vectores del conjunto cerrado M = {x ∈ Rn ∶ ∑ni=1 xi =
1, x ≥ 0, x ≠ 0} ⊂ L. Luego r = supx∈M r(x). Como M es un conjunto cerrado
y acotado, si la funcio´n r(x) fuese continua en M, se podr´ıa sustituir el
supremo por el ma´ximo. Pero no podemos garantizar que la funcio´n r(x)
sea continua en M ya que podr´ıa no ser continua en los puntos en los que
algu´n elemento de x se hace cero. Por tanto, consideraremos el conjunto de
vectores N = {y = (In +A)n−1x ∶ x ∈M}. Como A es una matriz no negativa
e irreducible, por la Proposicio´n 1.1.8, tenemos que (In+A)n−1 > 0. Adema´s,
x ≥ 0 y x ≠ 0. Entonces y = (In +A)n−1x > 0. Por lo tanto, N ⊂ L.
N es la imagen del conjunto acotado y cerrado M mediante una funcio´n
continua.
f ∶ M Ð→ N
x z→ y = (In +A)n−1x.
Entonces N es un conjunto cerrado y acotado. Adema´s r(y) es una funcio´n
continua en N . Por lo tanto, r(y) alcanzara´ el ma´ximo para algu´n y ∈ N .
Para cada x ∈M e y = (In +A)n−1x ∈ N , tenemos que,
r(x)y = r(x)(In +A)n−1x = (In +A)n−1r(x)x≤ (In +A)n−1Ax = A(In +A)n−1x = Ay.
Como r(y) es el mayor nu´mero ρ tal que ρy ≤ Ay, tenemos que r(x) ≤ r(y).
Por lo tanto, r = supx∈M r(x) ≤ ma´xy∈N r(y). Pero como N ⊂ L, tenemos
que ma´xy∈N r(y) ≤ supx∈L r(x) = supx∈M r(x) = r. Entonces,
r = ma´x
y∈N r(y).
Podr´ıa pasar que hubiera otros vectores en L para los cuales r(x) alcanzase
el valor r. Aquellos vectores que cumplen esta condicio´n son los vectores
extremales de A. Por tanto, un vector no nulo z ≥ 0 es un vector extremal
de A si r(z) = r o lo que es equivalente, si rz ≤ Az.
Proposicio´n 1.1.12. Sea A = [aij] ∈ Rn×n una matriz no negativa e irre-
ducible y x = [ 1 1 ⋯ 1 ]T . Entonces r(x) = mı´n1≤i≤n∑nk=1 aik.
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Demostracio´n. Como xi = 1 para cualquier i ∈ {1, . . . , n},
r(x) = mı´n
1≤i≤n, xi≠0 (Ax)ixi = mı´n1≤i≤n ∑nk=1 aik1 = mı´n1≤i≤n n∑k=1aik.
Proposicio´n 1.1.13. Sea A ∈ Rn×n una matriz no negativa e irreducible.
Entonces r = supx∈L r(x) es positivo y es un valor propio de la matriz A.
Adema´s, cada vector extremal de A es positivo y es un vector propio por la
derecha de A asociado al valor propio r.
Demostracio´n. Sea A = [aij] ∈ Rn×n y x0 = [ 1 1 ⋯ 1 ]T . Por la Propo-
sicio´n 1.1.12 sabemos que r(x0) = mı´n1≤i≤n∑nk=1 aik. En la demostracio´n de
la Proposicio´n 1.1.9 hemos visto que si una matriz contiene una fila formada
por ceros, dicha matriz es reducible. Como A es irreducible, en cada fila de
A debe haber al menos un elemento no nulo. En consecuencia, ∑nk=1 aik > 0
para cualquier i ∈ {1, . . . , n}. Luego r(x0) = mı´n1≤i≤n∑nk=1 aik > 0. Por lo
tanto, r = supx∈L r(x) ≥ r(x0) > 0.
Sea z un vector extremal y sea w = (In+A)n−1z. Sin pe´rdida de generali-
dad, podemos suponer que z ∈M ya que r(z) = r(αz) para cualquier α > 0.
Como A es una matriz no negativa e irreducible, por la Proposicio´n 1.1.8(In +A)n−1 > 0. Adema´s z ≥ 0 y z ≠ 0. Por lo tanto, w = (In +A)n−1z > 0 y
w ∈ N . Por ser z un vector extremal, rz ≤ Az, es decir, Az − rz ≥ 0. Veamos
que Az − rz = 0. Supongamos por reduccio´n al absurdo que Az − rz ≠ 0.
Entonces como (In +A)n−1 > 0, tenemos que (In +A)n−1(Az − rz) > 0. Pero(In+A)n−1(Az−rz) = (In+A)n−1Az−(In+A)n−1rz = A(In+A)n−1z−r(In+
A)n−1z = Aw − rw. Luego Aw − rw > 0, es decir, rw < Aw lo que implica que
r < r(w) y esto no tiene sentido. Por lo tanto, Az − rz = 0. Entonces r es
un valor propio de A y cualquier vector extremal es un vector propio por la
derecha de A asociado al valor propio r.
Finalmente, para demostrar que cada vector extremal, z, de A es posi-
tivo, vamos a ver que (In + A)kz = (1 + r)kz para cualquier k ∈ N. Como
z es un vector extremal de A, sabemos que Az = rz. Sumando z, tene-
mos que (In +A)z = (1 + r)z. Para k = 2, (In +A)2z = (In +A)(In +A)z =(In+A)(1+r)z = (1+r)(In+A)z = (1+r)2z. Supongamos que (In+A)k−1z =(1+r)k−1z. Entonces, (In+A)k = (In+A)(In+A)k−1z = (In+A)(1+r)k−1z =(1+r)k−1(In+A)z = (1+r)kz. Por lo tanto, (1+r)n−1z = (In+A)n−1z = w > 0.
Y por ser r > 0, tenemos que z > 0.
Definicio´n 1.1.15. Dada A ∈ Rn×n se define el radio espectral de A de la
siguiente manera:
ma´x{∣λi∣ ∶ λi es un valor propio de A}.
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Teorema 1.1.14 (Teorema de Perron-Frobenius para matrices irreduci-
bles). Sea A ∈ Rn×n una matriz no negativa e irreducible. Entonces:
(i) La matriz A tiene un valor propio positivo, r, igual al radio espectral
de A.
(ii) Hay un vector positivo por la derecha asociado al valor propio r.
(iii) El valor propio r tiene multiplicidad geome´trica 1.
(iv) El valor propio r tiene multiplicidad algebraica 1.
Demostracio´n. (i) Por la Proposicio´n 1.1.13, sabemos que r = supx∈L r(x)
es un valor propio positivo de A. Veamos que el valor absoluto de
cualquier otro valor propio de A es menor o igual que r. Sea α un
valor propio de A. Por tanto, existe un vector no nulo, y ∈ Rn tal que
Ay = αy. Como A ≥ 0, ∣α∣∣y∣ = ∣αy∣ = ∣Ay∣ ≤ ∣A∣∣y∣ = A∣y∣. Entonces,∣α∣∣y∣ ≤ A∣y∣. Por lo tanto, ∣α∣ ≤ r(∣y∣) ≤ r. Y queda demostrado que r
es el radio espectral de A.
(ii) Por la Proposicio´n 1.1.13, sabemos que existe un vector propio por la
derecha positivo asociado a r (los vectores extremales).
(iii) Supongamos que z es cualquier vector propio por la derecha de A
asociado a r. Entonces, Az = rz y como en el apartado (i), se puede
demostrar que r∣z∣ ≤ A∣z∣. En consecuencia, ∣z∣ es un vector extremal
de A y por la Proposicio´n 1.1.13, ∣z∣ > 0. Por lo tanto, zi ≠ 0, i =
1, . . . , n, siendo zi la i-e´sima componente del vector z. Veamos que la
dimensio´n del subespacio propio de A asociado a r es 1. Supongamos
por reduccio´n al absurdo que la dimensio´n es mayor que 1. Entonces,
existen dos vectores linealmente independientes, v1 y v2, y existen
α,β ∈ R tales que αv1 + βv2 tiene al menos un elemento nulo. Pero
como αv1 + βv2 es una combinacio´n lineal de v1 y v2, es un vector
propio por la derecha de A asociado a r. Y que tenga al menos un
elemento nulo no es posible. Por lo tanto, la dimensio´n del subespacio
propio de r es 1, es decir, que la multiplicidad geome´trica de r es 1.
(iv) Como la multiplicidad geome´trica de r es 1, para demostrar que la
multiplicidad algebraica de r es 1 vamos a ver que no existe ningu´n
vector propio generalizado de r de orden 2. Sean x1 > 0 e y > 0 vec-
tores propios asociados al valor propio r de A y AT respectivamen-
te. Entonces, Ax1 = rx1 y AT y = ry. Por lo que (rIn − A)x1 = 0 y(rIn −AT )y = 0. Supongamos por reduccio´n al absurdo que existe un
vector propio generalizado de orden 2, x2 ≠ 0 asociado al valor pro-
pio r tal que (rIn − A)x2 = x1. Como (rIn − AT )y = 0, se tiene que
yT (rIn−A) = 0T y al multiplicar por x2, se consigue yT (rIn−A)x2 = 0.
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Es decir, yTx1 = 0, pero no puede ser ya que x1 > 0 e y > 0. Por lo
tanto, no existe un vector propio generalizado de orden 2 asociado al
valor propio r. Entonces, la multiplicidad algebraica de r es 1.
Teorema 1.1.15. Sea A ∈ Rn×n una matriz no negativa e irreducible con
radio espectral 1. Entonces las siguientes afirmaciones son equivalentes:
(i) Ak
k→∞ÐÐÐ→ P para alguna matriz P .
(ii) Para algu´n entero positivo p, Ap > 0.
La demo´stracio´n se encuentra en Bapat, Raghavan [1].
1.2. Matrices estoca´sticas
Una matriz estoca´stica es una matriz cuadrada no negativa donde la suma
de los elementos de cada fila es uno.
Definicio´n 1.2.1. Dada P = [pij]1≤i,j≤n ∈ Rn×n, se dice que P es una matriz
estoca´stica si P ≥ 0 y ∑nj=1 pij = 1, para todo i = 1, . . . , n.
Teorema 1.2.1. Sea P = [pij]1≤i,j≤n ∈ Rn×n una matriz estoca´stica. Enton-
ces λ = 1 es un valor propio de P y adema´s el radio espectral de P es 1.
Demostracio´n. Sea v = [ 1 1 ⋯ 1 ]T . Veamos que Pv = v:
Pv = ⎡⎢⎢⎢⎢⎢⎣














Entonces λ0 = 1 es un valor propio de P . Sea λ un valor propio cualquiera de
P y sea v ≠ 0 un vector propio asociado a λ. Definimos ∣vi∣ = ma´x1≤k≤n{∣vk∣}.
Como Pv = λv, ∑nj=1 pkjvj = λvk, k = 1, . . . , n. En particular, ∑nj=1 pijvj = λvi.
Entonces ∣λ∣∣vi∣ = ∣∑nj=1 pijvj ∣ ≤ ∑nj=1 ∣pijvj ∣ = ∑nj=1 pij ∣vj ∣. Por lo tanto,
∣λ∣ ≤ n∑
j=1pij
∣vj ∣∣vi∣ ≤ n∑j=1pij = 1,
ya que ∣vi∣ = ma´x1≤k≤n{∣vk∣} y P es una matriz estoca´stica. Como ∣λ∣ ≤ 1, y
λ0 = 1 es un valor propio de P , el radio espectral de P es 1.
Cap´ıtulo 2
Cadenas de Markov
Las cadenas de Markov se utilizan para predecir la evolucio´n y el compor-
tamiento de ciertos sistemas a corto y a largo plazo. Deben su nombre al
matema´tico ruso Andre´i Ma´rkov (1856-1922). Las cadenas de Markov tienen
un amplio abanico de aplicacciones en varias a´reas de la ciencia y la tecno-
log´ıa (por ejemplo f´ısica, teor´ıa de colas, teor´ıa de programacio´n dina´mica...).
Para desarrollar la teor´ıa de este cap´ıtulo utilizaremos varios resultados
que han sido demostrados previamente en el Cap´ıtulo 1. En la elaboracio´n
del Cap´ıtulo 2 se han utilizado [1] y [11] entre otros.
2.1. Introduccio´n
Vamos a definir algunos conceptos que utilizaremos a lo largo del cap´ıtulo.
Definicio´n 2.1.1. Sea (Ω,F , P ) un espacio de probabilidad y X ∶ Ω → R
una aplicacio´n. Entonces X es una variable aleatoria sobre el espacio medible(Ω,F) si ∀B ∈ β,X−1(B) ∈ F .
Definicio´n 2.1.2. Un proceso estoca´stico es una coleccio´n de variables alea-
torias {Xt ∶ t ∈ T} ordenadas segu´n el sub´ındice t que en general se suele
identificar con el tiempo.
Si el conjunto T es continuo, se dice que el proceso estoca´stico es de
tiempo continuo. En cambio si T es discreto (finito o infinito contable), se
dice que el proceso estoca´stico es de tiempo discreto.
Los procesos estoca´sticos tambie´n se pueden clasificar en funcio´n del
espacio de estados en el que toman valores las variables aleatorias. Si el
espacio de estados es continuo, se dice que el proceso estoca´stico es de estado
continuo. En cambio si el espacio de estados es discreto, se dice que el proceso
estoca´stico es de estado discreto.
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Definicio´n 2.1.3. Sea S = {s0, s1, s2, . . .} un conjunto contable llamado es-
pacio de estados y sea {Xn}n=0,1,... una secuencia de variables aleatorias que
toman valores en S y que cumplen la siguiente propiedad de probabilidad:
P (Xn+1 = in+1 ∣Xn = in,Xn−1 = in−1, . . . ,X0 = i0) = P (Xn+1 = in+1 ∣Xn = in),∀n ≥ 0,∀i0, . . . , in, in+1 ∈ S si P (Xn = in, . . . ,X0 = i0) > 0. (2.1)
La propiedad (2.1) se conoce como la propiedad de Markov y un proceso
estoca´stico {Xn}n=0,1,... que cumple esta propiedad es una cadena de Markov
de tiempo discreto.
Tal y como dice [11], la propiedad de Markov se interpreta como “la
futura evolucio´n probabil´ıstica del proceso esta´ determinada una vez que se
conoce el pasado inmediato”.
Observaciones. (i) Trabajaremos con cadenas de Markov de tiempo dis-
creto.
(ii) El conjunto S es el espacio de estados y puede ser finito o infinito
contable, pero a partir de este momento consideraremos que S es finito.
Entonces diremos que la cadena de Markov es finita.
(iii) Para facilitar la notacio´n, vamos a suponer que el conjunto de es-
tados esta´ formado por nu´meros enteros no negativos, es decir, S ={0,1,2, . . . , r}.
Definicio´n 2.1.4. Dada una cadena de Markov {Xn}n=0,1,... que toma va-
lores en el espacio de estados S y dados i, j ∈ S, la probabilidad de transicio´n
del estado i al estado j en el instante n es P (Xn = j ∣Xn−1 = i), y se denota
mediante pij(n). Pn = [pij(n)]i,j∈S es la matriz de transicio´n de la cadena
de Markov en el instante n.
Definicio´n 2.1.5. Sea Pn la matriz de transicio´n de una cadena de Markov
en el instante n. Si P1 = P2 = ... = Pn = . . ., se dice que la cadena de Markov
es homoge´nea. De lo contrario, la cadena de Markov es no homoge´nea.
Observaciones. (i) Trabajaremos con cadenas de Markov homoge´neas,
por tanto, denotaremos la probabilidad de transicio´n del estado i al
estado j mediante pij y P = [pij]i,j∈S sera´ la matriz de transicio´n.
(ii) No´tese que la matriz de transicio´n P es una matriz estoca´stica. Como
los elementos de P son probabilidades, son no negativos y adema´s, la
suma de los elementos de cada fila es uno ya que
∑
j∈S pij =∑j∈SP (Xn = j ∣Xn−1 = i) = P (⊍j∈SXn = j ∣Xn−1 = i)= P (Xn ∈ S ∣Xn−1 = i) = 1, ∀i ∈ S.
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Definicio´n 2.1.6. Dada una cadena de Markov {Xn}n=0,1,... que toma va-
lores en el espacio de estados S y dados i, j ∈ S y m ≥ 0, la probabilidad de




Observacio´n 2.1.1. No´tese que p
(0)
ii = P (Xn = i ∣ Xn = i) = 1 para todo
i ∈ S y p(0)ij = P (Xn = j ∣Xn = i) = 0 para todo i, j ∈ S tal que i ≠ j.
Lema 2.1.1. Dada una cadena de Markov {Xn}n=0,1,... que toma valores
en el espacio de estados S, para todo i, j, k ∈ S y n,m ≥ 1 se tiene que
P (Xn+m = j ∣Xn = k,X0 = i) = P (Xn+m = j ∣Xn = k).
Demostracio´n. Vamos a demostrarlo para m = 1.
P (Xn+1 = in+1 ∣Xn = in,X0 = i0) = P (Xn+1 = in+1,Xn = in,X0 = i0)
P (Xn = in,X0 = i0) . (2.2)
Introducimos el suceso seguro Ω = (⊍in−1∈SXn−1 = in−1, . . . ,⊍i1∈SX1 = i1).
Luego
(2.2) = P (Xn+1 = in+1,Xn = in,⊍in−1∈SXn−1 = in−1, . . . ,⊍i1∈SX1 = i1,X0 = i0)
P (Xn = in,⊍in−1∈SXn−1 = in−1, . . . ,⊍i1∈SX1 = i1,X0 = i0)= ∑i1∈S∑i2∈S . . .∑in−1∈S P (Xn+1 = in+1,Xn = in, . . . ,X0 = i0)∑i1∈S∑i2∈S . . .∑in−1∈S P (Xn = in,Xn−1 = in−1, . . . ,X0 = i0) .
Usamos el teorema de la probabilidad compuesta:
(2.2) = ∑i1∈S . . .∑in−1∈S P (Xn = in, . . . ,X0 = i0) ⋅ P (Xn+1 = in+1 ∣Xn = in, . . . ,X0 = i0)∑i1∈S . . .∑in−1∈S P (Xn = in, . . . ,X0 = i0) .
Usamos la propiedad de Markov:
(2.2) = ∑i1∈S . . .∑in−1∈S P (Xn = in, . . . ,X0 = i0) ⋅ P (Xn+1 = in+1 ∣Xn = in)∑i1∈S . . .∑in−1∈S P (Xn = in, . . . ,X0 = i0) .
Sacamos factor comu´n,
(2.2) = ∑i1∈S . . .∑in−1∈S P (Xn = in, . . . ,X0 = i0)∑i1∈S . . .∑in−1∈S P (Xn = in, . . . ,X0 = i0)P (Xn+1 = in+1 ∣Xn = in)= P (Xn+1 = in+1 ∣Xn = in).
Proposicio´n 2.1.2. (Ecuacio´n de Chapman-Kolmogorov). Dada una cade-
na de Markov {Xn}n=0,1,... que toma valores en el espacio de estados S, para








kj , ∀n,m ≥ 1.
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Demostracio´n. Para demostrar la ecuacio´n de Chapman-Kolmogorov, utili-
zaremos la propiedad de Markov y el Lema 2.1.1.
p
(m+n)
ij = P (Xm+n = j ∣X0 = i) = P ((Xm+n = j) ∩ (⊍k∈SXm = k) ∣X0 = i)= P (⊍k∈S(Xm+n = j,Xm = k) ∣X0 = i)= ∑
k∈SP (Xm+n = j,Xm = k ∣X0 = i)= ∑
k∈SP (Xm = k ∣X0 = i) ⋅ P (Xm+n = j ∣Xm = k,X0 = i)= ∑
k∈SP (Xm = k ∣X0 = i) ⋅ P (Xm+n = j ∣Xm = k) = ∑k∈S p(m)ik p(n)kj .
A lo largo del cap´ıtulo vamos a ir completando un ejemplo que se propone
en [5].
Ejemplo 2.1.1. Sea {Xn}n=0,1,... una cadena de Markov que toma valores en
el espacio de estados S = {1,2,3}. Para cada n ∈ {0,1, . . .} Xn es una variable
aleatoria que representa la clase social a la que pertenece una familia en la
n-e´sima generacio´n. Si Xn = 1 la n-e´sima generacio´n es de clase baja, si






la matriz de transicio´n. Si en la actualidad una familia es de clase media,
¿cua´l es la probabilidad de que la segunda generacio´n sea de clase alta?
Queremos saber cua´l es la probabilidad de pasar del estado 2 (clase
media) al estado 3 (clase alta) en dos pasos (2 generaciones). Por lo tanto




k∈S p2jpj3 = p21p13 + p22p23 + p23p33 = 0,3 ⋅ 0,1+ 0,5 ⋅ 0,2+ 0,2 ⋅ 0,4 = 0,21.
Teorema 2.1.3. Sea {Xn}n=0,1,... una cadena de Markov que toma valores
en el espacio de estados S y sea P su matriz de transicio´n. Dados i, j ∈ S
la probabilidad de transicio´n en m pasos del estado i al estado j, P (Xn+m =
j ∣Xn = i) = p(m)ij es el (i, j)-e´simo elemento de Pm.
Demostracio´n. Se define Am = [p(m)ij ]i,j∈S . Denotaremos mediante (B)i,j
el (i, j)-e´simo elemento de cualquier matriz B. Queremos demostrar que
Am = Pm, ∀m ∈ N. Lo demostramos por induccio´n sobre m:
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m = 1, (A1)i,j = pij , luego A1 = P = P 1.
Hipo´tesis de induccio´n: Supongamos que Am−1 = Pm−1.
Por la ecuacio´n de Chapman-Kolmogorov, se tiene que
(Am)i,j = p(m)ij = ∑
k∈S p
(m−1)
ik pkj = ∑
k∈S(Am−1)i,k ⋅ pkj = (Am−1P )i,j . (2.3)
Aplicando la hipo´tesis de induccio´n en la igualdad (2.3), se tiene que
(Am)i,j = (Am−1P )i,j = (Pm−1P )i,j = (Pm)i,j
Por tanto, Am = Pm.
Observacio´n 2.1.2. Para cualquier m ∈ N, Pm es una matriz estoca´stica.
Como los elementos de Pm son probabilidades, son no negativos y adema´s,





j∈SP (Xn+m = j ∣Xn = i) = P (⊍j∈SXn+m = j ∣Xn = i)= P (Xn+m ∈ S ∣Xn = i) = 1, ∀i ∈ S.
Ejemplo 2.1.2. Veamos con la matriz de transicio´n P del Ejemplo 2.1.1
que P 2 es una matriz estoca´stica.















Todos los elementos de P 2 son no negativos y es fa´cil ver que la suma de todos
los elementos de cada fila es uno. Por lo tanto, P 2 es una matriz estoca´stica.
Adema´s, tal y como se ha demostrado en el Teorema 2.1.3 podemos observar
que el (2, 3)-e´simo elemento de P 2 coincide con p
(2)
23 que hemos calculado en
el Ejercicio 2.1.1 previamente.
2.2. Clasificacio´n de estados
Vamos a ver lo que significa que un estado conduzca a otro estado y que
un estado este´ comunicado con otro estado. Gracias a estas definiciones
distinguiremos dos tipos de estados: transitorios y recurrentes. Adema´s de-
mostraremos que la relacio´n comunicarse es una relacio´n de equivalencia.
Definicio´n 2.2.1. Dados i, j ∈ S se dice que el estado i conduce al estado j
o que j es accesible desde el estado i, si existe n ≥ 0 tal que p(n)ij > 0. En tal
caso, escribiremos i→ j.
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Definicio´n 2.2.2. Dados i, j ∈ S se dice que el estado i se comunica con el
estado j (i↔ j) si i conduce a j y j conduce a i. Es decir, si existen n,m ≥ 0
tales que p
(n)
ij > 0 y p(m)ji > 0.
Observacio´n 2.2.1. En las dos definiciones anteriores podr´ıamos haber
sustituido la condicio´n n ≥ 0 por n ≥ 1 cuando i ≠ j pues p(0)ij = 0.
Proposicio´n 2.2.1. La relacio´n ↔ es una relacio´n de equivalencia.
Demostracio´n. Veamos que la relacio´n↔ es reflexiva, sime´trica y transitiva:
(i) p
(0)
ii = P (Xn = i ∣ Xn = i) = P (Xn=i,Xn=i)P (Xn=i) = P (Xn=i)P (Xn=i) = 1 > 0⇒ i↔ i. Por
tanto, ↔ es reflexiva.
(ii) Si i↔ j ⇒ i→ j ∧ j → i⇒ j ↔ i. Por tanto, ↔ es sime´trica.
(iii) Supongamos que i ↔ j y j ↔ k. Entonces, existen n,m, r, s ≥ 1 tales
que p
(n)

















ti ≥ p(s)kj p(m)ji > 0⇒ k → i.
Por tanto, i↔ k y ↔ es transitiva.







todos los estados se comunican entre s´ı ya que pij > 0 para cualquier i, j ∈{1,2,3}.
Definicio´n 2.2.3. Se dice que una cadena de Markov es irreducible si su
matriz de transicio´n es irreducible.






Como se puede apreciar en la Figura 2.1 el grafo dirigido asociado a P
es fuertemente conexo. Por tanto, por el Teorema 1.1.11 P es una matriz
irreducible. Entonces la cadena de Markov es irreducible.
Cap´ıtulo 2. Cadenas de Markov 21
Figura 2.1: Grafo dirigido asociado a P
Proposicio´n 2.2.2. Una cadena de Markov es irreducible si y solo si todos
sus estados esta´n comunicados entre s´ı.
Demostracio´n. Supongamos que la cadena es irreducible. Sea P = [pij]i,j∈S
la matriz de transicio´n. Como la cadena de Markov es irreducible, P es una
matriz irreducible. Por la Proposicio´n 1.1.9, para cada i, j ∈ S, existe q ∈ N
tal que (P q)i,j > 0 y por el Teorema 2.1.3 p(q)ij = (P q)i,j > 0. Por tanto,
existen q1, q2 ∈ N tales que (P q1)i,j = p(q1)ij > 0 y (P q2)j,i = p(q2)ji > 0. Es decir,
i↔ j.
Supongamos que todos los estados esta´n comunicados entre s´ı. Entonces
para todo i, j ∈ S existe m ≥ 1 tal que p(m)ij > 0. Por la Proposicio´n 1.1.10
existe una secuencia de m l´ıneas dirigidas en el grafo dirigido asociado a P
que conectan los nodos Pi y Pj . Por tanto, el grafo dirigido asociado a P es
fuertemente conexo y por el Teorema 1.1.11, P es una matriz irreducible.
Entonces la cadena de Markov es irreducible.
Corolario 2.2.3. {Xn}n=0,1,... es una cadena de Markov irreducible si y solo
si todos sus estados esta´n en una u´nica clase de equivalencia.
Demostracio´n. Se deduce de la Proposicio´n 2.2.2.
Definicio´n 2.2.4. Dado i ∈ S se dice que el estado i es transitorio si existe
j ∈ S tal que i→ j pero j ↛ i.
Proposicio´n 2.2.4. Dado i ∈ S, las siguientes afirmaciones son equivalen-
tes:
(i) i es transitorio.
(ii) fi = P (V olver a tomar el valor i ∣X0 = i) < 1.
Demostracio´n. Demostraremos solo la implicacio´n que utilizaremos.(i) ⇒ (ii) ∶ Como i ∈ S es transitorio, existe j ∈ S tal que i → j pero
j ↛ i. Es decir, existe m ∈ N tal que p(m)ij > 0 y para cada q ∈ N, p(q)ji = 0.
Vamos a definir dos sucesos: A ≡ “ entrar en j ” y B ≡ “ no volver a i ”.
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Como j ↛ i, tenemos que A ⊂ B. Luego P (A ∣ X0 = i) ≤ P (B ∣ X0 = i).
Queremos ver que P (B ∣X0 = i) > 0. Para ello veamos que P (A ∣X0 = i) > 0.
P (A ∣ X0 = i) = P (∪∞k=1Xk = j ∣ X0 = i) ≥ P (Xm = j ∣ X0 = i) = p(m)ij > 0. Por
tanto,
fi = P (V olver a tomar el valor i ∣X0 = i) = 1 − P (No volver a i ∣X0 = i)= 1 − P (B ∣X0 = i) < 1.
Observacio´n 2.2.2. Si i ∈ S es un estado transitorio, se tiene que fi < 1. Por
la propiedad de Markov, P (V olver a tomar el valor i k veces ∣X0 = i) = fki .
Como fi < 1, fki k→∞ÐÐÐ→ 0. Por tanto, la cadena tomara´ el valor i un nu´mero
finito de veces.
Definicio´n 2.2.5. Dado i ∈ S se dice que el estado i es recurrente si no es
transitorio, es decir, si para todo j ∈ S tal que i→ j se tiene que j → i.
Ejemplo 2.2.3. En el Ejemplo 2.1.1 todos los estados son recurrentes ya
que para todo i, j ∈ S, pij > 0.
Definicio´n 2.2.6. Dado i ∈ S se dice que i es un estado absorbente si pii = 1.
Proposicio´n 2.2.5. Sea {Xn}n=0,1,... una cadena de Markov. Entonces exis-
te al menos un estado recurrente.
Demostracio´n. Sea S = {1, . . . , r} el espacio de estados. Supongamos por
reduccio´n al absurdo que todos los estados son transitorios. Por la Obser-
vacio´n 2.2.2 para cada i ∈ S, la cadena tomara´ el valor i un nu´mero finito
de veces. Sea Ni el nu´mero de pasos desde el principio hasta que se toma el
valor i por u´ltima vez. Sea N = ma´x1≤i≤rNi. Entonces, despue´s del paso N ,
la cadena no tomara´ ningu´n valor de S, pero esto es imposible. Por tanto,
al menos uno de los estados debe ser recurrente.
Proposicio´n 2.2.6. Dados i, j ∈ S si i es recurrente e i ↔ j entonces j
tambie´n es recurrente.
Demostracio´n. Sea k ∈ S tal que j → k. Queremos ver que k → j, es decir,
que existe n ∈ N tal que p(n)kj > 0. Como j → k, existe q ∈ N tal que p(q)jk > 0









tk ≥ p(m)ij p(q)jk > 0.
Por tanto, i→ k, y como i es recurrente, k → i. Por tanto, tenemos que k↔ i
e i ↔ j. Por la propiedad transitiva de la relacio´n ↔, tenemos que k ↔ j.
Por tanto, k → j.
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Corolario 2.2.7. Todos los estados de una cadena de Markov irreducible
son recurrentes.
Demostracio´n. Por la Proposicio´n 2.2.5 sabemos que al menos un estado es
recurrente (i ∈ S). Por la Proposicio´n 2.2.2 sabemos que todos los estados
esta´n comunicados entre s´ı. En concreto, para todo j ∈ S tenemos que i↔ j.
Finalmente, por la Proposicio´n 2.2.6 j tambie´n es un estado recurrente.
Definicio´n 2.2.7. Dado i ∈ S se considera el conjunto {n ≥ 1 ∶ p(n)ii > 0}. Si
este conjunto es vac´ıo, se dice que i tiene periodo d = d(i) = 0. Si el conjunto




Definicio´n 2.2.8. Dado i ∈ S se dice que el estado i es aperio´dico si d =
d(i) = 1. Adema´s, se dice que una cadena de Markov es aperio´dica si todos
sus estados son aperio´dicos.
Ejemplo 2.2.4. Vamos a calcular el periodo del estado 1 del Ejemplo 2.1.1.
Se cumple que d(1) = m.c.d.{n ≥ 1 ∶ p(n)11 > 0}. Al ser p11 = p(1)11 > 0, tenemos
que d(1) ∣ 1 y como d(1) ≥ 1 se tiene que d(1) = 1. Como p22 > 0 y p33 > 0
se demuestra de la misma manera que d(2) = 1 y d(3) = 1. Por tanto, todos
los estados de S son aperio´dicos y la cadena de Markov es aperio´dica.
Proposicio´n 2.2.8. Dados i, j ∈ S, si i↔ j, entonces, d(i) = d(j).
Demostracio´n. Si i = j el resultado es trivial. Entonces, supongamos que
i ≠ j. Como i ↔ j, existen m,n ∈ N tales que p(m)ij > 0 y p(n)ji > 0. Por la
ecuacio´n de Chapman-Kolmogorov tenemos que p
(m+n)



















kj ≥ p(n)ji p(s)ii p(m)ij > 0.
De la misma manera se puede demostrar que p
(m+n+2s)
jj > 0. Como d(j) =
m.c.d.{n ≥ 1 ∶ p(n)jj > 0}, tenemos que d(j) ∣m + n + s y d(j) ∣m + n + 2s. Por
lo tanto, existen b > a > 0 tales que d(j)b = m + n + 2s y d(j)a = m + n + s.
Restando las dos expresiones, tenemos que d(j)(b − a) = s. Como b > a,
d(j) ∣ s para cualquier s ∈ N tal que p(s)ii > 0. Y como d(i) = m.c.d.{n ≥ 1 ∶
p
(n)
ii > 0}, d(j) ∣ d(i). Por simetr´ıa, d(i) ∣ d(j), luego d(i) = d(j).
Observacio´n 2.2.3. Todos los estados de una misma clase de equivalencia
tienen el mismo periodo.
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2.3. Comportamiento de una cadena a largo plazo
Queremos ver que´ sucede con p
(m)
ij cuando m tiende a infinito. Como en
el Teorema 2.1.3 hemos visto que para cada m ∈ N p(m)ij y el (i, j)-e´simo
elemento de la matriz Pm son iguales, vamos a ver si existe el l´ımite de Pm
cuando m tiende a infinito.
Lema 2.3.1. Sea d = m.c.d.{n1, ..., nk}. Entonces, existe un entero positivo,
h, tal que para cualquier nu´mero entero m ≥ h, md = ∑kj=1 cjnj para algunos
enteros no negativos c1, ..., ck.
Demostracio´n. Por la identidad de Be´zout, existen enteros pi1, ..., pik tales
que d = ∑kj=1 pijnj . Dividiendo entre d, 1 = ∑kj=1 pij(njd ). Sea d∗ = ∑kj=1 ∣pij ∣nj
y se define h = (d∗)2. Por la manera en la que se ha definido h, para cada
nu´mero entero m ≥ h, se tiene que m = qd∗ + r siendo q ≥ d∗ y d∗ > r ≥ 0.
Entonces, como d∗ = ∑kj=1 ∣pij ∣nj y 1 = ∑kj=1 pij(njd ):
md = (qd∗ + r)d = qd k∑




j=1(qd ∣pij ∣ + rpij)nj .
Como q > r y d ≥ 1, se cumple que qd ∣pij ∣ ≥ q ∣pij ∣ > r ∣pij ∣ ≥ −rpij . Por lo tanto,
cj = (qd ∣pij ∣ + rpij) > 0.
Lema 2.3.2. Sea {Xn}n=0,1,... una cadena de Markov con matriz de transicio´n
P y sean q y m enteros no negativos cualesquiera. Entonces p
(qm)
jj ≥ (p(m)jj )q
para todo j ∈ S.




jj = P (Xqm = j ∣X0 = j)≥ P (Xqm = j,X(q−1)m = j, . . . ,X2m = j,Xm = j ∣X0 = j)= P (Xm = j ∣X0 = j) ⋅ P (X2m = j ∣X0 = j,Xm = j) . . . P (Xqm = j ∣X0 = j,
Xm = j, . . . ,X(q−1)m = j)= P (Xm = j ∣X0 = j) ⋅ P (X2m = j ∣Xm = j) . . . P (Xqm = j ∣X(q−1)m = j)= (p(m)jj )q.
Teorema 2.3.3. Sea {Xn}n=0,1,... una cadena de Markov con matriz de
transicio´n P . Entonces la cadena es irreducible y aperio´dica si y solo si
PN > 0 para algu´n N ∈ N.
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Demostracio´n. Supongamos que la cadena es irreducible y aperio´dica. Como
P es irreducible, por la Proposicio´n 2.2.2, todos los estados de la cadena
esta´n comunicados entre s´ı. Es decir, para cada i, j ∈ S existe m =m(i, j) tal
que p
(m)
ij > 0. Como la cadena es aperio´dica, d = d(i) = m.c.d.{n ≥ 1 ∶ p(n)ii >
0} = 1, ∀i ∈ S. Sea p(ns)ii > 0, para s = 1,2, ..., t. Sin pe´rdida de generalidad,
supongamos que d(i) = m.c.d.{ns ∶ s = 1, ..., t}. Por el Lema 2.3.1, existe un
entero positivo h = h(i) tal que para cualquier n ≥ h(i), n = ∑ts=1 pisns, siendo
pis un entero no negativo. Entonces por la ecuacio´n de Chapman-Kolmogorov












ii ≥ p(m)ij t∏
s=1(p(ns)ii )pis > 0.
Entonces, para todo n ≥ h(i), se tiene que p(m+n)ij > 0. SeaN = ma´xk,l∈S{m(k, l)+
h(k)}. Entonces, p(N)ij > 0 para todo i, j ∈ S.
Rec´ıprocamente supongamos que PN > 0 para algu´n N ∈ N. Por lo tanto,
para todo i, j ∈ S, p(N)ij > 0. Entonces, todos los estados esta´n comunicados
entre s´ı y por la Proposicio´n 2.2.2, la cadena de Markov es irreducible y por
tanto, la matriz de transicio´n P es irreducible. Veamos por induccio´n que
PN+m > 0 para cualquier m ≥ 1:
m = 1: PN+1 = PNP . Supongamos por recuccio´n al absurdo que PN+1
no es positiva. Como PN > 0, la u´nica opcio´n para que PN+1 no sea
positiva es que una columna de P este´ formada por ceros. Entonces,
por la Proposicio´n 1.1.5 el grafo dirigido asociado a la matriz P no
es fuertemente conexo y por el Teorema 1.1.11 , P no es una matriz
irreducible, lo que es una contradiccio´n. As´ı, PN+1 > 0.
Hipo´tesis de induccio´n: Supongamos que PN+m−1 > 0.
PN+m = PN+m−1P . Razonando de la misma manera que en el caso
m = 1, se consigue que PN+m > 0.
Como PN+m > 0 para cualquier m ≥ 1, tenemos que para todo i, j ∈ S,
p
(N+m)
ij > 0, para cualquier m ≥ 1. En particular, para todo i ∈ S, p(N+m)ii > 0
para cualquier m ∈ N. Entonces, para todo i ∈ S, d(i) = 1. Luego P es
aperio´dica.
Lema 2.3.4. Sea P = [pij]i,j∈S la matriz de transicio´n de una cadena de
Markov. Si l´ım
m→+∞Pm = Q existe, Q es una matriz estoca´stica.
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Demostracio´n. Supongamos que l´ım
m→+∞Pm = Q existe. Por el Teorema 2.1.3
p
(m)
ij es el (i, j)-e´simo elemento de la matriz Pm. Por la Observacio´n 2.1.2 sa-
bemos que para cada m ∈ N Pm es una matriz estoca´stica. Luego ∑nj=1 p(m)ij =
1 para todo i ∈ S. Como l´ım




ij = l´ımm→+∞1 = 1 para cada i ∈ S. As´ı
Q es una matriz estoca´stica.
Definicio´n 2.3.1. Un vector de probabilidad es un vector cuyas componen-
tes son no negativas y suman 1.
Definicio´n 2.3.2. Dados A ∈ Rn×n y λ un valor propio de A, se dice que
un vector no nulo y ∈ Rn es un vector propio por la izquierda de A asociado
a λ si yTA = yTλ.
Teorema 2.3.5. Sea P la matriz de transicio´n de una cadena de Markov
irreducible y aperio´dica. Entonces, l´ım
k→+∞P k = Q existe. Adema´s, PQ = QP =
Q = Q2. Todas las filas de la matriz Q son iguales. Cualquier fila de Q viene
dada por el u´nico vector de probabilidad u tal que uP = u.
Demostracio´n. Por el Teorema 2.3.3 sabemos que existe N ∈ N tal que PN >
0. Adema´s, como P es una matriz estoca´stica, por el Teorema 1.2.1 sabemos
que 1 es un valor propio de P y que el radio espectral de P es 1. Entonces,
por el Teorema 1.1.15 l´ım
k→+∞P k = Q existe. Veamos que PQ = Q = QP :
PQ = P l´ım
k→+∞P k = l´ımk→+∞(PP k) = l´ımk→+∞P k+1 = Q,
QP = ( l´ım
k→+∞P k)P = l´ımk→+∞(P kP ) = l´ımk→+∞P k+1 = Q.
Veamos que todas las filas de Q son iguales. Por el Lema 2.3.4 sabemos que
Q es una matriz estoca´stica. Sean qi y qj la i-e´sima y j-e´sima filas de Q res-
pectivamente. Entonces qi, qj ≠ 0 por ser Q una matriz estoca´stica y como
QP = Q, qiP = qi y qjP = qj . Como P es una matriz no negativa e irreducible
y su radio espectral es 1, por el Teorema 1.1.14 sabemos que la multiplici-
dad geome´trica del valor propio 1 es 1. Por tanto, qi = αqj para algu´n α ∈ R.
Como Q es estoca´stica, 1 = ∑nk=1 qik = ∑nk=1 αqjk = α∑nk=1 qjk = α. Entonces,
qi = qj y queda demostrado que todas las filas de Q son iguales.
Como Q es una matriz estoca´stica y todas sus filas son iguales, tenemos
que:
Q2 = ⎡⎢⎢⎢⎢⎢⎣




a1∑nk=1 ak ⋯ an∑nk=1 ak⋮ ⋱ ⋮





a1 ⋯ an⋮ ⋱ ⋮
a1 ⋯ an
⎤⎥⎥⎥⎥⎥⎦ = Q
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Finalmente, veamos que cualquier fila deQ viene dada por el u´nico vector
de probabilidad u tal que uP = u. Supongamos por reduccio´n al absurdo que
existen dos vectores de probabilidad u1 y u2 tales que u1 ≠ u2 y u1P = u1 y
u2P = u2. Entonces, como la multiplicidad geome´trica del valor propio 1 es 1,
tenemos que u1 = αu2 para algu´n α ∈ R. Como son vectores de probabilidad,
1 = ∑nk=1 u1k = ∑nk=1 αu2k = α∑nk=1 u2k = α. Pero esto es imposible ya que
u1 ≠ u2. Por tanto, u1 = u2 y queda demostrado que cualquier fila de Q
viene dada por el u´nico vector de probabilidad u tal que uP = u.
Una consecuencia del resultado anterior es que si se tiene una cadena
de Markov finita, irreducible y aperio´dica, la probabilidad de que a largo
plazo la cadena se halle en el estado k no depende del punto de partida de
la cadena.
Corolario 2.3.6. Para una cadena de Markov irreducible y aperio´dica siem-
pre existe l´ım
m→+∞p(m)ij y no depende de i, es decir,
l´ım
m→+∞p(m)ij = uj para todo i, j ∈ S.
Adema´s, {uj}j∈S es la u´nica familia de soluciones no negativas de
{ uj = ∑i∈S uipij∑j∈S uj = 1 .
A {uj}j∈S se le llama distribucio´n de probabilidad l´ımite, de estado estable
o de equilibrio de la cadena.
Ejemplo 2.3.1. Con los datos del Ejemplo 2.1.1 vamos a calcular l´ım
k→+∞P k.
Anteriormente hemos visto que en este caso la cadena de Markov es
irreducible y aperio´dica. Por lo tanto, por el Teorema 2.3.5 l´ım
k→+∞P k = Q
existe y cualquier fila de Q viene dada por el u´nico vector de probabilidad
u tal que uP = u. Vamos a calcular u = [ u1 u2 u3 ]:




⎤⎥⎥⎥⎥⎥⎦ = [ u1 u2 u3 ]
⇔ ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0,7u1 + 0,3u2 + 0,2u3 = u1
0,2u1 + 0,5u2 + 0,4u3 = u2
0,1u1 + 0,2u2 + 0,4u3 = u3
⇔ ⎧⎪⎪⎪⎨⎪⎪⎪⎩
−0,3u1 + 0,3u2 + 0,2u3 = 0 (2.4)
0,2u1 − 0,5u2 + 0,4u3 = 0 (2.5)
0,1u1 + 0,2u2 − 0,6u3 = 0 (2.6)
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Como la ecuacio´n (2.6) es una combinacio´n lineal de las dos primeras ((2.6) =−(2.4) − (2.5)), { −0,3u1 + 0,3u2 + 0,2u3 = 0
0,2u1 − 0,5u2 + 0,4u3 = 0 .
Y resolviendo el sistema se consigue que u1 = 229 u3 y u2 = 169 u3 para cualquier
u3. Pero como ∑3j=1 uj = 1, tenemos que 229 u3 + 169 u3 + u3 = 1 y se obtiene
u3 = 947 . Entonces u = [ 2247 1647 947 ]. Por tanto
l´ım






















Esto significa que la probabilidad de que al cabo de muchos an˜os una familia
sea de clase social baja es 2247 , indistintamente de cu´al haya sido su estatus
social en un primer momento. La probabilidad de que al cabo de muchos
an˜os una familia sea de clase social media es 1647 . Y por u´ltimo la probabilidad
de que al cabo de muchos an˜os una familia sea de clase social alta es 947 .
Cap´ıtulo 3
Una aplicacio´n de las cadenas
de Markov: PageRank
En Internet hay millones de pa´ginas web, por lo que es fundamental que
haya buscadores ra´pidos y eficientes que proporcionen al usuario las pa´ginas
que contienen la informacio´n que necesita. En este cap´ıtulo vamos a hablar
sobre el PageRank, el me´todo que utiliza Google para clasificar las pa´ginas
web y as´ı poder proporcionar al usuario aquellas pa´ginas que sera´n de su
intere´s.
3.1. Introduccio´n
Hoy en d´ıa Google es el buscador que ma´s se utiliza en la web. Empezo´
a funcionar en 1998 y poco despue´s de su puesta en marcha se convirtio´
en uno de los buscadores ma´s eficientes. Cada segundo esta´ proporionando
sevicios a millones de consultas recibidas por usuarios de Internet. Google
organiza una gran cantidad de informacio´n y la hace universalmente accesi-
ble. El algoritmo PageRank es la te´cnica que utiliza Google para clasificar
las pa´ginas web de acuerdo a su importancia. PageRank fue desarrollado
por los informa´ticos Larry Page y Sergey Brin durante sus doctorados en la
Universidad de Standford. Juntos escribieron el art´ıculo “The Anatomy of
a Large-Scale Hypertextual Web Search Engine”[3].
El art´ıculo [3] dice as´ı, “Google es un prototipo de buscador a gran es-
cala que hace uso de la estructura presente en el hipertexto∗. Esta´ disen˜ado
para rastrear e indexar la Web de manera eficiente y producir resultados de
bu´squeda mucho ma´s satisfactorios que los sistemas existentes”.
∗ Hipertexto: Herramienta con estructura no secuencial que permite
crear, agregar, enlazar y compartir informacio´n de diversas fuentes por me-
dio de enlaces asociativos.
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PageRank es un algoritmo independiente de consulta y contenido. Que
sea independiente de consulta significa que el algoritmo clasifica todas las
pa´ginas sin conexio´n despue´s de que el rastreador (programa que inspecciona
las pa´ginas del World Wild Web de forma meto´dica y automatizada) haya
descargado e indexado las pa´ginas. Que sea independiente de contenido sig-
nifica que el algoritmo PageRank no incluye el contenido de una pa´gina web
a la hora de clasificarla sino que utiliza la estructura de enlaces de la web
para calcular su rango (PageRank). Cuando un usuario escribe un te´rmino
en el buscador, el algoritmo PageRank solo encuentra las pa´ginas en la web
que coinciden con el te´rmino que se quiere consultar y las presenta al usuario
en orden de su PageRank.
3.2. Uso de las cadenas de Markov en el algoritmo
PageRank
El algoritmo PageRank considera la Web como un grafo dirigido cuyos nodos
son las pa´ginas web y los arcos son los enlaces que hay entre ellas. El nu´mero
de pa´ginas web en la actualidad es muy grande, pero finito. Supongamos
que hay N pa´ginas web. El PageRank de la i-e´sima pa´gina (i = 1, . . . ,N) lo
denotaremos mediante PR(i) y viene dado [3] por la siguiente ecuacio´n:
PR(i) = (1 − d) + ∑
j ∶ j→iPR(j) dC(j) , i = 1, . . . ,N (3.1)
donde C(j) es el nu´mero de enlaces que salen desde la pa´gina j, d es un
para´metro de amortiguacio´n que esta´ entre cero y uno y j → i significa que
hay un enlace desde la pa´gina j a la pa´gina i, es decir, en terminolog´ıa del
cap´ıtulo anterior, j conduce a i. En [3] se dice que normalmente d se esta-
blece a 0.85.
Para relacionar el PageRank con las cadenas de Markov, vamos a suponer
que cada pa´gina web es un estado de la cadena. Llegaremos a la conclusio´n
de que el PageRank de una pa´gina web es proporcinal a la probabilidad
l´ımite de dicho estado en la cadena de Markov. Entonces, cuanto mayor sea
la probabilidad, mayor sera´ el PageRank de la pa´gina web.
Supondremos que un usuario que esta´ en una pa´gina web continu´a cli-
cando en los enlaces sin volver nunca hacia atra´s. Pero puede ocurrir que
el usuario se aburra y que reinicie su bu´squeda sin seguir los enlaces de la
pa´gina web en la que se encuentra. Para representar este feno´meno, vamos
a definir un nuevo estado, la pa´gina de reinicio, y vamos a nombrarlo como
el estado i = 0. Denotaremos mediante pji la probabilidad de ir del estado j
al estado i. Asumimos que:
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(i) Para cada j = 0, . . . ,N la probabilidad de ir del estado j al estado 0 es
pj0 = 1 − d. Es decir, la probabilidad de llegar al estado 0 no depende
del estado actual.
(ii) La probabilidad de ir del estado 0 al estado j es p0j = dN para cualquier
j = 1, . . . ,N .
(iii) La probabilidad de ir del estado j al estado i tal que i, j ≠ 0 es
pji = { 0 si j ↛ id
C(j) si j → i .
(iv) No´tese que ∑Ni=0 p0i = p00 +∑Ni=1 p0i = (1 − d) +∑Ni=1 dN = 1 − d + d = 1.
(v) No´tese que ∑Ni=0 pji = pj0+∑Ni=1 pji = (1−d)+∑i ∶ j→i dC(j) = 1−d+dC(j)C(j) =
1 para todo j = 1, . . . ,N .
Sea ui la probabilidad l´ımite del estado i. Suponiendo que la cadena de
Markov es irreducible y aperio´dica, el Corolario 2.3.6 nos asegura que se
cumplen estas ecuaciones:





j=0uj(1 − d) = (1 − d)
N∑




j=1ujpji = (1−d) dN + ∑j ∶ j→iuj dC(j) , i = 1, . . . ,N. (3.2)
Multiplicando por Nd la ecuacio´n (3.2)
N
d
⋅ ui = (1 − d) + ∑
j ∶ j→i(Nd ⋅ uj) dC(j) .
Si definimos PR(i) = Nd ⋅ ui, se consigue la ecuacio´n (3.1):
PR(i) = (1 − d) + ∑
j ∶ j→iPR(j) dC(j) , i = 1, . . . ,N.
Entonces cuando el usuario escribe un te´rmino en el buscador Google, se
le proporcionan las pa´ginas web que coinciden con dicho te´rmino ordenadas
por el PageRank. Cuanto mayor sea el Page Rank de una pa´gina web antes
aparecera´ en la lista de pa´ginas que presenta Google.
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