Introduction
Let (X l ,Y 1 ), ... ,(Xn,Y n ) be a random sample from a bivariate population with distribution function F(x,y) and density function f(x,y). Let Fl,f l (F 2 ,f 2 ) denote the marginal distribution and density of X(Y). We are interested in estimating the unknown regression function m(x) = E(Y!X=x)
without making assumptions about either m or the distributional form of F.
In this paper we consider two classes of estimates of m(x). The first is due to Watson (1964) (see also Watson and Leadbetter (1963) , Parzen (1962) density function sYmmetric about zero.
Here s ->-a and K is a smooth n Analysis of m (0) is somewhat complicated by the fact that it is a n ratio of two random variables. Yang (1977a) avoids this problem by defining and proving consistency of In the parametric normal linear regression model, (X,Y) has a bivariate normal distribution, m(~) is linear in x, and one can derive uniform confidence bands for m(x). In this paper, where neither F nor the form of m are known, we are able to obtain uniform confidence bands for the regression function m(x). More specifically, we extend the results of Bickel and Rosenblatt (1973) and Rosenblatt (1976) to obtain the limit distribution of the maximal deviation
where gn is given by one of (1.2)-(1.4).
Obtaining the limit distribution of (1.5) when using the special estimates (1.2) and (1.4) (special because they require f l known) is a conceptually simple extension of Rosenblatt's (1976) results. However, our real interest is in the useful estimate (1.3), for which we obtain the limit distribution of (1.5) by showing that M (x) -M(x) is uniformly sufficiently n n close to zero. We have been unable to obtain useful results for (1.1), the major technical difficulty being its form as a ratio of two random variables.
Related Literature Schuster (1972) and Johnston (1979) give different conditions for the pointwise asymptotic normality of (1.1) and (1.2). Schuster and Yakowitz (1978) give rates of almost sure convergence to zero for the maximal deviation (l.S) using (1.1). Priestly and Chao (1972) and Benedetti (1974) consider an estimate closely related to (1.2) for the case that X is nonstochastic. Stone (1977) and Lai (1977) give weak conditions for consistency of nearest neighbor estimates.
Assumptions and a Preliminary Result
Define m*(x) = f 1 (x)m (x) and sex) = E(y2 1x =x). In this section we Theorem 1 (Johnston (1979) ).
(
The similarity of Theorem 2.1 to the main results of Bickel and Rosenblatt (1973) and Rosenblatt (1976) is obvious. The major technical difficulty in adapting their proofs for density estimates is the possible unboundedness of Y, which is the reason for the somewhat awkward form of (Al)-(A4). The proof of Theorem 2.1, which is given in Appendix A, closely follows Rosenblatt's (1976) argument.
In applications, we would want to replace Em*(t) (in the definition n of Y ) by met); this results in the following corollary. and that m(t)f(t) has two bounded continuous derivatives. Then (2.1) holds for the process
Remark. While all results are stated for suprema over the interval [0,1], they extend to arbitrary finite intervals [a,b] with no change except that (A4), (A6) and (A8) must hold for a~x~b, and A > max(la!,lbl).
3. Applications to (1.2)-(1.4)
The limiting distribution of the maximal deviation of (1.2) is particularly simple since
The distribution for (1.4) is also fairly simple to derive from Theorem 2.1. One notes that if (A6) is strengthened as in Rosenblatt (1976) to ( 
Finally, we consider (1.3), which is applicable in the usual case that the marginal density f l (X) of X is unknown. Consider the following assumptions.
( confidence band over an interval [a,b] is We begin with two lemmas. Let W be Brownian motion on (_00,00) and let K be a symmetric density which satisfies (AS). 9 Lemma A.l (Bickel and Rosenblatt (1976) ).
-0 Theorem 2.1 and let E = n (0 < 0 <~). ocn I (log n) I J (a.s.) , where~= (x l ,x 2 ) and sup is over the set 0~xl,x2~1.
When Y is bounded, since K vanishes off an interval, the proof of Theorem 2.1 is an easy extension of Rosenblatt's (1976) Proof. We will later prove that has a limit distribution.Since d = O( (log n) 2), this means (26), (27) of Rosenblatt (1976) ). Define
where Bu(u,s) process).
Lemma A.S.
= 0p anEn n (log n) = 0p (log n) (by (A2)) and Proof. Using Lemma A.2, (AS) and the integration by parts formula (Al.l), extremely detailed calculations show I J {(g (t-Uf )/g (t)) 2 -I}K(u)dW(t-UE ) I .
-A n n n n Since by (A7) 
Note that El~{ (g (t-uE )/g (t))Yz -I} is uniformly bounded by (A4) and n aU n n n (A7), so that 
P
We first show (nE n log n) 2 IJ21 -> o. Let~(u) 
, where wn(u) is between Fn(U) and F(u).
Recall that K has three bounded continuous derivatives on a compact support.
1
This together with the fact that supjF (x) -F(x) I = 0 (n-~) yields by a the second term is (nE log n) E 0 (n ) = a (1) by (B4). The third term n n p p is (log n)I/2 E-3 / 2 0 (n-l ) = 0 (1), also by (B4). Similar calculations
1<
I I P apply to J 2 and J 2 ' so we have shown (nE n log n) 2 Sup{ J 2 : a~U~b} -> O.
We thus need only prove (8.1.4) Rewrite 1< P (nE n log n) 2 sup{IJ I !: a~U~b} -> 0 . 
If
Iyl~a n Z (x,y)dyG (dx,u) + n n -1 E n a n f yG (oo,u)dQ (y) n n -a n -1 f + a E {Z (x,a ) + Z (x,-a )}G (dx,u) n n n n n n n
