SIGNIFICANCE AND EXPLANATION
This paper deals with the analysis and approximation theory of nonlinear eigenvalue problems for boundary value problems of ordinary differential equation posed on an infinite interval. These problems have the following forms. We have a linear homogeneous system of ordinary differential equation depending nonlinearly on a complex parameter X. This system is defined on the interval (t 0, ] where t 0 is some finite point. Moreover we have linear homogenous boundary conditions at t 0 and a continuity requirement at infinity. We look for values of the parameter X so that a function y t 0 exists which fulfills the system of differential equation over the whole interval [t 0-), the boundary conditions at t 0 and the continuity requirement at infinity.
Problems of this kind frequently occur in fluid mechanics when the stability of a laminar boundary layer is investigated (Orr-Sommerfeld problem) and in quantum physics.
In this paper properties of the eigenvalues X and the eigenfunctions y are investigated.
An intriguing way to solve such problems is to cut the infinite interval at a finite but large enough point T and to impose additional -so called asymptotic -boundary conditions at T, which substitute the continuity requirement at infinity. The resulting finite eigenvalue problem can be solved by any appropriate code, for example by collocation methods.
Suitable asymptotic boundary conditions are derived and the convergence of eigenvalues and eigenfunctions as the length of the interval, on which the finite approximating problems are posed, converges to infinity, is investigated. Exponential convergence is shown for the most important cases.
The responsibility for the wording and views expressed in this descriptive summary lies with MRC, and not with the authors of this report.
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INTRODUCTION.
This paper is concerned with nonlinear eiqenvalue problems of the following form is an n x n matrix. Equation (1.1) has a singularity of the second kind of rank a + 1 in t = -.
A solution of (1.1), (1.2), (1.3) is given by a pair (V,y), V e C such that y t 0 fulfills (1.1), (1.2) with X = U and (1.3). Eigenvalue problems on infinite intervals occur frequently in quantum mechanics and in fluid mechanics, when the stability of laminar flows over infinite media is investigated (see Ng and Reid (1980) ). The second goal of this paper is to investigate the approximating eigenvalue problems
where S(X) is a suitably chosen matrix with r+ n -r rows.
The main question arising here is to find out which matrices S(M) lead to convergence of the eigenvalues and eigenfunctions of these approximating problems to the eigenvalues and eigenfunctions of (1.1), (1.2), (1.3) as T + -. A class of matrices S(A) which implies exponential convergence will be identified. The convergence results are the generalization of the results obtained by Markowich (1980a) for linear eigenvalue problems. As Markowich (1980a) pointed out there is not always (even in the case of a linear eigenvalue problem) an obvious way to choose the suitable S which is independent of X. However there is an intrinsic way (see Keller (1976)) to set up an 'asymptotic' boundary condition S depending on X. Therefore these 'finite' eigenvalue problems are, even in the case of a linear 'infinite' problem, nonlinear.
This paper is organized as follows, in Chapter 2 nonlinear finite dimensional eigenvalue problems are discussed, Chapter 3 is concerned with the case when A is independent of t, in Chapter 4 this restriction is dropped and Chapter 5 is concerned with examples illustrating the theory. It is easily seen that V is a simple eigenvalue of (2. which is nonsingular oecause U is simple.
i) and (ii) follow in a straight forward way by applying the techniques of Keller (1975) and Vainniko (1976) par. 4. Here 6 shrinks to the point V.
We conclude this section with a result on holomorphic families of projections.
Let PM : C + C be a family of projections holomorphic for such that
(iii) Let r = rank P(M). Then there is a k x k matrix of rank r, holomorphic in 0, whose columns span P(I)C k Proof.
(i) follows from Kato (1966) and (ii), (iii) follow easily from (i).
NONLINEAR CONSTANT -COEFFICIENT EIGENVALUE PROBLEMS.
We consider
where A(A) * 0 is an n x n matrix.
The analysis for these problems will outline the approach for the more complicated case, when A is also a function of the independent variable t. We assume that A(.), B(-) are holomorphic in some domain 0 in the complex plain and that there is a domain 9 C 0, so that AMA) has no eigenvalue v(X) with vanishing real part.
Therefore A(X) for all X e S1 has ajfixed number of eigenvalues with a negative real part, which we call r and a fixed number of eigenvalues with a positive real part, which we call r+ (r+ + r--n). Now we take a compact subset A C Q. Then there are two closed rectifiable curves r+, r_, completely in the right resp. left half plain, so that for all X 8 A all eigenvalues of A(A) are enclosed by either C or r_.
+
Now let 
MX' r
assuming that B(X) is a r x n matrix. Every pair ((j,n), n * 0 which solves (3.7)
determines a solution of the eigenvalue problem (3.1), (3.2), (3.3) by
Our assumptions guarantee that Now we want to approximate the eigenvalue problem (3.1), (3.2), (3.3) by finite interval problems:
where St ) is a r x n matrix whose choice will be discussed later.
+
We write the general solution of (3.9) as to~l [;o+1 _ T+1
where the columns of the n x r+ matrix W(M), which is holomophic in A*, span P+(,)C n .
Evaluation at the boundaries and usinq (3.10), (3.11) qives the n x n block system -7-
We conclude that
holds, where
Let v_(X) be the largest negative real part of the eiqenvalaes of A(I) and let 'XC be the smallest positive real part of the eiqenvalues. Then (3.15) reduces to
where const(X) is bounded when I varies in a compact set. Now we prove the convergence theorem.
Theorem 3.2:
Let the r+ x n matrix S() be holomorphic for X e Q and assume that detS(X)W(X) * 0 for X e Q. Let u e Q be an eigenvalue of (3.1), (3. (counting multiplicities of the zeros of detF(X,T)) for T sufficiently large in a sufficiently small neighbourhood of 0 and
where and E > 0 is sufficiently small. Let xT be an eioenfunction i=1 belonging to one of the WT s. Then T s
where N denotes the nullspace of (3.1), (3.2), (3.3) for A p. (which is equivalent to (3.7)) and by applying the Theorems 2.1 and 2.2.
Now we discuss a possible choice of S(X). Let the rows of the r+ x n-matrix S (X) p span the range of (P (X)) (the superscript denotes transposition). Then the asymptotic boundary condition
fulfills the assumptions of Theorem 3.2. Moreover
holds. Therefore, using the boundary condition (3.21), the matrix in the (2.1) position in (3.13) vanishes for all T > 1 and the approximate problems (3.9), (3.10), (3.11) reproduce the eigenvalues and eigenfunctions of the problem (3.1), (3.2), (3.3) exactly.
GENERAL NONLINEAR EIGENVALUE PROBLEMS ON INFINITE INTERVALS.
We consider the following problem where A(t,X) is an n x n matrix holomorphic for A in some domain and every fixed t e (I,-]
and continuous in [1,-I x 9. Also B is holomorphic in €. We assume that there is a domain C C , so that the matrix A(w,X) has no eiqenvalue v(X) on the imaginary axis for I e Q. As in Chapter 3 we take any compact subset A --2 and construct the projections P (), P_(1)
The contours r+, r are chosen as in Chapter 3. We set +A-X we get
P+) -E(M)D + E-1), P (A) -E(A)D E-(A),
A @ 0 (4.15) and obtain i +(
Obviously, F+(t,s,.), F (t,s,.) are holomorphic in A* for fixed st.
Each entry of P +, F is a sum of the form The n x r matrix T resp. the n x r+ matrix Ti + fulfill the equations HX, TG(., ))-1(H , T -H )G( ,) )' (.,)) 6 C([6,T]) (4.48)
00) T _*X (H X,T G(O,X)
( ,) ( l ,)) (4.46) (b) T( -,A) (H ,TG(,A)T +(°, ))(*) 4'( "(X, )(TX)
Obviously for g e C([.T])
and t e (6,T]
0(t,X)s-(TX)W(X)y(g,T)
r r+ where y(g,T) e C holds and therefore Therefore the matrix [@_(tX), T*+(t,')] has rank n for all t 6 [6,T] and is a fundamental matrix of (4.35).
Instead of (4.44) we can write the general solution of (4.35) as 
Ne 8
Using similar analyticity arguments as above it is easy to check that the right hand side of (4.52) can he estimated by x e e.
Assuming that S(X)W(X) is nonsinqular we get by cancelling detS()w(M) + o(TN)
and by applying the perturbation arguments of Chapter 2:
Theorem 4.1. Let the r+ x n matrix S()) be holomorphic for A e 9 and assume that detS())W(N) * 0 in S1. Let U e S1 be an eigenvalue of (4.1), (4. The analysis given here shows that we can take
The superscript T denotes transposition. Markowich (1980b) showed that the solution wT is locally (around z) unique for T sufficiently large and that because Pn Cr) is a polynomial in r of degree n. They assumed that aI= sin a, a2 cos a with a e to,-).
A straightforward calculation gives for X e 0 only by one power of 11 from the order of convergence produced by the 'optimal' boundary condition (5.14).
