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Context: The TOE (Technical, Organizational, and Environmental) framework for the analysis of large
scale projects is considered as the basis for the development of megaproject progress classification in
accordance with the needs of the national planning agency in Colombia.
Method: Classification of a megaproject progress is supported in the selection of several features
taken from the TOE. These feature set is used to configure a database from the projects registered in the
project-surveillance platform of the national planning agency in Colombia. The database is used to train
two classification models. Information about 3200 projects from 2008 to 2012 was used, covering four
economic sectors (Environment and sustainable development, Energy and mining, Health and social
care and transportation). Debugging of the database was carried out by an analytic and quantitative
approach. Model training and validation were computed with 70 % and 30 % of data respectively.
Results: Obtained models have similar performances beyond 70 % in precision and agree in relevant
input features.
Conclusions: This work is a starting point to develop an automatic tool that can be used by the national
planning agency of Colombia in the a-priori evaluation of delays in public investment Megaprojects.
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Contexto: Se considera el marco te´cnico, organizacional y ambiental (TOE, por sus siglas en ingle´s)
para el ana´lisis de proyectos de gran escala como contexto para el desarrollo de clasificadores de avance
de megaproyectos, segu´n las necesidades del Departamento Nacional de Planeacio´n, Colombia.
Me´todo: Se establecen algunas caracterı´sticas para la clasificacio´n del avance de proyectos de inver-
sio´n pu´blica, tomadas del marco TOE; a partir de estas, se construye una base de datos que se utiliza
para entrenar dos clasificadores del avance de los proyectos reportados en la plataforma de seguimiento
de proyectos de inversio´n del departamento de planeacio´n nacional. Se empleo´ la informacio´n de cerca
de 3200 proyectos registrados entre el 2008 y 2012, correspondientes a cuatro sectores econo´micos
(medio ambiente y desarrollo sostenible, minas y energı´a, salud y proteccio´n social y transporte). La
base de datos fue depurada siguiendo un enfoque analı´tico y cuantitativo. Se empleo´ el 70 % de los
datos para entrenamiento y el 30 % para validacio´n.
Resultados: Se obtienen algunos modelos con tasas de clasificacio´n superiores al 70 %, lo que valida
la eleccio´n de caracterı´sticas a partir del ana´lisis del marco TOE.
Conclusiones: Este trabajo es un punto de partida para la configuracio´n de una herramienta que pueda
ser usada por el departamento nacional de planeacio´n en la evaluacio´n a priori del retraso de megapro-
yectos de inversio´n pu´blica.
Palabras clave: Complejidad, Gestio´n, Ma´quinas de vectores de soporte, Megaproyectos, Redes
Idioma: Espan˜ol
1. Introduccio´n
Los proyectos de ingenierı´a a gran escala tienden al fracaso a causa de sobrecostos y retrasos, de-
bido al incremento de su complejidad y la poca importancia que se le atribuye a esta; lo anterior ha
impulsado nuevos paradigmas de estudio de megaproyectos y la inclusio´n de me´todos de sistemas
blandos para modelar la gestio´n y posibles resultados de estos [1], [2].
Este trabajo se presenta como un estudio de intere´s a la hora de determinar algunas caracterı´sticas
relevantes para anticipar el posible avance de un proyecto de inversio´n pu´blica, a partir de un marco
que considera aspectos te´cnicos, organizacionales y ambientales [5]; las caracterı´sticas selecciona-
das, de acuerdo con este marco, alimentan dos modelos de clasificadores, cuyos desempen˜os son
similares para este problema en cuestio´n. Este estudio podrı´a ser el punto de partida para la de-
finicio´n de una herramienta de soporte generalizada en la gestio´n de proyectos a gran escala del
Departamento Nacional de Planeacio´n (DNP).
En primera instancia, se presenta un marco de referencia que reu´ne algunos conceptos necesa-
rios para el entendimiento del trabajo realizado, recopilando algunos aspectos relevantes frente al
marco te´cnico, organizacional y ambiental; seguidamente, se describe la obtencio´n, seleccio´n y
acondicionamiento de una base de datos a partir de los proyectos contenidos en la plataforma de
seguimiento a proyectos de inversio´n (SPI). Luego, se describe el entrenamiento de clasificadores
de avance de proyectos, mediante el entrenamiento de dos te´cnicas de inteligencia computacional:
redes neuronales [19] y ma´quinas de vectores de soporte [20].
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Por u´ltimo, se presenta un ana´lisis comparativo de los resultados de clasificacio´n, de acuerdo con
un conjunto de estadı´sticos utilizados en la evaluacio´n de desempen˜o de clasificadores como son:
precisio´n, sensibilidad, especificidad y curvas ROC. Se propone tambie´n una discusio´n acerca de
los resultados obtenidos y el trabajo futuro.
2. Formulacio´n del problema
2.1. Proyectos: cambio de paradigma
Tradicionalmente, un proyecto se entiende como un emprendimiento con un comienzo y un fin,
dirigido por personas quienes buscan lograr unas metas establecidas teniendo restricciones de cos-
to, agenda y calidad [1].
Los proyectos podrı´an entenderse como sistemas complejos [4], [5], considera´ndose ası´ un marco
de trabajo para tratar el problema comu´n de fracasos en los proyectos, principalmente en te´rminos
de sobrecostos, retrasos e inefectividad en las metas alcanzadas. La complejidad de proyectos se
caracteriza por dos dimensiones: (a) la complejidad estructural compuesta por el taman˜o o nu´mero
de elementos en el proyecto junto con la interdependencia entre estos; (b) La incertidumbre vista
en las metas del proyecto y los medios definidos para lograr estas metas [3].
La Figura 1 presenta un contraste entre un proyecto visto como un sistema secuencial, compuesto
por paquetes de actividades independientes y un proyecto visto como un sistema complejo, com-
puesto por elementos interdependientes. El cambio de paradigma en cuanto al entendimiento de un
proyecto y su gestio´n implica un acercamiento a la nocio´n de complejidad, la cual se manifiesta
no solo en los mu´ltiples actores, factores o a´reas involucrados sino tambie´n en el amplio rango de
posibles relaciones que se dan entre estos [3], [4].
Figura 1. a) Proyecto visto como un sistema secuencial. b) Proyecto visto como un sistema complejo. Fuente: elabo-
rado con base en [3].
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Con el fin de contribuir en la gestio´n de proyectos de gran escala, se contempla en este trabajo
el marco de referencia te´cnico, organizacional y ambiental (TOE, por sus siglas en ingle´s) [5]; este
marco de referencia fue desarrollado desde el ana´lisis de dos fuentes de conocimiento: (a) consultas
bibliogra´ficas de distintos autores que han abordado la complejidad de proyectos, y (b) entrevistas
a gerentes e integrantes de seis megaproyectos. El resultado de esta combinacio´n es un conjunto de
50 elementos distribuidos en tres categorı´as (TOE), las cuales se muestran en la Tabla I.
Con el fin de detallar un poco ma´s los as-
pectos tratados por el TOE sin entrar a realizar
una revisio´n exhaustiva de estos, se presenta la
Figura 2(a), en la cual se muestra la distribu-
cio´n porcentual de los elementos del TOE de
acuerdo con las categorı´as mencionadas en la
Tabla I. No´tese que la categorı´a que reu´ne la ma-
yor cantidad de elementos es la organizacional,
sin embargo, sumados el componente te´cnico y
ambiental superan a la primera. De esta forma,
la distribucio´n de los elementos sobre las cate-
gorı´as podrı´a considerarse uniforme en te´rminos
pra´cticos, ası´ el marco no muestra especial incli-
nacio´n hacia alguna categorı´a en particular.










En la Figura 2(b), 2(c) y 2(d), se puede observar que en cuanto a los aspectos te´cnicos se refiere,
los elementos relacionados con las tareas del proyecto son un elemento dominante; esto sugiere
que la cantidad y naturaleza de las tareas involucradas en un proyecto de gran escala, contribu-
yen determinantemente en la configuracio´n de su complejidad. En la categorı´a organizacional, los
elementos que dominan esta´n relacionados con el taman˜o del proyecto y los recursos disponibles,
evidencia´ndose que tanto las restricciones econo´micas como la cantidad de agentes involucrados
son atributos moldeadores de la complejidad del proyecto en concordancia con la Figura 1(b). Por
u´ltimo, en la categorı´a ambiental se nota que los involucrados o afectados por el proyecto (i.e. stack-
holders), constituyen un aspecto relevante dado que su participacio´n condiciona la complejidad del
proyecto en cuanto al incremento de relaciones y el aumento de restricciones.
Figura 2. Distribucio´n porcentual de los elementos marco TOE. a) Porcentajes de distribucio´n general de los 50
elementos TOE. b) Distribucio´n de elementos de tipo te´cnico. c) Distribucio´n de elementos de tipo organizacional. d)
Distribucio´n de elementos de tipo ambiental.
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2.2. Inteligencia computacional en la gestio´n de proyectos
Segu´n el marco referencial consultado para este trabajo, se han encontrado tres lı´neas de estudio
en los temas de ana´lisis y gestio´n de proyectos a gran escala desde la inteligencia computacional:
(a) te´cnicas de inteligencia computacional para la seleccio´n de proyectos segu´n estructura y escala
tecnolo´gica [6]–[8]; (b) algoritmos computacionales para problemas de agendamiento y costo en
proyectos especı´ficos [9]–[11], y (c) sistemas de prediccio´n del e´xito de proyectos basados en redes
neuronales [16]. Sin embargo, no se encontraron referencias que aborden la estimacio´n del avance
de megaproyectos de inversio´n pu´blica desde estas te´cnicas.
Las posibilidades de usar la inteligencia computacional en el marco de la evaluacio´n de proyec-
tos serı´an muy amplias al igual que en cualquier otro dominio de aplicacio´n. Los teoremas NFL
(Non Free Lunch) [17], [18] previenen establecer una inclinacio´n a priori por algu´n algoritmo en
particular; de aquı´ surge la necesidad de llevar a cabo una comparacio´n entre te´cnicas cuando se
pretende abordar un nuevo problema.
Particularmente, se consideran dos te´cnicas de clasificacio´n automa´tica de uso habitual desde la
inteligencia computacional: redes neuronales y ma´quinas de vectores de soporte. Se presentara´ una
breve introduccio´n a las mismas invitando al lector a que profundice a trave´s de la consulta de [19]
y [20]. En cuanto al marco de intere´s de este trabajo, se han reportado en la literatura modelos de
gestio´n de proyectos que incluyen redes neuronales y SVM (ma´quina de soporte vectorial), a ma-
nera de ejemplo se mencionan algunos: seleccio´n o´ptima de proyectos de innovacio´n tecnolo´gica
aplicando a´rboles de decisio´n neurodifusos [6], agendamiento de proyectos segu´n teorı´a de res-
triccio´n de recursos con te´cnica de red neuronal basado en modelo de colonias de hormigas [10],
sistemas de seleccio´n en portafolio de proyectos con redes neuronales y sistemas difusos [8], [16],
prediccio´n de la duracio´n de proyectos con SVM [21], [22] e identificacio´n del riesgo en proyectos
por medio de una combinacio´n entre SVM y algoritmos de colonias de hormigas [23].
2.2.1. Redes neuronales
Una red neuronal esta´ constituida por neuronas interconectadas y arregladas en tres capas (esto
u´ltimo puede variar). Las neuronas son funciones no lineales de mu´ltiples entradas y una sola sa-
lida, cuya estructura esta´ conformada por una combinacio´n lineal de las entradas, seguidas de una
funcio´n de activacio´n donde aparece su cara´cter no lineal. Los para´metros de la combinacio´n lineal
se denominan los pesos de la neurona.
Los datos de entrada son preprocesados por una primera capa de neuronas, la cual produce un
conjunto de niveles de disparo; estos niveles ingresan a la capa intermedia donde son combinados
por medio de otras neuronas, generando nuevamente un abundante conjunto de niveles de disparo.
La capa de salida combina los niveles de disparo intermedios para producir una u´nica salida que
representa en el caso particular de un clasificador una aproximacio´n de la clase correspondiente a
los datos suministrados en la entrada.
Las redes neuronales se entrenan con el propo´sito de lograr una generalizacio´n en la salida a partir
de datos conocidos de entrada [12]. Una red neuronal debe aprender a calcular la salida correcta
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para cada vector ejemplo de entrada; este proceso de aprendizaje es denominado proceso de entre-
namiento o acondicionamiento de la red neuronal y el conjunto de datos sobre el cual se basa este
proceso es llamado conjunto de datos de entrenamiento.
Se reconoce hoy en dı´a principalmente dos me´todos de aprendizaje con los que se pueden adaptar
los pesos de una red neuronal en aras de lograr que esta trabaje como un clasificador, estos me´todos
son: (a) aprendizaje supervisado, el cual se caracteriza porque el proceso de aprendizaje se realiza
mediante un entrenamiento controlado por un agente externo (i.e. un supervisor) que determina
la respuesta que deberı´a generar la red a partir de una entrada determinada; (b) aprendizaje no
supervisado, las redes con aprendizaje no supervisado no requieren influencia externa para ajustar
los pesos de las conexiones entre sus neuronas, la red no recibe ninguna informacio´n por parte del
entorno que le indique si la salida generada en respuesta a una determinada entrada es o no correcta.
2.2.2. Ma´quinas de vectores de soporte
La ma´quina de vectores de soporte (SVM, por sus siglas en ingle´s), es un modelo de aprendiza-
je supervisado que procesa ejemplos nume´ricos reales y reconoce sobre estos patrones separados
geome´tricamente por un hiperplano. Un clasificador SVM ba´sico utiliza funciones binarias lineales
de tipo no probabilı´stico; de esta manera, dado un conjunto de ejemplos de entrenamiento, se inicia
una representacio´n de los ejemplos mediante un mapeado de puntos en un espacio N dimensio-
nal [13]. Nuevos ejemplos son referenciados a dos posibles grupos en tal espacio. A medida que se
va ejecutando el entrenamiento, la topologı´a de los agrupamientos se va ajustando.
Para el entrenamiento de una SVM se suelen seguir tres pasos: (a) mapear los puntos de entre-
namiento a un espacio vectorial de mayor dimensio´n, (b) construir un hiperplano que separe los
puntos en sus clases respectivas y (c) clasificar un punto nuevo de acuerdo con su ubicacio´n con
respecto al hiperplano. Diferentes vectores de soporte pueden generar un mismo hiperplano; ası´,
por cuestiones de estandarizacio´n, dichos vectores deben escalarse de manera que la distancia entre
el hiperplano y el patro´n ma´s cercano a este sea de uno. Se busca en el entrenamiento que el hiper-
plano obtenga la forma ma´s confiable, es decir que exista la ma´xima distancia posible entre este y
los patrones.
El aprendizaje en la SVM se lleva a cabo considerando que en su gran mayorı´a los problemas no
son linealmente separables; por tanto, se busca hacer una transformacio´n de los ejemplos de en-
trenamiento a un espacio vectorial de alta dimensio´n donde sea posible una solucio´n mediante una
separacio´n lineal. Tal transformacio´n se pude implementar por medio de un conjunto de funciones
parametrizables que deben conformar un kernel, la eleccio´n del kernel depende en gran medida
del problema de aplicacio´n. Dentro de los kernels comu´nmente usados se encuentran los lineales,
polinomiales, radiales y sigmoides.
2.3. La plataforma SPI
Para este trabajo, el DNP ha puesto a disposicio´n un registro de datos de proyectos que involu-
cran presupuesto general de la nacio´n; dicho registro de datos se encuentra alojado en la plataforma
seguimiento a proyectos de inversio´n (SPI) [14], [15]. SPI es una ventana directa para ver los lo-
382 INGENIERI´A • VOL. 22 • NO. 3 • ISSN 0121-750X • E-ISSN 2344-8393 • UNIVERSIDAD DISTRITAL FRANCISCO JOSE´ DE CALDAS
H. Gutierrez •M. Melgarejo
Figura 3. Descripcio´n del SPI: (a) Clasificacio´n de los proyectos, (b) Datos registrados.
gros y resultados generales en materia de inversio´n pu´blica de entidades que planeen, ejecuten y
evalu´en proyectos de inversio´n; tambie´n es definida co´mo una herramienta de utilidad al ciudadano
colombiano para verificar las polı´ticas del Plan Nacional de Desarrollo y la gestio´n del Gobierno
Nacional.
La plataforma SPI ofrece informacio´n como: (a) los objetivos, presupuestos anuales, logros y me-
tas de los proyectos ma´s importantes del gobierno nacional; (b) una perspectiva de avance fı´sico-
financiero y cronolo´gico de todos los proyectos de inversio´n pu´blica, y (c) la evolucio´n fı´sico-
financiera de los proyectos bajo mu´ltiples lentes como por entidad, por sector, por departamento,
por proyecto e incluso por estrategias transversales como Red Juntos, TIC o Ciencia y Tecno-
logı´a [15].
Dentro de esta herramienta, los proyectos son clasificados de acuerdo con su regio´n, origen de
su financiacio´n y sector de aplicacio´n, tal como se muestra en la Figura 3(a). No´tese que den-
tro del aplicativo se reconocen actualmente ma´s de veinte sectores de aplicacio´n; en este sentido,
se evidencia una diversidad latente en los proyectos registrados en cuanto a las tres dimensiones
identificadas en el marco TOE.
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Figura 4. Representacio´n del modelo de clasificacio´n de avance de proyectos.
La plataforma SPI contiene registro de datos de proyectos entre 2008 y 2012 que involucran
Presupuesto General de la Nacio´n (PGN). El total bruto de proyectos es de 7934 divididos en
veintinueve sectores y teniendo cerca de 43 caracterı´sticas por proyecto, tal como se puede apreciar
en la Figura 3(b). El indicador avance proyecto es prioritario en el sentido de que permite medir de
manera porcentual el e´xito anual por proyecto segu´n metas logradas.
2.4. Pregunta de investigacio´n
Segu´n el alcance de este trabajo, el cual esta´ basado en la necesidad presente en el DNP, segu´n
su a´rea de inteligencia de negocios y la disponibilidad de los datos, se requiere un modelo compu-
tacional que clasifique el indicador avance a partir de algunos datos de entrada al inicio de cada
proyecto; lo anterior con el fin de evaluar a priori el potencial retraso que un megaproyecto podrı´a
llegar a tener dadas sus caracterı´sticas. En ese sentido, se dirige entonces la pregunta de investiga-
cio´n detra´s de este trabajo: ¿co´mo puede ser la clasificacio´n, basada en inteligencia computacional
del avance de proyectos, que considere caracterı´sticas del marco TOE y una base de datos histo´ri-
cos de proyectos ya ejecutados SPI-DNP? La Figura 4 pretende aclarar la pregunta de investigacio´n
con la que se busca definir las caracterı´sticas de entrada, la base de datos y la configuracio´n de un
modelo que permita la clasificacio´n de avance de proyectos.
3. Materiales y me´todos
El desarrollo de este trabajo partio´ de la obtencio´n y acondicionamiento de una base de datos
segu´n los registros provistos en SPI y su posible asociacio´n con los elementos aportados por el TOE;
posteriormente se definieron dos escenarios para efectuar la clasificacio´n de avance de proyectos
mediante las te´cnicas de inteligencia computacional presentadas en la seccio´n anterior.
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3.1. Base de datos
En la plataforma SPI originalmente se conto´ con 7934 proyectos pertenecientes a veintinueve
sectores econo´micos. El primer filtro de seleccio´n fue acorde con los proyectos pertenecientes a
los sectores que ma´s relacio´n tuvieran con la ingenierı´a, estos fueron: transporte (960), ambiente
y desarrollo sostenible (1027), salud y proteccio´n social (590) y minas y energı´a (554). La Ta-
bla II presenta la distribucio´n de la cantidad de proyectos por an˜o para cada uno de los sectores
seleccionados.
Tabla II. Distribucio´n de proyectos por an˜o segu´n sectores seleccionados
An˜o
Sector 2008 2009 2010 2011 2012 Total
Ambiente y desarrollo
sostenible 237 241 228 182 139 1027
Minas y energı´a 116 127 122 126 63 554
Salud y proteccio´n
social 125 119 124 128 94 590
Transporte 183 209 175 178 215 960
Fuente: elaboracio´n propia
Para el acondicionamiento de la base de datos sobre el conjunto de caracterı´sticas definidas en la
Tabla III, se efectuaron cinco pasos: (a) depuracio´n de los indicadores SPI; (b) asignacio´n de clases
en caracterı´stica de salida avance de proyectos; (c) balance de clases; (d) estudio correlacio´n lineal,
y (e) generacio´n del espacio de caracterı´sticas.
Tabla III. Caracterı´sticas de entrada al modelo
No. Nombre Descripcio´n Medida Asociacio´n con TOE
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3.1.1. Depuracio´n de los indicadores SPI
La depuracio´n de los indicadores SPI se realizo´ sobre una confrontacio´n entre estos versus, los
elementos TOE con el fin de establecer un primer conjunto de elementos u´tiles de trabajo en aras
de definir un primer juego de caracterı´sticas de acuerdo con la Figura 4. La asociacio´n de los datos
de proyectos SPI con los elementos del marco TOE se desarrollo´ de la siguiente manera.
• Ana´lisis de datos SPI y TOE: se extrajeron los datos SPI y una breve descripcio´n de estos al
igual que de los elementos TOE en aras de su entendimiento.
• Pre procesamiento de datos SPI: algunos indicadores SPI fueron procesados para determinar
datos de mayor relevancia con respecto al marco de referencia TOE. Estos casos fueron an˜o
inicio y an˜o finalizacio´n (datos SPI9 y SPI10), los cuales al ser sustraı´dos entre sı´ revelaron
la duracio´n completa de cada proyecto, y seguimiento regional de metas producto y metas
gestio´n (dato SPI30).
• Conservacio´n de datos SPI para la identificacio´n de los proyectos: los datos SPI1 y SPI3,
aunque no tienen relacio´n con el marco TOE, fueron extraı´dos para facilitar la identificacio´n
y temporalidad de cada proyecto durante el presente estudio.
De este ejercicio se obtuvo el siguiente conjunto de elementos asociativos entre el SPI y el TOE,
del cual a su vez se define un conjunto de seis caracterı´sticas de entradas, tal como se presenta en
la Tabla III.
• Sector (SPI5): permitio´ la seleccio´n de proyectos afines al a´rea de ingenierı´a y poder con-
trastarlos con el marco TOE. Se aclara que este dato no contiene informacio´n detallada para
determinar riesgos te´cnicos (TOE15) o nivel de competencia (TOE 49).
• Avance de proyecto (SPI9): se relaciona con alineacio´n de metas TOE2. Representa la salida
objetivo de clasificacio´n. Se mide a manera de porcentaje.
• An˜o de inicio (SPI10): relacio´n directa con duracio´n de proyecto TOE16.
• An˜o de finalizacio´n (SPI11): relacio´n directa con duracio´n de proyecto TOE16.
• Apropiacio´n vigente (SPI16): indica el CAPEX o cantidad de inversio´n de capital TOE18.
Representa el presupuesto o capital apropiado para el proyecto en el an˜o en curso.
• Descripcio´n (SPI30): se puede evidenciar aquı´ relacio´n con nu´mero de metas TOE1, alinea-
cio´n de metas TOE2, claridad de metas TOE3. Representa el tipo de meta definida por el
proyectista ya sea de gestio´n o producto. Se requiere una interpretacio´n de texto por parte de
un experto para lograr establecer la cantidad. En el caso de meta producto se hace referencia
a la consolidacio´n material de entregables, mientras que las metas gestio´n hacen referencia
al cumplimiento de actividades dentro del proyecto.
• Meta total (SPI31): en relacio´n con TOE2, permite determinar el grado de importancia y
esfuerzo dedicados a los tipos de meta, bien sea producto o gestio´n.
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• Distribucio´n de ejecucio´n presupuestal (SPI46): es un dato orientado a la divisio´n del presu-
puesto general de la nacio´n. Se usara´ como una variable catego´rica para hacer ana´lisis parcial
del comportamiento de los modelos de clasificacio´n. Cubre desde elementos como nu´mero
de locaciones (i.e. territorios administrativos involucrados) TOE22, condiciones clima´ticas
TOE44 y riesgos ambientales TOE50.
3.1.2. Asignacio´n de clases
De acuerdo con algunas discusiones con los expertos del DNP, determinar el avance de un proyec-
to desde el inicio de cada an˜o no implica establecer un porcentaje sin incertidumbre. Una primera
vı´a serı´a la clasificacio´n de aquellos proyectos que tendra´n un avance significativo con respecto a
aquellos que no lo tendra´n; ası´, una posible solucio´n se podrı´a establecer a manera de un ejercicio
de clasificacio´n en el que se distinga proyectos con un buen avance frente aquellos con un avance
pobre. La asignacio´n de categorı´as como “alto” y “bajo” se establecio´ a partir de las discusiones
con los expertos del DNP; no existe a la fecha como tal una asignacio´n formal de estas categorı´as
segu´n el porcentaje de avance de proyecto. Por tanto, para propo´sitos de este trabajo se realiza la
propuesta de clases descrita en la Tabla IV. La franja intermedia fue pensada como un intervalo
que permitiera agrupar los proyectos con un avance intermedio o que no fue cercano a las bandas
lı´mite del 30 % y 70 %
Tabla IV. Descripcio´n de clases
Avance de proyecto Clase Descripcio´n
Ma´s del 70 % 1
Proyecto con un avance mayor al 70 % de lo
planeado al cierre del an˜o de vigencia.
Entre el 30 % y
el 70 % 0
Proyecto con un avance entre el 30 % y 70 %
de lo planeado al cierre del an˜o de vigencia
Menos del 30 % -1
Proyecto con un avance menor al 30 % de lo
planeado al cierre del an˜o de vigencia
3.1.3. Equilibrio de clases
De acuerdo con las clases propuestas, se realizo´ una revisio´n de los datos que contienen estas. La
revisio´n consiste en verificar que presente una similitud en cuanto al nu´mero de proyectos clase 1
con respecto a los proyectos de clase -1. De ser posible, el entrenamiento de los modelos clasifica-
dores tendrı´a un mejor desempen˜o puesto que habrı´a un balance de ejemplos. En aras de ajustar el
desbalance, se reviso´ el avance de los proyectos que estuvieran detra´s de este feno´meno; ası´ se ex-
ploro´ el conjunto de datos para detectar aquellos proyectos que esta´n fuera de tendencia en cuanto a
avance se refiere. Se detectaron 279 proyectos en SPI con avances entre el 105 % y 16082 %; estas
cantidades sorprenden dado que un avance de ma´s del 100 % no tiene sentido. Tales magnitudes
se deben principalmente a errores humanos al momento de introducir la informacio´n al SPI. Estos
proyectos generan en parte el desequilibrio entre las clases, por lo que fueron tratados como puntos
fuera de tendencia y removidos de la base de datos.
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Figura 5. Representacio´n por secciones bidimensionales del espacio de caracterı´sticas obtenido.
3.1.4. Estudio de correlacio´n lineal
De acuerdo con la aplicacio´n del coeficiente
de correlacio´n lineal de Pearson entre las carac-
terı´sticas seleccionadas luego del balance cla-
ses (Tabla V), se detecta que las variables com-
ponente producto (CPr) y componente gestio´n
(CGe) son complementarias en su gran mayorı´a
para lograr un 100 %. Como ejemplo se detec-
ta que, si un proyecto tiene como componen-
te producto 45 %, el dato componente gestio´n
es 55 %. Puesto que esta situacio´n se presen-
ta en alrededor de un 95 % de casos, se sus-
traera´ la variable componente gestio´n y se man-
tendra´ la variable componente producto en re-
presentacio´n de ambas.
Tabla V. Coeficiente de correlacio´n de Pearson entre ca-
racterı´sticas
Campos Dur ApV CPr NMPr NMGe
Dur 1 0.025 0.250 0.001 -0.043
ApV 0.025 1 0.057 0.148 -0.020
CPr 0.250 0.057 1 0.187 0.121
NMPr 0.001 0.148 0.187 1 0.537
NMGe -0.043 -0.020 0.121 0.537 1
3.1.5. Generacio´n del espacio de caracterı´sticas
Finalmente, la base de datos se desplego´ a modo de espacio de caracterı´sticas representado por
secciones bidimensionales, tal como se muestra en la Figura 5. Esta representacio´n se llevo´ a cabo
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Figura 6. Representacio´n de escenarios base de datos. a) Solo proyectos 2012. b) Proyectos 2008 a 2012.
con el fin de aproximarse a la naturaleza del problema de clasificacio´n. Se anotaron las siguientes
observaciones:
• El espacio apropiacio´n vigente versus duracio´n, aunque la mayor parte de los datos se en-
cuentran en la parte inferior del plano, no es fa´cilmente separable la clase 1 (color verde) de
la clase -1 (color rojo).
• Para los pares de caracterı´sticas componente producto versus duracio´n, metas producto ver-
sus duracio´n, metas gestio´n versus duracio´n, metas producto versus componente producto y
metas producto versus metas gestio´n, los datos se encuentran distribuidos en todo el plano.
• En los pares de caracterı´sticas componente producto versus apropiacio´n vigente, metas ges-
tio´n versus apropiacio´n vigente y metas producto versus apropiacio´n vigente, se puede dis-
tinguir la forma de unas pequen˜as barras en los datos orientados al lado izquierdo de cada
plano; sin embargo, no son fa´cilmente diferenciables las clases ya que hay datos de ambas
superpuestos.
• Por u´ltimo, el par metas gestio´n versus componente producto, aunque denota cierta forma
triangular en sus datos, existe una buena cantidad de ellos que se encuentran mezclados en
los bordes izquierdo y derecho del plano visto.
Las anteriores observaciones sugieren que el problema de clasificacio´n de avance proyecto a
partir de las caracterı´sticas seleccionadas desde el TOE en relacio´n con el SPI se muestra como un
problema de separacio´n no lineal.
3.2. Escenarios de bases de datos de proyectos
Desde las discusiones con los expertos del DNP, se identifico´ que la cultura de registro de pro-
yectos es un proceso de aprendizaje por parte de los proyectistas; ası´, de los primeros an˜os de
registro se sabe que pueden existir imprecisiones en los datos alojados en el SPI. Este aspecto
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mejora conforme aparecen nuevos registros de proyectos en los an˜os siguientes; por tanto, se con-
sidero´ plantear dos escenarios para el desarrollo de la clasificacio´n. En la primera se busco´ reducir
la incertidumbre frente al registro de atributos en el SPI, considerando los proyectos ma´s recientes;
sin embargo, se hace evidente una posible pe´rdida de informacio´n por contar con una muestra re-
ducida de proyectos. En el segundo caso, se exploro´ la situacio´n contrarı´a en la cual, la muestra de
proyectos aumenta, pero se reduce la fiabilidad de la informacio´n contenida por proyecto.
La Figura 6 representa gra´ficamente los dos escenarios propuestos en relacio´n con el modelo de
clasificacio´n de la Figura 4 .El primero de ellos consiste en tomar solo los proyectos del 2012,
conjunto de proyectos ma´s reciente que conservarı´a una u´nica temporalidad de registro y ejecucio´n
de cada proyecto. En este primer escenario, al estar centrado en el u´ltimo an˜o de observacio´n, se
considera un grupo selecto de proyectos sobre los cuales se ha realizado en registro juicioso de sus
atributos en el SPI. Como segundo escenario se propone tomar el conjunto de datos de proyectos
desde el 2008 hasta el 2012. Esto permite tener en cuenta una mayor cantidad de proyectos. Este
escenario se propone en el sentido de contar con una muestra ma´s amplia de proyectos, pero sobre
la cual existe incertidumbre frente al registro de sus atributos.
3.3. Entrenamiento y prueba de modelos de clasificacio´n
Para los dos escenarios de base de datos, se desarrollo´ una metodologı´a de experimentacio´n para
un modelo de clasificacio´n basado en redes neuronales y otro modelo basado ma´quinas de vectores
de soporte. El modelo basado en redes neuronales consistio´ en una arquitectura Feed-forward im-
plementada con ayuda de la caja de herramientas ANN Toolbox del software Scilab V.5.5.0. Como
para´metros fijos se tuvieron 100 epochs y tasa de aprendizaje 0,1; como para´metros variables se
realizaron todas las combinaciones posibles de entradas (26 configuraciones en total) y variaciones
en el nu´mero de neuronas de capa oculta segu´n potencia de 2 (2, 4, 8 y 16 neuronas). Para cada con-
figuracio´n resultante se realizaron 100 pruebas de entrenamiento y validacio´n, dada la aleatoriedad
presente en la inicializacio´n de los pesos de las redes. La Figura 7(a) representa la configuracio´n de
experimentacio´n de las redes neuronales.
El modelo basado en ma´quinas de vectores de soporte consistio´ en un algoritmo de entrenamien-
to SMO provisto en la caja de herramientas LIBSVM Toolbox del software Scilab V5.5.0. Como
para´metros variables se realizaron todas las combinaciones posibles de entradas (26 configuracio-
nes en total) y variaciones en el tipo de configuracio´n de funcio´n de kernel (lineal, polinomial,
base radial y sigmoide). Para cada configuracio´n resultante se realizaron 100 experimentos dada
la aleatoriedad en la inicializacio´n de los para´metros de los kernels. La Figura 7(b) representa la
configuracio´n de experimentacio´n de las ma´quinas de vectores de soporte.
En resumen, por cada escenario y tipo de modelo se realizaron 10400 experimentos segu´n (1) y
(2). En cada uno de los experimentos se segmento´ la base de datos de manera aleatoria, garantizando
un 70 % para entrenamiento y el 30 % para prueba.
Total config = No.config.caract entrada ∗No.config modelo (1)
Total experimentos = 100 ∗ experimentos ∗ Total config (2)
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Figura 7. (a) Representacio´n de configuracio´n de la red neuronal, (b) Representacio´n de configuracio´n de Ma´quinas
de Vectores de Soporte.
3.4. Estadı´sticos de intere´s
Para cada uno de los experimentos realizados se tomaron mediciones de precisio´n P , especi-
ficidad E y sensibilidad S, ecuaciones (3), (4) y (5). Las tres en conjunto permiten evaluar el
desempen˜o del clasificador teniendo en cuenta los verdaderos positivos Vp y verdaderos negativos













Tambie´n fueron usadas las curvas ROC como una herramienta gra´fica importante para determinar
el desempen˜o del clasificador a trave´s de la relacio´n existente entre la tasa de verdaderos positivos
y la tasa de falsos positivos (Figura 8). Particularmente se considero´ caracterizar el a´rea bajo la
curva ROC (AUC).
Figura 8. Curvas ROC mejores modelos ANN y SVM: (a) escenario 1, (b) escenario 2.
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4. Resultados
Se presenta aquı´ los resultados del estudio comparativo de clasificacio´n de avance de proyectos
mediante ANN y SVM en los escenarios generados a partir de la base de datos.
4.1. Primer escenario
La Tabla VI muestra las mediciones de precisio´n, especificidad, sensibilidad y AUC para las dos
mejores configuraciones de redes neuronales y SVM encontradas. La Figura 8(a) presenta las co-
rrespondientes curvas ROC para estos dos clasificadores. De aquı´ se puede observar que el modelo
basado en una red neuronal supera al basado en una SVM, puesto que presenta una mejor curva
ROC (i.e. mayor a´rea) y mayor precisio´n. Puntualmente la ANN supera en precisio´n en un 1,12 %
relativo al SVM. Se observa que funcionalmente estos dos modelos conservaron en comu´n las ca-
racterı´sticas de entrada: duracio´n, apropiacio´n vigente, componente producto y nu´mero de metas
gestio´n. Solo la red neuronal incluye en este experimento de manera adicional la entrada nu´mero
de metas producto.
Los modelos estructuralmente hablando no serı´an comparables; pero al menos en te´rminos de la
parsimonia frente al nu´mero de entradas, los clasificadores resultan similares. En el caso particular
de la ANN, la red opera con cinco neuronas en la capa de entrada, dos en la capa oculta y una
neurona en la capa de salida, para un total de ocho funciones no lineales. En el caso de la SVM,
esta opera con un kernel lineal sobre un conjunto de 220 vectores de soporte.
Tabla VI. Resultados del primer escenario.
Modelo P(%) 1-E S ROC(AUC)
ANN 78.261 0.247 0.833 0.789
SVM 77.391 0.264 0.917 0.751
Tabla VII. Resultados del segundo escenario.
Modelo P(%) 1-E S ROC(AUC)
ANN 70.028 0.246 0.682 0.693
SVM 77.871 0.048 0.725 0.774
4.2. Segundo escenario
Para el segundo escenario se podrı´a declarar como ganador el modelo basado en ma´quina de vec-
tores de soporte puesto que presenta una mejor curva ROC (11.68 % ma´s que ANN) y precisio´n
frente al modelo finalista basado en ANN. Puntualmente el SVM supera en AUC en un 11,68 % y
en precisio´n en un 11,19 % relativo a la ANN. La Tabla VII resume las mediciones de precisio´n,
especificidad, sensibilidad y AUC para los dos mejores experimentos, mientras que la Figura 8(b)
presenta las correspondientes curvas ROC.
Se observa que funcionalmente estas dos configuraciones conservaron en comu´n las caracterı´sti-
cas de entrada: duracio´n, apropiacio´n vigente y componente producto. Solo la red neuronal incluye
de manera adicional la entrada nu´mero de metas gestio´n. La mejor ANN encontrada presenta la
misma configuracio´n de la red neuronal obtenida en el primer escenario. Mientras que en el caso de
la SVM, el kernel que mostro´ el mejor desempen˜o fue el radial con un mayor nu´mero de vectores
de soporte, 1260 en total.
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5. Discusio´n
El desarrollo metodolo´gico presentado en este trabajo involucro´ la conceptualizacio´n de un me-
gaproyecto desde el marco de referencia TOE, el cual pudo ser enlazado analı´ticamente a una pla-
taforma existente de registro de proyectos de inversio´n como SPI-DNP. El ejercicio desarrollado
reconocio´ atributos del SPI que se relacionan directa e indirectamente con el TOE. En este sentido,
se puede evidenciar que la formulacio´n teo´rica que hace el TOE de un megaproyecto es acertada en
te´rminos pra´cticos. Por otro lado, este ejercicio de ana´lisis desemboco´ en el planteamiento de unos
aspectos que configuran una interseccio´n entre el TOE y la plataforma SPI. De allı´ se identifico´ un
conjunto de caracterı´sticas cuantitativas sobre las cuales se fundamento´ un posible modelo de cla-
sificacio´n del avance de un proyecto dado el conocimiento a-priori de sus caracterı´sticas.
El conjunto de caracterı´sticas: duracio´n, apropiacio´n vigente y componente producto podrı´an ser
indispensables para estudios futuros de clasificacio´n de avance de proyectos SPI; sin embargo, es
posible que se requieran ma´s elementos SPI que permitan describir de mejor manera los proyectos
en estudio, esto manteniendo como referencia el marco TOE. Una exploracio´n de caracterı´sticas
contenidas en SPI de base lingu¨ı´stica podrı´a complementar el modelo de clasificacio´n propuesto en
este trabajo.
El modelo clasificador del segundo escenario (base de datos proyectos 2008 a 2012) presento´ un
resultado de clasificacio´n comparable frente al primer escenario (77,871 % frente a 78,261 % res-
pectivamente. Diferencia relativa=0,5 %). Para estudios futuros la temporalidad de registro de los
datos podrı´a omitirse, segu´n se propone en el segundo escenario. Podrı´a realizarse un ajuste de
los umbrales de las clases 1 (avproy>70 %) y -1 (avproy<30 %), permitiendo quiza´s mejorar el
desempen˜o de clasificacio´n y curvas ROC.
6. Conclusiones
Desde el marco referencial considerado, se presenta una primera propuesta metodolo´gica para la
clasificacio´n de avance de proyectos mediante modelos de inteligencia computacional, y un marco
de referencia de ana´lisis de megaproyectos como es el TOE; en este sentido, el desarrollo analı´tico
seguido en este trabajo ha permitido la identificacio´n de caracterı´sticas relevantes para la clasifica-
cio´n del avance de megaproyectos de inversio´n pu´blica al menos para el caso colombiano. Aspectos
como la duracio´n del proyecto, la apropiacio´n de recursos de inversio´n al igual que la naturaleza
de los productos desarrollados en el proyecto serı´an claves para anticipar los posibles retrasos que
pueda llegar a tener un megaproyecto de inversio´n.
Este trabajo podrı´a ser el punto de partida para el DNP en el estudio de los proyectos que se re-
gistran en SPI dado que se planteo´ una propuesta de problema de clasificacio´n de avance proyectos
usando SPI-DNP como fuente de informacio´n. El nu´cleo del trabajo ha sido una comparacio´n de
modelos de clasificacio´n basados en ANN y SVM, cuyas entradas se han definido con soporte en el
marco TOE. En te´rminos generales los modelos obtenidos desde estas dos perspectivas presentan
indicies de desempen˜o similares. El espectro de posibilidades de modelado en este sentido puede
llegar a ser mucho ma´s amplio, sin embargo, desde los teoremas NFL no se puede llegar a favorecer
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alguna te´cnica en particular de clasificacio´n. La evidencia acumulada en este trabajo simplemente
debe tomarse como un caso puntual sin pretensiones de generalizacio´n alguna en relacio´n con el
problema de la anticipacio´n del retraso de un megaproyecto.
En cuanto a trabajo futuro, se refiere se identifican algunas posibilidades: realizar una revisio´n
experimental de efectos sobre las curvas ROC al variar la definicio´n de las clases desde un conjun-
to de expertos tratando incluir los efectos de la incertidumbre que esto acarrearı´a. Igualmente se
propone considerar el TOE no como un marco de verificacio´n, sino como una herramienta para la
generacio´n de polı´tica pu´blica en cuanto al registro de megaproyectos se refiere. Esto involucrarı´a
disen˜ar una nueva plataforma SPI soportada conceptualmente en el TOE. Finalmente, en te´rminos
de la aplicacio´n de la inteligencia computacional se considera abordar el problema desde te´cnicas
que permitan incluir conocimiento experto cualitativo o lingu¨ı´stico adema´s de datos registrados.
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