A new technique that requires neither arterial blood sampling nor prior knowledge of the indicator's tissue-blood partition coefficient has been developed for quantitation of local CBF. This technique arises from an existing method that uses the inert, freely diffusible gas eous tracer [18F]methyl fluoride (CH318F) and positron computed tomography. The shape of the arterial blood curve is derived from continuous sampling of expired air. The concentration of CH318F in the arterial blood is as sumed to be proportional to the expired gas curve inter polated between end-tidal values. The absolute scale of the blood curve is determined by fitting a series of venous blood samples to a multicompartment model. Four vali-Methods for measuring CBF using inert, freely diffusible indicators originated > 35 years ago with the work of Kety and Schmidt (1945, 1948). Since the time of those pioneer efforts, modifications of the basic technique have been extensively investi gated by many groups. The development of posi tron computed tomography (PCT) has aided this ef fort considerably. The three-dimensional imaging capability permits the delineation of cerebral struc tures, thereby providing flow information on a local instead of a global or regional level. More impor tantly, the ability of PCT to quantitate radioactivity concentrations in small regions of tissue offers a
dation studies were performed to compare values derived using the venous scaled expired breath input function with those derived using direct arterial samples. The pro posed method gave higher flow values than the standard arterial sampling method by an average of 4. 4%. These validation studies and data from both normal and patient scans suggest that the method provides the quantitation necessary for interstudy comparisons yet avoids the trauma of an arterial puncture. Key Words: Inert tracers-Local cerebral blood flow-Methyl fluoride Parameter optimization -Partition coefficient -Positron computed tomography.
noninvasive method for the quantitative imaging of local CBF (LCBF).
Some of the work during the last few decades has been oriented toward decreasing the invasiveness of existing procedures, for example, Mallett and Veall's proposal (1965) of 1 33 Xe inhalation as an al ternative to the intraarterial injection technique. The model equations for calculating blood flow from PCT data require the measured time course of the radioindicator concentration in the arterial blood, thus necessitating an arterial puncture. This report describes a new, less invasive technique that quantitates both LCBF and p, the indicator's tissue-blood partition coefficient (Kety, 1951) , without direct arterial sampling.
The inert, diffusible gaseous indicator [1 8 F] _ methyl fluoride (CH31 8 F) is administered by re breathing from a dry spirometer. Following the ini tial introduction of CH 3 1 8 F gas to the subject, a se quence of cerebral radioactivity maps is acquired with a positron tomograph. Concurrently, both ex-pired gas and venous blood are sampled to deter mine the arterial input concentration of the radioin dicator. From these measurements, both LCBF and partition coefficient values are calculated for each pixel of the image plane using a rapid linearized, least-squares search scheme.
In this report, the theoretical basis of the tech nique is described. Details of data acquisition are given, and the procedure for estimating LCBF and p is discussed. Results of validation studies, com paring values computed by the proposed method with those obtained using arterial samples, are given. Finally, we discuss the quantitative accuracy of the method and potential sources of error.
THEORY Measuring blood flow with inert, freely diffusible indicators is based on the Fick principle, which states that the quantity of indicator taken up in tissue from blood over a given time is equal to the total quantity of indicator brought to the tissue by arterial blood minus that removed by venous blood over the same time. Written in differential form, this becomes
where Q and C are the total quantity and concen tration, respectively, of indicator in the tissue, V is the total geometrical volume of the tissue under ob servation, F is the blood flow to that volume in units of ml min -] , and Ca and C v are the indicator con centrations in arterial and venous blood, respec tively. This equation is valid for radioactive indi cators as long as all terms representing quantities and concentrations are decay corrected to the same point in time. Alternatively, a term accounting for radioactive decay can easily be included in Eq. 1 without complicating subsequent equations. If it is assumed that the indicator is both inert and has complete extraction across the blood-brain barrier, and furthermore that the distribution of the indi cator throughout the tissue is rapid compared with the capillary transit time, then the venous blood is in equilibrium with the tissue and
where p is again the indicator's partition coefficient in units of ml g -]. Substituting for C v Ct) and dividing by the tissue volume, Eq. 1 becomes
If f is defined as the flow per unit tissue volume, FIV, with units of ml g -] min -], and k the same quantity divided by the partition coefficient, Flp V, with units of min -], then the solution to Eq. 3, for C(O) = 0, is given by
where the symbol * represents the mathematical op eration of convolution. From Eqs. 3 and 4 , it is easily seen that the ratio f/k is equal to the tissue blood partition coefficient p. Substituting pk for f yields (5) Actual tissue concentrations acquired with the to mograph are not measured as instantaneous values, but as integrals over the duration of a single scan. Thus, for a dynamic sequence of scans, Eq. 5 be comes (6) where T is the single scan duration, I is an integer ranging from 1 to the total number of scans, and the subscript i refers to an individual pixel of the image. By measuring Ci(I) and Ca(t), the parameters Pi and ki can be estimated for each pixel by a least squares fitting procedure and blood flow calculated by p times k.
If arterial samples are not taken, Ca(t) must be inferred from other measurements. Assuming that end-tidal expired gas and arterial blood concentra tions are proportional, the arterial concentration curve can be written in terms of an appropriate scale factor h multiplied by the end-tidal expired gas curve Cex p (t), which has identical temporal characteristics to Cart):
and thus,
A more detailed examination of Eq. 8 reveals that the time course of the tissue concentration C(l) has both shape-and scale-determining parameters. Di vision by the product ph yields
This equation demonstrates that the temporal be havior or shape of the tissue response is dependent only upon k and Cex p (t), and that the scale of the tissue response is proportional to p and h. Further more, the integral over all time of the right-hand side of Eq. 9 is independent of k. Thus, the area under the tissue response curve is proportional to p and independent of k. This statement is an exten sion of the stimulus-response theorem (Lassen and Perl, 1979) . Equation 9 also demonstrates how sev eral previous CBF methods determined blood flow when only the shape of the input function was known. If CCt) and Cex p (t) were measured, the two fitted parameters became k and the product ph. Since flow equals pk, but neither p nor h was in dividually determined, an assumed p value was used to calculate CBF. However, if h is derived from an additional measurement, the scale of the arterial concentration curve can also be determined without arterial sampling and p can be determined directly from the data. With the acquisition of venous blood samples from any vein in addition to expired gas samples, the value of h and hence Ca(t) can be derived in the following manner. Assuming that the indicator is inert and that no trapping in the tissue occurs, and by using the identities of Eqs. 2 and 7, we substitute pCy(t) for C(t) and hCex p (t) for Ca(t) into Eq. 3, ar riving at
The solution to Eq. 10, for Cy(O) = 0, is
where K is now the rate constant for the tissue drained by the particular vein being sampled, such as the back of the hand or forearm. Unlike small regions of the brain, this tissue cannot be modeled by a single exponential clearance (Detry et at., 1972) . Thus, Eq. 11 must be modified to include multiple compartments in which the clearance of each individual compartment is described by a single exponential function,
where Ki is the clearance rate of the ith compart ment, J; is the flow/volume to the ith compartment, andJ; is the total flow/volume to all compartments. The scale factor h is obtained from the fitted Ai and K; values, Vol. 5, No.2, 1985 and thus knowledge of the J; or J; values is not re quired. From Eq. 10, we see that the units of han equivalent to those of Cy(t)/Cex p (t). The produc hCex p (t) will have the units of CJt), making the unit! of Cex p (t) irrelevant. If Cy(t) is calibrated in unit! identical to those required for Ca(t), the produc1 hCex p (t) can accurately substitute for Ca(t) in Eq. 6
and p, k, and LCBF can all be estimated.
METHODS
CBF studies were carried out using the inert gaseous indicator [18F]methyl fluoride. It has been shown to be chemically inert in both animals and humans (Gatley et al. . 1981; Holden et aI. , 1981) . The total extraction of CH,18F in cerebral tissue has been demonstrated (J. E.
Holden, R. A. Koeppe, unpublished observation) using the isolated dog brain preparation of D. D. Gilboe et al. (1973) .
The CBF studies were performed on an Ortec ECAT II positron scanner (Phelps et aI., 1978) at the Wm. S. Middleton VA Hospital. Radioactivities of 25-40 mCi of CH,18F were administered to the subjects by inhalation of 100-150 ml of gas containing the dose, followed first by 2 min of rebreathing from the spirometer and then by a long washout period. A dynamic sequence of 12 I-min scans provided the tissue concentration integrals required by Eq. 6 for each pixel of the slice. The pixel dimension in the reconstructed images was 2. 86 mm. Each I-min scan had a live time of 52 s, the remaining 8 s, spaced evenly throughout each scan, allowing for mechanical motions of the scanner and data-handling routines. Data were acquired in medium-resolution mode with standard shadow shields and reconstructed using the measured at tenuation correction option and either the medium-or low-resolution reconstruction filter (Phelps et aI. , 1978) .
Typical studies contained 0. 3-0. 4 million coincidence events in the peak frame and a total of 1. 5-2. 5 million events. Expired breath measurements and venous blood samples were acquired for 25 min after administration.
The subject's head was placed in a Lucite head holder and the image plane aligned parallel to the canthomeatal line. Restraints placed across the forehead and chin de creased subject motion. Two studies were performed on each subject. In one study, the patient breathed room air during the entire procedure. A soda lime CO2 trap placed in the rebreathing loop ensured that the CO2 concentra tion in the inhaled gas remained very near zero. The other study was performed with the subject breathing either room air again or a 5% COzl95% O2 mixture beginning 1-2 min before the study and continuing throughout its en tirety. The spirometer was also filled with 5% C02/95% 07, and a small soda lime trap, causing partial C07 ab sorption, was used to keep the CO2 concentration-at a constant level. The subject was not moved between the two procedures. The total time for the pair of studies was �I h.
Four validation studies were performed on two normal volunteers (aged 25 and 26) to compare results using di rect arterial sampling with those using the venous scaled expired gas input function. Both subjects were given the standard Allen test, checking the patency of the radial! ulnar arterial arcade. Arterial blood samples from a radial artery were drawn in addition to venous blood samples and end-tidal expired gas measurements. Two room air studies were performed on the first subject, whereas a 5% CO)95% 07 study followed by a room air study was performed on the second. PC T data were acquired for 12 min, whereas blood sampling and expired gas measure ments were acquired until 25 min after administration.
The basis of the proposed method is estimation of an arterial concentration curve from measurements of the subject's expired air and a sequence of venous blood sam ples. A constant flow of � 300 ml min -I of gas was ex tracted from a sampling port on the subject's respirator mask, pulled through an NE-102 plastic scintillating de tector, a Beckman CO, gas analyzer, and finally returned to the spirometer. An -LSI 1112 microcomputer recorded CH318F activity and CO2 concentration of the sampled gas, spirometer volume, total coincidence count rate from the ECAT-II scanner, coincidence count rate from a pair of NaI detectors placed across the subject's hand or thumb, and inputs from both a hand and foot switch for time markers. The data were recorded at either 0. 60-or 0. 75-s intervals. The detector used for measuring expired gas concentrations was designed specifically for detecting 18F positrons. Since the probability of photoelectric in teraction is very low in NE-102 plastic, a window ac cepting only those pulses of >400 ke V effectively dis criminated against the detection of annihilation photons. Fast timing from an Elscint snap-off discriminator pro vided high count rate capability. Detector performance tests showed a linear response from 0. 01 to 20 J.LCilml of sampled gas. A computer algorithm found end-expiratory values for each breath and fitted both rebreathing and washout periods to weighted sums of exponentials, pro viding Cex p (t).
Arterial blood samples were drawn through a standard 23-gauge angiocath device placed in the radial artery under local anesthesia. Samples were pulled every 5-10 s for the first 40 s of the study, at 15-s intervals for the next 3 min, and then at intervals increasing to � 2. 5 min by 25 min after administration. Venous blood samples were drawn from a vein in either the back of the hand or the forearm at I-min intervals for 6 min and then at in tervals increasing to 5 min by 25 min after administration. Blood samples of � 1 ml were drawn into preweighed 3ml syringes. Samples were counted in a Nal well counter windowed tightly on the 511-keV photopeak and were later weighed to determine the mass of each sample. Cal ibrations performed on both the ECAT-II scanner and the well counter provided equivalent units of concentration for both tissue and blood measurements.
Timing of all blood samples was recorded on the LSI 1112 microcomputer by pressing either the foot or hand switch providing a one-channel-wide marker, each switch having a different amplitude. Differing delays in arrival of activity in the lung alveoli, the peripheral blood-sam pling sites, and the brain necessitate accurate timing of arterial, venous, and expired breath curves relative to the true arrival of radioactivity in the brain. Detectors on each hand recorded arrival of radioactivity for both ar terial and venous sampling sites, spirometer volume mea surements provided timing for the expired gas curve, and the true coincidence count rate of the scanner marked the arrival of radioactivity in the brain at the level being im aged. The time of arrival of radioactivity in the brain must also be known relative to the start of the scan. This was accomplished by synchronizing the internal clocks of the scanner's PDP 11160 and the LSI 1112 computers.
To obtain Ca(t) from the expired breath curve, the input function scaling factor h was derived from the venous concentration curve and a three-compartment model using Cexp(t) as its input function (Eqs. 12 and 13). The
Ai and Ki values of Eq. 12 were determined by a nonlinear least-squares fitting routine using the Marquardt algo rithm (Bevington, 1969) . The low-flow component in the hand cleared slowly enough to cause a 10-15% residue fraction at 30-35 min when the second study was begun, even though no more than a few percent of the peak ra dioactivity remained in the brain by this time. Simple modifications of the fitting routines accounted for the nonzero initial concentration in both Cv(t) and C(t).
Equation 6 was used for pixel-by-pixel evaluation of both blood flow and partition coefficient. Fitting of p and k by the Marquardt algorithm requires an excessive amount of computer time, so a least-squares search scheme was used instead Op, 1981; Koeppe et aI. , 1984) . The basis of the modified technique is the linear depen dence of the measured data on the partition coefficient p and the assumption that the total squared discrepancy between data and model has a smooth dependence on the parameter k, with a single minimum within the range of Figure 1 shows a brief interval of data from a patient study acquired at 0.6-s intervals. The switching point from rebreathing to washout occur ring at 120 s after administration is easily seen, and individual breaths are readily visible in all three curves. After rebreathing, the spirometer was iso lated from the patient. The slight increase in spi rometer volume evident in Fig. 1 occurred because the sampled gas was still returned to the spirometer, but was sampled from outside the closed loop. During the rebreathing period, radioactivity maxima occur during inhalations whereas minima occur during exhalations. The CH 3 18F concentra tion in the spirometer is higher than the concentra tion in the subject's expired gas throughout the re breathing interval, indicating that an equilibrium situation is never reached. During the washout pe riod, inhaled CH 3 18F concentrations fall to zero while peaks correspond to exhalations. Figure 2 shows data containing timing information acquired or,, ·y . � . ·0.: v \r v"':
RESULTS
. . . . . . Individual breaths are easily seen in all curves owing to 0.6-s sampling. The changeover from rebreathing to washout at 2 min after administration is readily visible. The end-expira tory values of the CH318F activity are used in determining the shape of the arterial input concentration time course.
at 0.75-s intervals during the administration and early rebreathing portion of one of the validation studies. The total coincidence count rate from the scanner and the coincidence count rate across one thumb demonstrate the longer transit time from the lungs to the hand than to the brain. The middle curve shows time markers for the initial inhalation and the first venous sample, recorded by the hand switch (high points), and the first seven arterial samples, recorded by the foot switch (low points). Background due to scatter and random coincidence events from the initial 25-40 mCi of CH318F next to the scanner can be seen in the head curve before administration. The single elevated point seen in this background corresponds to the CH318F bolus in the first inhalation as it passes from the spirom eter, through the subject's airways near the field of view, to the lungs. Input function data acquired during one of the validation studies, corrected for decay to the time of administration, are shown in Fig. 3. Curve (a) gives the count rate from CH 3 18F radioactivity in the discrete arterial samples. End-tidal radioactivity in each breath, as measured by the NE-102 plastic scintillator, is shown in curve (b). Fitting of either the arterial samples or the end-tidal CH318F con centration values to the sum of four exponentials provides continuous input functions used in Eqs. 6 J Cereb Blood Flow Metabol, Vol. 5, No. 2, 1985 and 12. CH318F radioactivity in the venous samples is shown in curve (c). The solid curve is the best fit to the venous samples using a three-compartment model (Eq. 12) and the expired breath curve ob tained from end-tidal radioactivity values. Figure 3a and b shows the relative shapes of the arterial and expired breath curves for one of the validation studies. Agreement is generally very good; however, in these and the other three vali dation studies, two distinct patterns of bias were noticed. First, after the end of the rebreathing pe riod, the radioactivity in the expired breath drops more rapidly than in the arterial blood. Second, during the later stages of washout (15-25 min), the expired breath curve falls slightly more slowly than the arterial curve. Even though a maximum of 12 min of scan data is analyzed for functional images, this late difference can affect the determination of the scale factor h, since 25 min of venous data is used for this calculation. Figure 4 shows the first 10 min of both the arterial blood concentration and the expired breath curve scaled by venous blood measurements for each of the validation studies. The measured arterial con centra'; n values tend to be slightly higher than those predicted by the scaled expired breath curve. Although Fig. 3 demonstrates the close similarity in shape, the calculated scale factors for the expired breath curves underestimate the area under the measured arterial curves by � 10%. It should be em phasized that the venous scaled expired breath input functions shown as continuous curves in Fig.  4 are not in any way generated from fits to the mea sured arterial blood sample points. Each curve's shape is determined entirely by measured end-tidal CH31 8 F concentrations as shown in Fig. 3b and is scaled by fitting a multicompartment model to the series of venous blood samples as shown in Fig. 3c .
Functional images of LCBF, k, and p were cal culated using both the measured arterial and the venous scaled expired breath curves as input func tions for Eq. 6. The images calculated using the two methods were visually indistinguishable. Results of the validation studies are summarized in Ta ble 1. Parameter values are averages over the entire brain slice. The partition coefficient increased by an av erage of 8.4 ± 3.3% for the four studies owing to underestimations in the input function scale factor h. The parameter k decreased by 5.0 ± 2.8% owing to shape differences between the expired breath and arterial curves. Since LCBF is given by the product pk, values are overestimated by only 4.4 ± 2.4%.
The ratio of the estimated parameter values for the two methods, given at the bottom of Ta ble 1, indi cates that the proposed method adequately pro vides the quantitation for interstudy comparisons.
In 28 procedures the subject was scanned twice, either by performing a pair of room air studies, testing the reproducibility of the procedure (6 sub jects), or performing one 5% C02/95% O2 and one room air study, investigating CBF reserve (22 subjects). The mean value of the partition coeffi cient would be expected to remain almost constant for a pair of studies on the same subject. The ratio of the mean partition coefficient value for the first and second scans on the 28 subjects was 0.992 ± 0.068, with an average variation of 6.3%, but no significant bias between pairs of studies. Mean flow values for the 22 room air-5% C02/95% O2 pairs averaged 38.7 ± 2.7 ml 100 g� 1 min � 1 for the room air studies and 54.3 ± 14.3 ml 100 g� 1 min � 1 in the hypercapnia studies. The average increase in flow was 38%, with individual increases ranging from only 17 to a maximum of 56%. Flow values from back-to-back room air studies showed no tendency to either increase or decrease, with mean values for the first and second studies of 42.7 ± 8.7 and 44. 1 ± 6.8 ml 100 g� 1 min � 1, respectively. rhe higher mean flow values and smaller standard deviations in the room air studies of the room air-room air subjects compared with the room air-5% C02/95% O2 subjects are probably due to age differences. The room air-room air group consisted entirely of young, normal volunteers, whereas the room air-5% C02/95% O2 group consisted of a mixture of nous blood sample data (continuous lines). Curves (a) and (b) correspond to two room air studies on the same subject, and curves (c) and (d) correspond to a 5% C02/95% 02�room air pair on another subject. The measured arterial concen tration values tend to be slightly higher than those of the venous scaled expired breath curve. Values are averages over all brain tissue in the image. The partition coefficient (P) is given in units of ml g-I. the blood flow per unit distribution volume (k) in units of min -I, and local CBF (LCBF) in units of ml 100 g -I min -I.
both young and old normal subjects and elderly pa tients. Figure 5 shows both p and LCBF images for a room air-5% C02/95% O2 CH 3 18F pair for a 66year-old patient diagnosed with a cerebral infarct in the region of the left middle cerebral artery 7 days prior to the study. The level of the slice is 5.5 em above the canthomeatal line. Each pair of func tional images has been scaled identically to allow comparisons between the studies. The partition coefficient maps remained nearly unchanged, with average p values differing by only 5.4%, whereas the average flow increased from 34 to 48 ml 100 g-I min -I with elevated CO2 levels.
DISCUSSION
The goal of this work was to retain the quanti tative nature of the basic inert gas technique, yet avoid arterial sampling. The model used to deter mine flow, given by Eq. 3, is based on the Fick principle. The validity of the assumptions of this basic model has been analyzed by Kety (1951) and Tomita and Gotoh (198 1) and will not be discussed further. Only the effects of replacing arterial sam pling with expired gas and venous blood measure ments will be considered here.
Previously reported techniques for determining both flow and partition coefficient from dynamic PCT data have been proposed (Huang et aI., 1982; Alpert et aI., 1984) and performed (Huang et aI., 1983) . However, these methods require an arterial puncture for sampling of radioactive indicator con centrations in the arterial blood. To avoid the in vasiveness of an arterial puncture, the assumption is made that alveolar and thus end-expiratory gas concentrations are proportional to the arterial blood concentration leaving the lungs. By using expired gas in place of arterial blood, the scale of the input function is lost. As shown in Eq. 9, the rate con stant k can be determined by the shape of the input function alone, but determination of p requires the scale. Previous inert, diffusible indicator methods determine k from the data and then multiply by an assumed p to calculate flow, thereby avoiding the need for a correctly scaled input function. Several problems can arise when assuming a fixed partition coefficient. First, p is usually determined by an in vitro measurement and may vary for living tissue. Second, errors exist in in vitro measurements, as indicated by the considerable variation in reported values of p for the same indicator. Third, p values will vary from patient to patient. Fourth, p in dis eased areas of the brain might fluctuate from normal values. Fifth, additional problems arise when there are variations of p between different tissues in the field of view. An improved option used by some tomographic methods (Kanno and Lassen, 1979; Holden et aI., 1983) is to calculate unsealed p values for each pixel using a correctly shaped but unsealed input function, and then rescale the entire slice by setting the average p to an assumed value, rather than multiplying each pixel's k value by an assumed p. This approach, however, avoids only the last two of the problems mentioned above.
Correct scaling of the input function obviates the need for an assumed p, thereby avoiding all these problems. Equations 10-13 mathematically dem onstrate how ev(t) is used to determine the correct scale. This is also explained by the following rea soning. The arterial input function is the same for all tissues except for a delay factor. Therefore, the integral over all time of the arterial concentration is equal for all tissues. As shown by Lassen and Perl (1979) , the integral over all time of the venous con centration must be equal to that of the arterial con- centration, regardless of the vein chosen. In effect, the arterial concentration curve is obtained by scaling the expired gas curve such that its integral over all time is equal to that of the venous curve, when both curves are extrapolated to infinity.
In practice, uncertainty in the proposed method can be decreased if the major sources of error can be identified and efforts made to improve the as sociated measurements. The calculation of the input scaling factor h was found to be most sensitive to the timing of the arrival of radioactivity in the hand, to the duration of venous sampling, and to the number of compartments used in the fitting of venous data. Venous blood samples should be drawn from the back of the hand or as close to the hand as possible to decrease the variation in arrival times of radioactivity in the tissue drained by the vein and the blood transit times between the tissue capillaries and the venous sampling site. Both ex pired gas and venous curves are measured to only 25 min after administration. These curves are ex trapolated to infinity using fitted exponentials to es timate the scale of the expired breath curve. Scale factors for the input functions were determined using one, two, and three tissue compartments. In each data set tested, the scale factor increased as more compartments were included. The average in crease from adding a second compartment was �25%, demonstrating that a single compartment is not sufficient to describe clearance from the hand. The increase from adding a third compartment was dependent upon the duration of the venous sam ples. Fitting 15 min of data showed a <5% increase in the scale factor; however, when fitting 25 min of data, a 10-20% increase in the scale factor was seen. This indicates that a third slower component is present and that at least 25 min of sampling is necessary to properly distinguish it from the other components. Failing to account for any slower com ponent causes an underestimation of the area under the venous tail, and thus an underestimation of the input function scale factor. Longer sampling times would better define the slow components and most likely further increase the scale factor, providing better agreement with direct arterial measurements; but practical considerations have limited us to a 25min sampling period. Increasing the number of sam ples during the 25-min period would not better de fine any slower component, but should provide more reliable fits, particularly when a three-com partment (six-parameter) model is used, thereby de creasing variability in the estimated value of the scale factor.
The validation studies provide estimated param eter values for both the proposed and direct arterial sampling methods. The estimated k values using the proposed method are �5% lower than those using arterial samples. This difference is caused by the expired gas curve not tracking the arterial curve exactly. One possible explanation for the small ob served discrepancies is the shunting of venous blood in the lung (Riggs, 1963) . This blood feeds directly into the arteries without undergoing gas ex change in the alveoli. Thus, if shunting does occur, whenever the ratio of arterial to venous blood con centration changes, the proportionality between al veolar and arterial blood concentration also changes. The estimated p values have greater dis crepancies, indicating that the calculation of the input scale factor is a slightly larger source of error. The underestimation of the scale factor is thought to be due primarily to the fitting of only 25 min of venous data. Since the biases in k and p are of op posite sign, the two errors are partially cancelled and overestimations in the estimated LCBF values J Cereb Blood Flow Metabol, Vol. 5, No.2, 1985 were smaller, averaging just over 4%. Considering other sources of bias in the estimated flow values, such as underestimations due to tissue inhomoge neities, we feel that avoiding the trauma of an ar terial puncture easily outweighs the addition of a small and fairly consistent overestimation due to venous scaling of an expired breath curve being used to replace arterial blood sampling. Partition coefficient values from studies on both normal and patient subjects varied by an average of 6.3% be tween pairs of scans on the same subject, further indicating the calculation of the input function scale factor to be stable. The variation in k and flow be tween room air-5% COzl95% O2 pairs on the same subject suggests that the method adequately tracks changes in flow.
In conclusion, a method has been proposed that allows the simultaneous estimation of both LCBF and partition coefficient without arterial blood sam ples. End-tidal expired gas measurements are used to describe the temporal behavior of the arterial blood concentration, while venous blood samples provide the absolute scale. The expired gas curve alone can provide estimates of the parameter k, since k is entirely shape dependent, while the ad dition of venous sampling removes the need for using an assumed value for the indicator's tissue blood partition coefficient. Uncertainties in the measurement of the expired gas curve introduce error primarily in the parameter k, whereas uncer tainties in the venous curve introduce error entirely in p. Validation studies show that end-tidal CH/ 8 F concentrations differ only slightly in shape from the measured arterial curve. The venous scale under estimated the measured arterial curve in all four val idation studies, thus causing small overestimations of LCBF and p. Data from both normal and patient studies demonstrate the ability of the technique to provide the quantitation necessary for interstudy comparisons.
