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1. Introduction
This paper is concerned with the numerical solution of the discrete-time Lyapunov equation
X − AXAT = BBT , (1)
where A ∈ Rn×n, with n large and B ∈ Rn×p with p = rank(B)  n and X ∈ Rn×n is the desired
solution.
We assume that the eigenvalues of A lie inside the unit disk. It is well known that under this
assumption, Eq. (1) possesses the unique solution
X =
∞∑
j=0
AjBBT (Aj)T . (2)
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Note that the solution X is symmetric positive semi-definite. Very often, it has a rank or a numerical
rank much smaller than n and hence can be accurately approximated by X ≈ ZZT with rank(Z)  n.
Eq. (1) arises in the study of stability of discrete-time systems of the form xk = Axk−1 + Buk and
the low-rank factor Z is used in model reduction of such systems [1,8].
When n is not large, a direct solution of (1) can be obtained from the Schur decomposition of A
and the resolution of n triangular systems. An iterative solution can be obtained via the Smith or
squared Smith methods [21], the latter converges quadratically. These methods require, in general,
O(n3) arithmetic operations and O(n2) memory storage. Note, however, that if A permits an O(n)
matrix-vector multiplications, then the cost of squared Smith is about O(n2) arithmetic operations
per iteration.
When n is large, most papers in the literature consider rather the continuous-time case, i.e., Lya-
punov equations of the form AX + XAT + BBT = 0, see, e.g., [11,14,13,10,19,20,12] and the special
issues [2,3]. For this case, several techniques have been employed to compute a low-rank solution.
Among the most successful ones is the low-rank alternating direction implicit (ADI) iteration which,
after determining the ADI shift parameters, transforms the continuous-time Lyapunov equation to a
discrete-time equation and uses a low-rank variant of the Smith method; the full orthogonalization
method (FOM) is also widely employed in the context of Lyapunov equations. It uses projectionmeth-
ods on Krylov or extended Krylov spaces generated with the matrices A and/or A−1. The Krylov space
is then used to reduce the large-scale equation to a small equation which can be solved by any direct
method. An ADI iteration specific to the case (1) is proposed in [5], see also [7] and Section 6.3 of the
present paper. The determination of the shift parameters is, however, not an easy task. Of course, FOM
can be used with the matrix A to transform (1) to a discrete-time Lyapunov equation of a small size,
which can then be solved by the direct method mentioned above. However, to obtain an acceptable
approximate solution requires the use of a large Krylov basis and hence a large memory space. An
alternative would be to use a small Krylov basis and restart themethod periodically in a way similar to
the restarts used in iterativemethods for large linear systems [18].Wewill comeback to this point later.
In this paper, we use the squared Smith method despite the constraints mentioned above. In fact,
the main contribution of this paper is to show how to adapt the squared Smith method to the case
when the matrix A is large and sparse. For this purpose, a Krylov space will be used to generate the
squared Smith iterates in a low-rank form. However, as in FOM, the memory requirement due to an
eventual use of a large Krylov basis is an obstacle. Fortunately, a small Krylov basis, in conjunctionwith
a restartingmechanism, can be used to allow for a good approximation to thematrix Z. The price to pay
is a loss of the quadratic convergence in the squared Smith method. The advantage, however, is that
large-scale Lyapunov equations can be solved. The matrix A is accessed only through matrix-vector
multiplications.
The paper is organized as follows. In Section 2, we present eigenvalue decay bounds for the solution
of (1). Although this is not themain contribution of the paper, the resultsmotivate and justify the need
of low-rank approximate solutions. In Section 3, we show how to modify the squared Smith method
for the case when the size of A is large. In Section 4, we derive error estimates on the approximate
solution. A restarting mechanism and the algorithmic aspects are discussed in Section 5. Section 6 is
devoted to numerical tests and acceleration strategies via ADI iterations.
2. Eigenvalue decay of the solution
Let λ1(X)  λ2(X)  · · ·  λn(X) be the eigenvalues of X ordered in decreasing order. We
show that for all k  1 such that k × rank(B) + 1  n, λk×rank(B)+1(X)  dkλ1(X) where dk =
‖∑jk Aj(Aj)T‖ and ‖ ‖ denotes the 2-norm. Although this bound is not sharp, it allows us to quantify
the eigenvalue decay rate of X , which justifies the low-rank approximation. When A is symmetric, an
eigenvalue decay bound can be found in [16].
The solution X is given by X = limk→∞ Xk with Xk = ∑k−1j=0 AjBBT (Aj)T . The sequence Xk can be
generated, for example, by the Smith method [21]:
X0 = 0, Xk = BBT + AXk−1AT , k  1. (3)
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Taking the ranks in (3), we obtain for k  1
rank(Xk)  rank(B) + rank(Xk−1)
and therefore
rank(Xk)  k × rank(B).
By the Schmidt–Mirsky theorem (see, e.g., [22])
λk×rank(B)+1(X)  ‖X − Xk‖ =
∥∥∥∥∥∥
∞∑
j=k
AjBBT (Aj)T
∥∥∥∥∥∥ .
By Courant–Fischer’s theorem (see, e.g., [22]) we have:∥∥∥∥∥∥
∞∑
j=k
AjBBT (Aj)T
∥∥∥∥∥∥= max‖x‖=1
∞∑
j=k
(xTAj)(BBT )((Aj)T x)
 ‖BBT‖ max‖x‖=1
∞∑
j=k
(xTAj)((Aj)T x)
= ‖BBT‖
∥∥∥∥∥∥
∞∑
j=k
Aj(Aj)T
∥∥∥∥∥∥  λ1(X)
∥∥∥∥∥∥
∞∑
j=k
Aj(Aj)T
∥∥∥∥∥∥ .
Therefore
λk×rank(B)+1(X)
λ1(X)

∥∥∥∥∥∥
∞∑
j=k
Aj(Aj)T
∥∥∥∥∥∥ . (4)
Since the eigenvalues of A lie inside the unit disk, the upper bound above approaches 0 for large k.
More precisely, let L be the unique symmetric positive definite solution of
L − ALAT = I. (5)
It is known that L = ∑j0 Aj(Aj)T and (see, e.g., [9]):
‖Aj‖ 
√
‖L‖
(
1 − 1‖L‖
) j
2
, for all j  0. (6)
This bound measures the asymptotic decay of the powers of A. It follows then that
λk×rank(B)+1(X)
λ1(X)
 ‖L‖2
(
1 − 1‖L‖
)k
. (7)
If we assume that ‖A‖ < 1, the bound (4) yields
λk×rank(B)+1(X)
λ1(X)
 ‖A‖
2k
1 − ‖A‖2 . (8)
Thus, provided that ‖L‖ is not large, which is the case when ‖A‖ < 1, the bounds (7) and (8) show
that the ratio between the smallest and largest eigenvalues of X determines the existence of a low rank
approximate solution of X , regardless of how this approximation is obtained. It is clear that usingmore
sophisticated approaches than Smith’s methodmay lead to better eigenvalue decay bounds. Hence, in
practice, the ratios in the left hand side of (7) and (8) may be much smaller than predicted by these
bounds. We assume, throughout this paper, that an approximate solution of a low-rank exists. The
proposed method is recommended only in such a case.
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3. Low-rank approximation and the squared Smith method
The squared Smithmethod is an accelerated version of the Smithmethod (3). It converges quadrat-
ically. It is given by
X0 = BBT , A0 = A,
Xk = Xk−1 + Ak−1Xk−1ATk−1, Ak = A2k−1, k  1. (9)
It is easy to see that Ak = A2k and Xk = ∑2k−1j=0 AjBBT (Aj)T .
Note that the bounds (7) and (8) hold with k replaced by 2k . The advantage of the squared Smith
method is its fast convergence, especiallywhen the spectral radius of A is not close to 1. However, since
n is supposed to be large, it is clear that the method cannot be used as it is. The purpose of this paper
is to explain one way of adapting it to the large-scale case.
From (9) we have for k  0:
Xk =
(
B, AB, . . . , A2
k−1B
) (
B, AB, . . . , A2
k−1B
)T
. (10)
We would like to find Zk of a small rank such that
Xk ≈ ZkZTk . (11)
Formula (10) provides a natural way to find Zk in the block Krylov space
Kk(A, B) = range
(
B AB · · · A2k−1B
)
using the block Arnoldi algorithm started with B.
Algorithm 1 (Block Arnoldi).
Use the reduced QR factorization of B to compute Q1 ∈ Rn×p and R1 ∈ Rp×p such that QT1 Q1 = Ip.
Choose an integerm such that 2m  n.
For j = 1, . . . , 2m
• Wj = AQj
For i = 1, . . . , j
• Hi,j = QTi Wj• Wj := Wj − QiHi,j
End For i
• Wj = Qj+1Hj+1,j (reduced QR factorization)
End For j
For j = 1, . . . , 2m, let
Qj =
(
Q1 · · · Qj
)
,
Hj = (Hi,l)1i,lj ,
Hj =
⎛⎝ Hj
Hj+1,jETj
⎞⎠ ,
where ETj =
(
0 0 · · · I
)
.
Here and throughout the paper, the zero and identity matrices are denoted by 0 and I whenever
their order is clear from the context.
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For the common case that B has rank 1, the block Krylov spaces reduce to the conventional Krylov
spaces [18]. From Algorithm 1 and the above equalities we obtain the well-known relation, see [18]
AQj = Qj+1Hj = QjHj + Qj+1Hj+1,jETj . (12)
Moreover, for all 1  l  m, the matrixH2l is block upper Hessenberg and the columns ofQ2l form
an orthonormal basis ofKl(A,Q1).
By successive applications of (12) we have for l  1
AlQj = Qj+ljk=j+l−1Hk (13)
where we have used the convention 
q
k=pHk = HpHp−1 . . .Hq if p > q.
Let us now explain how to obtain the approximation (11).
The initialization step in the squared Smith method can be written
X0 = BBT ≡ Z0ZT0 , with Z0 = Q1R1. (14)
The first step is
X1 =
(
B, AB
) (
B, AB
)T
(15)
with (
B, AB
)
=
(
Q1R1, AQ1R1
)
=
(
Q1R1,Q2H1R1
)
using (12)
=Q2
⎛⎝⎛⎝R1
0
⎞⎠ ,H1R1
⎞⎠ . (16)
The rank of X1 is the same as that of
(
B, AB
)
which is no more than 2 × rank(B), but can be much
smaller. The idea is to get a low-rank approximation of
(
B, AB
)
through an SVD obtained in a cheap
way. To this end, consider the reduced SVD of the small matrix
⎛⎝⎛⎝R1
0
⎞⎠ ,H1R1
⎞⎠ obtained by deleting
the singular values that are smaller than some tolerance tol1:⎛⎝⎛⎝R1
0
⎞⎠ ,H1R1
⎞⎠ = U1S1VT1 + 1, with ‖1‖  tol1. (17)
From (15), (16) and (17) we obtain our first low-rank approximation:
X1 ≈ Z1ZT1 with Z1 = Q2U1S1. (18)
The second step can be obtained in a similar way
X2 = X1 + A1X1AT1
≈ Z1ZT1 + A1Z1ZT1AT1
=
(
Z1, A1Z1
) (
Z1, A1Z1
)T
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and (
Z1, A1Z1
)
=
(
Q2U1S1, A
2Q2U1S1
)
=
(
Q2U1S1,Q4H3H2U1S1
)
using (12)
=Q4
⎛⎝⎛⎝U1S1
0
⎞⎠ ,H3H2U1S1
⎞⎠ .
Then, the reduced SVD⎛⎝⎛⎝U1S1
0
⎞⎠ ,H3H2U1S1
⎞⎠ = U2S2VT2 + 2, with ‖2‖  tol2 (19)
is computed with some tolerance tol2, leading to the second low-rank approximation
X2 ≈ Z2ZT2 with Z2 = Q4U2S2. (20)
More generally, at step k we have
Xk ≈
(
Zk−1, Ak−1Zk−1
) (
Zk−1, Ak−1Zk−1
)T
and (
Zk−1, Ak−1Zk−1
)
=
(
Q2k−1Uk−1Sk−1, A2
k−1
Q2k−1Uk−1Sk−1
)
=Q2k
⎛⎝⎛⎝Uk−1Sk−1
0
⎞⎠ ,2k−1
j=2k−1HjUk−1Sk−1
⎞⎠ .
Then, we compute, with a tolerance tolk , the reduced SVD⎛⎝⎛⎝Uk−1Sk−1
0
⎞⎠ ,2k−1
j=2k−1HjUk−1Sk−1
⎞⎠ = UkSkVTk + k, with ‖k‖  tolk (21)
and obtain the low-rank approximation
Xk ≈ ZkZTk with Zk = Q2kUkSk. (22)
Remark: It is not easy to choose optimal values of the parameters tolk used in the SVDs above. These
values determine the numerical rank of the solution. If we know in advance that a solutionwith a small
rank exists, then after a few iterations, the singular values will settle down to approximately constant
values. In this case, a convenient way is to set all the parameters to a fixed threshold tolsvd.
4. Error and residual
The approximation Xk ≈ ZkZTk introduces errors thatmay affect the accuracy of the solution. In this
section, we estimate these errors. More precisely, we estimate the error
Ek = X − ZkZTk (23)
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between the exact solution X and the approximate one ZkZ
T
k at step k and give an inexpensive formula
for the residual
Γk = BBT + AZkZTk AT − ZkZTk (24)
associated with ZkZ
T
k .
Note first that the error and residual are related by the Lyapunov equation
Ek − AEkAT = Γk. (25)
Hence
Ek =
∑
j0
AjΓk(A
j)T
and
‖Ek‖  ‖Γk‖
∥∥∥∥∥∥
∑
j0
Aj(Aj)T
∥∥∥∥∥∥ = ‖Γk‖‖L‖,
where L is defined in (5).
4.1. Error
The following proposition estimates the error between Xk and ZkZ
T
k .
Proposition 1. For k  0 we have
‖Xk − ZkZTk ‖  δ2k
with δ0 = 0 and, for k  1
δk  tolk + δk−1
∥∥∥∥∥∥
⎛⎝⎛⎝ I
0
⎞⎠ ,2k−1
j=2k−1Hj
⎞⎠
∥∥∥∥∥∥ (26)
 tolk + δk−1
(
1 + ‖A2k−1‖
)
(27)
where tol1 is defined in (17) and for k  2, tolk is defined in (21).
Proof. For k = 0, the proposition is satisfied since X0 = Z0ZT0 .
From (15), (16) and (17), we have
(B, AB) = Z1VT1 +Q21. (28)
Moreover, 1V1 = 0 since 1 is the remaining part of the SVD in (17). Whence
X1 = Z1ZT1 +Q21T1QT2
and
‖X1 − Z1ZT1‖  ‖1‖2.
This shows the proposition for k = 1 with δ1 = ‖1‖  tol1.
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For ease of presentation, we also consider the case k = 2. From (10) we have
X2 =
(
(B, AB) , A2 (B, AB)
) (
(B, AB) , A2 (B, AB)
)T
and using (16), (13) and (17) we obtain(
(B, AB) , A2 (B, AB)
)
=
⎛⎝Q2
⎛⎝⎛⎝R1
0
⎞⎠ ,H1R1
⎞⎠ ,Q4H3H2
⎛⎝⎛⎝R1
0
⎞⎠ ,H1R1
⎞⎠⎞⎠
= Q4
⎛⎝⎛⎝⎛⎝R1
0
⎞⎠ ,
⎛⎝H1R1
0
⎞⎠⎞⎠ ,H3H2
⎛⎝⎛⎝R1
0
⎞⎠ ,H1R1
⎞⎠⎞⎠
= Q4
⎛⎝⎛⎝U1S1VT1 + 1
0
⎞⎠ ,H3H2 (U1S1VT1 + 1)
⎞⎠
= Q4
⎛⎝⎛⎝⎛⎝U1S1
0
⎞⎠ ,H3H2U1S1
⎞⎠ V˜ T2 +
⎛⎝⎛⎝1
0
⎞⎠ ,H3H21
⎞⎠⎞⎠
with V˜2 = blockdiag (V1, V1). Now using (19) we obtain
(
(B, AB) , A2 (B, AB)
)
=Q4
⎛⎝(U2S2VT2 + 2) V˜ T2 +
⎛⎝⎛⎝1
0
⎞⎠ ,H3H21
⎞⎠⎞⎠
= Z2VT2 V˜ T2 + ˜2 (29)
with
˜2 = Q4
⎛⎝2V˜ T2 +
⎛⎝⎛⎝1
0
⎞⎠ ,H3H21
⎞⎠⎞⎠
δ2 := ‖˜2‖  tol2 + ‖1‖
∥∥∥∥∥∥
⎛⎝⎛⎝ I
0
⎞⎠ ,H3H2
⎞⎠
∥∥∥∥∥∥ ,
and we have
˜2V˜2V2 = Q4
⎛⎝2V2 +
⎛⎝⎛⎝1V1
0
⎞⎠ ,H3H21V1
⎞⎠ V2
⎞⎠ = 0
since iVi = 0, i = 1, 2. This shows the proposition for k = 2.
In general, assume that (26) holds at step k − 1. Then, as in (28) and (29) we have(
B, AB, . . . , A2
k−1−1B
)
= Zk−1Vk−1V˜ Tk−1 +Q2k−1˜k−1 (30)
with
Zk−1 = Q2k−1Uk−1Sk−1,
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˜k−1 = k−1V˜k−1 +
⎛⎝⎛⎝˜k−2
0
⎞⎠ ,2k−2
j=2k−1−1Hj˜k−2
⎞⎠ ,
δk−1 := ‖˜k−1‖  tolk−1 + ‖˜k−2‖
∥∥∥∥∥∥
⎛⎝⎛⎝ I
0
⎞⎠ ,2k−2
j=2k−1−1Hj
⎞⎠
∥∥∥∥∥∥ .
We have from (10):
Xk =
(
B, AB, . . . , A2
k−1B
)(
B, AB, . . . , A2
k−1B
)T
and (
B, AB, . . . , A2
k−1B
)
=
((
B, AB, . . . , A2
k−1−1B
)
, A2
k−1 (
B, AB, . . . , A2
k−1−1B
))
.
Using (30), (13) and (21) we obtain(
B, AB, . . . , A2
k−1B
)
=
(
Zk−1Vk−1V˜ Tk−1 +Q2k−1˜k−1, A2
k−1 (
Zk−1Vk−1V˜ Tk−1 +Q2k−1˜k−1
))
=
(
Zk−1Vk−1V˜ Tk−1 +Q2k−1˜k−1,Q2k
(
2
k−1
j=2k−1Hj
(
Uk−1Sk−1Vk−1V˜ Tk−1 + ˜k−1
)))
= Q2k
⎛⎝⎛⎝⎛⎝Uk−1Sk−1
0
⎞⎠ ,2k−1
j=2k−1HjUk−1Sk−1
⎞⎠ V˜ Tk +
⎛⎝⎛⎝˜k−1
0
⎞⎠ ,2k−1
j=2k−1Hj˜k−1
⎞⎠⎞⎠
= Q2k
⎛⎝(UkSkVTk + k)V˜ Tk +
⎛⎝⎛⎝˜k−1
0
⎞⎠ ,2k−1
j=2k−1Hj˜k−1
⎞⎠⎞⎠ = ZkVTk V˜Tk + ˜k
with
V˜k = blockdiag
(
V˜k−1VTk−1, V˜k−1VTk−1
)
,
˜k = Q2k
⎛⎝kV˜Tk +
⎛⎝⎛⎝˜k−1
0
⎞⎠ ,2k−1
j=2k−1Hj˜k−1
⎞⎠⎞⎠ ,
˜kV˜kVk = 0,
δk := ‖˜k‖  ‖k‖ + δk−1
∥∥∥∥∥∥
⎛⎝⎛⎝ I
0
⎞⎠ ,2k−1
j=2k−1Hj
⎞⎠
∥∥∥∥∥∥ .
The bound (27) follows from∥∥∥∥∥∥
⎛⎝⎛⎝ I
0
⎞⎠ ,2k−1
j=2k−1Hj
⎞⎠
∥∥∥∥∥∥ =
∥∥∥∥∥∥
⎛⎝Q2k
⎛⎝ I
0
⎞⎠ , A2k−1Q2k−1
⎞⎠
∥∥∥∥∥∥ . 
The error Ek can bewritten Ek = (X−Xk)+(Xk−ZkZTk ). The difference X−Xk =
∑
j2k A
jBBT (Aj)T
can be estimated in a similar way to (4), and the second term is estimated in the proposition above.
Hence the corollary.
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Corollary 1. For k  0, we have
‖Ek‖  ‖B‖2
∥∥∥∥∥∥
∑
j2k
Aj(Aj)T
∥∥∥∥∥∥+ δ2k . (31)
The first term in the right hand side of (31) can be replaced by ‖B‖2‖A‖2k+1/(1−‖A‖2) if ‖A‖ < 1.
The convergence to 0 is certainly fast if k is large but this causes storage problems. In Section 5, we
discuss a restarting mechanism to partially circumvent this difficulty. The second term depends on δk
which in turn depends on the transient behavior of the sequence
(
‖A2k−1‖
)
k1 (see Proposition 1)
and on the rates of decay of the singular values of the matrix in the left-hand side of (21).
4.2. Residual
Proposition 2. For k  0 we have
‖Γk‖  ‖B‖2
∥∥∥∥∥A2k
(
A2
k
)T∥∥∥∥∥+ (1 + ‖A‖2)δ2k .
Proof. Formula (24) can be written
Γk = BBT + AXkAT − Xk + A(ZkZTk − Xk)AT − (ZkZTk − Xk).
Using (10), a direct calculation gives
BBT + AXkAT − Xk = A2kBBT
(
A2
k
)T
. (32)
The proof terminates by using Proposition 1. 
The comments after Corollary 1 apply here, namely, that the rate of decrease of the residual norm
depends essentially on that of the powers of A and on the decay of the singular values of the matrices
in (21).
Proposition 3. We have ‖Γ0‖ = ‖H1R1‖2 and for k  1
‖Γk‖ =
∥∥∥∥∥∥
⎛⎝R1RT1 0
0 0
⎞⎠+H2kUkS2kUTkHT2k −
⎛⎝UkS2kUTk 0
0 0
⎞⎠
∥∥∥∥∥∥ .
Proof. We have Γ0 = (AB)(AB)T = (Q2H1R1)(Q2H1R1)T , hence ‖Γ0‖ = ‖H1R1‖2. Using (24) and
(12) we have for k  1
Γk = (Q1R1)(Q1R1)T + A (Q2kUkSk) (Q2kUkSk)T AT − (Q2kUkSk) (Q2kUkSk)T
and
Γk = Q1R1RT1QT1 +Q2k+1H2kUkS2kUTkHT2kQT2k+1 −Q2kUkS2kUTkQT2k
=Q2k+1
⎡⎣⎛⎝R1RT1 0
0 0
⎞⎠+H2kUkS2kUTkHT2k −
⎛⎝UkS2kUTk 0
0 0
⎞⎠⎤⎦QT
2k+1.
from which the norm of the residual follows. 
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The cost and storage of each iteration k of the process discussed above, i.e., Algorithm 1 and the
modification of the squared Smith method, increase like 2k . When k is relatively large, the storage
and computational requirements will be high. To circumvent this difficulty, it is necessary to use a
small k and restart the whole process periodically. In the context of Krylov methods for linear systems
[18], restart means replacing the initial guess by the current residual. In our context, restart means
replacing B by some improved matrix from which a new Krylov space is generated via Algorithm 1.
Such a matrix will be obtained from a low-rank spectral factorization of the current matrix residual
Γk . However, as in any restarting scheme, one should expect a loss of some information available in
the preceding iterations. For example, the quadratic convergence of the (exact) squared Smithmethod
will not be maintained. Such a trade off is acceptable unless a good acceleration strategy is available.
5. Restart
Note first that Eq. (25) says that the error Ek satisfies the same equation as the unknown X of Eq.
(1), when BBT is replaced by Γk . Roughly speaking, the idea is to apply the same process starting with
a modification of Γk and update the current approximate solution. The problem is that Γk is not of
the form BBT . However, if the SVDs in (21) were not used, the matrix residual would be just that given
in (32), which is symmetric positive semi-definite. Because of (21), the true residual, Γk , may have
negative eigenvalues but these are of order δ2k according to Propositions 1 and 2. This remark leads us
to consider a low-rank spectral decomposition of Γk which we obtain in a cheap way as follows.
First, we compute the low-rank spectral decomposition⎛⎝R1RT1 0
0 0
⎞⎠+H2kUkS2kUTkHT2k −
⎛⎝UkS2kUTk 0
0 0
⎞⎠ = OkΛkOTk + Θk
with ‖Θk‖  tolcvg, where Ok is a rectangular matrix with orthonormal columns, 	k is diagonal
whose elements are positive and larger than a threshold parameter tolcvg and Θk contains the rest of
the spectral decomposition.
Then, from (24) we obtain the decomposition
Γk =Q2k+1
(
OkΛkO
T
k + Θk
)
QT
2k+1
= Brst(Brst)T + Θ˜k, (33)
with the special notation
Brst = Q rst1 Rrst1 , Q rst1 = Q2k+1Ok, Rrst1 = Λ
1
2
k , (34)
Θ˜k = Q2k+1ΘkQT2k+1, ‖Θ˜k‖ = ‖Θk‖  tolcvg. (35)
Eq. (25) becomes
Ek − AEkAT = Brst(Brst)T + Θ˜k (36)
and can be approximated as
Erstk − AErstk AT = Brst(Brst)T . (37)
Similar to (23), let us denote by
Erstk = X˜k − ZkZTk , (38)
where X˜k is the new approximate solution of (1).
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Now Eq. (37) is the same as (1) with a low-rank right hand side. Therefore, restarting Algorithm 1
with Q rst1 and applying the process explained in Section 3 gives, at iteration l, an approximate squared
Smith iterate of the form Erstk,l = X˜k,l − ZkZTk ≈ Zrstk,l (Zrstk,l )T .
Let Γ rstk,l = Brst(Brst)T + AZrstk,l (Zrstk,l )TAT − Zrstk,l (Zrstk,l )T be the corresponding matrix residual, whose
norm can be obtained via Proposition 3. Note that from Proposition 2 and inequality ‖Brst‖2  ‖Γk‖
we have
‖Γ rstk,l ‖ ‖Brst‖2
∥∥∥∥∥A2l
(
A2
l
)T∥∥∥∥∥+ (1 + ‖A‖2)(δrstk,l)2
 ‖Γk‖
∥∥∥∥∥A2l
(
A2
l
)T∥∥∥∥∥+ (1 + ‖A‖2)(δrstk,l)2,
where δrstk,l is defined as in Proposition 1 for the approximation Z
rst
k,l (Z
rst
k,l )
T . Then
X˜k,l ≈ ZkZTk + Zrstk,l (Zrstk,l )T =
(
Zk, Z
rst
k,l
) (
Zk, Z
rst
k,l
)T
(39)
is the updated approximation of (1) whose residual is given by
BBT + A
(
Zk, Z
rst
k,l
) (
Zk, Z
rst
k,l
)T
AT −
(
Zk, Z
rst
k,l
) (
Zk, Z
rst
k,l
)T = Γ rstk,l + Θ˜k. (40)
Hence, if tolcvg < ‖Γ rstk ‖, then ‖Γ rstk ‖ is essentially the residual norm associated with the new ap-
proximate solution. If ‖Γ rstk ‖ is not sufficiently small, a decomposition similar to (33) is performed and
the same restarting mechanism is re-applied until convergence. We summarize the discussion above
in the following algorithm written in an informal way.
Algorithm 2 (Restarted Krylov squared Smith, RKSS).
• Let B = Q1R1.
Set U = I, S = R1, Zs = [ ], j = 0, rst = 0, iter = 0, p = dim(Q1)
Choosemmax , tolsvd, tolcvg and an initial value of ‖Γ ‖ > tolcvg• while (‖Γ ‖ > tolcvg)
– j := j + 1
– updateHj andQj+1
∗ If j = 2k then
· If k = 0 then Z = B, ‖Γ ‖ = ‖H1R1‖2· else compute the reduced SVD:
USVT :=
⎛⎝⎛⎝US
0
⎞⎠ ,2k−1
j=2k−1HjUS
⎞⎠ with σmin(S) > tolsvd
Z = QjUS,
‖Γ ‖ =
∥∥∥∥∥∥
⎛⎝R1RT1 0
0 0
⎞⎠+HjUS2UTHTj −
⎛⎝US2UT 0
0 0
⎞⎠
∥∥∥∥∥∥
· End If
iter := iter + 1
∗ End If
– If (dim(Qj+1) > mmax)
∗ Zs := (Zs, Z)
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∗ Compute the reduced spectral decomposition
USUT :=
⎛⎝R1RT1 0
0 0
⎞⎠+HjUS2UTHTj −
⎛⎝US2UT 0
0 0
⎞⎠
with λmin(S) > tolcvg
∗ Set S := S 12 , Q1 = Qj+1U, R1 = S
∗ Set U = I, S = R1, j = 0, rst := rst + 1, p = dim(Q1)
∗ End If
• End of While
Algorithm RKSS needs three parameters: a maximum size of the Krylov space, mmax , and two
threshold parameters, tolsvd for the SVDs truncations and tolcvg for the convergence of the residual
norm. The main steps are as follows: Algorithm 1 starts with a matrix Q1 whose columns form an
orthonormal basis of range(B) and at iteration j, the matrices Hj and Qj+1 are computed. If j is a
power of two, then a reduced SVD is computed, as discussed in (17) and (21), keeping only those
singular values that are larger than tolsvd. The corresponding low-rankmatrix Z and the residual norm‖Γ ‖ are computed, see (18) and (21) and Proposition 3. If the residual norm is not smaller than tolcvg
and themaximumsize of the block Krylov space is reached, then the low-rankmatrix Z is updated as in
(39), and the algorithm restartswith a newmatrixQ1 obtained from a reduced spectral decomposition
of the residual as in (33)–(35).
If mmax is small, the cost of Algorithm RKSS is essentially dominated by matrix-vector multiplica-
tions, i.e., operations of the formw = Au, and the Gram–Schmidt orthogonalization, i.e., inner loop-for
in Algorithm 1. Thus, rst restarts of the algorithm necessitateO(n×m2max × rst) arithmetic operations
and O(n × mmax) memory storage.
6. Numerical tests
This section is devoted tonumerical illustrations. First,we illustrate thenumerical behavior of RKSS,
then we explain that the proposed restarting strategy is not applicable to FOM and finally we discuss
one possibility to accelerate the convergence by incorporating a simple variant of the ADI method.
6.1. Illustration of the numerical aspects of RKSS
We consider the example
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 α
−α 0 α
−α 0 ·
· · ·
· · α
−α 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, B =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0
0 1
0 0
...
...
0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The eigenvalues of A are given by λj = 2i|α| cos π jn+1 , j = 1, . . . , n. When n is large and α is close to
0.5, the spectral radius of A becomes close to 1, which slows down the convergence.
In all tests, the block Krylov spaces have amaximumdimensionmmax = 32. Each block has atmost
rank(B) = 2 columns. The parameter tolsvd is fixed at 10−8 while tolcvg may vary to illustrate the
convergence aspects.
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Table 1
Convergence results for squared Smith, n = 500, α = 0.4 (left), α = 0.49 (right).
Iter Res. norm Iter Res. norm Iter Res. norm
1 1.28 × 10−1 1 2.88 × 10−1 6 3.18 × 10−4
2 2.75 × 10−2 2 1.39 × 10−1 7 8.66 × 10−6
3 2.08 × 10−3 3 5.36 × 10−2 8 1.75 × 10−8
4 2.39 × 10−5 4 1.58 × 10−2 9 2.00 × 10−13
5 7.22 × 10−9 5 3.15 × 10−3 10 1.61 × 10−16
6 1.68 × 10−15
We beginwith the simple casewhereα = 0.4 and n = 500. For this casewehaveρ(A) = 0.79998.
The parameter tolcvg is taken equal to 10
−12. Since n is not large, we can also apply the squared Smith
method, see Table 1 (left).
The convergence behavior of RKSS is shown in detail in Table 2. At iterations 1–4 we compute the
low-rankmatrix Z and the residual norm‖Γ ‖ corresponding to ZZT . Note that these iterations produce
the same results as the squared Smith method, see Table 1 (left). At iteration 4, the dimension of the
block Krylov space reaches its maximum 24 × 2 = 32 and the algorithm restarts as explained in
Section 5. This leads to a loss of the quadratic convergence. The trade off is that the restart will allow
us to solve large-scale Lyapunov equations.
Besides the number of iterations and restarts, Table 2 also shows other useful information such as
the rank of Brst whichmay be smaller than that of B, andmultAwhich counts cumulativematrix-vector
multiplications. Note thatmmax × (rst+1)  multAwith equality when the ranks of all Brst are equal
to rank(B). Overall, RKSS restarted three times and necessitated 100 matrix-vector products.
Recall that the algorithm restarts from a reduced spectral decomposition of the current matrix
residual and this is mainly justified by the fact that this matrix is symmetric and almost positive semi-
definite, in the sense that its negative eigenvalues have very small absolute values. Another pleasing
property concerns its numerical rankwhich should generally be smaller than that of B, see Proposition
2, and this means that the block Krylov spaces used during restarts should have block sizes smaller
than rank(B). To illustrate this point, we show in Table 3 the three largest eigenvalues and the smallest
eigenvalue of the matrix residual computed before restarts. Notice the gap between the two largest
Table 2
Convergence results for Algorithm RKSS, α = 0.4, n = 500.
Iter j Res. norm dim(Qj) rst rank(B
rst) multA
1 2 1.28 × 10−1 4 0 2 4
2 4 2.75 × 10−2 8 2 8
3 8 2.08 × 10−3 16 2 16
4 16 2.39 × 10−5 32 2 32
5 2 8.34 × 10−6 4 1 2 36
6 4 2.95 × 10−6 8 2 40
7 8 3.85 × 10−7 16 2 48
8 16 7.22 × 10−9 32 2 64
9 2 2.71 × 10−9 4 2 2 68
10 4 1.02 × 10−9 8 2 72
11 8 1.47 × 10−10 16 2 80
12 16 3.19 × 10−12 32 2 96
13 2 1.23 × 10−12 2 3 1 98
14 4 4.77 × 10−13 4 1 100
Table 3
The three largest (and the smallest) eigenvalues of the matrix residual before each
restart, α = 0.4, n = 500, see Table 2.
iter. Three largest and the smallest eigenvalues of the residual
4 2.39 × 10−5 6.52 × 10−6 2.59 × 10−15 (−2.56 × 10−15)
8 7.22 × 10−9 1.88 × 10−9 7.42 × 10−17 (−3.17 × 10−17)
12 3.19 × 10−12 8.24 × 10−13 6.23 × 10−17 (−2.18 × 10−17)
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Fig. 1. Singular values of X (+) and squares of singular values of Z (o), n = 500, α = 0.4 (left), α = 0.9 (right).
Table 4
Results of Algorithm RKSS at some restarts, α = 0.49, n = 500.
Iter Res. norm rst multA
1 2.88 × 10−1 0 4
21 1.07 × 10−4 5 164
41 1.54 × 10−6 10 324
61 3.36 × 10−8 15 484
81 8.66 × 10−10 20 644
Table 5
The three largest eigenvalues (and the smallest eigenvalue) of thematrix residual before
restarts, α = 0.49, n = 500, see Table 4.
Iter Three largest and the smallest eigenvalues of the residual
4 1.58 × 10−2 4.13 × 10−3 1.96 × 10−15 (−1.70 × 10−15)
20 1.20 × 10−4 3.06 × 10−5 1.62 × 10−17 (−1.38 × 10−17)
40 1.70 × 10−6 4.31 × 10−7 1.09 × 10−17 (−9.66 × 10−18)
60 3.68 × 10−8 9.28 × 10−9 7.41 × 10−17 (−6.96 × 10−17)
80 9.48 × 10−10 2.38 × 10−10 1.13 × 10−17 (−4.34 × 10−18)
eigenvalues and the third one. Also, notice that the smallest eigenvalues are in absolute value very
small compared to tolcvg. At iteration 12, thematrix residual has only one eigenvalue larger than tolcvg.
Hence at iteration 13, see Table 2, the rank of Brst is equal to 1. At the end of RKSS, thematrix Z satisfies
‖BBT + AZZTAT − ZZT‖ = 8.25 × 10−13 which is slightly different from the residual norm shown
in Table 2 at iteration 14. This is because the true residual is given by (40). With the notation in (40),
the residual norms shown in Table 2 correspond to ‖Γ rstk ‖. The numerical rank of Z is equal to 23. The
“exact" solution X computed with MATLAB function dlyap is such that ‖X − ZZT‖ = 1.82 × 10−12
and has a numerical rank of 19. The difference in the ranks of X and Z is simply due to our choice of the
parameter tolsvd. The singular values of X and ZZ
T which are larger than tol2svd are almost the same,
see Fig. 1 (left).
The same comments apply to the case n = 500 and α = 0.49. For this example, the spectral radius
equals 0.98, so RKSS necessitates more iterations. The squared Smith method is illustrated in Table
1-right. The convergence behavior of RKSS is shown in Tables 4 and 5. The algorithm restarted 28 times
and used 928 matrix-vector products. The matrix Z has a rank of 39 and satisfies ‖BBT + AZZTAT −
ZZT‖ = 8.14 × 10−13. The solution X computed by dlyap is such that ‖X − ZZT‖ = 1.90 × 10−11
and has a numerical rank of 34. Fig. 1 (right) shows the singular values of X and ZZT .
Table 6 and Fig. 2 compare the residual norms in the case n = 50000 and for different spectral
radii.
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Table 6
Number of restarts and matrix-vector products required to reach different residual
norms, n =50,000.
α ρ(A) residual norm
10−4 10−6 10−8 10−10 10−12
0.45 0.9 1 2 3 5 6
64 96 128 162 200
0.49 0.98 4 9 15 22 28
160 320 512 736 928
0.499 0.998 16 58 113 175 240
528 1864 3648 5616 7696
100 200 300 400 500 600 700
10−10
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0.998
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Fig. 2. Residual norms for different values of ρ(A), n = 50,000.
6.2. Comparison with FOM
Denote by X
(f )
j the approximate solution obtained by FOM at iteration j. The conditions required
for X
(f )
j are
X
(f )
j ∈ range(Qj) and range
(
BBT − AX(f )j AT − X(f )j
)
⊥ range(Qj),
where Qj is the matrix obtained at step j of Algorithm 1 and the symbol ⊥ denotes the orthogonal-
ity with respect to the Euclidean inner product. With the notation of Algorithm 1, these conditions
simplify to
X
(f )
j = QjYjQTj and Yj −HjYjHTj −
⎛⎝R1RT1 0
0 0
⎞⎠ = 0.
We see that Yj satisfies a Lyapunov equation of type (1). If dim(Qj) is small and the eigenvalues of
Hj lie inside the unit circle, then the matrix Yj exists and is unique. It can be computed by any direct
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method. This leads to the approximate solution X
(f )
j in a low-rank form, i.e., Yj andQj . It is easy to see
that the matrix residual associated with X
(f )
j is given by
Γ
(f )
j = BBT − AX(f )j AT − X(f )j
=Qj+1
⎛⎝ 0 HjYjETj Hj+1,j
(HjYjE
T
j Hj+1,j)T Hj+1,jETj YjEjHTj+1,j
⎞⎠QTj+1 (41)
and that its norm satisfies
‖Γ (f )j ‖ =
∥∥∥∥∥∥
⎛⎝ 0 HjYjETj Hj+1,j
(HjYjE
T
j Hj+1,j)T Hj+1,jETj YjEjHTj+1,j
⎞⎠
∥∥∥∥∥∥ .
Thus, the norm of Γ
(f )
j can also be obtained in a cheap way, and if ‖Γ (f )j ‖ is not sufficiently small, one
is tempted to restart the process in a similar way as in Section 5. However, it is clear from (41) thatΓ
(f )
j
can have negative and positive eigenvalues of the same order. This means that a decomposition such
as (33)–(35) may not be possible. To illustrate, we consider again the case n = 500 and α = 0.49.
After 32 iterations of Algorithm 1, the matrices Hj , Qj and then X
(f )
j are computed. The norm of the
matrix residual ‖Γ (f )j ‖ is equal to 5.62× 10−6. The three largest eigenvalues of Γ (f )k are 5.62× 10−6,
3.51 × 10−15, 1.14 × 10−15 but the smallest one is −5.60 × 10−6 whose absolute value is close
to the largest eigenvalue and is larger than tolcvg. Decomposing Γ
(f )
j as in (33) with rank(B
rst) = 1
corresponding to the largest eigenvalue ofΓ
(f )
j leads to a newapproximationwith residual normequal
to 5.60 × 10−6. The next restarts lead to approximations with essentially the same residual norms!
6.3. Acceleration with ADI iteration
The ADImethodwas conceived by Peaceman and Rachford [15] to solve elliptic and parabolic PDEs,
and has been adapted by Wachspress [23,24] to solve Syslvester and Lyapunov matrix equations. It is
still the subject of intensive research. For the Eq. (1), an ADI iteration can be written
Xi+ 1
2
(I − μiAT ) = (A − μiI)XiAT + BBT ,
Xi+1(I − μ¯iAT ) = AXi+ 1
2
(AT − μ¯i) + BBT ,
where X0 is an approximate solution to (1) and μi is a real or complex shift parameter with |μi| < 1,
intended to accelerate the convergence. A detailed discussion can be found in [7,5]. Eliminating Xi+ 1
2
from the two equations gives the iteration
Xi+1 = AiXiA∗i + BiB∗i , (42)
where
Ai = (I − μ¯iA)−1A(A − μiI), Bi =
(
B
√
1 − |μi|2(I − μ¯iA)−1AB
)
, (43)
and A∗i and B∗i are the conjugate transposes of Ai and Bi. Note that if the shift is complex, then the
iterates Xi remain Hermitian if X0 is Hermitian. However, complex arithmetic may occur even if A and
B are real. One can easily verify that the solution X of (1) is a fixed point of the iteration (42). That is,
X = AiXA∗i + BiB∗i . (44)
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The idea is to apply RKSS to (44). The convergence can be fast if we find the shift μi that minimizes
the spectral radius of Ai.
Subtracting (42) from (44) gives X −Xi+1 = Ai(X −Xi)A∗i and after q iterations and hence q shifts,
we have
X − Xq =
(
0i=q−1Ai
)
(X − X0)
(

q−1
i=0 Ai
)∗
.
The convergence is governed by the spectral radius of the matrix product 0i=q−1Ai. The smaller the
spectral radius is, the faster the convergence.Note that thematricesAi, i = 0, . . . , q−1 commutewith
eachother, and their eigenvalues canbewrittenλ(λ−μi)/(1−μ¯iλ), whereλdenotes an eigenvalue of
A. The shift parametersμ0, . . . , μq−1 that minimize the spectral radius satisfy the minimax problem
{μ0, μ1, . . . , μq−1} = arg min
μ0,μ1,...,μq−1∈D
max
λ∈sp(A)
∣∣∣∣∣q−1i=0 λ(λ − μi)1 − μ¯iλ
∣∣∣∣∣ , (45)
whereD is the open unit disk and sp(A) denotes the spectrum of A. An important work on the choice
of optimal ADI shift parameters was done in [19]. Obviously, in practice, one can only hope to solve
(45) approximatively. Following the approach in [5], we use only one shift and replace sp(A) by a set
S that approximates a part of sp(A). The problem (45) is then simplified to
μ = arg min|μ|<1maxλ∈S
∣∣∣∣∣λ(λ − μ)1 − μ¯λ
∣∣∣∣∣ (46)
and Ai and Bi become
A = (I − μ¯A)−1A(A − μI), B =
(
B
√
1 − |μ|2(I − μ¯A)−1AB
)
. (47)
In our numerical tests, the set S is formed by the 10 largest and smallest (inmagnitude) eigenvalues
of A determined by the MATLAB command eigswith tolerance 10−4. The minimax problem is solved
approximately as an unconstrained optimization problem using the MATLAB command fminsearch.
In some cases, the smallest eigenvalues could not be approximated by eigs, then, the set S is formed
only by the largest eigenvalues. We illustrate the acceleration with two examples.
Example1 Weconsider the example of thepreceding subsectionwithn =50,000 andρ(A) = 0.998.
Note that RKSS applied to A and B with mmax = 32, tolsvd = 10−8, and tolcvg = 10−12 gives to the
following results: 240 restarts, 7696 matrix-vector products, 973 iterations, rank(Z) = 52.
The 10 eigenvalueswith largestmagnitude have been be computed, but the smallest ones could not
be approximated, so S is formed by the 10 largest approximate eigenvalues, and this givesμ ≈ 0. Note
that since the eigenvalues of A are known, the use of S = sp(A) gives the same value of μ ≈ 0. The
ADI iteration amounts to applying RKSS with A = A2 and B = (B AB). The results are: 153 restarts,
9640 matrix-vector products, 961 iterations, rank(Z) = 53.
Now we consider acceleration of the equation X − AXAT = BBT with A = A2 and B = (B AB).
Taking the squares of the 10 approximated eigenvalues leads to the shift μ = −0.9959 (note that
taking the squares of the elements in sp(A) givesμ = −0.9799).We apply RKSSwithμ = −0.9959 to
A˜ = (I−μA)−1A(A−μI) and B˜ =
(
B
√
1 − |μ|2(I − μA)−1B
)
. The inverse (I−μ¯A)−1 is obtained
through GMRES [17] (restarted GMRES with restart value 20 and tolerance 10−10). For example a
matrix-vector multiply like y = A˜x is obtained by solving for y the system (I −μA)y = A (Ax − μx)
andAx = A(Ax). Nowwe obtain: 13 restarts, 1656 matrix-vector products and 414 calls to GMRES, 32
iterations, rank(Z) = 57.
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Table 7
Results for Example 1. RKSS(2) is RKSS applied to A = A2 and B = (B AB).
Method Res. norm rst multA rank(Z)
RKSS 9.87 × 10−13 240 7696 52
RKSS(2) 9.99 × 10−13 153 9640 53
RKSS(2) + ADI 2.79 × 10−13 13 1656. 57
(.) : the number of matrix by vector products due to GMRES is not included.
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Fig. 3. Convergence behavior for Example 1.
These results are summarized in Table 7 and Fig. 3.
Example 2 We consider the continuous-time Lyapunov equation TX+XTT +EET = 0, where T is the
matrix TUB1000 of order n = 10001 representing the Jacobian of a tubular rectormodel, and E is a one-
column vector such that E(k) = 1/k , k = 1, . . . , n. The matrix T is unsymmetric, ‖T‖ = 2.00× 105,
and its spectrum is shown in Fig. 4 (left). Note that the solution X given by the MATLAB function lyap
is such that rank(X) = 30, ‖X‖ = 1.8572. The equation is transformed to an equation of type (1) with
A = (I − T)−1(I + T) and B = √2(I − T)−1(I + T)E,
see, e.g., [8]. The spectrum of A is shown in Fig. 4 (right). Since n is not too large, all inversions are done
“exactly", i.e., with the “backslash" command in MATLAB. The spectral radius of A is ρ(A) ≈ 0.9999.
RKSS applied to A and B, with mmax = 32, tolsvd = 10−8, and tolcvg = 10−10 yields the following
results: 443 restarts, 14208 matrix-vector products, 2220 iterations, rank(Z) = 27. The minimax
problem (46)with the set S formedby the10 smallest and largest eigenvalues ofAyieldsμ = −0.9997.
The results with RKSS and ADI are the following: 7 restarts, 256 matrix-vector products, 33 iterations,
rank(Z) = 36, see Table 8 and Fig. 5. Note that the matrix Z obtained with RKSS and ADI satisfies
‖ZZT‖ = 1.8572 = ‖X‖, ‖X − ZZT‖ = 9.15 × 10−10. The relative residual is ‖TZZT + ZZTTT +
EET‖/‖T‖ = 2.02 × 10−6/
(
2.00 × 105
)
= 1.01 × 10−11.
1 See http://math.nist.gov/MatrixMarket/.
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Fig. 4. Spectra of T (left) and A (right). Example 2.
Table 8
Results for Example 2.
Method Res. norm rst multA rank(Z)
RKSS 9.97 × 10−11 443 14,208 27
RKSS + ADI 6.53 × 10−11 7 256 36
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Fig. 5. Convergence behavior for Example 2.
7. Conclusion
The purpose of this paperwas to showoneway of adapting the squared Smithmethod to solve large
scale discrete-time Lyapunov equations. Theoretical and algorithmic aspects have been developed.
The main advantages can be summarized as follows: the block Arnoldi method in conjunction with
M. Sadkane / Linear Algebra and its Applications 436 (2012) 2807–2827 2827
an easy restarting mechanism is used to approximate the squared Smith solution in a low-rank form.
The storage requirement is limited. The method exploits the matrix structure through matrix-vector
multiplications. However, the quadratic convergence is not maintained.
To accelerate the convergence, we have used a simple variant of the ADI iteration. Although the
acceleration can be regarded as very satisfactory, further research is needed on how to recover the
quadratic convergence, for example, by combining the techniques developed in [7,4,5] and tuning the
different parameters of the algorithm.
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