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We present a theoretical analysis of a Majorana-based qubit consisting of two topological super-
conducting islands connected via a Josephson junction. The qubit is operated by electrostatic gates
which control the coupling of two of the four Majorana zero modes. At the end of the operation,
readout is performed in the charge basis. Even though the operations are not topologically protected,
the proposed experiment can potentially shed light on the coherence of the parity degree of freedom
in Majorana devices and serve as a first step towards topological Majorana qubits. We discuss
in detail the charge-stability diagram and its use for characterizing the parameters of the devices,
including the overlap of the Majorana edge states. We describe the multi-level spectral properties of
the system and present a detailed study of its controlled coherent oscillations, as well as decoherence
resulting from coupling to a non-Markovian environment. In particular, we study a gate-controlled
protocol where conversion between Coulomb-blockade and transmon regimes generates coherent os-
cillations of the qubit state due to the overlap of Majorana modes. We show that, in addition to
fluctuations of the Majorana coupling, considerable measurement errors may be accumulated during
the conversion intervals when electrostatic fluctuations in the superconducting islands are present.
These results are also relevant for several proposed implementations of topological qubits which rely
on readout based on charge detection.
I. INTRODUCTION
Majorana zero modes, hypothesized to occur in the
vortices of two-dimensional (2D) p-wave superconduc-
tors [1] and superfluids [2], have been recognized as
a promising basis for fault-tolerant quantum computa-
tion [3, 4]. During the last decade, the interest in Ma-
jorana zero modes has increased [5–7] as a number of
works showed that p-wave superconductivity can be en-
gineered in, for example, topological insulators [8], 2D
electron gases in semiconductor heterostructures [9, 10]
and 1D semiconductor nanowires [11, 12]. In the chain
of developments towards this goal, significant recent evi-
dence has indicated that these states have been observed
by tunneling spectroscopy as the edge modes of semi-
conducting nanowires or two-dimensional electron gases
proximitized by a bulk s-wave superconductor [13–22].
The original conception of topological quantum com-
putation relied on spatial manipulation of the zero modes
in braiding operations [4, 23, 24]. Several recent stud-
ies have proposed experimentally simpler schemes using
Majorana islands controlled by electrostatic gates, whose
operation is assisted by the charging energy of the is-
lands, or possibly additional quantum dots [25–32]. In
these schemes, the charging energy EC or a possible tun-
nel coupling between Majorana zero modes are used to
lift the topological ground-state degeneracy in order to
perform readout. In addition, by adiabatically changing
the effective charging energies and/or tunnel couplings
one can perform topologically protected qubit operations,
equivalent to braiding in real space.
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FIG. 1. (Color online) Schematic of our system: the outer re-
gions consist of two topological superconducting islands (blue)
each hosting a pair of Majorana modes (black crosses) cor-
responding to the quasiparticle operators γ1, γ2, γ3, γ4. The
gates shown below control the local potentials in the topo-
logical superconductors. The inner region consists of a gate-
controlled tunnel junction (green) as well as two trivial su-
perconducting regions (orange). The two gates shown below
the trivial superconductors are used to tune the Josephson
coupling EJ . A charge sensor is used to perform a charge
measurement on the left island.
A different but non-protected approach uses tunnel
coupling between two Majorana modes in a setup with
two superconducting islands connected via a Josephson
junction and placed within a resonant cavity [33, 34].
It exploits the fact that the energy spectrum becomes
insensitive to the local potential when the Josephson en-
ergy is sufficiently large, EJ  EC , eliminating dephas-
ing due to local potential fluctuations, an idea borrowed
from transmon qubits [35]. The system considered in
Refs. [33, 34], termed the topological transmon, has a
spectrum which is approximately that of a doubly de-
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2generate harmonic oscillator with frequency ωp equal to
the Josephson plasma frequency. Each single oscillator
mode of the system contains a two-level system associ-
ated with the occupation of the subgap level formed from
the Majorana edge modes straddling the junction.
In this paper, we discuss a device similar to the topo-
logical transmon, but instead of relying on readout in
a basis of transmon states using a resonant circuit, we
consider the possibility of initializing and reading out in
the charge basis. Our system is shown in Fig. 1. It
consists of two topological islands (blue) connected by a
gate-controllable tunnel bridge (green), which gives rise
to both the usual Josephson coupling −EJ cosφ associ-
ated with tunneling of Cooper pairs across the junction as
well as a coupling iγ2γ3EM cos
φ
2 associated with tunnel-
ing of single electrons, mediated by the inner Majorana
states. In addition, there are local gates controlling the
potentials on the islands VL, VR. Another pair of gates
is used to create trivial superconducting regions (orange)
which buffer the topological superconductors against the
tunnel junction, so that the inner pair of Majorana modes
γ2, γ3 remain spatially separated while maintaining a sig-
nificant Josephson coupling EJ . In our proposed scheme,
illustrated in Fig. 2, the islands are disconnected at the
beginning and end of the protocols (EM = EJ = 0),
inducing Coulomb blockade on each island and making
the charges of the left and right islands good quantum
numbers. The qubit is initialized in a charge eigenstate
(NˆL − NˆR)|n〉 = n|n〉 (where NˆL and NˆR are charge op-
erators for the left and right islands) with n depending
on the potentials VR, VL (e.g. we may consider initial-
ization in the state |0〉). During the protocol, the tunnel
coupling between islands is switched on via the middle
gate, introducing Josephson couplings EJ , EM 6= 0. The
qubit is then operated as a topological transmon, which
requires EJ  E−  EM where E− is a charging en-
ergy associated with the difference between the number
of electrons on the islands (so that the corresponding ca-
pacitive term in the Hamiltonian is E−(NˆL − NˆR)2). In
this stage, the individual parities of the islands provide
a spin- 12 degree of freedom, within which the Majorana
coupling EM generates coherent oscillations and thereby
leads to a rotation of the qubit. At the end of the proto-
col, the tunnel junction is pinched off, restoring Coulomb
blockade and the charge sensor is used to perform a mea-
surement of the charge NˆL on the left island.
A related scheme was suggested in Ref. 27 for valida-
tion of the topological qubit which was discussed in that
work. Indeed the present proposal should be viewed in
the same way. Inspired by the experimentally rather sim-
ple layout of the device, we wish to investigate how much
can be learned about the coherence of the parity degree of
freedom using techniques well-established in spin qubits.
However, instead of spin-to-charge conversion [36] we im-
plement parity-to-charge conversion in order to read out
the state of our system. We describe how to characterize
the qubit properties, establish that there is a zero-energy
state on each island and determine how the coupling be-
tween these can be controlled by the gates. However, it
is not the aim of this work to suggest methods to experi-
mentally prove that the zero-energy states are topological
Majorana bound states. In fact, the experiments we pro-
pose can in principle also be carried out if the zero-energy
states are Andreev bound states which remain fixed to
near zero energy throughout the experiment, whether ac-
cidentally or by careful fine-tuning. We shall also discuss
the potential obstacles to charge readout in our system,
which we may consider to be indicative of similar schemes
in future Majorana-based devices which may also need to
be operated without topological protection.
In the remainder of this work we shall first describe
the measurement of the ground state properties of the
two-island system via charge sensing in the space of lo-
cal gate voltages (VL, VR) before discussing the dynam-
ics of the multilevel system. We present calculations of
the visibility of coherent oscillations resulting from our
proposed protocol accounting for fluctuations in the elec-
trostatic environment beyond the Markov approximation
and thus account for a general frequency-dependent noise
spectrum. We describe several important sources of de-
coherence, and conclude that while fluctuations in EM
resulting from noise in the middle gate lead to pure de-
phasing at all times when EM is nonzero, the influence
of fluctuations in the potentials δV (t) = δVL(t)− δVR(t)
is considerably more subtle and depends crucially on the
noise spectrum S(ω) = ∫ 〈〈δV (t)δV (0)〉〉eiωtdt. When
the system is in the transmon regime, the main contribu-
tion to decoherence consists of fluctuations with ω = ωp
which lead to linear decay of the oscillations for short
times. However, accounting for the experimental lim-
its on the time Ts & 1 ns required for the switching on
of the tunnel barrier, we find that low-frequency noise
may lead to significant decoherence during (and only dur-
ing) the conversion stages at the beginning and end of
the protocol in a manner which is extremely sensitive
to the dynamical evolution of the many-body wavefunc-
tion. The mechanism we describe does not contribute to
the decay of the oscillations but rather introduces cor-
rections to the expected value 〈P0〉 of the projection op-
erator onto a charge state P = |0〉〈0| which are peri-
odic in the waiting time Tw. We illustrate these results
in Fig. 3, where we have accounted for both δV (t) and
δEM (t) fluctuations in the quasi-static regime, assuming
that the correlation time is long compared to the period
of coherent oscillations but short on the time-scale of
a complete experiment involving many individual mea-
surements, so the conditions 〈〈δV (t)δV (0)〉〉 = 〈〈δV 2〉〉,
〈〈δEM (t)δEM (0)〉〉 = 〈〈δE2M 〉〉 are fulfilled for each indi-
vidual measurement and the average is taken over ran-
dom variations in the static parameters. Fluctuations in
EM , which are associated with pure dephasing, lead to a
decay of the oscillations δ〈P0(Tf )〉 = −4〈〈δE2M 〉〉T 2w while
fluctuations in V (t) result in the distortion of the oscilla-
tions. We show results for
√
〈〈 δE2M
E2M
〉〉 = 0.02, and various
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FIG. 2. (Color online) A protocol for qubit operation con-
sisting of three stages of time-variation of the couplings EJ(t)
and EM (t). In the first stage, which occurs over a switching
time Ts, the couplings are increased from zero, to values sat-
isfying EJ  E−  EM . In the second stage, which occurs
over a waiting time Tw, the couplings are held constant. In
the final stage they are returned to zero.
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FIG. 3. (Color online) Our results for the coherent oscil-
lations observed by charge sensing at the end of the proto-
col illustrated in Fig. 2, accounting for fluctuations δEM and
δV = δVL−δVR. We calculate results for the particular case of
a noise spectrum 〈〈δEM (t)δEM (0)〉〉 = 〈〈δE2M 〉〉 = (0.02EM )2
with the average EM = 0.05E−, and 〈〈δV (t)δV (0)〉〉 =
〈〈δV 2〉〉 = 0 (black, dashed), (0.04E−)2 (blue) and (0.08E−)2
(red, bold).
values of
√
〈〈 δV 2
E2−
〉〉 = 0, 0.04, 0.08. It should be noted
that the value of the oscillations is smaller than unity at
Tw = 0 due to the finite switching time Ts = 20/E−.
The remainder of the paper is structured as follows:
in Section II we introduce the model describing our sys-
tem, and describe its level spectrum and some properties
which can be probed via charge sensing. In Section III
we consider protocols for pulsing the gates to generate
coherent oscillations. In Section IV we calculate the cor-
rections due to the visibility arising from decoherence due
to coupling to classical fluctuations of the local potential.
Finally, in Section V we present a summary of our results
and conclude.
II. SPECTRAL PROPERTIES OF THE DOUBLE
ISLAND QUBIT
We model our system (shown in Fig. 1) by a Hamil-
tonian consisting of single-electron number operators
NˆL, NˆR and the superconducting phase difference φ =
φL − φR:
H =
1
2
∑
i,j=L,R
C−1ij NˆiNˆj −
∑
i=L,R
ViNˆi
−EJ cosφ− iEMγ2γ3 cos φ
2
. (1)
Since the two-island system is chemically isolated from
the environment, the total charge NˆL + NˆR = N is con-
served. It is convenient to express the Hamiltonian in
terms of the relative number operator nˆ = NˆL − NˆR =
4i ∂∂φ , so the Hamiltonian reads
H = E+(N −Ng)2 + E−(nˆ− ng)2
−EJ cosφ+ iEMγ2γ3 cos φ
2
, (2)
where we have introduced the total charging energy
E+ =
C−1LL+C
−1
RR+2C
−1
LR
8 , the relative charging energy
E− =
C−1LL+C
−1
RR−2C−1LR
8 and the dimensionless gate volt-
ages Ng =
VR+VL
4E+
, ng =
VL−VR
4E−
+
C−1LL−C−1RR
2(C−1LL+C
−1
RR−2C−1LR)
N .
For simplicity, in future we will consider the case when
C−1LL = C
−1
RR. Due to the existence of zero-energy modes,
the total number N may be either even or odd in the
absence of excitations of quasiparticles above the super-
conducting gap. We also assume that the size of each
island is large compared to the spatial extent of the Ma-
jorana bound states, which implies that the outer Majo-
rana modes are not coupled to the rest of the system.
We plot the spectrum Ek(ng) of the two-island sys-
tem in Fig. 4 for three cases: (1) EJ , EM  E−, (2)
EJ  EM ∼ E− and (3) EM  E−  EJ . We assume
N is even and treat the first term in (2) involving the to-
tal capacitance as a constant offset and subtract it in all
cases. In case (1), which is plotted in Fig. 4a for EJ = 0,
EM = 0.2E−, neighbouring parabolic bands correspond
to states of definite charge in which a single electron is
transferred across the junction, and the charge difference
n = NL −NR in the ground state changes by two at the
crossings of the lowest parabolas. In cases (2) and (3),
plotted in Figs. 4b and 4c respectively, we may observe
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FIG. 4. ( The dispersion of energy levels Ek as a function of
ng for the situations: a) EJ = 0,
EM
E− = 0.2, b)
EJ
E− = 0.5,
EM
E− = 2, and c)
EJ
E− = 10,
EM
E− = 0.5. Color online: The
energy of the ground state E0 is highlighted in red.
that the dispersion of the lowest band is suppressed. In
case (2), plotted for EJ = 0.5E−, EM = 2E− the ma-
jor anticrossings occur at odd values of ng and between
charge states with odd and even parity; the lowest band is
gradually separated from the excited states with increas-
ing EM . In case 3, plotted for EJ = 10E−, EM = 0.5E−,
a pair of closely spaced, weakly dispersing bands emerges
at the bottom of the spectrum.
Since the total number operator NˆL + NˆR commutes
with the Hamiltonian, the many-body wavefunction is
simply a function of the phase difference and satisfies the
periodic (antiperiodic) boundary conditions ψ(φ+ 4pi) =
(−1)Nψ(φ) for even (odd) N . As a result, the spec-
trum is periodic, Ek(ng + 2) = Ek(ng). In the regime
EJ  E−  EM , ψ(φ) is localized around the min-
ima of the potential energy −EJ cosφ, and a standard
approach [33] involves replacing it with a harmonic oscil-
lator potential around one of the minima φ ≈ 0. After
a gauge transformation ψ → e− ingφ4 ψ the Hamiltonian
(2) (omitting the constant term containing N) takes the
harmonic oscillator form
H = −16E− ∂
2
∂φ2
+
EJ
2
φ2 (3)
with the dependence on ng having been absorbed into
new boundary conditions. Since the wavefunction is
localized around φ ≈ 0, it becomes insensitive to the
boundary conditions and the spectrum consists of a se-
ries of harmonic oscillator levels with level spacing equal
to the frequency ωp =
√
32EJE−.
The lowest states in the spectrum correspond to quan-
tized oscillations of the superconducting phase difference
φ at the plasma frequency ωp. Since the depth of the
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FIG. 5. (Color online) The amplitude of the oscillations in
the energy of neighbouring bands ∆k =
E2k+1(ng)−E2k(ng)
2
at
their maximum value (ng = 0) for (from bottom to top) k = 0
(red), k = 1 (blue) and k = 2 (green), for EM = 0. Units of
energy are chosen so that E− = 1.
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FIG. 6. (Color online) The splitting between pairs of bands
δk = E2k+1(ng) − E2k(ng) at their minimum values (corre-
sponding to ng = 1), shown in the solid lines for (top to
bottom) k = 0 (red), k = 1 (green), k = 2 (blue). Units
of energy are chosen so that E− = 1. The dashed red line
indicates the energy 2EM .
5potential energy is 2EJ , the number of oscillator levels
may be approximated by
Nosc =
√
EJ
8E−
, (4)
while the remaining excited states are approximately
charge eigenstates which are perturbed by the Joseph-
son energy. We note that our expression depends on the
mutual capacitance (C−1LR) of the two islands which re-
duces E− =
C−1LL−C−1LR
4 . Since charge dispersion is sup-
pressed either for EJ  E− or EM  E−, it is clear
that, aside from the mutual capacitance often being a
significant effect in experiment, it may be crucial in driv-
ing experiments into the transmon regime since E− may
be considerably reduced by the capacitive coupling be-
tween the islands when it is close to the self-capacitance
of the individual islands.
In the case EM = 0 where parity is a good quan-
tum number, the spacing between opposite parity states
within successive pairs of bands collapses as the sys-
tem is driven into the transmon regime, with the higher
pairs of levels becoming degenerate at successively larger
values of EJ . We have plotted the maximum splitting
∆k =
E2k+1(ng=0)−E2k(ng=0)
2 for EM = 0 in Fig. 5, for
the bands corresponding to k = 0 (red), k = 1 (blue)
and k = 2 (green) as a function of EJ .
As EM is switched on, the oscillator levels E2k+1 and
E2k, initially of definite and opposite parity, become
mixed by the Majorana coupling iEMγ2γ3 cos
φ
2 in Eq.
(2), which results in an energy splitting within each pair
which is dependent on EM . In Fig. 6 we plot the mini-
mum splitting δk = E2k+1(ng = 1) − E2k(ng = 1) after
the introduction of the Majorana coupling within each
doublet as a function of EJ for various values
EM
E−
= 0.05
(a), 0.1 (b), 0.15 (c), and 0.2 (d), and k = 0 (red), k = 1
(green) and k = 2 (blue). The dashed red line indicates
an energy of 2EM . For all levels, the minimum split-
ting converges to 2EM as the system is driven into the
transmon regime.
In our proposed geometry (Fig. 1), measurements of
the qubit are performed by charge sensing rather than
transport through the islands. When the parameters
(ng, Ng) are varied, the measurement of the average
charge on the left island becomes a probe of the charge
structure of the ground state, which is controlled by the
ratios of couplings EJ/E− and EM/E−. It is therefore
important to determine the circumstances under which
these couplings may be extracted via charge sensing.
We shall briefly consider an extension of our setup
which allows the charge states to be measured for dif-
ferent values of Ng and ng due to a coupling between one
or both islands and an electron reservoir. We assume
that this tunnel coupling is weak enough that we can ig-
nore the associated broadening of the charge states. In
addition, we assume that temperature is low enough and
that the sweeping rates of Ng and ng are slow enough,
such that the system remains in the ground state. The
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FIG. 7. (Color online) The charge stability diagram of the
two-island system, which consists of regions separated by
phase boundaries at which the average charge (NL, NR) on ei-
ther of the two islands exhibits a step. The phase boundaries
separating states of different total number N are shown in
the curved red lines for for parameters (a) EM
E− = 1,
EJ
E− = 0.1
and (b) EM
E− = 0.1,
EJ
E− = 5, and in the blue straight lines for
EJ = EM = 0. The dashed green lines indicate the boundary
between phases at which the charge is increased by a single
electron on one island and decreased by a single electron on
the other. The circle in panel b indicates the region in which
the phase boundary may be described by Eq. (5).
charge stability diagram is plotted in Fig. 7 for particular
values of EJ and EM with fixed E+ and E−. The blue
lines indicate the situation when EJ = EM = 0, while
red lines correspond to EJ , EM 6= 0. In the former situ-
ation, the charge stability diagram consists of hexagonal
regions with areas given by A = 2C−1LL/(C
−1
LL+2C
−1
LR) and
therefore fixed simply by the capacitances. Sharp verti-
cal phase boundaries appear at the transitions in which
a single electron is transferred between the islands while
zigzag boundaries separate horizontal regions in which a
single electron is added or removed from the entire sys-
tem. The areas of the distinct phases therefore reflects
6the presence of a zero energy subgap state which allows
for a change in the fermionic parity of either a single is-
land (−1)NˆL = −iγ1γ2, (−1)NˆR = −iγ3γ4 or of the whole
system, (−1)NˆL+NˆR = −γ1γ2γ3γ4.
With a nonzero value of either EM or EJ , the bound-
aries separating horizontal regions with different N re-
main sharp but become rounded in both cases. When EM
is nonzero, the inner Majorana modes γ3, γ4 are coupled
and the individual parities iγ1γ2, iγ3γ4 no longer com-
mute with the Hamiltonian, leading to the disappearance
of the vertical boundaries seen for EM = 0. For the case
EJ  E−, E
2
−
EM
the height of the phase boundary between
N = 0 and N = 1 states near ng = 0 (indicated by the
dashed line above the circle in Fig. 7a) is given by
Ng =
1
2
+
E−
2E+
−
√
(
E−ng
E+
)2 + (
EM
2E+
)2 , (5)
and reflects the anticrossings at the odd integer values
of ng observed in Fig. 4a. As EM is reduced to zero,
the phase boundary develops a cusp at ng = 0. This
cusp remains even when the condition EJ  E− is not
fulfilled, but the height of the phase boundary is reduced
quadratically in EJ . This situation is illustrated in Fig.
7b, with parameters EM = 0.1E− and EJ = 5E−.
From Eq. (2), we may see that the average charge on
the left island, 〈NˆL〉 = 12 (〈nˆ〉+N), may be related to the
ground state energy EG via
dEG
dng
= 2E−(〈nˆ〉−ng). Thus,
within a region of fixed total number N , 〈NL〉 will be con-
stant as a function of Ng for fixed ng. The charge on the
left island is plotted as a function of ng for several values
of EJ/E−, EM/E− in Fig. 8. In situations illustrated
in (a) and (b), the charge exhibits well-defined steps at
odd integer values of ng which are associated with the
extrema of the lowest band of the spectra illustrated in
Fig. 4. When the islands are individually Coulomb block-
aded, anticrossings between states of opposite parity oc-
cur at odd integer values of ng, and at these values the
separation in energy between the lowest two states of
the same parity is equal to 8E−. Thus charge fluctua-
tions associated with EJ may be treated perturbatively
when EJ  8E−. If, additionally, EM = 0, the parity of
each island is fixed and the average charge 〈NˆL〉 exhibits
a vertical jump as the ground state changes abruptly
at the level crossing between states of opposite parity.
For nonzero EM , this jump remains visible as long as
EM  E−. To lowest order in EJE− the average charge for
ng ≈ 0 is given by
〈NˆL〉 =
(
E2J
256E2−
+
E2M
16E2−
)
ng (6)
while for ng ≈ 1 we have
〈NˆL〉 = 1
2
+
E−(ng − 1)√
(EM2 )
2 + 4E2−(ng − 1)2
, (7)
and the slope of the step at ng = 1 is equal to
2E−
EM
.
In the topological transmon regime, EJ  E−  EM ,
the many-body wavefunction may be approximated by
harmonic oscillator states in the phase representation and
the spectrum may be solved by standard methods [33].
We find that
〈NˆL〉 = ng
2
+
pit2 sinpi(ng − 1)
32
√
(EM/E−)2 + t2 sin2
pi(ng−1)
2
(8)
where
t = 64
√
2
pi
(
EJ
8E−
) 3
4
e−
√
2EJ/E− . (9)
Thus, both in the cases when EJ , EM  E−, and EJ 
E−  E−t EM , sharp steps are visible at values of ng
corresponding to anticrossings between different parity
states. In the latter case, the large value of EJ results in
slopes d〈NˆL〉dng > 0 for even integer values of ng (as seen in
Fig. 8a,b), while a vertical step survives at odd integer
values of ng, reflecting the fact that the term−EJ cosφ in
the Hamiltonian (2) can only generate fluctuations in the
number of Cooper pairs on each island without affecting
the fermionic parity.
From Eq. (8) we observe that d〈NˆL〉dng is maximum at
odd values of ng and minimum at even values. For ng
odd the slope is given by
d〈NˆL〉
dng
=
1
2
+
pi2t2E−
32EM
(10)
while for ng even
d〈NˆL〉
dng
=
1
2
− pi
2t2
32
√
(EM/E−)2 + t2
. (11)
Comparison of the slopes at odd and even integer val-
ues of ng therefore allows the direct extraction of two
distinct parameters EM , EJ , indicating the existence of
two independent couplings proportional to ∝ cos φ2 and∝ cosφ.
III. COHERENT OSCILLATIONS
As we saw in Fig. 4c, the lowest states of the charge
spectrum in the regime EM  E−  EJ (i.e. the topo-
logical transmon) consists of a pair of harmonic oscilla-
tor levels which disperse weakly with ng and are sep-
arated from the excited states by the plasma freqency
ωp =
√
32EJE−. If the Majorana coupling EM is varied
with time, coherent operations may be performed within
the doublet of levels within the lowest mode of the trans-
mon without exciting plasma oscillations. In this sec-
tion, we will analyse the operation of a pulsing protocol
in which both EJ and EM are varied in time via pulsing
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FIG. 8. (Color online) The average charge on one island 〈NL〉 as a function of ng for (a) EM = 0.01, (b) EM = 0.1 and (c)
EM = 1 in units of E−, for various values of EJ .
of the three gates shown in Fig. 1, with initialization and
readout occurring under Coulomb blockade EJ , EM = 0.
The protocol, which realizes a Ramsey interferometry
experiment, is illustrated in Fig. 2. The tunnel junc-
tion is initially closed, with thermal relaxation initializ-
ing the qubit in the lowest charge state, which we may
assume to be n = 0 (and therefore −1 < ng < 1). The
tunnel junction is then opened over a switching period
0 < t < Ts, driving the system into the topological trans-
mon regime EJ  E−  EM . During this period, the
instantaneous eigenstates of the time-dependent Hamil-
tonian H(t) evolve continuously from states of definite
charge into a spectrum of topological transmon states
which consists of doublets of oscillator levels. During
this period, the many-body wavefunction must be con-
verted into an equal superposition of states within the
lowest doublet. EJ and EM are then fixed over a wait-
ing period Ts ≤ t ≤ Ts + Tw, and the quantum state
undergoes coherent oscillations. In the final stage of the
process, Ts + Tw < t ≤ Tf , EJ and EM are returned to
zero, converting the quantum state into a superposition
of the lowest two charge states. The charge sensor then
performs a projective measurement of NˆL. In an opti-
mal experimental situation, it is sensitive to only few NˆL
eigenstates.
In the remainder of the paper, we consider the expec-
tation value of an outcome of the measurement which
is equal to projection onto a given charge state, namely
|n = 0〉,
〈P0〉final = TrP0ρ(Tf ) (12)
where P0 = |0〉〈0| is the projection operator and ρ(t)
is the density matrix, which exhibits coherent oscilla-
tions as a function of the waiting time Tw. The visibil-
ity of oscillations is maximal under the conditions that
1) the many-body wavefunction remain within the sub-
space spanned by the lowest two instantaneous eigen-
states of H(t) during the process, and 2) the initial stage
0 < t < Ts results in its conversion into an equal su-
perposition of the lowest two instantaneous eigenstates.
If EJ and EM were switched on too slowly, the quan-
tum state would remain within the instantaneous ground
state and avoid coherent oscillations. At the same time,
the switching time Ts must be sufficiently long as to avoid
leakage to the higher excited states. At the start of the
switching interval, the lowest two charge states are sep-
arated from the higher levels by a splitting of the or-
der of 16E−, and this splitting evolves into multiples
of the plasma frequency lωp = l
√
32EJE− at the end
of the interval where l is the oscillator index. At the
same time, the matrix element of the Josephson coupling
−EJ(t) cosφ connecting the lowest doublet to the excited
states varies between −EJ2 and − ωp√2 . At the end of the
switching interval the interaction −EJ cosφ ∼ EJφ
2
2 only
connects the lowest doublet to the states with oscillator
index l = 2. It follows that the time Ts must satisfy
Ts  EJ128E2− 
1
4
√
2ωp
(where the second inequality is
implied by the transmon criterion EJ  E−  EM ).
Taking parameters E− = 10µeV and EJ = 40E−, this
requires Ts  0.02 ns. In most experiments switching
times are limited to Ts > 1 ns, so we expect that condi-
tion 1) will always be fulfilled.
On the other hand, the circumstances under which con-
dition 2) is satisfied follow more complex criteria, and it
is necessary to examine the dynamics of the many-body
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FIG. 9. (Color online) Coherent oscillations for various
choices of ng = 0 (a,b), ng = 0.1 (c, d), ng = 0.5 (e,f),
ng = 0.9 (g, h), ng = 1 (i, j). The left panels (a,c,e,g,i) show
the time evolution of the components of the wavefunction Ψ(t)
projected onto the instantaneous adiabatic eigenbasis of the
full Hamiltonian H(t) (13), while the right panels (b,d,f,h,j)
show the components in the instantaneous eigenbasis of the
partial Hamiltonian H0(t) which excludes the Majorana cou-
pling ∝ EM . The values of the inter-island couplings are
taken to be EJ = 50E−, EM = 0.05E− during the waiting
period, and the switching time is Ts =
20
E− .
state during the switching interval in more detail. If EM
were set to zero at all times, the instantaneous adiabatic
eigenstates of the resulting Hamiltonian H0(t) are slowly
varying, while the adiabatic eigenstates of the full Hamil-
tonian
H(t) = H0(t) +HM (t) , (13)
accounting for the Majorana coupling HM (t) =
−iEM (t)γ2γ3 cos φ2 vary quickly in comparison as EM
is switched on. The wavefunction may be expressed as
a coherent superposition of the lowest two eigenstates
of H0(t), which have definite and opposite parity, and
evolves under the effective two-level Hamiltonian
H2×2(t) = −βx(t)σx
2
− βz(t)σz
2
(14)
where βx(t) is the projection of HM (t) onto the low-
est two-level subspace spanned by the eigenstates of
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FIG. 10. (Color online) The outcome of the preparation of
the wavefunction Ψ(Ts). The plots show the magnitude of
the components of Ψ(t) at time t = Ts projected onto the
instantaneous eigenbasis |ψk(t)〉 of the full Hamiltonian H(t)
(13), as a function of Ts for different fixed values ng = 0
(a), ng = 0.5 (b), ng = 0.9 (c), ng = 1 (d). The different
components of the wavefunction |〈ψk|Ψ(Ts)〉|2 are indicated
by curves in order of increasing thickness, k = 0 (red), k = 1
(blue), k = 2 (green), k = 3 (orange).
H0(t) and βz(t) is the splitting between these levels.
The evolution of the wavefunction is significantly com-
plicated by the nonlinear time dependence of βz(t) ∼
EJ(t)
3
4 e−
√
2EJ (t)/E− for t ≈ Ts. If ng were tuned to a
crossing of parity states (see Fig. 4a), so that βz(t) re-
mained zero then the wavefunction would be prepared
in a perfect equal superposition of σx eigenstates for all
switching times. However if the detuning of ng from the
crossing were significant, βz(t) would be of the order of
E− under Coulomb blockade (t = 0) and vary exponen-
tially over the switching period. In this situation the
evolution of the wavefunction varies considerably as a
function of ng(t) and it is not possible to characterize it
via the switching time Ts.
This fact is illustrated in the plots in Figs. 9 and 10 of
the time-evolution of the many-body wavefunction Ψ(t),
calculated via numerical integration, for a number of pro-
tocols, with initialization in the state |n = 0〉. The plots
demonstrate the sensitivity of coherent oscillations to the
value of ng during the switching intervals. In order to
simulate the opening of the tunnel barrier, we assume
that the tunneling amplitudes, and therefore EM , in-
crease linearly with time, and consequently EJ increases
quadratically in time over the initial switching interval.
9In the final switching period all parameters undergo the
inverse evolution. We choose to keep ng fixed for the
entire process, and this may be contrasted with a typ-
ical Ramsey experiment performed in a non-topological
Cooper pair box, in which ng is varied from an initial
value at which the ground state exhibits no charge fluc-
tuations to a value corresponding to an anticrossing be-
tween charge states, with the Josephson coupling driving
coherent oscillations during the waiting period. In our
case, it is not necessary to vary ng since EJ may be used
to collapse the spacing between charge states while EM
drives the oscillations. Explicitly, the process is given by
EM (t) =

αt , 0 < t < Ts
αTs , Ts < t < Ts + Tw ,
α(Tf − t) , Ts + Tw < t < Tw
,
EJ(t) =

βt2 , 0 < t < Ts ,
βT 2s , Ts < t < Ts + Tw ,
β(t− Tf )2 , Ts + Tw < t < Tf
. (15)
In Fig. 9 we have plotted the full wavefunction for sev-
eral situations projected onto two different bases: the
first (A) consisting of instanteous eigenstates |ψk〉 of the
full Hamiltonian H(t) (13), and the second (B) consist-
ing of the instantaneous eigenstates |ϕlσ〉 of H0(t) (13)
which possess definite parity σ = ±1. Plotted in basis
(A) (Fig. 9a, c, e, g, i), the quantum state Ψ(t) evolves
from the lowest charge eigenstate into a coherent super-
position of the lowest two instantaneous eigenstates of
H(t) at the end of the initial switching period, with the
weights 〈ψk|Ψ〉 in the states k = 0, 1 depending signifi-
cantly on the value of ng. Maximum visibility of oscil-
lations, |〈ψ0|Ψ〉|2 = |〈ψ1|Ψ〉|2, is achieved when ng = 1,
which corresponds to perfect initialization in the state
|n = 0〉, although this state becomes degenerate with
|n = 2〉 for this value of ng. Significantly lower coher-
ence is achieved for ng = 0, which corresponds to ini-
tialization in a ground state which has maximum sep-
aration from the higher charge states. Plotted in ba-
sis (B) (Fig. 9b,d,f,h,g), the wavefunction exhibits parity
oscillations with amplitudes which are only slightly sup-
pressed by imperfect preparation during switching. For
ng = 0, the components of the wavefunction in basis (A)
are |〈ψ0|Ψ〉|2 = 0.68, |〈ψ1|Ψ〉|2 = 0.32, and the ampli-
tude of oscillations is 2
√
0.68× 0.32 = 0.93. In all our
plots the values of the inter-island coupling constants are
EM (Ts) = αTs = 0.05E−, EJ(Ts) = αT 2s = 50E−.
In Fig. 10 we plot the magnitude of the components
of the many-body wavefunction 〈ψk(t)|Ψ(t = Ts)〉 pro-
jected onto the instanteous eigenbasis as a function of Ts
for various values of ng. Figs. 9 and 10 illustrate the
dependence of the evolution of Ψ(t) to the behaviour of
ng during the switching interval. Coherence is maximum
when ng = 1 and decreases substantially as both ng is
driven away from the crossing and Ts is increased. The
plots also illustrate the sensitivity of the final conversion
process (Ts + Tw < t < Tf ) to ng: when ng is moved
slightly away from zero, the third level is populated with
probability ≈ 0.15, resulting from the collapse of the level
spacing between charge states |n = 2〉 and |n = −2〉 at
the end of the process.
IV. DECOHERENCE
Having established the predicted outcomes of a care-
fully controlled ideal experiment, we shall now focus on
the reduction of the visibility of coherent oscillations due
to coupling to a noisy environment. We may introduce
decoherence into our model (2) via random fluctuations
of the parameters EJ(t), EM (t), ng(t) originating from
classical fluctuations of the local electrostatic potential,
which generate random terms in the Hamiltonian
H → H − δng(t)VN − δEJ(t)VJ − δEM (t)VM (16)
where
VN = − ∂H
∂ng
= 2E−nˆ ,
VJ = cosφ , VM = iγ2γ3 cos
φ
2
. (17)
The von Neumann equation for the density matrix in the
interaction picture is given by
i
d
dt
〈〈ρI(t)〉〉 =
〈〈[δng(t)V IN (t) + δEJ(t)V IJ (t) + δEM (t)V IM (t), ρI(t)]〉〉
(18)
with ρI(t) = U†(t)ρ(t)U(t), V IN (t) = U
†(t)VNU(t),
V IJ (t) = U
†(t)VJU(t), V IM (t) = U
†(t)VMU(t) and U be-
ing the propagator unperturbed by random fluctuations.
If we assume that the correction to the measurement out-
come TrP0ρ(Tf ) (12) is small, we may expand the den-
sity matrix to lowest order in the autocorrelation func-
tions of the fluctuations, and the resulting correction to
TrP0ρ(Tf ) consists of a sum of separate contributions
from fluctuations in the three parameters,
δTrP0ρ(Tf ) = −TrP0 [δV + δJ + δM ] (19)
where
δV =
∫ Tf
0
∫ t
0
〈〈δng(t)δng(t′)〉〉
× [V IN (t), [V IN (t′), ρ(0)]] dt′dt, (20)
δJ =
∫ Tf
0
∫ t
0
〈〈δEJ(t)δEJ(t′)〉〉
× [V IJ (t), [V IJ (t′), ρ(0)]] dt′dt, (21)
δM =
∫ Tf
0
∫ t
0
〈〈δEM (t)δEM (t′)〉〉
× [V IM (t), [V IM (t′), ρ(0)]] dt′dt. (22)
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As we saw in the previous section, the effect of the un-
perturbed propagator U is to generate rotations within
each two-dimensional subspace spanned by pairs of in-
stantaneous eigenstates (ϕl+, ϕl−) of H0(t) (13). Low-
frequency fluctuations in δng(t), δEM (t), δEJ(t), en-
ter the integrals (20,21,22) via the matrix elements of
the operators VN , VJ and VM among states lying in
the lowest two-level subspace, while higher frequency
fluctuations may result in the generation of nonvanish-
ing components of the density matrix in the higher lev-
els, which we will discuss in detail later. Considering
the influence of low-frequency fluctuations, we find that
〈ϕlσ|VJ |ϕlσ′〉 = 〈ϕlσ|VM |ϕlσ〉 = 0 while 〈ϕl+|VM |ϕl−〉
varies between unity at t = 0 (when EJ = 0) and two
at t = Ts (when EJ  E−). It follows that δJ vanishes,
while fluctuations in EM lead to pure dephasing, with
−TrP0δM ≈ 4
∫ Tf
0
∫ t
0
〈〈δEM (t)δEM (t′)〉〉dt′dt . (23)
The value of EM is controlled by the transparency of
the central junction, and we should expect δEM to vary
significantly during the switching periods.
For sufficiently large values of EJ/E−, the contri-
bution to decoherence from low-frequency fluctuations
in ng becomes exponentially suppressed since the spec-
trum of H0(t) is insensitive to ng, which implies that
〈ϕlσ|VN |ϕlσ′〉 = 〈ϕlσ|− ∂H∂ng |ϕlσ′〉 ≈ 0. We may then eval-
uate (20) by expressing U(t) as a rotation matrix within
the subspace (ϕl+, ϕl−) with l = 0 via U†(t)σU(t) =
σR(t) to obtain
δTrρ(Tf )σz = −(2E−)2×∫ Tf
0
∫ t
0
〈〈δng(t)δng(t′)〉〉u(t)u(t′)R(Tf )zˆ · Z(t′, t)dt′dt ,
Z(t′, t) = R(t)zˆ × (R(t′)zˆ × zˆ) , (24)
where
u(t) =
〈ϕ0+|nˆ|ϕ0+〉 − 〈ϕ0−|nˆ|ϕ0−〉
2
. (25)
Noting that u(t) is equal to unity at t = 0 and becomes
suppressed by the large value of EJ for Ts < t < Ts+Tw,
we only need to consider contributions to the integral
(24) from times t, t′ both lying within the switching pe-
riods. We also note that for most of the initial switching
period βz  βx and therefore R(t) generates rotations
about the zˆ axis, and the factor R(t′)zˆ × zˆ = 0. Con-
sistent with these observations, numerical evaluation of
(24) shows that the product of the factors u(t), u(t′) and
those arising from rotations is negligible for t, t′ < Ts.
On the other hand, at the end of the waiting period,
t = Ts + Tw, the polarization vector Trσρ(t) lies in the
y − z plane and may undergo significant rotation during
the final stage of the protocol, Ts + Tw < t
′ < t < Tf .
We therefore only account for the contributions to the
integral from the final stage.
Introducing the rotation operators
R1 = R(Ts) , R2 = R(Ts + Tw)R
†(Ts) ,
R3(t) = R(t)R
†(Ts + Tw) , (26)
and noting that over the waiting period Ts < t, t
′ < Ts +
Tw the two-level Hamiltonian (14) is proportional to σx,
we observe that R2 is simply a rotation about the xˆ-axis
by an angle ωTw where ω = βz(Ts). Thus we may express
the vectors R(t)zˆ for Ts + Tw < t < Tf in terms of the
waiting time Ts via
R(t) = R3(t)R2R1zˆ ,
R1zˆ = v0nˆ0 +
v1nˆ−1 + v−1nˆ1
2
,
R2R1zˆ = v0nˆ0 +
v1e
−iωTw nˆ−1 + v−1eiωTw nˆ1
2
(27)
where
nˆ0 = xˆ , nˆ±1 = zˆ ∓ iyˆ . (28)
In terms of the quantities associated with the rotation
operators the measurement outcome in the absence of
decoherence is given by
〈P0〉final = 1
2
[1 + λ0 + λ1 cos(ωTw + Φ)] ,
λ0 = (xˆ ·R1zˆ)(zˆ ·R3(Tf )xˆ) ,
λ1 =
√
1− (xˆ ·R1zˆ)2
√
1− (zˆ ·R3(Tf )xˆ)2 ,
Φ = tan−1
yˆ ·R1zˆ
zˆ ·R1zˆ − tan
−1 zˆ ·R3(Tf )yˆ
zˆ ·R3(Tf )zˆ . (29)
Since the integrand in (24) contains products of the vec-
tors R3(t), R3(t
′) and R3(Tf ), the correction to 〈P0〉final
due to decoherence takes the form of a sum over harmon-
ics
−δ〈P0〉final = 1
2
W0 +
1
2
Re
[
W1e
iωTw +W2e
2iωTw +W3e
3iωTw
]
,
(30)
where
Wn =−
∑
i+j+k=−n
vivjvk
∫ Tf
Ts+Tw
∫ t
Ts+Tw
〈〈δng(t)δng(t′)〉〉u(t)u(t′)R3(Tf )nˆi · [R3(t)nˆj × (R3(t′)nˆk × zˆ)] dt′dt (31)
In the case of ideal preparation during the switching in- terval, the polarization Trρ(t)σ lies in the y−z plane and
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FIG. 11. (Color online) The magnitude of coefficients |wn| =
|Wn|/〈δn2g〉(2E−Ts)2 [Eq. 31], plotted in curves in order of
decreasing thickness ng = 0.3 (red), 0.5 (blue), 0.7 (green),
and 0.9 (orange). The dashed orange curve shows ng = 1.
undergoes rotations about the x-axis. Consequently v0
vanishes and |v1| = |v−1| = 1. We therefore expect that
Wn are small for n = 0, 2. Generally, the rotational fac-
tors as well as u(t) in (14) are of the order of unity in the
relevant domains, and if significant correlations exist dur-
ing the final switching period, 〈〈δng(t)δng(t′)〉〉 ∼ 〈δn2g〉
where
√
〈δn2g〉 is the rms value of the fluctuations in ng.
The maximum possible value of the corrections due to
decoherence for n = 1, 3 is then
|Wn| → 〈δn2g〉(2E−Ts)2 . (32)
We evaluated the integrals (31) numerically with an
autocorrelation function of the form
〈〈δng(t′)δng(t)〉〉 = 〈δn2g〉e−|t−t
′|/τ (33)
which corresponds to a single Lorentzian fluctuator with
a correlation time τ . The protocol is given in Eq. (15),
with the coupling constants EJ = 50E−, EM = 0.05E−
during the waiting period, and certain fixed values of
ng. We parametrize the correction via dimensionless con-
stants |wn| defined by
|Wn| = |wn|〈δn2g〉(2E−Ts)2 . (34)
We have plotted |wn| for the case where the switching
time is Ts = 10/E− in Fig. 11 as a function of the
correlation time for values ng = 0.3 (red), 0.5 (blue),
0.7 (green), 0.9 (orange, dashed), and 1 (orange). The
plots exhibit saturation for τ  Ts, with the influence
of decoherence being maximum when ng = 1, in which
case |w1| ≈ 0.6 and |w3| ≈ 0.3. We have plotted the
dependence of the saturating values of |wn| on ng for
Ts = 10/E− and Ts = 20/E− in panels a, b respectively
of Fig. 12. When |w1|, |w3| are of the order of unity, the
correction to the oscillations is of the order of 〈400δn2g〉
for Ts = 10/E−, and the oscillations are significantly re-
duced when the rms value of the fluctuations exceeds 5%.
Both plots display a highly monotonic dependence of the
decoherence corrections to the visibility on ng, as well an
extreme sensitivity, with |w1| varying by ≈ 50% over the
range ng = 0.9 and ng = 1 in both panels of Fig. 12.
We also note that for ng ≈ 0, leakage outside of the
operational space occurs at the end of the protocol, as
was shown in Fig. 9. In such a situation our formalism
based on Eq. 31 is no longer applicable, thus we only
show results in the range 0.3 ≤ ng < 1.
In addition to decoherence arising from rotations of
the density matrix during the final stage of the protocol,
we must also consider contributions to the integral (20)
containing matrix elements of the perturbing operator
V which connect the operational subspace to the higher
levels. At the beginning and end of the protocol, the
instantaneous spectrum of the Hamiltonian consists of
states of definite charge and V becomes diagonal, so the
integral (20) does not contain contributions from times
where EJ  E−. Considering the situation where the
increase in EJ is most rapid at the end of the initial
switching period and the beginning of the final switch-
ing period (e.g. EJ ∼ t2 and EJ ∼ (Tf − t)2), we may
take the limits of integration in (20) to enclose the wait-
ing period, during which the instantaneous spectrum of
the complete Hamiltonian H(t) consists of equal super-
positions of oscillator states with opposite parity. The
operator V = −8iE− ddφ is a sum of creation and an-
nihilation operators acting on the oscillator levels, which
couples the lowest four eigenstates ψk of H pairwise, with
matrix elements
〈ψ2|V |ψ0〉 = 〈ψ3|V |ψ1〉 =
√
ωpE− . (35)
Fermi’s golden rule then implies that an incoherent pop-
ulation of the higher levels spanned by (ψ2, ψ3) will oc-
cur at a rate proportional to the component of the noise
spectrum at the plasma frequency. Explicitly evaluat-
ing Eq. (20) for a general spectrum, 〈〈δng(t)δng(0)〉〉 =∫
S(ω)e−iωtdω/2pi we obtain
δ〈P0〉
〈P0〉 = −E−ωp(S(ωp)Tw+
Re
[
e−iωpTw
∫
S(ω)eiωTw
(ω − ωp + i0)2
dω
2pi
−
∫
S(ω)
(ω − ωp + i0)2
dω
2pi
]
.
(36)
In addition to the linear decay, there is a correction to
the visibility which oscillates at the plasma frequency as
a function of Tw. For realistic parameters E− ≈ 10 µeV,
EJ/E− = 50, the plasma frequency is ≈ 600 GHz, and
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FIG. 12. (Color online) The saturating values of |wn| as a function of ng for two protocols with Ts = 10/E− (left) and
Ts = 20/E− (right).
the oscillating contribution is completely invisible. Fur-
thermore, there is no contribution from low-frequency
noise, and the only relevant source of potential fluctu-
ations consists of high-frequency Johnson-Nyquist noise.
In this range, S(ω) is independent of frequency and linear
decay is enhanced with increasing EJ due to the fact that
the probability for excitations between oscillator levels is
proportional to the plasma frequency.
V. SUMMARY AND CONCLUSIONS
In this work we have presented a detailed study of
a four-Majorana qubit which, despite its simple layout,
may provide key insight into the degree of coherent con-
trol over Majorana couplings which is essential to fu-
ture devices for Majorana-based quantum computation.
Our analysis demonstrates that the system may be op-
erated smoothly between the charge qubit and transmon
regimes while retaining a two-level operational subspace
corresponding to the parity degree of freedom which is
inherited from the topological superconductivity of the
islands. We also show how charge sensing in equilibrium
may be used to measure both EJ and EM in the physi-
cally interesting regimes.
We have investigated a protocol in which the qubit
is initialized and read out in the charge basis but oper-
ated as a transmon qubit while coherent oscillations of
the parity are performed. A novel feature of our qubit
is that the inverse qubit frequency 2piEM may be made
long while maintaining EJ  E−, in comparison to
conventional transmons for which the inverse frequency
2pi
ωp
= pi√
32EJE−
must decrease as the system is driven
deeper into the large-EJ regime. However, choosing to
initialize and read out in the charge basis introduces sig-
nificant errors which accumulate over the final switching
interval when a fluctuating electrostatic environment is
present, and this provides a major obstacle to performing
charge-based readout which we expect will be shared by
other schemes based on parity-to-charge conversion (see,
for example Refs. [27, 28]).
We have considered several mechanisms for the deco-
herence of the device during coherent oscillations, namely
1) conversion errors resulting from δng fluctuations, 2)
pure dephasing resulting from δEM fluctuations and
3) leakage out of the operational space due to high-
frequency δVg fluctuations during the waiting period.
We have shown that conversion errors lead to a
correction to the oscillations which is generally ∼
〈2E−δn2g〉T 2s = 14 〈δV 2g 〉T 2s , which is comparable to de-
coherence in conventional charge qubits due to the same
source of noise. This particular mechanism decoheres
the qubit only during the final switching interval and
therefore influences the shape of the oscillations via the
introduction of other harmonics without affecting their
visibility at long wait times. Based on detailed analy-
sis, we have shown that this mechanism as well as the
qubit initialization are highly sensitive to the value of
ng: when ng = 1, corresponding to initialization at a
level crossing of charge states, preparation is ideal in the
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absence of noise, with the many-body wavefunction hav-
ing probabilities |〈ψ0|Ψ〉|2 = |〈ψ1|Ψ〉|2 = 0.5 in the lowest
two levels ψ0, ψ1 of the instantaneous eigenbasis during
the waiting period, regardless of the switching time. At
the same time, the qubit is most susceptible to noise
during the final switching interval. When ng = 0.5,
the decoherence correction to the oscillations is reduced
(Fig. 12), however the preparation is far from ideal, with
|〈ψ0|Ψ〉|2 = 0.65 and |〈ψ1|Ψ〉|2 = 0.35 for Ts = 20/E−
(Fig. 10b). We note that if the protocol is altered to in-
troduce time-variation in ng, then both initialization and
conversion errors will depend only weakly on the value of
ng outside the waiting period, as the qubit state under-
goes the maximum rotation at times t ≈ Ts, Tw + Ts.
In contrast, both δEM and δVg fluctuations during the
waiting period lead to linear decay of the oscillations at
short times, with δEM associated with pure dephasing
and δVg with leakage into the excited states of the trans-
mon spectrum when the noise spectrum possesses weight
at the plasma frequency.
The coexistence of several mechanisms of decoherence
which have qualitatively distinct influences on the oscilla-
tions demonstrates that a significant amount of informa-
tion about the interaction of the fluctuating electrostatic
environment with the dynamics of the many-body wave-
function may be gleaned from the presence of higher har-
monics in the oscillations. All in all our findings provide
useful tools for studying future Majorana-based qubit
designs which are susceptible to the same mechanisms
of decoherence when operated outside the topologically
protected regime.
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