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Résumé
Nous étudions dans cette thèse, composée de deux parties, la modélisation des
écoulements en eaux peu profondes par la méthode de Boltzmann sur réseau et
l'analyse des propriétés de commandabilité et d'observabilité des modèles obtenus.
Dans la première partie, nous nous consacrons d'abord à la modélisation par
la méthode de Boltzmann sur réseau des équations de Saint-Venant. En utilisant
une linéarisation autour d'un proﬁl d'équilibre, une représentation sous forme d'état
des modèles de Boltzmann sur réseau est déﬁnie. Cette représentation incorpore les
termes de force, et permet une déﬁnition complète des entrées (commandes) et des
sorties (mesures).
Nous représentons ensuite les phénomènes de sédimentation dans les écoulements
en eaux peu profondes avec la méthode de Boltzmann sur réseau. Ce modèle déﬁni
en une dimension est validé numériquement en le comparant avec un modèle de
volumes ﬁnis qui résout les équations de Saint-Venant-Exner. Le modèle LB déﬁni
est moins gourmand en temps de calcul et plus facile à manipuler que les modèles
traditionnels.
Dans la deuxième partie, nous traitons de l'analyse des propriétés de comman-
dabilité et d'observabilité des modèles LB obtenus. La première analyse est faite sur
les critères algébriques de Kalmann et permet d'établir la non conservation des pro-
priétés de commandabilité et d'observabilité lorsque l'ordre de réduction du système
est augmenté.
Une analyse plus approfondie basée sur la détermination les grammiens de com-
mandabilité et d'observabilité montre également que le constat reste valide pour
les méthodes de discrétisation classique. La résolution des grammiens est faite avec
des méthodes particulièrement adaptées aux structures creuses et de grande dimen-
sion que sont les matrices de la dynamique, de commande et/ou d'observation des
modèles LB.
Enﬁn, nous établissons que pour une commande aux frontières classique des ca-
naux d'irrigation en débit et hauteur, la famille de systèmes des modèles LB d'ordre
réduit n'est pas uniformément commandable alors qu'avec l'utilisation des variables
de scattering comme variables de commande, cette famille devient uniformément
commandable.
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Abstract
We study in this thesis, subdivided into two parts, the modeling of the free
surface shallow water ﬂows with the lattice Boltzmann method and the analysis of
the properties of controllability and observability of the resulting models.
The ﬁrst part focusses on the modeling of the shallow water ﬂows with the
lattice Boltzmann method. Using a linearization around a given equilibrium proﬁle,
we give a state space representation of the deﬁned lattice Boltzmann models. This
representation takes into account the force term, and allows a complete deﬁnition
of the inputs (controls) and outputs (measures) variables.
After this, we extend the model to include the phenomena of sedimentation.
The deﬁned one-dimensional model is validated numerically by comparing it with a
ﬁnite volume model which solves the Saint-Venant-Exner's equations. The deﬁned
LB model is less complex (from a numerical point of view) and easier to handle.
In the second part, we deal with the analysis of the properties of controllability
and observability of the models obtained from the LB modeling of the shallow water
ﬂows. The ﬁrst analysis, which is done with the Kalmann's algebraic criterias, leads
to the establishment of the loss of controllability when the number of discretization
sites increases.
An extensive analysis, based on the determination of the controllability and
observability gramians, allows to show that this conclusion remains with the classical
methods of discretization. The determination of the gramians is done with particular
methods well suited for the sparse and large matrices which are the dynamical,
control and/or observation matrices of the LB models.
Finally, we establish that for a classical boundary control of the irrigation canal
with ﬂow and level, the family of LB systems variables is not uniformly control-
lable, while using scattering variables as the control variables, the family becomes
uniformly controllable.
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Introduction
Les systèmes à paramètres distribués sont des systèmes permettant la descrip-
tion de phénomènes spatio-temporels. Ces systèmes sont souvent représentés par
des équations aux dérivées partielles, complétées par la déﬁnition des conditions
initiales et aux limites du domaine considéré. La modélisation et la commande de
ces systèmes est un domaine de recherche en évolution constante depuis des dé-
cennies. Cela est motivé par plusieurs applications parmi lesquelles les écoulements
de ﬂuides à surface libre en eaux peu profondes et les phénomènes de sédimenta-
tion et de transport de solides dans ces écoulements. La complexité croissante des
systèmes considérés pour ces applications (interconnection, déﬁnition multi-échelle)
complique considérablement la résolution numérique des équations. En particulier,
dans le cas des écoulements en eaux peu profondes, d'autres approches ont émergé :
les automates cellulaires et leurs variantes. La méthode de Boltzmann sur réseau,
que nous abrégerons par la méthode LB, qui généralise les automates cellulaires,
permet de produire des modèles macroscopiques eﬃcaces à partir d'une descrip-
tion mésoscopique simple de la dynamique. Ces modèles peuvent prendre en compte
des géométries complexes aux frontières mobiles et reproduire toute la gamme de
comportements dynamiques associés aux phénomènes non linéaires, Chopard and
Droz (2005). Il 'agit donc d'une méthode pertinente de modélisation susceptible de
concurrencer la classique formulation des modèles d'état à paramètres distribués
sous formes d'équations aux dérivées partielles.
Le LCIS travaille depuis plusieurs années sur les problèmes de l'automatique
des systèmes à paramètres distribués et en particulier sur la modélisation, la ré-
duction et la commande des systèmes hydrauliques à surface libre (canaux, rivières,
...). Le laboratoire dispose notamment d'un micro-canal expérimental et collabore
avec l'Université de Genève et l'Université de Perpignan. Cette collaboration a no-
tamment conduit au développement des modèles LB pour les écoulements 1D pour
représenter l'hydrodynamique des sections longues d'écoulement, et en 2D pour re-
présenter des phénomènes locaux (érosion, sédimentation, turbulences autour des
ouvrages hydrauliques, etc.). Cette collaboration a permis de montrer, entre autres,
que la méthode LB est une alternative intéressante à l'utilisation du modèle de Saint-
Venant traditionnel dans ce domaine, Marcou et al. (2010), Pham et al. (2010). Le
travail de thèse qui est présenté dans ce mémoire s'inscrit dans la continuité de
ces diﬀérentes collaborations. Une attention particulière est portée sur la modéli-
sation sous forme d'état et sur une analyse des propriété de commandabilité et/ou
d'observabilité de cette représentation.
Dans cette thèse qui est présentée sous forme de six chapitres, on s'intéresse à la
modélisation et l'analyse des systèmes non linéaires à paramètres distri-
bués par la méthode de Boltzmann sur réseau, avec comme application
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les canaux d'irrigation.
Dans la première partie, après un état de l'art sur la méthode de Boltzmann sur
réseau et sur les canaux d'irrigation, nous proposons une modélisation sous forme
d'état équivalente, d'un point de vue implémentation et simulation, aux équations de
la méthode LB. Pour cette modélisation, une prise en compte complète des entrées
(commandes) et des sorties (mesures) est faite. Le modèle LB ainsi déﬁni vériﬁe le
formalisme semi-groupe (et se rapproche de la déﬁnition faite avec les automates
cellulaires additifs, Ammor ep. El Attar (2004)) qui s'avère parfois nécessaire pour
l'analyse des modèles dans le cas des systèmes à paramètres distribués. Dans cette
première partie, nous proposons également un modèle LB (2 − swe 1D) modéli-
sant la prise en compte des phénomènes de sédimentation en plus de l'écoulement
du ﬂuide. Cette modélisation en une dimension (1D) a l'avantage d'être moins gour-
mande en temps de calcul et plus facile à mettre en ÷uvre que la modélisation
proposée par exemple dans Marcou (2009). Ce modèle 2 − swe 1D est validé nu-
mériquement aux travers de certaines expériences.
Dans la deuxième partie, nous proposons une analyse des modèles LB. Cette ana-
lyse porte sur les propriétés de commandabilité et d'observabilité. Elle montre que la
méthode de Boltzmann sur réseau ne garantit pas les propriétés de commandabilité
et d'observabilité du système réduit au delà d'une certaine réduction, c'est à dire
à partir d'un certain nombre de points de discrétisation. Cependant, notre analyse
met également en évidence le même problème pour que les modèles obtenus avec les
méthodes classiques  de discrétisation. Nous terminons alors par une formulation
énergétique qui permet de construire un modèle LB uniformément commandable.
De manière plus détaillée, le mémoire se présente comme suit :
Dans le premier chapitre, on introduit les deux principaux concepts abordés dans
le cadre de ce travail : les canaux d'irrigation, comme système d'application, et la
méthode de Boltzmann sur réseau. On commence par introduire les canaux d'ir-
rigation en présentant les équations couramment utilisées pour leur modélisation,
puis nous présentons divers travaux avec diﬀérentes modélisations permettant une
résolution numérique plus aisée des équations modélisant les écoulements en eaux
peu profondes. On déﬁnit également les variables caractéristiques, les types d'écou-
lement, et discuterons brièvement sur la gestion de ces canaux. La présentation de
la méthode LB est ensuite faite en rappelant son historique et ses origines. Puis en
se plaçant dans le cadre spéciﬁque des écoulements en eaux peu profondes, nous
déﬁnissons les diﬀérentes variables, les dynamiques et le traitement des conditions
aux bords pour cette méthode.
Dans le deuxième chapitre, la modélisation des canaux d'irrigation avec la mé-
thode LB est présentée. On insiste principalement sur la modélisation sous forme de
représentation d'état et sur la modélisation multi-échelle. Un rappel sur la modéli-
sation des écoulements en eaux peu profondes avec les méthodes de discrétisation
considérées classiques  est fait. On y présente notamment la méthode des diﬀé-
rences ﬁnies (un schéma de Preissmann implicite), la méthode des volumes ﬁnis et
une méthode des résidus pondérés (méthode de collocation par point). On termine le
chapitre en comparant ces méthodes avec la méthode LB d'un point de vue stabilité
numérique, précision et temps de calcul numérique.
Le troisième chapitre traite du phénomène de sédimentation dans les canaux
d'irrigation. On y présente la modélisation du phénomène avec les équations de Saint-
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Venant-Exner qui sont généralement utilisées, mais aussi en utilisant des modèles
à plusieurs lois qui facilitent la résolution numérique. Les modèles représentant le
phénomène de sédimentation avec la méthode LB en 2D sont présentés et un modèle
1D basé sur l'utilisation de deux modèles LB d'écoulement en eaux peu profondes est
présenté (2−swe 1D). Le chapitre ﬁnit par une validation numérique de ce modèle
1D en le comparant avec une méthode de type volumes ﬁnis basée sur l'utilisation
d'une matrice de Roe.
Le quatrième chapitre présente des résultats sur la commandabilité et l'observa-
bilité des écoulements en eaux peu profondes. Il s'agit des résultats en dimension ﬁnie
et en dimension inﬁnie. Certains de ces résultats reposent sur l'utilisation d'une so-
lution semi-globale C1, Alinhac (1994-1995), T.-T. Li(Da-qian Li) and Kong (1999),
T.-T. Li et al. (2001). Les autres résultats se basent sur un formalisme Hamiltonien
à ports, Villegas (2007). Le cas de la méthode LB est présenté. Un premier résultat
sur la commandabilité des modèles LB est donné, et une comparaison est faite avec
les modèles obtenus par les méthodes de discrétisation classiques.
Le cinquième chapitre traite des aspects algorithmiques et du calcul des gram-
miens obtenus à partir des modèles LB sous forme de représentation d'état. Du
fait de leur description mésoscopique, les modèles obtenus sont composés de ma-
trices creuses ayant des dimensions élevées, ce qui complique considérablement leur
étude analytique et conduit à une étude numérique. Dans ce chapitre, on déﬁnit
les grammiens en dimensions ﬁnie et inﬁnie et on fait le lien entre les énergies de
commande et/ou d'observation et ces grammiens. On présente également des algo-
rithmes pour la détermination des grammiens soit par résolution des équations de
Lyapunov, soit par utilisation des matrices de commandabilité. Certains de ces al-
gorithmes montrent des diﬃcultés dans la résolution des grammiens obtenus dans
le cas de la méthode LB. Des comparaisons sont faites sur ces diﬀérents algorithmes
en calculant les grammiens et le choix de l'utilisation d'un algorithme basé sur une
itération de point ﬁxe est justiﬁé.
Le sixième chapitre traite de la commandabilité uniforme des modèles de Boltz-
mann sur réseau. On y déﬁnit le concept et diﬀérents outils associés. Basé sur la
perte de commandabilité observée dans l'utilisation des variables habituelles pour
la commande (débit et hauteur), nous présentons une modélisation linéaire et utili-
sons les variables d'ondes pour conserver la commandabilité lors de la discrétisation
avec la méthode de Boltzmann sur réseau. Le chapitre est clos avec une étude d'un
exemple de situation.
Après ces six chapitres, une conclusion générale du travail est proposée. On
rappelle les principaux résultats présentés dans ce rapport, ainsi que des discussions
sur des idées proposées qui n'ont pas abouti. Des ouvertures sur des travaux, ainsi
que des perspectives sur ce travail sont également proposées.
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et méthode de Boltzmann sur réseau
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Chapitre 1
État de l'art
1.1 Les canaux d'irrigation
1.1.1 Introduction
L'eau, bien que ressource renouvelable, nécessite aujourd'hui une gestion at-
tentive de la part de l'homme. Son utilisation, dans la consommation domestique,
l'industrie ou pour les besoins d'irrigation, fait l'objet d'une compétition entre ses
diﬀérents utilisateurs. En particulier, l'irrigation représente 80% de la consomma-
tion en eau dans le monde, Georges and Litrico (2002), et se fait généralement
en utilisant des canaux pour acheminer l'eau vers ses utilisateurs ﬁnaux (agricul-
teurs notamment), Graf and Altinakar (2000), Georges and Litrico (2002), Dulhoste
(2001), Malaterre (2003).
Un canal d'irrigation peut se déﬁnir, Graf and Altinakar (2000), comme un sys-
tème hydraulique de transport dans lequel l'eau s'écoule. Il sera dit à surface libre,
si la surface de l'eau est soumise à la pression atmosphérique. On distingue deux
types de canaux : les canaux naturels et les canaux artiﬁciels. Par canaux naturels,
on entend les cours d'eau naturels, tels que les rivières, les ﬂeuves, etc. Les canaux
artiﬁciels désignent quant à eux les cours d'eau réalisés par l'homme, parmi lesquels
on distingue les canaux ouverts ou à surface libre (canaux d'irrigation, de naviga-
tion, de drainage, etc.) et les canaux couverts (tunnels hydrauliques, égouts, etc.),
Graf and Altinakar (2000). Nous considérons dans la suite de notre étude les canaux
d'irrigation ouverts artiﬁciels, avec des écoulements en eaux peu profondes.
Les canaux d'irrigation ouverts sont le siège d'écoulements en eaux peu profondes
et à surface libre. Ces derniers sont souvent représentés par les équations de Saint-
Venant, introduites en 1871 par Adhémar Barré de Saint-Venant, Barré de Saint-
Venant (1871) et données par
∂th+ ∂x(hu) = 0, (1.1)
∂t(hu) + ∂x(hu
2 + gh2/2) = gh(I − J), (1.2)
où h(x, t), u(x, t) , g, I et J sont des paramètres du canal précisés dans 1.1.2. Ces
équations sont reconnues comme un modèle de référence. Elles peuvent être dérivées
des équations de Navier-Stokes sous certaines hypothèses (hypothèse hydrostatique,
hypothèses d'imperméabilité du fond et de surface libre, hypothèse de Boussinesq),
et en faisant une moyenne des champs de vitesse sur la verticale, Graf and Alti-
nakar (2000). Elles nécessitent la déﬁnition complète des conditions initiales et des
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conditions aux limites qui peuvent être externes (limites du domaines considéré, dé-
bit en amont, hauteur en aval) et internes (conditions d'interconnexion de bief, des
jonctions).
Suivant les buts de la modélisation, on distinguera les modèles de simulation et les
modèles de commande. D'après nos connaissances, il est aujourd'hui impossible de
déterminer une solution analytique des équations de Saint-Venant pour des canaux
réels (sauf sous des hypothèses simpliﬁcatrices). Pour des besoins de simulation, on
utilisera alors des méthodes numériques (certaines seront présentées dans le Chapitre
2), pour la déterminer. Pour la commande, on distinguera :
 les modèles non-linéaires de dimension ﬁnie, Liu et al. (1994), qui utilisent une
discrétisation des équations de Saint-Venant ;
 les modèles linéaires de dimension ﬁnie parmi lesquelles on notera les modèles
sous forme d'espace d'état, Ouarit (2004), les modèles sous forme de fonctions
de transfert, Hamroun (2009), Malaterre (1994) ;
 les modèles linéaires de dimension inﬁnie sous forme de fonction de transfert,
Baume and Sau (1997), Baume et al. (1998) ;
 également des modèles basés sur les réseaux de neurones, la logique ﬂoue et
les réseaux de Pétri, Malaterre and Baume (1998), Malaterre (2003).
Dans la suite de ce chapitre, nous présenterons les grandeurs caractéristiques de
diverses conﬁgurations de canaux d'irrigation, les diﬀérents types et régimes d'écou-
lements qu'on peut y rencontrer et terminerons par quelques considérations sur la
gestion des canaux d'irrigation.
1.1.2 Les grandeurs et variables caractéristiques
Nous n'allons pas dans ce document présenter toutes les variables caractéristiques
des canaux d'irrigation. Nous estimons que cela est assez bien fait dans les références
actuelles, notamment Graf and Altinakar (2000), Georges and Litrico (2002). Nous
nous contenterons de présenter simplement les éléments que nous avons fréquemment
utilisés. Pour cela, il est d'usage de présenter le canal sous deux vues, une transversale
et une longitudinale, voir Fig. 1.1. Ainsi on a pour la vue transversale, qui correspond
en fait à la section du canal :
1. la section mouillée, S, correspond à la portion de section occupée par le
liquide ;
2. la largeur (superﬁcielle), B, du canal à la surface libre ;
3. la profondeur, h, correspond à la mesure maximale entre le fond et la surface
libre ;
4. le périmètre mouillé, P , correspond à la ligne de contact entre l'eau et les
berges (fond y compris) ;
5. le rayon hydraulique, Rh, correspond au rapport entre la section mouillée et
le périmètre mouillé, soit
Rh =
S
P
; (1.3)
6. la profondeur hydraulique, Dh, correspond au rapport entre la section mouillée
et la largeur du canal, soit
Dh =
S
B
. (1.4)
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x=0
h(x,t) u(x,t)
x=L
B
h
Figure 1.1  Vues longitudinale (gauche) et latérale (droite) d'un canal ouvert
Pour la vue longitudinale, voir Fig. 1.1, on a :
1. la vitesse d'écoulement, u(x, t), qui représente dans le cas des écoulements en
eaux peu profondes la vitesse moyenne de l'eau à la section considérée ;
2. le débit, Q, représente le volume d'eau passant dans une section par unité de
temps ;
3. la pente de fond, I, correspond à l'inclinaison du fond, et est souvent prise
comme
I = −∂xhb ou I = tgα, (1.5)
où hb et α sont, respectivement, la hauteur et l'inclinaison du fond.
En plus de ces termes, il est fréquent d'intégrer des termes de frottement et de
rugosité. Cela peut se faire de diverses manières, dans le cadre de cette étude, nous
utiliserons essentiellement la formulation dite de Manning-Strickler présentée en
(1.31). Un résumé, pour diverses conﬁgurations, des variables caractéristiques est
présenté sur Fig. 1.2.
1.1.3 Classiﬁcation des écoulements
Les écoulements sont classés selon leurs types (liés aux variations spatiale et
temporelle) et selon les régimes auxquels ils peuvent être soumis, Graf and Altinakar
(2000), Marcou (2009). On distinguera ainsi pour les types d'écoulements :
1. suivant la variation dans le temps de certaines variables caractéristiques. On
parlera d'écoulements permanent ou non permanent. Il sera dit permanent si
la vitesse u, la profondeur h ou Dh sont invariables dans le temps. Il sera dit
non permanent si ces paramètres varient dans le temps. On notera cependant
qu'au sens strict ou d'un point de vue pratique, il n'existe pas d'écoulements
permanents, mais nous pouvons tout de même considérer, du moins sur de
courts laps de temps, les écoulements comme étant permanents (cela peut
aussi être le cas dans un but de simpliﬁcation, voir Bennis (2007)) ;
2. suivant la variation dans l'espace des variables caractéristiques. On parlera
d'écoulements uniforme ou non uniforme. L'écoulement sera dit uniforme lorsque
la vitesse u et la profondeur h ou Dh sont constantes le long du canal. Cela
peut impliquer, ou nécessiter, que d'autres variables caractéristiques restent
constantes (pente, largeur, ...). Il sera dit non uniforme dans le cas contraire.
On notera là également, qu'un écoulement uniforme est un cas idéal, considéré
lorsque l'écoulement est graduellement varié, mais qu'il reste rare en pratique.
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Figure 1.2  Éléments géométriques pour diﬀérentes sections de canaux, Graf and
Altinakar (2000).
Il est possible d'avoir des combinaisons de ces diﬀérents écoulements (notamment
en régime ﬂuvial, présenté plus loin) intégrant des variations spatiale et temporelle.
On peut ainsi avoir :
écoulement permanent
{
uniforme
non uniforme
écoulement non permanent
{
uniforme (rare)
non uniforme.
Les régimes d'écoulements sont classés selon deux nombres adimensionnels qui
dépendent des forces agissant sur le système (forces de gravité, d'inertie et de frot-
tement). Ces nombres sont :
 le nombre de Froude Fr, donné par :
Fr =
u√
gDh
; (1.6)
 le nombre de Reynolds Re, donné par :
Re =
Rhu
ν
, (1.7)
où ν est la viscosité cinématique du ﬂuide.
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Le nombre de Froude permet de classer les écoulements comme suit :
 écoulement ﬂuvial, pour Fr < 1 ;
 écoulement torrentiel, pour Fr > 1 ;
 écoulement critique, pour Fr = 1.
Le nombre de Reynolds, quant à lui, permet le classement suivant :
 écoulement laminaire, pour Re < 500 ;
 écoulement turbulent, pour Re > 2000 ;
 une phase de transition, pour 500 < Re < 2000.
Une combinaison des deux nombres, permet d'avoir quatres régimes d'écoulements :
 ﬂuvial-laminaire, pour Fr < 1 et Re < 500 ;
 ﬂuvial-turbulent, pour Fr < 1 et Re > 2000 ;
 torrentiel-laminaire, pour Fr > 1 et Re < 500 ;
 torrentiel-turbulent, pour Fr > 1 et Re > 2000.
1.1.4 La gestion des canaux d'irrigation
La gestion des canaux d'irrigation se fait via des ouvrages hydrauliques et des po-
litiques bien déﬁnies. Ces ouvrages hydrauliques servent d'ouvrages d'interconnexion
entre les biefs, mais aussi à la mesure ou aux contrôles des grandeurs caractéris-
tiques. Nous allons présenter dans la suite ces ouvrages, mais aussi les politiques de
contrôle des canaux.
1.1.4.1 Les ouvrages de connexion et/ou de contrôle/mesure
Parmi les ouvrages de connexion et/ou de contrôle/mesure, nous avons les ou-
vrages hydrauliques classiques (vannes, déversoirs), mais aussi des ouvrages de ra-
miﬁcation tels que les jonctions en ”T” ou en ”Y ”. Ces diﬀérents ouvrages peuvent
être modélisés par des équations mathématiques, pouvant intégrer l'état, la variation
de l'ouvrage ou de ses grandeurs caractéristiques. Nous avons ainsi :
1. les vannes : elles sont utilisées pour réguler le débit ou les hauteurs du canal.
Le débit dans un tel ouvrage peut s'écrire
Q = αBθ
√
2g(h1 − h2), (1.8)
où α est le coeﬃcient de vanne, B est la largeur de la vanne, h1 et h2 sont
respectivement les hauteurs d'eau en amont et en aval de la vanne, g est l'ac-
célération gravitationnelle et θ est l'ouverture de la vanne. Cette formulation
correspond à un régime noyé de la vanne, une formulation de type dénoyé
(l'aval n'inﬂuence pas le débit) existe et peut être consulté dans Georges and
Litrico (2002), Marcou (2009) ;
h1 h2
Figure 1.3  Vanne noyée
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2. les déversoirs : ils peuvent être considérés comme des seuils à atteindre avant
d'avoir un écoulement vers l'aval du canal et garantissent ainsi une hauteur
d'eau minimale en amont quelque soit la vitesse d'écoulement dans le canal.
Le débit à travers un déversoir noyé peut s'écrire comme suit
Q = αdBh1
√
2gh1, (1.9)
avec αd le coeﬃcient du déversoir, Bd la largeur du déversoir, h1 la hauteur
d'eau au dessus du déversoir et g l'accélération gravitationnelle. Là également,
il s'agit d'un régime noyé, on peut aussi l'exprimer en régime dénoyé, voir
Georges and Litrico (2002), Marcou (2009) ;
h1
Figure 1.4  Déversoir
3. jonction ”Y ” : ce type d'ouvrage se rencontre lors d'interconnexion de biefs.
Il peut s'agir de biefs qui se divisent ou de plusieurs biefs qui se rejoignent, voir
Fig. 1.5. Cela se traduit mathématiquement, en l'absence de pertes de charge,
par les équations suivantes :
Q1 +Q2 = Q3 (1.10)
h1 = h2 = h3, (1.11)
où Qi et hi représentent, respectivement, le débit et la hauteur d'eau du bief
numéro i.
1 2
3
Figure 1.5  Jonction de type ”Y ”
1.1.4.2 Les politiques de contrôle
La politique, ou logique, de contrôle déﬁnit les types de commandes ainsi que les
directions de celle-ci. Dans Georges and Litrico (2002), Marcou (2009), on trouvera
que les commandes applicables dans le cas des canaux d'irrigation consistent en des
commandes de type boucle ouverte et/ou boucle fermée, alors que les directions de
commande seront soit de type aval, soit de type amont.
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La commande en boucle fermée se fait en utilisant une boucle de retour syn-
thétisée sur l'erreur de sortie (diﬀérence entre la consigne et la sortie) et permet
ainsi d'intégrer de probables perturbations. C'est une commande assez utilisée en
Automatique qui permet d'atteindre la consigne plus facilement. Cependant dans
des systèmes avec des retards (c'est le cas dans les canaux d'irrigation, notamment
à cause de la durée d'écoulement entre un ouvrage et un autre), ce type de com-
mande n'est pas toujours satisfaisant. La commande peut être améliorée par l'ajout
d'une commande de type boucle ouverte.
La commande par l'aval ou l'amont consistent à utiliser l'ouvrage hydraulique
(vanne ou déversoir) dans le but de contrôler une variable située, respectivement,
à l'aval ou à l'amont du dit ouvrage. Toutes les variables peuvent être contrôlées
par l'aval, alors que pour la commande par l'amont, on ne peut contrôler que les
hauteurs et les volumes, Georges and Litrico (2002).
1.2 La méthode de Boltzmann sur réseau
La méthode de Boltzmann sur réseau consiste à modéliser un comportement
macroscopique global à partir d'une description mésoscopique simple des particules
en interaction à l'échelle locale. Elle intègre des dynamiques spatiale et temporelle
et se base sur une approche discrète. C'est une méthode qui généralise les automates
cellulaires. Ces derniers sont reconnus pour modéliser des systèmes à paramètres
distribués et ont été utilisés pour diverses applications : l'hydrodynamique, Wol-
fram (1986), l'épidémiologie, Ostfeld et al. (2005), Slimi et al. (2009), la dynamique
spatiale des populations et des écosystèmes, Chopard and Lagrava (2006), Hencinas
et al. (2007), les applications bio-médicales, Ouared et al. (2006), Chopard et al.
(2010). Dans ces applications, les exemples avec espace d'état discret sont adap-
tés, cependant, dans des systèmes régis par des lois de conservation des variables
macroscopiques (en thermodynamique ou en hydraulique), des espaces d'état conti-
nus semblent plus appropriés. Pour cette raison la méthode LB est donc considé-
rée comme une extension convenable des automates cellulaires : et permettent par
ailleurs de représenter divers type de modèles physiques, Chopard and Droz (2005).
La méthode LB peut également être vue comme une méthode développée à par-
tir de l'équation de Boltzmann de la théorie cinétique des gaz. Dans He and Luo
(1997a,b), X. He et L.-S. Luo montrent en eﬀet que la méthode de Boltzmann sur
réseau est une forme discrétisée de l'équation de Boltzmann. X. Shan et al., quant
à eux, font une représentation des systèmes hydrodynamiques à partir de la dis-
crétisation de l'équation cinétique de Boltzmann, Shan et al. (2006).
Et indépendamment de la méthode dont elle dérive (approche automates cellu-
laires ou discrétisation à partir de l'équation cinétique de Boltzmann), plusieurs
travaux présentent la convergence de la méthode LB vers les solutions des équations
de Navier-Stokes en utilisant le développement de Chapman-Enskog, Chapman and
Cooling (1939), Diu et al. (1989).
La méthode LB est aujourd'hui connue comme un outil puissant permettant la
modélisation, la simulation et la résolution numérique des systèmes à paramètres
distribués dans divers domaines et pour diverses applications. Parmi ces domaines,
celui des ﬂuides a largement été étudié, Zhou (2004a), Salmon (1999), et fera l'ob-
jet de notre attention, notamment pour ce qui est des écoulements en eaux peu
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profondes.
Nous allons dans la suite, présenter les méthodes dont dérive la méthode de
Boltzmann sur réseau 1, ensuite déﬁnir les variables qui la caractérisent, les dyna-
miques, ainsi que le traitement des conditions aux limites. Nous nous focaliserons
principalement sur le cas des écoulements en eaux peu profondes.
1.2.1 Historique et origines
Historiquement, les automates cellulaires ont été introduits par von Neuman
et Ulam en 1966, von Neuman (1966). Récemment, leur utilisation a été étendue
aux modèles des systèmes à paramètres distribués, Chopard and Lagrava (2006),
Chopard et al. (2010), Hencinas et al. (2007), Ostfeld et al. (2005), Ouared et al.
(2006), Slimi et al. (2009), pour divers type d'applications. Une première méthode
de type automates cellulaires pour la modélisation des écoulements a été établie
avec la méthode des gaz sur réseau, Chopard et al. (2010), Frisch et al. (1986),
McNamara and Zanetti (1988), Rothman and Zaleski (1997). Dans les automates
cellulaires, les espaces d'état utilisés sont discrets. Ce qui n'est pas adapté dans
le cas des systèmes à paramètres distribués basés sur les lois de conservation des
variables macroscopiques (par exemple la masse et la quantité de mouvement en
hydraulique). La méthode de Boltzmann sur réseau apporte donc une amélioration
en considérant des valeurs réelles continues.
Dans la suite, nous donnons un bref descriptif des méthodes d'automates cel-
lulaires et de gaz sur réseau, considérées comme génératrices de la méthode de
Boltzmann sur réseau.
1.2.1.1 Les automates cellulaires
On pourra trouver dans Chopard and Droz (2005), Ammor ep. El Attar (2004),
Marcou (2009), El Yacoubi (2008), Slimi et al. (2009), Wolfram (1986) diverses déﬁ-
nitions des automates cellulaires, elles se ramènent essentiellement à deux déﬁnitions,
une formelle et l'autre informelle.
1. De manière informelle : un automate cellulaire peut être déﬁni par deux
types de caractéristiques : structurelles et fonctionnelles. On distingue deux
caractéristiques structurelles :
 l'aspect topologique du réseau cellulaire (1D, 2D, hexagonal, carré, ...) ;
 la déﬁnition du voisinage (Von-Neumann, Moore dans le cas 2D par exemple).
On compte également deux caractéristiques fonctionnelles :
 l'espace d'état (ensemble des états que peut prendre une cellule) ;
 la règle de transition de l'état (comment évolue un état et les règles qui
déﬁnissent cette évolution).
2. De manière formelle : un automate cellulaire se déﬁnit par le quadruplet
A = (T ,S, V, f) où
 T est un réseau cellulaire qui consiste en un pavage régulier d'un domaine
Ω de Rd, d = 1, 2 ou 3. Chaque élément de T appelé cellule peut être repéré
par le d-uplet (i1, i2, ..., id), d étant la dimension d'espace.
1. On considère uniquement les méthodes de type automates cellulaires et de gaz sur réseau,
notamment à cause des formalismes qu'elles présentent, El Yacoubi (2008), Ammor ep. El Attar
(2004) et qui seront utilisés dans cette étude.
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 S désigne l'ensemble d'état qui est un ensemble ﬁni de valeurs qui repré-
sentent tous les états susceptibles d'être pris par chaque cellule.
 V est une fonction qui déﬁnit le voisinage d'une cellule c déﬁnie par
V : T → T n
c → V (c) = (c1, c2, ..., cn) (1.12)
où les cellules ci pour i = 1, ..., n sont liées à c par une relation de proximité,
contiguïté, inﬂuence, etc, n étant la taille du voisinage V (c).
 f est une fonction de transition qui permet de calculer l'état d'une cellule
à l'instant t + 1 en fonction de son voisinage à l'instant t. Elle peut être
déﬁnie par :
f : Sn → S
st(V (c)) → st+1(c) = f(st(V (c))) (1.13)
où st(c) désigne l'état de la cellule c à l'instant t et st(V (c)) = {st(c′), c′ ∈
V (c)} est l'état du voisinage.
1.2.1.2 La méthode des Gaz sur réseau
Cette méthode modélise l'interaction entre des particules entrant dans un même
site à un instant donné et leur redistribution (via un terme de collision) selon
diﬀérentes directions du réseau (phase de collision, qui peut être vue à l'échelle
macroscopique comme une phase de convection). La phase de collision est suivie
d'une phase de propagation vers les sites voisins (qui peut être vue au niveau ma-
croscopique comme une phase de diﬀusion). Ces deux phases peuvent être formulées
mathématiquement par :
nouti (r, t) = n
in
i (r, t) + Ωi(n(r, t)) Collision
nini (r + viδt, t+ δt) = n
out
i (r, t) Propagation
(1.14)
où r est la coordonnée spatiale, δt le pas de temps, nini (r, t) qui prend une valeur
binaire est le nombre de particules entrant au site r au temps t avec la vitesse vi,
nouti (r, t) est le nombre de particules sortant, Zhou (2004a). Le terme de collision
Ωi(n(r, t)) est une fonction de tous les nini qui déﬁnit la règle d'interaction entre
les particules 2. Ce terme est déterminé en respectant les lois de conservation de
quantité de mouvement et de masse. Des spéciﬁcités sur cette méthode pourront
être consultées dans van der Hoef (1993), Chopard and Droz (2005), Rothman and
Zaleski (1997).
Enﬁn, deux modèles sont souvent pris en exemple dans le cas de la méthode des
gaz sur réseau, il s'agit du modèle HPP, le plus simple des modèles de gaz sur réseau,
introduit par Hardy, Pazzis et Pomeau, voir Hardy and Pomeau (1972), Hardy et al.
(1973a,b, 1976), et du modèle FHP, introduit un peu plus tard par Frisch, Hasslacher
et Pomeau, voir Frisch et al. (1986, 1987). La topologie de cette méthode peut se
ramener à une formule DdQq, où d désigne la dimension du réseau (1, 2 ou 3), et
q le nombre de directions de propagations.
2. Le terme n(r, t) est utilisé ici pour indiquer la dépendance du terme de collision vis à vis de
toutes les particules suivant les diﬀérentes directions
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Collision Propagation
Figure 1.6  Phases de collision et de propagation
1.2.2 Déﬁnitions des variables
La méthode de Boltzmann sur réseau est obtenue comme une extension directe de
la méthode des gaz sur réseau dans laquelle le nombre de particules ni est remplacé
par des fonctions de distribution fi à valeurs réelles positives, et également par une
modiﬁcation du terme de collision. Dans la méthode de Boltzmann sur réseau, on
pourra aussi intégrer des termes de force. Nous présentons dans la suite diverses
variables utilisées dans la méthode LB.
1.2.2.1 Les densités
Les densités, notées fi représentent les quantités de particules dans le réseau
allant vers (ou sortant d') un site dans la direction i. La conséquence immédiate de
la suppression des valeurs booléennes (que nous avions dans le cas de la méthode
des gaz sur réseau) est pratique : une baisse de bruit, une plus grande précision
numérique et, plus important, une plus grande ﬂexibilité pour choisir la topologie
du réseau, l'opérateur de collision et les conditions aux bords, voir Chopard and
Droz (2005).
Les phases de collision et de propagation, voir Fig. 1.6, peuvent être formulées
par :
f outi (r, t) = f
in
i (r, t) + Ωi(f(r, t)) Collision, (1.15)
f ini (r + viδt, t+ δt) = f
out
i (r, t) Propagation, (1.16)
où les f outi (r, t) représentent les distributions sortant du site r au temps t en direction
i, f ini ceux qui y rentrent. Ces paramètres sont non-négatifs et continus (contraire-
ment à ceux de la méthode des gaz sur réseau, qui sont booléennes), δt désigne le
pas de la discrétisation temporelle, Ωi est le terme de collision et dépend de toutes
les distributions (f(r, t)) du site r au temps t, ce terme sera présenté plus en détails
un peu plus loin. Enﬁn vi représente la vitesse de propagation des particules d'un
site à un autre dans la direction i, i = 0, · · · , z − 1, où z désigne le nombre de
vitesse (= q dans un réseau DdQq). Dans des problèmes avec des réseaux 2D par
exemple le réseau (D2Q9) de Fig. 1.7, un choix commun des vitesses est donné par
v0 = (0, 0) v1 = v(1, 0) v2 = v(1, 1) v3 = v(0, 1) v4 = v(−1, 1)
v5 = v(−1, 0) v6 = v(−1,−1) v7 = v(0,−1) v8 = v(1,−1). (1.17)
Par ailleurs, les densités doivent vériﬁer pour chaque site et à chaque pas de
temps, les conservations de masse (hauteur, notée h) et de quantité de mouvement
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Figure 1.7  Les vitesses d'un réseau D2Q9.
(débit unitaire par largeur de section, donnée par hu, où u est la vitesse d'écoulement
du ﬂuide) :
h(r, t) =
z∑
i
f ini (r, t) =
z∑
i
f outi (r, t), (1.18)
h(r, t)u(r, t) =
z∑
i
vif
in
i (r, t) =
z∑
i
vif
out
i (r, t). (1.19)
1.2.2.2 Les autres variables
Les autres variables nécessaires à la déﬁnition d'un modèle de Boltzmann sur
réseau sont le terme de collision, précédemment rencontré, mais aussi les termes de
forces.
Pour ce qui est du terme de collision, Ωi, on notera qu'il existe plusieurs ma-
nières d'exprimer ce terme. On pourra les classer comme faisant partie des modèles
BGK, pour Bhatnagar-Gross-Krook, Bhatnagar et al. (1954), Latt (2007), Qian
et al. (1992), Succi (2001) ou des modèles non-BGK. Parmi les modèles considérés
comme non-BGK, nous avons les approches multi-particules avec McNamara et al.,
McNamara and Alder (1993), McNamara et al. (1995, 1997).
D'autres modèles non-BGK existent, Lallemand and Luo (2000), Eggels and
Somers (1995), Eggels (1996), et des modèles un peu plus sophistiqués, Chikatamarla
et al. (2006), d'Humières et al. (2002), Latt (2007). Pour notre étude, nous utiliserons
le modèle BGK ayant un seul temps de relaxation τ , qui est largement utilisé et
reconnu pour sa stabilité et sa ﬂexibilité dans les propriétés des écoulements en eaux
peu profondes. Le terme Ωi s'écrit dans ce cas comme une relaxation par rapport
aux distributions d'équilibre :
Ωi =
1
τ
(f eqi − fi) (1.20)
où f eqi est la fonction de distribution d'équilibre local et dépend du phénomène
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à modéliser. Dans le cas d'un réseau D2Q9, ces fonctions sont données par :
f eqi =

h− 5gh2
6v2
− 2h
3v2
uαuα, i = 0
gh2
6v2
+ h
3v2
viαuα +
h
2v4
viαviβuαuβ − h6v2uαuα, i = 1, 3, 5, 7
1
4
(
gh2
6v2
+ h
3v2
viαuα +
h
2v4
viαviβuαuβ − h6v2uαuα
)
, i = 2, 4, 6, 8,
(1.21)
où les indices α et β représentent des axes de projection, des explications plus
détaillées peuvent être consultées dans Zhou (2004a). Le temps de relaxation τ
dépend du coeﬃcient de transport du modèle et correspond à la viscosité dans un
modèle de ﬂuide.
Dans les équations de Boltzmann sur réseau, et de manière à tenir compte du
modèle, on peut ajouter des termes qui représentent les interactions avec l'extérieur,
ou les diﬀérentes forces agissant sur le système. Dans le cas des modèles de ﬂuide,
on pourra ainsi intégrer des termes 3 :
 de force simple dans ce cas, la force est évaluée au site actuel et est repré-
sentée par une discrétisation des termes de force classiques dans les équations
d'écoulements de ﬂuide, Zhou (2002) :
F = gh(I − J) (1.22)
avec I la pente du canal, J le terme de frottement, g l'accélération gravita-
tionnelle et h la hauteur du ﬂuide 4 ;
 de force de Zhou, introduit par J. G. Zhou, Zhou (2004a), cette force est
évaluée entre deux sites voisins. Si F est la force simple en un site donnée en
(1.22), la force de Zhou, notée Fi, sera donnée par
Fi(r, t) = F (r +
1
2
viδt, t); (1.23)
 de force de Guo, cette force est proposée par Z. Guo dans Guo et al. (2002a),
elle considère une écriture modiﬁée de la quantité de mouvement du système,
Guo et al. (2002b), telle que
h =
2∑
i=0
fi (1.24)
hu =
2∑
i=0
vifi +
δt
2
F (1.25)
où F est le terme de force simple. Le terme de force est donné par :
Fi = (1− 1
2τ
)ωi(
vi − u
c2s
+
v2i u
c4s
)F (1.26)
où ωi et cs sont des paramètres relatifs au réseau, voir 1.2.3.1 ;
 de force de Guo-Chopard, encore appelée force de Guo simpliﬁée, est dé-
terminée en considérant un écoulement stationnaire (u(r, t) = 0) dans le terme
de force de Guo. Le terme de force est alors donné par
Fi = (1− 1
2τ
)
ωivi
c2s
F ; (1.27)
3. On considère un modèle D1Q3 par soucis de simplicité et pour une meilleur compréhension.
4. Les paramètres I et J seront détaillés dans 1.2.3.
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 de force de EDM (pour exact diﬀerent method), proposée dans Kupershtokh
(2004), cette force consiste à déﬁnir les équations de Boltzmann par :
fi(r + viδt, t+ δt) = fi(r, t) +
1
τ
(f eqi − fi(r, t)) + ∆fi, (1.28)
où
∆fi = f
eq
i (h, u+ ∆u)− f eqi (h, u), ∆u =
Fδt
h
(1.29)
et la vitesse réelle du ﬂuide déterminée par
hu˜ =
2∑
i=0
vifi +
F∆t
2
. (1.30)
1.2.3 Les dynamiques
Comme présenté précédemment, la méthode de Boltzmann sur réseau intègre
des dynamiques spatio-temporelles. Elles peuvent être décrites par une dynamique
locale ou une dynamique globale.
1.2.3.1 La dynamique locale
La dynamique locale consiste à décrire les phénomènes qui existent au niveau
mésoscopique. Il s'agit en fait des phases de collision (1.15) et de propagation (1.16)
auxquelles on ajoute les termes de force. Dans le cas d'un écoulement de ﬂuide en
eaux peu profondes, ces termes de force dépendent en général de la pente du fond
et de la rugosité des berges. Si l'on considère un canal rectangulaire, le terme de
force simple, F , est donnée par (1.22) où I est la pente du canal, g est l'accélération
gravitationnelle et h est la hauteur d'eau, J représente la rugosité des berges et peut
être déterminé par l'équation classique de Manning-Strickler donnée par
J =
n2su
2
( Bh
B+2h
)(4/3)
, (1.31)
où B est la largeur du canal (supposé constante), ns est le coeﬃcient de Manning-
Strickler et u est la vitesse d'écoulement.
En combinant les équations de collision (1.15) et les équations de propagation
(1.16), on peut écrire :
fi(r + viδt, t+ δt) = fi(r, t) +
1
τ
(f eqi − fi) (1.32)
où fi est mis pour f ini . Si nous tenons compte du terme de force, nous aurons :
fi(r + viδt, t+ δt) = fi(r, t) +
1
τ
(f eqi − fi) + ωi
δt
c2s
viF, (1.33)
où F est le terme de force, cs et ωi sont des paramètres déterminés par la géométrie
du réseau de manière que l'on préserve l'isotropie du modèle. Dans le cas d'un réseau
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D2Q9 par exemple, ces paramètres peuvent être donnés par, Zhou (2004a) :∑
i
ωi = 1 (1.34)∑
i
viωi = 0 (1.35)∑
i
v2i ωi = c
2
s (1.36)∑
i
v3i ωi = 0 (1.37)∑
i
v4i ωi = 3c
4
s, (1.38)
avec i = 0, · · · , z − 1 où z est le nombre de vitesses. Des équations supplémentaires
peuvent être nécessaires selon la dimension du réseau, Chopard and Droz (2005).
1.2.3.2 La dynamique globale
La dynamique globale est constituée de l'ensemble des dynamiques locales. Cette
dynamique, qui semble intuitive, est cependant peu présente dans la littérature.
Ceci s'explique notamment par son faible intérêt pour la simulation. Dans ce travail
et pour des besoins de l'automatique classique (contrôlabilité, observabilité), une
représentation de la dynamique globale s'avère être un outil de premier choix, voir
Anda Ondo et al. (2011a, 2012), Pham et al. (2010).
Dans cette étude, des représentations sur cette dynamique seront introduites.
1.2.4 Le traitement aux frontières
Nous rappelons que la méthode de Boltzmann sur réseau reproduit le compor-
tement des systèmes à paramètres distribués. Ainsi nous ne saurons terminer cette
section sans dire un mot sur les conditions de bord. La méthode permet d'intégrer
une grande variété de conditions aux limites. Nous présenterons uniquement celles
utilisées dans le cadre de ce travail et référencerons les autres.
Les conditions de bord dans le cas de la méthode de Boltzmann sur réseau peuvent
s'écrire, soit de manière à déﬁnir des conditions macroscopiques (hauteur ou débit
par exemple), soit de manière propre aux méthodes utilisant des réseau (on parvient
tout de même à trouver des interprétations physiques de ces conditions).
1.2.4.1 Conditions limites de type réseau
Les conditions limites de type réseau utilisées dans le cadre de ce travail sont,
essentiellement, les conditions de type bounce-back, périodiques et réﬂexives. Nous
les présentons dans la suite.
1. Bounce-back : C'est la plus simple, elle consiste, lors de la phase de collision,
à donner aux distributions sortantes la valeur des distributions entrantes en
direction opposée. Elle peut s'écrire comme
f outi = f
in
k , (1.39)
20 1.2. LA MÉTHODE DE BOLTZMANN SUR RÉSEAU
CHAPITRE 1. ÉTAT DE L'ART
où la direction k correspond à la direction opposée à la direction i, voir Fig.
1.7 ou Fig. 1.8 ;
ra rb
f1
f1 f1 f1f2 f2 f2
f2
f0 f0 f0 f0
Figure 1.8  Conditions limites bounce-back, réseau D1Q3.
2. Périodiques : Dans ces conditions, on suppose simplement que les frontières
du système se prolongent directement sur les autres frontières du système qui
leur sont opposées (sur un réseau 1D, voir Fig. 1.9, on aura un anneau, en 2D,
le système peut être vu comme un tore). Mathématiquement cela se traduit
pars
f ini (r∂|a, t+ δt) = f
out
i (r∂|b, t), (1.40)
où on suppose que ∂|a et ∂|b sont deux frontières du système directement
opposées ;
Figure 1.9  Conditions limites périodiques, réseau D1Q3.
3. Réﬂexives : Le système est vu aux frontières comme un prolongement des
sites aux bords et peut correspondre aux conditions limites macroscopiques
à gradients nuls (conditions de type Neumann), voir Fig 1.10. Mathématique-
ment, cela peut être représenté par
f ini (r∂|a, t+ δt) = f
in
i (r∂|a + viδt, t). (1.41)
En plus de ces conditions, des extensions ont été proposées, notamment pour le
bounce-back. Il s'agit de la condition de Zou et He, He and Zou (1995), de la condi-
tion d'Inamouro, Inamouro et al. (1995). D'autres conditions peuvent être consultées
dans Chen et al. (1996), Maier et al. (1996).
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ra rb
f0 f0 f0 f0
f1 f1 f1 f1f2f2 f2 f2
Figure 1.10  Conditions limites réﬂexives, réseau D1Q3.
On notera que ces conditions ne respectent pas toujours la conservation de pro-
priétés macroscopiques aux bords ("vitesse de glissement" générée dans le bounce-
back simple, Marcou (2009), non conservation de la masse dans les conditions limites
proposées par Zou et He dans He and Zou (1995)). Pour éviter cela, il peut être pré-
férable d'imposer directement les variables désirées.
1.2.4.2 Conditions macroscopiques aux limites
Pour les conditions limites permettant d'imposer directement des variables ma-
croscopiques (masse/hauteur ou quantité de mouvement/débit), on utilise les rela-
tions (1.18-1.19). On aura ainsi dans le cas d'un réseau 2D, Zhou (2004a), Zou and
He (1997), où les distributions inconnues sont f1, f2 et f8, voir Fig. 1.11, et la vitesse
u se décompose suivant les axes x et y telle que u = ux
−→x + uy−→y :
h = f0 + f1 + f2 + f3 + f4 + f5 + f6 + f7 + f8 (1.42)
hux = v(f1 + f2 + f8)− v(f4 + f5 + f6) (1.43)
huy = v(f2 + f3 + f4)− v(f6 + f7 + f8), (1.44)
1 5
3
7
8 6
42
1 5
3
7
8 6
42
1 5
3
7
8 6
42
x
y
Figure 1.11  Conditions limites macroscopiques, réseau D2Q9.
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cela conduit aux distributions, Zou and He (1997)
f1 = f5 +
2
3v
hux (1.45)
f2 = f6 +
1
2
(f7 − f3) + 1
6v
hux +
1
2v
huy (1.46)
f8 = f4 +
1
2
(f3 − f7) + 1
6v
hux − 1
2v
huy, (1.47)
qui est équivalent aux résultats donnés par J. G. Zhou dans Zhou (2004a) avec
uy = 0. De manière analogue, on peut déterminer les distributions inconnues f4, f5,
f6 au bord droit.
ra rb
f1
f1 f1 f1f2 f2 f2
f2
f0 f0 f0 f0
Figure 1.12  Conditions limites macroscopiques, réseau D1Q3.
Dans des réseaux de type 1D, et pour des modèles d'écoulement de ﬂuide, il peut
arriver qu'on impose la hauteur (h) et le débit (hu) séparément. Pour un réseau tel
que décrit sur Fig. 1.12, on aura :
1. pour la hauteur : les distributions inconnues sont données
 à gauche par
f1 = h− (f0 + f2); (1.48)
 et à droite par
f2 = h− (f0 + f1); (1.49)
2. pour le débit : les distributions seront données
 à gauche par
f1 =
hu
v
+ f2; (1.50)
 à droite par
f2 = f1 − hu
v
. (1.51)
Ces conditions peuvent intégrer des relaxations. Ces dernières peuvent s'avérer par-
fois nécessaires, Georges and Litrico (2002).
1.3 Conclusion
Dans ce chapitre, nous avons introduit la méthode de Boltzmann sur réseau en
vue de son application à la modélisation des écoulements en eaux peu profondes.
Après un rappel historique de l'évolution de la méthode (via les automates cellulaires
et la méthode des gaz sur réseau), nous avons déﬁni les diﬀérentes variables et les
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dynamiques que nous avions dans le cadre de cette modélisation. Les aspects concer-
nant les conditions limites ont également été abordés en 1D et en 2D, notamment
pour des conditions de type réseau, mais aussi pour des conditions permettant d'im-
poser directement des variables macroscopiques. La prise en compte des conditions
aux limites, que ce soit pour une interconnexion interne, ou pour une interconnexion
avec l'extérieur a, également, été abordée.
Nous avons enﬁn décrit dans ce chapitre les canaux d'irrigation que nous sou-
haitons modéliser et analyser avec la méthode de Boltzmann sur réseau.
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Chapitre 2
Modélisation des écoulements en
eaux peu profondes par la méthode
LB
La modélisation des écoulements en eaux peu profondes a fait depuis des dé-
cennies l'objet d'une activité de recherche assez conséquente, Graf and Altinakar
(2000), Georges and Litrico (2002), Barré de Saint-Venant (1871), Clarkson and
Mansﬁeld (1994), Dulhoste (2001), Bennis (2007), Khatibi (2003). Ces écoulements
sont souvent représentés par les équations de Saint-Venant. Pour pouvoir étudier
ces équations, notamment en dimension ﬁnie, il est courant de déﬁnir des modèles
discrets qui peuvent être obtenus à partir de méthodes de discrétisation (diﬀérences
ﬁnies, volumes ﬁnis, etc.). Dans ce chapitre, nous allons présenter une modélisation
de ces écoulements par la méthode de Boltzmann sur réseau.
Dans la section 2.1, nous présentons la modélisation 1D par la méthode de Boltz-
mann sur réseau des écoulements en eaux peu profondes pour la commande et l'ob-
servation. Nous commencerons par présenter la mise sous forme de représentation
d'état des modèles obtenus, puis nous traiterons des entrées et sorties associées au
modèle. Nous terminerons par la présentation d'un formalisme semi-groupe, lequel
sera utilisé dans les chapitres suivants.
Dans la section 2.2, nous traitons des extensions vers des modèles 2D et présen-
tons quelques résultats de simulation.
Dans la section 2.3, nous présentons les méthodes de discrétisation dites clas-
siques utilisées pour approcher les équations représentant les écoulements en eaux
peu profondes. Ces méthodes seront utilisées pour des comparaisons avec la méthode
LB.
Dans la section 2.4, nous présentons quelques comparaisons entre la méthode de
Boltzmann sur réseau et les méthodes dites classiques. Ces comparaisons porteront
sur la commandabilité des modèles LB et celle des modèles obtenus par discrétisation
des équations de Saint-Venant.
Le chapitre se termine par un rappel des points abordés et des résultats obtenus.
25
CHAPITRE 2. MODÉLISATION DES ÉCOULEMENTS EN EAUX PEU
PROFONDES PAR LA MÉTHODE LB
2.1 Modélisation 1D pour la commande et l'obser-
vation
Dans cette section, nous considérons un réseauD1Q3 avec les vitesse v1 = v, v2 =
−v et v0 = 0 (voir Fig. 2.1). Pour ce réseau, nous allons présenter le modèle d'état
adapté à la méthode de Boltzmann sur réseau. Il s'agira de déﬁnir une dynamique
globale à partir de la dynamique locale. Nous spéciﬁerons également les entrées et
sorties du système. Enﬁn, une formalisation de type semi-groupe sera établie.
-ﬀ
v2 v1v0
u
Figure 2.1  Modèle D1Q3
2.1.1 Mise sous forme de représentation d'état
2.1.1.1 La dynamique locale
Nous rappelons que la dynamique locale est déﬁnie par les diﬀérentes fonctions
de distribution arrivant à un instant t+δt (avec δt le pas temporel de discrétisation)
sur un site donné en fonction des fonctions de distribution des sites voisins au temps
t. Elle est donnée par, Zhou (2004a)
fi(rj + viδt, t+ δt) = fi(rj, t) +
1
τ
(f eqi − fi), (2.1)
que l'on pourrait écrire autour du site rj, dans le cas du modèle D1Q3 considéré
(Fig. 2.1) et sans terme de force, par :
f1(rj, t+ δt) = f1(rj − vδt, t) + 1
τ
(f eq1 − f1) (2.2)
f0(rj, t+ δt) = f0(rj, t) +
1
τ
(f eq0 − f0) (2.3)
f2(rj, t+ δt) = f2(rj + vδt, t) +
1
τ
(f eq2 − f2), (2.4)
où 1
τ
(f eqi − fi) est exprimé au même site et aux mêmes instants que fi(rj + viδt, t).
En normalisant le pas temporel, on aura rj−vδt = rj−1 et rj +vδt = rj+1, et δt = 1.
Les équations précédentes sont alors données par :
f1(rj, t+ 1) = f1(rj−1, t) +
1
τ
(f eq1 − f1) (2.5)
f0(rj, t+ 1) = f0(rj, t) +
1
τ
(f eq0 − f0) (2.6)
f2(rj, t+ 1) = f2(rj+1, t) +
1
τ
(f eq2 − f2). (2.7)
26 2.1. MODÉLISATION 1D POUR LA COMMANDE ET L'OBSERVATION
CHAPITRE 2. MODÉLISATION DES ÉCOULEMENTS EN EAUX PEU
PROFONDES PAR LA MÉTHODE LB
2.1.1.2 La dynamique globale
La dynamique globale du modèle de Boltzmann sur réseau sera déﬁnie par la
dynamique de l'ensemble des densités aux points (cellules) du réseau à un instant
t+ 1 en fonction des densités aux instants précédents. Il est commode pour la suite
de déﬁnir le nombre adimensionnel
Ψ2 =
v2
gh
, (2.8)
qui peut être vu comme un nombre de Froude du réseau. Dans le réseau considéré,
les densités de distribution d'équilibre doivent vériﬁer∑
i
f eqi = h (2.9)∑
i
vif
eq
i = hu (2.10)∑
i
v2i f
eq
i =
1
2
gh2 + hu2. (2.11)
La résolution de ce système permet d'avoir les diﬀérentes densités de distribution
qui peuvent s'écrire :
f eq0 = h−
1
2v2
gh2 − 1
v2
hu2 =
[
1− 1
2v2
gh 1− 1
2v2
gh− u
v
1− 1
2v2
gh+ u
v
]  f0f1
f2

(2.12)
f eq1 =
1
4v2
gh2+
1
2v
hu+
1
2v2
hu2 =
[
1
4v2
gh 1
4v2
gh+ (1
2
+ u
2v
) 1
4v2
gh− (1
2
+ u
2v
)
]  f0f1
f2

(2.13)
f eq2 =
1
4v2
gh2− 1
2v
hu+
1
2v2
hu2 =
[
1
4v2
gh 1
4v2
gh− (1
2
− u
2v
) 1
4v2
gh+ (1
2
− u
2v
)
]  f0f1
f2

(2.14)
On peut donc réécrire les fonctions de la dynamique locale comme ci-dessous :
f0(rj, t+ 1) = f0(rj, t) +
1
τ
(f eq0 (rj, t)− f0(rj, t))
= 1
τ
[
τ − 1
2Ψ2
1− 1
2Ψ2
− Fr
Ψ
1− 1
2Ψ2
+ Fr
Ψ
]  f0(rj, t)f1(rj, t)
f2(rj, t)

= A0
 f0(rj, t)f1(rj, t)
f2(rj, t)

(2.15)
f1(rj, t+ 1) = f1(rj−1, t) + 1τ (f
eq
1 (rj−1, t)− f1(rj−1, t))
= 1
τ
[
1
4Ψ2
1
4Ψ2
+ Fr
2Ψ
+ τ − 1
2
1
4Ψ2
− Fr
2Ψ
− 1
2
]  f0(rj−1, t)f1(rj−1, t)
f2(rj−1, t)

= A1
 f0(rj−1, t)f1(rj−1, t)
f2(rj−1, t)

(2.16)
2.1. MODÉLISATION 1D POUR LA COMMANDE ET L'OBSERVATION 27
CHAPITRE 2. MODÉLISATION DES ÉCOULEMENTS EN EAUX PEU
PROFONDES PAR LA MÉTHODE LB
f2(rj, t+ 1) = f2(rj+1, t) +
1
τ
(f eq2 (rj+1, t)− f2(rj+1, t))
= 1
τ
[
1
4Ψ2
1
4Ψ2
+ Fr
2Ψ
− 1
2
1
4Ψ2
− Fr
2Ψ
+ τ − 1
2
]  f0(rj+1, t)f1(rj+1, t)
f2(rj+1, t)

= A2
 f0(rj+1, t)f1(rj+1, t)
f2(rj+1, t)

,
(2.17)
où Fr est le nombre de Froude réel.
En utilisant les relations précédentes, on peut déﬁnir un système autonome qui
a la forme d'un système discret :
x(k + 1) = Ax(k), (2.18)
où le vecteur d'état est déﬁni par
x(k) =
[
f0(r1, k) f1(r1, k) f2(r1, k) · · · f0(rN , k) f1(rN , k) f2(rN , k)
]T
(2.19)
et la matrice dynamique du système A de dimension 3N × 3N est donnée par
A =

A0 0 0 · · · 0 0
0 0 0 · · · 0 A1
0 A2 0 · · · 0 0
0 A0 0 · · · 0 0
A1 0 0 · · · 0 0
0 0 A2 · · · 0 0
0 0 A0 · · · 0 0
0 A1 0 · · · 0 0
0 0 0 · · · 0 0
...
0 0 0 · · · A0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 A2
0 0 0 · · · 0 A0
0 0 0 · · · A1 0
A2 0 0 · · · 0 0

. (2.20)
Le temps est normalisé, les matrices 0 sont des matrices nulles de dimensions
appropriées et on considère des conditions aux bords de type périodiques.
On notera qu'il s'agit d'un système autonome non linéaire de la forme x(k+1) =
A(x(k))x(k) puisque les matrices élémentaires Ai dépendent des nombres de froude
réel (Fr) et de celui relatif au réseau (Ψ) qui eux même dépendent des variables
macroscopiques (h =
∑
fi, hu =
∑
vifi) 1.
1. Une étude d'un système linéarisé du modèle autour d'un point d'équilibre (he, ue) sera faite,
voir 2.1.1.4.
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2.1.1.3 Modèle avec terme de force
On peut déﬁnir un modèle d'état incorporant les termes de force en partant de
la dynamique locale avec terme de force 2
fi(rj+v, t+ 1) = fi(rj, t) +
1
τ
(f eqi (rj, t)− fi(rj, t)) + wi
1
c2s
viF, (2.21)
où vi =
vi
v
et le pas de temps δt est normalisé. Les paramètres 3 wi et c2s sont obtenus
à partir des équations (1.34-1.38). Le modèle avec terme de force peut être écrit sous
la forme
fi(rj, t+ 1) = Ai
 f0(rj−vi , t)f1(rj−vi , t)
f2(rj−vi , t)
+ vi
2v
F, (2.22)
où Ai, avec i = 0, 1, 2 sont les matrices précédemment déﬁnies.
En appliquant cette force à chaque site, le système peut s'écrire sous la forme du
système discret
x(k + 1) = Ax(k) +B (2.23)
avec x(k) déﬁni en (2.19), A la matrice déjà déﬁnie en (2.20) et B (en gras, et à
diﬀérencier de la largeur B du canal) est de la forme :
B =

B1 0 · · · 0
0 B1 0 · · ·
...
. . . . . . 0
0 · · · 0 B1
 (2.24)
avec
B1 =
 0δt
2v
F
− δt
2v
F
 . (2.25)
Le temps est normalisé et les matrices 0 sont des matrices nulles de dimensions
appropriées.
2.1.1.4 Modèle linéarisé
Soient les f eqsi , densités qui correspondent aux proﬁls de hauteur d'eau he et de
vitesse ue à l'équilibre, autour desquels le modèle est linéarisé. On a :∑
i
f eqsi = he, (2.26)
et ∑
i
vif
eqs
i = heue. (2.27)
2. Nous avons choisi pour cette introduction d'utiliser l'ajout d'un terme de force simple pour
la compacité de son formalisme. Cependant nous utiliserons plutôt des forces de type Zhou ou
Guo-Chopard, essentiellement à cause des aptitudes qu'elles ont à amener le système vers un
proﬁl de surface plat dans des expériences avec fond non uniforme.
3. Le calcul conduit à w0 = 2/3, w1 = w2 = 1/6 et que c2s = v
2/3.
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En posant
fi = f
eqs
i + i, (2.28)
où i est la variable linéarisé par rapport au proﬁl de linéarisation (he, ue), nous
pouvons écrire
h =
∑
i
fi = he +
∑
i
i (2.29)
hu =
∑
i
vifi = heue + v(1 − 2) (2.30)
u =
hu
h
=
1
he
(heue + v(1 − 2)) 1
1− −
∑
i i
he
' 1
he
(heue + v(1 − 2))(1−
∑
i i
he
) +O(2) (2.31)
Soit
u = ue − ue
he
∑
i
i +
v
he
(1 − 2) +O(2) (2.32)
Remarque 2.1 A chaque étape de calcul, on a négligé les terme i d'ordre ≥ 2. On
a ainsi
hu2 = heu
2
e − u2e
∑
i
i + 2vue(1 − 2) +O(2). (2.33)
En utilisant les équation fi en (2.5-2.7) de la dynamique locale, on a :
f eqsi (rj+vi , t+ 1) + i(rj+vi , t+ 1) = f
eqs
i (rj, t) + i(rj, t) +
1
τ
(f eqi − f eqsi − i)
⇐⇒ i(rj+vi , t+ 1) = (1−
1
τ
)i(rj, t) +
1
τ
(f eqi − f eqsi ) (2.34)
On peut exprimer les fonctions d'équilibre local f eqi en fonction de celles au point
d'équilibre (he, ue), on a :
f eq0 = f
eqs
0 + (1−
1
v2
ghe +
u2e
v2
)
∑
i
i − 2ue
v
(1 − 2) (2.35)
f eq1 = f
eqs
1 + (
1
2v2
ghe − u
2
e
2v2
)
∑
i
i + (
1
2
+
ue
v
)(1 − 2) (2.36)
f eq2 = f
eqs
2 + (
1
2v2
ghe − u
2
e
2v2
)
∑
i
i − (1
2
− ue
v
)(1 − 2) (2.37)
Soit ﬁnalement :
0(rj, t+ 1) = T0
 0(rj, t)1(rj, t)
2(rj, t)
 (2.38)
1(rj, t+ 1) = T1
 0(rj−1, t)1(rj−1, t)
2(rj−1, t)
 (2.39)
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2(rj, t+ 1) = T2
 0(xr+1, t)1(xr+1, t)
2(xr+1, t)
 (2.40)
où
T0 =
1
τ
[
τ − 1
Ψ2e
(1− Fr2e) 1− 1Ψ2e (1− Fr
2
e)− 2FreΨe 1− 1Ψ2e (1− Fr
2
e) + 2
Fre
Ψe
]
(2.41)
T1 =
1
τ
[
1
2Ψ2e
(1− Fr2e) τ − 12 + 12Ψ2e (1− Fr
2
e) +
Fre
Ψe
1
2Ψ2e
(1− Fr2e)− 12 − FreΨe
]
(2.42)
T2 =
1
τ
[
1
2Ψ2e
(1− Fr2e) 12Ψ2e (1− Fr
2
e)− 12 + FreΨe τ − 12 + 12Ψ2e (1− Fr
2
e)− FreΨe
]
(2.43)
En utilisant les relations précédentes, on peut déﬁnir un système autonome li-
néaire autour du point d'équilibre (he, ue) qui a la forme d'un système discret :
z(k + 1) = Tz(k) (2.44)
avec
z(k) = [0(r1, k), 1(r1, k), 2(r1, k), · · · , 0(rN , k), 1(rN , k), 2(rN , k)]T (2.45)
et
T =

T0 0 0 · · · 0 0
0 0 0 · · · 0 T1
0 T2 0 · · · 0 0
0 T0 0 · · · 0 0
T1 0 0 · · · 0 0
0 0 T2 · · · 0 0
0 0 T0 · · · 0 0
0 T1 0 · · · 0 0
0 0 0 · · · 0 0
...
0 0 0 · · · T0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 T2
0 0 0 · · · 0 T0
0 0 0 · · · T1 0
T2 0 0 · · · 0 0

. (2.46)
Le temps est normalisé, les matrices 0 sont des matrices nulles de dimensions
appropriées et on considère des conditions aux bords de type périodiques. Une prise
en compte du terme de force se fait par linéarisation de ce terme. Dans le cas des
forces de frottement et de gravité simples, où le terme de frottement est donné par
la formule de Manning-Strickler :
J =
n2su
2(
Bh
B+2h
)4/3 , (2.47)
2.1. MODÉLISATION 1D POUR LA COMMANDE ET L'OBSERVATION 31
CHAPITRE 2. MODÉLISATION DES ÉCOULEMENTS EN EAUX PEU
PROFONDES PAR LA MÉTHODE LB
le terme de force simple est
F = gh(I − J). (2.48)
On peut écrire(
Bh
B + 2h
)4/3
=
(
Bhe
B + 2he
)4/3( 1 + 4
3he
∑
i i
1 + 8
3(B+2he)
∑
i i
)
=
(
Bhe
B + 2he
)4/3(
1 +
4
3he
B
(B + 2he)
∑
i
i
)
(2.49)
soit
1(
Bhe
B+2he
)4/3 = 1(
Bhe
B+2he
)4/3 (
1 + 4
3he
B
(B+2he)
∑
i i
)
=
1(
Bhe
B+2he
)4/3
(
1− 4
3he
B
(B + 2he)
∑
i
i
)
. (2.50)
D'autre part :
n2su
2 ' n2su2e − 2
n2su
2
e
he
∑
i
i + 2
n2svue
he
(1 − 2) (2.51)
ce qui conduit à
J =
n2su
2(
Bh
B+2h
)4/3
' n
2
su
2
e − 2n
2
su
2
e
he
∑
i i + 2
n2svue
he
(1 − 2)(
Bhe
B+2he
)4/3
(
1− 4
3he
B
(B + 2he)
∑
i
i
)
' Je +
(
− 2
he
Je − 4JeRhe
3h2e
)∑
i
i +
2Jev
heue
(1 − 2), (2.52)
avec Rhe = Bhe(B+2he) et Je =
n2su
2
R
4/3
he
. Le terme de force s'écrit ﬁnalement sous la forme
F = gh
(
I − n
2u2(
Bh
B+2h
)4/3
)
' g
(
he +
∑
i
i
)(
I − n
2u2(
Bh
B+2h
)4/3
)
' g
((
Je +
4JeRhe
3he
+ I
)∑
i
i − 2Jev
ue
(1 − 2)
)
+ g(heI − heJe).(2.53)
Le modèle linéaire avec terme de force sera donc donné par
0(rj, t+ 1) = T0
 0(rj, t)1(rj, t)
2(rj, t)
 (2.54)
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1(rj, t+ 1) = T1
 0(rj−1, t)1(rj−1, t)
2(rj−1, t)
+ TN
 0(rj−1, t)1(rj−1, t)
2(rj−1, t)
+ ghe(I − Je) (2.55)
2(rj, t+ 1) = T2
 0(rj+1, t)1(rj+1, t)
2(rj+1, t)
− TN
 0(rj+1, t)1(rj+1, t)
2(rj+1, t)
− ghe(I − Je) (2.56)
avec
TN =
1
2v
g
[
(I + Je +
4JeRe
3he
) (I + Je +
4JeRe
3he
− 2Jev
ue
) (I + Je +
4JeRe
3he
+ 2Jev
ue
)
]
.
(2.57)
En supposant que 4 Je = I, on peut écrire le modèle comme un système autonome
autour d'un point d'équilibre (he, ue)
z(k + 1) = Tfz(k) (2.58)
avec z(k) le vecteur déﬁni en (2.45) et
Tf =

T0 0 0 · · · 0 0
0 0 0 · · · 0 T1 + TN
0 T2 − TN 0 · · · 0 0
0 T0 0 · · · 0 0
T1 + TN 0 0 · · · 0 0
0 0 T2 − TN · · · 0 0
0 0 T0 · · · 0 0
0 T1 + TN 0 · · · 0 0
0 0 0 · · · 0 0
...
0 0 0 · · · T0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 T2 − TN
0 0 0 · · · 0 T0
0 0 0 · · · T1 + TN 0
T2 − TN 0 0 · · · 0 0

(2.59)
Le pas de temps est normalisé et les matrices 0 sont des matrices nulles de dimensions
appropriées.
Remarque 2.2 Dans cette modélisation, le traitement des conditions aux frontières
est fait en utilisant des conditions de type périodique. Dans le cas où l'on s'intéresse-
rait à la commande ou à l'observation du système, il s'avère primordial de déﬁnir les
entrées et sorties du système, celles-ci, dans le cas d'une commande ou d'une obser-
vation aux frontières, correspondent exactement à la détermination des conditions
limites adéquates.
4. Cette égalité représente une compensation des forces de gravité et de frottement, et corres-
pond à des proﬁls d'équilibre uniformes. Il est montré, voir Litrico et al. (2005), que l'utilisation
de cette égalité ne réduit pas les chances de commandabilité du système initial et que les proﬁls
obtenus couvrent une large gamme de ceux considérés d'un point de vue pratique.
2.1. MODÉLISATION 1D POUR LA COMMANDE ET L'OBSERVATION 33
CHAPITRE 2. MODÉLISATION DES ÉCOULEMENTS EN EAUX PEU
PROFONDES PAR LA MÉTHODE LB
2.1.2 À propos des entrées et des sorties
Dans cette étude, nous nous sommes focalisés sur les entrées (commandes du
système), mais le traitement des sorties (mesures ou observation) peut être fait de
manière analogue. Nous noterons u le vecteur des variables d'entrées (à diﬀérencier
de u qui est la vitesse macroscopique d'écoulement de l'eau). On considère :
 un domaine spatial, représenté par un réseau cellulaire T ;
 une région T x ⊂ T où les sites du réseau sont excitables ;
 un espace d'état Zlb contenant l'état x(k) du modèle non linéaire (2.18) ou
l'état z(k) du modèle linéarisé (2.58) ;
 un espace de commande U = l2(T x,R) où
l2(T x,R) =
u : T x → R/ ∑
rj∈T x
u(rj)u(rj) <∞
 . (2.60)
L'espace l2(T x,R) peut être dans le cas de dimension ﬁnie (nombre ﬁni de
sites excitables dans le réseau) identiﬁé à l'espace Rp avec p = card(T x) ;
 un opérateur d'entrée
G : U → Zlb
u → Gu . (2.61)
Dans ces modèles, en général, un opérateur local de commande décrit comment
les sites rj ∈ T x sont excités. L'opérateur global d'entrée peut être déﬁni
comme suit :
Gu =
{
grj(u(rj)) si rj ∈ T x
0 si non
(2.62)
Dans le cas général, ces déﬁnitions conduisent à l'introduction d'un système LB
contrôlé, voir El Yacoubi (2008), Ammor ep. El Attar (2004){
xk+1 = Flb(xk,uk)
x0 ∈ Zlb . (2.63)
Dans le cas linéaire, cela peut s'écrire sous la forme de la représentation d'état
suivantes 5, {
zk+1 = Flbzk +Glbuk
z0 ∈ Zrlb , (2.64)
où Zrlb est un espace d'état réduit dans lequel les états commandables (entrées) ont
été enlevés. Flb est la nouvelle matrice de la dynamique du système obtenue lorsqu'on
projette la matrice dynamique Tf sur le nouvel espace d'état Zrlb :
Flb = M
TTfM, (2.65)
où M est la matrice de projection retirant les états utilisés comme entrées. Glb est
la matrice de commande déﬁnie par :
Glb = M
TTfMc, (2.66)
où Mc est la matrice de projection sélectionnant les colonnes correspondant aux
états considérés comme entrées. Glb peut être vue comme l'opérateur de commande
et Flb comme le générateur inﬁnitésimal d'un semi-groupe {F klb}k≥0, Packel (1972),
Gibson (1972).
5. En se basant sur les travaux dans Ammor ep. El Attar (2004), El Yacoubi (2008), le cas des
automates cellulaires additifs correspond à celui de systèmes linéaires.
34 2.1. MODÉLISATION 1D POUR LA COMMANDE ET L'OBSERVATION
CHAPITRE 2. MODÉLISATION DES ÉCOULEMENTS EN EAUX PEU
PROFONDES PAR LA MÉTHODE LB
X1 Xx1 Xx2 Xx3 Xx4 Xx5 Xx6 Xn
Figure 2.2  Schéma d'interconnexion
Dans l'exemple du canal décrit sur la ﬁgure 2.2, nous supposons avoir N sites et 3
vannes. Nous considérons l'ensemble du canal comme étant le domaine T . Les 2 sites
autour de chaque vanne comme ceux appartenant à T x. Quand nous introduisons
une vanne dans le canal, cette dernière agit comme une frontière de part et d'autre
des 2 biefs. Nous pouvons ainsi imposer certaines fonctions de distributions au réseau
comme si il s'agissait des conditions limites. Nous pouvons par exemple déﬁnir une
commande telle que :
 si rj ∈ T x est avant la vanne, u(rj) = 2(rj, k)
 si rj ∈ T x est après la vanne, u(rj) = 1(rj, k)
et ceci, pour chaque vanne. Si les sites avant les vannes sont par exemple r2, r8 et
r14, nous aurons comme commande :
u = [2(r2) 1(r3) 2(r8) 1(r9) 2(r14) 1(r15)]T (2.67)
Les matrices Flb et Glb, pour cet exemple, peuvent être obtenues facilement en re-
marquant que les lignes à retirer de la matrice de dynamique Tf pour former les
matrices Flb sont : 6, 8, 24, 26, 42 et 44, et la matrice M est obtenue en retirant les
colonnes correspondantes dans la matrice identité.
2.1.3 Formalisme semi-groupe
Soit Z un espace de Hilbert, on déﬁnit le système autonome continu
z˙(t) = Az(t), (2.68)
où A déﬁnit la dynamique du système et z ∈ Z. On déﬁnit un semi-groupe fortement
continu par, Engel and Nagel (2000), Aﬁﬁ et al. (2008), Curtain and Zwart (1995)
Déﬁnition 2.3 Une famille d'opérateurs (ΦA(t)t≥0) bornés sur un espace de Hilbert
Z est dite semi-groupe fortement continu si :
1. ΦA(0) = I
2. ΦA(t+ s) = ΦA(t)ΦA(s), pour tout t, s ≥ 0
3. ‖ΦA(t)z − z‖ → 0 quand t→ 0+, pour tout z ∈ Z.
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La famille (ΦA(t)) est évidemment liée à l'opérateur dynamique A. Ainsi, on a
la déﬁnition suivante
Déﬁnition 2.4 On appelle générateur inﬁnitésimal d'un semi-groupe fortement continu
(ΦA(t)t≥0), l'opérateur A déﬁni par
Az = lim
t→0+
ΦA(t)z − z
t
(2.69)
quand cette limite existe.
Le domaine de A, noté D(A), est l'ensemble des z ∈ Z pour lesquels cette limite
existe.
D(A) = {z ∈ Z/ lim
t→0+
ΦA(t)z − z
t
existe} (2.70)
Proposition 2.5 Soit (ΦA(t)t≥0) un semi-groupe fortement continu sur Z de géné-
rateur inﬁnitésimal A. Alors pour tout z0 ∈ D(A), on a les propriétés suivantes :
1. ΦA(t)z0 ∈ D(A), pour tout t ≥ 0
2. d
dt
(ΦA(t)z0) = AΦA(t)z0 = ΦA(t)Az0 pour tout t > 0
3. d
n
dtn
(ΦA(t)z0) = A
nΦA(t)z0 = ΦA(t)A
nz0 pour tout z0 ∈ D(A) et t ≥ 0
4. ΦA(t)z0 − z0 =
´ t
0
ΦA(s)Az0ds, pour tout t > 0
5. Pour tout n ≥ 1, D(An) est dense dans Z si A est fermé.
Dans le domaine discret, un semi-groupe est une famille {F klb}, k = 0, 1, 2, ...,
de puissances d'un opérateur linéaire borné Flb, voir Gibson (1972). On a alors les
propriétés des semi-groupes :
F jlbF
k
lb = F
j+k
lb (2.71)
F 0lb = I. (2.72)
Si de plus ‖F klb‖ ≤ λ, avec k = 1, 2, ..., et λ une valeur réelle positive bornée, alors
la famille {F klb} est uniformément bornée.
On pourra vériﬁer que l'opérateur de dynamique des modèles de Boltzmann sur
réseau permet de déﬁnir un semi-groupe uniformément borné.
2.2 Extension en 2D
Les équations représentant les écoulements en eaux peu profondes peuvent être
données en 2D par :
∂th+ ∂x(hux) + ∂y(huy) = 0 (2.73)
∂t(hux) + ∂x(hu
2
x +
1
2
gh2) + ∂y(huxuy) = Fx (2.74)
∂t(huy) + ∂x(huxuy) + ∂y(hu
2
y +
1
2
gh2) = Fy (2.75)
où h est la hauteur d'eau dans le canal, ux (respectivement uy) est la vitesse suivant
l'axe x(respectivement l'axe y), Fx(respectivement Fy) est le terme de force suivant
l'axe x (respectivement l'axe y). Nous présentons dans la suite le modèle de Boltz-
mann sur réseau en 2D. Il a été montré, voir Zhou (2004a) que ce modèle pouvait
converger vers les équations (2.73-2.75) à un terme de viscosité près.
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2.2.1 La méthode de Boltzmann sur réseau en 2D
La modélisation des écoulements de ﬂuides en eaux peu profondes en 1D s'avère
être un outil simpliﬁcateur, puissant et rapide pour la résolution des systèmes à
paramètres distribués. Il existe cependant des domaines ou des sections de canaux où
la modélisation en 2D permet de mieux représenter le problème. Dans ces sections,
les hypothèses ayant servies à la modélisation en 1D ne sont plus valables (c'est
le cas par exemple avec les virages ayant un angle considérable de courbure). Pour
construire un modèle 2D avec la méthode de Boltzmann sur réseau, nous choisissons
d'utiliser un réseau D2Q9 tel que représenté sur la Fig. 2.3. Les vitesses associées à
chaque direction peuvent être données par, voir Zhou (2004a) :
vi =

(0, 0) i = 0
v[cos (i−1)pi
4
, sin (i−1)pi
4
], i = 1, 3, 5, 7√
2v[cos (i−1)pi
4
, sin (i−1)pi
4
], i = 2, 4, 6, 8
(2.76)
1
234
5
7 86
0
Figure 2.3  Les vitesses d'un réseau D2Q9.
Les équations de Boltzmann sur réseau sont données dans ce cas par
fi(r + viδt, t+ δt) = fi(r, t) +
1
τ
(f eqi (r, t)− fi(r, t)) +
δt
6v2
viαFα (2.77)
avec f eqi les densités de distribution d'équilibre données par
f eqi =

h− 5gh2
6v2
− 2h
3v2
uαuα, i = 0
gh2
6v2
+ h
3v2
viαuα +
h
2v4
viαviβuαuβ − h6v2uαuα, i = 1, 3, 5, 7
1
4
(
gh2
6v2
+ h
3v2
viαuα +
h
2v4
viαviβuαuβ − h6v2uαuα
)
, i = 2, 4, 6, 8
, (2.78)
Figure 2.4  Conditions de bords bounce-back à gauche et bord glissant (bounce-
forward) à droite
où les indices α et β représentent des axes de projection pouvant être égales ou
non aux axes x et y.
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Les conditions aux limites que nous considérons sont des conditions de bord de
type bounce-back et de type bord glissant (bounce-forward). Ces conditions aux
limites sont représentées sur Fig. 2.4. Les densités sont données :
 dans le cas du bounce-back par
f ini (rj,k, t+ 1) = f
out
i
(rj,k, t), (2.79)
où rj,k correspond au point de coordonnées (xj, yk) et i est la direction opposée
à la direction i, voir Fig. 2.3 ;
 dans le cas du bord glissant par les mêmes densités que celles du bounce-back
pour les directions correspondant à un i impair, ainsi que dans les intersections
de bords (coins supérieurs et inférieurs à gauche et à droite du réseau). Pour
les autres densités inconnues, nous avons au bord à gauche
f in2 (r1,k, t+ 1) = f
out
4 (r1,k−1, t) (2.80)
f in8 (r1,k, t+ 1) = f
out
6 (r1,k+1, t), (2.81)
au bord à droite
f in4 (rNx,k, t+ 1) = f
out
2 (rNx,k−1, t) (2.82)
f in6 (rNx,k, t+ 1) = f
out
8 (rNx,k+1, t), (2.83)
où Nx est le nombre de sites suivant l'axe x. Au bord en bas, nous aurons
f in2 (rj,1, t+ 1) = f
out
8 (rj−1,1, t) (2.84)
f in4 (rj,1, t+ 1) = f
out
6 (rj+1,1, t), (2.85)
et au bord en haut
f in6 (rj,Ny , t+ 1) = f
out
4 (rj+1,Ny , t) (2.86)
f in8 (rj,Ny , t+ 1) = f
out
2 (rj−1,Ny , t), (2.87)
où Ny est le nombre de sites suivant l'axe y. La description du bord glissant
peut être résumée sur Fig. 2.5, où on ne représente que les cas ne correspondant
pas au bounce-back.
f2=f4(rj,k-1)
f8=f6(rj,k+1)
f2=f8(rj-1,k), f4=f6(rj+1,k)
f4=f2(rj,k-1)
f6=f8(rj,k+1)
f6=f4(rj+1,k), f8=f2(rj-1,k)
Figure 2.5  Résumé des conditions de bord bounce-forward.
Dans la section suivante, nous présentons l'interconnexion des modèles 1D et 2D,
introduite dans v.T. Pham (2009) et nous rectiﬁons quelques erreurs.
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2.2.2 Interconnexion 1D-2D
L'interconnexion des modèles permet de déﬁnir des systèmes complexes. Elle est
réalisée au moyen de jonctions - vannes, déversoirs, jonctions de type Y - reliant
une section à une autre. Ces systèmes interconnectés peuvent constituer un réseau
d'irrigation ou une partie de celui-ci. L'interconnexion de modèles 1D à l'aide des
diﬀérentes jonctions est bien expliquée dans v.T. Pham (2009). Il y est considéré
des interconnexions avec des pas de discrétisation spatiaux diﬀérents et une inter-
connexion des modèles 1D− 2D que nous proposons d'améliorer dans notre travail.
Pour cette dernière, nous considérons une interconnexion avec des domaines ad-
jacents, voir Fig. 2.6, et une interconnexion avec des domaines se chevauchant, voir
Fig. 2.7.
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Figure 2.6  Interconnexion 1D − 2D avec des domaines adjacents. NxdD est le
nombre de sites suivant l'axe
−→
Ox de la partie dD (d ∈ {1, 2}).
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1D- 2D 1 Nx1D-12 N x1D N x1D+1 Nx1D+Nx2D-2
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Figure 2.7  Interconnexion 1D− 2D avec des domaines se chevauchant. NxdD est
le nombre de sites suivant l'axe
−→
Ox de la partie dD (d ∈ {1, 2}).
Nous notons par fdD,ini les fonctions de particules en direction i résultant de la
propagation du modèle dD où d ∈ {1, 2} et par fdD,outi les fonctions de particules
selon la direction i résultant de la collision dans le modèle dD.
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2.2.2.1 Scénario de simulation
Pour la simulation, nous considérons les expériences proposées dans v.T. Pham
(2009) : un canal rectangulaire de longueur 8m et de largeur 0.5m dont la première
moitié est modélisée en 1D et la seconde en 2D. Le pas de discrétisation choisi est
de 0.1m sur la longueur et sur la largeur (dx = dy). Les conditions aux limites
dans le sens de la longueur (à gauche et à droite) du canal sont choisies de type
bounce-back. Les conditions dans le sens de la largeur du modèle 2D sont choisies de
type bounce-forward. En eﬀet, en supposant que l'écoulement a lieu principalement
dans le sens de la longueur, ce choix s'avère de meilleure qualité qu'un bounce-back
comme nous le présenterons dans l'analyse des résultats.
Au point d'interconnexion, plusieurs type de conditions peuvent être choisies.
Nous résumons ci-dessous quelques unes d'entres elles et la détermination des den-
sités inconnues :
 pour l'interconnexion avec des domaines adjacents, la détermination f 1D,in2 se
fait par continuité du système en conservant la masse, soit
f 1D,in2 (rNx1D) =
1
Ny
Ny∑
k=1
(
f 2D,out4 (r1,k, t) + f
2D,out
5 (r1,k, t) + f
2D,out
6 (r1,k, t)
)
(2.88)
où Ny est le nombre de site sur l'axe y. Les densités inconnues f
2D,in
1 , f
2D,in
2 et
f 2D,in8 sont données par (1.45 - 1.47) après avoir déterminé le débit Q
2D pour
chacun des sites au bord
Q2D(r1,k, t) = v
(
f 1D,out1 (rNx1D, t)− (f 2D,in4 + f 2D,in5 + f 2D,in6 )
)
; (2.89)
où les densités f 2D,ini sont exprimées en r1,k au temps t ;
 pour l'interconnexion des domaines se chevauchant, on pourra imposer sur
chacun des bords, soit la hauteur, soit le débit. Pour la hauteur, nous aurons
en 1D
f 1D,in2 (rNx1D) =
1
Ny
Ny∑
k=1
h2D(r2,k, t)−
(
f 1D,in0 + f
1D,in
1
)
, (2.90)
où les densités f 1D,ini sont exprimées en rNx1D au temps t. En 2D, on détermine
d'abord le débit Q2D(r1,k, t) = Q1D(rNx1D−1, t) donné par
Q2D = v(h1D − f 2D0 − f 2D3 − 2f 2D4 − 2f 2D5 − 2f 2D6 − f 2D7 ), (2.91)
puis on utilise les relations (1.45-1.47) pour déterminer les fi inconnues.
Pour imposer le débit au bord 1D, on a
f 1D,in2 = f
1D,in
1 −
1
vNy
Ny∑
k=1
(h2D(r1,k, t)u
2D(r1,k, t)) (2.92)
et pour imposer le débit au bord en 2D, on utilise les relations (1.42 - 1.44)
pour déterminer les fi inconnues.
Dans cette simulation, on s'intéresse au comportement de l'interconnection lorsque
l'onde se propage dans le canal. On surveille principalement le passage de l'onde au
point d'interconnection (milieu du canal).
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2.2.2.2 Résultats de simulation
Le système est initialisé avec une bosse à la moitié de la première partie du canal
(voir Fig. 2.8).
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Figure 2.8  Résultat interconnexion 1D-2D, domaines adjacents
Les résultats de simulation avec des domaines adjacents est fourni Fig. 2.9. On
constate que la diﬀérence observée dans v.T. Pham (2009) n'existe plus, voir Fig.
2.10. La diﬀérence dans la considération des conditions aux limites dans le sens
transversal de la section 2D s'avère donc déterminante.
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Figure 2.9  Résultat interconnexion 1D − 2D, domaines adjacents
Un constat similaire est établi lorsque nous considérons des domaines se chevau-
chant, voir Fig. 2.11.
2.2. EXTENSION EN 2D 41
CHAPITRE 2. MODÉLISATION DES ÉCOULEMENTS EN EAUX PEU
PROFONDES PAR LA MÉTHODE LB
0 1 2 3 4 5 6 7 8 9
0.1
0.1002
0.1004
0.1006
0.1008
0.101
0.1012
0.1014
t=5s
x (m)
h 
(m
)
 
 
1D2D
1D
0 1 2 3 4 5 6 7 8 9
0
1
2
3
4
5
6
x 10−4
hu
x (m)
Figure 2.10  Résultat interconnexion 1D−2D, domaines adjacents de v.T. Pham
(2009).
Figure 2.11  Résultat interconnexion 1D − 2D, domaines se chevauchant
Remarque 2.6 Dans les résultats précédents, nous avons choisi d'imposer la conti-
nuité de hauteur au bord 1D et de débit au bord 2D. En imposant diﬀéremment
(hauteur et hauteur, débit et débit, respectivement au bord 1D et 2D, par exemple)
les conditions de bord d'interconnexion, nous retrouvons les même résultats.
2.3 Modélisation discrète des écoulements en eaux
peu profondes via d'autres méthodes
La modélisation des écoulements en eaux peu profondes ne se fait pas unique-
ment avec la méthode de Boltzmann sur réseau, bien au contraire. Cette dernière
est plutôt considérée comme une méthode nouvelle, devant encore faire la preuve de
son utilité pour des problèmes hydrauliques réels. Il existe donc des méthodes, que
nous dirons classiques, permettant de modéliser ces écoulements. Certaines de ces
méthodes sont présentées et sont comparées dans la suite à la méthode de Boltz-
mann sur réseau. Dans ce chapitre, nous présenterons les comparaisons faites d'un
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point de vue stabilité numérique, précision et temps de calcul numérique. Dans les
chapitres suivants, les comparaisons porteront sur les aspects de la contrôlabilité et
de l'observabilité.
Parmi les méthodes dites classiques, nous rencontrerons notamment les méthodes
des diﬀérences ﬁnies, des volumes ﬁnis et la méthode de collocation par points.
Avant de présenter ces méthodes qui conduisent à des modèles discrets "concur-
rents" du modèle LB, nous introduisons une linéarisation des équations de Saint-
Venant. Ce modèle linéarisé sera ensuite discrétisé par les diﬀérentes méthodes citées
ci-dessus aﬁn d'obtenir les modèles linéarisés discrets qui pourront être comparés au
modèle LB.
Nous rappelons que le modèle d'état de Boltzmann sur réseau considéré est
un modèle linéarisé discret. Dans le but de pouvoir comparer ces méthodes, nous
introduisons une linéarisation des équations de Saint-venant qui seront par la suite
discrétisées suivant ces diﬀérentes méthodes. Le modèle des équations de Saint-
Venant en débit et tirant d'eau est donné par
∂t
(
h(x, t)
Q(x, t)
)
= −∂x
( Q
B
Q2
Bh
+ 1
2
gBh2
)
+
(
0
gBh(I − J)
)
, (2.93)
avec h la hauteur et Q le débit du ﬂuide, B la largeur du canal considéré, x et t les
variables spatiale et temporelle, respectivement, g l'accélération gravitationnelle, I
et J les termes désignant la pente de fond et le coeﬃcient de frottement.
En étudiant les variations h de hauteur et q de débit par rapport aux proﬁls
d'équilibre, et en posant h = h + he et Q = q +Qe,
 l'équation de continuité se linéarise sous la forme
∂th = − 1
B
∂xq
= a∂xq, (2.94)
où a = −1
B
;
 l'équation de dynamique peut se linéariser comme suit :
• la linéarisation du terme de frottement J ,
J(h,Q) =
n2sQ
2
B2h2
(
Bh
B+2h
)4/3
' Je + 2 Je
Qe
q +
(−10RheJe
3h2e
+
−4RheJe
Bhe
)
h
' Je + Jqq + Jhh, (2.95)
avec Je le terme de frottement du proﬁl (he, Qe) et Rhe = Bhe/(B+ 2he)
et les termes Jh et Jq peuvent être reconnus par identiﬁcation ;
• l'equation de dynamique linéarisée
∂tq =
(
−2Qe
Bhe
∂x − gBheJq
)
q+(
1
B
(Qe
he
)2∂x − gBhe∂x − gBheJh
)
h + gBhe(I − Je)
(2.96)
2.3. MODÉLISATION DISCRÈTE DES ÉCOULEMENTS EN EAUX PEU
PROFONDES VIA D'AUTRES MÉTHODES
43
CHAPITRE 2. MODÉLISATION DES ÉCOULEMENTS EN EAUX PEU
PROFONDES PAR LA MÉTHODE LB
en prenant I = Je, on aura
∂tq =
(−2Qe
Bhe
∂x − gBheJq
)
q +
(
1
B
(
Qe
he
)2∂x − gBhe∂x − gBheJh
)
h
= bq∂xq + dqq + bh∂xh + dhh, (2.97)
avec bq =
−2Qe
Bhe
, dq = −gBheJq, bh = Q2eBh2e − gBhe et dh = −gBheJh.
2.3.1 La méthode des diﬀérences ﬁnies
Il existe une panoplie de méthodes basées sur les diﬀérences ﬁnies. Dans le cadre
de ce travail, nous utiliserons, et présenterons la méthode de Preissmann. C'est une
méthode aux diﬀérences ﬁnies semi-implicite. Elle est très utilisée pour la discré-
tisation des équations de Saint-Venant. Son principe de base est résumé sur Fig.
2.12. Une fonction p et ses dérivées en un point C de coordonnées (i+ δx/2, t+ θδt)
peuvent s'exprimer comme suit :
pC = (1− θ)pi + pi+1
2
+ θ
p+i + p
+
i+1
2
(2.98)
∂xpC = (1− θ)pi+1 − pi
δx
+ θ
p+i+1 − p+i
δx
(2.99)
∂tpC =
p+i − pi
2δt
+
p+i+1 − pi+1
2δt
(2.100)
où les variables au temps t + 1 ont été notées d'un plus (+). Des détails sur le
maillage et l'implémentation peuvent être consultés dans Georges and Litrico (2002),
Dulhoste (2001), Mansour (1999).
dx
dt
i i+1
x
t+1
t
t
C
i+dx/2
t+    dt
Figure 2.12  Schéma de discrétisation par Preissmann
La modélisation sous forme d'équation d'état en utilisant cette méthode et la
linéarisation précédemment proposées conduisent à :
 l'équation de continuité en variables linéarisées :
A1

h˜+i
h˜+i+1
Q˜+i
Q˜+i+1
 = B1

h˜i
h˜i+1
Q˜i
Q˜i+1
 , (2.101)
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avec
A1 =
[
a11 a12 a13 a14
]
, (2.102)
et
B1 =
[
b11 b12 b13 b14,
]
(2.103)
où
a11 = a12 = 1/(2δt), (2.104)
a13 = −a14 = aθ/δx, (2.105)
b11 = b12 = 1/(2δt), (2.106)
b13 = −b14 = −a(1− θ)/δx; (2.107)
 l'équation dynamique
A2

h˜+i
h˜+i+1
Q˜+i
Q˜+i+1
 = B2

h˜i
h˜i+1
Q˜i
Q˜i+1
 , (2.108)
avec
A2 =
[
a21 a22 a23 a24
]
(2.109)
et
B2 =
[
b21 b22 b23 b24
]
(2.110)
où
a21 = θ(bh/δx− dh/2), (2.111)
a22 = θ(−bh/δx− dh/2), (2.112)
a23 = 1/(2δt) + bqθ/δx− dqθ/2, (2.113)
a24 = 1/(2δt)− bqθ/δx− dqθ/2, (2.114)
b21 = (1− θ)(−bh/δx+ dh/2), (2.115)
b22 = (1− θ)(bh/δx+ dh/2), (2.116)
b23 = 1/(2δt)− (1− θ)(bq/δx− dq/2), (2.117)
b24 = 1/(2δt) + (1− θ)(bq/δx+ dq/2). (2.118)
En notant z˜ le vecteur d'état déﬁni par
z˜ =
[
h˜
Q˜
]
=
[
h˜1 · · · h˜n Q˜1 · · · Q˜n
]T
, (2.119)
et pour un système discrétisé comme sur la ﬁgure 2.13 dans lequel on choisit d'im-
poser par exemple un débit en amont et une hauteur en aval (conditions également
imposées dans le cas de la méthode LB), la représentation d'état du système peut
s'écrire
A˜+z˜+ = A˜z˜ + B˜u˜, (2.120)
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où
A˜+ =

0 · · · 0 1 0 0 0
a11 a12 0 0 a13 a14 0 0
a21 a22 0 0 a23 a24 0 0
0 a11 a12 0 0 a13 a14 0
0 a21 a22 0 0 a23 a24 0
0 0 a11 a12 0 0 a13 a14
0 0 a21 a22 0 0 a23 a24
0 0 0 1 0 · · · 0

, (2.121)
A˜ =

0 · · · 0 α 0 0 0
b11 b12 0 0 b13 b14 0 0
b21 b22 0 0 b23 b24 0 0
0 b11 b12 0 0 b13 b14 0
0 b21 b22 0 0 b23 b24 0
0 0 b11 b12 0 0 b13 b14
0 0 b21 b22 0 0 b23 b24
0 0 0 α 0 · · · 0

(2.122)
et
B˜ =
(
0 · · · 0 1 0 0 0
0 0 0 1 0 · · · 0
)T
. (2.123)
La variable u˜ peut être déﬁnie dans cet exemple par
u˜ =
(
Q˜+1 − αQ˜1
h˜+4 − αh˜4
)
, (2.124)
où le paramètre α, avec 0 ≤ α ≤ 1, permet de relaxer les variations entre le système
et la commande 6.
La matriceA+ est inversible, la représentation en espace d'état peut donc s'écrire :
z˜+ = Apz˜ +Bpu˜, (2.125)
où Ap = (A˜+)−1A˜ et Bp = (A˜+)−1B˜.
1 2 3 4
1-2 2-3 3-4
Amont
Aval
Figure 2.13  Système bief et conditions aux frontières
6. voir Chapitre 2 de Georges and Litrico (2002) pour plus de détails sur l'opportunité d'une
telle relaxation qui permet de conserver le caractère implicite et la stabilité associée au schéma.
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2.3.2 La méthode des volumes ﬁnis :
La méthode des volumes ﬁnis (FV pour Finite Volumes) est le plus souvent
utilisée pour discrétiser des équations de Saint-venant 2D (2.93) qu'on peut encore
écrire sous forme vectorielle :
∂tU +∇F = S, (2.126)
où
U =
 hhux
huy
 , F =
 hux huyhu2x + g h22 huxuy
huxuy hu
2
y + g
h2
2
 , S =
 0gh(S0x − Sjx)
gh(S0y − Sjy)
 ,
(2.127)
avec
h : hauteur d'eau ;
ux et uy : vitesse d'écoulement suivant les axes x et y, respectivement ;
g : accélération gravitationnelle ;
S0 : pente de fond ;
Sj : terme de frottement.
Le terme de frottement peut être estimé dans ce cas, voir Valiani et al. (1999), par
Sjx =
n2sux
√
u2x+u
2
y
R
4/3
h
, Sjy =
n2suy
√
u2x+u
2
y
R
4/3
h
(2.128)
avec le rayon hydraulique Rh = BhB+2h où B est la largeur du canal considéré et
ns le coeﬃcient de rugosité de Manning. La méthode des volumes ﬁnis consiste
à décomposer le système physique en éléments (ou cellules) plus petits qui seront
considérés comme des volumes et à intégrer le système sur chacun de ces éléments.
L'avantage de cette méthode réside essentiellement dans la conservation des ﬂux
traversant chacune des cellules.
(i,j)
y
x
ni,j-1/2
ni+1/2,j
ni,j+1/2
ni-1/2,j
Figure 2.14  Méthode des volumes ﬁnis.
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L'intégration de l'équation (2.126) sur un volume donné (supposé constant) et
l'application du théorème de Green permettent d'écrire,
∆Uij
∆t
∆V = −
ˆ
S
(F · n)dS +
ˆ
V
SdV, (2.129)
avec n le vecteur normal aux frontières. Ceci conduit (voir ﬁgure (2.14)), à
∆U = − ∆t
∆V
4∑
r=1
(F∗r · nr)dSr +
∆t
∆V
ˆ
V
SdV. (2.130)
Les diﬀérences entre les diﬀérentes méthodes de volumes ﬁnis interviennent dans
la structure du maillage considéré lors de la discrétisation du domaine physique,
mais aussi dans la détermination des ﬂux numériques F∗. Une présentation du sol-
veur HLL développé par Harten et al. Harten et al. (1983), qui est un RARS 7
(Roe's approximate Riemann solver) semble être une approche des plus intuitives
permettant de calculer nos ﬂux. On aura ainsi
F∗n =
sRFLn− sLFRn + sLsR(UR −UL)
sR − sL , (2.131)
avec
sL = min(uL −
√
ghL, u
∗ −
√
gh∗) (2.132)
sR = max(uR +
√
ghR, u
∗ +
√
gh∗) (2.133)
u∗ =
1
2
(uL + uR) +
√
ghL −
√
ghR (2.134)√
gh∗ =
1
2
(
√
ghL +
√
ghR) +
1
4
(uL − uR), (2.135)
où sL et sR sont des vitesses de propagation, les indices L et R désignent respecti-
vement des phénomènes considérés à gauche et à droite.
2.3.3 La méthode de collocation par points
La méthode de collocation par points est une méthode de résidus pondérés par-
ticulière, voir Chapitre 7 de Le pourhiet (1988). Elle se fonde sur un principe de
séparation de variables et sur la recherche d'une solution approchée de la forme :
ha(r, t) =
n∑
j=1
hj(t)Lj(r) (2.136)
Qa(r, t) =
n∑
j=1
Qj(t)Lj(r), (2.137)
où ha et Qa sont les valeurs approchées des variables h et Q respectivement, hj
et Qj sont les coeﬃcients à déterminer, et les Lj(r) désignent les n polynômes
d'interpolation de Lagrange, encore appelées fonctions de forme, donnés par
Lj(r) =
n∏
i = 1
i 6= j
r − ri
rj − ri , avec i ∈ {1, . . . , n}, (2.138)
7. Le principe de ce solveur repose sur la résolution de l'équation de Riemann.
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où les ri sont n points de discrétisation appelés points de collocation. En ces points,
on oblige la solution exacte et la solution approchée à coïncider. Ces points doivent
être choisis comme zeros de polynômes orthogonaux. On peut par exemple choisir
les points comme les zeros du polynôme de Tchebychev d'ordre n déﬁnis par
ri = cos
(
(i− 1)pi
N − 1
)
, i ∈ {1, . . . , n}. (2.139)
En notant Lj(ri) par Lji, on donne
Lji =
{
1 si j = i
0 si j 6= i . (2.140)
Pour simpliﬁer les écritures, on note : hai = ha(ri, t), Qai = Qa(ri, t), hj(t) = hj
et Qj(t) = Qj. En utilisant les relations (2.94), (2.97) et (2.140), le modèle linéarisé
peut s'écrire comme :
∂t
(
hai
Qai
)
=
(
a
∑
j QjL˙j(ri)
bq
∑
j QjL˙j(ri) + bh
∑
j hjL˙j(ri) + dqQai + dhhai
)
, (2.141)
avec
L˙j(r) = ∂xLj(r) =
1∏N
i = 1
i 6= j
(rj − ri)
N∑
i=1
n∏
k = 1
k 6= i, k 6= j
(r − rj), (2.142)
la dérivée spatiale de la fonction de forme.
En prenant comme vecteur d'état
z =
[
h
Q
]
=
[
h1 · · · hn Q1 · · · Qn
]T
, , (2.143)
on peut déﬁnir un système ayant une dynamique autonome avec la matrice de dy-
namique déﬁnie par
Fcol =
 0n,n [aL˙ij][
bhL˙ij + dhδij
] [
bqL˙ij + dqδij
]  , (2.144)
où [Mij] désigne une matrice bloc avec i, j = 1, ..., n, et δij est le produit de Kro-
necker. En appliquant les mêmes conditions limites que celles dans la méthode de
Preissmann, et en utilisant les projections utilisées pour la méthode de Boltzmann
sur réseau, on peut déﬁnir un modèle d'espace d'état de la forme
z+ = Acolz +Bcolu, (2.145)
où z est un vecteur d'état réduit(on retire de z les états considérés comme entrées),
u est le vecteur des entrées (états retirés de z).
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2.4 Comparaisons des méthodes
Nous reprenons dans cette section les résultats présentés dans Pham et al. (2010).
Il s'agit d'une validation numérique comparant le modèle LB et les modèles obtenus
par le schéma de Preissmann et par volumes ﬁnis. Nous nous focalisons sur la stabilité
numérique, la précision et le temps de calcul numérique.
2.4.1 Scénario de simulation
Nous considérons l'écoulement dans un canal de longueur L où le débit d'entrée
et la hauteur d'eau en sortie sont ﬁxés aux valeurs Q0 et h0. La solution exacte est
obtenue dans ce cas en intégrant numériquement l'équation diﬀérentielle ordinaire
en h(x) :
d
dx
h =
gh(x)(I − J)
gh(x)− u(x)2 (2.146)
avec comme conditions limites h(L) = h0 et J =
n2Q20
B2h2( Bh
B+2h
)4/3
, u = Q0
Bh
.
La solution exacte est calculée en utilisant le solveur ode45 sous Matlab, et notée
href , voir ﬁgure 2.15.
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Figure 2.15  État initial du système, hauteur d'eau (haut) et débit (bas).
Nous commençons la simulation avec comme condition initiale un proﬁl uniforme
d'eau h(x, 0) = h0 et de débit Q(x, 0) = Qe, et laissons le ﬂuide atteindre son nouvel
équilibre correspondant au nouveau débit Q. Par ailleurs, pour éviter un changement
brusque de débit, le débit Qin va augmenter de manière croissante entre Qe et Q.
Pour l'application numérique, nous prenons h0 = 0.1m, Q = 1.5Qe, I = 2.6.10−3,
B = 0.1m et ns = 0.0103.
2.4.2 Résultats de simulation
Pour chacune des trois méthodes (LB, Preissmann, FV) une simulation est lancée
jusqu'à ce que le ﬂuide atteigne un nouvel état d'équilibre. Un nombre n croissant
de points est utilisé pour tester la précision. Pour chaque n, le pas d'espace est déﬁni
par δx = L
n
et le pas de temps par δt = δx
v
où v est ﬁxe (v = 2). Ces valeurs sont
utilisées pour les trois méthodes. Nous considérons que la solution stationnaire hs
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est atteinte si e < 10−8 où e est la distance relative de la hauteur d'eau entre deux
proﬁls consécutifs. Elle est calculée comme suit :
e =
‖h(t)− h(t− δt)‖
‖h(t)‖
avec ‖x‖ = √∑i x2i . L'erreur relative  est calculée comme suit :
 =
‖hs − href‖
‖href‖ .
Le temps CPU TCPU est déterminé comme le temps nécessaire pour atteindre la
solution d'équilibre.
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Figure 2.16  Précision des diﬀérentes méthodes
Les modèles de Boltzmann sur réseau avec les termes de force de Zhou et de
Guo simpliﬁé et le modèle correspondant au schéma de Preissmann montrent une
précision d'ordre 2. Le modèle de Boltzmann sur réseau avec le terme de force de
Guo est précis à l'ordre 1. Enﬁn, le modèle obtenu par la méthode des volumes ﬁnis
(modèle FV ) est du premier ordre, mais est le moins précis, voir Fig. 2.16.
Pour tous les modèles, le temps de calcul est multipliée par 4 lorsque le nombre
de points est doublé, parce que le nombre d'itérations est également doublé pour
atteindre la solution stationnaire (δt = δx/2). Nous observons que les solveurs LB
sont beaucoup plus rapides que les deux autres. Ils sont 100 fois plus rapide que les
modèles obtenus par le schéma de Preismann et environ 10 fois plus rapide que ceux
obtenus avec la méthode FV, voir Fig. 2.17.
Enﬁn nous déterminons la stabilité numérique des trois méthodes. Le schéma de
Preissmann est implicite et inconditionnellement stable. La région de stabilité de la
méthode LB est limitée par Fr < 1 et Fr < 1φ−1. Cela peut se vériﬁer en simulation.
Nous considérons un canal de longueur L = 8m sans pente et sans frottements.
Nous imposons aux bords des conditions périodiques. Le canal est initialisé avec
une bosse au milieu du bief tel que le proﬁl de hauteur soit h(x, 0) = h0 + 0.1e
(x−4)2
0.1
avec h0 = 0.1m. La vitesse initiale est fournie selon la formule u = Fr
√
gh0. Le
paramètre φ est choisi tel que la vitesse v soit ajustée et donnée par v =
√
gh0
φ
. La
simulation est faite suivant diﬀérentes valeurs de τ .
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Figure 2.17  Temps de calcul machine
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Figure 2.18  Régions de stabilité de la méthode LB (lignes) et de la méthode de
volumes ﬁnis (+). La condition CFL est présentée en pointillé.
La stabilité du système est testée en utilisant la notion d'entropie. Pour le système
de Saint-Venant (2.93), sans pente et sans frottement, les entropies du système sont
des fonctions (h, u)→ η(h, u) telles que pour une fonction ζη(h, u)→ (h, u), appelée
ﬂux d'entropie, nous avons
∇ζη(h, u) = ∇η(h, u)F, (2.147)
∇2η(h, u) > 0, (2.148)
où F est la matrice Jacobienne de
(
hu
u2/2 + gh
)
par rapport à h et u. Dans notre
cas, et en utilisant une représentation des équations de Saint-Venant en hauteur h
et vitesse u sans pente et sans frottement, on peut représenter ces fonctions par
η(h, u) =
1
2
hu2 +
1
2
gh2 (2.149)
ζη(h, u) =
1
2
hu3 + gh2u. (2.150)
En utilisant ces fonctions, si nous prenons R =
´ L
0
η(h, u)dx, alors nous aurons
R˙ = −[ζη(h, u)]L0 = 0 car nous considérons des conditions périodiques aux bords.
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R est donc une valeur conservative qui peut être utilisée aﬁn de tester la stabilité
du système. Le schéma discret sera considéré stable si au bout de 10000 itérations,
la valeur de l'entropie n'a pas dépassé de 1% sa valeur initiale. La même procédure
est appliquée pour la méthode FV , en tenant compte, cette fois, uniquement des
paramètres φ et τ . Le résultat est présenté sur Fig. 2.18.
2.5 Conclusion
Dans ce chapitre, nous avons introduit la modélisation des écoulements de ﬂuides
en eaux peu profondes par la méthode de Boltzmann sur réseau. Cette modélisation
permet d'aborder l'analyse des propriétés de l'automatique classique (contrôlabilité
et observabilité). Après avoir mis le modèle sous forme adéquate, nous avons présenté
les entrées (commande, les sorties pouvant être déduites de manière analogue) du
système. Le modèle a été formulé de manière à pouvoir s'écrire dans le formalisme
semi-groupe, pour faciliter son analyse ultérieure.
Nous avons également discuté des extensions au modèle en 2D et des résultats
sur l'interconnexion entre les modèles 1D et les modèles 2D. Nous avons amélioré au
passage un résultat précédent sur ce type d'interconnexion par un choix judicieux
des conditions aux bords.
Enﬁn, nous avons présenté des méthodes classiques permettant de modéliser les
écoulements de ﬂuides en eaux peu profondes. Ces méthodes sont assez utilisées dans
la littérature, et servent de base de comparaison dans nos diﬀérentes expérimenta-
tions. Une première étude comparative entre ces diﬀérentes méthodes et la méthode
de Boltzmann sur réseau a permis de montrer certains avantages de la méthode de
Boltzmann sur réseau par rapport aux méthodes classiques.
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Chapitre 3
Sur le phénomène de sédimentation
3.1 Généralités
3.1.1 Introduction
Il est fréquent dans les canaux d'irrigation d'être confronté au phénomène de sé-
dimentation. Les origines de ce phénomène peuvent être classées en deux catégories :
celles endogènes et celles exogènes.
 l'origine endogène est propre au milieu aquatique, il s'agit principalement de
la production autochtone du milieu, de la croissance des plantes aquatiques,
de la décomposition de la faune et de la ﬂore (cadavres de microphytes et
d'animaux) ;
 l'origine exogène vient d'un apport de matières allochtones. Celles ci peuvent
provenir de charriage de matériaux à l'amont du canal, du transport par le
vent de minéraux issus de l'érosion des sols et des roches, etc.
Les conséquences de ce phénomène peuvent être particulièrement négatives : obtura-
tion des vannes, estimations faussées de hauteurs, de débits et de volumes, menaces
pour la sécurité de l'ouvrage et de l'environnement. Il est donc primordial de te-
nir compte de ce phénomène dans la modélisation des écoulements dans les canaux
d'irrigation.
Nous allons présenter dans la suite de cette section, diverses modélisations et
intégrations du phénomène de sédimentation dans les canaux d'irrigation. Nous dis-
cuterons notamment les divers avantages, inconvénients et hypothèses de chacune
de ces modélisations.
3.1.2 La modélisation du phénomène de sédimentation par
EDP
Le phénomène de sédimentation se décompose généralement en phases d'érosion,
de transport et de déposition. Chacune de ces phases peut présenter ses propres
nuances et nécessiter des hypothèses, dans le but de simpliﬁer la modélisation, qui
lui sont propres. On trouve notamment, dans la littérature, que la prise en compte du
phénomène de sédimentation dans les écoulements en eaux peu profondes se fait en
couplant, d'une part, les équations d'écoulements d'eau et, d'autre part, l'intégration
des phases d'érosion, de transport et de dépôt de sédiments (voir Graf and Altinakar
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(2000) et les références qui y sont). Une représentation assez utilisée est celle des
équations de Saint-Venant-Exner qui pour un canal rectangulaire, tel que déﬁni au
chapitre 2, associent les équations de Saint-Venant
∂th+ ∂x(hu) = 0 (3.1)
∂t(hu) + ∂x(hu
2 +
1
2
gh2) = gh(I − J) (3.2)
à une équation dite d'Exner donnée par
(1− p)∂thb + ∂xqb = 0 (3.3)
où hb est le proﬁl du fond qui est dans ce cas mobile, p est la porosité du granulat
du fond déﬁni comme le rapport entre le volume de l'espace vide et le volume total
et qb est le débit solide. La pente est donnée dans ce cas par
I = −∂xhb, (3.4)
et le terme de frottement par
J =
nsu
2(
Bh
B+2h
)(4/3) , (3.5)
où ns est le coeﬃcient de Manning. L'équation d'Exner (3.3) peut être vue comme
une équation de continuité pour la phase solide. Le débit solide qb est une fonction
de la vitesse d'écoulement de l'eau u, de la hauteur h et dépend du granulat. Il
est à noter que la résolution de ces équations de manière analytique peut unique-
ment être faite sous un certain nombre d'hypothèses qui tendent à considérer le
fond peu mobile (∂thb faible, Graf and Altinakar (2000)) ou en faisant l'hypothèse
de la quasi-stationnarité du système. Il est donc souvent commun de considérer une
résolution numérique de ces équations pour des problèmes non simples. La plupart
des méthodes numériques permettant de résoudre ces équations utilisent des algo-
rithmes itératifs résolvant tour à tour les équations de Saint-Venant en premier,
puis l'équation d'Exner à la suite, Castro et al. (2008), Cordier et al. (2011), Frac-
carollo et al. (2003). Cependant, cette résolution, plutôt simple, n'est pas toujours
adaptée et peut être caractérisée par des conditions de stabilité CFL très contrain-
gnantesCordier et al. (2011) (qui peuvent rallonger considérablement le temps de
simulation). De ce point de vue, des résolutions numériques basées sur l'utilisation
du modèle couplé présentent de meilleurs résultats (voir Castro et al. (2008), Cordier
et al. (2011) et les références qui y sont). C'est d'ailleurs en comparant avec l'une
de ces méthodes, que nous validerons le modèle LB 2− swe 1D qui sera déﬁni dans
la suite.
Il est important de noter que dans la précédente modélisation, on suppose la sé-
paration physique entre les phases liquide et solide, c'est à dire qu'il n'existe aucun
mélange et donc pas d'échange de masse entre les diﬀérentes phases : le fond est formé
uniquement de granulat et il n'y a aucune présence (ou alors cette dernière est consi-
dérée négligeable) de sédiments dans le liquide. Cependant, on remarque en réalité
lors du phénomène de sédimentation, l'existence de trois phases : une phase liquide,
une phase solide et une phase mixte (dite de mélange, voir Audusse et al. (2012)
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et les références qui y sont). La phase liquide (respectivement solide) est composée
à plus de 95% d'eau (respectivement de sédiments) alors que la phase de mélange
réunit des proportions proches d'eau et de solide. Se basant sur cette observation,
E. Audusse propose Audusse et al. (2012) de modéliser séparément les diﬀérentes
phases : la phase eau pure par les équations de Saint-Venant, la phase de mélange
comme un écoulement de sédiments (comme un ﬂuide ayant une densité plus élevée
que celle de l'eau due à la présence de sédiments) et la phase solide comme constituée
de sédiments ﬁxes. Les phases en écoulement (eau pure et mélange eau/sédiments)
résultent de l'intégration des équations de Navier-Stokes suivant l'axe vertical en
supposant la surface de sédiment ﬁxe plane et constante. Les équations modélisant
le phénomène de sédimentation sont données dans ce cas par
∂th+ ∂x(hu) = 0, (3.6)
∂t(hu) + ∂x(
1
2
gh2 + hu2) = −gh∂xhb + γ1, (3.7)
∂thb + ∂x(hbub) = 0, (3.8)
∂t(hbub) + ∂x(
1
2
gh2b + hbu
2
b) = −
ρ
ρb
ghb∂xh+
ρ
ρb
γ2, (3.9)
où γ1 et γ2 sont des termes proportionnels aux diﬀérents termes de frottement, ρ et
ρb sont respectivement les densités volumiques du ﬂuide et du sédiment.
Une approche similaire, qui considère un écoulement du ﬂuide, mais également
un écoulement de sédiments peut être trouvée dans Fraccarollo et al. (2003) et les
références qui y sont.
3.2 LB et sédimentation
La modélisation du phénomène de sédimentation avec la méthode de Boltzmann
sur réseau peut être faite en considérant les diﬀérents aspects du phénomène de
sédimentation. Dans cette section, nous présenterons deux modèles. Le premier mo-
dèle, dit bi-ﬂuide, introduit par A. Masselot, A. Dupuis et B. Chopard Dupuis and
Chopard (2002b), Chopard et al. (2000), est déﬁni sur une approche décrivant les
diﬀérentes étapes du processus de sédimentation et adapté aux cas des écoulements
en eaux peu profondes par O. Marcou, Marcou (2009), Marcou et al. (2006). Ce
premier modèle est réalisé en 2D. Le second modèle, représenté en 1D, est considéré
comme un double modèle (2 modèles 1D) d'écoulement en eaux peu profondes inté-
grant l'interaction entre les deux sous modèle (eau pure et sédiments en mouvement),
nous l'appellerons 2− swe 1D.
3.2.1 Modèle bi-ﬂuide
Comme la plupart des modèles LB, ce modèle est basé sur la déﬁnition de règles
locales simples et mésoscopiques qui permettent de retrouver le comportement global
du phénomène. Cette approche consiste à déﬁnir et à modéliser chacune des étapes
qui constituent le phénomène de sédimentation sous forme de règles élémentaires :
le transport, la déposition, l'érosion et l'eﬀondrement.
Il est à noter que dans cette modélisation, on considère un écoulement d'eau
classique auquel on ajoute des particules de sédiments. Ces particules peuvent exister
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sous forme libre ou gelée. Une particule libre peut se déplacer ou s'eﬀondrer pour
devenir gelée. Une particule gelée peut être érodée, et devenir particule libre, ou
rester gelée. Suivant le nombre de particules présentes sur un site, ce dernier est
considéré ﬂuide ou solide (si un seuil de particules présentes est dépassé). Les règles
locales correspondant aux diﬀérentes étapes vont être présentées dans la suite.
Le transport
Cette étape déﬁnit comment au cours du temps les diﬀérentes particules se dé-
placent vers les diﬀérentes directions du réseau. Cette répartition peut être faite
selon celle déﬁnie pour la répartition des densités du ﬂuide. Il est à noter que lors-
qu'on traite d'un nombre de particules très faible, on fait appel à des probabilités
pi de déplacement dans les diﬀérentes directions déﬁnies par, voir Marcou (2009)
pi = τsvi · (u+ ufall) (3.10)
où τs est un coeﬃcient lié à la probabilité de déplacement dans la direction i et
ufall est une vitesse dont seule la composante verticale est non nulle et qui simule
la tendance naturelle des particules à s'eﬀondrer. Dans cette modélisation, aucune
diﬀérence n'est faite entre les modes de propagation des sédiments (charriage, sus-
pension, ...), voir Graf and Altinakar (2000).
La déposition
C'est une étape dont la règle spéciﬁe les conditions pour lesquelles une particule
en mouvement va se déposer. Elle précise donc dans quelles circonstances une par-
ticule libre (particule en mouvement) s'eﬀondre (pour devenir une particule gelée)
et dans quel cas un site ﬂuide (écoulement normal) devient un site solide (écou-
lement perturbé par l'annulation de la vitesse de déplacement d'un sédiment lors
de la rencontre avec un obstacle, par exemple aux alentours d'une vanne ou d'un
déversoir). Une particule libre peut donc devenir gelée soit en arrivant vers un site
solide, soit parce que sa vitesse de déplacement n'est pas assez importante. On dé-
ﬁnit ainsi, pour chaque site voisin solide associée à la direction i, une proportion psi
de particules libres qui vont devenir gelées par
psi = τsPsolvi · (u+ ufall) (3.11)
où Psol est une probabilité qu'une particule libre devienne gelée. Un site ﬂuide devient
solide si un seuil Ns de particules gelées est atteint.
L'érosion
C'est l'étape contraire à la déposition. Elle consiste à faire passer les particules
de l'état gelé à l'état libre. Les particules gelées ont une probabilité de se muer en
particules libres qui est fonction de la force du courant autour du site auquel elles
appartiennent. Cette probabilité dépendra également d'une vitesse critique nommée
vitesse d'érosion, qui dépend elle du type de sédiments. Cette probabilité peut être
donnée par
pe = Pe
z∑
i
(u(xk + viδt, t)− Ue), (3.12)
où Pe est une constante déﬁnissant l'importance du mécanisme d'érosion et Ue est
la vitesse critique d'érosion.
L'eﬀondrement
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Cette étape permet de déﬁnir le type de proﬁl qu'on peut avoir à la surface
des sédiments en régissant la diﬀérence de particules qui peut être acceptée entre
deux sites voisins. Ainsi, si un site possède un nombre de particules gelées supérieur
à un seuil, l'excédent de particules est transporté vers les sites voisins. On devra
également s'assurer que dans le sens vertical, le site en dessous a plus de particules
que celui directement au dessus.
D'un point de vue implémentation, on tiendra également compte de l'initiali-
sation (création de particules au départ de la simulation). De plus amples détails
sur ces diﬀérentes étapes ainsi que des validations de divers scénarios de simulation
peuvent être consultés dans Marcou (2009).
Ce modèle, validé expérimentalement sur le micro-canal de Valence 1 en tenant
compte d'une certaine ressemblance entre les formes des proﬁls expérimentaux et les
formes des proﬁls obtenus en simulation, peut s'avérer lourd pour des simulation dans
des réseaux interconnectés complexes. D'autre part, en tenant compte des constats
faits par O. Marcou dans Marcou (2009) sur les diﬃcultés à faire coïncider les proﬁls
en simulation avec les proﬁls expérimentaux. On propose ici de déﬁnir un modèle en
1D (moins gourmand d'un point de vue simulation) qui sera validé numériquement
en utilisant une méthode de type volumes ﬁnis adaptée à la résolution des équations
de Saint-Venant-Exner Castro et al. (2008), Cordier et al. (2011).
3.2.2 Modèle 2− swe 1D
La modélisation du phénomène de sédimentation avec la méthode de Boltzmann
sur réseau en utilisant une approche dite 2 − swe 1D peut se baser sur les mêmes
hypothèses que celles utilisées dans les travaux d'E. Audusse et al., voir Audusse
et al. (2012). On suppose que le phénomène peut être régi par trois lois : une loi
pour l'eau pure, une loi pour les sédiments en mouvement et une dernière loi pour
les sédiments ﬁxes, voir Fig. 3.1.
Axe d'écoulement
Axe
 ve
rtic
al uh
hb
b
ub
Eau pure
Mélange eau/sédiments
Sédiments fixes
Figure 3.1  Phénomène de sédimentation, 3 régions
La partie ﬂuide :
Elle est déﬁnie par la méthode de Boltzmann sur réseau permettant de décrire les
1. L'ensemble des caractéristiques de ce micro-canal sont présentées en annexe.
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écoulements en eaux peu profondes d'un ﬂuide dans un canal d'irrigation ouvert
(voir chapitre 2). Nous avons ainsi pour un réseau D1Q3 :
fi(r + viδ, t+ δt) = fi(r, t) +
1
τ
(f eqi − fi) (3.13)
où i ∈ 0, 1, 2, viest la vitesse du réseau, r le site et δt le pas de temps. Les distributions
d'équilibre local vériﬁent ∑
i
f eqi = h, (3.14)∑
i
vif
eq
i = hu, (3.15)∑
i
v2i f
eq
i =
1
2
gh2 + hu2, (3.16)
où les f eqi représentent les distributions d'équilibre local du ﬂuide se déplaçant dans
la direction i.
Les sédiments en mouvement :
La modélisation de l'écoulement des sédiments est faite sur les mêmes bases que
celui du ﬂuide. Le modèle est ainsi déﬁni par une itération des phases de collision
et de propagation. Les densités de distribution résultant de la phase de collision
sont notées f bouti et celles résultant de la phase de propagation sont notées f
bin
i . Ces
phases peuvent être représentées par
f bouti (r, t) = f
bin
i (r, t) + Ω
b
i(f
b(r, t)) ( Collision) (3.17)
f bini (r + viδt, t+ δt) = f
bout
i (r, t) ( Propagation), (3.18)
où r représente le site, vi la vitesse d'écoulement du réseau et Ωbi le terme de collision
qui peut être de modèle BGK comme dans le cas des ﬂuides. Il est possible de
combiner les équations (3.17-3.18) pour obtenir
f bini (r + viδt, t+ δt) = f
bin
i (r, t) + Ω
b
i(f
b(r, t)), (3.19)
où fb(r, t) représente le vecteur de toutes les distributions au site et au temps consi-
déré. Si nous notons f bini par f
b
i (notation que nous garderons pour la suite), le terme
de collision peut être donné par
Ωbi =
1
τb
(f bi − f beqi ) (3.20)
avec τb le temps de relaxation, propre au sédiment, et f
beq
i les densités de distribution
d'équilibre. Ces dernières ainsi que les densités f bi doivent vériﬁer à chaque instant
et pour chaque site : ∑
i
f bi =
∑
i f
beq
i = hb, (3.21)∑
i
vif
b
i =
∑
i vif
beq
i = qb, (3.22)∑
i
v2i f
b
i =
∑
i v
2
i f
beq
i = Πb, (3.23)
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où hb est la quantité de matière de sédiments, qb est la quantité de mouvement
(moment d'ordre 1) correspondant et Πb est le moment d'ordre 2. Ces paramètres
peuvent être donnés par
qb = hbub (3.24)
et
Πb =
1
2
gh2b + hbu
2
b . (3.25)
En utilisant le développement de Chapman-Enskog 2, on peut écrire
∂thb + ∂x(hbub) = 0, (3.26)
∂t(hbub) + ∂x(Πb) = Γb, (3.27)
où Πb est le moment d'ordre 2 déﬁni par (3.25) et Γb est un terme de viscosité. Il est
montré que ce terme converge vers le terme de viscosité standard des ﬂuides lorsque
hb → 0 et ub → 0, voir Pham et al. (2010).
h
hb
u
ub
Eau pure
Sédiment en mouvement
Axe d'écoulement
A
x
e 
v
er
ti
ca
le
Figure 3.2  Phénomène de sédimentation, 2 régions.
La prise en compte des termes de force :
Pour la prise en compte des termes source ou termes de force dans ce modèle,
nous supposons que la base de la partie constituée de sédiments ﬁxe est plane et
constante (sans pente), voir Fig. (3.2). Le terme de force dans la partie eau pure
peut être donné par les diﬀérents termes proposés dans le chapitre 1, où le terme
de pente sera remplacé par le gradient du lit de sédiments (∂xhb). Pour la partie
sédiments en mouvement, le terme de force peut être donné par
Fb = − τ
τb
ghb∂xh+
τ
τb
γ2, (3.28)
où τ et τb représentent, respectivement, les temps de relaxation des parties eau pure
et sédiments en mouvement, γ2 est proportionnel à un terme de frottement. En
incorporant les diﬀérents termes de force (par simplicité, nous utilisons des termes
2. Voir en annexe
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de force simple déﬁni dans le chapitre 1), les équations de Boltzmann sur réseau
représentant le phénomène de sédimentation peuvent être donnés par
fi(r + viδt, t+ δt) = f
i(r, t) + Ωi(f(r, t)) + ωi
δt
c2s
viF, (3.29)
f bi (r + viδt, t+ δt) = f
b
i (r, t) + Ω
b
i(f
b(r, t)) + ωi
δt
c2s
viFb (3.30)
où les paramètres c2s, vi, ωi sont propre au réseau et ont été déﬁnis précédemment.
On peut vériﬁer aisément, en utilisant le développement de Chapman-Enskog, que le
modèle ainsi déﬁni est bien équivalent à des termes de viscosité près aux équations
données par
∂th+ ∂x(hu) = 0, (3.31)
∂t(hu) + ∂x(
1
2
gh2 + hu2) = −gh∂xhb, (3.32)
∂thb + ∂x(hbub) = 0, (3.33)
∂t(hbub) + ∂x(
1
2
gh2b + hbu
2
b) = −
τ
τb
ghb∂xh (3.34)
qui sont équivalentes aux équations du modèle d'E. Audusse (3.6)-(3.9) lorsqu'on
considère des termes de frottement nuls avec le rapport τ
τb
= ρ
ρb
où ρ est la masse
volumique de l'eau pure et ρb celle du granulat des sédiments considérés.
3.3 Validation et expérimentations
Dans cette section, nous allons présenter des travaux permettant de valider le
modèle au travers de quelques scénarios. Nous tenons à rappeler que la résolution
analytique des équations de Saint-Venant-Exner est impossible dans le cas général.
Cette résolution peut cependant être faite lorsque l'on considère certaines simpliﬁca-
tions (∂thb ' 0, ∂tu ' 0), notamment en régime stationnaire ou quasi-stationnaire,
Graf and Altinakar (2000). Lorsqu'on ne considère pas ces simpliﬁcations, la réso-
lution numérique est alors nécessaire. Les méthodes numériques usuelles, présentées
notamment au chapitre 2, deviennent assez complexes et peuvent présenter des insta-
bilités Audusse et al. (2012), Castro et al. (2008), Cordier et al. (2011), Fraccarollo
et al. (2003). Nous présenterons dans la suite une méthode de volumes ﬁnis adaptée
à cette résolution numérique des équations de Saint-Venant-Exner.
La validation du modèle de Boltzmann sur réseau sera faite numériquement. Nous
comparerons les résultats obtenus avec cette méthode avec des solutions analytiques
et les résultats obtenus avec la méthode des volumes ﬁnis.
La validation du modèle LB va être faite en examinant la convergence vers des
proﬁls analytiques ou vers des solutions bien déﬁnies dans la littérature. Pour cela,
nous considérerons diﬀérents scénarios particuliers. Nous nous intéresserons notam-
ment à la convergence vers un proﬁl analytique en régime stationnaire, à la conver-
gence vers diﬀérents proﬁls et au cas de ruptures de barrage.
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3.3.1 Méthode des volumes ﬁnis (Castro et al. (2008), Cor-
dier et al. (2011))
Nous présenterons dans la suite une méthode des volumes ﬁnis adaptée à la
résolution numérique des équations de Saint-Venant-Exner. Nous considérons les
équations de Saint-Venant-Exner 3 déﬁnies par
∂th+ ∂x(hu) = 0 (3.35)
∂t(hu) + ∂x(hu
2 +
1
2
gh2) = gh(I − J) (3.36)
∂thb + ζ∂xqb = 0 (3.37)
avec les variables h, hb, u, qb déjà déﬁnies et ζ = (1− p)−1 où p est la porosité du
granulat constituant les sédiments. Ces équations peuvent être écrites sous la forme
d'équations de bilan
∂tU + ∂xF(U) = B∂xU (3.38)
avec
U =
 hhu
hb
 , (3.39)
F(U) =
 huhu2 + 1
2
gh2
ζqb
 (3.40)
et
B =
 0 0 00 0 −gh
0 0 0
 (3.41)
On peut également écrire
∂tU +A(U)∂xU = 0 (3.42)
avec
A(U) = DUF(U)−B (3.43)
où DUF(U) est la matrice Jacobienne de F(U) par rapport à U . Il est à noter que
qb est généralement une fonction de h et de u de sorte que si on considère le modèle
de Grass 4 (qb = Agu|u|mg−1) et que l'on prend ζ = 1, on peut écrire
∂hqb = −u∂qqb (3.44)
avec q = hu, Cordier et al. (2011). Le schéma numérique des volumes ﬁnis peut alors
être déﬁni par
Un+1i = U
n
i −
δt
δx
(
A+i−1/2(U
n
i − Uni−1) +A−i+1/2(Uni+1 − Uni )
)
(3.45)
3. La validation est faite pour montrer une convergence vers le modèle de Saint-Venant-Exner
qui reste le modèle le plus utilisé par les ingénieurs, et en quelque sorte le modèle de référence.
4. Nous rappelons ici que la détermination du débit qb est faite de manière empirique et divers
modèles existent pour l'évaluer Graf and Altinakar (2000). Le modèle de Grass introduit dans Grass
(1981), sera utilisé dans cette étude pour la conformité aux résultats connus dans la littérature qui
serviront de comparaison.
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avec
A±i+1/2 =
Ai+1/2 ± |Ai+1/2|
2
, (3.46)
où Ai+1/2 est une matrice de Roe 5 (voir Fraccarollo et al. (2003), Roe (1981))
correspondant aux équations (3.35-3.37) donnée par
Ai+1/2 =
 0 1 0ghni+1/2 − (uni+1/2)2 2uni+1/2 ghni+1/2
−uni+1/2bni+1/2 bni+1/2 0
 (3.47)
et
hi+1/2 =
hi + hi+1
2
(3.48)
ui+1/2 =
√
hiui +
√
hi+1ui+1√
hi +
√
hi+1
(3.49)
bi+1/2 = ζ
Ag
(√
hi +
√
hi+1
)
√
hihi+1 +
√
hi+1hi
mg−1∑
k=0
(ui+1)
k (ui)
mg−1−k . (3.50)
Il est à noter que d'un point de vue implémentation, nous utiliserons les fonctions
de ﬂux réels F(U) comme 6 proposé par M. J. Castro dans Castro et al. (2008). Le
modèle numérique des volumes ﬁnis ainsi déﬁnie (qui représente un modèle couplé
de l'écoulement de ﬂuide et des sédiments) présente plus de stabilité que les modèles
basés sur une résolution alternative des équations de Saint-Venant seules, puis de
l'équation d'Exner à chaque itération, Cordier et al. (2011). La stabilité est, en eﬀet
donnée par la condition de Courant-Friedrich-Levy (CFL)(
|u|+
√
gh
)
δt < δx. (3.51)
3.3.2 Solutions en régime stationnaire
Nous considérons le phénomène de sédimentation représenté par le modèle d'E.
Audusse (3.6)-(3.9) pour lequel une convergence du modèle 2− swe 1D a été établi.
En régime stationnaire, ces équations se réduisent à
∂x(hu) = 0, (3.52)
∂x
(
hu2 + gh2/2
)
= −gh∂xhb, (3.53)
∂x(hbub) = 0, (3.54)
∂x
(
hbu
2
b + gh
2
b/2
)
= −ghb∂xh, (3.55)
5. La matrice de Roe est une matrice dont la déﬁnition permet de résoudre un problème de
Riemann. La méthode de Roe (on parle de RARS pour Roe Approximate Riemann Solver) est
basée autour du schéma de Godunov (voir Fraccarollo et al. (2003) et les références qui y sont)
et permet de déterminer une estimation du ﬂux numérique intercellulaire ou du ﬂux de Godunov
Fi+1/2 à l'interface entre deux cellules de calcul Ui et Ui+1 pris dans un domaine de discrétisation
spatio-temporel.
6. On utilise plutôt Un+1i = U
n
i − δtδx
(
Gi−1/2 −Gi+1/2
)
+
δt
2δx
(
Bi−1/2(Uni − Uni−1) +Bi+1/2(Uni+1 − Uni )
)
où Gi+1/2 =
1
2
(
F(Uni ) + F(U
n
i+1)
) −
1
2 |Ai+1/2(Uni+1 − Uni )|.
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(a) État initial (b) Solution stationnaire de convergence des modèles
LB et FV
Figure 3.3  Évaluation des proﬁls stationnaires des modèles FV et 2swe 1D.
et permettent de conclure que le régime stationnaire sera atteint si ∂x(h + hb) = 0
(une réduction des équations (3.53) et (3.55) en utilisant les équations (3.52) et
(3.54)) et si les diﬀérents débits sont uniformes (q et qb). Il est à noter que ce
résultat est aussi valable pour les modèles avec les équations de Saint-Venant-Exner
(3.1)-(3.3).
Nous présentons ici quelques résultats de simulation d'un scénario en utilisant le
modèle de Saint-Venant-Exner (résolu numériquement avec la méthode des volumes
ﬁnis) et le modèle 2− swe 1D.
On considère un canal rectangulaire de section constante et de longueur L. Le
domaine est discrétisé sur 400 sites. Les conditions limites sont déﬁnies telles que l'on
suppose un prolongement aux frontières (conditions de type Neumann homogènes
aux bords, ou sites miroirs aux bords dans le cas de la méthode LB). Les conditions
initiales sont déﬁnies par
hu(x, 0) = 0.5,
hb(x, 0) = 0.1
(
1 + e−(x−L/2)
2
)
,
u2/2 + g (h+ hb) = 6.386.
(3.56)
et représentées sur Fig. 3.3a.
Pour le modèle de Saint-Venant-Exner, la détermination du débit qb est donné
par le modèle de Grass avec mg = 3
qb = Agu
3 (3.57)
où l'on prend Ag = 0.05. On peut noter que les modèles Saint-Venant-Exner et
2− swe 1D convergent vers la même solution stationnaire, Fig 3.3b. La condition
CFL est satisfaite pour δt = δx/4.
Nous avons relevé quelques états intermédiaires de la dynamique lors de la simu-
lation avec la méthode des volumes ﬁnis, Fig 3.4.
Nous notons que la dynamique du modèle de Boltzmann sur réseau déﬁni avec
(3.21)-(3.23) est diﬀérente de celle obtenue par la méthode de volumes ﬁnis, voir
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(a) Simulation pour T = 2.1s. (b) Simulation pour T = 3.5s.
Figure 3.4  Les proﬁls obtenus avec le modèle FV pour une discrétisation sur 400
sites pour diﬀérents temps, Cordier et al. (2011).
Fig. 3.5. Ces courbes sont obtenues avec τ = 1.2 et τb = 15τ , en considérant des
temps de relaxation τb plus petits, les divergences sont ampliﬁées.
Pour palier à cela, nous redéﬁnissons le modèle en utilisant le débit qb déﬁni avec
le modèle de Grass (qb = Agu|u|mg−1) qui est utilisé dans le modèle des volumes
ﬁnis. Cela conduit à déterminer les distributions d'équilibre f beqi vériﬁant∑
i
f bi =
∑
i
f
beq
i =hb (3.58)∑
i
vif
b
i =
∑
i
vif
beq
i = qb (3.59)∑
i
v2i f
b
i =
∑
i
v2i f
beq
i =
(
q2b
hb
+ g
h2b
2
)
(3.60)
En utilisant le modèle LB ainsi déﬁni, on retrouve une dynamique similaire de
celle obtenue avec la méthode des volumes ﬁnis, Fig 3.6. On note toutefois une légère
diﬀérence entre les deux modèles (le déplacement des sédiments paraît plus accentué
avec le modèle des volumes ﬁnis qu'avec le modèle LB).
En eﬀet, en plus du paramètre Ag (qui inﬂuence le débit qb), on notera que pour
la méthode LB le temps de relaxation τb inﬂuence sa dynamique. Nous ne somme
cependant pas parvenu à annuler la diﬀérence entre les dynamiques comme on peut
le remarquer sur les ﬁgures présentées.
Nous terminons cette sous-section par une présentation des résultats sur le temps
nécessaire en simulation pour converger vers la solution stationnaire. Nous notons
href et hb,ref les proﬁls de hauteurs d'eau et de sédiments en régime stationnaire.
Nous considérons que ce régime sera atteint si e < 10−8 où e est donnée par
e = max
{‖max(h(t))− h(t)‖
max(h(t))
,
‖max(hb(t))− hb(t)‖
max(h(t))
}
,
avec ‖x‖ = √∑i x2i . En tenant compte de la condition CFL (3.51), la vitesse du
réseau v dans le cas de la méthode LB est donnée par v = 4 (δt = δx/4). La
66 3.3. VALIDATION ET EXPÉRIMENTATIONS
CHAPITRE 3. SUR LE PHÉNOMÈNE DE SÉDIMENTATION
(a) Simulation pour T = 2.1s. (b) Simulation pour T = 3.5s
Figure 3.5  Les proﬁls obtenus avec le modèle 2− swe 1D avec le modèle (3.21)-
(3.23).
(a) Simulation pour T = 2.1s. (b) Simulation pour T = 3.5s.
Figure 3.6  Les proﬁls obtenus avec le modèle LB (2swe 1D) pour une discrétisa-
tion sur 400 sites pour diﬀérents temps.
Figure 3.7  Temps de calcul nécessaire pour atteindre l'état stationnaire en fonc-
tion du nombre de sites.
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simulation est faite en faisant varier le nombre de sites considérés. Les résultats sont
présentés sur Fig. 3.7. On note que pour un nombre de sites peu élevé, le temps
CPU est du modèle LB est beaucoup plus petit que celui de la méthode des volumes
ﬁnis. Quand le nombre de site augmente, la diﬀérence dans la dynamique, remarquée
plus haut, entre les deux méthodes entraîne un temps de calcul plus grand dans la
méthode LB.
3.3.3 États d'équilibre avec le modèle LB
Nous présentons dans cette sous-section, deux scénarios où l'on s'intéresse à l'in-
ﬂuence du paramètre Ag sur les proﬁls de sédiments obtenus lorsque le modèle LB
(2 − swe 1D) tend vers l'équilibre. On évalue notamment cette inﬂuence sur deux
scénarios. On considère des conditions limites de type Neumann homogènes aux
bords.
(a) État initial dépôt rectangulaire (b) Résultat avec Ag = 0.0001 et T = 30s.
(c) Résultat avec Ag = 0.005 et T = 30s. (d) Résultat avec Ag = 0.025 et T = 30s.
Figure 3.8  Résultats de simulation du scénario 1 pour diﬀérents Ag.
Pour le scénario 1, on considère un proﬁl de sédiments avec un dépôt rectangulaire
(arrondi aux angles pour éviter l'apparition de chocs) en son milieu de longueur 2m,
voir Fig 3.8a. Ces conditions initiales sont déﬁnies ci-dessous :
hb(x, 0) + h(x, 0) = 0.1, ∀0 ≤ x ≤ L (3.61)
q(x, 0) = 0.025, ∀0 ≤ x ≤ L. (3.62)
Les résultats pour diﬀérentes valeurs du paramètre Ag sont présentées sur les
Fig. 3.8b-3.8d. On notera que plus cette valeur est élevée, plus le tas de sédiments
se déplace.
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Pour le deuxième scénario, on considère cette fois le proﬁl de sédiments initiale-
ment déﬁni par,
hb(x, 0) = 0.01
(
1 + 3e−(x−L/2)
2
)
, ∀0 ≤ x ≤ L, (3.63)
avec h et q déﬁnis en (3.61)-(3.62). Cet état initial est représenté sur la Fig. 3.9a.
Comme pour le premier scénario, on remarque que la vitesse de déplacement du
tas de sédiments est corrélée à l'augmentation du paramètre Ag. Les résultats sont
présentées sur Fig. 3.9b-3.9d. Il est donc possible (quitte à procéder de manière
empirique) de faire tendre les proﬁls LB vers les proﬁls souhaités.
(a) État initial proﬁl sédiment en bosse (b) Résultat avec Ag = 0.0001 et T = 30s.
(c) Résultats avec Ag = 0.005 et T = 30s. (d) Résultats avec Ag = 0.025 et T = 30s.
Figure 3.9  Résultats de simulation du scénario 2 pour diﬀérents Ag.
3.3.4 Cas d'une rupture de barrage
Nous terminons cette partie numérique par une discussion et un test qui simule
des régions de vitesses diﬀérentes. Nous considérons le système initialement déﬁni
par, voir Cordier et al. (2011)
hu(x, 0) = 0.6
hb(x, 0) = 0.1
(
1 + e−(x−L/2)
2
)
,
h(x, 0) + hb(x, 0) = 0.4.
(3.64)
La partie ﬂuide (sans sédiments) est simulée jusqu'à atteindre un équilibre
donné, voir Fig 3.10. Cet équilibre est atteint avec un débit hu constant, et l'on
note l'établissement de deux régimes d'écoulements dans le canal : une petite vi-
tesse (u <
√
gh), correspondant à un écoulement ﬂuvial, en amont du canal et une
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Figure 3.10  État d'équilibre obtenu après simulation du système initial donné
par (3.64). Cet état constituera le proﬁl initial de la rupture de barrage.
plus grande (u >
√
gh), correspondant à un écoulement torrentiel, en aval 7. Une
simulation en utilisant la méthode des volumes ﬁnis est faite, voir Fig. 3.11 avec
Ag = 0.001 où l'on considère le modèle de Grass pour la détermination du débit qb.
(a) Simulation au bout d'une seconde. (b) Simulation pour t = 15s.
Figure 3.11  Proﬁls obtenus avec la méthode des volumes ﬁnis
Il est à noter que la méthode de Boltzmann sur réseau telle que nous l'avons
déﬁnie (réseau symétrique) est uniquement adaptée aux écoulements ﬂuviaux (où
le nombre de Froude Fr < 1). Pour cela nous ne pouvons utiliser le précédent
algorithme et redéﬁnissons la partie écoulement eau pure en utilisant un réseau
asymétrique.
7. Ce type de conﬁguration est généralement rencontré de part et d'autre d'un barrage. La
simulation consiste à supposer que le barrage est rompu.
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Le modèle asymétrique est déﬁni, voir Chopard et al. (2011), en utilisant le
schéma de la ﬁgure Fig. 3.12 où les vitesses sont données par
v0 = v, v1 = 3v, v2 = −v. (3.65)
v0
v2 v1
Figure 3.12  Réseau D1Q3 asymétrique avec v0 = v, v1 = 3v et v2 = −v.
En utilisant les vitesses déﬁnies en (3.65), les fonctions d'équilibre local sont
données par
f eq0 =
3
4
h− 1
4v2
(
1
2
gh2 + hu2
)
+
1
2v
hu, (3.66)
f eq1 = −
1
8
h+
1
8v2
(
1
2
gh2 + hu2
)
, (3.67)
f eq2 =
3
8
h+
1
8v2
(
1
2
gh2 + hu2
)
− 1
2v
hu. (3.68)
Les expressions (3.66)-(3.68), ainsi que la dynamique de la méthode LB (3.13) et
h =
∑
i
fi, hu =
∑
i
vifi
déﬁnissent le modèle LB 1D asymétrique pour les écoulements en eaux peu pro-
fondes. Il est à noter que ce modèle permet de considérer des écoulements avec un
nombre de Froude Fr ≥ 1 et donc les écoulements sur-critiques, ainsi que les phases
de transition (Fr = 1). En utilisant ce modèle, les résultats de simulation pour
Ag = 0.001 sont donnés sur les ﬁgures Fig 3.13a-3.13b. On note que ce modèle LB
permet de reproduire un déplacement rapide des sédiments. Les simulations laissent
par ailleurs envisager l'obtention de proﬁls plus proches de la réalité avec la méthode
LB qu'avec la méthode des volumes ﬁnis. On remarque, en eﬀet, que dans la simu-
lation avec la méthode des volumes ﬁnis, l'aﬀaissement de l'eau en amont se fait de
manière graduée (à la manière d'une ouverture progressive d'une vanne entre les 2
régimes d'écoulement), alors que dans la simulation avec la méthode LB, on a bien
un aﬀaissement se rapprochant d'une rupture de barrage.
3.4 Conclusion
Dans ce chapitre, nous avons discuté de la modélisation du phénomène de sédi-
mentation avec la méthode de Boltzmann sur réseau. Nous avons rappelé les équa-
tions de Saint-Venant-Exner qui sont couramment utilisées par les ingénieurs pour
modéliser le phénomène de sédimentation. Nous avons également rappelé un algo-
rithme de sédimentation basé sur une modélisation 2D introduit par A. Masselot,
A. Dupuis et B. Chopard et adapté dans le cas des écoulements en eaux peu pro-
fondes par O. Marcou. En utilisant une modélisation à plusieurs lois, qui dépend
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(a) Simulation pour T = 1s (b) Simulation pour T = 15s.
Figure 3.13  Simulation transport de sédiments avec le modèle LB 1D asymé-
trique.
des phénomènes considérés (eau, sédiments mobiles, fond ﬁxe), nous avons déﬁni un
modèle 1D de Boltzmann sur réseau représentant les phénomènes de sédimentation.
Ce modèle est basé sur la déﬁnition de plusieurs lois dans un écoulement, chacune
d'entre elle déﬁnissant un type d'écoulement (eau pure et transport de sédiment).
Ce concept multi-lois a été notamment utilisé par E. Audusse et ses collaborateurs.
Nous avons validé numériquement notre modèle sur des scénarios bien connus
dans la littérature où l'on s'est intéressé à la dynamique, à la stabilité et à la solution
stationnaire. Nous avons montré que les modèles de Boltzmann sur réseau avaient
un comportement similaire à celui des modèles déﬁnis en utilisant un schéma couplé
de méthode des volumes ﬁnis.
En utilisant un modèle asymétrique, nous avons déﬁni un modèle 2 − swe 1D
représentatnt le déplacement de sédiment lors de ruptures de barrage.
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Chapitre 4
Commandabilité et Observabilité des
écoulements en eaux peu profondes
4.1 Généralités
4.1.1 Introduction
La commandabilité et l'observabilité des systèmes à paramètres distribués ont
fait l'objet de plusieurs études ces dernières décennies, voir Lions (1988), Zuazua
(2002, 2006) et les références qui y sont. Parmi ces études, on distinguera celles sur
les systèmes hyperboliques, Cirinà (1969), T.-T. Li et al. (2001), T.-T. Li and Rao
(2003), T.-T. Li et al. (2008), T.-T. Li (2006), dont les résultats ont pu être adaptés
au cas des écoulements en eaux peu profondes (représentés par les équations de
Saint-Venant), voir Coron (2002), Gugat and Leugering (2005, 2009), Li and Rao
(2004), T.-T. Li (2004, 2005) et les références qui y sont. L'analyse de ces systèmes
peut se faire en non-linéaire ou après linéarisation autour d'un proﬁl considéré.
Cette diﬀérenciation peut avoir comme conséquence la déﬁnition de divers niveaux
de propriétés (commandabilité/observabilité locale ou globale par exemple). Suivant
que l'étude est menée sur un modèle de dimension inﬁnie (sous forme d'équations
aux dérivées partielles) directement ou sur des modèles obtenus après discrétisation,
une diﬀérenciation doit également être faite (on parlera d'analyse en dimension ﬁnie
ou d'analyse en dimension inﬁnie).
Dans ce chapitre, nous ferons l'analyse (commandabilité, observabilité) des écou-
lements en eaux peu profondes en dimensions ﬁnie et inﬁnie. Nous nous intéresserons
notamment au cas de la commandabilité et de l'observabilité des modèles obtenus
par la méthode de Boltzmann sur réseau. Nous terminerons le chapitre par une
comparaison des propriétés de commandabilité entre les modèles de Boltzmann sur
réseau et les modèles obtenus par discrétisation des équations de Saint-Venant en
utilisant les méthodes classiques, précédemment présentées.
Nous rappelons que les écoulements en eaux peu profondes sont généralement
représentés par les équations de Saint-Venant qui peuvent être données par
∂t
(
h(x, t)
Q(x, t)
)
= −∂x
( Q
B
Q2
Bh
+ 1
2
gBh2
)
+
(
0
gBh(I − J)
)
, (4.1)
avec h la hauteur, Q le débit du ﬂuide, B la largeur du canal considéré, x et t les va-
riables spatiale et temporelle, respectivement, g l'accélération gravitationnelle, I et
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J les termes désignant les forces de gravité (ou pente de fond) et de frottement (ru-
gosité du fond et des berges notamment). On peut également exprimer les équations
de Saint-Venant en hauteur h et vitesse d'écoulement u par
∂t
(
h(x, t)
u(x, t)
)
= −∂x
(
hu
u2
2
+ gh
)
+
(
0
g(I − J)
)
. (4.2)
Avant d'entamer l'analyse des écoulements en eaux peu profondes, nous présentons
les diﬀérentes notions de commandabilité et dobservabilité en dimension ﬁnie et en
dimension inﬁnie de manière générale. Il s'agit ici de faire un rappel de ces notions
courantes de l'automatique dans le cas de la dimension ﬁnie, et de les déﬁnir pour
les systèmes à paramètres distribués.
4.1.2 Commandabilité/Observabilité en dimension ﬁnie
Considérons un système linéaire (ou linéarisé) qui peut être décrit par les équa-
tions suivantes : {
z˙(t) = Az(t) +Bu(t)
y(t) = Cz(t)
pour tout t ≥ 0, (4.3)
où z ∈ Rn est le vecteur d'état, y ∈ Rp est le vecteur de sortie et u ∈ L2[0, t;Rm]
représente le vecteur des commandes. Les matrices A, B et C sont supposées de
dimension n× n, n×m et p× n, respectivement, et représentent les opérateurs de
dynamique, de commande et de sortie (les mesures).
Nous considérons dans la suite l'état ﬁnal z1 et l'état initial z0 tels que z1 et
z0 ∈ Rn. Les notions de commandabilité et d'observabilité en dimension ﬁnie vont
être déﬁnies dans la suite.
4.1.2.1 La commandabilité
La notion de commandabilité consiste à se poser la question de l'existence d'au
moins une trajectoire permettant d'aller vers un état donné à partir d'un état initial.
On a la déﬁnition suivante :
Déﬁnition 4.1
Le système (4.3) est commandable (ou la paire (A,B) est commandable) si à partir
d'un état initial z0 ∈ Rn, il existe une commande u ∈ L2[0, t;Rm] et t > 0 tel que
pour tout état ﬁnal z1 ∈ Rn, on puisse écrire
z(t, 0, z0,u(.)) = z1, (4.4)
avec
z(t, 0, z0,u(.)) = e
Atz0 +
ˆ t
0
eA(t−s)Bu(s)ds (4.5)
la solution du système (4.3).
Il est à noter que la solution (4.5) peut se décomposer selon la réponse d'un
système autonome (réponse libre) et d'un système commandé (réponse forcée) avec
un état initial supposé nul. L'étude de la commandabilité consiste à traiter la réponse
forcée pour atteindre, si possible, les états désirés. Sa caractérisation en dimension
ﬁnie est liée à la détermination de la matrice de commandabilité. Cette dernière
peut être déﬁnie comme suit :
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Déﬁnition 4.2
Considérons le système (4.3), la matrice de commandabilité est une matrice de di-
mension n× nm déﬁnie par
C = [B, AB, . . . , An−1B]. (4.6)
La détermination de cette matrice donne une information sur la commandabilité
ou non du système. Nous avons le théorème suivant :
Théoreme 4.3
Le système (4.3) est dit commandable si et seulement si la matrice de commandabilité
est de plein rang ligne, c'est à dire si
rang(C) = n. (4.7)
4.1.2.2 L'observabilité
Le concept d'observabilité peut se ramener à la détermination de l'état initial du
système connaissant les mesures et les commandes du système sur un intervalle de
temps donné. Nous avons la déﬁnition suivante, voir El Jai et al. (2008) :
Déﬁnition 4.4
Le système (4.3) est dit observable sur l'intervalle de temps [0, t] (ou la paire (A,C)
est observable), si l'état initial, z0 ∈ Rn, peut être déterminée à partir de la connais-
sance des mesures, y(t) ∈ Rp, et des commandes, u ∈ L2[0, t;Rm].
Comme pour la commandabilité, il existe une condition nécessaire et suﬃsante
sur l'observabilité qui est purement algébrique. Cette condition (critère de Kalman)
repose sur la matrice d'observabilité de dimension pn× n donnée par
O =

C
CA
...
CAn−1
 . (4.8)
Nous avons le théorème suivant :
Théoreme 4.5
Le système (4.3) est observable si et seulement si la matrice d'observabilité O est de
plein rang colonne, c'est à dire si
rang(O) = n. (4.9)
Il est à noter enﬁn que l'étude de l'observabilité consiste à traiter la réponse
libre 1 du système, pour pouvoir reconstruire l'état initial connaissant les mesures.
Un autre constat est que les notions présentées montrent une symétrie. Dans
le paragraphe suivant, nous montrons la relation entre ces deux notions, qui sont
considérées duales.
1. On considère que la commande est nulle ou qu'elle est connue et donc qu'on peut soustraire
de la solution la réponse forcée du système.
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4.1.2.3 Dualité
Il est aujourd'hui bien établi que les notions de commandabilité et d'observabilité
sont des notions duales (la connaissance de l'une peut permettre de conclure sur
l'autre) pour un système considéré. La dualité de ces deux notions peut facilement
être mise en exergue en déﬁnissant des systèmes appropriés, voir El Jai et al. (2008)
Déﬁnition 4.6
Considérons le système commandé{
z˙(t) = Az(t) +Bu(t), avec t > 0
z(0) = z0 ∈ Rn , (4.10)
et le système observé  z˙(t) = A˜z(t), avec t > 0z(0) = z0 ∈ Rn
y(t) = Cz(t)
. (4.11)
En prenant
A˜ = A∗ et B∗ = C, (4.12)
où M∗ est l'opérateur (matrice) adjoint de M , les systèmes (4.10) et (4.11) sont
dits duaux.
En eﬀet, il est facile de vériﬁer que la matrice de commandabilité du système
commandé (4.10) et la matrice d'observabilité du système observé (4.11) sont de
même rang
O∗ = C. (4.13)
4.1.3 Commandabilité/Observabilité en dimension inﬁnie
L'étude de la commandabilité et/ou de l'observabilité en dimension inﬁnie en-
globe celle des systèmes à paramètres distribués représentés sous forme d'équations
aux dérivées partielles. Ces systèmes à paramètres distribués sont souvent classés
selon les directions asymptotiques associées à leurs équations caractéristiques, voir
Le pourhiet (1988). On distingue généralement :
 les systèmes hyperboliques dont la plus connue est l'équation des ondes clas-
sique donnée par
∂2t z − α2∂2xz = 0; (4.14)
 les systèmes paraboliques, dont fait partie le système représenté par l'équation
de chaleur,
∂tz = λ∂
2
xz. (4.15)
On considère pour la suite une formulation abstraite des systèmes continus linéaires.
Ces systèmes peuvent s'écrire sous la forme 2{
z˙(t) = Az(t) +Bu(t) (dynamique)
y(t) = Cz(t) (observation)
(4.16)
avec t ≥ 0, z(0) = z0 (état initial), avec
2. Cette forme peut représenter également des systèmes non linéaires en utilisant des opérateurs
de dynamique, A, ou de commande, B, adaptés.
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 pour tout t ≥ 0, z(t) ∈ Z, u(t) ∈ U , y(t) ∈ Y et Z, Y et U sont des espaces
de Banach ;
 u : R+ → U est une fonction de commande (entrée) localement intégrable ;
 y : R+ → Y est une fonction d'observation (sortie) localement intégrable ;
 A : D(A) ⊂ Z → Z est générateur d'un semi-groupe fortement continu d'opé-
rateurs (Φ(t)t≥0) avec Φ(t) ∈ L(Z)
 B : U → Z est un opérateur de commande linéaire et borné ;
 C : Z → Y est un opérateur d'observation linéaire et borné.
Nous noterons par

∑
(A,B, C) le système (4.16) ;

∑
(A,B,−) le système (4.16) sans considération de la sortie (C = 0) ;

∑
(A,−, C) le système (4.16) sans considération de la commande (B = 0).
La solution du système
∑
(A,B, C) est donnée par
z(t,u, z0) = Φ(t)z0 +
ˆ t
0
Φ(t− s)Bu(s)ds, (4.17)
où Φ est le semi-groupe généré par l'opérateur A. Les notions de commandabilité et
d'observabilité en dimensions inﬁnie vont être déﬁnies dans la suite.
4.1.3.1 La commandabilité
L'objectif de commandabilité reste le même : nous désirons atteindre un état
z(t) donné à partir d'un état initial z0 = z(t = 0). Sans perte de généralité, et
comme nous l'avons signalé en dimension ﬁnie, l'étude de la commandabilité peut
se ramener à celle de la réponse forcée. On peut supposer que l'état initial z0 = 0,
la solution est alors donnée par
z(t,u, z0 = 0) = Bt[u(.)] =
ˆ t
0
Φ(t− s)Bu(s)ds, (4.18)
où Bt : L2(0, t;U)→ Z est un opérateur de commandabilité déﬁni par (4.18). Nous
avons la déﬁnition suivante.
Déﬁnition 4.7
Le système
∑
(A,B,−) est exactement commandable si tous les points dans Z
peuvent être atteints au temps t à partir de l'origine z0, c'est à dire, si
Im(Bt) = Z. (4.19)
Remarque 4.8
On rappelle que Im(Bt) = {z ∈ Z/∃u ∈ L2(0, t;U) : z(t,u, z0) = z}.
La déﬁnition 4.7 généralise la notion de commandabilité des systèmes en di-
mension ﬁnie, mais elle s'avère très contraignante comme le montre la proposition
suivante (voir proposition 8.5 dans Engel and Nagel (2000)) :
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Proposition 4.9
Si l'opérateur B ∈ L(U,Z) d'un système de commande donné, ∑(A,B,−), est
compact 3, alors l'opérateur Bt est compact pour t > 0. En particulier, si
dim(Z) =∞, (4.20)
alors
∑
(A,B,−) n'est jamais exactement commandable sur [0, t].
La proposition 4.9 implique que dans des applications où l'espace de commande
est de dimension ﬁnie, le système ne sera jamais exactement commandable. Pour
cette raison, des notions de commandabilité moins contraignantes sont ainsi intro-
duites :
Déﬁnition 4.10
1. Le système
∑
(A,B,−) est dit approximativement (ou faiblement) comman-
dable sur [0, t], si pour tout z1 ∈ Z et tout  > 0, il existe une commande u
tel que ‖z1 − z(t, z0,u)‖ <  ;
2. Le système
∑
(A,B,−) est dit exactement nul-commandable si tout état initial
peut être amené à zero via une commande adéquate, c'est à dire, à partir de
z0 6= 0, on a z(t, z0,u) = 0.
4.1.3.2 L'observabilité
L'objectif de l'observabilité en dimension inﬁnie reste identique à celui établi
pour les systèmes en dimension ﬁnie. Il s'agit de se poser la question de la recons-
truction de l'état initial z0 = z(t0) à partir de la connaissance des mesures et des
sorties. Les diﬀérences, comme pour la commandabilité, proviennent de la considé-
ration de notions d'observabilité moins contraignante que celle qui est généralisée
à partir de la déﬁnition en dimension ﬁnie.
Nous considérons le système
∑
(A,−, C) et la solution du système donnée en
(4.17). La sortie est alors donnée par
y(t) = CΦ(t)z0 + C
ˆ t
0
Φ(t− s)Bu(s)ds, (4.21)
et le problème d'observabilité se ramène à la reconstruction de l'état initial z0 ∈ Z
(avec u = 0) tel que
y(t) = CΦ(t)z0 = K(t)z0, t ≥ 0, (4.22)
où K est l'opérateur d'observation. Il peut être déﬁni comme un opérateur linéaire
et borné
K : z ∈ Z → K(.)z ∈ L2(0, t;Y ). (4.23)
Son opérateur adjoint est donné par, voir Aﬁﬁ et al. (2008), El Jai (2006)
K∗y =
ˆ t
0
Φ∗(s)C∗y(s)ds. (4.24)
Nous avons les déﬁnitions suivantes, voir Aﬁﬁ et al. (2008) :
3. L. Aﬁﬁ et al. ont montré, voir Aﬁﬁ et al. (2008), que les systèmes commandés représentés par
des équations aux dérivées partielles pouvaient s'écrire sous la forme abstraite z˙(t) = Az(t)+Bu(t)
avec A générateur inﬁnitésimal d'un semi-groupe fortement continu d'opérateurs et B ∈ L(U,Z)
la limite uniforme d'une suite d'opérateurs (Bn) de dimension ﬁnie de L(U,Z).
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Déﬁnition 4.11 1. Le système
∑
(A,−, C) (ou la paire (A,C) est dit exacte-
ment observable sur [0, t] si
Z ′ ⊂ ImK∗ (4.25)
où Z ′ représente l'espace dual 4 de l'espace Z ;
2. Le système
∑
(A,−, C) (ou la paire (A,C)) est dit approximativement obser-
vable sur [0, t] si
KerK = 0 (4.26)
Enﬁn, les constats faits en dimension ﬁnie entre la commandabilité et l'observa-
bilité s'appliquent également en dimension inﬁnie, notamment le concept de dualité.
On peut écrire, voir Curtain and Zwart (1995) :
Proposition 4.12
Pour le système linéaire
∑
(A,−, C), nous avons les résultats de dualité suivant :
1.
∑
(A,−, C) est approximativement observable sur [0, t] si et seulement si le
système dual
∑
(A∗, C∗,−) est approximativement commandable sur [0, t] ;
2.
∑
(A,−, C) est exactement observable sur [0, t] si et seulement si le système
dual
∑
(A∗, C∗,−) est exactement commandable sur [0, t].
4.2 Sur la commandabilité/observabilité des équa-
tions de Saint-Venant
Les systèmes hyperboliques ont fait depuis des décennies l'objet de nombreuses
études. Lors de ces études, plusieurs questions ont été abordées. Entre autres, les
points suivants ont souvent été investigués :
 la recherche des solutions et le constat de leur explosion par la génération de
singularités, voir Alinhac (1994-1995, 1995), T.-T. Li(Da-qian Li) and Kong
(1999) et les références qui y sont ;
 la stabilisation des systèmes avec J. M. Coron et ses collaborateurs, voir Diagne
et al. (2012), Bastin and Coron (2011), Coron (1999), Coron et al. (2007) ;
 l'étude des problèmes d'exacte commandabilité, avec J.-L. Lions Lions (1988),
et d'exacte observabilité, avec T.-T. Li ou E. Zuazua, T.-T. Li (2006), Zuazua
(2005b), Infante and Zuazua (1999) ;
 la déﬁnition et l'étude de diverses notions de commandabilité/observabilité
moins contraignantes (faibles ou approximatives). Cirinà , Cirinà (1969), montre
ainsi la nulle-commandabilité des systèmes hyperboliques, alors que T.-T. Li et
ses collaborateurs établissent la commandabilité et l'observabilité locales pour
des systèmes quasi-linéaires, T.-T. Li et al. (2001), T.-T. Li and Rao (2003),
T.-T. Li (2006), T.-T. Li et al. (2008) ;
 enﬁn, dans Gugat and Leugering (2005, 2009), diﬀérentes considérations et
relaxations sont faites pour s'approcher de la commandabilité exacte globale.
4. L'espace dual est l'ensemble des forme linéaires sur Z. L'observabilité consiste à essayer de
reconstruire tout état z à partir de sa sortie y, l'inclusion de Z ′ dans l'image de K∗ est donc
justiﬁée.
4.2. SUR LA COMMANDABILITÉ/OBSERVABILITÉ DES ÉQUATIONS DE
SAINT-VENANT
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Dans la plupart de ces travaux, les résultats sont basés sur l'utilisation d'une solution
C1 semi-globale. Suivant le contexte et dans certains travaux, la variation de cette
norme, entre l'état initial et l'état ﬁnal est limitée (commandabilité et observabilité
locales). Nous allons présenter dans la suite les notions de la commandabilité et
d'observabilité dans des systèmes hyperboliques en utilisant dans une première sous
section cette solution C1. Cette présentation se basera sur les travaux de T.-T. Li,
voir T.-T. Li et al. (2001), T.-T. Li (2006), T.-T. Li et al. (2008) et les références
qui y sont. Dans une deuxième sous section, nous présenterons la commandabilité
et l'observabilité en utilisant une approche énergétique, basée sur la formulation
Hamiltonienne à ports.
Remarque 4.13 Le fait de considérer une solution C1de petite norme entre l'état
initial et l'état ﬁnal ne permet pas de considérer la commandabilité exacte globale.
Cependant, dans ce type d'équations, et d'un point de vue pratique, la recherche de la
commandabilité exacte globale n'est pas souvent nécessaire. C'est le cas de l'exemple
des équations représentant les écoulements en eaux peu profondes où nous étudierons
la commandabilité autour de proﬁls d'équilibre.
4.2.1 Commandabilité et observabilité à partir de la solution
C1 semi-globale
Les systèmes hyperboliques nécessitent, en général, un temps tf suﬃsamment
grand pour la commandabilité, cela est du principalement au fait que la vitesse
de propagation de l'information sur le domaine est ﬁnie. Lorsque le système est li-
néaire, une utilisation de la méthode HUM (pour Hilbert Uniqueness Method) per-
met de traiter la commandabilité par l'inégalité d'observabilité. Malheureusement,
les équations de Saint-Venant sont non linéaires, mais peuvent se mettre sous forme
quasi-linéaires, comme nous le montrerons. Les résultats sur les systèmes hyper-
boliques quasi-linéaires peuvent donc être étendus aux équations de Saint-Venant.
Nous considérons donc des systèmes représentés par
∂tzi + λi(z)∂xzi = Fi(z), (i = 1, ..., n), (4.27)
où z = [z1, ..., zn]T est le vecteur de fonction inconnu en (x, t), λi(z) et Fi(z) sont
des fonctions C1 de z et
Fi(0) = 0 (i = 1, ..., n). (4.28)
On suppose sur le domaine considéré que les fonctions λi(z) vériﬁent
λd(z) < 0 < λg(z) (d = 1, ...,m; g = m+ 1, ..., n). (4.29)
On considère le problème avec comme condition initiale
t = 0 : z = ϕ(x), 0 ≤ x ≤ L (4.30)
et comme conditions aux frontières
x = 0 : zg = Gg(t, z1, ..., zm) +Hg(t) (g = m+ 1, ..., n) (4.31)
x = L : zd = Gd(t, zm+1, ..., zn) +Hd(t) (d = 1, ..., n) (4.32)
82 4.2. SUR LA COMMANDABILITÉ/OBSERVABILITÉ DES ÉQUATIONS DE
SAINT-VENANT
CHAPITRE 4. COMMANDABILITÉ ET OBSERVABILITÉ DES ÉCOULEMENTS
EN EAUX PEU PROFONDES
où ϕ, Gi et Hi (i = 1, ...,m) sont des fonctions C1 par rapport à leurs arguments,
et sans perte de généralité, on prend
Gi(t, 0, ..., 0) = 0 (i = 1, ..., n). (4.33)
On s'intéresse à la commandabilité du système en temps tf . En tenant compte
de la vitesse ﬁnie de propagation de l'information dans le système et du théorème
d'existence locale de la solution C1, il existe une constante 0 < δ < tf telle que le
problème (4.27) et (4.30)-(4.32) admet une solution C1 unique sur le domaine
Rδ = {(t, x)|0 ≤ t ≤ δ, 0 ≤ x ≤ L}. (4.34)
Cependant, cette solution peut exploser en temps ﬁni, T.-T. Li et al. (2000, 2001),
et le problème précédent n'a donc pas toujours une solution globale. La question se
pose encore en supposant que la solution existe pour un temps plus grand que tf .
T.-T. Li et al., T.-T. Li et al. (2000, 2001), montrent que pour un choix approprié
des conditions initiales ϕ(x) et des commandes Hg et Hd, le problème (4.27) et
(4.30)-(4.32) admet une solution unique C1 appelée solution C1 semi-globale sur le
domaine
R(tf ) = {(t, x)|0 ≤ t ≤ tf , 0 ≤ x ≤ L}. (4.35)
En fait le domaine R(tf ) est obtenu par extension du domaine Rδ pour une évolution
de la solution telle que la norme de cette dernière soit suﬃsamment petite. La notion
de petite norme est ici déﬁni par l'existence d'une constante positiveM(tf ) vériﬁant
‖ϕ‖C1[0,L] ≤M(tf ) (4.36)
et
‖Hi‖C1[0,L] ≤M(tf ), avec i ∈ {d, g}. (4.37)
Cette constante M(tf ) est indépendante de δ et dépend de tf .
Le théorème suivant est donné, voir T.-T. Li and Rao (2003)
Théoreme 4.14
Soit
tf > maxi
L
|λi(0)| , (i = 1, ..., n). (4.38)
Sous les hypothèses considérées (4.28)-(4.33), pour tout état initial ϕ(x) et tout état
ﬁnal ψ(x) avec de petites normes C1 ‖ϕ‖C1[0,L] et ‖ψ‖C1[0,L], il existe des commandes
frontières Hi ∈ C1[0, tf ] (i = 1, ..., n) avec de petites normes C1, telles que le
problème (4.27) et (4.30)-(4.32) admet une unique solution C1 semi-globale z =
z(t, x) avec une petite norme C1 sur le domaine
R(tf ) = {(t, x)|0 ≤ t ≤ tf , 0 ≤ x ≤ L}, (4.39)
qui satisfait exactement la condition ﬁnale
t = tf : z = ψ(x), 0 ≤ x ≤ L. (4.40)
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En reconsidérant le système
∂tzi + λi(z)∂xzi = Fi(z), (i = 1, ..., n), (4.41)
où z = [z1, ..., zn]T est le vecteur de fonctions inconnues en (x, t), λi(z) et Fi(z) sont
des fonctions C1 de z et
Fi(0) = 0 (i = 1, ..., n). (4.42)
En supposant sur le domaine considéré que les fonctions λi(z) vériﬁent
λd(z) < 0 < λg(z) (d = 1, ...,m; g = m+ 1, ..., n), (4.43)
que la condition initiale est donnée par
t = 0 : z = ϕ(x), 0 ≤ x ≤ L (4.44)
et que les conditions aux frontières sont
x = 0 : zg = Gg(t, z1, ..., zm) +Hg(t) (g = m+ 1, ..., n) (4.45)
x = L : zd = Gd(t, zm+1, ..., zn) +Hd(t) (d = 1, ..., zn) (4.46)
où ϕ, Gi et Hi (i = 1, ...,m) sont des fonctions C1 par rapport à leurs arguments,
et sans perte de généralité, on prend
Gi(t, 0, ..., 0) = 0 (i = 1, ..., n), (4.47)
l'observabilité sur les deux côtés est donnée par le théorème suivant
Théoreme 4.15 
Soit
tf > max
d = 1, · · · ,m
g = m+ 1, · · · , n
(
1
|λd(0)| ,
1
|λg(0)|
)
. (4.48)
Supposons que la norme C1[0, tf ] de H(t) est petite. Pour tout état initial donné
ϕ(x), tel que ‖ϕ(x)‖C1[0,L] est petite et les conditions de compatibilité des valeurs
initiales aux frontières sont satisfaites aux points (x, t) = (0, 0) et (x, t) = (L, 0), si
nous avons observé les valeurs zd = zˆd(t)(d = 1, ...,m) en x = 0 et zg = zˆg(t)(g =
m+ 1, ..., n) en x = L sur l'intervalle [0, tf ], alors l'état initial ϕ(x) peut être déter-
miné et on a l'inégalité suivante
‖ϕ‖C1[0,L] ≤ c(
m∑
d=1
‖zˆd‖C1[0,tf ] +
n∑
g=m+1
‖zˆg‖C1[0,tf ] + ‖H‖C1[0,tf ]), (4.49)
où c est une constante positive.
Les précédents résultats sont établis pour la commandabilité et l'observabilité
exactes des systèmes hyperboliques quasi-linéaires. Cependant, ces résultats sont
locaux. En eﬀet les contraintes imposées sur le choix des conditions initiales ϕ(x)
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et des commandes Hi(t) (i ∈ {d, g}) impose des variations particulières entre l'état
initial et l'état ﬁnal pour un temps t considérable.
Ces théorèmes peuvent être adaptés aux écoulements en eaux peu profondes.
Les écoulements en eaux peu profondes sont représentés par les équations de Saint-
Venant qui sont hyperboliques. On peut les écrire sous la forme
∂t
(
h
u
)
+ A∂x
(
h
u
)
=
(
0
g(I − J)
)
, (4.50)
où
A =
(
u h
g u
)
. (4.51)
On peut vériﬁer que les valeurs propres de A données par
λ1 = u+
√
gh et λ2 = u−
√
gh, (4.52)
sont distinctes non nulles et de signe opposé pour un écoulement de type ﬂuvial
(avec c =
√
gh > u, où c désigne la célérité).
Pour utiliser les théorèmes précédents, nous pouvons représenter les équations
de Saint-Venant sous forme quasi-linéaire en utilisant les invariants de Riemann.
Cela présente également l'avantage de diagonaliser le système. Ce modèle s'écrit, en
utilisant ces invariants, sous la forme
∂t
(
γ+
γ−
)
+ Λ∂x
(
γ+
γ−
)
=
(
g(I − J)
g(I − J)
)
(4.53)
où
γ+ = u+ 2
√
gh, (4.54)
γ− = u− 2
√
gh, (4.55)
Λ = diag(λ1, λ2), (4.56)
avec λ2 < 0 < λ1 les valeurs propres déﬁnies en (4.52).
Nous allons présenter dans la suite, des résultats s'inspirant des théorèmes 4.14
et 4.15, et s'appliquant à diﬀérentes modélisation des équations de Saint-Venant (en
utilisant les invariants de Riemann, et avec une modélisation en hauteur et vitesse
d'eau).
En utilisant la modélisation en (4.50), on déﬁnit la condition initiale
t = 0 : (h, u) = (h0(x), u0(x)), 0 ≤ x ≤ L, (4.57)
les conditions aux bords d'un canal de longueur L sont données par
x = 0 : hu = q(t), (4.58)
et
x = L : hu = p(t). (4.59)
Et supposant que les conditions de compatibilité C1 sont respectées aux bords, on
a l'équivalent du théorème 4.14 appliqué aux équations de Saint-Venant donné par
le théorème suivant, voir Li and Rao (2004), T.-T. Li (2004).
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Théoreme 4.16
Soit
tf > (
L
|λi|), (i = 1, 2) (4.60)
où
λ1 = u0 −
√
gh0 < 0, λ2 = u0 +
√
gh0 > 0. (4.61)
Pour tout état d'équilibre (h0, u0) du système (4.50) avec h0 > 0 tel que le système
soit en régime sous-critique, prenons
T0 > maxi
L
|λi| , (i = 1, 2). (4.62)
Pour tout état initial (h0(x), u0(x)) ∈ C1[0, L] et état ﬁnal (htf (x), utf (x)) ∈ C1[0, L]
avec de petites normes C1[0, L] ‖(h0(·)−h0, u0(·)−u0)‖C1[0,L] et ‖(htf (·)−h0, utf (·)−
u0)‖C1[0,L], il existe des commandes q(t) et p(t) ∈ C1[0, tf ] avec de petites normes
‖p(·) − h0u0‖C1[0,tf ] et ‖q(·) − h0u0‖C1[0,tf ] telles que le problème (4.50) et (4.57)-
(4.59) admet une solution C1 semi-globale (h, u) = (h(t, x), u(t, x)) avec de petites
normes C1 ‖(h− h0, u− u0)‖C1 sur le domaine
R(tf ) = {(t, x)|0 ≤ t ≤ tf , 0 ≤ x ≤ L}, (4.63)
qui satisfait exactement la condition ﬁnale
t = tf : (h, u) = (htf (x), utf (x)), 0 ≤ x ≤ L, (4.64)
avec (h0, u0) l'état d'équilibre du système.
Comme nous l'avons fait remarquer précédemment, les théorèmes basés sur cette
approche traitent de la commandabilité locale exacte. En eﬀet, pour éviter d'avoir
des solutions qui explosent, on doit s'assurer constamment que les normes ‖ · ‖C1[0,L]
des états et des commandes sont bornées, T.-T. Li(Da-qian Li) and Kong (1999),
T.-T. Li et al. (2001, 2000), T.-T. Li and Rao (2003). Dans un esprit similaire, Gugat
et Leugering proposent Gugat and Leugering (2009), en utilisant la formulation des
équations de Saint-Venant avec les invariants de Rieman en (4.53), les commandes
p(t) et q(t) donnés par
x = 0 : q(t) = γ+(0, t), (4.65)
et
x = L : p(t) = γ−(L, t), (4.66)
le théorème suivant :
Théoreme 4.17
On considère le problème (4.50) avec les commandes en (4.65)-(4.66). Pour tout
nombre M > 0, δ > 0 et  > 0 avec δ < M , on déﬁnit le temps ﬁni
tf (δ,M) = max
{
max{ L|λ1| ,
L
|λ2|} : (h, u) ∈ R
2 : δ ≤ gh− u2, |u| ≤M, g(I − J) = 0
}
(4.67)
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et l'ensemble de fonctions
G(δ,M, ) = {(h, u) ∈ C1[0, L] : pour tout x ∈ [0, L] :
δ ≤ gh(x)− u2(x), |u(x)| ≤M,h(x) ≤M, |g(I(x)− J(x))| ≤ ,
|h′(x)| ≤ , |u′(x)| ≤ }. (4.68)
Alors pour tout δ, M avec 0 < δ < M il existe un nombre  > 0 et un temps
T0 > tf (δ,M) tel que entre tout état initial et tout état ﬁnal dans G(δ,M, ) la
commandabilité exacte en temps T0 est possible, c'est à dire pour tout (h0, u0) ∈
G(δ,M, ) et (h1, u1) ∈ G(δ,M, ) il existe des commandes frontières q(t) et p(t)
telles qu'il existe une unique solution continue diﬀérentiable satisfaisant la condition
ﬁnale
h(x, T0) = h1(x), u(x, T0) = u1(x), x ∈ [0, L]. (4.69)
Le théorème 4.17 précise également la commandabilité exacte locale en limitant
les normes des commandes, mais également des états. Cependant, d'un point de
vue pratique, notamment dans le cas des écoulements en eau peu profondes où l'on
s'intéresse à des proﬁls autour d'un équilibre donné, la commandabilité locale suﬃt
en général.
En utilisant le principe de dualité, et les résultats sur la commandabilité des
systèmes hyperboliques présentés précédemment, les résultats sur l'observabilité de
ces systèmes peuvent être obtenus, voir Gu (2009).
4.2.2 Commandabilité et observabilité : approche Hamilto-
nienne à ports
4.2.2.1 Généralités
Dans cette section, nous allons présenter une approche énergétique permettant
de représenter la dynamique des écoulements en eaux peu profondes. On linéarisera
le modèle obtenu pour pouvoir analyser sa commandabilité dans le cas d'une discré-
tisation avec la méthode de Boltzmann sur réseau. Nous utiliserons également les
notions présentées dans la suite pour l'analyse de la commandabilité uniforme des
modèles de Boltzmann sur réseau.
Nous considérons les écoulements dans un canal rectangulaire de proﬁl de fond
hb et de largeur B. Les équations de Saint-Venant exprimées en hauteur h et débit
hu dans un tel canal sont données par
∂th+ ∂x(hu) = 0 (4.70)
∂t(hu) + ∂x(hu
2 +
1
2
gh2) = gh(I − J), (4.71)
avec
I = ∂xhb (4.72)
où J est le terme de frottement déﬁni en utilisant la relation de Maning-Strickler.
L'énergie E dans un tel canal peut être donnée par, voir Hamroun (2009) :
E =
ˆ L
0
Ep + Ec (4.73)
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avec Ec et Ep les densités linéaires d'énergies cinétique et potentielle données respec-
tivement par :
Ec = 1
2
ρBhu2dx, (4.74)
et
Ep =
(ˆ h+hb
hb
ρgBηdη
)
dx, (4.75)
et en considérant de faibles pentes, hb ' −Ix, on peut écrire
ˆ h+hb
hb
ρgBηdη =
1
2
(ρgBh2 − 2ρgBIhx), (4.76)
et ﬁnalement, l'énergie s'écrira comme suit
E(t) =
1
2
ˆ L
0
ρ(gBh2(x, t)− 2gBIh(x, t)x+Bh(x, t)u2(x, t))dx. (4.77)
Nous allons représenter les équations de Saint-Venant en utilisant une représentation
Hamiltonienne à ports, voir van der Schaft (2006) et les références qui y sont. Cette
représentation permettra de déﬁnir l'énergie du système comme une norme dans un
certain espace.
4.2.2.2 Modèles Hamiltoniens et linéarisation
Nous considérons comme variables d'énergie les densités de masse et de quantité
de mouvement q et p déﬁnies par
q(x, t) = Bh(x, t) ∈ H1(0, L), (4.78)
p(x, t) = ρu(x, t) ∈ H1(0, L). (4.79)
En l'absence de frottements, nous pouvons représenter les équations de Saint-Venant
sous forme Hamiltonienne à ports :
∂t
[
q
p
]
=
[
0 −1
−1 0
]
∂x
[
eq
ep
]
, (4.80)
avec eq et ep les dérivées variationnelles de l'énergie E données par rapport aux
variations de q et p :
eq(x, t) = δqE =
1
2
ρu2(x, t) + ρg(h(x, t)− Ix), (4.81)
ep(x, t) = δpE = Bh(x, t)u(x, t). (4.82)
Il est facile de vériﬁer que (4.80) est equivalent aux équations de Saint-Venant (4.70-
4.71) sans le terme de dissipation J . La linéarisation de (4.80), lorsqu'on néglige la
pente, autour d'un point de fonctionnement (he, ue), c'est à dire (qe, pe), où
qe = Bhe (4.83)
pe = ρue (4.84)
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est donnée par
∂t
[
q˜
p˜
]
=
[
0 −1
−1 0
]
∂x
[ ρg
B
pe
ρ
pe
ρ
qe
ρ
] [
q˜
p˜
]
, (4.85)
avec q˜ = q − qe et p˜ = p− pe. Le système linéarisé (4.85) peut s'écrire sous la forme
∂tz(x, t) = JLz(x, t), (4.86)
avec z(x, t) = [q˜(x, t) p˜(x, t)]T et L =
[ ρg
B
pe
ρ
pe
ρ
qe
ρ
]
est une matrice bornée, symé-
trique et déﬁnie positive. L'opérateur J peut être écrit comme une matrice symé-
trique P1 qui multiplie ∂x. Il est à noter que la matrice J ainsi déﬁnie est formelle-
ment anti-symétrique.
La forme (4.86) est traitée dans Villegas (2007), il y est montré que si on choisit
les variables d'énergie comme variables d'état, et l'espace d'état Z = (L2(0, L))
2
muni du produit scalaire < ·, · >L déﬁni par
< z1, z2 >L=< z1,Lz2 >, ∀ (z1, z2) ∈ Z, (4.87)
où < ·, · > est le produit scalaire standard dans L2, alors le produit scalaire ainsi
déﬁni est valide puisque L est bornée et déﬁnie positive. En eﬀet, les valeurs propres
de L sont données par
λ1 =
1
2
(
ρg
B
+
qe
ρ
+
√
∆
)
(4.88)
λ2 =
1
2
(
ρg
B
+
qe
ρ
−
√
∆
)
(4.89)
où ∆ est le déterminant donné par
∆ =
(
ρg
B
+
qe
ρ
)2
− 4
(
gqe
B
− p
2
e
ρ2
)
(4.90)
=
(
ρg
B
− qe
ρ
)2
+ 4
p2e
ρ2
. (4.91)
On voit immédiatement que λ1 > 0. Pour λ2, si on considère un point de fonc-
tionnement en régime ﬂuvial, on a
gqe
B
= ghe > u
2
e (4.92)
et en utilisant (4.90), on a
ρg
B
+
qe
ρ
>
√
∆ (4.93)
qui permet de conclure que λ2 est également positif. L'énergie de la solution du
système linéarisé (4.85) à un instant tf peut donc s'écrire à l'aide de la norme
associée :
‖z‖2L = < z, z >L
= < z,Lz >
= <
[
q˜
p˜
]
,
[ ρg
B
pe
ρ
pe
ρ
qe
ρ
] [
q˜
p˜
]
>
=
1
2
ˆ L
0
(
ρg
B
q˜2 +
qe
ρ
p˜2 + 2
pe
ρ
q˜p˜
)
dx. (4.94)
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qui est équivalente à l'énergie du système linéarisé (eq|qe,pe .q˜ + ep|qe,pe .p˜). En eﬀet,
on peut écrire (lorsque qe/q˜ et pe/p˜ sont positifs)
‖z‖2L ≤ eq|qe,pe .q˜ + ep|qe,pe .p˜ ≤ max
(
qe
q˜
, 4
pe
p˜
)
‖z‖2L. (4.95)
Il est montré dans Hamroun (2009) que la variation d'énergie dans le système
(Hamiltonien à ports) est étroitement liée à l'énergie fournie (ou mesurée) aux fron-
tières du domaine considéré. Et dans le même temps, en utilisant l'inégalité d'obser-
vabilité, on peut évaluer la commandabilité du système à partir de l'énergie initial
dans le système et de l'énergie fournie aux frontières sur un temps donné. Nous
y reviendrons dans le chapitre 6. Nous présentons dans la suite quelques résultats
présentés dans Villegas (2007) sur la commandabilité des systèmes déﬁnis sous la
forme (4.86).
4.2.2.3 Résultats de commandabilité
Considérons un canal d'irrigation horizontal, sans frottements, constitué d'un
bief que l'on souhaite commander ou observer aux bords (commande ou observation
à partir des frontières). Ce système peut être décrit par la représentation d'état
∂tz(x, t) = JLz(x, t), z(x, 0) = z0(x) (4.96)
u(t) = Bz(x, t), x ∈ [0, L], t ≥ 0 (4.97)
y(t) = Cz(x, t) (4.98)
où (4.96) est le modèle Hamiltonien à ports des équations de Saint-Venant linéari-
sées (avec J un opérateur formellement anti-symétrique et L une matrice bornée,
symétrique et déﬁnie positive). B et C représentent, respectivement, les opérateurs
de commande et d'observation à la frontière associés au système.
Nous venons de montrer que la norme associée à la matrice L correspond au
Hamiltonien
H(z) =
1
2
ˆ L
0
zT (x)(Lz)(x)dx = 1
2
‖z‖2L (4.99)
Cet Hamiltonien permet la déﬁnition des variables de port à la frontière :
 les variables de ﬂux, f = ∂tz ;
 les variables d'eﬀort, e = δzH = Lz ;
 les variables de port aux frontières, f∂, e∂.
Le système 
f
f∂
e
e∂
 (4.100)
déﬁnit une structure de Dirac, pour plus de détails voir Macchelli et al. (2002),
Cervera et al. (2007), Hamroun (2009). Nous avons le théorème suivant, qui est une
adaptation à notre cas d'étude du théorème dans Villegas (2007) :
Théoreme 4.18 SoitW une matrice, 2×4, de plein rang, et considérons l'opérateur
JL décrit précédemment sur Z. On déﬁnit AL et son domaine, D(AL), par
ALz = JLz (4.101)
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et
D(AL) =
{
z ∈ Z|Lz ∈ H1 ((0, L) ;R2) , [ f∂,Lz
e∂,Lz
]
∈ kerW
}
. (4.102)
Alors AL est générateur d'un semi-groupe de contraction Φ(t), t ≥ 0, sur Z si et
seulement si W vériﬁe
WΣW T ≥ 0, (4.103)
avec Σ =
[
0 I
I 0
]
.
De plus, AL est générateur d'un semi-groupe unitaire sur Z si et seulement si
W vériﬁe
WΣW T = 0. (4.104)
Le précédent théorème fournit des conditions sur la génération par AL de semi-
groupes particuliers. Il s'agit notamment des semi-groupes de contraction et uni-
taire. Il est à noter que ces semi-groupes permettent généralement de conclure sur
la stabilité du système, voir chapitres 6 à 9 de Jacob and Zwart (2011). Pour la
commandabilité et/ou l'observabilité, le choix de la matrice W dépend des matrices
B et/ou C. En fait il est montré qu'un choix judicieux de W permet de déterminer
une relation simple entre les variables de port et les variables de commande et d'ob-
servation de manière à déﬁnir un système commandé aux frontière dit BCS (pour
Boundary Control System), voir Villegas (2007). Nous avons pour la commande le
théorème suivant
Théoreme 4.19 Soit W une matrice de plein rang, 2×4, et considérons l'opérateur
JL déﬁni précédemment. Si W satisfait WΣW T ≥ 0, où Σ =
[
0 I
I 0
]
, alors le
système
∂tz(t) = JLz(t),
déﬁni sur l'espace d'état Z avec comme entrée
u = Bz(t) = W
[
f∂,Lz
e∂,Lz
]
est un système commandé aux frontières sur Z. De plus, l'opérateur AL = JL avec
le domaine
D(AL) = {z ∈ Z|Lz ∈ H1(0, L;R2),
[
f∂,Lz
e∂,Lz
]
∈ kerW},
génère un semi-groupe de contraction sur Z.
On peut déﬁnir de même un opérateur de sortie C associé à des mêmes variables
de ports et d'une matrice W˜ telles que le problème d'observabilité puisse être vu
comme un problème aux frontières.
Il est à noter que lorsque W et W˜ sont déﬁnies, il est possible de passer des
variables de ports vers les variables d'entrées et de sortie et vice versa, à condition
que
[
W
W˜
]
soit inversible. Les systèmes Hamiltoniens à ports sont généralement
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caractérisés par le fait qu'à tout instant t la somme des énergies ﬁnale et de sortie
ne peut être plus grande que la somme des énergies initiale et d'entrée : on parle de
passivité du système. Nous avons la déﬁnition suivante.
Déﬁnition 4.20 Soit le système
∂tz(t) = Az(t) +Bu(t), z(0) = z0 (4.105)
y(t) = Cz(t), (4.106)
avec z ∈ Z le vecteur d'état, u ∈ U et y ∈ Y . Ce système est passif en variables
d'ondes (scattering passive) si, pour tout t > 0, les solutions z de (4.105) et y de
(4.106) satisfont
‖z(t)‖2Z − ‖z0‖2Z ≤ K
ˆ t
0
‖u(τ)‖2Udτ −K
ˆ t
0
‖y(τ)‖2Y dτ. (4.107)
Il préserve l'énergie en variables d'ondes si l'inégalité précédente se ramène en une
égalité.
Nous avons le théorème suivant
Théoreme 4.21 Conservation de l'énergie en variables d'ondes
Considérons le système de commande déﬁni au théorème 4.19 et prenons W et
W˜ des matrices de taille 2 × 4 telles que
[
W
W˜
]
est non singulière. Alors pour
u ∈ C2(0,∞;R2), Lz(0) ∈ H1(0, L;R2), et Bz(0) = u(0) l'équation de conservation
est satisfaite si et seulement si les conditions suivantes sont satisfaites
W = S[I + V, I − V ], avec 4S(I − V V T )ST = I, (4.108)
W˜ = S˜[−(I + V T ), I − V T ], avec 4S˜(I − V TV )S˜T = I. (4.109)
S et S˜ sont non singulières, et V et V˜ sont unitaires.
Comme conséquence, on a
2W TW − 2W˜ T W˜ = Σ (4.110)
avec Σ =
[
0 I
I 0
]
.
En utilisant la déﬁnition 4.20, et le théorème précédent, on peut démontrer le
théorème suivant, Villegas (2007)
Théoreme 4.22 Considérons un système commandé aux frontières qui préserve
l'énergie en variables d'ondes comme décrit au théorème 4.21. Alors les assertions
suivantes sont équivalentes :
1. Le système est exactement commandable au temps tf ;
2. le système est exactement observable au temps tf ;
3. le semi-groupe Φ(t) généré par AL satisfait ‖Φ(tf )‖ < 1 (en particulier, le
système est exponentiellement stable).
Après avoir présenté les résultats obtenus, nous nous intéressons dans la section
suivante à l'étude de la commandabilité des modèles LB.
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4.3 Le cas de la méthode de Boltzmann sur réseau
4.3.1 Un modèle de grande taille
La méthode de Boltzmann sur réseau peut être déﬁnie par la dynamique locale
rappelée en (4.111)
fi(r + viδt, t+ δt) = fi(r, t) +
1
τ
(f eqi − fi) (i = 1, ..., q), (4.111)
où q est le nombre de directions de propagation. Il est possible d'y ajouter un terme
incorporant les eﬀets de forces :
fi(r + viδt, t+ δt) = fi(r, t) +
1
τ
(f eqi − fi) + ωi
δt
c2s
viF, (4.112)
où F est le terme de force simple et où les paramètres ωi et cs sont déﬁnis en
(1.34)-(1.38).
Nous avons montré dans la section 4.2 que les équations de Saint-Venant étaient,
du mieux de nos connaissance, localement commandables. Pour cette raison, nous
considérerons dans la suite un modèle linéarisé des équations de Boltzmann sur
réseau. Si nous considérons un réseau D1Q3, la linéarisation du modèle, avec terme
de force, autour d'un proﬁl d'équilibre (he, ue) conduit à une écriture de la forme
i(rj, t+ δt) = Ti
 0(rj−v¯i , t)1(rj−v¯i , t)
2(rj−v¯i , t)
+ v¯iTN
 0(rj−v¯i , t)1(rj−v¯i , t)
2(rj−v¯i , t)
+ v¯ighe(I − Je) (4.113)
avec
i ∈ {0, 1, 2},
T0 =
1
τ
[
τ − 1
Ψ2e
(1− Fr2e) 1− 1Ψ2e (1− Fr
2
e)− 2FreΨe 1− 1Ψ2e (1− Fr
2
e) + 2
Fre
Ψe
]
(4.114)
T1 =
1
τ
[
1
2Ψ2e
(1− Fr2e) τ − 12 + 12Ψ2e (1− Fr
2
e) +
Fre
Ψe
1
2Ψ2e
(1− Fr2e)− 12 − FreΨe
]
(4.115)
T2 =
1
τ
[
1
2Ψ2e
(1− Fr2e) 12Ψ2e (1− Fr
2
e)− 12 + FreΨe τ − 12 + 12Ψ2e (1− Fr
2
e)− FreΨe
]
(4.116)
et
TN =
δt
2v
g
[
(I + Je +
4JeRe
3he
) (I + Je +
4JeRe
3he
− 2Jev
ue
) (I + Je +
4JeRe
3he
+ 2Jev
ue
)
]
.
(4.117)
Si on suppose que Je = I (compensation des termes de frottement et de gravité
à l'équilibre), le modèle linéarisé autour du proﬁl (he, ue) est donné par
z(k + 1) = Tfz(k) (4.118)
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avec
z(k) = [0(r1, k), 1(r1, k), 2(r1, k), · · · , 0(rN , k), 1(rN , k), 2(rN , k)]T (4.119)
et Tf est donné en (2.59).
Dans le cas de commandes ou d'observation du système, nous avons présenté
dans le Chapitre 2, la possibilité d'introduire des entrées, pour la commande, et
des sorties, pour l'observation, au système. Cela a abouti, dans le cas d'un système
linéaire ou linéarisé, à la mise sous forme d'équations d'état{
zk+1 = Flbzk +Glbuk
z0 ∈ Zrlb , (4.120)
où les diﬀérents paramètres sont ceux déﬁnis au Chapitre 2. Par dualité, on pourra
déﬁnir un système autonome associé à une sortie pour l'étude de l'observabilité.
L'espace d'état dans la méthode de Boltzmann sur réseau est déﬁni par l'ensemble
des valeurs que peuvent prendre les diﬀérentes distributions à un instant donné, cet
espace est déﬁni par la dimension du réseau(1D, 2D ou 3D), par le type de voisinage
considéré et par le nombre de sites.
Nous considérons le réseau 1D avec n sites et trois voisins. Dans le cas d'un
système autonome (avant projection et prise en compte des entrées et/ou des sorties),
l'espace d'état est déﬁni par Zlb = (R+)3n. Dans le cas d'un système avec commande
frontière aux deux extrémités, l'espace d'état subit une restriction, et sera alors
déﬁni par Zrlb = (R+)3n−2. Après la déﬁnition du modèle d'espace d'état, l'étude
de la commandabilité et/ou de l'observabilité se fait en appliquant la théorie de
dimension ﬁnie. Nous allons le voir à travers un exemple.
Nous considérons, pour exemple, le cas d'un canal avec un bief et des commandes
aux frontières. Le canal considéré est le canal expérimental du LCIS 5 dont les pa-
ramètres sont :
 L = 7m pour la longueur ;
 B = 0.1m pour la largeur ;
 g = 9.81 l'accélération gravitationnelle ;
 la pente moyenne est I = 1, 6.10−3 ;
 le coeﬃcient de Manning-Strickler ns ' 0.01.
En faisant varier le nombre de sites N de 5 à 100 sites, nous calculons les matrices
de commandabilité. Le rang de ces matrices est ensuite divisé par la dimension de
l'espace d'état. Le résultat est présenté sur la ﬁgure Fig. 4.1.
On peut constater que les matrices de commandabilité du système perdent leur
propriété de plein rang ligne au delà de 35 sites. Une question qui peut se poser est
alors de savoir si cette perte de commandabilité est numérique ou si elle provient de
la méthode de discrétisation. Nous rappelons que le modèle utilisé ici est le modèle
linéarisé. Une comparaison sur le même scénario avec des méthodes dites classiques
permet de donner un premier élément de réponse à la question. Cette comparaison
est présentée dans la suite.
4.3.2 Comparaison avec les méthodes classiques
Nous allons essayer de répondre à la question de perte de commandabilité qui
apparaît dans l'étude précédente. Pour cela nous considérerons deux méthodes clas-
5. Laboratoire de Conception et d'Intégration des Systèmes, Valence.
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Figure 4.1  Résultat de la commandabilité.
siques pour la discrétisation des équations de Saint-Venant : la méthode de colloca-
tion par points et la méthode de Preissmann. Les modèles qui vont être utilisés sont
ceux présentés dans le Chapitre 2. Il s'agit des modèles linéarisés des équations de
Saint-Venant discrétisées en utilisant les deux méthodes citées ci-dessus. Le résul-
tat de la comparaison est donné sur la ﬁgure Fig. 4.2. Ce résultat est présenté, de
manière plus détaillé, dans Anda Ondo et al. (2012).
On remarquera que la perte de propriété intervient pour toutes les méthodes.
D'abord pour les méthodes de Boltzmann et de Preissmann (au delà de 35 sites), et
un peu plus loin pour la méthode de collocation par points (au delà de 85 sites). Le
fait que la méthode de collocation par points garde la propriété sur un plus grand
nombre de sites étant du à notre avis au choix des points de collocation 6.
Remarque 4.23
Il est impossible, du moins pour ce scénario, de considérer un maillage régulier pour
la méthode de collocation par points. En eﬀet, cette dernière perd en stabilité au
delà de 10 sites, voir Don and Gottleb (1994).
4.4 Conclusion
Dans ce chapitre, nous avons rappelé les concepts de commandabilité et d'obser-
vabilité en dimension ﬁnie et en dimension inﬁnie. Un intérêt particulier a été porté
à l'étude des systèmes hyperboliques dont font partie les équations de Saint-Venant.
Nous avons présenté les notions de solution C1 semi-globale, ainsi que les théorèmes
6. Leur choix pour cet exemple est celui déﬁni dans 2.3 au chapitre 2
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Figure 4.2  Comparaison de la commandabilité.
qui permettent de conclure sur les propriétés de commandabilité et d'observabilité
du système original. Des résultats sont établis pour la commandabilité et l'observa-
bilité locales exactes. Une étude des propriétés de commandabilité de la méthode de
Boltzmann sur réseau sur un modèle linéarisé a été introduite. Il s'est avéré que le
modèle perdait sa propriété de commandabilité avec l'augmentation du nombre de
sites (ou la diminution du pas de discrétisation). Une comparaison avec les méthodes
de Preissmann et de collocation par points a permis de mettre en exergue l'existence
du phénomène dans ces méthodes également.
Les résultats présentés sont basés sur les matrices de commandabilité. Cepen-
dant dans la littérature, l'étude de la commandabilité et/ou de l'observabilité peut
également être faite en utilisant les concepts de grammiens. On distinguera ainsi les
grammiens d'observabilité et de commandabilité. Ils présentent l'avantage de donner
une information non seulement sur la propriété du système, mais aussi sur l'état de
l'énergie à fournir à ce dernier pour atteindre un état désiré. Ces concepts, ainsi que
leur calcul, feront l'objet du prochain chapitre.
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Chapitre 5
Aspects algorithmiques du calcul des
grammiens
5.1 Introduction
L'analyse des concepts de commandabilité et d'observabilité des modèles de
Boltzmann sur réseau présentée dans le chapitre précédent repose sur les critères
de Kalman. Cette analyse donne une information binaire (les critères de Kalman
sont des critères algébriques) sur les propriétés du système. En eﬀet, les critères de
Kalman permettent de savoir si le système est commandable (respectivement obser-
vable) ou pas. En pratique, il est souvent nécessaire d'avoir un ordre de grandeur de
l'énergie à fournir au système (lorsqu'il est commandable) ou mesurée sur le système
(lorsqu'il est observable). Ces questions peuvent être résolues par les grammiens de
commandabilité et d'observabilité. La détermination et le calcul de ces grammiens
ont fait l'objet de plusieurs études, Morris and Navasca (2010), Penzl (1999/00),
et plusieurs outils existent. Il est à noter, que le modèle généré par la méthode de
Boltzmann sur réseau peut avoir une dimension d'espace d'état très grande (pour
100 sites par exemple, on a un modèle de 298 états et 2 entrées ou sorties). Ce
constat va nous conduire à adopter des méthodes particulières pour la détermina-
tion des grammiens. Ces méthodes, quelques peu diﬀérentes des outils classiques,
permettront de calculer des grammiens adaptés à des matrices creuses et de grande
taille.
Le chapitre est organisé comme suit : dans la première section, nous introduirons
la notion de grammien, en dimension ﬁnie et en dimension inﬁnie ainsi que son
rapport avec l'énergie du système. Dans la deuxième section, nous discuterons du
calcul des grammiens. Nous présenterons ainsi les méthodes de calcul de ces derniers,
d'abord avec les outils classiques, et un peu plus loin avec les méthodes adaptées
aux modèles tels que ceux généré avec la méthode de Boltzmann sur réseau. Nous
ferons également des comparaisons. Nous terminerons le chapitre par un rappel des
concepts abordés ainsi qu'une ouverture sur le chapitre suivant.
5.2 Les grammiens
Les grammiens sont des matrices semi-déﬁnies positives dont l'étude permet
d'avoir une information sur la commandabilité et/ou l'observabilité du système. Ils
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permettent, en plus d'avoir une information sur l'énergie à fournir au système pour
le commander ou sur l'énergie qui peut être mesurée pour l'observer. Ces notions
peuvent être déﬁnies aussi bien en dimension ﬁnie qu'en dimension inﬁnie.
5.2.1 Grammiens en dimension ﬁnie
On considère le système continu
z˙(t) = Az(t) +Bu(t), t ≥ 0, (5.1)
y(t) = Cz(t), (5.2)
z(0) = z0, (5.3)
où z ∈ Z et z0 ∈ Z est l'état initial, u ∈ U , y ∈ Y avec Z = Rn, U = Rm et
Y = Rp des espaces de dimension ﬁnie déﬁnis, respectivement, comme les espaces
des vecteurs d'état, d'entrée et de sortie. On suppose que A ∈ L(Z), B ∈ L(U,Z)
et C ∈ L(Z, Y ). Si u ∈ L2([0, t];U), alors z ∈ C([0, t];Z) et y ∈ L2([0, t];Y ) sont
donnés par
z(t) = eAtz0 +
ˆ t
0
eA(t−s)Bu(s)ds, (5.4)
et
y(t) = CeAtz0 +
ˆ t
0
CeA(t−s)Bu(s)ds. (5.5)
L'opérateur de commandabilité associé à la solution continue est donné par, voir
chapitre 4,
B(t)u =
ˆ t
0
eA(t−s)Bu(s)ds (5.6)
et le grammien de commandabilité associé est donné par
Wc(t) = B(t)B∗(t) =
ˆ t
0
eAsBB∗eA
∗sds (5.7)
L'opérateur d'observabilité associé à la sortie, quant à lui, est donné par
K(t)z0 = Ce
Atz0, (5.8)
et le grammien d'observabilité associé est donné par
Wo(t) = K
∗(t)K(t) =
ˆ t
0
eA
∗sC∗CeAsds. (5.9)
En horizon inﬁni, ces grammiens sont, respectivement, les solutions des équations
de Lyapunov suivantes, voir par exemple Chandrasekharan (1996), Glover (1984),
Lancaster (1970) :
AWc +WcA
∗ = −BB∗, (5.10)
A∗Wo +WoA = −C∗C. (5.11)
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Remarque 5.1 Les équations de Lyapunov (5.10) et (5.11) peuvent être obtenues
comme suit : considérons le système continu autonome
z˙(t) = Az(t), (5.12)
et déﬁnissons la fonction de Lyapunov
V (z) = z∗Pz ≥ 0, pour tout z ∈ Z, (5.13)
avec P = P T ≥ 0. La condition de stabilité du système est donnée par
AP + PA∗ < 0, (5.14)
où P est l'inconnue (cette solution n'est pas unique lorsqu'elle existe). Il existe donc
une matrice symétrique déﬁnie positive Q telle que
AP + PA∗ = −Q. (5.15)
La solution P dans (5.15), lorsqu'elle existe, est unique et dépend de Q. On montre
enﬁn que lorsque P est donnée par le grammien de commandabilité en (5.7), on a
AWc +WcA
∗ =
ˆ ∞
0
(
AeAtBBT eA
∗t + eAtBB∗eA
∗tA∗
)
dt (5.16)
=
ˆ ∞
0
d(eAtBB∗eA
∗t)
dt
dt (5.17)
= −BB∗, (5.18)
d'où le résultat en (5.10).
En faisant un calcul sur le système dual, on retrouve l'équation de Lyapunov avec
le grammien d'observabilité (5.11).
Nous avons le théorème suivant pour la commandabilité :
Théoreme 5.2 Le système continu (5.1) est dit commandable si il existe un temps
t > 0 tel que le grammien de commandabilité Wc(t) soit déﬁni positif, autrement dit
si Wc(t) > 0.
Un théorème est également donné sur l'observabilité :
Théoreme 5.3 Le système continu (5.1) augmenté de la sortie (5.2) est dit obser-
vable s'il existe un temps t > 0 tel que le grammien d'observabilité W0(t) soit déﬁni
positif, soit W0(t) > 0.
Nous présentons également les concepts de commandabilité et d'observabilité
dans le cas d'un système discret. Cela permettra notamment de mettre en avant le
caractère horizon inﬁni des grammiens calculés par les équations de Lyapunov. On
considère le système suivant
zk+1 = Azk +Buk, k = 0, 1, ... (5.19)
yk = Czk (5.20)
z(0) = z0, (5.21)
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où zk ∈ Z et z0 ∈ Z est l'état initial, uk ∈ U , yk ∈ Y . Si u ∈ L2([0, t];U), alors la
solution zk ∈ C([0, t];Z) peut être construite comme suit
z1 = Az0 +Bu0 (5.22)
z2 = Az1 +Bu1 = A
2z0 +
1∑
τ=0
A1−τBuτ (5.23)
...
zk+1 = A
k+1z0 +
k∑
τ=0
Ak−τBuτ . (5.24)
L'opérateur de commandabilité qui lui est associé est déﬁni par
Bk+1d u =
k∑
τ=0
Ak−τBuτ . (5.25)
où l'indice d est mis pour signaler un opérateur discret. Le grammien de comman-
dabilité dans ce cas sera alors donné par
W kc,d = Bkd(Bkd)∗. (5.26)
Le calcul de la sortie yk ∈ L2([0, t];Y ) peut être fait comme suit
y0
y1
...
yk
 =

Cz0
CAz0
...
CAkz0
 =

C
CA
...
CAk
 z0, (5.27)
l'opérateur d'observabilité est donné par
Kkd =

C
CA
...
CAk
 (5.28)
et le grammien d'observabilité est déﬁni par
W ko,d = (K
k
d )
∗Kkd . (5.29)
Les grammiens de commandabilité (5.26) et d'observabilité (5.29), en horizon inﬁni,
sont solutions des équations de Lyapunov discrètes déﬁnies par
AWc,dA
∗ −Wc,d +BB∗ = 0, (5.30)
A∗Wo,dA−Wo,d + C∗C = 0. (5.31)
En eﬀet, en utilisant l'équation (5.26) et en faisant tendre k vers l'inﬁni, on a
W∞c,d =
∞∑
τ=0
AτBB∗(Aτ )∗ = BB∗ +
∞∑
τ=1
AAτ−1BB∗(Aτ−1)∗A∗ = BB∗ + AWc,dA∗,
(5.32)
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et de manière analogue, en utilisant l'équation (5.29), on a
W∞o,d =
∞∑
τ=0
(Aτ )∗C∗CAτ = C∗C +
∞∑
τ=1
A∗(Aτ−1)∗C∗CAτ−1A = C∗C + A∗Wo,dA.
(5.33)
Dans la suite, la notion de grammien est déﬁnie pour les systèmes de dimension
inﬁnie.
5.2.2 Grammiens en dimension inﬁnie
On considère des systèmes décrits par des équations aux dérivées partielles, et
nous supposons, que ces dernières peuvent s'écrire sous la forme abstraite{
z˙(t) = Az(t) +Bu(t) (dynamique)
y(t) = Cz(t) (observation)
, (5.34)
avec t ≥ 0, z(0) = z0 (état initial). Nous considérons le formalisme proposé au
chapitre 4. On a alors :
 pour tout t ≥ 0, z(t) ∈ Z, u(t) ∈ U , y(t) ∈ Y et Z, Y et U sont des espaces
de Banach ;
 u : R+ → U est une fonction de commande (entrée) localement intégrable ;
 y : R+ → Y est une fonction d'observation (sortie) localement intégrable ;
 A : D(A) ⊂ Z → Z est générateur d'un semi-groupe fortement continu
(Φ(t)t≥0) ;
 B : U → Z est un opérateur de commande linéaire et borné ;
 C : Z → Y est un opérateur d'observation linéaire et borné.
Nous noterons par

∑
(A,B, C) le système (5.34) ;

∑
(A,B,−) le système (5.34) sans considération de la sortie (C = 0) ;

∑
(A,−, C) le système (5.34) sans considération de la commande (B = 0).
La solution de (5.34) est donnée par
z(t,u, z0) = Φ(t)z0 +
ˆ t
0
Φ(t− s)Bu(s)ds, (5.35)
où Φ(t) est le semi-groupe généré par l'opérateur A.
La sortie du système est donnée par
y(t) = CΦ(t)z0 +
ˆ t
0
CΦ(t− s)Bu(s)ds. (5.36)
L'opérateur de commandabilité associé à la solution continue est donné par :
B(t)u =
ˆ t
0
Φ(t− s)Bu(s)ds (5.37)
et le grammien de commandabilité associé est donné par
Wc(t) = B(t)B∗(t), (5.38)
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où B∗ est l'opérateur adjoint 1 de l'opérateur de commandabilité B. L'opérateur
d'observabilité associé à la sortie, quant à lui, est donné par
K(t)z0 = CΦ(t)z0, (5.39)
et le grammien d'observabilité associé est donné par
Wo(t) = K
∗(t)K(t). (5.40)
Ces grammiens sont, respectivement, les solutions des équations de Lyapunov sui-
vantes
AWc +WcA
∗ = −BB∗, (5.41)
A∗Wo +WoA = −C∗C. (5.42)
Nous avons le théorème suivant pour la commandabilité
Théoreme 5.4 Le système continu (5.34) est dit commandable si il existe un temps
t > 0 tel que le grammien de commandabilité Wc(t) soit déﬁni positif, autrement dit
si Wc(t) > 0.
Un théorème est également donné pour l'observabilité
Théoreme 5.5 Le système continu (5.34) est dit observable s'il existe un temps
t > 0 tel que le grammien d'observabilité W0(t) soit déﬁni positif, soit W0(t) > 0.
Nous présentons dans la suite le lien que l'on peut faire entre les grammiens et
les énergies nécessaires, soit à la commande, soit à l'observation du système.
5.2.3 Interprétation énergétique des grammiens
Comme spéciﬁé dans l'introduction de ce chapitre, un des avantages de l'utili-
sation des grammiens est la possibilité de pouvoir apprécier l'énergie à fournir au
système (lorsqu'il est commandable) ou l'énergie mesurée (lorsqu'il est observable).
Ces énergies peuvent être reliés aux grammiens associés au système et permettre
ainsi de quantiﬁer les notions de commandabilité et d'observabilité.
Soit le système continu{
z˙(t) = Az(t) +Bu(t) (dynamique)
y(t) = Cz(t) (observation)
, (5.43)
où z ∈ Z et z0 ∈ Z est l'état initial, u ∈ U , y ∈ Y . La réponse du système à une
entrée impulsionnelle u avec une condition initiale nulle (z0 = 0) est donnée par
z(t) = eAtB. (5.44)
L'énergie associée à cette réponse peut être mise sous la forme d'un opérateur (gram-
mien de commandabilité) :
ˆ t
0
z(s)z(s)∗ =
ˆ t
0
eAsBB∗eA
∗sds = Wc(t). (5.45)
1. En dimension ﬁnie, B∗ représente l'opérateur transposé de B, alors qu'en dimension inﬁnie,
il déﬁnit son opérateur adjoint et vériﬁe ∀z ∈ Z,u ∈ U , <Bu, z>Z=<u, B∗z >U .
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Le grammien de commandabilité, ainsi déﬁni, est représenté comme l'énergie conte-
nue dans le vecteur d'état.
Pour exprimer l'énergie à fournir au système, qui peut être diﬀérente de celle de
la réponse du système, nous utilisons une interprétation dans le domaine discret.
Pour cela, on considère le système suivant
zk+1 = Azk +Buk, k = 0, 1, ... (5.46)
yk = Czk (5.47)
z(0) = z0, (5.48)
où zk ∈ Z et z0 ∈ Z est l'état initial, uk ∈ U , yk ∈ Y . Si u ∈ L2([0, t];U), alors
zk ∈ C([0, t];Z) et yk ∈ L2([0, t];Y ) et la solution forcée zf (pour z0 = 0) est donnée
par
zf = Bd[u], (5.49)
où [u] représente la suite de commandes permettant d'obtenir l'état désiré zf et Bd
est un opérateur discret de commandabilité. On suppose que Bd admet une matrice
pseudo-inverse. La suite de contrôles [u] peut être déterminée par
[u] = (B∗dBd)−1B∗dzf , (5.50)
et l'énergie associée à cette suite est donné par
[u∗][u] =
(
(B∗dBd)−1B∗dzf
)∗
(B∗dBd)−1B∗dzf (5.51)
= z∗fBdB∗d(BdB∗d)−1Bd(B∗dBd)−1(B∗dBd)−1B∗dBdB∗d(BdB∗d)−1zf
= z∗fBdB∗d(BdB∗d)−1Bd(B∗dBd)−1B∗d(BdB∗d)−1zf
= z∗f (BdB∗d)−1BdB∗dBd(B∗dBd)−1B∗d(BdB∗d)−1zf
= z∗f (BdB∗dBdB∗d(BdB∗d)−1zf
= z∗f (BdB∗d)−1zf
= z∗f (Wc,d)
−1zf .
Ainsi si cette énergie est ﬁnie, on dira que le système est commandable. En eﬀet dire
que cette énergie est ﬁnie, est équivalent à avoir les valeur propres deWc,d strictement
supérieures à 0, et donc à avoir Wc,d > 0. Cette énergie est également l'énergie
minimale à fournir au système pour l'amener de l'état initial z0 = 0 à l'état désiré
(ﬁnal) zf . On note également que le système sera plus facilement commandable si
la valeur propre minimale du grammien de commandabilité Wc,d est grande (énergie
de commande plus petite) et moins facilement commandable si cette valeur propre
est proche de 0 (énergie de commande très grande).
De manière similaire, on peut déﬁnir la suite des sorties qui est donnée par
[y] = Kdz0, (5.52)
et l'énergie qui lui est associée est donnée par
[y]∗[y] = z∗0K
∗
dKdz0 (5.53)
= z∗0W
d
o z0.
Nous avons là aussi une relation entre l'énergie de la sortie mesurée et le grammien
d'observabilité.
Nous allons dans la suite nous intéresser au calcul des grammiens. Une grande
importance sera accordée à l'application sur les modèles de Boltzmann sur réseau.
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5.3 Calcul des grammiens
Lors du calcul des grammiens, une diﬀérence doit être faite entre les grammiens
en temps ﬁni et les grammiens en temps inﬁni. Si le calcul des grammiens en temps
ﬁni ou en temps inﬁni peut se faire en utilisant les matrices ou opérateurs de com-
mandabilité et/ou d'observabilité associés au système, les grammiens en temps inﬁni
peuvent également être obtenus comme solutions des équations algébriques de Lya-
punov. En notant que lorsque le temps t tend vers l'inﬁni, le calcul d'opérateurs
ou de matrices peut s'avérer contraignant, on préférera calculer les grammiens en
résolvant les équations de Lyapunov.
Dans la suite de cet exposé, nous allons discuter du calcul des grammiens solu-
tions des équations discrètes de Lyapunov. Pour cela nous considérons le système
discret représentant le modèle de Boltzmann sur réseau donné par
zk+1 = Flbzk +Glbuk, k = 0, 1, ... (5.54)
yk = Hlbzk (5.55)
z(0) = z0, (5.56)
qui conduit aux équations de Lyapunov discrètes suivantes :
FlbWc,dF
∗
lb −Wc,d = −GlbG∗lb (contrôlabilité), (5.57)
F ∗lbW
d
o Flb −Wo = −H∗lbHlb (observabilité). (5.58)
Étant donné la grande dimension que peuvent atteindre les matrices considérées
et la structure complexe de celles-ci, une étude analytique des diﬀérents opérateurs
ou des matrices s'avère rapidement délicate et ne permet pas de tirer de conclusions
sur la commandabilité et l'observabilité des modèles de Boltzmann sur réseau. Une
étude numérique nous a ﬁnalement semblé être le meilleur compromis. D'autant plus
que plusieurs méthodes et outils existent pour ce type d'analyse. Ces méthodes et
outils sont présentés dans la suite.
5.3.1 Calculs classiques
Parmi les outils liés à la résolution classique des équations de Lyapunov, nous
examinerons d'abord ceux disponibles dans Matlab 2 ou des boîtes à outils intégrées.
Dans le cas de notre étude, nous avons utilisé le logiciel Matlab. Nous avons alors
pour les équations de Lyapunov la possibilité de calculer nos grammiens en essayant
d'implémenter les méthodes usuelles pour la résolution d'inégalités et d'égalités ma-
tricielles linéaires (LMI/LME pour Linear Matrix Inequalities/Linear Matrix equali-
ties). Entre autres, nous avons testé les commandes gram et dlyap (qui est la version
discrète de la commande lyap) et les outils Lyapack et Yalmip. Nous présentons ces
diﬀérents outils dans la suite.
5.3.1.1 Les commandes gram et dlyap
La commande gram est utilisée sous Matlab pour la détermination des grammiens
de commandabilité ou d'observabilité. Elle fonctionne aussi bien avec les systèmes
2. http ://www.mathworks.fr/products/matlab/ :développé par MathWorks, qui est un langage
de programmation et dispose d'un environnement de développement.
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discrets qu'avec les systèmes continus. Elle nécessite la modélisation d'un espace
d'état et d'une période d'échantillonnage (ou pas temporel) dans le cas d'un système
discret.
La commande dlyap permet de résoudre les équations discrètes de Lyapunov,
les équations de Sylvester, ainsi que les équations généralisée de Lyapunov. Cette
commande est basée sur des sous-routines SLICOT (pour Subroutine Library In
COntrol Theory), voir Benner et al. (2007), Sima and Benner (2008). Cependant
comme nous allons le voir, cette méthode présente un résidu sur les équations dis-
crètes de Lyapunov qui augmente avec le nombre de sites.
5.3.1.2 Calcul des grammiens avec Yalmip
Yalmip est une boîte à outil libre sous Matlab qui permet une résolution ra-
pide des problèmes d'optimisation. Elle a été conçue initialement pour résoudre les
problème de l'automatique robuste. Elle peut être utilisée aujourd'hui, entre autre
Löfberg (2004), pour la programmation linéaire, la programmation quadratique,
la programmation semi-déﬁnie (résolution de LMI/LME), la programmation multi-
paramétrique et/ou la programmation géométrique. Elle présente comme avantage,
la facilité d'installation, la facilité de prise en main (elle se base sur trois commandes),
la facilité d'utilisation, un classement par catégories des diﬀérents problèmes, mais
aussi la possibilité de l'utiliser avec des solveurs externes à Matlab.
En considérant le système (5.54), la résolution de (5.57) peut être donnée par :
%-------------------------- --------------------------- --------------
yalmip('clear');
close all
clc
%-------------------------- --------------------------- --------------
Wc,d = sdpvar(size(Flb, 1), size(Flb, 1), 'symmetric');
%-------------------------- --------------------------- --------------
F=set(Wc,d >= 0)+set(Flb ∗Wc,d ∗ F ′lb −Wc,d +G ∗G′ == 0);
%-------------------------- --------------------------- --------------
sol = solvesdp(F);
Wc,d = double(Wc,d);
%-------------------------- --------------------------- --------------
min(eig(Wc,d)) %emin
max(eig(Flb ∗Wc,d ∗ F ′lb −Wc,d +G ∗G′)) %emax
checkset(F);
%-------------------------- --------------------------- --------------
L'utilisation du précédent programme montre que le système est solvable (emax tend
vers la précision machine et emin≥ 0) uniquement lorsque l'on considère un nombre
de site inférieur à quarante (40). Au delà de ce nombre, le solveur retourne une
erreur (la matrice Wc,d est composée de "NaN" (pour Not a number)) et nous ne
pouvons récupérer ni la valeur minimale des valeurs propres du grammien, ni la
valeur maximale du résidu de l'équation. Ce constat était attendu, en eﬀet la résolu-
tion de LMI/LME sous Yalmip est basée sur des solveurs déﬁnis pour des systèmes
de rang réduit, Orsi et al. (2006).
Un constat similaire est fait avec SeDumi, qui est un solveur également utilisé
dans la communauté automatique.
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Il nous a donc semblé que ces outils n'étaient pas adaptés pour des systèmes
présentant une grande dimension. Pour palier ce problème, nous avons cherché des
outils adaptés aux systèmes de grande dimension.
5.3.1.3 Calcul des grammiens avec Lyapack
Lyapack, pour "Lyapunov package" Penzl (1999), est une boîte à outil de Matlab
prévue pour résoudre les problèmes de grande dimensions concernant les équations
de Lyapunov, de Riccati, mais aussi les problèmes de réduction de modèle et de
commande optimale linéaire-quadratique. Bien qu'à l'origine Lyapack soit destinée
aux systèmes continus, les auteurs proposent d'utiliser une transformation de Cayley
pour ramener l'équation discrète de Lyapunov sous forme continue.
Considérons le système continu
z˙(t) = Az(t) +Bu(t) (5.59)
y(t) = Cz(t) (5.60)
z0 = z(0), (5.61)
où z ∈ Z et z0 ∈ Z est l'état initial, u ∈ U , y ∈ Y . La transformation de Cayley, voir
Haynes (1991), permet de passer des équations continues de Lyapunov aux équations
discrètes de Lyapunov et vice-versa. La transformation de Cayley de la matrice A,
que nous noterons CA est déﬁnie comme suit
CA = (I + A)(I − A)−1. (5.62)
Le calcul détaillé du passage de l'équation continue vers l'équation discrète est donné
par
AWc +WcA+BB
T = 0
⇔ (CA − I)(CA + I)−1Wc +Wc(CA + I)−T (CA − I)T +BBT = 0
⇔ (CA − I)Wc(CA + I)T + (CA + I)Wc(CA − I)T + (CA + I)BBT (CA + I)T = 0
⇔ Wc − CAWcCTA − 2(I − A)−1BBT (I − A)−T = 0.
Le calcul 3 conduit à Flb = CA et Glb =
√
2(I −A)−1B. Le cheminement inverse (de
l'équation discrète de Lyapunov vers l'équation continue) donne, par identiﬁcation
A = (Flb − I)(Flb + I)−1, (5.63)
B =
1√
2
(I − A)Glb. (5.64)
La résolution de l'équation de Lyapunov continue en utilisant l'algorithme LRCF-ADI
(pour Low Rank Cholesky Factor - Alternating Direction Implicit), Penzl (1999),
conduit, pour une discrétisation correspondant à 200 sites (soit environ 600 états),
à une erreur de 1.33e− 02 en norme de Frobenius des équations données par
‖AWc +WcAT +BBT‖F (5.65)
3. On utilise le fait que A = (CA − I)(CA + I)−1, que (CA − I)(CA + I)−1 = (CA + I)−1(CA − I)
et que (CA + I) = 2(I −A)−1.
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et
‖FlbWc,dF Tlb −Wc,d +GGT‖F (5.66)
où Wc,d = Wc.
Il nous a ﬁnalement semblé plus approprié d'utiliser des méthodes basées sur des
résolutions itératives. Cette méthode est présentée dans la suite.
5.3.2 Méthodes de point ﬁxe
La résolution numérique de l'équation de Stein, dont l'équation discrète de Lya-
punov est un cas spécial, a connu un développement récent ces dernières décennies,
et un certain nombre d'algorithmes basés sur des méthodes de point ﬁxe ont fait
leur apparition (voir Benner et al. (1999) et les références qui y sont).
Nous rappelons que les équations de Stein sont de la forme
APAT − P + C = 0, (5.67)
où P est la matrice à déterminer. Il n'est pas diﬃcile de voir qu'en remplaçant dans
(5.67) P par Wc,d, A par Flb et C par GGT , on retrouve notre équation discrète de
Lyapunov. La résolution de cette équation peut être faite en utilisant un algorithme
de point ﬁxe. Ce type d'algorithme présente l'avantage d'être particulièrement bien
adapté aux problèmes de matrices creuses et de grande dimension, et ainsi au calcul
de grammiens concernant ces matrices.
Considérons le système discret suivant
zk+1 = Flbzk +Glbuk, k = 0, 1, ... (5.68)
yk = Hlbzk (5.69)
z(0) = z0. (5.70)
L'équation discrète de Lyapunov donnée par
FlbWc,dF
T
lb −Wc,d +GlbGTlb = 0, (5.71)
peut être résolue en utilisant l'itération de Smith, qui se présente comme suit, voir
Benner et al. (1999) :
 réécrire (5.71) sous la forme Wc,d = FlbWc,dF Tlb +GlbG
T
lb ;
 déﬁnir l'itération de type point ﬁxe en posant :
W 0c,d = GlbG
T
lb, (5.72)
W kc,d = FlbW
k−1
c,d F
T
lb +GlbG
T
lb, pour k = 1, 2, ... (5.73)
Si le spectre de Flb, σ(Flb), est contenu dans le cercle unitaire (le système déﬁni
par (5.71) est stable), alors l'erreur d'estimation de l'équation entre deux itérations
donnée par
ek = ‖W kc,d −W k−1c,d ‖F , (5.74)
tend à s'annuler et la norme Frobenius de (5.71) par la même occasion. En eﬀet, il
est à noter, voir Benner et al. (1999), que pour σ(Flb) < 1, il existe des constantes
0 < α1 et 0 < α2 < 1 telles que
‖Wc,d −W kc,d‖2 ≤ α1‖GlbGTlb‖2(1− α2)−1α2
k
2 , (5.75)
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(a) Figure normale (b) Zoom sur les méthodes dlyap, gram et itérative.
Figure 5.1  Résidu sur la résolution des équations N ≤ 30
ce qui montre bien la convergence lorsque Flb est une matrice de Schur (matrice
stable).
En appliquant cet algorithme, la norme de Frobenius de l'équation discrète de
Lyapunov (5.71) avec 200 sites converge vers une précision de 10−16 (précision ma-
chine).
5.3.3 Résultats et comparaisons
Dans cette section, nous allons présenter une comparaison entre les diﬀérents
modes de calcul. Le résultat de cette comparaison nous permettra de choisir une
méthode pour le calcul des grammiens et de leurs spectres.
5.3.3.1 Comparaison des modes de calcul
La comparaison est basée sur le calcul du résidu généré par la solution de l'équa-
tion discrète de Lyapunov. La solution est calculée suivant les divers modes présentés
plus haut.
Les premiers constats nous obligent à laisser de côté certaines méthodes de ré-
solution dès que le nombre de sites va au delà de 30. Ainsi les méthodes de calcul
avec Sedumi et Yalmip n'arrivent plus à fournir de solution. On observe, voir Fig.
5.1a-5.1b, que mis à part la méthode de calcul basée sur Lyapack (qui, nous le rappe-
lons, est destinée à des systèmes de grande taille), pour un nombre de sites N ≤ 30,
les méthodes de résolution fournissent une erreur du même ordre (10−13, avec la
méthode d'itération, il est possible d'atteindre des ordres de grandeur plus petit.).
Pour un nombre de sites 30 ≤ N ≤ 200, nous ne considérons plus les méthodes
de résolution par Sedumi ou Yalmip. La méthode de résolution avec Lyapack n'est
toujours pas adaptée, voir Fig 5.2a. On observe sur les méthodes restantes, que la
méthode par itération de point ﬁxe est celle qui conserve la meilleure précision dans
la résolution de l'équation discrète de Lyapunov, voir Fig. 5.2b.
Au delà d'un nombre de sites N ≥ 200 (nous nous sommes arrêtés à 500 sites),
la méthode de résolution par itération de point ﬁxe fournit encore la meilleure pré-
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(a) Figure normale (b) Zoom sur les méthodes dlyap, gram et itérative.
Figure 5.2  Résidu sur la résolution des équations pour 30 ≤ N ≤ 200.
(a) Figure normale. (b) Zoom sur les méthodes dlyap, gram et itérative.
Figure 5.3  Résidu sur la résolution des équations pour 200 ≤ N ≤ 500.
cision sur la résolution de l'équation discrète de Lyapunov. L'erreur faite avec cette
méthode est de l'ordre de la précision machine (10−16). Le résidu dans la méthode
avec Lyapack est aux alentours de 1.3 (pour un résidu sur l'équation continue de
Lyapunov de l'ordre de 1.3.10−2), voir Fig. 5.3a-5.3b. Les résidus avec les autres
méthodes sont 1000 fois plus grande qu'avec la méthode d'itération par point ﬁxe,
et cela s'ampliﬁe avec l'augmentation du nombre de sites.
Le résidu sur la résolution de l'équation discrète de Lyapunov par la méthode
de point ﬁxe est constamment aux alentours de la précision machine (il est toujours
possible qu'on la ramène dans cet ordre tant que le système est stable). Pour cette
raison, nous l'utiliserons dans la suite pour observer la variation de l'énergie du
système lorsqu'on augmente le nombre de sites.
Remarque 5.6 Nous signalons que dans ces comparaisons, nous évaluons la préci-
sion de la résolution des équations discrètes de Lyapunov. L'objectif est de choisir la
méthode qui nous fournit la solution qui résout les équations avec le plus petit résidu
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Figure 5.4  Canal avec un bief
possible. Nous ne nous intéressons donc pas au temps de calcul nécessaire pour la
résolution des équations. Certaines méthodes sont, de ce point de vue, plus lentes
que d'autres, notamment la méthode d'itération par point ﬁxe.
5.3.3.2 Résultats
Pour cette étude, nous considérons le canal représenté sur Fig 5.4 discrétisé
avec un réseau D1Q3 de n sites. Les valeurs numériques des paramètres du canal
correspondent au micro-canal du laboratoire LCIS : accélération gravitationnelle
g = 9.81ms−2, largeur B = 0.1m, longueur L = 8m, coeﬃcient de Maning nm =
0.01s/m1/3 et temps de relaxation τ = 1.2s. Les paramètres du modèle sont déﬁnis
tels que δx = L/(N − 1) et δt = δx/2. Cela correspond à une vitesse numérique du
réseau de 2m.s−1 suﬃsante pour la stabilité de la méthode de Boltzmann sur réseau.
Dans le paragraphe suivant, l'eﬀet de l'augmentation du nombre de sites sur
l'énergie à fournir au système est présenté.
Nous considérons le système avec un état initial nul (en variables linéarisées) et
nous calculons l'énergie minimale du signal d'entrée à fournir pour atteindre l'état
donné par
xr = 0.033 ∗ [1 1 · · · 1]T (5.76)
avec dim(xr) = m etm = N−2 la dimension de l'état d'espace Zrlb. Nous considérons
également pour simpliﬁer, des conditions de bord périodique. L'état donné par le
vecteur xr déﬁnit bien un état stable du système, bien que diﬀérent de l'état de
linéarisation (he, ue) utilisé.
Nous espérions que pour le système considéré, l'état xr serait atteignable avec
un signal de commande à énergie ﬁnie, quelque soit le nombre de sites. En dépit du
fait que le modèle est construit avec un système ayant des valeurs macroscopiques
identiques (masse, moment, énergie), nous observons numériquement, voir ﬁgure
5.5, que l'énergie augmente avec le nombre de sites. La remarque s'applique aussi
bien avec l'énergie minimale, voir Fig. 5.5a, qu'avec la trace du grammien représenté,
voir Fig. 5.5b. Les ﬁgures sont obtenues avec les grammiens calculés par l'algorithme
itératif présenté précédemment (algorithme de Smith, voir Benner et al. (2008)) avec
une erreur résiduelle dans l'équation de Lyapunov proche de la précision machine.
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(a) Énergie minimale de contrôle. (b) Trace du Grammien.
Figure 5.5  Variation des énergies dans le système.
5.4 Conclusion
Nous avons traité dans ce chapitre des aspects algorithmiques du calcul des gram-
miens. Nous avons montré que la détermination des énergies dans le système peut
se ramener à la détermination des grammiens. Nous avons présenté des méthodes de
détermination de grammiens basées sur l'utilisation de commandes (dlyap, gram) et
de boîtes à outils (Yalmip, Sedumi) disponibles sur Matlab, ainsi que des méthodes
de résolution des équations discrètes de Lyapunov particulièrement adaptées à des
systèmes de grande taille dont les matrices sont creuses (Lyapack, itération par point
ﬁxe). Au travers d'une comparaison, utilisant les matrices associées aux modèles de
Boltzmann sur un exemple concret, nous avons montré que la méthode d'itération
par point ﬁxe était celle qui restait ﬁable sur toutes les gammes de variation du
nombre de sites de discrétisation (0 ≤ N ≤ 500). En utilisant les grammiens ob-
tenus par cette méthode, l'énergie du système a été évaluée. Cette énergie s'avère,
numériquement, non bornée, bien que l'état de consigne considéré du système soit
uniforme.
Les résultats obtenus dans ce chapitre montrent clairement que la perte de pro-
priétés (perte de commandabilité, augmentation de l'énergie pour atteindre un même
état) dépend du pas de discrétisation et non de la méthode ou du moyen utilisé. Nous
allons dans le chapitre à venir tenter de remédier à ce problème.
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Chapitre 6
Commandabilité uniforme des
modèles de Boltzmann sur réseau
6.1 Introduction
Après les discussions des chapitres précédents, un constat s'impose : pour un
système discret donné, le calcul des opérateurs discrets ne permet pas de conclure
sur la commandabilité du système. On peut aussi remarquer que suivant la méthode
de discrétisation (Preissmann, Collocation orthogonale ou méthode de Boltzmann
sur réseau) ou suivant le critère de détermination (Kalman ou grammien), la com-
mandabilité se perd diﬀéremment (lorsque le nombre de sites augmente), bien que
l'on ait considéré les mêmes paramètres pour le système.
On se propose dans ce chapitre d'aborder le problème de la commandabilité par
le biais des propriétés de conservation de l'énergie. On examinera dans quelle me-
sure une discrétisation consistante en terme d'énergie (conservation des équations
de bilan) permet de se prémunir contre une perte de commandabilité liée à la dis-
crétisation. Il s'agira d'utiliser l'inégalité d'observabilité, voir Zuazua (2002, 2005a)
et les références qui y sont, et de discuter des énergies fournies et présentes dans ce
système. Cette approche a déjà été utilisée, notamment avec les diﬀérences ﬁnies,
sur le problème des équations des ondes par E. Zuazua et ces collaborateurs, voir
Zuazua (2005a). Nous utiliserons les résultats présentés au chapitre 4 pour traiter
la commandabilité uniforme des modèles de Boltzmann sur réseau.
Le chapitre est organisé comme suit : en section 6.2, nous présentons les notions
permettant de poser le problème, on y déﬁnira notamment la notion de comman-
dabilité uniforme. Le cas de la méthode de Boltzmann sur réseau est étudié dans la
section 6.3 sous l'angle de la commandabilité uniforme. Enﬁn, le chapitre se termi-
nera par une discussion et un rappel des résultats.
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6.2 Généralités
6.2.1 Déﬁnition de la commandabilité uniforme
Considérons le système abstrait de dimension inﬁnie S représenté par
z˙(t) = Az(t) +Bu(t), (6.1)
z(0) = z0 (6.2)
où z(t) le vecteur d'état appartient à un espace de Hilbert Z, u(t) le vecteur de
commande appartient à l'espace de Hilbert U , B est l'opérateur de commande sur
U et A est l'opérateur de dynamique générateur d'un semi-groupe Φ(t) fortement
continu. La solution du système est donnée par
z(T ) = Φ(T )z0 +
ˆ T
0
Φ(T − t)Bu(t)dt. (6.3)
On suppose que le système S est commandable en temps T , c'est à dire que pour tout
état désiré z1 ∈ Z et tout état initial z0 ∈ Z, il existe une commande u ∈ L2(0, T ;U)
permettant de passer de z0 à z1 en temps T ﬁni (z(T ) = z1).
La discrétisation du système (6.1) conduit à la déﬁnition d'une famille de sys-
tèmes commandés de dimension ﬁnie (Sδx) donnée par
zδx(k + 1) = Aδxzδx(k) +Bδxuδx, (6.4)
zδx(0) = zδx,0 (6.5)
avec zδx ∈ Zδx et uδx ∈ L2(0, T ;Uδx) où nous considérons :
 Zδx, Uδx : des espaces d'approximation de dimension ﬁnie ;
 Aδx : Zδx → Zδx, un opérateur linéaire de dimension ﬁnie, approximation du
générateur A ;
 Bδx : Uδx → Zδx, un opérateur linéaire de dimension ﬁnie, approximation de
l'opérateur de commande B.
L'investigation de la commandabilité uniforme se déﬁnit par la recherche de com-
mandes uδx, pour 0 < δx < δx0, convergeant vers la commande u quand le pas
de discrétisation δx tend vers zéro, et telles que les trajectoires associées zδx(t),
solutions de (6.4), convergent vers z(t) donnée en (6.3).
6.2.2 Les outils pour sa mise en ÷uvre
Pour discuter de la commandabilité uniforme des systèmes à paramètres répartis,
nous ferons appel à l'inégalité d'observabilité. Nous considérons le système (6.1) de
dimension inﬁnie, le grammien de commandabilité au temps T est déﬁni par
Wc =
ˆ T
0
Φ(T − t)BB∗Φ∗(T − t)dt, (6.6)
avec Φ le semi-groupe fortement continu généré par A.
Le système est dit commandable au temps T si et seulement si le grammien
de commandabilité (6.6) est inversible. Malheureusement comme nous l'avons vu
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dans les chapitres précédents, cette caractérisation utilisant les grammiens, est dif-
ﬁcile à mettre en ÷uvre lorsque le pas de discrétisation décroît. Nous allons plutôt
dans ce chapitre utiliser une caractérisation de la commandabilité basée sur l'in-
égalité d'observabilité. Elle a l'avantage de permettre de relier la commandabilité
du système au rapport entre la variation d'énergie dans le système et la variation
de l'énergie de commande. Le théorème suivant sur la commandabilité du système
(basé sur l'inégalité d'observabilité) est donné, Aﬁﬁ et al. (2008), Labbé and Trélat
(2006), Lions (1988)
Théoreme 6.1 Le système (6.1) est exactement commandable en temps T si et
seulement si il existe une constante α > 0 telle que pour tout z ∈ D(A), on ait
ˆ T
0
‖B∗Φ∗(t)z‖2U ≥ α‖z‖2Z (6.7)
où ‖.‖U et ‖.‖Z sont les normes dans les espaces de commande et d'état, respective-
ment.
L'inégalité (6.7) est connue comme l'inégalité d'observabilité, voir Curtain and
Zwart (1995). Un point important dans son utilisation est le fait que les normes
exprimées, respectivement dans les espaces de commande et d'état, peuvent s'inter-
préter comme les énergies de la commande et celle de l'état. D'ailleurs, l'inégalité
d'observabilité est souvent interprétée comme l'existence d'une constante α permet-
tant de majorer l'énergie de la solution par celle d'une commande. Il est possible,
en utilisant le principe de dualité, d'aborder le problème d'observabilité.
Nous déﬁnirons dans la suite des versions discrètes de l'inégalité d'observabi-
lité adaptées à l'étude de la méthode de Boltzmann sur réseau. Ces déﬁnitions
permettront de conclure sur la commandabilité ou non du système.
6.3 Cas des modèles LB
L'idée dans cette section est d'analyser sous l'angle de la commandabilité et de
l'observabilité les modèles de Boltzmann sur réseau lorsque le pas de discrétisation
est diminué progressivement.
Dans ce but nous présenterons deux manières de déﬁnir les entrées (variables de
commande) et les sorties (variables de mesure) du système, et apporterons la preuve
de la perte de propriétés dans un cas et la conservation de ces mêmes propriétés
dans l'autre.
Nous considérons le système linéarisé des équations de Saint-Venant représenté
sous forme Hamiltonienne
∂tz(x, t) = JLz(x, t), (6.8)
z(x, 0) = z0(x), (6.9)
où z ∈ Z est le vecteur d'état (vecteur des variables d'énergie), L est une matrice
bornée, symétrique et déﬁnie positive, J est un opérateur diﬀérentiel d'ordre 1,
formellement anti-symétrique (J ∗ = −J ), voir chapitre 4. Nous présenterons dans
la suite les diﬀérents opérateurs de commande et d'observation correspondant à nos
deux cas d'études.
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6.3.1 Opérateurs discrets et perte de propriétés
Considérons le système déﬁni en (6.8), nous avons montré dans le chapitre 2 qu'il
était possible d'écrire un modèle LB, après linéarisation, sous la forme d'une famille
de système (Sδ) donnée par
zδx(k + 1) = Fδxzδx(k) +Bδxuδx(k), (6.10)
zδx(0) = zδx,0 (6.11)
avec zδx le vecteur d'espace d'état de dimension ﬁnie, uδx le vecteur de commandes
et δx le pas spatial de discrétisation. Les opérateurs Fδx et Bδx sont déﬁnis dans le
chapitre 2 (voir (2.64)).
Le premier résultat que nous présentons ici concerne la convergence (pour un
temps T ﬁxé) de l'énergie dans le système avec la diminution du pas de discrétisation.
Il est énoncé par le lemme suivant.
Lemme 6.2 L'énergie calculée à partir des distributions fi, solutions des équations
de Boltzmann sur réseau, converge vers l'énergie du système avec une erreur en
O(δx3), où δx est le pas spatial de discrétisation.
Preuve 6.3 Il est bien connu que la solution (h, u) des équations de Saint-Venant
(1.1)-(1.2) peut être approchée par les variables macroscopiques h¯ et u¯ déﬁnies par
les solutions des équations de Boltzmann sur réseau, voir Pham et al. (2010), Zhou
(2004a), telles que
h¯ = h+O(δx3), (6.12)
et
u¯ = u+O(δx3). (6.13)
Nous avons donc
h¯u¯ = hu+O(δx3) (6.14)
h¯2 = h2 +O(δx3) (6.15)
u¯2 = u2 +O(δx3) (6.16)
h¯u¯2 = hu2 +O(δx3) (6.17)
et l'énergie sera donnée par
E¯(t) =
1
2
ˆ L
0
(
ρgBh¯2 − 2ρgBIh¯x+ ρBh¯u¯2) dx (6.18)
=
1
2
ˆ L
0
(
ρgBh2 − 2ρgBIhx+ ρBhu2 +O(δx3)) dx
= E(t) +O(δx3)
Le deuxième résultat est lié à la décroissance de l'énergie sur un site commandé
lorsque le pas de discrétisation diminue. Il est donné par le lemme suivant
Lemme 6.4 L'énergie dans le site situé à l'extrémité x = L notée, Γ(T ), donnée
par
´ T
0
P (L, t)dt peut être approchée par
Γδx(T ) = δx
m∑
j=0
Pδx(L, j · δt)δt, (6.19)
et cette approximation tend vers 0 lorsque δx→ 0, avec T = m · δt.
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Preuve 6.5 L'idée de la preuve consiste à montrer que pour un pas spatial δx ﬁxe,
si δx
∑m
j=0 Pδx(L, j ·δt) est une bonne approximation de
´ T
0
P (L, t)dt, avec T = m·dt,
alors pour tout δkt tel que δkt = δtk , avec k pris tel que k = 2
p et p ∈ N, nous avons
k·m∑
j=0
Pδkx(L, j · δkt)δkt =
m∑
j=0
Pδx(L, j · δt)δt, (6.20)
alors, il est aisé de conclure que l'approximation de l'énergie sur le site concerné
lorsque k →∞ est telle que
δkx
k·m∑
j=0
Pδkx(L, j · δkt)δkt → 0. (6.21)
Ce qui conclut la preuve.
Nous pouvons alors conclure sur la commandabilité uniforme de la famille (Sδx)
déﬁnie en (6.10). Nous avons la proposition suivante.
Proposition 6.6 Pour tout T > 0, nous avons[
Eδx(0)
Γδx(T )
]
→∞ quand δx→ 0, (6.22)
avec T = m · δt.
Dans cette proposition, Eδx(0) est l'énergie initiale calculée avec les solutions de
(6.10) et Γδx(T ) est l'énergie discrète concentrée au site à l'extrémité x = L. Le
résultat est la conséquence directe des deux précédents lemmes.
Nous rappelons que l'inégalité d'observabilité peut être donnée par
‖z(T )‖2Z ≤ c(T )
ˆ T
0
‖B∗Φ∗(t)z(t)‖2Udt, (6.23)
où ‖ · ‖Z et ‖ · ‖U sont les normes dans les espaces d'état et de commande, res-
pectivement. c(T ) est appelée constante d'observation. La relation (6.22) peut être
vue comme une inégalité d'observabilité discrète. L'utilisation de la proposition 6.6
permet de conclure que la constante d'observation c(T ) diverge lorsque le pas de
discrétisation δx tend vers 0. La conséquence directe est que la famille de système
(Sδx) n'est pas uniformément commandable. Nous le montrerons d'ailleurs à travers
un cas d'étude.
Remarque 6.7 Le résultat précédent peut s'étendre à l'étude de l'observabilité du
système en utilisant la famille (S∗δx) du système adjoint déﬁnie par
zδx(k + 1) = F
∗
δxzδx(k), (6.24)
zδx(0) = zδx,0, (6.25)
yδx(k) = B
∗
δxzδx(k). (6.26)
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Figure 6.1  Bief discrétisé avec des entrées (rouge), et des sorties (mesures en
bleu).
Figure 6.2  État initial du canal, réponse libre.
Nous terminons cette section en présentant un exemple de simulation. Nous
considérons le canal de la ﬁgure 6.1, avec N sites. Pour la simulation, nous supposons
que la pente de fond est nulle (I = 0) et nous utilisons les paramètres du micro-canal
expérimental du LCIS, voir Anda Ondo et al. (2011a, 2012), Hamroun (2009). Le
pas spatial est donné par δx = L/N , et le pas temporel par δt = δx/2 permettant
d'assurer la stabilité numérique du modèle dans le cas d'un écoulement ﬂuvial, Zhou
(2004a). Le temps de relaxation est donné par τ = 0.8s.
Nous considérons deux scénarios, le premier pour la commandabilité (réponse
forcée) et le second pour l'observabilité. Ces scénarios sont résumés ci-dessous.
1. Pour l'étude de la commandabilité, on initialise le système avec un proﬁl d'équi-
libre uniforme, tel que le débit Qin(t) = Q(x1, t) = 5.10−3ms−1 au premier site
soit égal à celui du dernier site Qout(t) = Q(xN , t). Une onde de hauteur
est par la suite créée en amont du bief par ouverture progressive de la vanne
amont entre les instants 2s et 3s, puis la vanne est remise à son état initial.
La simulation est ensuite eﬀectuée sur 60s ;
2. pour l'étude de l'observabilité, on initialise le système avec une bosse au milieu
du bief (ﬁgure 6.2), et on laisse la simulation se faire sur 60s.
Les résultats obtenus sont donnés sur la ﬁgure 6.3 pour la commandabilité, et
sur la ﬁgure 6.4 pour l'observabilité. Dans les deux cas, on note la divergence de la
constante d'observation c(60) (ﬁgure 6.3b et ﬁgure 6.4b) avec la diminution du pas
de discrétisation (augmentation du nombre de sites), alors que dans le même temps,
l'énergie initiale dans le système converge.
Nous proposons dans la section suivante, une approche utilisant des variables de
ports pour venir à bout de la perte de commandabilité.
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(a) Simulation scénario 1 (b) Évaluation de la relation (6.22).
Figure 6.3  Résultat de non commandabilité uniforme.
(a) Simulation scénario 2 (b) Évaluation de la constante d'observation dans le cas
de l'observabilité
Figure 6.4  Résultat de non observabilité uniforme.
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6.3.2 Opérateurs utilisant l'approche Hamiltonienne
On considère le système déﬁni en (6.8) et déﬁnissons les opérateurs de commande
B et d'observation C comme suit
u(t) = Bz(t) = W
[
f∂,Lz
e∂,Lz
]
(6.27)
et
y(t) = Cz(t) = W˜
[
f∂,Lz
e∂,Lz
]
(6.28)
avecW et W˜ des matrices à déﬁnir qui permettront de choisir les types de commande
et d'observation aux frontières. Les variables de ports f∂,Lz et e∂,Lz sont généralement
choisies de manière à être des variables duales et leur produit est équivalent à une
puissance (on parle du produit d'un ﬂux et d'un eﬀort). Dans les équations de
Saint-Venant, ces variables correspondent au débit et à la pression hydrodynamique
(dérivées variationnelles déﬁnies en (4.81)-(4.82)). Le vecteur des variables de ports
à la frontière est alors donné par
[
f∂,Lz
e∂,Lz
]
=

δQ(0)
δQ(L)
δPd(0)
δPd(L)
 (6.29)
où on suppose une linéarisation autour d'un proﬁl (he, ue). δQ et δPd correspondent
aux variations en débit et pression hydrodynamique autour des proﬁls d'équilibre
correspondant.
Il est à noter que le choix d'une structure de commande impose un choix unique
des matrices W et W˜ . Par exemple la conﬁguration
u1 = δQ1 = δQ(0), (6.30)
u2 = δPdN = δPd(L), (6.31)
y1 = δPd1 = δPd(0), (6.32)
y2 = −δQN = δQ(L), (6.33)
peut être écrite sous la forme
[
u
y
]
=
[
W
W˜
]
δQ1
δQN
δPd1
δPdN
 , (6.34)
avec
W =
[
1 0 0 0
0 0 0 1
]
, (6.35)
W˜ =
[
0 0 1 0
0 −1 0 0
]
. (6.36)
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Il est aisé de vériﬁer qu'en prenant S et V telles que
S =
1
2
(W1 +W2) , (6.37)
V = (W1 +W2)
−1 (W1 −W2) , (6.38)
où W1 et W2 sont des matrices 2 × 2 telles que W = [W1 W2], les conditions du
théorème 4.21 sont vériﬁées et le système commandé ainsi déﬁni est un système
conservatif. En eﬀet, on a
W
[
0 I
I 0
]
W T = 0.
En particulier, le semi-groupe Φ généré par JL est un semi-groupe unitaire, et
la variation d'énergie dans le système est donnée par
dE
dt
= uTy = δQ · δPd|x=0 − δQ · δPd|x=L = 0.
Nous montrons dans la suite que pour un choix particulier des variables de com-
mande, le système est passif. Pour cela, nous utilisons les variables de scattering
données par [
vs
ws
]
=
1√
2
[
1 1
−1 1
] [
u
y
]
, (6.39)
où vs est l'onde incidente et ws est l'onde réﬂéchie, la variation d'énergie, dans ce
cas, peut être donnée par
dE
dt
= uTy =
v2s
2
− w
2
s
2
, (6.40)
et cette variation est négative lorsque l'onde incidente est nulle (vs = 0, la puissance
incidente est nulle). En eﬀet, on a
dE
dt
= −w
2
s
2
< 0, (6.41)
et le système ainsi déﬁni est passif. On peut vériﬁer que le semi-groupe Φ généré par
JL dans ce cas est un semi-groupe de contraction. On constate, en eﬀet qu'on a
E(t) = ‖z(t)‖2L < ‖z(0)‖2L, ∀z(0) (6.42)
⇔ ‖Φ(t)z(0)‖2L < ‖z(0)‖2L, ∀z(0)
⇒ ‖Φ(t)‖2L < 1.
L'utilisation du théorème 4.22 et du résultat (6.42) permettent de conclure qu'il
existe un temps T > 0 pour lequel le système Hamiltonien à ports (6.8) est com-
mandable 1.
Il est à noter que dans ce cas, l'énergie fournie au système (si on s'intéresse à la
commande, ou mesurée si on s'intéresse à l'observation) est directement donnée par
l'intégrale dans le temps de la puissance réﬂéchie −w
2
s
2
.
1. Le temps T nécessaire pour réaliser la commande devra être au moins plus grand que le temps
de propagation d'une onde traversant le canal, soit T > L√
gh
, où g est l'accélération gravitationnelle,
L la longueur du canal et h la hauteur.
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Nous déﬁnissons dans la suite le modèle de Boltzmann sur réseau avec la com-
mande correspondant dans ce cas. La discrétisation du système conduit à un système
de la forme
zδx(k + 1) = Fδxzδx(k) +Bδxu(k) (6.43)
zδx(0) = zδx,0, (6.44)
u(k) = W
[
f∂,Lz
e∂,Lz
]
. (6.45)
avec W déﬁni en (6.35).
Nous avons le résultat suivant :
Lemme 6.8 Considérons le système (6.43), avec la commande u déﬁnie en (6.45).
L'énergie fournie au système (énergie de commande) notée Γ(T ) et donnée par´ T
0
w2s(t)
2
dt peut être approchée par
Γδx(T ) =
m∑
j=0
|u(j)|2δt (6.46)
et cette approximation converge vers
´ T
0
|u(t)|2dt, avec T = m · δt.
La preuve de ce lemme est assez intuitive et facile à vériﬁer.
En utilisant la dualité entre les notions de commandabilité et d'observabilité
un lemme similaire peut être obtenu sur la convergence de l'énergie mesurée aux
frontières.
Ce lemme va permettre de conclure sur la propriété de commandabilité uniforme
de la famille de systèmes (Sδx).
Proposition 6.9 Considérons la famille de systèmes (6.43) avec la commande u
déﬁnie en (6.45). Il existe un temps T > 0 pour lequel nous avons[
Eδx(0)
Γδx(T )
]
→ α1, lorsque δx→ 0, (6.47)
avec α1 la constante d'observation.
Cette proposition est la conséquence immédiate des lemmes 6.8 et 6.2 (sur la
convergence de l'énergie initiale Eδx(0)). Elle permet de conclure que la famille de
systèmes (Sδx) déﬁnie en (6.43) munie de la commande (6.45) est commandable
uniformément.
Un résultat similaire peut être obtenu pour l'observabilité uniforme.
Dans la suite, nous évaluons, au travers d'un exemple numérique, la commandabi-
lité uniforme avec la méthode de Boltzmann sur réseau (6.43) munie de la commande
(6.45).
Remarque 6.10 La prise en compte de la commande (6.45) est faite de manière
à imposer une puissance incidente nulle. Cela revient à imposer une valeur algé-
brique aux variations de débit (δQ) et de pression hydrodynamique (δPd) identiques.
Ceci est fait en utilisant les variables h¯ et u¯ telles que
Bh¯u¯− ρ(gh¯+ u¯
2
2
) = 0, ( on suppose h¯ﬁxé)
⇔ ρu¯2/2−Bh¯u¯+ ρgh¯ = 0. (6.48)
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(a) Simulation scénario avec variables de scattering (b) Évaluation de la constante d'observation avec une
commande en variables de scattering.
Figure 6.5  Résultat de la commandabilité uniforme avec une commande en va-
riables de scattering
Le discriminant de (6.48) est donné par
∆ = (Bh¯)2 − 2ρ2gh¯. (6.49)
Pour la commande, il est nécessaire que les variables u¯ soient réelles. Cette condition
est satisfaite pour tout h¯ ≤ 0. Les solutions de (6.48) pour h¯ donné sont alors
données par
u¯1,2 =
Bh¯
2ρ
(
1±
√
1− 2ρ
2g
B2h¯
)
. (6.50)
En utilisant ces variables, on déﬁnit une commande dont la puissance incidente
est nulle (v2s/2 = 0) et la puissance réﬂéchie w
2
s/2 est la puissance localisée aux
frontières du système.
Pour la simulation, le système est initialisé avec une bosse au milieu du bief
(ﬁgure 6.2). Une onde regressive de hauteur est ensuite créée en amont du bief par
fermeture progressive de la vanne entre les instants 2s et 3s, puis la vanne est remise
à son état initial. La simulation est faite sur 60s.
Les résultats de simulation sont présentées sur la ﬁgure Fig. 6.5. Ces résultats
vont dans le sens de la proposition 6.9 et permettent de conclure que la famille de
systèmes (Sδx) munie de la commande (6.45) est uniformément commandable.
Le précédent résultat conduit à une conclusion diﬀérente du résultat de la pro-
position 6.6 que nous avons présenté plus haut. Cette diﬀérence provient du choix
des conditions aux bords.
Il est à noter que les résultats obtenus avec un choix classique des conditions de
bord (dans le cas des systèmes discrets, cela se ramène généralement aux sites fron-
tières, proposition 6.6) sont des résultats se rapprochant des résultats existants dans
la littérature avec des méthodes de discrétisation diﬀérentes sur d'autres systèmes
hyperboliques (diﬀérences ﬁnies appliquées aux équations des ondes par exemple,
voir Ervedoza and Zuazua (2012), Zuazua (2002, 2005b) et les références qui y
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sont). Ce résultat va également dans le sens des résultats dans la littérature vu dans
les chapitres précédents (notamment dans le chapitre 4).
En déﬁnissant la commandabilité et/ou l'observabilité à partir des systèmes re-
présentés sous forme Hamiltonienne à ports, nous avons pu déﬁnir des concepts plus
globaux et le résultat de commandabilité uniforme est atteint en utilisant une com-
mande basée sur les variables de scattering, ce qui n'est pas le cas lorsqu'on utilise
une discrétisation classique (notamment en utilisant les opérateurs de commande
et/ou d'observation habituels que sont le débit et ou la hauteur).
Le résultat de la proposition 6.9 se justiﬁe principalement par une interprétation
énergétique des proﬁls à commander. Il ne s'agit plus ici de commander des proﬁls de
hauteurs et/ou de débits, mais plutôt de l'énergie dans le système et de sa variation
aux frontières.
6.4 Conclusion
Dans ce chapitre, nous avons traité de la commandabilité et de l'observabilité
uniformes des écoulements en eaux peu profondes modélisés par la méthode de
Boltzmann sur réseau. Nous avons présenté la notion de commandabilité uniforme
et introduit les outils de sa caractérisation. En utilisant la représentation du système
sous forme Hamiltonienne introduite au chapitre 4, nous avons présenté des résultats
permettant de conclure sur la commandabilité uniforme des familles de systèmes
d'ordre réduit déﬁni par les modèles de Boltzmann sur réseau.
Les résultats présentés dans ce chapitre reposent sur la déﬁnition de deux types
de commande. Ces commandes sont déﬁnies en utilisant deux approches distinctes,
la première basée sur la modélisation introduite dans le chapitre 2, qui est basée
sur une commande avec les variables classiques utilisées pour la commande des
canaux d'irrigation (débit et/ou hauteur). La deuxième est basée sur l'approche
Hamiltonienne à ports avec comme variables de commande les puissances fournies
aux deux extrémités. Nous avons montré que les propriétés de commandabilité et
d'observabilité uniformes se perdaient dans le cas de la première approche, alors que
dans la deuxième approche les propriétés se conservaient.
124 6.4. CONCLUSION
Conclusion générale
Principales contributions de la thèse
Dans cette thèse, nous avons présenté des résultats sur la modélisation et l'ana-
lyse des systèmes non linéaires à paramètres distribués par la méthode de Boltzmann
sur réseau, avec comme application les écoulements en eaux peu profondes. Cette
thèse est divisée en deux parties : la première traite de la modélisation des écoule-
ments en eaux peu profondes et la deuxième traite de leur analyse.
Dans la première partie, nous avons présenté une modélisation de ces écoulements
en utilisant la méthode de Boltzmann sur réseau. Cette représentation présente les
avantages suivants :
 une modélisation sous forme d'état tenant compte de la dynamique du sys-
tème, mais aussi de la commande (interne ou externe) et/ou de l'observation
du système. Elle permet, en outre, une étude de la commandabilité et/ou de
l'observabilité des modèles LB en utilisant les outils classiques de l'Automa-
tique (grammiens, matrice de Kalman, etc.) ;
 la représentation dans un formalisme semi-groupe du système. Cette représen-
tation en facilite l'analyse (étude de la commandabilité et/ou de l'observabi-
lité) lorsque la dimension du modèle LB augmente et qu'une étude analytique
s'avère délicate.
Une comparaison des modèles LB avec les modèles obtenus par les méthodes clas-
siques de discrétisation montre que les modèles LB sont plus précis pour un temps
de calcul comparable. Une présentation de l'interconnexion des modèles 1D et 2D a
également été faite. Nous avons montré qu'en utilisant des bords adaptés, l'intercon-
nexion de ces modèles se faisait aussi bien qu'une interconnexion entre deux modèles
1D. Cette interconnexion peut notamment servir de support dans la déﬁnition de
réseaux complexes.
Dans cette partie, nous avons également présenté la modélisation des phénomènes
de sédimentation dans le but de faciliter la prise en compte du phénomène et sa réso-
lution numérique. Nous avons ainsi proposé une modélisation 1D de ces phénomènes
en utilisant une approche basée sur la déﬁnition de lois pour chaque couche d'écou-
lement. Cette approche multi-couche permet de décomposer le domaine en plusieurs
sous-domaines (2 à 3 dans le cas des écoulements en eaux peu profondes), chacune
étant régie par une loi. Le modèle ainsi obtenu, que nous avons appelé 2− swe 1D a
été validé numériquement à travers quelques scénarios bien connu de la littérature :
étude de l'état stationnaire, étude du transport de sédiments lors de ruptures de
barrages. La validation numérique a été eﬀectuée en utilisant un modèle récemment
développé basé sur un schéma couplé de la méthode des volumes ﬁnis. Nous avons
également montré que le modèle 2 − swe 1D déﬁni nécessitait un temps de calcul
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plus petit que le modèle déﬁni avec la méthode des volumes ﬁnis utilisée.
Dans la deuxième partie, nous avons présenté une étude sur l'analyse des pro-
priétés de commandabilité et d'observabilité des modèles de Boltzmann sur réseau
obtenus dans la première partie. La première analyse, basée sur l'utilisation des cri-
tères algébriques de Kalmann pour la commandabilité et l'observabilité, a permis de
dresser un premier constat : les modèles LB déﬁnis ne conservaient pas leurs proprié-
tés de commandabilité et/ou d'observabilité. Une comparaison a notamment permis
de montrer que les modèles LB étaient autant commandables que ceux obtenus avec
les méthodes classiques  de discrétisation.
Ce premier résultat a nécessité une évaluation des propriétés de commandabi-
lité et d'observabilité en utilisant des grammiens. Cette évaluation a conduit à la
déﬁnition de nouveaux algorithmes de calcul de ces grammiens. Nous nous sommes
intéressés à des algorithmes eﬃcaces permettant de déterminer les grammiens as-
sociés aux modèles LB qui ont des matrices de grande dimension et sont creuses.
L'utilisation des méthodes traditionnelles de résolution des équations de Lyapu-
nov conduit en eﬀet à un résidu non négligeable (lorsque le nombre de points de
discrétisation augmente) et ne permet pas de conclure, de manière sereine, sur la
commandabilité (ou l'observabilité) ou non des modèles LB obtenus. Nous avons
montré que les algorithmes de type point ﬁxe utilisés dans cette étude conduisent à
des résidus de l'ordre la précision machine, donc à des solutions ﬁables des équations
de Lyapunov pour les grammiens.
Cette seconde partie se termine par l'étude de la commandabilité uniforme des
modèles LBM. Le modèle de dimension inﬁnie, sous certaines hypothèses, est exac-
tement commandable depuis la frontière. Les modèles LB perdent leur commanda-
bilité pour une déﬁnition des commandes classiques des canaux d'irrigation (hau-
teur/débit, pression hydrodynamique/débit) lorsque le nombre de sites de discré-
tisation augmente. Mais, en utilisant comme commandes les variables d'ondes, la
famille de modèles LB est uniformément commandable, c'est à dire que la suite de
commandes discrètes déﬁnie est uniformément bornée et converge vers la commande
continue déﬁnie pour la commande du système Hamiltonien à ports.
Perspectives
De nombreuses pistes et suites peuvent être explorées dans le but d'améliorer ce
travail, autant d'un point de vue modélisation que d'un point de vue analyse des
propriétés de commandabilité et/ou d'observabilité.
Nous avons présenté l'interconnection des modèles LB 1D et 2D dans les écou-
lements en eaux peu profondes. On pourrait s'intéresser dans la suite à la détermi-
nation de la nécessité de passer d'une modélisation 1D vers une modélisation 2D
ou vice versa. Cette étude pourrait notamment être menée dans des situations où
les champs de vitesses, sur la largeur, ne sont pas uniformes ou présentent de très
fortes variations. Cela peut, par exemple, être le cas dans la modélisation des écou-
lements en eaux peu profondes dans un virage. Il pourrait s'agir de déterminer à
partir de quel rayon de courbure une modélisation en 1D n'est plus adaptée et donc
une modélisation en 2D devient nécessaire ou inversement.
Pour la modélisation des phénomènes de sédimentation, nous avons validé numé-
riquement le modèle 2−swe 1D et avons montré que ce modèle 2−swe 1D présentait
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des similitudes avec les modèles obtenus par un schéma couplé basé sur la méthode
des volumes ﬁnis. Il est à noter que le modèle déﬁni dépend de plusieurs paramètres
(temps de relaxation de l'eau pure, temps de relaxation du mélange eau-sédiments,
paramètre Ag du modèle empirique de Grass permettant l'évaluation du débit de
sédiments,...) qui peuvent être identiﬁés dans le but de se rapprocher le plus des
proﬁls désirés, par exemple de manière expérimentale sur le micro-canal de Valence.
Une suite à cette validation serait une validation expérimentale sur le micro-canal
de Valence. Cette validation pourrait se faire sur les diﬀérents scénarios présentés
dans ce mémoire, mais aussi en considérant plusieurs types de granulat pour une
identiﬁcation et/ou une optimisation des diﬀérents paramètres du modèle.
Concernant l'analyse de la commandabilité et/ou de l'observabilité des modèles
LB obtenus dans nos travaux, nous avons montré que ces derniers ne conservaient
pas leurs propriétés de commandabilité et/ou d'observabilité lorsque l'ordre de ré-
duction du modèle augmentait (dans le cas des commandes classiques). On pour-
rait s'intéresser dans la suite à la déﬁnition des espaces atteignables (ensemble des
proﬁls hauteur/débit qu'on peut atteindre) pour chaque ordre de réduction. Il ne
s'agirait plus de chercher la commandabilité (respectivement l'observabilité) des mo-
dèles LB, mais plutôt de déﬁnir l'ensemble des proﬁls atteignables (respectivement
observables) qui peut être déﬁni à partir d'un ordre de réduction (du pas spatial, ou
du nombre de sites de discrétisation).
Une autre perspective qui pourrait faire suite à ce travail serait l'étude des pro-
priétés de commandabilité et/ou d'observabilité de systèmes complexes ou de sys-
tèmes interconnectés (plusieurs biefs, jonction Y , ouvrages hydrauliques, etc).
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Annexe A
Annexes
A.1 Le micro-canal
Nous présentons dans la suite le dispositif expérimental donc les paramètres sont
utilisés dans les simulations eﬀectuées dans le cadre de ce mémoire. Le texte original
peut être consulté dans Hamroun (2009). Le micro-canal est un procédé pilote utilisé
dans le cadre d'activités de recherche, d'enseignement et de valorisation industrielle.
Les paramètres du micro-canal sont résumés sur Tab. A.1. On y lit notamment les
valeurs des paramètres géométriques du canal, mais également celles des ouvrages
hydrauliques.
Le microcanal est un procédé largement instrumenté qui permet de reproduire
le comportement de canaux d'irrigation ou de rivières. Il peut être utilisé pour la
validation de nombreux types de développements théoriques menés dans les labora-
toires que ce soit sur la modélisation, l'identiﬁcation, l'observation et la commande.
Il a servi de supports à de nombreux travaux de doctorat et a été fréquemment
utilisé par des chercheurs venant de diverses horizons pour valider leur travaux. Il
reste une plateforme technologique accessible à la communauté scientiﬁque et per-
met d'élargir la connaissance du système via des objectifs de recherche diﬀérents. Le
canal est fait en quatre tronçons de polycarbonate. À la partie canal, vient s'ajouter
un réservoir amont qui fait oﬃce de source et dont le niveau est régulé via un au-
tomate, un réservoir aval et un réservoir intermédiaire qui sert de cuve de stockage
(voir ﬁgure Fig. A.1).
Paramètres du canal Valeur
Longueur (L) 7 mètres
Largeur (B) 0.1 mètre
Pente (I) 1.6× 10−3
Coeﬃcient de Maning-Strickler (ns) 0.01
Coeﬃcient de la vanne N°1 0.66
Coeﬃcient de la vanne N°2 0.66
Coeﬃcient de la vanne N°3 0.73
Coeﬃcient du déversoir 0.66
Hauteur du déversoir 0.05 mètre
Table A.1  Paramètres du micro-canal expérimental
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Figure A.1  Schéma longitudinal du micro-canal
Toute la structure est supportée par une poutre métallique. La circulation d'eau
entre les réservoirs aval, intermédiaire et amont se fait dans des tuyaux fermés.
La partie canal peut être inclinée à l'aide d'un vérin. Les capteurs de niveaux
(voir ﬁgure Fig. A.2) sont des capteurs à ultrasons qui renvoient une tension de
0 − 10V olts correspondant à une distance entre le capteur et la surface de 10
à 60cm. Les vannes sont actionnées par des moteurs à courant continu asservis qui,
à la mise sous tension, vont chercher leurs butées et ensuite ouvrent la vannes de
manière linéaire (de 0 à 20cm) en fonction de leurs tension d'entrée (0− 10V olts).
La vanne et la pompe proportionnelles sont destinées à assurer un niveau constant
respectivement à l'aval et à l'amont du canal. Elles sont gérées par un automate
Crouzet de type Millenium II. Via une carte dSPACE, toutes les données issues
des capteurs sont récupérées sur un ordinateur an d'être analysées et par le même
dispositif, les actionneurs du micro-canal sont pilotés.
A.2 Le développement de Chapman-Enskog
Dans cette deuxième section, nous allons présenter le calcul prouvant la conver-
gence des modèles LB vers les équations d'écoulements en eaux peu profondes re-
présentés par les équations de Saint-Venant.
Nous considérons les équations LB représentées par les équations d'évolution
fi(r + viδt, t+ δt) = fi(r, t) +
1
τ
(f eqi − fi) (A.1)
où r et t représentent respectivement les dimensions spatiale et temporelle, fi re-
présente le vecteur de toutes les distributions de densité entrant (f ini de la phase
de propagation), vi est la vitesse du réseau dans la direction i et t est le pas de
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Figure A.2  Photo du micro-canal
discrétisation spatial. On déﬁnit les moments d'ordre 0, 1, 2 et 3 en vi par∑
i
f eqi =
∑
i
fi = A, (A.2)∑
i
vif
eq
i =
∑
i
vifi = B, (A.3)∑
i
v2i f
eq
i =
∑
i
v2i fi = C, (A.4)∑
i
v3i f
eq
i =
∑
i
v3i fi = D. (A.5)
Le développement de Chapman-Enskog consiste, en utilisant les équations (A.1), à :
 faire un développement de Taylor jusqu'à l'ordre 2 des équations (A.1)
δt∂tfi + viδt∂xfi +
1
2
δt2∂2t fi +
1
2
viδt
2∂2xfi + viδt
2∂x∂tfi =
1
τ
(f eqi − fi) ; (A.6)
 faire un développement, via un paramètre formel  (interprété comme le nombre
de Knudsen) des distributions
fi = f
eq
i + f
(1)
i + 
2f
(2)
i + · · · ; (A.7)
 faire une analyse multi-échelle en posant
∂t = ∂t1 + 
2∂t2, (A.8)
∂x = ∂x1. (A.9)
 calculer les moments d'ordre 0 et 1 par rapport à vi de (A.1). Il s'agit ici de
multiplier par (vi)k (k = 0, 1), et faire une somme suivant i (i = 0, 1, 2 en une
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dimension par exemple). En notant que le membre de droite est éliminé pour
chaque moment calculé, on peut écrire à l'échelle convective (en )
∂t1A+ ∂x1B = 0 (A.10)
∂t1B + ∂x1C
eq = 0 (A.11)
et à l'échelle dissipative (en 2)
∂t2A+
1
2
δt∂2t1A+
1
2
δt∂x1C
eq + δt∂2x1B = 0, (A.12)
∂t2B + ∂x1C
(1) +
1
2
δt∂2t1B +
1
2
∂x1D
eq + δt∂x1∂t1C
eq = 0. (A.13)
Après quelques calculs, on aboutit à
∂tA+ ∂xB = 0 (A.14)
∂tB + ∂xC
eq + ∂x
(
C(1) +
δt
2
(∂t1C
eq + ∂xD
eq)
)
= 0 (A.15)
où
C(1) =
∑
i
vif
(1)
i (A.16)
Deq = v2B (A.17)
Dans le cas des écoulements en eaux peu profondes, les diﬀérents moments A, B, et
C correspondent à
A = h; (A.18)
B = hu (A.19)
C =
1
2
gh2 + hu2 (A.20)
Les équations (A.14)-(A.15) sont alors données par
∂th+ ∂x (hu) = 0,(A.21)
∂t (hu) + ∂x
(
1
2
gh2 + hu2
)
+ ∂x
(
C(1) +
δt
2
(∂t1C
eq + ∂xD
eq)
)
= 0(A.22)
où l'équation (A.21) correspond à l'équation de continuité des équations de Saint-
Venant, alors que l'équation (A.22) ne correspond pas encore à l'équation de conser-
vation de mouvement à cause, notamment, du terme inconnu C(1). La détermination
de C(1) nécessite celle des distributions f (1)i . Ces dernières peuvent être obtenues en
remplaçant fi par son développement formel en  dans (A.6) et en utilisant l'ordre
O(), soit
f
(1)
i = τδt (∂t1f
eq
i + vi∂x1f
eq
i ) . (A.23)
Le calcul de la dérivée temporelle ∂t1f
eq
i est fait comme suit :
∂t1f
eq
i = ∂hf
eq
i ∂t1h+ ∂huf
eq
i ∂t1 (hu) , (A.24)
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où les f eqi sont données par
f eq0 = h−
gh2
2v2
− hu
2
v2
, (A.25)
f eq1 =
gh2
4v2
+
hu
2v
+
hu2
2v2
, (A.26)
f eq2 =
gh2
4v2
− hu
2v
+
hu2
2v2
. (A.27)
On peut alors écrire
∂t1f
eq
i = −
(
∂hf
eq
i ∂x (hu) + ∂huf
eq
i ∂x
(
hu2 +
gh2
2
))
, (A.28)
= − [(∂hf eqi + 2u∂huf eqi ) ∂x (hu) + (gh− u2) ∂huf eqi ∂xh] , (A.29)
qui permet d'écrire
f
(1)
i = −τδt (∂t1f eqi + vi∂x1f eqi ) , (A.30)
= −τδt [− (∂hf eqi + 2u∂huf eqi ) ∂x (hu) + (gh− u2) ∂huf eqi ∂xh+ vi∂xf eqi ] ,(A.31)
et le calcul pour chaque i conduit à
f
(1)
0 = τδt
[(
1− gh
v2
+ 3
u2
v2
)
∂x (hu) + 2
(
u2 − gh
v2
)
u∂xh
]
, (A.32)
f
(1)
1 = −
1
2
f
(1)
0 , (A.33)
f
(1)
2 = −
1
2
f
(1)
0 . (A.34)
On peut donc déterminer la contribution dissipative (A.22)
Jlbm = ∂x
(
C(1) +
δt
2
(∂t1C
eq + ∂xD
eq)
)
, (A.35)
qui peut être calculé complètement en utilisant les densités f (1)i . On obtient donc
Jlbm = δt
(
τ − 1
2
)
∂x
[(
v2 − gh− 3u2) ∂x (hu) + 2 (u2 − gh)u∂xh] . (A.36)
En utilisant ce terme de viscosité, on peut écrire les équations LB équivalentes aux
équations de Saint-Venant à un terme de viscosité près
∂th+ ∂x (hu) = 0,
∂t (hu) + ∂x
(
gh2
2
+ hu2
)
= Jlbm.
Il est à noter que plus le terme de viscosité Jlbm est petit, plus les équations LB
approchent les équations non visqueuses de Saint-Venant. En particulier, on note que
lorsque h → 0, et u → 0, le terme de viscosité converge vers le terme de viscosité
standard
Jlbm = v
2δt
(
τ − 1
2
)
∂2x (hu) .
En ﬁn, on note qu'un raisonnement similaire sur le transport des sédiments
conduit aux mêmes conclusions.
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