We review a recently developed dynamic mean field theory for fluids confined in porous materials and apply it to a case where the solid-fluid interactions lead to partial wetting on a planar surface. The theory describes the evolution of the density distribution for a fluid in a pore that has contact with the bulk during a quench in the bulk chemical potential. In this way the dynamics of adsorption and desorption can be studied. By focusing on partial wetting situation we can investigate influence of a weaker surface field on the mechanisms of capillary condensation and desorption. We have studied the dynamics of pore filling in a quench of the chemical potential between two states either side of the pore filling step, tracking the density distributions during the process. The pore filling process features an asymmetric density distribution where a liquid droplet appears on one of the walls. The droplet spreads and grows in size and this is followed by the appearance of a liquid bridge between the pore walls (for longer pores two liquid bridges are seen). The density distributions obtained in the dynamics resemble those obtained from static mean field theory in the canonical ensemble for an infinite pore without contact with the bulk.
Introduction
Adsorption/desorption experiments for gases such as nitrogen in mesoporous materials (materials where pore sizes lie in the range from 2 nm to 100 nm) at temperatures significantly below the bulk critical temperature frequently exhibit hysteresis between the adsorption/desorption branches of the isotherm. Hysteresis is an indication of failure by the system to equilibrate and under such circumstances the nature of the relaxation dynamics in the system becomes of some interest.
Classical density functional theory (DFT's) has contributed much to our understanding of the molecular level behavior of fluids confined in porous materials [17, 20] . DFT allows us to calculate the free energy and density distribution for fluids inside porous materials yielding an important route to understanding confinement effects on fluids in porous materials. DFT also permits the study of metastable states associated with hysteresis loops in adsorption/desorption isotherms [6, 7, 22, 28, 29, 48] . In developing a theory of the dynamics of adsorption and desorption in mesoporous materials it is worthwhile to focus on approaches that have built into them a description of the thermodynamics from DFT.
The idea of building dynamical theories of systems with phase transitions based upon free energy functionals that give a physically realistic picture of the equilibrium behavior is an old one and goes back to the work of Cahn [10] who incorporated the Cahn-Hilliard square gradient free energy functional [9, 11, 12] into a diffusion equation and used the resulting equation to describe the early stages of spinodal decomposition. This idea has had enormous impact in many fields, ranging from polymer phase separation dynamics [19] to colloidal dynamics [4, 27] . Two lines of recent development in this field are of particular interest. One of these focuses on the incorporation of more quantitatively accurate descriptions of the free energy functional as well as the derivation of the dynamical equations from the atomic level equations of motion, typified by the dynamic density functional theories (DDFT's) [2-5, 25, 26, 39, 52] . Another line of development has focused on incorporating a more realistic description of the relationship between the mobility and the density distribution in the system [21, 30, 43] . This latter problem is of particular importance in considering the time evolution of fluid states in porous materials in the neighborhood of capillary condensation due to the rapid evolution of interfacial structure with time in these systems.
The approach we take here is to develop a theory of the time dependent molecular density distribution in the system [37] . We then consider the dynamic evolution of this distribution in terms of the probabilities of transitions between states of the system governed by a master equation. In this sense the approach can be regarded as a theory of the dynamics produced in a dynamic Monte Carlo simulation. The result of the analysis is a differential equation for the local density in the system based on a mean field approximation for the transition probabilities. The transition probabilities can be related to the chemical potential from DFT and the density distribution approaches the distribution from DFT for long times. The theory can also by analyzed as a theory of diffusion or as a dynamic density functional theory. We refer to the approach as mean field kinetic theory (MFKT) or dynamic mean field theory (DMFT).
Our approach makes use of lattice gas models to describe confined fluids. Monte Carlo simulations and theories of such models have been widely used in recent years [1, 8, 13, 14, 16, 17, 22, 28, 29, 35, [40] [41] [42] 49] because they are simple to implement and computationally efficient yet qualitatively realistic. Applications have included wetting transitions [16, 41] as well as the properties of fluids in porous materials [8, 22, 28, 29, 48, 49] . The dynamic behavior for such models can be studied in dynamic Monte Carlo simulations and one approach is to use Kawasaki dynamics, which generates dynamics via nearest neighbor hopping processes [13, 23, 35, 44, 47, 48] . The present theory provides an approximation to the average of the time dependent density distribution resulting from an ensemble of Kawasaki dynamics trajectories. The novelty of this approach primarily arises from the context in which we Fig. 1 The slit pore geometry considered in this work. The pore is infinite in the y-direction. Periodic boundaries are used in the x-direction with the pore in contact with the bulk fluid are applying it. It has its origin in the dynamic mean field theories of the Ising [43] and binary alloy [30] models first developed almost 20 years ago and reviewed by Gouyet et al. [21] . It has also been used to model diffusion in membranes and bulk fluids by Matuszak et al. [31] [32] [33] .
In previous work we have applied the DMFT to model pores where the solidfluid interaction was sufficiently strong to give rise to complete wetting [37, 38] (in referring to wetting states here we have in mind the behavior of the free solid-fluid interface for the same solid-fluid interaction as we have for the fluid in the pore). This is the typical situation encountered in nitrogen adsorption experiments. In the present work we investigate a case where the solid-fluid interaction is weaker and there is partial wetting, employing the slit pore geometry shown in Fig. 1 . This type of behavior is encountered for water in graphitic carbon adsorbents and carbon nanotubes. In a recent paper one of us discussed the link between wetting, pore condensation and hysteresis for a lattice gas model of fluid in slit a pore [36] . A key effect here is that in adsorption from a vapor at sub-critical temperatures, low density states may persist up to and beyond the bulk saturation pressure, as has been seen in experiments on water adsorbed in graphitized carbon black [15] , even though the equilibrium vaporliquid transition lies below bulk saturation. Our calculations reveal the nature of the processes involved during pore filling for a partial wetting system.
In Sect. 2 we describe the lattice model and theoretical methods used, including both the static and dynamic mean field theory. Section 3 presents our results, first for the static behavior and dynamics. A summary of our results and conclusions is given in Sect. 4.
Models and Methods

Lattice Model and Static Mean Field Approximation
For a nearest neighbor lattice gas in an external field the Hamiltonian can be written [14, 16, 22, 37, 48] 
where n i is the occupancy (0 or 1) at site i, a is the vector to a nearest neighbor site for any site on the lattice [21] and ff is the nearest neighbor interaction strength. The second term in the Hamiltonian describes the solid-fluid interactions, where φ i denotes the strength of the wall-fluid interaction (wettability). In this work we use a simple cubic lattice and a wettability of strength − sf for sites adjacent to the solid wall. The mean field (MFT) grand free energy is given by
where μ is the chemical potential and ρ i is the mean density at site i. Similarly for the Helmholtz energy we have
By minimizing at fixed chemical potential or F at fixed overall density we can obtain solutions of the mean field equations for the grand canonical and canonical ensembles, respectively. We make use of both of these types of calculations in this work.
The necessary condition for a Helmholtz energy minimum, at fixed temperature and overall density is
where the chemical potential, appears as a Lagrange multiplier associated with the constraint of fixed overall density. Using (4) with (3) it is readily shown that
where λ = exp(μ/kT ) is the activity and
This set of equations can be solved together with the density constraint expressed as
to give the equilibrium density distribution and the chemical potential. We iterate through (5) and (6) by writing
and
The results for the grand ensemble (fixed μ, V , T ) are obtained by solving (5) without the density constraint, (6) .
Equation (5) can be rearranged to give an expression for the chemical potential at site i
Solutions of the static MFT equations lead to the μ i being uniform throughout the system. This equation also helps establish the limiting behavior of the dynamic mean field theory for long times.
Dynamic Mean Field Theory
Our presentation of DMFT follows closely that of Monson [37] , which is in turn based on that of Gouyet et al. [21] . The theory gives an approximation to the time evolution of the density distribution averaged over an ensemble of many kinetic Monte Carlo simulations of the lattice gas model. The particular focus here is on Kawasaki dynamics, which we have used extensively to make kinetic Monte Carlo simulations of adsorption/desorption dynamics for fluids in porous materials [47, 48, 50, 51] . We begin by writing the ensemble average density for site i at time t, ρ i (t), as
where P ({n}, t) is the probability of observing an occupancy configuration {n}, at time t. The transport is restricted to hopping between nearest neighbor sites as in Kawasaki dynamics and the evolution equation for the local density can then be written as
where J i,i+a (t) is the net flux from site i to site i + a. Equation (11) can be written as
where w i,i+a ({n}) is the transition probability for transitions from site i to site i + a for a configuration {n}. The factors n i (1 − n i+a ) and n i+a (1 − n i ) impose the requirement that in a hopping move from site i to site j, site i must be occupied and site j unoccupied, and vice versa.
In a mean field approximation we can express (12) as
Given expressions for the transition probabilities, (13) can be solved to obtain {ρ i } as a function of t. It is equivalent to that given by Matuszak et al. [31] . For Kawasaki dynamics with Metropolis transition probabilities we can express the transition probabilities in the mean field approximation [31] 
where
w 0 is the jump rate in the absence of interactions and can be used to define the timescale. One way of obtaining a physically relevant value for w 0 is by comparing between estimated and experimental self-diffusion coefficients. The self-diffusion coefficient obtained via a Kawasaki Dynamics Lattice Monte Carlo simulation is nor-
, where a is the lattice spacing. Fixing the lattice spacing, an estimate of w 0 can be obtained. We plan to explore this in future work. The transition probability stated above, depends only on the site energy difference, with the influence of the solid wall entering through the term φ i . Simple as it may be, this phenomenology captures the essential physics of mass transfer in mesoporous materials. Our primary interest is in the application to the slit pore geometry shown in Fig. 1 . We will be focusing on the relaxation processes when the chemical potential external to the system is changed to some new value, with the system initially in an equilibrium (or metastable) state obtained by solving the static MFT. We achieve this by adding a layer of sites at the end of the system, while maintaining periodic boundary conditions, with the density in this layer of sites fixed at the value associated with the given chemical potential as determined by MFT. We can change the state of the system by changing the properties in this layer of sites. Due to the form of the transition probabilities it is readily shown [37] that after the change in the chemical potential the system will move towards a new state where ∂ρ i /∂t = 0 for all i and the chemical potential given by (9) will be everywhere uniform at the new specified value. It is also possible to configure a different type of steady state where we remove the periodic boundaries in the x-direction and place a control layer at each end of the system. If the control layers have different chemical potentials then the system can describe steady state mass transfer of fluid through the pore, as has been done by Matuszak et al. [32] .
Results
The calculations presented here are for a pore of width 6 sites with a wettability of strength sf = 0.75 ff . The temperature is fixed at T * = kT / ff = 0.9. This represents a fraction of the bulk critical temperature T * c = 1.5 for a simple cubic lattice gas in mean field comparable to that encountered in a nitrogen adsorption experiment near the normal boiling point, T = 77 K. For a planar surface the above 
Static Behavior
We have calculated the static behavior using MFT in both the grand canonical and canonical ensembles. The grand canonical ensemble results give us the behavior encountered by the DMFT in the long time limit and correspond to the results obtained in adsorption experiments. On the other hand the canonical ensemble results give some insight into the nature of the density distributions encountered during the dynamics. Figure 2 shows isotherms of the density and grand free energy for the slit pore system we have studied that were obtained in the grand ensemble. The average density at the center of the pore is shown versus the relative activity, λ/λ 0 with the bulk saturation associated with λ/λ 0 = 1. Results for adsorption and desorption are shown for the open slit pore as well as for an infinite pore with no bulk contact, modeled by a pore of finite length with periodic boundaries in the x-direction. We see that there is a hysteresis loop with the adsorption branch continuing beyond bulk saturation. Usually such states are not accessible in experiments because bulk condensation occurs without any metastability. A notable exception is work by Easton and Machin [15] for water in graphitized carbon black where special precautions were taken to delay water condensation in the sample cell. In our system the bulk region is comparable in size to the pore space and bulk condensation is nucleated as soon as the pore is filled with liquid. Presumably this did not happen in the Easton and Machin [15] experiment because of the small size of the porous material sample relative to the bulk region of the sample cell. In studying desorption we switched the bulk over to vapor once the bulk saturation state is reached. Otherwise the desorption would be delayed by the extended metastability of the bulk liquid treated in mean field.
The grand free energy isotherm in Fig. 2 shows a phase transition between vapor and liquid states in the pore. Notice that this transition is close to the desorption step in the isotherm for the open pore system. This is a key feature of desorption from simple pores that are in contact with the bulk vapor and has been discussed in detail elsewhere [28, 29, 36, 37] . The fact that desorption occurs for λ/λ 0 slightly lower than the equilibrium vapor to liquid transition is related to the formation of the meniscus at the pore ends during desorption for the open pore. For the infinite pore we see no change in the adsorption branch but the desorption branch extends to lower pressure relative to that for the finite length pore, with the desorption step occurring at the stability limit of the pore liquid [28, 29, 36, 37] .
The density distributions associated with points on the isotherms in Fig. 2 are shown in Figs. 3 and 4 . We see that adsorption proceeds by the formation of relatively low density layers on the pore surfaces followed by filling of the pore in a single sharp step. Desorption occurs first with the appearance of a meniscus at the pore entrance which retreats into the pore until the equilibrium value of λ/λ 0 associated with the vapor-liquid transition is reached when desorption occurs in a single step leaving medium to low density adsorbed layers on the pore walls. Figure 5 shows the density and grand free energy isotherms obtained from static MFT in the canonical ensemble, with visualizations of the density distributions obtained shown in Fig. 6 . For this case we consider the pore of infinite length as described above. The solution space of the MFT in the canonical ensemble is much more complex as was demonstrated by Maier and Stadherr [24] . We have found that for this partial wetting case the complexity is greater than that encountered for a complete wetting case in our earlier work [37] and solutions obtained sensitive to the initialization procedure. For instance, for average densities of about 0.5 we have encountered solutions where the density on one side of the pore is vapor-like and on the other side liquid-like with a vapor-liquid interface in the x-direction, as well as solutions corresponding to a liquid bridge between the two pore walls. This extra complexity occurs because for partial wetting situations low density adsorbed layers on the pore walls have comparable stability to high density adsorbed layers.
We present results for two solution sequences chosen because of their interest in relation to the dynamics and generated in the following way. One sequence starts with an empty pore and gradually increases the average density. At each step we initialize the density a high value for pairs of sites in four layers on one side and at the center of the pore, equidistant from the pore ends. This procedure allows us to search for undulate and bridge states, which we have found in previous work [37] feature prominently in the dynamics. The other sequence starts with a filled pore and gradually decreases the density. In this case at each step we set the density to a very low value for a layer of sites at each end of the system. This allows us to search for bubble states on desorption. As noted in our previous work the bubble and bridge states are indistinguishable due to the periodic boundaries in the x-direction.
The behavior we see here is somewhat different to that described in our work for a complete wetting situation [37] . In that case pore filling proceeded via the formation of undulates on both walls followed by the formation of a liquid bridge (this terminology follows that used by Everett and Haynes [18] ). Instead we found that pore filling occurred via the formation of a droplet on one wall followed by bridge formation as see in Fig. 6 -we will see something like this in the dynamics as well. The distinction we make between undulate and droplet is that an undulate is associated with complete wetting (zero contact angle) while droplet is associated with partial wetting (finite contact angle). We did not find solutions with droplets on both walls even with a variety of different initialization procedures. The non zero vapor-liquid-solid contact angle is evident in the droplet and bridge states. Pore emptying proceeds via the appearance of a bubble in the system and the progressive narrowing of the liquid bridge which eventually becomes unstable (see Fig. 7 ). No droplet state is seen on pore emptying, which parallels the behavior seen for the complete wetting system where no undulate state was encountered in the pore emptying sequence. The density isotherm is similar to that seen in Fig. 2 for the high and low density branches. For intermediate densities the differences reflect the states which are accessible in the canonical ensemble. There are a set of states where the isotherms follow a step-like progression within a narrow range of activities around the value associated with vapor-liquid coexistence in the pore. These are the states associated with the growth/contraction of the liquid bridge. The fact that the liquid bridge grows/contracts in steps is a combined effect of the lattice model and the mean field approximation.
Dynamics of Pore Filling
To integrate (13) we have used Euler's method. We use w 0 t as a dimensionless time for the calculation and we have used a time step w 0 t = 0.001 but substantially larger step sizes can be used as was shown for a complete wetting case [37] . We have studied the dynamics of pore filling for two pore lengths, L = 20 sites and L = 40 sites. We have focused our attention on small quenches in chemical potential or activity that take the system from one side of the pore filling transition in Fig. 2 to the other. There is a very slight dependence of the location of the pore filling step upon pore length so the initial and final activities are slightly different for the two pore lengths. Figure 8 shows results for the density versus dimensionless time for the L = 20 case. There are two curves in the figure. One shows the average density throughout the pore while the other shows the density at the center of the pore. Differences between these two curves reflect the evolution of the density distribution in the system. The strongly varying part of the pore averaged density shows two regimes, one associated with the droplet formation and growth, and the other associated with the liquid bridge formation and growth, as can be seen by matching the density distributions visualized in Fig. 9 with points on the isotherm in Fig. 8 . The visualizations reveal that the density distribution is initially symmetric about the center of the pore but as time progresses the density builds up on one wall. This symmetry breaking is quite striking and we believe that it is a consequence of the partial wetting nature of the solid fluid interaction in this case, where as mentioned earlier, low density adsorbed layers on the pore walls have comparable stability to high density adsorbed layers. Once a droplet forms on one wall it grows and spreads towards the ends of the pore. After this a quite sharp transition occurs where a liquid bridge forms in the system. The density distribution now regains symmetry, and pore filling is completed by the growth of the liquid bridge. Notice that there is some resemblance between the density distributions encountered in the dynamics in Fig. 9 and those seen in our canonical MFT calculations in Fig. 6 , especially between the short time states in Fig. 9 and the low density states in Fig. 6 .
The uptake curve for the center of the pore indicates that there are stepwise changes in the local density and these appear to be associated with changes in the morphology of the droplet. The large step is associated with the transition from the Fig. 9 that once the pore is filled with liquid the liquid-vapor interface moves out into the bulk region. What is happening here is that since we are in a metastable state of the bulk vapor, the pore liquid is nucleating condensation of the bulk liquid as we discussed in relation to the MFT results in the grand ensemble in Sect. 3.1. This is a consequence of the pore and bulk regions being comparable in size in our system geometry.
The behavior observed for L = 40 is substantially different. First of all the timescale for pore filling is longer than for L = 20 but that is simply a consequence of the pore length. On the other hand, the uptake curve for the pore center indicates a more complex process. For short times the behavior is similar to the L = 20 case with the formation of a droplet that then spreads along the length of the pore. However, instead of a single bridge we see two bridges form with a large transfer of fluid from the center of the pore as is seen in the uptake curve for the center of the pore in Fig. 10 . In our study of a complete wetting case we did see two bridges form for pore filling when there was a large quench in the chemical potential, but not for the small quench we are using here. In that case it was felt that the formation of the two bridges was consequence of the large flux of fluid into the pore but that is not what is happening here. Another interesting feature here is that after the double bridge formation the pore filling is not complete until there has been significant condensation in the bulk region. If we use a larger bulk region this does not happen.
Summary and Conclusions
We have given a brief review of the dynamic mean field theory for lattice models of fluids in pores and have described an application to the dynamics of pore filling in a slit pore where there is partial wetting of the pore walls. This situation is relevant to systems such as water in graphitized carbon black or carbon nanotubes. In our previous work we had considered complete wetting cases. For partial wetting the adsorption branch of the isotherm extends beyond the bulk-vapor liquid transition even though the equilibrium transition lies below this transition. In experiments studying adsorption from supersaturated states requires that special steps be taken to prevent condensation of the bulk liquid. In our system geometry the bulk region is actually comparable in size to the pore so that bulk condensation is nucleated by the pore being filled with liquid. The most striking feature of the results is the asymmetry of the density distributions that appear during the dynamics. In particular we note the formation of droplet on one of the walls. While we do not fully understand why this symmetry breaking occurs it is related to the special nature of the solid-fluid interface when there is partial wetting. With partial wetting both low density vapor-like states and dense liquid-like states can be stable near the pore wall. This makes it possible to have asymmetric density distributions, with low density states on one pore wall and high density states on the other. Such states do not appear in the static MFT in the grand ensemble but are readily found in the canonical ensemble MFT. Moreover such asymmetry has also been observed in the literature [34, 45, 46] .
Together with our previous applications of the dynamic mean field theory the present work shows the utility of the approach in helping us to understand the nature of the processes involved during phase transitions of confined fluids. The method is not limited to the simple pore geometry considered here and we anticipate significant insights emerging from applications to more complex pore geometries such as models of Vycor glass [48, 49] .
