Abstract. We investigate the relation between Carleson sequence and balayage, and use this to give an easy proof of the equivalence of the L 1 -norms of the maximal function and the square function in non-honogeneous martingale settings.
Introduction and the main theorem
In this note, we attempt to give an easy proof of the celebrated theorem:
The L 1 -norms of the maximal function and square function are equivalent. Throughout the note, we will work on the real line R under Lebesgue measure, and assume our σ-algebras are generated by disjoint intervals. The notation , stand for one-sided estimates up to an absolute constant, and the notation ≈ stands for two-sided estimates up to an absolute constant. We will introduce the basic set-up following from [7] . Definition 1.1. A lattice L is a collection of non-trivial finite intervals of R with the following properties (i) L is a union of generations L k , k ∈ Z, where each generation is a collection of disjoint intervals, covering R. (ii) For each k ∈ Z, the covering L k+1 is a finite refinement of the covering L k , i.e. each interval I ∈ L k is a finite union of disjoint intervals J ∈ L k+1 . We allow the situation where there is only one such interval J, i.e. J = I; this means that I ∈ L k also belongs to the generation L k+1 . We say a lattice L is homogenous if (i) Each interval I ∈ L k is a union of at most r intervals J ∈ L k+1 .
(ii) There exists a constant K < ∞ such that |I| |J| ≤ K for every I ∈ L k and every J ∈ L k+1 , J ⊆ I. The standard dyadic lattice D = {([0, 1)+j)2 k : j, k ∈ Z} is an example of homogenous lattice. Remark 1.2. Let A k be the σ-algebra generated by L k , i.e. countable unions of intervals in L k . Let A −∞ be the largest σ-algebra contained in all A k , k ∈ Z, i.e. A −∞ = k∈Z A k , and let A ∞ be the smallest σ-algebra containing all A k , k ∈ Z. The structures of σ-algebras A −∞ and A ∞ can be described as follows A −∞ is the σ-algebra generated by all the intervals I of form
Note that R is a disjoint union of such intervals I and at most countably many points (we might need to add left endpoints to the intervals I). Let us denote the collection of such intervals I by A 0 −∞ . Define A 0,fin
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'fin' here is to remind that the set consists of intervals of finite measure. Instead of describing A ∞ , let us describe the corresponding measurable functions. Namely, a function f (x) is A ∞ -measurable, if it is Borel measurable and it is constant on intervals I.
Clearly, such intervals I do not intersect, so there can only be countably many of them.
In this note, we always assume that all functions are A ∞ -measurable. Definition 1.3. The averaging operator E I is defined to be
is the indicator function of the interval I. Let E k denote the conditional expectation
For an interval I ∈ L, let rk(I) be the rank of the interval I, i.e. the largest number k such that I ∈ L k . For an interval I ∈ L, rk(I) = k, a child of I is an interval J ∈ L k+1 such that J ⊆ I (actually we can write J I). The colletion of all children of I is denoted by child(I). Correspondingly, I is called the parent of J. The difference operator ∆ I is defined to be
Let ∆ k denote the martingale difference
To motivate the definition of the square function as well as for our later purpose, let us prove the following proposition:
Proof. One can easily see that
• E n f → f a.e. as n → ∞.
For each x ∈ R, consider the unique interval I k (x) in L k containing x, and let
holds almost everywhere for such x. If |I(x)| > 0, then since f is A ∞ -measurable, we have pointwisely,
•
For each x ∈ R, take now
f (x).
We have proved the almost everywhere convergence. Note that
where f * is the Hardy-Littlewood maximal funtion of f . Hardy-Littlewood Maximal Inequality and Dominated Convergence Theorem imply the L p convergence.
* and H 1 S are called martingale Hardy spaces. Now we are ready to state our main theorem:
. This theorem and its proof can be found for example in [1] , [2] , and [3] , all using probabilistic method. We will give a relatively easier analysis proof here, in the spirit of [3] , but with the help of Carleson sequence and balayage, which is also interesting by itself.
Carleson sequence and balayage
This section is devoted to investigating the relation between Carleson sequence and balayage. We start with the following definitions: , its balayage is defined to be the function
on R is in the class of martingale BMO, if
• ||∆
Moreover, we define ||g|| BMO = max{C 1 , C 2 }.
Remark 2.4. As in the classical case, martingale BMO space does not distinguish constant functions. In other words, we should think of martingale BMO space as the quotient of the above class by the space of {g ∈ L 1 loc : E I g is constant, for all I ∈ A 0 −∞ }. Remark 2.5. This definition of martingale BMO functions is stronger than the classical one in harmonic analysis, since by (1.1) and othogonality of the difference operators, 1
|I| I g is the average of g(x) over I. It was known for a long time that the additional condition is needed. One can look, for example, at [2] in detail. 
where ||φ|| ∞ ≤ 2||g|| BMO , and Carl(|a
Remark 2.7. One might hope that the reverse inequality to (2.2) holds in the strict sense, but this is not the case due to [6] . Nevertheless, we still have (2.3) as a partial reverse answer, which is good enough for our purpose.
Proof.
(i) Check by definition
holds for any I ∈ L, where the forth equality follows from
Moreover, we can compute that for any I ∈ L,
Thus, we can estimate
(ii) The proof of this statement is a modification of the proof of John-Nirenberg theorem which is suggested in [5] . Given a martingale BMO function g(x), by (2.1) we have
Fix the 0-th generation L 0 of the lattice L, recall that L 0 is a collection of nontrivial, finite, disjoint intervals covering R, so we can write L 0 = {I m } m∈M .
Over each interval I m , m ∈ M, let us first do the Calderón-Zygmund decomposition to the function |g(x) − g Im | at height λ = 2||g|| BMO with respect to the lattice L, from this we obtain: A collection of disjoint intervals {I
This immediately implies
j , from the Calderón-Zygmund decomposition, we know that over all intervals {I k (x)} k≥1 , 
is A ∞ -measurable, we can conclude that
• j |I
(1)
Next, let us do the Calderón-Zygmund decomposition over each I (1) j to the function |g(x) − g I (1) j | at again height λ = 2||g|| BMO with respect to the lattice L, from this we obtain A collection of disjoint intervals {I
Moreover, if we sum over all intervals {I
(1) j }, we will have
Continue this process indefinitely. At stage n we get disjoint intervals {I
and for I / ∈ G, simply set a
If there exists x ∈ I m , I m ∈ L 0 , such that at all stages n ≥ 1, one can find an interval I (n) k containing x, let I(x) ∈ A ∞ be the intersection of all those intervals, then by construction
Otherwise, for arbitrary I m ∈ L 0 , we have
where
k |, by our construction, it suffices to assume J being contained in some I m ∈ L 0 , and 1 |J|
Hence, we obtain
−∞ , which completes the proof.
Proof of the main theorem
We are now ready to prove Theorem 1.6 using Theorem 2.6.
Proof.
(
To prove this half of the theorem, we need the following celebrated Fefferman's inequality [4] whose proof will be postponed to the next section:
so obviously, M n f increases to M f pointwisely. Moreover, for any J ∈ L n , we have M n f | J must be constant. In addition, define Summing over all intervals I ∈ n k=−n L k , we obtain
Having this, we can write
Let us first consider Carl(|a I |) for the sequence {|a To complete our proof, by (3.1), we can conclude
Letting n → ∞, by Monotone Convergence Theorem, we obtain
To prove this half of the theorem, we need another auxilary lemma which will also be proved in the next section: Lemma 3.2. For f ∈ H 1 * and a Carleson sequence {|a
By (2.3) and (3.2), we can conclude that fix a function f ∈ H 1 * , and for any g ∈ BM O, we have
Claim: The above estimation implies ||Sf || 1 ||M f || 1 .
It suffices to prove this claim on a dense set of funtions f (x) for which the corresponding sequence {∆ 
Proof of the auxilary lemmas
In this section, we will prove Theorem 3.1 and Lemma 3.2, and hence complete the whole proof.
To show Fefferman's inequality, we take the elegant proof from [3] .
