Abstract. A word is called a reset word for a deterministic finite automaton if it maps all states of the automaton to a unique state. Deciding about the existence of a reset word of a given length for a given automaton is known to be a NP-complete problem. We use tools provided by Bodlaender et al. (2007) to prove that such problem, parameterized by number of states, does not admit a polynomial kernel unless polynomial hierarchy collapses. This completes the multivariate analysis of the problem started by Fernau et al. (2013) .
Introduction

Reset Words and Synchronization
A deterministic finite automaton is a triple A = (Q, X, δ), where Q and X are finite sets and δ is an arbitrary mapping Q × X → Q. Elements of Q are called states, X is the alphabet. The transition function δ can be naturally extended to Q × X ⋆ → Q, still denoted by δ. We extend it also by defining δ(S, w) = {δ(s, w) | s ∈ S, w ∈ X ⋆ } for each S ⊆ Q. If an automaton A = (Q, X, δ) is fixed, we write r x −→ s instead of δ (r, x) = s. For a given automaton A = (Q, X, δ), we call w ∈ X ⋆ a reset word if |δ(Q, w)| = 1.
If such a word exists, we call the automaton synchronizing. Note that each word having a reset word as a factor is also a reset word. TheČerný conjecture, a longstanding open problem, claims that each synchronizing automaton has a reset word of length at most (|Q| − 1)
2 . There is a series of automata due toČerný whose shortest reset words reach this bound exactly [2] , but all the known upper bounds lie in Ω |Q| 3 . A tight bound has been established for various special classes of automata, see some of recent advances in [5, 8] .
Namely, the best general upper bound of the length of shortest reset words is currently the following 1 :
Lemma 1 ( [6] ). Any n-state synchronizing automaton has a reset word of length z(n), where
It is convenient to see synchronization as a process in dicrete time. Having an automaton A = (Q, X, δ) and a word w = x 1 . . . x |w| fixed, we say that a state s ∈ S is active in time l ≤ |w| if
In time 0, before the synchronization starts, all the states are active. As we apply the letters, the number of active states may decrease. We may consider that active states are identified by activity markers, which move along appropriate transitions whenever a letter is applied. If two activity markers meet each other, they just merge. When the number of active states decreases to 1 is a time l, synchronization is complete and the word x 1 . . . x l is a reset word.
Computational tasks
Let us define two of fundamental decision problems related to reset words. The first is just to decide, if a given automaton is synchronizing:
The second problem is closely related to Ex-Syn, but now there is a need to find a short reset word:
There is a polynomial-time algorithm for Ex-Syn. 
Lemma 4 ([3]).
Syn is NP-complete. Even if restricted to automata with twoletter alphabets.
Parameterized Complexity
We adopt formalizations used in [1] . Parameterized problem L is any subset of pairs (x, n) from
where # / ∈ Σ, a ∈ Σ. We consider a variant of Syn that is parameterized by the number of states. It is defined as the following set of tuples ((A, d) , n) from Σ ⋆ × N, assuming a straightforward encoding of the transition table over an alphabet Σ: , d) , n) | A is n-state and has a reset word of length d} .
The following lemma, which is easy to prove using the construction of power automaton, says that Syn is fixed parameter tractable (FPT ) if paramaterized by number of states:
Lemma 5 ( [4, 7] ). There is an algorithm for deciding about
n for an appropriate polynomial r.
Clearly, the problems Syn, L SYN and L SYN are just different formalizations of the same problem. Adding the unary record of n to the input does not change the computational complexity. However, Syn is suitable for the general introduction and L SYN , L SYN are needed to use the results of [1] directly.
where p is polynomial and f is computable. Such kernel is polynomial if f is a polynomial.
Composition Algorithms
p . By PH we denote the union of entire polynomial hiererchy, so PH = Σ 3 p means that polynomial hierarchy collapses into the third level.
Main Result
We prove that L SYN does not have a polynomial kernel unless PH = Σ 3 p . Due to Theorem 8 it is enough to describe a composition algorithm for L SYN .
Preprocessing
consisting of n-state automata A 1 , . . . , A t , each of them equipped with a number d i . Assume that the following easy procedures have been already applied:
, use the polynomial-time synchronizability algorithm from Corollary 2 to decide whether (
If it is, output a trivial true instance immediately. Otherwise just delete the i-th member from the sequence. -For each i = 1, . . . , t, add an additional letter κ to the automaton A i such that κ acts as the identical mapping: δ i (s, κ) = s. -For each i = 1, . . . , t rename the states and letters of A i such that
Choose one of the following procedures according to the length t of the input sequence:
n , use the exponential-time algorithm from Lemma 5:
where we add lengths of descriptions of the pairs. Note that D ≥ t ≥ 2 n and that D is the quantity used to restrict the running time of composition algorithms. By the lemma, in time
we are able to analyze all the t automata and decide if some of them has a reset word of the corresponding length. It remains just to output some appropriate trivial instance ((
n , we denote q(t) = ⌊log (t + 1)⌋. It follows that q(t) ≤ n + 2. On the output of the composition algorithm we put ((
, where A ′ is the automaton described in the following paragraphs and
is our choice of the maximal length of reset words to be found for A ′ .
Construction of A ′ and Its Ideas
We set
On the states {1, . . . , n} the letters from t i=1 X i act simply:
for each s ∈ 1, . . . , n, i = 1, . . . , t, j = 1, . . . , |X i |. In other words, we let all the letters from all the automata A 1 , . . . , A t act on the states 1, . . . , n just as they did in the original automata. The additional letters act on {1, . . . , n} simply as well:
for each s, s ∈ 1, . . . , n, i = 1, . . . , t. The state D is absorbing, which means that 
for some i ∈ {1, . . . , t}, y 1 , . . . , y di ∈ X i , and s ∈ {1, . . . , n}, such that y 1 . . . y di is a reset word of A i . (C3) Any word w -of length d ′ = z(n) + 1, -of the form (1), -and satisfying that δ i (Q i , y 1 . . . y di ) = {s} is a reset word of A ′ .
If the guard table manages to guarantee these three properties of A ′ , we are done: Is is easy to check that they imply all the conditions given in Definition 7. So, let us define the action of the letters from X ′ on the states from {0, . . . , z(n)} × {0, . . . , q(t)} × {T, F}. After that the automaton A ′ will be complete and we will check the three properties. 
Fig. 1. Some transitions of the example automaton described on Page 9. The grey filling marks states that remain active after applying α6.
The actions of the letters α 1 , . . . , α t should meet the following two ideas:
-Any reset word w of length z(n) + 1 have to start by some α i .
-In such short reset word, right after the starting α i , there must occur at least z(n) − 1 consecutive letters from X i . Informally, by applying α i we choose the automaton A i .
How to do that? The number t may be quite large and each of α 1 , . . . , α t needs to have a unique effect. The key tool is what we call activity patterns. Let us work with the set R = {0, . . . , q(t)} , which matches " half of a row" of the guard table. Subsets of R correspond in a canonical way to binary representations of numbers 0, . . . , 2 q(t)+1 − 1. We will actually represent only the numbers 1, . . . , t. These does not include any of the extreme values corresponding to the empty set and whole R, because we have t < 2 q(t)+1 − 1. So let the mapping
assign the corresponding subset of R to a number. For instance, it holds that
. For each i = 1, . . . , t we define specific pattern functions
for each i. It is irrelevant how exactly are π T i and π F i defined. It is sure that they exist, because the range is never expected to be empty. Now the action of the letters α 1 , . . . , α t is quite simple:
for each s ∈ {1, . . . , n} and each reasonable h, k.
Note that each α i maps the entire guard table, and in particular the entire row 0, into the row 1. In fact, all " downward" transitions within the guard table will lead only one row down. And the only transitions escaping from the guard table will lead from the bottom row. Thus any reset word will have length at least d ′ = z(n) + 1. Moreover, during its application, in a time l the rows 0, . . . , l − 1 will have to be all inactive. This is a key mechanism that the guard table uses for enforcing necessary properties of short reset words.
Let us define how the letters x i,j act on the guard table. Choose any i ∈ {1, . . . , t}. The action of x i,j within the guard table does not depend on j, all the letters coming from a single automaton act identically here:
-and for the rows h ∈ {0} ∪ {d i + 1, . . . , z(n)} we set
Recall that sending an activity marker along any transition ending in the row 0 is a " suicide". A word that does this cannot be a short reset word. So, if we restrict ourselves to letters from some X i , the transitions defined above imply that that only in times 1, . . . , d i the forthcoming letter can be some x i,j . In the following z(n) − d i − 1 steps the only letter from X i that can be applied is κ.
The letter κ maps all the states of the guard table simply one state down, except for the rows 0 and z(n). Set
for each h ∈ {1, . . . , z(n) − 1}, and
It remains to describe actions of the letters ω 1 , . . . , ω n on the guard table. Just
for each k in the remaining rows h ∈ {0, . . . , z(n) − 1}. Now the automaton A ′ is complete.
An Example
For instance, consider an input consisting of t = 12 automata A 1 , . . . , A 12 , each of them having n = 4 states. Because z(4) = 10 and q(12) = 3, the output automaton A ′ has 93 states in total. In Figure 1 all the states are depicted, together with some of the transitions. We focus on the transitions corresponding to the automaton A 6 , assuming that d 6 = 5.
The action of α 6 is determined by the fact that 6 = 2 1 + 2 2 and thus
If the first letter of a reset word is α 6 , after its application only the states (1, 1, T) , (1, 2, T) , (1, 0, F) , (1, 3, F) remain active within the guard table. Now we need to move their activity markers one row down in each of the following z(n) − 1 = 9 steps. The only way to do this is to apply d 6 = 5 letters of X 6 and then z(n) − 1 − d 6 = 4 occurrences of κ. Then we are allowed to apply one of the letters ω 1 , . . . , ω n . But before that time, there should remain only one active state s ∈ {1, . . . , n}, so that we could use ω s . The letter κ does not affect the activity within {1, . . . , n} so we need to synchronize these states using d 6 = 5 letters from X 6 .
So, any short reset word of A ′ starting by α 6 has to contain a short reset word of A 6 .
The Guard Table Works
It remains to use the informally outlined ideas to prove that A ′ has the properties C1,C2, and C3 from Page 5.
Proof (C1).
As it has been said by another words, for each letter x ∈ X ′ and each state (h, k, Q), where Q ∈ {T, F} and h ∈ {0, . . . , z(n) − 1}, it holds that
where h ′ < h or h ′ = h + 1. So the shortest paths from the row 0 to the state D have length at least z(n) + 1.
Proof (C2).
We should prove that any reset word w, having length exactly z(n)+ 1, is of the form
such that, moreover, y 1 . . . y di is a reset word of A i . The starting α i is necessary, because α 1 , . . . , α n are the only letters that map states from the row 0 to other rows. Denote the remaining z(n) letters of w by y 1 , . . . , y z(n) .
Once an α i is applied, there remain only |R| = q(t) + 1 active states in the guard table, all in the row 1, depending on i. Namely, the active states are exactly from which necessarily activates some state in the row 0, which is a contradiction again. So, y τ ∈ X i . Moreover, if τ > d i , the letters from X i \ {κ} map the entire row τ into the row 0, so the only possibility is y τ = κ.
The letter y τ maps all the active states right down to the row τ + 1, so the second claim for τ holds as well.
Proof (C3).
It is easy to verify that no " suicidal" transitions within the guard table are used, so during the application of y 1 . . . y di κ z(n)−1−di the activity markers just flow down from the row 1 to the row z(n). Since y 1 . . . y di is a reset word of A i , there also remains only one particular state s within {1, . . . , n}. Finally the letter ω s is applied which maps s and the entire row z(n) directly to D.
