We consider the reduced two-body problem with a central potential on the sphere S 2 and the hyperbolic plane H 2 . For two potentials different from the Newton and the oscillator ones we prove the nonexistence of an additional meromorphic integral for the complexified dynamic systems.
Introduction
The study of classical mechanics in constant curvature spaces was begun in the second half of the 19th century in works of Lipschitz [1] , Killing [2] and Neumann [3] . They dealt with the one-body problem in a central potential on spheres S 2 and S 3 . This problem revealed much similarity with its Euclidean analogue: the existence of the Newton-like potential (known already to Lobachevski [4] ) and three Kepler laws for it.
At the beginning of the 20th century these results were transferred onto the hyperbolic space by Liebmann [5] , [6] , who also generalized the Bertrand theorem [7] for constant curvature spaces [8] .
After the rise of special and general relativity, these results were almost completely forgotten (see nevertheless [9] ) and rediscovered many times in the framework of the theory of integrable dynamical systems (see [10] , section 6.4).
The two-body problem with a central interaction in constant curvature spaces S n and H n considerably differs from its Euclidean analogue. The variable separation for the latter problem is trivial, while for the former one no central potentials are known that admit a variable separation.
The reduction of the two-body problem in constant curvature spaces to a Hamiltonian system with two degrees of freedom was carried out using different approaches in [11] and [12] (see also [10] ).
The Morales-Ramis theory [13] contains a straightforward method for proving the nonintegrability of Hamiltonian dynamical systems. To do this one needs:
where µ := m 1 /(m 1 + m 2 ) = 0 for bodies' masses m 1 , m 2 and the Poisson brackets for variables θ, p θ , p 0 , p 1 , p 2 are as follows:
Here p θ is the momentum, conjugated to θ ∈ I, and p
The motion of bodies along a common geodesic with a total nonzero momentum γ corresponds to p 0 ≡ p = const = 0, p 1 ≡ p 2 ≡ 0 for γ = p 2 > 0. It is described by the Hamiltonian function
Let p θ = p θ (t), θ = θ(t) be a solution of the Hamiltonian system with the Hamiltonian function (2.2). The normal variational equations in a neighborhood of this solution are (see [18] )
Theorem 2.1. The complexified Hamiltonian system with Hamiltonian function (2.1), potentials V (θ) = α tanh θ and V (θ) = α sinh −1 θ, α ∈ R does not admit an additional meromorphic first integral in the case m 1 m 2 α = 0, γ > 0.
The proof of this theorem is similar to the proof of theorem 2.2 below.
The reduced two-body problem on the sphere S 2
To represent the configuration space S 2 × S 2 as a direct product I × SO(3) one should exclude not only the diagonal, but also the set of antipodal points Q op ∼ = S 2 . This leads to
the typical trajectory does not intersect diag ∪Q op and one can study the nonintegrability of a Hamiltonian system on S 2 × S 2 using its restriction onto Q ess . Thus, the corresponding phase space
is reduced to T * I × O, where O is a coadjoint orbit of SO (3) and I := (0, π).
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After a time rescaling the Hamiltonian function can be represented in the form
where the Poisson brackets for variables θ ∈ I, p θ , p 0 , p 1 , p 2 are as follows:
Again, the motion p θ = p θ (t), θ = θ(t) of bodies along a common geodesic with a total nonzero momentum γ corresponds to p 0 ≡ p = const = 0, p 1 ≡ p 2 ≡ 0 for γ = p 2 > 0 and is described by Hamiltonian function (2.2).
The normal variational equations in a neighborhood of this solution are (see [18] ) 
Transformation of NVE's
Here we shall transform system (2.4) to the second order differential equation
Consider system (2.4) for the potential V (θ) = α tan θ. With respect to the new independent variable z := (p θ + µp)/α it can be written as
where αε − µp 2 /2 is a constant energy level. Let
One can transform (3.2) into the linear differential equation for p 2 (z) of the second order
and then into equation (3.1) for the function y(z) := p 2 (z)/ √ C, where
For evaluation of the function r(z) one can use computer analytical calculations, which lead to
where z 1 = q, z 2,3 = ±λ, z 4,5 = ±η, z 6,7 = ±κ,
5)
Note that for µ = 1 the expression for r(z) is considerably simplified since this case corresponds to m 2 = 0 and thus to an integrable one-body system.
Lemma 3.1. Suppose that α, ε, µ, p ∈ R, µ = 0, 1, p = 0 and
Proof. By direct calculations one can find
therefore (3.6) implies Im α 2 = 0. Considerations for α 3 , α 4 and α 5 are similar.
Potential
Now, consider system (2.4) for the potential V (θ) = −α sin −1 θ. Again, w. r. t. the same variable z, one gets
where
and ε is the same as above. Let
then one can reduce (3.7) to equation
which can be reduced to equation (3.1) by the substitution p 2 (z) = y(z) C(z) (f (z)) 1/4 . Now it holds z 1 = q, z 2,3 = ±λ, z 4,5 = ±η, z 6,7 = ±κ, α 1 = 3/4, α j = −3/16, j = 2, 3, 4, 5,
8)
Expressions for β j , j = 1, . . . , 7 are omitted since they will not be used below.
Lemma 3.2. Suppose that α, ε, µ, p ∈ R, µ = 0, 1, p = 0 and ε < 0; then α 6,7 / ∈ R.
Proof. One has κ ∈ iR\(0) and therefore
Proof of nonintegrability
In this section we shall use some facts concerning equation (3.1) that were collected in the appendix of [18] . For brevity, we shall cite these facts, using the letter A.
Lemma 4.1. Suppose that assumptions of lemma 3.1 are valid. Then the identity component G 0 of the Galois group for equation (3.1) with r(z) given by (3.4) and (3.5) is not Abelian.
Proof. Here, equation (3.1) has eight regular singular points ∞, z i , i = 1, . . . , 7 and differences ∆ i of exponents at these points are as follows: ∆ 1 = ∆ ∞ = 2, ∆ 6,7 = 1, ∆ j = 1 + 4α j / ∈ R for j = 2, 3, 4, 5 (due to lemma 3.1). Therefore the third case from lemma A.1 is impossible.
Consider the first case of lemma A.1. Reasoning as in [18] (the proof of lemma 5.1), one gets one of two possibilities:
1. there are two linear independent solutions y k (z), k = 1, 2 of (3.1) such that y ′ k /y k ∈ C(z) and the function v(z) = y 1 y 2 satisfies to the equation
2. there is a unique (up to a constant factor) solution y 1 (z) of (3.1) such that y ′ 1 /y 1 ∈ C(z) and then due to lemma A.2 y m 1 (z) ∈ C(z) for some m ∈ Z or the identity component G 0 of the differential Galois group for (3.1) is nonabelian.
For the first possibility an analysis of exponents ρ ± j = (1 ± ∆ j )/2 of equation (3.1) at points ∞, z j , j = 1, . . . , 7 and the inclusion v(z) ∈ C(z) lead to
where P 6 (z) is a degree six polynomial with leading two terms
and thus s(z) ≡ 0. For the second possibility we conclude, due to the complex values of exponents at z j , j = 2, 3, 4, 5, that G 0 is nonabelian. Now we check if (3.1) has a solution of the form exp ω(z)dz , where ω(z) is an algebraic function over C(z) of degree 2. To do this we apply the Kovacic algorithm (see the appendix in [18] for notations).
One gets E z 1 = E ∞ = (−2, 2, 6), E z 6 = E z 7 = (4), E z j = (2), j = 2, . . . , 5. Thus, there are no positive numbers d(e) and therefore (3.1) has no solutions of the form exp ω(z)dz .
This implies that the second case of lemma A.1 can not realize. The forth and the last case of this lemma is G 0 = G = SL 2 (C). Hence, in all possible cases the group G 0 for equation (3.1) with r(z) given by (3.4) and (3.5) is nonabelian. Proof. Now, equation (3.1) again has eight regular singular points ∞, z i , i = 1, . . . , 7 with ∆ 1 = ∆ ∞ = 2, ∆ j = 1/2, j = 2, 3, 4, 5, ∆ 6,7 = 1 + 4α j / ∈ R (due to lemma 3.2). Thus, the third case from lemma A.1 is impossible.
The first case of lemma A.1 leads to one of two possibilities (see the proof of lemma 4.1). For the first possibility, the analysis of exponents ρ coefficients from finite extensions of C(z). Therefore they do not change the identity components of the corresponding differential Galois groups. Now theorem 2.2 follows from lemmas 4.1, 4.2 and the Morales-Ramis theory (see section 1).
The proof of theorem 2.1 is completely similar.
