Abstract-A new statistical reconstruction method based on origin ensembles (OE) for emission tomography (ET) is examined. Using a probability density function (pdf) derived from first principles, an ensemble expectation of numbers of detected event origins per voxel is determined. These numbers divided by sensitivities of voxels and acquisition time provide OE estimates of the voxel activities. The OE expectations are shown to be the same as expectations calculated using the complete-data space. The properties of the OE estimate are examined. It is shown that OE estimate approximates maximum likelihood (ML) estimate for conditions usually achieved in practical applications in emission tomography. Three numerical experiments with increasing complexity are used to validate theoretical findings and demonstrate similarities of ML and OE estimates. Recommendations for achieving improved accuracy and speed of OE reconstructions are provided.
I. INTRODUCTION

I
N emission tomography, volumetric images are estimated from emission tomography (ET) projection data using various reconstruction algorithms. In this paper, a tomographic reconstruction algorithm based on principle of origin ensembles is examined.
There are two general approaches to image reconstruction in ET, namely analytic and iterative approaches. In current clinical applications the iterative reconstruction methods [1] , [2] are most frequently used because they proved to be more robust to noise compared to analytic approaches [3] . The most popular iterative approaches are based on the principle of the maximum likelihood (ML) where the likelihood of observed data is maximized as function of voxel activities. The expectation maximization (EM) [4] - [6] algorithm or direct maximization using for example conjugate gradient can be used for finding the ML estimates. The ML estimate has a very high variance and it is not useful for clinical purposes. Usually some a priori knowledge is used to regularize (reduce variance) of a ML-based method. The most common approach to regularization is to enforce neighboring voxels to have similar estimates of activity, but other approaches can also be used. For review on these methods, see [1] , [2] . A serious drawback of the iterative methods is that they require so called projection and backprojection operations. In the projection operation, the expected data based on a current image estimate is calculated. In the backprojection operation the image estimate is modified based on ratios or differences between acquired data and expected data obtained in the projection operation. Both of these operations are compute intensive and using them in modeling of complex acquisition geometries is impractical (see the discussion for particular examples of such systems). This prompted a search for an algorithm which would be robust to noise similarly to the statistical iterative methods and at the same time would not require projection/backprojection operations. Such algorithm was presented in [7] which was based on a calculation of the expected number of detected events emitted per voxel given the data. The convergence of the algorithm to the steady state was shown in [7] . This algorithm is referred to as the origin ensembles (OE) algorithm. It will be shown in this paper the OE and ML estimates for typical inverse problems found in ET are very similar (noise artifacts are the same) and differences between the results of these two methods are likely to be negligible for practical applications. It will also be shown that the OE estimate agrees better with the ML estimate with increasing number of detected events and fewer zero activity voxels. When number of detected events approaches the infinity OE and ML estimates become identical.
The main purpose of this work is to demonstrate that the result of the OE algorithm approximates ML estimate. This will be done by placing the OE in the context of statistical reconstruction theory in Section II-C. Next, in Section II-D, two approximations to the OE estimate are used under which the approximated-OE estimate and the ML estimate are identical. These two approximations hold well in practical applications of ET as it is demonstrated in Sections III-V. In Section III a thought experiment is used for which the OE estimate (ensemble expectation) can be obtained with perfect accuracy directly calculating OE expectations. In Sections IV and V examples of the OE reconstructions (Monte Carlo (MC) integrations of the ensemble) and comparison with the ML estimates for 2D-SPECT and 3D-PET are provided.
II. THEORY
A. Introduction to Notation for Inverse Problems in ET
The image volume is divided into volume elements indexed by which ranges from 1 to . The value of represents a total number of volume elements. In most cases voxels are used 0278-0062/$26.00 © 2010 IEEE as the volume elements, but in general other elements can be utilized such as point clouds [8] or blobs [9] . For the case of overlapping elements such blobs or point clouds, the OE algorithm can also be implemented, however for each event location a stochastic decision needs to be made as to which blob or point "contains" the event. These consideration are irrelevant for the purpose of this paper, it is noteworthy mentioning however, that the OE approach can be applied to overlapping volume elements. Nonetheless, to simplify the concepts in the following considerations, volume elements will be referred to as voxels keeping in mind that other image representations can also be used. Projection elements will always be referred to as bins and elements of the reconstruction area as voxels. A number of events detected during the acquisition in a bin is denoted by where the index enumerates projection bins and goes from 1 to . The imaging system is described by a system matrix with elements . An element describes the probability that an event emitted in the volume element (voxel) is detected in the bin . Note, that for a detected event in the projection bin the is a probability that if a detected event ( goes from 1 to ) was emitted in it is detected in . For a given the bin in which event was detected is . For clarity of notation double indices are omitted in Sections III-VII and simply . It is assumed that system matrix contains information about object attenuation. Although effects as Compton scatter can also be included in the definition of the system matrix at this point, only attenuation is included since in the OE approach Compton scatter and randoms (for PET) effects can be handled more efficiently in a different manner than for other reconstruction methods and describing of these approaches in full details is beyond the scope of this work. See discussion section for more information on OE implementation of scatter correction and randoms for PET. The sensitivity of voxels is denoted by and by definition is equal to (1) In general is an estimate obtained by any method. Based on an estimate the expected number of counts in bin calculated (2) The above equation defines a projection operation. For list-mode data the projection operation for each detected event is defined as
The value of indicates an estimate of number of counts in the projection bin in which event was detected. The value of indicates an element of system matrix of the voxel and the projection bin in which event was detected.
B. Origin Ensemble Estimator
This section is a summary of the OE algorithm presented in details elsewhere [7] . Note that the OE algorithm defined as Markov Chains Monte Carlo estimation of ensemble expectation is rigorously derived and its convergence to equilibrium proven in [7] .
In photon limited tomography, photons are detected that are the result of a nuclear process (event) that occurred in one of the voxels. Origin ensemble (OE) is created by assuming that the origin of the event that generated detected photon (or photons) could have happened in any of the voxels with chance that is equal or higher than zero. detected events and voxels give possibilities of assigning locations of origins of all events to the voxels. The specification of event origin locations for all events defines a state in the ensemble of all states (origin ensemble). The number of event origins in voxel for state is denoted as . The estimate of activity of a voxel for a state is defined as . In other words, the estimate of activity in a given voxel is the number of emitted and detected events divided by the sensitivity of the voxel. This value of activity maximizes Poisson probability that events were emitted from this voxel.
The probability that the origin of event is located in voxel assuming activity estimate in this voxel
A state is defined by locations of all events, therefore it follows using the (4) that the probability of a state is expressed as:
Note that in the above equation the index indicates the voxel in which event is located for state . When computing the product over the list of events, each voxel will be "visited" times, once for each of the events contained in the voxel, leading to a contribution of for this particular voxel. This means that the product over the event list, , of can be converted into a product over voxels, , of , to obtain (6) The probability of a state is defined only in terms of a proportionality relation in (6) . In general, the normalization constant can be found by summing (6) over all states. However, the knowledge of the normalization constant is not needed for the OE estimator as it will soon be demonstrated.
Considering two states from the ensemble, state and state that differ by a location of a single origin of an event , without loosing generality it can be assumed that in the state , the event is located in and in state the event is located in . Using (6) the following is obtained (most of the terms in the product in (6) are canceled when ratio is considered)
Using the above (7), the OE reconstruction algorithm that determines average number of event origins per voxel by calculation of the ensemble expectation is defined using the following Markov Chains Monte Carlo procedure.
Step 1) Create starting state by randomly selecting possible origin locations of all detected events in voxels in the reconstruction area. Origins of all detected events indexed by are placed in voxels such that . This guarantees that . The final OE estimate will not depend on the starting point, so the algorithm used for the creation of the starting point does not affect the final result.
Step 2) Randomly select an event and note voxel in which the origin of is located.
Step 3) Randomly select a new voxel that would contain the origin of if the move (Step 4) is successful.
Step 4) Stochastically move the event to the new voxel with the transition probability equal to (8) Step 5) Go to Step 2. Steps 2-5 repeated times constitute one iteration of the OE algorithm. The form of the transition probability (8) follows the work of Metropolis et al. [10] . It guarantees that the algorithm reaches equilibrium (stationary state) since expressed by (8) and satisfy detailed balance condition [7] , [10] , [11] given below (9) where states and differ by a location of single origin of the event . For the state origin of is in the voxel and for the state in the voxel . Once in the equilibrium, the above algorithm will generate states with frequencies proportional to probabilities of these states defined by (6) therefore effectively calculating ensemble expectation using Monte Carlo approach. By measuring for these equilibrium states (ideally over a very large number of equilibrium states) and averaging these values, the ensemble average (ensemble expectation) is determined. All values corresponding to OE averages (ensemble expectations) are indicated with the superscript .
Finally, the OE estimator is defined as (10) Note that the estimator is defined based on the ensemble expectation and not based on a state from the ensemble with the maximum probability.
C. Origin Ensemble in the Context of Statistical Reconstruction
In this section, it is demonstrated that the expectations calculated using the OE algorithm are equal to the expectations of maximized activities calculated over the complete-data space using Poisson likelihoods.
First, the concept of the complete-data space is recalled [5] , [12] . The (unobservable) complete-data space is described by which indicate numbers of events emitted in voxels and detected in projection elements . There are a number of origin ensemble states that correspond to the same complete-data state. For example, a single data value from the complete-space with would correspond to different equal probability-states from origin ensemble. In general, it can be shown that for any complete-data state described by a vector there are ADD: assumed equal-probability origin ensemble states.
In order to show that expectations are the same, it is suffice to show that the Poisson likelihood of complete-data is equal to multiplied by . The completedata likelihood is evaluated for voxel activities which maximize probability that voxels emitted events. It follows that the Poisson likelihood of complete-data state for maximized activities is from definition: (11) Since the (1) it follows that a term from is evaluated as follows: (12) Using the above (12) and , the likelihood transforms to (13) Defining constant and rewriting the above equation for list-mode data (14) Although the above shows that effectively the complete-data expectation is obtained by the OE algorithm, it is far from obvious that expectation of maximized activities in complete-data space is similar to voxel activities that give the maximum likelihood of the incomplete (observed) data.
D. Approximation of OE Estimate
In this section, it is shown that under certain approximations [expressed by (15) and (17)], the OE estimate is the same as the ML estimate for the ET inverse problems. All considerations that will follow in this section apply to the OE that is in equilibrium and are general for any linear tomographic system with photon limited data.
In the stationary state of the OE algorithm, the is the equilibrium probability that origin of the event is located in a voxel .
The following approximation is made first (see Appendix A):
By the average transition probability from voxel to voxel for the event is indicated. The above approximation consists of two parts. First coming from states that the balance in "probability transfer" between any two voxels for every event can be approximated by the balance of the average probability transfer between any two voxels for every event. The average probability transfer from voxels to for event is defined as the product of the average probability that the event is in voxel multiplied by the average chance that it is moved to voxel . Obviously there is a balance in probability transfer for every state due to detailed balance equation (see Appendix A for derivation). The second part of the approximation is that the average probability transfer can be approximated by the transition probability for average values of number of events in voxels. These approximations will hold very well if and are approximately the same for states in equilibrium. In Section III this approximation is studied in more details.
Using (8) in the ratio expressed by (15)
Now using the formula that the following is obtained: (17) Using (15) and (17) (18) It is obvious that the approximation that was used above is better for higher and . The end result of the above approximations expressed by the (15) and (17) states that in the equilibrium, the ratio of probabilities of having event in voxel and is proportional to the product of the ratio of elements of the system matrix for this events and the ratio of OE estimated activities in these voxels since and from the definition in (10) .
In order to show that the OE estimator after applying the above approximations is equal to the ML estimator, the normalizing condition that applies to 's is noted (19) Substituting in (19) value of from (18) the following is obtained: (20) which further transforms to (21) From the definition, the average number of events in voxel is a sum over , therefore (22) Now using from (21) the above becomes (23) Taking into account the definition of OE estimator (10) and noting that 's cancel each other on both sides of the (23), the above transforms to (24) On the other hand for the list-mode maximum likelihood approach, the ML estimate satisfies the following (see Appendix B for derivation)
The above equation is the same as (24) . Since the likelihood function is strictly convex only one maximum value of likelihood exists so and approximated achieve the same maximum. For an inverse problem for which the null space is empty which indicates that the following is also true:
III. RECONSTRUCTION OF POINT SOURCE: THOUGHT EXPERIMENT
In the previous section, it was shown that the approximation of the OE estimate equals the ML estimate. In this section, a thought experiment will be used in which a point source is imaged using two tomographic projections in order to investigate the effects of the approximations on the OE estimate. Due to symmetries and simplicity of the experiment, the exact OE estimate was obtained by integrating over all states of the ensemble and solving a nonlinear equation. The OE estimate after the applying approximation expressed by (15) [by not applying approximation expressed by (17) ] by solving a nonlinear equation is also determined. Differences between these two estimates indicate the effect of that approximation described by (15) on the OE estimate. Obviously, the application of the second approximation (17) makes the OE estimate equal to the ML estimate, which is also demonstrated in this section.
A. Point Source Experiment Setup
In the experiment, the reconstruction area is defined as the pixel matrix in 2D. The center pixel emits photons which all are detected in 2 projections (vertical and horizontal) separated by the 90 angle. In each projection, only one bin detects exactly counts. It is assumed that all non-zero elements of the system matrix are the same and equal to and what follows sensitivities of all pixels are also the same and equal to 1. See Fig. 1 for details of the setup. Note that the setup is vulnerable to weaknesses of the approximation of and used in (17) since it is expected that pixels on vertical and horizontal lines will be reconstructed by the OE with a very low value of counts. Therefore it is expected that OE estimate may be quite different than the ML estimate. It is obvious that the ML estimate for such system corresponds to the image with the center pixel with activity and all other pixels with 0.
B. Exact (Not Monte Carlo) OE Estimate
The exact OE estimate is obtained by integrating all states in an ensemble to obtain accurate ensemble average. It is computationally possible to accomplish for a special case discussed in this section due to symmetries. For the OE algorithm in the equilibrium, three groups of pixels are identified due to symmetries. For first group consisting of the single center pixel, the probability that any event was emitted from the center pixel is the same for all events and equal to . For pixels that are on vertical/horizontal lines (vertical/horizontal shaded pixels in Fig. 1 ) the probability that events were emitted from them and detected at vertical/horizontal projections is equal to and is the same for all photons detected in vertical/horizontal projections. The third group consists of all other pixels for which . Note that , , and are the same for all detected photons due to symmetry. Therefore, the index is omitted. pixels the probability that an event is located in given bin is and is the same for all light shaded bins and all detected photons. For dark pixel this probability is and is the same for all 2N detected photons.
Considering the vertical projection, for a given state during the OE algorithm in equilibrium the number of events in the central pixel and detected in vertical projection is . This number follows the binomial distribution . For the horizontal projection for which two pixels (central pixel and any pixel on shaded horizontal line) are considered the number of events in the central pixel and pixel will follow trinomial distribution with (see Appendix C for mathematical formulas describing these distributions). For an event detected in the horizontal projection for a state in the ensemble, the probability that the event is in pixel is equal to and in pixel . Since the detailed balance equation guarantees that in equilibrium no net flow of probability from/to any pixel exists therefore (27) where is the transition probability from pixel to for given values of , , and . Using (9) the is specified as (28) The is the total number of events in central pixel . Similarly, the is specified. With the normalization condition the (28) was solved numerically using bisection method for and . The results are presented in Fig. 2 and they accurately predict the result of OE reconstruction algorithm since no approximations were used.
C. Approximations of the OE Estimate
First approximation that was used in order to show that the OE estimate approximates the ML estimate is expressed by (15) . Applying the same approximation for case studied in this section and noting (the expected number number of events in central pixel) and similarly the following is obtained:
The same as before normalization condition applies. Nonlinear (29) was solved for and using bisection method and results are presented in Fig. 2 . Note the the above equation do not have real number solution for since is undefined for . Applying the second (and final) approximation expressed by (17) to the example presented here we obtain (30) Using normalization condition , the above has two solutions and . The second solution is rejected since previously it was required that . For the first solution, the value of corresponds to activity in equal to which is equal to the ML estimate. . The ML solution corresponds to . The results show that increased accuracy in agreement of the OE and ML estimates is achieved with increased number of detected events. This is expected based on the theory described in Section II-D as the approximation used in (15) and (17) improve with higher number . For fewer number of bins used in the experiment, the OE estimate better agrees with the ML estimate. This again is consistent with the theory since decreasing number of pixels increases number of events per pixel leading to improved accuracy. As seen here the OE method overestimates pixels with zero activity. It follows that if the number of pixels with zero activity is smaller the accuracy should be increased. The difference between light grey solid lines which correspond to the exact OE estimate and thin solid lines are the result of the approximation expressed by (15) . As expected based on the theory-the differences are significantly reduced for high number of detected counts. The results of the OE algorithm (points with error bars in the Fig. 2 ) agree well with theoretical predictions derived using bi-and tri-nomial distributions (light grey lines in Fig. 2 ).
D. Results of Point Source Experiment
IV. APPLICATION TO COMPUTER SIMULATION DATA FOR SPECT
In order to directly compare the OE and ML estimates, computer simulations were used in which the reconstruction area was defined as 128 128 pixel matrix. Sixty projections over 180 were simulated each projection with 128 bins. Elements of the system matrix were defined as strip integrals [13] . Noiseless projection data of the phantom were generated using the system matrix . The data were scaled to desired total number of counts . Two levels (low and high) of total counts were investigated corresponding to equal to 50k, 5M counts, respectively. All of the above was done in double precision. Poisson distributed noise was added using poidev() function [14] in double precision. Data were reconstructed using 100 000 ML-EM iterations using system matrix to obtain the ML estimate. Note that the same system matrix was used to create the noiseless data and to reconstruct the image to avoid artifacts due to partial volume effects. Data were also reconstructed using the OE algorithm using 5000 iterations to reach equilibrium and another 1000 iterations to obtain OE estimates. The reconstruction region for OE was restricted by the radius slightly larger than the object. The radii were 64 (unrestricted) and 48 (restricted) pixels. For the ML only radius equal to 64 pixels was used as the ML solution is almost identical for any radius as long as it is larger than the radius of the object which was equal to 48 pixels. The OE estimates were calculated as an average of last 1000 iterations of the OE. Although the images corresponding to subsequent iterations of the OE are highly correlated this correlation does not affect the average assuming the Markov time during which samples are acquired is long [15] . The value of logarithm of the data likelihood was calculated for ML and OE for every iteration of the algorithms. Fig. 3 presents the value of the log-likelihood for low and high count experiments. Taking into account results from theory section and the section describing the point source experiment it Fig. 3 . The log-likelihood as a function of iterations for the ML and OE approaches. Top graph corresponds to 50 000 events (low count experiment) and a bottom graph to 5 000 000 events (high count experiment).
is expected that for the high-count case the agreement with the ML should be better. It is clear that by restricting locations of the events in OE algorithm to the object only a better agreement with ML is achieved by eliminating voxels with zero activity from the reconstruction area.
Figs. 4 and 5 summarize images obtained by the OE and ML methods. In Fig. 4 , the images filtered by the Gaussian filter with 1 pixel FWHM are presented. This was done to reduce variance of the images and to improve perception and allow better visual comparison of the images. All images were filtered with the identical filter. In general, a remarkable similarity of noise textures can be appreciated. ML-EM reconstructed image appears noisier which is confirmed by profiles in Fig. 5 . For high count case the profiles are very similar. The OE algorithm overestimate cold regions with low number of emitted counts [ Fig. 4(e) ] compared to ML solution.
V. APPLICATION TO MONTE CARLO GENERATED DATA FOR 3D LIST-MODE PET Monte Carlo computer simulations of positron emission tomography (PET) were used to investigate properties of the Fig. 4 . Results of the reconstructions using the ML and OE approaches. The left column (A, C, and E) corresponds to results for N = 50k and right column (B, D, and F) corresponds to N = 5 M. To achieve better perception and appreciate noise textures the original images were filtered using Gaussian filter with 1 pixels of FWHM. The greyscale was also adjusted so the background is displayed with good contrast. The same color scale was applied to images reconstructed from 50 k (left column) and for 5 M (right column) counts. The OE reconstructed images in second row correspond to entire reconstruction area (64 pixel radius), and bottom row corresponds to area restricted to the object (48 pixels).
OE reconstruction compared to those of the list-mode ML-EM algorithm. A list-mode 3D PET acquisition was simulated using Simset Monte Carlo software [16] with a realistic simulated scanner geometry (44.31 radius, 15,.7 axial span, 3.5 cm. BGO crystal thickness). All events were recorded in a list-mode format by registering the , , coordinates of the 511 keV photon interactions with the crystal. Detector geometrical response was simulated by shifting the true interaction locations toward the central axis of the scanner to a depth in the crystal equal to the average interaction depth. Individual crystals were not simulated. The object consisted of a 30-cm-diameter cylinder filled with water (water attenuation was simulated) with eight cold and hot spheres. The relative activities were 1, 0.2, and 5 for background, cold, and hot spheres, respectively. Sphere diameters were 4, 2, 1.5, and 1 cm. Photon attenuation was simulated assuming the cylinder was filled with water, but only the unscattered events were used in the reconstruction. Random coincidences were ignored. A total of 13.6 mln of detected coincidences was used. The reconstruction area was defined as a volume of 192 192 192 matrix of voxels with size of the voxel equal to 0.3125 cm.
Two interaction locations defined a line of response (LOR). For the list-mode ML-EM reconstructions, projection operations were obtained by performing line integrals with integration step equal to half size of the voxel. Similarly, backprojeciton operations were performed for each LOR. For OE new event locations (Step 3 of the algorithm) were randomly generated on LORs in restricted area which was defined as cylinder with radius of 64 voxel sizes.
Attenuation correction was performed for both the list-mode ML-EM and the OE algorithms. For the ML-EM the standard algorithm was used to perform attenuation correction. For OE attenuation correction was performed as described by [7] . For the case of PET it consisted of dividing the image obtained by the OE algorithm [ Fig. 4(c) ] by the sensitivity image [ Fig. 4(a) ]. Fig. 6 presents images corresponding to the ML and OE estimates which are similar with the OE image being slightly smoother than ML image. Again, the noise textures are identical. All noise correlation artifacts are present in images obtained by both approaches. Note that this is true for images that are attenuation corrected [ Fig. 6(b) and (d) ]. Although only a single slice is presented in Fig. 6 , all other slices shows the same similarities. The reconstruction using single computational thread on Intel Xeon E5520 2.27 GHz processor was equal to 54 s/iteration and 10 s/iteration for ML and OE approaches, respectively. Neither algorithm was optimized for the computational speed.
VI. DISCUSSION
The OE ensemble approach provides a new theory and a new view on the statistical reconstruction of photon limited tomographic data. Aside from theoretical novelties, the main motivation for development of these methods are practical applications. Iterative methods based on image likelihood are currently used as methods of choice in image reconstruction of photon limited data. It is conceptually straightforward to construct an algorithm based on the data likelihood for reconstruction of data acquired by a high-complexity system. Unfortunately, for large systems with very high number of ways of how the event can be detected and/or with nonsparse system matrices ML-based methods are not practical from the point of view of computing time due to considerable time needed to complete projection and backprojection operations. Approaches to speeding the reconstruction using precomputing of the system matrix (see e.g., [17] ) are not applicable to such system because of the enormous sizes of such matrices even when they are compressed.
These high-complexity applications include reconstruction of the Compton camera data with modeling of energy and spatial resolutions of detectors and Doppler broadening. It has been reported that even without modeling of the energy resolution, the OE achieve approximately 10 fold decrease the in reconstruction time compared to ML [18] . Adding modeling of the energy and spatial resolutions and Doppler broadening will likely result in additional orders of magnitude speed up factors of the OE over the ML. The difference in computing time comes from the fact that for the ML the projection and backprojection operations are computationally very expensive when probability density function (pdf) describing energy and spatial resolutions and Doppler broadening are taken into account (many voxels need to be summed/updated in projection/backprojection operation for every detected event). For the OE, the pdf are used only when moving events to a new voxel (steps 3 or 4 of the algorithm) which is quite straightforward and requires only a single evaluation of the pdf (always only single voxel is evaluated/updated regardless the complexity of the pdf). In fact, using complex pdf results in only a slight increase in computing time over the approach in which a simplistic pdf (eg. half-cone surface response for the Compton camera [19] , [20] ) is used. It is possible that for systems modeling of entire pdf, the OE approach will require longer time to reach equilibrium as is the case for general Markov Chains approaches [21] , but it is speculated that this increase will not be significant compared to gains in reconstruction speeds achieved over the iterative approaches based on data likelihood. Aspects of computational efficiency and speed will be investigated in details in future work.
Another challenging area in which the OE can be used is SPECT. Typically, based on photo multiplier tube (PMT) currents, the localizations of events are determined based on the Anger logic. Obviously, PMT currents are random variables and so is the event localization that are calculated based on these currents. Inclusion of this information in the ML algorithm is quite challenging from the computational point of view. Again, it is expected that OE will have great benefits in terms of ease of implementation and computation time especially with additional complexity of modeling of the collimator response and model-based Compton scatter.
Finial example from nonexhaustive list of prospective applications, but potentially of a high significance, is PET and time-of-flight PET. In current applications Compton scatter estimation is calculated based on estimates of activity. Then, the Compton scatter estimate is effectively subtracted from data (modeled in projection but not in backprojection step of iterative algorithms). It is conceptually simple to add Compton scatter to definition of the system matrix and then use the same system matrix in projection and backprojection operations, yet it is impractical with current computational capabilities. With the OE, scattered photons can be included in the reconstruction with a relative ease. The benefit of using scattered photons in image estimation is not fully studied but can be substantial as shown theoretically using the Cramer-Rao bound calculation for SPECT [22] and modeling of high order of scatters in projection and backprojection for PET [23] . Although, the details of including scattered photons in OE approach are not provided in this work it is an active area of research in our laboratory and will be described in the future.
As shown in this work, the OE estimate is similar to the ML estimate especially for voxels that many more than 1 number of events. It is important that for increased accuracy only the volume of the object is taken into account when using OE algorithm to eliminate voxels with zero activity that are outside the object. This can be easily achieved in realistic imaging conditions since for a large majority of ET scans the attenuation maps are measured either by X-Ray CT or some other transmission sources. As shown in the Section III the OE algorithm does not do well in terms of reconstruction of point sources on cold backgrounds especially for low number of detected events. Fortunately this is never an issue in practical applications since the warm background improves quantitation considerably to the point that differences between OE and ML approaches are negligible.
Obviously, question arises about areas inside the volumes which are cold with no events emitted. As it was shown OE overestimates activity in these regions compared to ML estimate although the variance appears to be smaller. Since photon limited data are obtained in molecular imaging, the tracers are distributed using blood stream and at least a small fraction events emitted per voxel are always expected. We saw in Section IV that already small activity per voxel makes the reconstructions of OE better agreeing with ML estimates. Assuming worse case scenario that part of the reconstruction volume is a cold area with with no emitted events, the relative bias of OE will be high, however, the absolute bias will likely not significant for clinical findings. Nonetheless, a caution should be used for clinical tasks involving imaging of cold (no emitted events) areas in the image.
As shown in this work the OE estimate approximates the ML estimate. However, the ML estimate is never used in practice due to large variances in the reconstructed images. For the OE to become a practical method, regularization approaches need to be developed. Currently, three variance reduction approaches for the OEs are considered. The most straightforward approach to reduce variance is to use postfiltering. As shown in this work however, the OE estimate is close to ML estimate thus the high variance (although smaller than for ML) may generate substantial errors in the OE estimate. Another approach is to utilize a priori information which will modify state probabilities described by (6) . Although straightforward extension from the iterative reconstruction methods this approach will considerably diminish performance of the OE reconstructions as the prior would have to be evaluated in every move of the OE algorithm.
The other regularization approach that can be used with OE which does not significantly hinder reconstruction speeds is to use a regularization parameter [24] which modifies transition probabilities (9) as follows:
(31) Such defined transition probabilities obey detailed balance and ergodicity conditions-a requirement for achieving steady state. The effect on the reconstruction image is quite simple. For , more states contribute to the average since effectively increase chance that low probability states are selected by the OE algorithm. An average consisting of more uncorrelated states would of course have lower variance. The value of beta controls the regularization level. Note that typical bias-variance trade-off occurs. The regularization approach briefly described here will be studied in the future. The list of these three methods is probably not exhaustive and it is likely that other ingenious methods of regularization of OE estimator exist.
Interestingly, in the OE approach the correction for Compton scatter and randoms in PET can be implemented in a different manner as done for the standard iterative reconstruction where the estimates of scatter and randoms rates are added in the projection operation. In the OE, the conditional acceptance of events can be used. Simply, in step 2 of the algorithm, the event under consideration is either accepted or rejected based on estimated rates of trues, scatter, and randoms for the given LOR. If accepted, the event is processed the same way as described in this paper. If rejected, it is simply temporarily removed from the calculation. Next time rejected event is considered by the OE algorithm the status of the event can be changed to being accepted.
VII. SUMMARY
The properties of the OE estimate were investigated. It was shown that OE estimate is equal to the expectation of maximized activities for complete-data space using Poisson likelihoods. Next, it was demonstrated that approximated-OE estimate achieves maximum data likelihood. The accuracy of these approximations increases with the number of events emitted per voxel therefore it increases with the number of detected counts . It was found that in order to achieve a better agreement of OE and ML estimates, the OE reconstructions should be performed restricting locations of origins to the object (eliminating voxels with zero activity) which can be achieved in real imaging situations if attenuation maps are acquired. This can also be done by first reconstructing the object and then using thresholding to obtain the volume of the object and using it in the OE reconstruction as the definition of the object volume. The effects of the approximations were studied in Section III using a simple tomographic system for which the exact OE and ML estimates were calculated. In Sections IV and V, the OE and ML methods were compared for SPECT with no attenuation modeled and for Monte Carlo generated data for 3D PET with detector response and attenuation. For both approaches for SPECT and attenuation corrected 3D PET images obtained by OE and ML were very similar. The similarity was assessed by examining the noise textures obtained by both method in Sections IV and V. The OE approaches tends to slightly overestimate cold areas in the image. It was speculated that for practical applications this bias is negligible, but requires further studies.
APPENDIX A APPROXIMATION OF DETAILED BALANCE EQUATION
A subset of states of size is identified for which the origin of event is located in voxel . There is a corresponding disjoint subset of states for which event is located in . The one-to-one correspondence between these two subsets exists where two corresponding states and differ only by the location of the origin of the event . The detailed balance equation (enforced equilibrium condition) between these two states is (32) where is the transition probability from to . Summing for all states in the subsets and
Now the crucial approximation is made. Assuming that a large majority of states with the highest value of have similar the above is approximated by The first summation of the above equation can rewritten for the list-mode data which leads to (37) Function described by (37) is globally convex and have a single global maximum. Thus, the first derivative vanishes at the extremum. Taking this into consideration and the fact the and sensitivity matrix defined by (1) the sufficient condition for the list-mode maximum likelihood is obtained (38)
APPENDIX C EQUATIONS FOR MULTINOMINAL DISTRIBUTIONS
In Section III formulas for the bi-nominal and the tri-nominal distributions were used. Binomial distribution describes probability of number of successes in trial experiment where a chance for successes in single trial is . The is described by
Tri-nomial distribution describes a probability distribution where for the trial experiment the outcome can be either of three possibilities each with a probability , , and 
