Abstract-The goal of this project is to gather biological data from different sources and use computational analysis to evaluate it together. Two data sources were used: microarray gene expression data for Arabidopsis thaliana, and gene co-occurrences in scientific literature extracted from bioRxiv using natural language processing (NLP). For analysis, the microarray data was normalized, its dimensionality was reduced using principal component analysis (PCA), and it was grouped into different numbers of clusters using K-means clusters. Then these expression clusters were compared to the co-occurrence pairs in the NLP data, to evaluate the quality of the NLP extractions. This evaluation was done using entropy analysis on the combined data, compared to the maximum entropy in the clustering alone. As a result, the evaluation of the NLP data shows that the results do correspond to the clusters from the microarray data, and may be used for further analysis.
I. INTRODUCTION
Within the field of biology, experimental data and peer-reviewed articles are published at an increasing rate due to technological advances. This is the case in genomics in which new sequencing technology produces data faster than ever. However, as the data grows, analysis of the data becomes more difficult. This problem means that potentially useful information remains hidden in mountains of datasets. The purpose of this work is to help expose this hidden information using analysis of an *corresponding author Notice: This manuscript has been co-authored by employees of Brookhaven Science Associates, LLC under Contract No. DE-SC0012704 with the U.S. Department of Energy. The publisher by accepting this manuscript for publication acknowledges that the United States Government retains a non-exclusive, paid-up, irrevocable, world-wide licence to publish or reproduce the published form of this manuscript, or allow others to do so, for United States Government purposes.
experimental data source together with a scientific literature source to analyze the co-occurrence and co-expression of genes in Arabidopsis thaliana, a small flowering plant that is widely used as a model organism in plant biology [1] .
In [2] , microarray data was gathered from experiments in which scientists selected and integrated expression samples from the species and then studied the global expression of the integrated dataset. The authors showed that the tissue type of a sample can be successfully predicted based on its expression profile. This dataset -which contains expression data for 21,678 genes from 6000 microarray samples, can also be used to analyze co-expression of genes, for comparison to other sources. This co-expression data was then used to evaluate Natural Language Processing (NLP) extracted cooccurrences of genes appearing in bioRxiv [3] , an online pre-print server for scientific articles in the biology field. It contains more than 30,000 articles and is growing every day. By posting preprints on bioRxiv, authors are able to make their findings immediately available to the scientific community and receive feedback on draft manuscripts before they are submitted to journals. Machine learning and statistical tools were used to analyze both datasets together and to evaluate the quality of the NLP based extractions.
II. METHOD
Before doing any sort of analysis, it was necessary to normalize the microarray data so that it could be centered onto unit scale of mean=0 and variance = 1, which is required for the optimal performance of many learning algorithms [4] . Normalization was done using the StandardScaler from scikit-learn.
After normalizing the data, PCA was applied on the data in the means to reduce the dimensionality of the matrix because the microarray data had dimensions of 21,678 genes by 6,057 conditions which would make further analysis difficult. The main goal of a PCA analysis is to find the directions of maximum variance in high-dimensional data and project it onto a smaller dimensional subspace while retaining most of the information [4] . PCA was done using the PCA tool from scikit-learn.
Then, the K-Means clustering algorithm in scikit-learn was applied to the microarray data to group data points by similarity. K-Means has an attribute called labels that gives the label of each data point which shows which cluster the point belongs in. This attribute was used to separate the data points into its respective groups. Another attribute of K-Means was used to analyze the data, inertia. This attribute gives the sum of squared distances of samples to their closest cluster center. When graphed with the number of clusters on the other axis, the line of the graph shows which number of clusters would result in the least sum of squared error.
Lastly, in order to evaluate clustering vs cooccurrence data, the maximum entropy of the clusters was found and graphed. Maximum entropy is a measure of uncertainty. So the graph of the maximum entropy for the different clusterings shows the maximum disorder/randomness that could result if two random genes were to be compared to the clusters. Then, a comparable entropy score was calculated to evaluate the quality of NLP-extracted co-occurrences relative to the cluterings. Entropy measures the uncertainty of a random variable. The entropy of a discrete random variable X with a probability mass function, p(x) [5] , is defined by
Evaluating maximum entropy on the microarray clusters was done using probability values corresponding to the likelihood of a random pair of genes appearing in each permutation of two gene clusters. For example, when clustering into 10 clusters (with all genes falling into exactly one cluster), there were 100 possibilities for combinations of clusters a pair could fall into. Pseudocode for this method is shown in Algorithm 1 below.
Algorithm 1 max entropy evaluation
M axEntropy ← 0 N ← number of genes Csizes ← size of each cluster C i for all n i in Csizes do for all n j in Csizes do
M axEntropy += p * log p end for return -MaxEntropy Associated entropy for the extracted cooccurrence gene pairs was evaluated according to the actual number of gene pairs occurring in the same gene cluster permutations. Pseudocode for this method is shown in Algorithm 2. Both of these entropy evaluations were implemented in python.
III. RESULTS AND DISCUSSION
As seen in Figure 1 , the PCA results show that most of the variance for the microarray data is in the first two principal components (75.6% in first PC and 4.8% in the second PC), which means that most of the information about the microarray data can be described in just one or two numbers. However, for this project, 10 PCs were used to keep more of the information, and to potentially aid clustering in higher dimensions. The PC1 vs PC2 plot in Figure 2 shows that most of the data points fall along a straight line around the zero mark on the y-axis. The rest of the data points scatters off of the line in a diagonal direction. There are no obvious clusters in the plot, as the data does not separate significantly, although there seems to be a faint distinction of two clumps, the separation of the groups being at the 20 mark on the x-axis. This means that we can expect the clustering results with KMeans to be of limited quality; however, that is fine because the result still shows the important factor of which genes are close together/similar to each other. In Figure 3 , the number of clusters vs. sum of squared errors shows that after about 5 clusters, the clustering metric levels out. This is because there arent obvious groups/clusters in the data, as previously seen in Figure 2 (data is pretty evenly spaced out). However, as the purpose of this project is not to do clustering but rather comparative analysis, the limited-quality clustering result is still valuable because it still groups genes by some similarity metric. Figure 4 shows that the associated entropy in the NLP-extracted pairs is consistently lower than the max entropy for all cluster sizes, which means that the extracted pairs have a real relationship based on the experimental data. After about 10 clusters, the amount of entropy appears to level off, and the difference between the maximum entropy and the associated entropy continues to grow which is a good result. Both entropy plots appear to grow in a logarithmic fashion, which is expected because with more clusters there are more combinations of locations for a gene pair to appear in.
Algorithm 2 associated entropy evaluation
AssociatedEntropy ← 0 K ← number of clusters N ← number of NLP-extracted gene pairs p ← K × K matrix ofZeros for all pp in NLP-extracted gene pairs do i ← cluster ID of pp 1 j ← cluster ID of pp 2 p[i, j] += 1/N end for for all p do AssociatedEntropy += p * log p end for return -AssociatedEntropy
IV. CONCLUSION
This work demonstrates that using entropy analysis on clustered experimental data can be used to evaluate co-occurrence extractions in the literature. In particular, we showed that NLPextracted co-occurrences in articles from bioRxiv correspond in a meaningful way with microarray gene expression data for Arabidopsis.
The entropy based metric used here is uncommon but was found effective in the analysis performed so it may be useful for other data as well. A further step in this research direction could be to look for over and under represented clusters relative to the NLP extractions to identify related genes that are well and poorly studied in the literature. This approach may help identify understudied genes that may then be further explored in a lab research setting.
