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Resumo
Calcular a interseção de esferas n´dimensionais no Rn é um importante problema com
aplicações no cálculo de estruturas moleculares em biologia, sistema de posicionamento
global (GPS), escalonamento multidimensional e geometria de distâncias. Neste trabalho,
generalizamos resultados teóricos e métodos previamente propostos por Coope (1) para o
cálculo da interseção de esferas baseado na decomposição QR. Nosso principal resultado
descreve a interseção de uma quantidade qualquer de esferas n´dimensionais, em que seus
centros não são necessariamente afimente independentes. Também elaboramos um método
para calcular a interseção de esferas e uma casca esférica, caso importante relacionado
quando há incertezas nos dados do problema. Apresentamos possíveis aplicações para estes
métodos.
Palavras-chave: Interseção de esferas, Geometria de distâncias, Sistemas Lineares.
Abstract
Finding the intersection of n-dimensional spheres in Rn is a relevant problem with appli-
cations in the calculation of molecular structures in biology, global positioning systems
(GPS), multidimensional scaling and distance geometry. In this work, we generalize the
theorical results and methods previously proposed by Coope (1) for finding the intersection
of spheres based on QR decomposition. Our main result describes the intersection of any
number of n-dimensional spheres without the assumption that the sphere centers are
affinely independent. We also developed a method to finding the intersection of spheres and
a spherical shell, an important case related when there are uncertainties in the problem
data. We present some possible applications for these methods.
Keywords: Sphere intersection, Distance Geometry, Linear Systems.
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Introdução
Neste trabalho faremos um estudo sobre interseção de esferas no Rn, analisando
métodos para encontrar pontos nesta interseção, e verificando como estes pontos podem
estar distribuídos no espaço. Existem diversas aplicações que necessitam do cálculo de
interseção de esferas, como por exemplo, o Problema de Geometria de Distâncias (PGD)
(2, 3, 4, 5), cuja sigla em inglês é DGP (Distance Geometry Problem). Este problema
consiste em determinar a posição de certos pontos no espaço (geralmente bidimensional
ou tridimensional), conhecendo um subconjunto das distâncias entre estes pontos. Sob
certas hipóteses (5), podemos interpretá-lo como uma sequência de subproblemas para
determinar pontos na interseção de esferas.
O PGD encontra aplicações em diversas áreas, como por exemplo, em biologia e
química, para calcular estruturas moleculares, principalmente de proteínas. Este problema
é relevante pois existe uma relação determinística entre a estrutura tridimensional de
uma proteína e sua função no organismo (6, 7). O PGD aplicado ao cálculo de estruturas
moleculares recebe o nome de Problema de Geometria de Distâncias Moleculares (PGDM)
(8, 9, 10, 11), cuja sigla em inglês é MDGP (Molecular Distance Geometry Problem).
Outras aplicações que também requerem o cálculo de interseção de esferas são: o
Problema da Análise de Posição (PAP) de manipuladores em série ou paralelos na Robótica
(12), o problema da localização em rede de sensores na Ciência da Computação (13), o
problema do completamento de matriz de distâncias euclideanas (14, 15), o problema do
escalonamento multidimensional (16, 17), o Sistema de Posicionamento Global, em inglês
Global Positioning System (GPS) (18), entre outras.
Apesar da maioria das aplicações que citamos, geralmente trabalharem sobre
os espaços R2 e R3, iremos analisar o caso mais geral, utilizando esferas no espaço Rn,
para qualquer inteiro n ě 1.
No Capítulo 1 apresentaremos alguns conceitos e resultados necessários em
nossos estudos, como subespaço afim, grafos e n-esfera. No Capítulo 2 iremos fazer uma
revisão da literatura existente, analisando métodos para o cálculo de interseção de esferas
no Rn.
Os dois principais métodos da literatura que iremos analisar foram apresentados
por Coope (1, 19) e consistem em calcular os pontos da interseção de n esferas no
Rn utilizando métodos numéricos, baseados em fatorações matriciais, para resolução
de sistemas lineares. O primeiro método requer que os n centros sejam linearmente
independentes e utiliza a Eliminação de Gauss em sua resolução. O segundo método faz
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uso da decomposição ortogonal (fatoração QR) e, diferentemente do primeiro, requer
apenas que os n centros sejam afimente independentes.
Foi baseado no segundo método que elaboramos um teorema que caracteriza
a interseção de m esferas no Rn, para qualquer 1 ď m P N, onde os centros não são
necessariamente afimente independentes. Apresentamos este teorema no Capítulo 3, onde
descrevemos um método para calcular pontos nesta interseção das m esferas no Rn, em
que os centros podem ser afimente dependentes. Dessa forma, conseguimos generalizar o
caso de interseção de esferas no Rn. Também discutimos a implementação deste método
e realizamos experimentos computacionais, a fim de avaliar sua eficiência e estabilidade
numérica no cálculo da interseção de esferas. Ainda no Capítulo 3, apresentamos um
método para calcular a interseção de uma quantidade qualquer de esferas e uma casca
esférica, mostrando também os experimentos computacionais realizados com este método.
No Capítulo 4, apresentamos algumas possíveis aplicações destes métodos no
Problema de Geometria de Distâncias e no Problema de completamento de Matriz de
Distâncias Euclidianas. No Capítulo 5, fazemos algumas conclusões, considerações finais e
trabalhos futuros.
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1 Conceitos Preliminares
Antes de iniciarmos a discussão sobre a interseção de esferas, iremos apresentar
neste capítulo algumas definições e conceitos preliminares de Álgebra Linear, Geometria e
Grafo que utilizaremos no decorrer do trabalho. Começaremos tratando de subespaços
vetoriais e afins. Para maiores detalhes consultar (20, 21, 22, 23, 24, 25, 26, 27).
1.1 Subespaço Vetorial e Afim
Podemos definir um subespaço vetorial no Rn da seguinte forma.
Definição 1. Um subconjunto L de Rn é um subespaço vetorial de Rn se 0 P L e,
x, y P L e λ, µ P R ñ λx` µy P L.
Um subespaço vetorial munido das operações usuais do Rn também é um
espaço vetorial. Abaixo apresentamos a definição de variedade afim, que no decorrer do
texto utilizaremos o termo subespaço afim.
Definição 2. Um subconjunto S de Rn é um variedade afim (ou subespaço afim) de
Rn quando é não vazio e,
x, y P S e λ P R ñ λx` p1´ λqy P S.
Figura 1 – Exemplo de Subespaços Afins.
Capítulo 1. Conceitos Preliminares 17
Na Figura 1 todas as retas apresentadas são exemplos de subespaços afins.
Todavia, somente a reta S é um subespaço vetorial, pois ela contém o vetor nulo. Dessa
forma, podemos perceber que todo subespaço vetorial é afim, porém, a recíproca não é
verdadeira.
Vejamos agora, a definição de transformação linear.
Definição 3. Sejam V e W espaços vetoriais. Se T : V Ñ W é uma aplicação do espaço
V em W , então T é chamada de transformação linear de V em W se, para quaisquer
vetores u, v P V e qualquer escalar c P R valem
T pu` vq “ T puq ` T pvq e T pcvq “ cT pvq.
No caso especial em que V “ W , a transformação linear é chamada de opera-
dor linear sobre V .
A aplicação rotação é um exemplo de transformação linear, afinal uma função
rotação é dada por T pxq “ Qx, onde T : Rn Ñ Rn e Q P Rnˆn é uma matriz de rotação.
E dessa forma,
T px` yq “ Qpx` yq “ Qx`Qy “ T pxq ` T pyq
e,
T pcxq “ Qpcxq “ cpQxq “ cT pxq,
para todo x, y P Rn.
Já um exemplo de aplicação que não é uma transformação linear é a translação.
Definição 4. Dado a P Rn, com a ‰ 0, a aplicação Ta : Rn Ñ Rn, definida por
Tapxq “ x` a, para todo x P Rn, chama-se translação por a.
Note que Tapx ` yq “ x ` y ` a é diferente de Tapxq ` Tapyq “ x ` y ` 2a
quando a ‰ 0, por isso a translação não é uma transformação linear.
Podemos utilizar essa definição de translação para encontrarmos algumas
relações entre subespaços afins e vetoriais.
Proposição 1. Sendo L um subespaço vetorial de Rn e a P Rn, então TapLq é um
subespaço afim de Rn.
Demonstração. Sabemos que a “ Tap0q P TapLq, então TapLq é não vazio.
Agora, seja x, y P TapLq e λ P R. Temos assim, que T´apxq e T´apyq pertencem
a L, e como L é um subespaço vetorial, então
λT´apxq ` p1´ λqT´apyq P L.
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Aplicando Ta, temos que
TapλT´apxq ` p1´ λqT´apyqq “ λpx´ aq ` p1´ λqpy ´ aq ` a “ λx` p1´ λqy,
e dessa forma, chegamos que
λx` p1´ λqy P TapLq.
O que nos diz que TapLq é um subespaço afim de Rn.
Proposição 2. Seja S um subespaço afim de Rn e a P S. Então T´apSq é um subespaço
vetorial de Rn.
Demonstração. Como a P S, então T´apaq “ 0, e assim, 0 P T´apSq.
Sendo x, y P T´apSq e λ, µ P R, temos que como Tapxq e Tapyq pertencem a S,
então
λTapxq ` µTapyq ` p1´ λ´ µqa P S,
além disso,
λTapxq ` µTapyq ` p1´ λ´ µqa “ λpx` aq ` µpy ` aq ` p1´ λ´ µqa “ λx` µy ` a,
implicando que λx` µy P T´apSq, e portanto, T´apSq é um subespaço vetorial de Rn.
E, dessa forma, podemos definir subespaço vetorial associado a um subespaço
afim e sua dimensão.
Definição 5. Seja S um subespaço afim de Rn e a P S. O subespaço vetorial T´apSq
chama-se subespaço vetorial associado a S e denota-se por S0. Define-se ainda a
dimensão de S como sendo a mesma dimensão de S0.
Por exemplo, na Figura 1 observamos que o subespaço S é o subespaço vetorial
associado aos subespaços afins S1, S2, S3, S4 e S5. Portanto, temos que um subespaço afim
S de dimensão um pdimpSq “ 1q é uma reta, e se dimpSq “ 2 teremos um plano. Portanto,
um hiperplano pode ser definido da seguinte forma:
Definição 6. Chamamos um subespaço afim S do Rn de hiperplano do Rn se dimpSq “
n´ 1.
Um subespaço afim pode ser gerado por um conjunto de vetores, conforme as
seguintes definições:
Definição 7. Uma combinação linear x “ λ1x1`. . .`λmxm de elementos x1, . . . , xm P Rn
diz-se uma combinação afim de x1, . . . , xm, se λ1 ` . . .` λm “ 1.
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Definição 8. O subespaço vetorial gerado por um conjunto de vetores B “ tb1, . . . , bnu
é o conjunto de todos os vetores que são combinações lineares de B, e denotamos por
rb1, . . . , bns.
Definição 9. O subespaço afim gerado por um conjunto de vetores B é o conjunto de
todos os vetores que são combinações afins de B.
Por exemplo, na Figura 2 temos que todas as combinações afins dos vetores u
e v formam a reta S. Dessa forma, o espaço afim gerado por estes dois vetores é a reta
S. Já o espaço vetorial gerado pelos vetores u e v é o plano R2, pois todos os vetores do
plano podem ser escritos como combinações lineares destes dois vetores.
Figura 2 – Subespaço Afim gerado por u e v.
Esta definição de subespaço afim gerado é equivalente a de invólucro afim.
Definição 10. O invólucro afim de um conjunto A “ tx1, . . . , xmu Ă Rn é o menor
subespaço afim que contém A, ou equivalentemente, a interseção de todos os subespaços
afins que contém A. Este é denotado por affpAq:
affpAq “
#
kÿ
i“1
αixi
ˇˇˇˇ
ˇ k ą 0, xi P A, αi P R, kÿ
i“1
αi “ 1
+
Supondo que A “ tx1, . . . , xmu é um conjunto de pontos no Rn, podemos
observar que o subespaço vetorial associado ao invólucro afim de A será o subespaço
gerado pelos vetores vj “ xj´xm, com 1 ď j ď m´1, representados na Figura 3, conforme
o Teorema 1.
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Figura 3 – Vetores formados por um conjunto de pontos A “ tx1, . . . , xmu, a partir do
último elemento do conjunto.
Teorema 1. Seja A “ tx1, . . . , xmu Ă Rn um conjunto finito de pontos. O subespaço
gerado pelos vetores vi “ xi´xm, com 1 ď i ď m´ 1, será um subespaço vetorial associado
ao affpAq.
Demonstração. Como xm P affpAq, temos que T´xmpaffpAqq é o subespaço vetorial
associado ao subespaço afim affpAq, então basta provarmos que T´xmpaffpAqq é igual
ao subespaço vetorial L gerado pelos vetores vi “ xi ´ xm, com 1 ď i ď m´ 1.
Temos que affpAq é composto por todas as combinações afins de tx1, . . . , xmu.
Dessa forma, qualquer elemento de x P affpAq pode ser escrito como#
x “ λ1x1 ` . . .` λmxm
λ1 ` . . .` λm “ 1
.
E, portanto, todo elemento y P T´xmpaffpAqq poderá ser escrito da seguinte
forma, #
y “ λ1x1 ` . . .` λmxm ´ xm
λ1 ` . . .` λm “ 1
,
o que implica que
y “ λ1x1 ` . . .` λmxm ´ pλ1 ` . . .` λmqxm,
e, portanto,
y “ λ1px1 ´ xmq ` . . .` λm´1pxm´1 ´ xmq “
m´1ÿ
i“1
λivi,
assim, y P L.
Por outro lado, temos que, se z é um elemento do espaço vetorial L gerado
pelos vetores vi, 1 ď i ď m´ 1, então
z “
m´1ÿ
i“1
λivi “ λ1px1´xmq`. . .`λm´1pxm´1´xmq “ λ1x1`. . .`λm´1xm´1´pλ1`. . .`λm´1qxm,
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e, dessa forma
z “ λ1x1 ` . . .` λm´1xm´1 ´ pλ1 ` . . .` λm´1qxm ` xm ´ xm,
e,
z “ λ1x1 ` . . .` λm´1xm´1 ´ pλ1 ` . . .` λm´1 ` 1qxm ´ xm,
então, z P T´xmpaffpAqq.
O que nos diz que L é, de fato, igual ao subespaço T´xmpaffpAqq, e portanto,
é o subespaço vetorial associado ao subespaço afim affpAq.
Uma implicação direta deste teorema, é o corolário abaixo.
Corolário 1. Seja A “ tx1, . . . , xmu Ď Rn um conjunto finito de pontos. Temos que
dimpaffpAqq “ k ă n se, e somente se, o conjunto de vetores tx1 ´ xm, . . . , xm´1 ´ xmu
gera um subespaço vetorial de dimensão k.
Demonstração. Sendo affpAq o invólucro afim do conjunto A “ tx1, . . . , xmu, e L o
subespaço vetorial gerado por tx1 ´ xm, . . . , xm´1 ´ xmu, temos que L é o subespaço
vetorial associado a affpAq, e dessa forma, dimpaffpAqq “ dimpLq “ k.
1.2 Independência Linear e Afim
A seguir, a definição de conjuntos linearmente independentes e afimente inde-
pendentes.
Definição 11. O conjunto de vetores x1, . . . , xm P Rn é linearmente independente
(LI) se
λ1x1 ` . . .` λmxm “ 0 ñ λi “ 0, @i “ 1, . . . ,m.
Caso contrário, o conjunto é chamado de linearmente dependente (LD).
Definição 12. O conjunto de vetores x1, . . . , xm P Rn é afimente independente (AI)
se #
λ1x1 ` . . .` λmxm “ 0
λ1 ` . . .` λm “ 0
ñ λi “ 0, @i “ 1, . . . ,m.
Caso contrário, ele é dito afimente dependente (AD).
Uma observação que podemos fazer é que todo conjunto linearmente indepen-
dente é afimente independente, porém a recíproca não é verdadeira.
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Um exemplo é o conjunto B “ tp1,´1q, p´1, 1qu Ď R2 que não é LI, pois
2p1,´1q ` 2p´1, 1q “ p0, 0q. Por outro lado, B é um conjunto AI em R2, pois#
λ1p1,´1q ` λ2p´1, 1q “ p0, 0q
λ1 ` λ2 “ 0
ñ λ1 “ λ2 “ 0.
O próximo resultado trata da relação entre independência afim e linear.
Teorema 2. Um conjunto finito tx1, . . . , xmu Ď Rn é afimente independente se, e somente
se, tx1 ´ xm, . . . , xm´1 ´ xmu é linearmente independente.
Demonstração. Supomos que tx1, . . . , xmu é afimente independente.
Seja λ1, . . . , λm´1 P R tal que
λ1px1 ´ xmq ` . . .` λm´1pxm´1 ´ xmq “ 0,
então,
λ1x1 ` . . .` λm´1xm´1 ´ pλ1 ` . . .` λm´1qxm “ 0.
Fazendo λm “ ´pλ1 ` . . .` λm´1q, teremos
λ1x1 ` . . .` λmxm “ 0.
Como tx1, . . . , xmu é afimente independente e
λ1 ` . . .` λm “ λ1 ` . . .` λm´1 ´ pλ1 ` . . .` λm´1q “ 0,
então λ1 “ . . . “ λm “ 0.
E, portanto, tx1 ´ xm, . . . , xm´1 ´ xmu é linearmente independente.
A recíproca da proposição é feita de forma similar.
Supomos que tx1 ´ xm, . . . , xm´1 ´ xmu é linearmente independente.
Seja λ1, . . . , λm P R tal que
λ1x1 ` . . .` λmxm “ 0,
e,
λ1 ` . . .` λm “ 0.
Temos assim, que
λm “ ´pλ1 ` . . .` λm´1q, (1.1)
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e, portanto,
λ1x1 ` . . .` λm´1xm´1 ´ pλ1 ` . . .` λm´1qxm “ 0,
o que implica que
λ1px1 ´ xmq ` . . .` λm´1pxm´1 ´ xmq “ 0.
Como tx1 ´ xm, . . . , xm´1 ´ xmu é linearmente independente, então λ1 “ . . . “
λm´1 “ 0, e pela equação (1.1), temos que λm “ 0. Dessa forma, temos que tx1, . . . , xmu é
afimente independente.
Com este teorema e com o Corolário 1, temos que se o conjuntoA “ tx1, . . . , xmu
Ď Rn é afimente independente, então seu invólucro afim terá dimensão m´ 1.
1.3 Ortogonalidade
Nas definições e resultados abaixo, x , y denota o produto interno usual de Rn,
isto é,
xx, yy “
nÿ
i“1
xpiqypiq, @x, y P Rn.
Definição 13. Seja V um espaço vetorial munido de um produto interno x , y. Dizemos
que dois vetores u, v P V são ortogonais quando o produto interno entre eles é nulo, isto
é, xu, vy “ 0. Escrevemos, neste caso, u K v (ou v K u).
Definição 14. Seja S um subespaço de Rn.
• Um vetor u P Rn é dito ortogonal a S se ele for ortogonal a todos os vetores de S.
• Um subespaço B Ď Rn é ortogonal a S, se todos os vetores de B são ortogonais ao
subespaço S.
• O conjunto de todos os vetores em Rn que são ortogonais a S é chamado de Com-
plemento Ortogonal de S e é denotado por SK.
SK “ tu P Rn |xu, vy “ 0, @v P Su
Podemos observar que o vetor nulo sempre estará no complemento ortogonal
de qualquer subespaço de Rn, pois o mesmo é ortogonal a todos vetores de Rn.
A imagem e o núcleo de uma transformação linear é definida da seguinte
maneira.
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Definição 15. Seja T : V Ñ W uma transformação linear entre os espaços vetoriais V e
W . Chama-se Imagem de T e escreve-se ImpT q, ao conjunto dos vetores w P W , para
os quais existe v P V , tal que T pvq “ w, ou seja,
ImpT q “ tw P W | w “ T pvq, para algum v P V u
Já o Núcleo da transformação T é o conjunto dos vetores de V , que tem como
imagem o vetor nulo 0 P W , e denotamos por NpT q ou KerpT q, assim,
KerpT q “ tv P V | T pvq “ 0u
Sempre que temos um conjunto finito tx1, . . . , xmu Ă Rn, podemos construir
uma matriz, de ordem nˆm, B “ rx1 . . . xms com as colunas compostas pelos elementos
deste conjunto. Além disso, toda matriz pode definir uma transformação linear T : Rm Ñ
Rn, da seguinte forma.
T pxq “ Bx, @x P Rm.
Quando tratarmos da imagem e do núcleo da transformação linear T pxq “ Bx,
definida pela matriz B, iremos, por simplificação, denotar por ImpBq e KerpBq.
Dessa forma, podemos formular o seguinte teorema.
Teorema 3. Seja a matriz B “ rb1 . . . bms, temos que ImpBqK “ KerpBT q.
Demonstração. Seja w P ImpBqK, então xBv,wy “ 0 para todo v P Rm, e portanto
xv,BTwy “ 0, @ v P Rn.
Temos então, que BTw “ 0, o que implica que w P KerpBT q. E assim,
ImpBqK Ď KerpBT q.
Reciprocamente, se w P KerpBT q, então
xBv,wy “ xv,BTwy “ xv, 0y “ 0, @ v P Rn,
o que nos diz que w é ortogonal à todos os elementos da ImpBq, e assim w P ImpBqK, e
portanto, KerpBT q Ď ImpBqK.
Dessa forma, chegamos que ImpBqK “ KerpBT q.
Iremos agora, tratar da definição de esferas e m-esferas no Rn.
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1.4 Generalização do conceito de esfera
Ao generalizar o conceito de esfera, nos deparamos com duas definições distintas.
Os geômetras, por exemplo, definem uma n-hiperesfera (ou simplesmente n-esfera) como
uma esfera em um subespaço de dimensão n (28). Já os topólogos se referem a dimensão
do subespaço subjacente, ou seja, uma n-esfera seria uma esfera em um subespaço de
dimensão n` 1 (29).
Neste trabalho, iremos utilizar a definição proveniente dos geômetras.
Definição 16. Uma n-esfera no Rn, com centro c e raio r é definida pelo conjunto de
pontos x P Rn que satisfazem a equação
||x´ c||22 “ r2.
Por simplificação, iremos chamar uma n-esfera no Rn apenas por esfera.
Uma m-esfera no Rn, com m ď n, é uma esfera contida em um subespaço afim
de dimensão m.
Figura 4 – Exemplos de n-esferas.
Podemos também interpretar uma m-esfera no Rn como a interseção de uma
esfera com um subespaço afim de dimensão m. Portanto, como podemos observar na
Figura 4, uma 1-esfera são dois pontos em uma reta, uma 2-esfera é um círculo em um
plano e uma 3-esfera é a esfera tradicional do espaço tridimensional.
1.5 Teoria de Grafos
Para finalizar esse Capítulo, iremos apresentar a ideia de grafos e alguns
conceitos relacionados (27).
Um grafo G “ pV,Eq é formado por um conjunto V de vértices e um conjunto
E de pares tu, vu, com u, v P V , chamados de arestas.
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Definição 17. Dizemos que um grafo G “ pV,Eq é simples se nenhuma aresta relaciona
um vértice nele próprio, ou seja, se tx, yu P E ñ x ‰ y
Grafo simples Grafo não simples
Figura 5 – Exemplo de grafo simples e não simples.
Definição 18. Dizemos que um grafo G “ pV,Eq é conectado, se para todos os conjuntos
A e B, tais que V “ A
ď
B, temos que existe ta, bu P E, onde a P A e b P B.
Grafo conectado Grafo não conectado
Figura 6 – Exemplo de grafo conectado e não conectado.
Definição 19. Dizemos que um grafo G “ pV,Eq é completo se a, b P V ñ ta, bu P E, ou
seja, se o conjunto de arestas E contém todos os pares possíveis do conjunto de vértices V .
Grafo completo Grafo não completo
Figura 7 – Exemplo de grafo completo e não completo.
Definição 20. Um grafo G1 “ pV 1, E 1q é dito um subgrafo de G “ pV,Eq, se V 1 Ă V e
E 1 Ă E. Uma clique de um grafo G “ pV,Eq é um subgrafo completo de G.
Em muitos casos associamos um número real a cada aresta, assim, além do
conjunto de vértices e de arestas, o grafo tem um função d : E Ñ R, que chamamos de
pesos das arestas. Nesse caso, o grafo é denotado por G “ pV,E, dq. Esses pesos das aresta
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Grafo G
2´clique em G 3´clique em G
Figura 8 – Exemplos de cliques em um grafo G.
podem ser, por exemplo, as distâncias entre os vértices, caso os vértices representem pontos
no espaço.
No próximo capítulo, iremos fazer uma revisão de métodos descritos na literatura
para o cálculo de interseção de esferas no Rn.
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2 Revisão da Literatura
Neste capítulo faremos um breve resumo de trabalhos que tratam de interseção
de esferas no Rn. Este capítulo é baseado principalmente em (1), mas começaremos citando
(30), em que Carter aborda um caso particular de interseção de esferas, trabalhando apenas
com a interseção de pn´ 1q-esferas sobre uma n-esfera unitária no Rn.
Como a n-esfera unitária tem o centro na origem e raio igual a 1, ela será
definida pela seguinte equação:
||x´ 0||22 “ 12,
ou seja,
x21 ` . . .` x2n “ 1. (2.1)
Carter seleciona apenas as pn´ 1q-esferas que têm uma das variáveis igual a 0:
#
xi “ 0
x21 ` . . .` x2n “ 1
, i “ 1, . . . , n (2.2)
Podemos perceber facilmente que todas essas n pn´ 1q´esferas estão contidas
na esfera unitária, definida pela equação (2.1).
O autor mostra que a dimensão da interseção das pn´ 1q´esferas é a diferença
entre n e a quantidade de pn´1q´esferas que estão sendo intersectadas, ou seja, a interseção
de k pn´ 1q-esferas é uma pn´ kq-esfera, onde k ď n.
Isso acontece porque a interseção de duas pn´ 1q´esferas distintas definidas
pelas equações (2.2) terão duas variáveis iguais a 0, e portanto será uma pn´ 2q´esfera.
Se pensarmos de forma mais abrangente, a interseção de k destas pn´ 1q´esferas, onde
1 ă k ă n ´ 1, terá k variáveis nulas, portanto, será uma pn ´ kq´esfera. Todavia, a
interseção de todas estas n pn´ 1q´esferas terá todas as variáveis nulas, e como a origem
não pertence a esfera unitária, então essa interseção será vazia.
Em (1) é descrito dois métodos para calcular a interseção de n esferas no Rn.
Um requer que os centros sejam linearmente independentes e o outro necessita apenas que
os centros sejam afimente independentes. Revisaremos estes métodos nas próximas seções.
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2.1 Interseção de n esferas no Rn com centros linearmente inde-
pendentes
Vejamos, inicialmente, o primeiro método de Coope (1) que requer que os
centros das n esferas no Rn sejam linearmente independentes e que utiliza a fatoração LU
(Eliminação de Gauss) (31).
Sabendo que cada esfera é determinada por uma equação quadrática, quando
formos calcular a interseção de esferas, é necessário resolvermos um sistema de equações
quadráticas. Como veremos, Coope se aproveita do fato de que sob certas condições, a
resolução do sistemas de Equações quadráticas (2.3) equivale a de um sistema linear. No
primeiro método, que requer que os n centros sejam linearmente independentes, a solução
do sistema quadrático pode ser encontrada através da solução de dois sistemas lineares e
apenas uma equação do segundo grau. Na solução destes sistemas lineares é empregada a
fatoração LU .
Sejam a1, . . . , an os centros de n esferas no Rn e d1, . . . , dn P R` os raios destas
esferas, de forma que os n centros sejam linearmente independentes.
A matriz A P Rnˆn tem suas colunas compostas pelos centros ai, i “ 1, . . . , n.
Como suas colunas são linearmente independentes, então, a matriz A é não-singular.
Nosso objetivo ao calcular a interseção destas n esferas é encontrar os valores
de x que satisfazem
||x´ ai||22 “ d2i , i “ 1, . . . , n. (2.3)
O sistema de equações quadráticas (2.3) equivale a
||x||22 ´ 2xTai ` ||ai||22 “ d2i , i “ 1, . . . , n,
ou ainda
aTi x “ pr ` biq2 , i “ 1, . . . , n,
onde r “ ||x||22 e bi “ ||ai||22 ´ d2i , i “ 1, . . . , n. Na forma matricial, temos que
ATx “ 12pre` bq, (2.4)
em que A “ ra1, . . . , ans, e “ r1, . . . , 1sT e b “ rb1, . . . , bnsT .
Ao multiplicar ambos os lados por A´T (que existe, pois A é não-singular),
obtemos
x “ rpA
´T eq ` pA´T bq
2 .
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Fazendo u “ A´T e e v “ A´T b, teremos que
x “ pru` vq2 . (2.5)
Como r “ ||x||22 “ xTx “ 14pru` vq
T pru` vq, então
puTuqr2 ` p2uTv ´ 4qr ` vTv “ 0.
Resolvendo, em relação a r, esta equação do segundo grau, obtemos
r “ 2´ u
Tv ˘ap2´ uTvq2 ´ puTuqpvTvq
uTu
. (2.6)
Se p2´uTvq2´puTuqpvTvq ă 0 teremos que a interseção é vazia, caso contrário,
podemos substituir r na equação (2.5), e assim, teremos
x “
˜
p2´ uTvq ˘ap2´ uTvq2 ´ puTuqpvTvq
2uTu
¸
u` 12v. (2.7)
O autor mostra em (1) que, com a fatoração LU e a resolução dos dois siste-
mas lineares, o custo computacional deste método é da ordem de Opn3q, com 13n
3 ` n2
multiplicações (e uma quantidade similar de adições) e apenas uma raiz quadrada.
Segue abaixo um pseudo-algoritmo deste primeiro método.
Algoritmo 1 – Interseção de n esferas no Rn com centros linearmente independentes
via LU
Dados: Os centros, linearmente independentes, a1, . . . , an e os raios d1, . . . , dn de n
esferas no Rn.
Resultado: O conjunto solução X com os pontos na interseção das n esferas.
início
Determine o vetor b, definido por bi “ ||ai||22 ´ d2i , para i “ 1, . . . , n;
Utilizando a fatoração LU , resolva os sistemas ATu “ e e ATv “ b;
se p2´ uTvq2 ´ puTuqpvTvq ă 0 então
Pare, pois a interseção é vazia, assim X “ H;
senão
Calcule o(s) valor(es) de r conforme a equação (2.6);
Calcule as soluções x, como na equação (2.5).
fim
fim
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No algoritmo temos que se p2 ´ uTvq2 ´ puTuqpvTvq ă 0 então a interseção
das esferas será vazia. Além disso, observamos que quando a interseção for não vazia, o
valor dessa expressão também irá determinar a quantidade de pontos que a interseção
terá. Se na equação (2.6) temos que p2´ uTvq2 ´ puTuqpvTvq “ 0, então existirá apenas
um valor para r, e consequentemente, a interseção das esferas terá um ponto, mas se
p2´ uTvq2 ´ puTuqpvTvq ą 0, então teremos dois valores distintos de r, e portanto, dois
pontos na interseção.
Neste método, para encontrarmos a solução do sistema quadrático (2.3), temos
que resolver 2 sistemas lineares, como mostra o passo 2 do algoritmo. No entanto, os
sistemas lineares do passo 2 tem a mesma matriz de coeficientes, e dessa forma, podemos
fatorá-la apenas uma vez. Como a matriz AT é quadrada e não-singular, podemos aplicar
a decomposição LU com pivoteamento parcial (31).
Uma desvantagem desse método é o fato do método apenas trabalhar com
centros linearmente independentes. Na próxima seção iremos tratar de um método um
pouco mais abrangente, que calcula a interseção de n esferas no Rn, em que os centros são
afimente independentes.
2.2 Interseção de n esferas no Rn com centros afimente indepen-
dentes
Apresentaremos agora, o método que utiliza a decomposição ortogonal, ao
invés da fatoração LU (Eliminação Gaussiana).
Assim como no primeiro método, seja a1, . . . , an os centros de n esferas no Rn
e d1, . . . , dn P R` os raios destas esferas. Supomos, agora, que os centros destas n esferas
sejam afimente independentes.
Primeiramente fazemos uma translação, de modo que an seja transladado
para a origem. Para isso, subtraímos an de todos os centros das esferas. Dessa forma,
as coordenadas dos novos centros, com exceção da origem, serão as colunas da seguinte
matriz de ordem nˆ pn´ 1q:
pA “ ra1 ´ an . . . an´1 ´ ans.
Como os centros são afimente independentes, temos pelo Teorema 2 que o
conjunto ta1 ´ an, . . . , an´1 ´ anu é linearmente independente, e portanto, a matriz pA tem
posto completo.
Se x é um ponto na interseção das esferas, então x “ x ´ an será um ponto
na interseção das esferas após a translação, ou seja, x será uma solução do sistema de
Capítulo 2. Revisão da Literatura 32
equações quadráticas das esferas transladadas:
||x´ pai ´ anq||22 “ d2i , i “ 1, . . . , n. (2.8)
Note que
||x||22 “ d2n (2.9)
e
||x||22 ´ 2xT pai ´ anq ` ||ai ´ an||22 “ d2i , i “ 1, . . . , n´ 1.
Substituindo ||x||22 da equação (2.9), obtemos
d2n ´ 2xT pai ´ anq ` ||ai ´ an||22 “ d2i , i “ 1, . . . , n´ 1,
o que implica que,
pai ´ anqTx “ ´12pd
2
i ´ d2n ´ ||ai ´ an||22q, i “ 1, . . . , n´ 1,
teremos assim, na forma matricial que
pATx “ c, (2.10)
onde
ci “ ´12pd
2
i ´ d2n ´ ||ai ´ an||22q, i “ 1, . . . , n´ 1. (2.11)
Considere a decomposição QR de pA:
pA “ QR “ Q« pR
0T
ff
, (2.12)
onde Q é uma matriz ortogonal de ordem n, e pR é uma matriz não-singular, triangular
superior de ordem n´ 1.
Dessa forma, da equação (2.10), temos que
RTQTx “ c.
Sendo QTx “ w, obtemos
RTw “ c.
Fazendo w “
«
y
z
ff
, com y P Rn´1 e z P R, temos que
” pRT 0 ı « y
z
ff
“ c,
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e, assim pRTy “ c. (2.13)
Como a matriz pRT é não singular, então este sistema tem solução única, ou
seja,
y “ pR´T c.
Teremos, dessa forma que
QTx “
«
y
z
ff
ñ x “ Q
«
y
z
ff
ñ x “ Q
«
y
z
ff
` an.
Como x está na interseção das n esferas, então as igualdades a seguir devem
ser satisfeitas:
||x´ ai||22 “ d2i , i “ 1, . . . , n, (2.14)
e, portanto, ›››››Q
«
y
z
ff
` an ´ ai
›››››
2
2
“ d2i , i “ 1, . . . , n.
Em particular, se i “ n, teremos›››››Q
«
y
z
ff
` an ´ an
›››››
2
2
“ d2n, (2.15)
e como a norma-2 é invariante por transformações ortogonais, então›››››
«
y
z
ff›››››
2
2
“ d2n,
o que implica que
||y||22 ` z2 “ d2n,
ou ainda
z “ ˘ad2n ´ ||y||22. (2.16)
Como já dissemos, y será a única solução do sistema linear (2.13), e poderemos
encontrar até dois valores para z na equação (2.16), observando que:
• Se d2n ą ||y||22, teremos dois pontos na interseção das esferas;
• Se d2n “ ||y||22, teremos um ponto na interseção das esferas;
• Se d2n ă ||y||22, a interseção será vazia.
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Em (1) o autor mostra que a complexidade desse segundo método é de Opn3q,
com aproximadamente 43n
3 operações, e n raízes quadradas. Nesse ponto, o primeiro
método tem uma vantagem, pois tem um total de operações na ordem de 23n
3.
Figura 9 – Três esferas no R3 com os centros afimente independentes, em que a interseção
é vazia.
Apresentamos abaixo um pseudo-algoritmo deste método.
Algoritmo 2 – Interseção de n esferas no Rn com centros afimente independentes via
Decomposição Ortogonal
Dados: Os centros, afimente independentes, a1, . . . , an e os raios d1, . . . , dn de n
esferas no Rn.
Resultado: Os pontos na interseção das n esferas.
início
Calcule a matriz pA “ ra1 ´ an . . . an´1 ´ ans;
Calcule a decomposição QR da matriz pA;
Determine a matriz pR como na equação (2.12);
Determine o vetor c conforme a equação (2.11);
Resolva o sistema (2.13);
se d2n ă ||y||22 então
Pare, pois a interseção é vazia, então X “ H;
fim
se d2n “ ||y||22 então
Então z “ 0;
fim
se d2n ą ||y||22 então
Calcule os valores de z conforme a equação (2.16);
fim
Para cada valor de z, calcule a solução x “ Q
«
y
z
ff
` an.
fim
Capítulo 2. Revisão da Literatura 35
Na resolução do sistema linear desse algoritmo é utilizada a fatoração QR, que
é mais estável que a fatoração LU , porém requer uma quantidade maior de operações.
Além disso, como demonstramos, toda solução do sistema quadrático (2.8)
também será solução do sistema linear (2.10), ou seja, todo ponto na interseção das esferas
transladadas será solução de pATx “ c. No entanto, é bom ressaltar que a recíproca não é
verdadeira. Como o sistema (2.10) é subdeterminado, e a matriz de coeficientes pAT tem
posto completo, então este sistema terá infinitas soluções. Porém, considerando que os
centros são afimente independentes, mostramos que o sistema quadrático (2.8) tem no
máximo duas soluções. Portanto, existem soluções do sistema (2.10) que não são soluções
do sistema (2.8), e assim, não pertencem a interseção das esferas transladadas.
Temos que uma solução do sistema linear (2.10) pertencerá a interseção das
esferas transladadas, se, e somente se, esta também for solução da equação (2.9). Assim,
temos que eq. (2.8) ñ eq. (2.10), e eq. (2.10) œ eq. (2.8), porém eq. (2.10) + eq. (2.9) ñ
eq. (2.8).
Vale ressaltar também, que os sistema de equações quadráticas (2.14) e (2.8)
são equivalentes, pois se x é um ponto na interseção das esferas, então teremos que, para
i “ 1, . . . , n
d2i “ ||x´ ai||22 “ ||x´ ai ` an ´ an||22 “ ||px´ anq ´ pai ´ anq||22 “ ||x´ pai ´ anq||22.
Figura 10 – Três esferas no R3 com os centros afimente independentes, em que a interseção
é 1 ponto.
Podemos observar que no Algoritmo 1, o valor de p2 ´ uTvq2 ´ puTuqpvTvq
determina a quantidade de pontos na interseção das n esferas. No Algoritmo 2, o valor de
d2n ´ ||y||22 determina esta quantidade de pontos na interseção. Representamos nas Figuras
9, 10 e 11, no caso particular do R3, estas possíveis situações. Ressaltamos que no caso
estudado nessa seção, a quantidade de esferas deve ser a mesma que a dimensão do espaço
e seus centros devem ser afimente independentes.
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Nas 3 figuras temos a interseção de 3 esferas no R3, em que os centros são
afimente independentes. Dessa forma, no caso do espaço tridimensional, o invólucro afim
destes centros é um plano.
Na Figura 9, temos um exemplo em que a interseção das 3 esferas é vazia. A
Figura 10 mostra o caso de quando temos apenas um ponto na interseção das esferas, este
ponto é destacado em vermelho. Na Figura 11 temos um exemplo em que a interseção
é composta por dois pontos. Nessa figura, mostramos as três esferas inteiras vistas de
cima, e ao lado, fizemos um corte vertical nas mesmas para facilitar a visualização dos
dois pontos na interseção.
Vistas de Cima Cortadas verticalmente
Figura 11 – Três esferas no R3 com os centros afimente independentes, em que a interseção
é uma 1-esfera (2 pontos).
Outros dois métodos para calcular a interseção de esferas, com centros afimente
independentes são descritos por Wu (32) e Liberti et al. (33). Neste último, o cálculo é
realizado da seguinte forma:
Sejam a1, . . . , an os centros (afimente independentes) de n esferas no Rn e
d1, . . . dn os seus respectivos raios. Se x é um ponto na interseção destas esferas, as
seguintes equações são satisfeitas:
||x´ ai||22 “ d2i , i “ 1, . . . , n,
ou equivalentemente,
||x||22 ´ 2xTai ` ||ai||22 “ d2i , i “ 1, . . . , n´ 1, (2.17)
e
||x||22 ´ 2xTan ` ||an||22 “ d2n. (2.18)
Subtraindo a equação (2.18) das equações (2.17), obtemos
´2xT pai ´ anq ` ||ai||22 ´ ||an||22 “ d2i ´ d2n, i “ 1, . . . , n´ 1,
que implica
pai ´ anqTx “ ´12pd
2
i ´ d2n ` ||an||22 ´ ||ai||22q, i “ 1, . . . , n´ 1.
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Assim, temos que pATx “ b, (2.19)
onde pAT é uma matriz de ordem pn´ 1q ˆ n e
bi “ ´12pd
2
i ´ d2n ` ||an||22 ´ ||ai||22q, i “ 1, . . . , n´ 1. (2.20)
Portanto, para calcular os pontos da interseção das esferas, precisaríamos
calcular as soluções do sistema linear (2.19), que também satisfizesse a equação ||x´an||22 “
d2n. Para isso, poderíamos trabalhar de forma similar ao segundo método de Coope,
apresentado na seção 2.2.
Utilizando a fatoração QR para resolver o sistema (2.19), encontramos
x “ Q
«
y
z
ff
, (2.21)
onde y P Rn´1 será determinado de forma única e z P R poderá ser calculado substituindo
x da equação (2.21) na equação ||x´ an||22 “ d2n, ou seja,›››››Q
«
y
z
ff
´ an
›››››
2
2
“ d2n (2.22)
O outro método descrito em (32) é utilizado para calcular a interseção não-vazia
de n ` 1 esferas no Rn, com centros afimente independentes. Nesse caso, se um ponto
estiver na interseção então ele será a solução do sistema pATx “ b. Este sistema terá solução
única, pois a matriz pAT será quadrada não-singular.
Nestes dois métodos, diferente do segundo método de (1), temos que não é feita
a translação da solução. Podemos perceber esse fato, observando o sistema linear (2.10)
(no qual aparece x “ x´ an) e o sistema (2.19).
Uma vantagem de realizar a translação de um dos centros para a origem, é que
os cálculos e equações ficam mais simples, por exemplo, a equação (2.15), do método de
Coope, pode ser facilmente resolvida, em relação à variável z, por causa da translação
efetuada, ao contrário da equação (2.22), que não pode ser resolvida tão facilmente. Uma
desvantagem da translação é que a quantidade de operações aumenta.
Na próxima seção, apresentaremos os testes computacionais realizados com os
métodos das Seções 2.1 e 2.2.
2.3 Comparação Computacional
Foram implementados os dois métodos apresentados em (1): o Algoritmo
1 que utiliza a Eliminação de Gauss (G) e o Algoritmo 2 que faz uso da Decomposição
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Ortogonal (DO). Os dois métodos tem como objetivo calcular a interseção de n esferas
no Rn, e realizamos testes computacionais com ambos, utilizando espaços de dimensão n,
com 3 ď n ď 500. Nosso objetivo nestes testes foi obter uma comparação numérica entre
estes métodos, em relação ao erro cometido pelos algoritmos no cálculo dos pontos na
interseção e ao tempo (em segundos) necessário para realizar esse cálculo. O erro utilizado
foi o MDE (Mean Distance Error) (34, 5), definido por:
MDEpxq “ 1
m
ÿ
1ďiďm
|}x´ ai}2 ´ di|
di
, (2.23)
em que x é a solução calculada, ai é o centro e di é o raio da i-ésima esfera, e m é a
quantidade de esferas. Nos testes desta seção temos m “ n. Note que se x é de fato a
solução exata, então o MDEpxq deve ser 0.
Todos os algoritmos neste trabalho foram implementados em Matlab, versão
R2013a, em uma máquina com processador Intel Core i5´2410M CPU , 2.3 GHz, memória
RAM de 4 GB e o sistema operacional Windows 7 de 64 bits.
As instâncias utilizadas foram geradas aleatoriamente, requerendo apenas que
a interseção fosse não vazia e que os centros das esferas fossem linearmente independentes.
Para isso, geramos de forma aleatória um vetor x P Rn e uma matriz A não-singular, de
ordem nˆ n, onde suas colunas são os centros das esferas. A seguir calculamos a distância
di, 1 ď i ď n, entre as colunas de A e o vetor x, encontrando o vetor d com os raios das
esferas.
Utilizamos centros linearmente independentes, já que nosso objetivo foi testar
as mesmas instâncias nos dois algoritmos, e o primeiro método requer que os centros sejam
LI.
Para cada dimensão n, com 3 ď n ď 500, foram geradas 10 instâncias, e em
cada uma foi computado o tempo que os algoritmos levaram para calcular o(s) ponto(s) x
na interseção e o seu erro (MDEpxq). Os dados apresentados na Tabela 1 correspondem
as médias aritméticas dos 10 testes em cada dimensão. Nos gráficos das Figuras 12 e 13
apresentamos os resultados em escala logarítmica.
Em relação ao tempo, como podemos observar na Figura 12, o algoritmo 1
teve um melhor desempenho que o algoritmo 2 como esperado, pois pelo que citamos
anteriormente, o primeiro método requer uma quantidade menor de operações que o
método baseado na Decomposição Ortogonal.
Já em relação ao erro, na Figura 13 podemos observar um resultado também
esperado: o método baseado na Decomposição Ortogonal (QR) ficou abaixo do primeiro
método, que resolvemos utilizando a fatoração LU com pivoteamento parcial, já que esta
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fatoração é menos estável que a fatoração QR (31).
Outra desvantagem do primeiro método é que este requer que os centros sejam
linearmente independentes, enquanto o segundo, apenas afimente independentes. E como
veremos, o segundo método pode ser estendido para se encontrar a interseção de esferas
no Rn, em que os centros podem não ser afimente independentes.
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Figura 12 – Gráfico relacionado à média dos Tempos (s) obtidos nos testes dos Algoritmos
1 e 2.
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Figura 13 – Gráfico relacionado à média dos Erros (MDE) nos testes dos Algoritmos 1 e
2.
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Dimensão Erro DO (MDE) Erro Gauss (MDE) Tempo DO (s) Tempo Gauss (s)
3 2,65E-16 1,45E-15 5,16E-04 4,26E-04
4 1,34E-16 5,78E-16 1,01E-04 1,66E-04
5 2,45E-16 7,05E-15 1,08E-04 1,89E-04
6 2,03E-16 7,45E-17 1,07E-04 2,11E-04
7 1,80E-16 1,84E-15 1,38E-04 2,29E-04
8 2,10E-16 1,00E-15 1,49E-04 1,77E-04
9 2,08E-16 9,68E-15 1,73E-04 2,01E-04
10 1,79E-16 4,10E-15 1,31E-04 1,89E-04
20 1,99E-16 3,15E-14 2,07E-04 1,84E-04
30 2,18E-16 6,10E-15 2,85E-04 2,44E-04
40 1,96E-16 6,48E-14 3,70E-04 2,36E-04
50 2,37E-16 2,49E-14 8,06E-04 5,11E-04
60 2,65E-16 5,50E-14 1,11E-03 4,90E-04
70 2,55E-16 4,04E-15 1,50E-03 6,84E-04
80 2,92E-16 9,54E-14 1,79E-03 7,18E-04
90 2,88E-16 1,03E-12 1,85E-03 9,15E-04
100 3,01E-16 1,38E-13 2,78E-03 9,47E-04
110 3,33E-16 9,31E-14 3,28E-03 1,20E-03
120 3,50E-16 2,42E-13 3,25E-03 1,20E-03
130 3,19E-16 4,40E-12 4,03E-03 1,74E-03
140 4,03E-16 1,11E-11 4,04E-03 1,52E-03
150 3,84E-16 6,45E-12 5,56E-03 2,24E-03
160 3,57E-16 1,45E-12 6,24E-03 2,30E-03
170 3,86E-16 3,36E-12 6,71E-03 2,80E-03
180 3,27E-16 1,11E-12 8,00E-03 3,11E-03
190 5,18E-16 6,07E-14 8,84E-03 3,28E-03
200 3,79E-16 2,03E-13 9,67E-03 3,32E-03
210 4,09E-16 2,47E-13 1,05E-02 3,57E-03
220 4,27E-16 2,60E-12 1,12E-02 4,81E-03
230 3,98E-16 3,58E-13 1,32E-02 4,49E-03
240 4,32E-16 1,67E-13 1,41E-02 5,03E-03
250 5,00E-16 2,85E-13 1,42E-02 5,42E-03
260 5,58E-16 3,29E-13 1,56E-02 5,49E-03
270 4,92E-16 3,94E-12 1,81E-02 5,96E-03
280 4,83E-16 2,15E-12 1,79E-02 6,72E-03
290 5,00E-16 2,36E-13 2,19E-02 7,85E-03
300 4,68E-16 4,42E-12 2,40E-02 8,01E-03
310 5,04E-16 5,05E-13 2,43E-02 7,95E-03
320 4,58E-16 6,10E-13 2,69E-02 8,78E-03
330 4,33E-16 2,97E-13 2,73E-02 9,88E-03
340 5,57E-16 1,02E-12 3,15E-02 1,02E-02
350 6,31E-16 2,06E-12 3,97E-02 1,18E-02
360 6,33E-16 2,61E-11 3,47E-02 1,23E-02
370 5,18E-16 1,49E-11 3,79E-02 1,40E-02
380 5,10E-16 1,74E-11 4,07E-02 1,41E-02
390 5,04E-16 1,03E-11 4,13E-02 1,61E-02
400 5,51E-16 1,98E-12 4,37E-02 1,58E-02
420 6,08E-16 1,68E-12 4,95E-02 1,74E-02
440 7,39E-16 1,20E-11 5,48E-02 2,01E-02
460 5,97E-16 6,33E-11 6,41E-02 2,28E-02
480 7,20E-16 1,10E-12 9,20E-02 3,60E-02
500 5,81E-16 1,64E-12 7,46E-02 2,75E-02
Tabela 1 – Tabela com os resultados computacionais dos Algoritmos 1 e 2.
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3 Interseção de m esferas no Rn
Baseado no segundo método de Coope apresentado no Capítulo 2 para
calcular a interseção de n esferas no Rn, onde os centros dessas esferas são afimente
independentes, desenvolvemos e provamos um teorema que diz como é a interseção de uma
quantidade qualquer m de n-esferas, sem a hipótese de independência afim dos centros.
3.1 Caso geral da interseção de esferas no Rn
Como observamos, se tivéssemos n esferas no Rn e seus centros fossem
afimente independentes, então três casos poderiam ocorrer em relação à interseção destas
esferas: esta interseção poderia ser (a) vazia, (b) ter um ponto ou (c) possuir dois pontos.
Nosso objetivo ao elaborar o Teorema 4 que apresentaremos abaixo é de
trabalhar com o caso geral da interseção de esferas. Para isso, retiramos as duas hipóteses
do segundo método descrito na seção 2.2. A primeira dizia que a quantidade de esferas
deveria ser a mesma que a dimensão do espaço. Agora poderemos calcular a interseção
de uma quantidade qualquer m P N de esferas no Rn. Além disso, retiramos também a
hipótese de independência afim dos centros das esferas. Dessa forma os m centros podem
gerar um subespaço afim do Rn de dimensão k P N, para qualquer 1 ď k ď mintm´ 1, nu.
Sem estas hipóteses, chegamos que a interseção destas m esferas pode ser: (a) vazia, (b)
um ponto ou (c) uma pn´ kq´esfera, isto é, uma esfera em um subespaço afim de Rn de
dimensão n´ k. Segue abaixo este teorema com sua demonstração.
Teorema 4. Sejam a1, . . . , am os centros de m esferas no Rn e d1, . . . , dm P R` seus
respectivos raios. Seja k a dimensão do invólucro afim do conjunto dos m centros. A
interseção destas esferas será exatamente um dos seguintes casos:
1. Um conjunto vazio;
2. Um ponto;
3. Uma pn´ kq´esfera.
Demonstração. Primeiro transladamos todas as esferas, de forma que o centro de uma
delas fique na origem. Por conveniência, escolhemos a última esfera am e subtraímos dos
outros centros, obtendo, dessa forma, a matriz pA “ ra1 ´ am . . . am´1 ´ ams dos centros
transladados, com ordem nˆ pm´ 1q.
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Como o invólucro afim do conjunto dos m centros tem dimensão k, então pelo
Corolário 1, temos que pA tem posto igual a k.
Seja x um ponto na interseção das m esferas, então x “ x´ am será um ponto
na interseção das esferas após a translação.
Dessa forma, x satisfará todas as equações do seguinte sistema de equações
não-lineares:
||x´ pai ´ amq||22 “ d2i , i “ 1, . . . ,m. (3.1)
Note que, para i “ m teremos
||x||22 “ d2m, (3.2)
e, para i ‰ m,
||x||22 ´ 2xT pai ´ amq ` ||ai ´ am||22 “ d2i , i “ 1, . . . ,m´ 1.
Substituindo ||x||22 da equação (3.12), obtemos
d2m ´ 2xT pai ´ amq ` ||ai ´ am||22 “ d2i , i “ 1, . . . ,m´ 1,
o que implica que,
pai ´ amqTx “ ´12pd
2
i ´ d2m ´ ||ai ´ am||22q, i “ 1, . . . ,m´ 1.
Dessa maneira, na forma matricial, teremos que
pATx “ c, (3.3)
onde
ci “ ´12pd
2
i ´ d2m ´ ||ai ´ am||22q, i “ 1, . . . ,m´ 1. (3.4)
Sem perda de generalidade, supomos que pa1, . . . ,pak sejam linearmente indepen-
dentes, neste caso, a decomposição QR da matriz pA será
pA “ QR “ Q« pR
0
ff
, (3.5)
onde Q é uma matriz ortogonal de ordem n e pR é uma matriz de ordem k ˆ pm´ 1q de
posto completo, já que postop pRq “ postopRq “ postop pAq “ k.
Assim, da equação (3.3), teremos
RTQTx “ c.
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Definindo w “ QTx, temos
RTw “ c.
Particionando QTx “ w “
«
y
z
ff
, obtemos
” pRT 0 ı « y
z
ff
“ c,
onde y P Rk e z P Rn´k.
Assim, pRTy “ c. (3.6)
Como pRT tem dimensão pm´ 1q ˆ k, com k ă m, e posto completo, então o
sistema pRTy “ c terá solução única, desde que c esteja na imagem de pRT . Caso contrário,
RTw “ c não terá solução, e x não pertencerá a interseção, o que implica que a interseção
é vazia.
Supomos que c esteja na imagem de pRT , então, teremos uma única solução y
para a equação (3.6).
Como
QTx “ w,
temos que
x “ Q
«
y
z
ff
,
e, portanto,
x “ Q
«
y
z
ff
` am. (3.7)
Então, para sabermos como será a interseção das esferas, ou seja, como os
pontos da interseção estarão distribuídos no espaço, basta sabermos como são os vetores
w “
«
y
z
ff
, pois a multiplicação pela matriz Q, apenas rotaciona as soluções e a soma de
am apenas realiza uma translação.
Se x está na interseção das m esferas, então as seguintes igualdades são satis-
feitas:
||x´ ai||22 “ d2i , i “ 1, . . . ,m.
Substituindo a equação (3.7) na equação acima,›››››Q
«
y
z
ff
` am ´ ai
›››››
2
2
“ d2j , i “ 1, . . . ,m.
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Se i “ m, teremos ›››››Q
«
y
z
ff
` am ´ am
›››››
2
2
“ d2m,
e, como Q é ortogonal, ›››››
«
y
z
ff›››››
2
2
“ d2m,
o que implica que
||y||22 ` ||z||22 “ d2m, (3.8)
e, portanto,
z21 ` . . .` z2n´k “ d2m ´ ||y||22. (3.9)
A equação (3.8) define uma n-esfera no Rn de centro na origem e raio d2m.
Uma vez que, se o sistema (3.6) tiver solução y P Rk, ela será única, então teremos que a
interseção das m esferas será igual a interseção de uma n´esfera com um subespaço de
dimensão k, que no caso não-vazio, consiste em uma pn´ kq´esfera.
Pela equação (3.9), temos que:
• Se d2m ă ||y||22, então a interseção será vazia;
• Se d2m “ ||y||22, então a interseção será um único ponto;
• Se d2m ą ||y||22, então a interseção das m esferas será uma pn´ kq´esfera.
Figura 14 – Três esferas no R3 com os centros afimente dependentes, em que a interseção
é vazia.
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Segue abaixo um pseudo-algoritmo do método baseado no Teorema 4 que
demonstramos acima.
Algoritmo 3 – Método para o cálculo da interseção de esferas no caso geral
Dados: Os centros a1, . . . , am P Rn e os raios d1, . . . , dm P R` de m esferas no Rn.
Resultado: Se a interseção for não-vazia, teremos dois casos: (a) se a interseção for
um ponto, será dado a solução x, (b) se a interseção for uma
pn´ kq´esfera, a saída será o vetor y e a matriz Q.
início
Construa a matriz pA “ ra1 ´ am . . . am´1 ´ ams;
Calcule a decomposição QR da matriz pA e k “ postop pAq;
Calcule o vetor c conforme a equação (3.4) e a matriz pR da equação (3.5);
se c R Imp pRT q então
Pare, pois a interseção é vazia;
fim
Resolva o sistema (3.6), encontrando o valor de y;
se d2m ´ ||y||22 ă 0 então
Pare, pois a interseção é vazia;
fim
se d2m ´ ||y||22 “ 0 então
A interseção será composta por um único ponto. Basta fazer z “ 0, e a
solução (única) será dada pela equação (3.7);
fim
se d2m ´ ||y||22 ą 0 então
A interseção será uma pn´ kq´esfera. O vetor z será definido pela equação
(3.9), e para cada possível valor de z, teremos um ponto na interseção das m
esferas, dado pela equação (3.7).
fim
fim
Temos que o Algoritmo 2 do Capítulo 2 é uma particularização deste apresentado
acima, quando m “ n e k “ n´ 1, ou seja, quando estamos interceptando n esferas com
centros afimente independentes.
Podemos também perceber que há dois momentos em que este algoritmo poderá
informar que a interseção é vazia: se o sistema (3.6) não possuir solução e se d2m ă ||y||22.
No caso do algoritmo 2, ele informará a interseção vazia apenas no segundo caso, pois
como os centros são afimente independentes, então o sistema (2.13) sempre terá solução.
Para verificarmos se o vetor c está na imagem de pRT , ou seja, se o sistema
(3.6) possui solução, quando os centros forem afimente dependentes, basta observar que a
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Figura 15 – Três esferas no R3 com os centros afimente dependentes, em que a interseção
é 1 ponto.
decomposição QR da matriz pA na equação (3.5) pode ser escrita da seguinte maneira,
pA “ QR “ Q« pR1 pR2
0 0
ff
,
onde pR1 é uma matriz triangular superior, não singular, de ordem k ˆ k e pR2 tem ordem
k ˆ pm´ 1´ kq.
Assim, pR “ ” pR1 pR2 ı ,
e, portanto, o sistema (3.6) ficará da seguinte forma,« pRT1pRT2
ff
y “ c,
onde c “
«
c1
c2
ff
, com c1 P Rk e c2 P Rm´1´k.
Como pRT1 é não singular, temos que o sistema pRT1 y “ c1 terá solução única. Se
essa solução cumprir a equação || pRT2 y´ c2||2 “ 0, então o sistema (3.6) terá solução, e essa
será única. Caso contrário, teremos que c não pertence a imagem de pRT , e portanto, como
já citamos, a interseção das esferas será vazia.
Figura 16 – Três esferas no R3 com os centros afimente dependentes, em que a interseção
é uma 2-esfera (circunferência).
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Para facilitar a visualização do Teorema 4, elaboramos algumas figuras com
representações de interseções de esferas no R3. Relembre do Capítulo 2, as Figuras 9, 10 e
11, em que os centros das esferas são afimente independentes, e assim, o invólucro afim
destes centros tem dimensão k “ 2. Nestas figuras podemos observar as três possibilidades
descritas no Teorema 4 neste caso, em que a interseção destas esferas pode ser: (a) vazia
(Figura 9), (b) 1 ponto (Figura 10) ou (c) uma p3´ 2q´esfera, isto é, uma 1-esfera, como
mostra a Figura 11.
Por outro lado, as Figuras 14, 15 e 16 mostram esferas em R3 com centros
afimente dependentes. Nestes três casos, o invólucro afim dos centros tem dimensão k “ 1,
já que os centros são diferentes e colineares. Temos que segundo o Teorema 4 a interseção
neste caso pode ser: (a) vazia (Figura 14), 1 ponto (Figura 15) ou (c) uma p3´ 1q´esfera,
ou seja, uma 2-esfera, que é uma circunferência, como ilustra a Figura 16.
3.2 Ortogonalidade
Também é possível mostrar que o espaço vetorial associado ao invólucro afim
dos pontos na interseção das esferas é ortogonal ao espaço vetorial associado ao invólucro
afim dos centros das m esferas.
Teorema 5. Sejam a1, . . . , am os centros de m esferas no Rn e d1, . . . , dm P R` seus
respectivos raios. Temos que o espaço vetorial associado ao invólucro afim do conjunto
de pontos na interseção das esferas é ortogonal ao espaço vetorial associado ao invólucro
afim dos centros das esferas.
Demonstração. Temos que o conjunto A “ ta1, . . . , amu é composto pelos centros das m
esferas, dessa forma, temos pelo Teorema 1 que o espaço vetorial associado ao affpAq
será o espaço gerado pelos vetores vi “ ai ´ am, com i “ 1, . . . ,m ´ 1, que formam as
colunas da matriz pA “ ra1 ´ am . . . am´1 ´ ams. Assim, o espaço vetorial gerado pelos
vetores vi, i “ 1, . . . ,m´ 1, será a Imp pAq.
Seja S o subespaço vetorial associado ao invólucro afim do conjunto de pontos
na interseção das esferas. Para mostrar que S é ortogonal à Imp pAq, devemos demonstrar
que este deve estar contido no complemento ortogonal de Imp pAq, e como o Teorema 3 diz
que Imp pAqK “ Kerp pAT q, então devemos mostrar que S Ď Kerp pAT q.
No Teorema 4, vimos que a interseção das esferas poderá ser vazia, um ponto,
ou uma pn´ kq´esfera, onde k “ dimpaffpAqq “ dimpImp pAqq.
Se a interseção for vazia, então S será o conjunto vazio, e que por definição,
está contido em Kerp pAT q.
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Se a interseção for um ponto, então o subespaço S será composto apenas
pelo vetor nulo, ou seja, S “ t0u, e como 0 P Kerp pAT q, então também teremos que
S Ď Kerp pAT q.
Supomos, agora, que a interseção das m esferas seja uma pn´ kq´esfera, dessa
forma a interseção terá pelo menos dois pontos. Sejam x1 e x2 pontos na interseção das
esferas. Dessa forma o vetor v “ x1 ´ x2 pertence ao subespaço vetorial S.
Como x1 e x2 são dois pontos na interseção das m esferas, então x1 “ x1 ´ am
e x2 “ x2 ´ am são pontos na interseção das esferas transladadas por T´am . Além disso,
temos que
pAT pvq “ pAT px1´x2q “ pAT px1´x2´am`amq “ pAT ppx1´amq´px2´amqq “ pAT px1´x2q,
sabendo que a multiplicação por uma matriz é linear, e utilizando o fato que pATx “ c,
para todo x na interseção das esferas transladadas, conforme a equação (3.3) temos que
pAT px1 ´ x2q “ pATx1 ´ pATx2 “ c´ c “ 0.
Assim, temos que v pertence ao núcleo de pAT , o que implica que S Ď Kerp pAT q,
e, portanto, o subespaço vetorial S é ortogonal ao espaço Imp pAq, subespaço vetorial
associado ao affpAq.
Neste teorema, vemos que o subespaço vetorial associado ao invólucro afim
do conjunto de pontos na interseção das m esferas do Rn está contido no complemento
ortogonal do subespaço vetorial associado ao invólucro afim dos centros das esferas, que
tem dimensão k. Além disso, temos pelo próximo resultado, que se a interseção destas
esferas for uma pn ´ kq´esfera, como no terceiro caso do Teorema 4, então estes dois
espaços serão iguais.
Corolário 2. Seja A “ tai, . . . , amu os centros dem esferas no Rn, tal que dimpaffpAqq “
k. Se a interseção destas esferas for uma pn´ kq´esfera, então o espaço vetorial associado
ao invólucro afim dos pontos na interseção das esferas será o complemento ortogonal ao
subespaço vetorial associado ao affpAq.
Demonstração. Sabemos que o espaço vetorial associado ao affpAq é a Imp pAq, em quepA “ ra1 ´ am . . . am´1 ´ ams. Como dito no enunciado, sabemos que a dimensão deste
espaço é k, dessa forma, temos que o complemento ortogonal da Imp pAq tem dimensão
n´ k.
Supomos que a interseção das esferas seja uma pn ´ kq-esfera, conforme diz
o terceiro item do Teorema 4, isto é uma esfera contida em um subespaço de dimensão
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n´ k. Dessa forma, o invólucro afim dos pontos nesta interseção, e consequentemente, o
seu subespaço vetorial associado S terão dimensão n´ k.
Pelo teorema anterior, temos que S está contido em Imp pAqK, e como os dois
espaços tem a mesma dimensão, então podemos concluir que S “ Imp pAqK, provando dessa
forma o Corolário.
No próxima seção, mostraremos os experimentos computacionais que realizamos
com o Algoritmo 3.
3.3 Resultados Computacionais
Neste capítulo, apresentaremos os experimentos computacionais que realizamos
com o Algoritmo 3. Assim como nos experimentos da Seção 2.3, realizamos testes em
espaços vetoriais de dimensão n, para 2 ď n ď 500. Levamos em consideração duas
variáveis, (a) o tempo que o algoritmo leva para calcular a interseção e (b) o erro, calculado
via MDE, definido pela equação (2.23).
Para gerar as instâncias, que são as esferas no Rn, seguimos os seguintes passos:
1. Geramos um valor inteiro aleatório m, tal que 2 ď m ď n (será a quantidade de
esferas).
2. Geramos um valor inteiro aleatório k, tal que 1 ď k ď m´ 1 (será a dimensão do
invólucro afim dos m centros).
3. Geramos uma matriz A de dimensão nˆm e posto k (suas colunas serão os centros
das esferas).
Para gerarmos esta matriz A com posto k, geramos aleatoriamente os valores não
nulos λi independentes e uniformemente distribuídos no intervalo r0, 10s e os vetores
ui P Rn e vi P Rm, com 1 ď i ď k, cujas entradas são obtidas de uma distribuição
uniforme em r0, 1s, e assim, definimos
A “
kÿ
i“1
λiuiv
T
i .
4. Geramos um ponto aleatório x˚ em Rn e calculamos as distâncias di “ ||x˚ ´ ai||2,
para 1 ď i ď m (as entradas de d corresponderão aos raios das esferas).
Podemos observar que as instâncias foram geradas de tal forma que a interseção
fosse sempre não-vazia.
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Se a interseção das m esferas for composta por apenas um ponto, então o erro
do algoritmo será calculado pelo MDE deste ponto. Porém, sabemos pelo Teorema 4, que
a interseção pode ter infinitas soluções, formando uma pn´ kq´esfera. Nesse caso, para
calcular o erro, escolhemos uma solução aleatória z da equação (3.9), obtendo assim, um
ponto x na interseção das m esferas através da equação (3.7). E, assim, calculamos o valor
de MDEpxq, conforme a equação (2.23). Neste último caso, para obtermos uma solução
da equação (3.9), escolhemos um vetor aleatório pz de dimensão n´ k, e fazemos
z “ad2m ´ ||y||22 pz}pz}2 ,
pois
}z}22 “
››››ad2m ´ ||y||22 pz}pz}2
››››2
2
“ pd2m ´ ||y||22q}pz}22}pz}22 “ d2m ´ ||y||22.
Foram realizados 10 testes para cada dimensão. Apresentamos abaixo a Tabela
2 com a média dos tempos e dos erros nestes 10 testes em cada espaço de dimensão n,
além dos menores e maiores tempos e erros. Os gráficos das Figuras 17 e 18 estão em
escala logarítmica e representam respectivamente a média dos tempos e erros (MDE).
Podemos verificar na Tabela 2 e no gráfico da Figura 18 que o Algoritmo 3
se mostrou tão estável quanto o Algoritmo 2 (Figura 13) que é uma particularização
deste terceiro algoritmo, já que utiliza apenas esferas com centros afimente independentes.
Mesmo calculando a interseção de esferas com centros afimente dependentes, o erro ficou
entre 10´16 e 10´15, assim como o Algoritmo 2.
Observando as Figuras 12 e 17 podemos perceber que o tempo que os Algoritmos
2 e 3 levaram para calcular o conjunto solução também tiveram um crescimento parecido.
Segue abaixo, a tabela e as figuras com os gráficos que contém os dados obtidos
em nossos experimentos computacionais com o Algoritmo 3.
3.4 Interseção de m esferas e uma casca esférica no Rn
Outro caso bastante recorrente nas aplicações é calcular a interseção entre
esferas e uma casca esférica. Veremos abaixo um teorema que mostra como é esta interseção
de uma quantidade qualquer de esferas com uma casca esférica, onde também apresentamos
um método para calcular os pontos nesta interseção.
Teorema 6. Sejam A “ ta1, . . . , amu Ă Rn os centros de m esferas com raios d1, . . . , dm P
R, onde dimpaffpAqq “ k e am`1 é o centro de uma casca esférica com dm`1 e dm`1, os
respectivos raios interior e exterior. Se dimpaffpA
ď
tam`1uqq “ k, então temos que a
interseção das m esferas com a casca esférica será
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Menor Maior Erro Menor Maior Tempo
Dimensão erro erro Médio Tempo (s) Tempo (s) Médio (s)
3 0,00E+00 7,23E-16 1,57E-16 7,63E-05 5,72E-03 1,05E-03
4 4,69E-17 2,58E-16 1,47E-16 5,09E-05 1,66E-04 8,33E-05
5 5,47E-17 5,76E-16 2,00E-16 6,56E-05 1,16E-04 9,22E-05
6 0,00E+00 4,27E-16 1,30E-16 7,05E-05 1,45E-04 1,14E-04
7 6,87E-17 2,49E-16 1,39E-16 5,67E-05 1,44E-04 1,03E-04
8 5,14E-17 1,53E-15 2,72E-16 1,38E-04 2,11E-04 1,65E-04
9 4,08E-17 2,10E-16 1,41E-16 7,81E-05 4,12E-04 1,29E-04
10 2,69E-17 4,05E-16 1,56E-16 7,23E-05 2,22E-04 1,06E-04
20 4,86E-17 7,59E-16 2,27E-16 1,44E-04 4,47E-04 2,67E-04
30 7,04E-17 2,82E-15 4,48E-16 2,55E-04 6,35E-04 3,60E-04
40 8,91E-17 2,65E-16 1,69E-16 4,23E-04 1,10E-03 5,94E-04
50 9,51E-17 3,12E-16 1,52E-16 9,87E-04 1,57E-03 1,14E-03
60 1,18E-16 4,32E-16 2,16E-16 8,20E-04 1,84E-03 1,04E-03
70 1,37E-16 4,69E-16 3,01E-16 8,01E-04 2,36E-03 1,42E-03
80 1,15E-16 4,80E-16 2,08E-16 1,57E-03 2,89E-03 2,08E-03
90 1,04E-16 4,44E-16 2,13E-16 1,93E-03 3,41E-03 2,76E-03
100 1,18E-16 2,77E-16 1,90E-16 2,33E-03 2,75E-03 2,55E-03
110 1,61E-16 5,93E-16 3,29E-16 2,76E-03 4,31E-03 3,34E-03
120 1,71E-16 3,41E-16 2,37E-16 3,19E-03 4,11E-03 3,66E-03
130 1,48E-16 4,79E-16 2,16E-16 3,78E-03 7,23E-03 5,57E-03
140 1,60E-16 7,39E-16 2,68E-16 4,48E-03 5,44E-03 5,06E-03
150 1,54E-16 5,59E-16 3,52E-16 5,15E-03 9,60E-03 6,31E-03
160 1,76E-16 6,25E-16 3,39E-16 5,63E-03 1,08E-02 7,18E-03
170 1,62E-16 6,26E-16 3,40E-16 7,00E-03 9,04E-03 8,02E-03
180 1,69E-16 5,66E-16 3,12E-16 9,21E-03 1,35E-02 1,11E-02
190 1,57E-16 4,66E-16 2,56E-16 1,06E-02 1,83E-02 1,35E-02
200 1,88E-16 1,10E-15 3,43E-16 1,66E-02 2,07E-02 1,84E-02
210 1,80E-16 1,56E-15 4,23E-16 1,29E-02 1,47E-02 1,38E-02
220 1,70E-16 6,63E-16 2,87E-16 1,10E-02 2,31E-02 1,64E-02
230 1,77E-16 8,70E-16 3,51E-16 1,56E-02 2,48E-02 1,87E-02
240 2,31E-16 7,65E-16 4,23E-16 1,71E-02 3,01E-02 2,54E-02
250 2,00E-16 5,81E-16 2,93E-16 1,76E-02 3,33E-02 2,34E-02
260 2,04E-16 4,51E-16 3,09E-16 1,97E-02 3,45E-02 2,64E-02
270 1,98E-16 5,09E-16 3,03E-16 2,09E-02 3,39E-02 2,84E-02
280 1,93E-16 9,45E-16 4,01E-16 1,89E-02 3,92E-02 2,93E-02
290 2,01E-16 1,40E-15 4,75E-16 2,38E-02 5,06E-02 3,68E-02
300 1,86E-16 6,62E-16 3,31E-16 2,51E-02 5,62E-02 3,54E-02
310 2,60E-16 8,93E-16 4,59E-16 3,24E-02 6,01E-02 4,55E-02
320 2,61E-16 5,09E-16 3,50E-16 3,11E-02 6,13E-02 4,83E-02
330 2,20E-16 1,00E-15 3,84E-16 2,79E-02 7,32E-02 5,21E-02
340 2,08E-16 1,34E-15 5,16E-16 4,32E-02 6,58E-02 5,29E-02
350 1,96E-16 6,33E-16 3,71E-16 3,88E-02 7,60E-02 6,24E-02
360 2,55E-16 1,10E-15 5,44E-16 4,44E-02 8,85E-02 6,53E-02
370 2,50E-16 4,08E-16 3,09E-16 5,66E-02 1,02E-01 8,22E-02
380 2,49E-16 6,36E-16 3,61E-16 6,94E-02 1,17E-01 9,75E-02
390 2,39E-16 1,08E-15 3,91E-16 7,26E-02 1,19E-01 1,02E-01
400 2,02E-16 1,06E-15 3,96E-16 6,82E-02 1,27E-01 1,00E-01
420 2,58E-16 6,56E-16 4,40E-16 9,26E-02 1,68E-01 1,25E-01
440 2,26E-16 9,05E-16 4,81E-16 8,50E-02 1,85E-01 1,42E-01
460 2,31E-16 6,38E-16 3,41E-16 8,97E-02 3,43E-01 1,95E-01
480 2,76E-16 9,29E-16 4,71E-16 1,12E-01 5,99E-01 2,85E-01
500 3,61E-16 8,76E-16 4,70E-16 9,43E-02 2,69E-01 2,11E-01
Tabela 2 – Tabela com os resultados computacionais do Algoritmo 3.
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Figura 17 – Gráfico relacionado à média dos Tempos (s) nos testes do Algoritmo 3.
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Figura 18 – Gráfico relacionado à média dos Erros (MDE) nos testes do Algoritmo 3.
• Vazia;
• Um ponto;
• Uma pn´ kq´esfera.
Entretanto, se dimpaffpA
ď
tam`1uqq “ k ` 1, temos que a interseção das m esferas com
a casca esférica será
• Vazia;
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• Um ponto;
• A união de pn´ k ´ 1q´esferas.
Demonstração. Primeiro, transladamos as esferas e a casca, de forma que o centro de uma
das esferas fique na origem. Por conveniência, escolhemos a última esfera am e subtraímos
dos outros centros.
Se x é um ponto na interseção das m esferas e da casca, então x “ x´ am será
um ponto na interseção após a translação. Dessa forma, x satisfará todas as equações do
seguinte sistema não-linear:
||x´ pai ´ amq||22 “ d2i , i “ 1, . . . ,m, (3.10)
incluindo as seguintes inequações
d2m`1 ď ||x´ pam`1 ´ amq||22 ď d2m`1. (3.11)
Note que, para i “ m, teremos
||x||22 “ d2m, (3.12)
e, para i ‰ m,
||x||22 ´ 2xT pai ´ amq ` ||ai ´ am||22 “ d2i , i “ 1, . . . ,m´ 1,
além de que
d2m`1 ď ||x||22 ´ 2xT pam`1 ´ amq ` ||am`1 ´ am||22 ď d2m`1,
o que implica em
pai ´ amqTx “ ´12pd
2
i ´ d2m ´ ||ai ´ am||22q, i “ 1, . . . ,m´ 1
e
´12pd
2
m`1 ´ d2m ´ ||am`1 ´ am||22q ď pam`1 ´ amqTx ď ´12pd
2
m`1 ´ d2m ´ ||am`1 ´ am||22q.
Chamando pA “ ra1 ´ am . . . am´1 ´ am am`1 ´ ams P Rnˆm, temos
paTi x “ ci, i “ 1, . . .m´ 1, (3.13)
onde
ci “ ´12pd
2
i ´ d2m ´ ||ai ´ am||22q, i “ 1, . . . ,m´ 1, (3.14)
e
cm`1 ď paTmx ď cm`1, (3.15)
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onde
cm`1 “ ´12pd
2
m`1 ´ d2m ´ ||am`1 ´ am||22q (3.16)
e
cm`1 “ ´12pd
2
m`1 ´ d2m ´ ||am`1 ´ am||22q, (3.17)
em que aˆi, com i “ 1, . . . ,m, denota a i-ésima coluna de Aˆ.
Supomos, sem perda de generalidade, que a1´ am, . . . , ak ´ am são linearmente
independentes. O primeiro caso que será estudado é se dimpaffpA
ď
tam`1uqq “ k ` 1.
Nesse caso, temos que pam “ am`1 ´ am não está no subespaço rpa1, . . . ,paks.
Seja E uma matriz de permutação que leva as pm´ k ´ 1q colunas de pA para
as últimas posições e antecipa a coluna m para a posição k ` 1, isto é,
r pA1:k pAk`1:m´1 pamsE “ r pA1:k pam pAk`1:m´1s.
Assim, a sua decomposição QR será da seguinte forma:
pAE “ QR “ Q« R1 rk`1 R2
0 0 0
ff
, (3.18)
onde Q P Rnˆn é uma matriz ortogonal, as k primeiras linhas da matriz R1 P Rpk`1qˆk
formam uma matriz triangular superior e a última linha é nula, rk`1 é um vetor de
dimensão k ` 1 e R2 é uma matriz de ordem pk ` 1q ˆ pm´ k ´ 1q.
Temos que pam não está no subespaço rpa1, . . . ,paks “ rq1, . . . , qks. Além disso,pak`1, . . . ,pam´1 são linearmente dependentes das primeiros k colunas de pA, portanto estão
no subespaço rq1, . . . , qks e podem ser escritos como combinações lineares destes. Ou seja,
temos que pak`i “ bi,1q1 ` . . . ` bi,kqk, @i “ 1, . . . ,m ´ k ´ 1, para escalares bi,j, com
i “ 1, . . . ,m ´ k ´ 1 e j “ 1, . . . k. Se R2pi, jq “ bi,j, para todo i “ 1, . . . ,m ´ k ´ 1 e
j “ 1, . . . k, obtemos uma matriz R2 P Rpk`1qˆpm´k´1q que satisfaz a equação (3.18) com a
última linha nula. Portanto,
pAE “ QR “ Q
»—– pR1 prk`1 pR20 prk`1,k`1 0
0 0 0
fiffifl . (3.19)
Além disso, temos
p pAEqT “ pQRqT , (3.20)
implicando em
ET pAT “ RTQT . (3.21)
Como E é uma matriz de permutação, entãopAT “ ERTQT , (3.22)
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o que implica
pATx “ ERTQTx “ E
»—– pR
T
1 0 0prTk`1 prk`1,k`1 0pRT2 0 0
fiffiflQTx “
»—– pR
T
1 0 0pRT2 0 0prTk`1 prk`1,k`1 0
fiffiflQTx. (3.23)
Fazendo pR “ ” pR1 pR2 ı e QTx “
»—– yyk`1
z
fiffifl, onde y P Rk, yk`1 P R e
z P Rn´k´1, temos que
pATx “ « pRT 0prTk`1 prk`1,k`1
ff«
y
yk`1
ff
. (3.24)
Assim, pelas equações (3.13) e pelas inequações (3.15), temos que
pRTy “ c (3.25)
e
cm`1 ď
” prTk`1 prk`1,k`1 ı
«
y
yk`1
ff
ď cm`1, (3.26)
onde c “ rc1 . . . cm´1sT .
Como pRT tem dimensão pm´ 1q ˆ k, com k ă m, e posto completo, então o
sistema pRTy “ c terá solução única, desde que c esteja na imagem de pRT . Caso contrário,
a interseção é vazia.
Supondo que c esteja na imagem de pRT , teremos uma única solução y para a
equação (3.25). Dessa forma, pelas desigualdades (3.26), temos que
b ď yk`1 ď b, (3.27)
onde
b “ cm`1 ´ prTk`1yprk`1,k`1 e b “ cm`1 ´ pr
T
k`1yprk`1,k`1 , (3.28)
se prk`1,k`1 ą 0, e
b “ cm`1 ´ prTk`1yprk`1,k`1 e b “ cm`1 ´ pr
T
k`1yprk`1,k`1 , (3.29)
se prk`1,k`1 ă 0.
Como
QTx “
»—– yyk`1
z
fiffifl ,
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temos que
x “ Q
»—– yyk`1
z
fiffifl ,
e, portanto,
x “ Q
»—– yyk`1
z
fiffifl` am. (3.30)
Então, para sabermos como será a interseção das esferas, ou seja, como os
pontos da interseção estarão distribuídos no espaço, basta sabermos como são os vetores
w “
»—– yyk`1
z
fiffifl, pois a multiplicação pela matriz Q apenas rotaciona as soluções e a soma
de am apenas realiza uma translação.
Como x está na interseção das m esferas, então a seguinte igualdade é satisfeita:
||x´ am||22 “ d2m.
Substituindo a equação (3.30) na equação acima,›››››››Q
»—– yyk`1
z
fiffifl` am ´ am
›››››››
2
2
“ d2m,
e como Q é ortogonal, ›››››››
»—– yyk`1
z
fiffifl
›››››››
2
2
“ d2m,
o que implica
||y||22 ` y2k`1 ` ||z||22 “ d2m. (3.31)
Portanto,
z21 ` . . .` z2n´k´1 “ d2m ´ ||y||22 ´ y2k`1. (3.32)
Para essa última equação ter solução, precisamos que d2m ´ ||y||22 ´ y2k`1 ě 0.
Para que isso ocorra é necessário que d2m ´ ||y||22 ě 0, pois caso contrário, a interseção é
vazia. Supondo que d2m ´ ||y||22 ě 0, temos que
´ad2m ´ ||y||22 ď yk`1 ďad2m ´ ||y||22, (3.33)
e, pela equação (3.27), observamos que se b ă ´ad2m ´ ||y||22 ou b ąad2m ´ ||y||22, então
a interseção também é vazia. Caso contrário, temos que
maxtb,´ad2m ´ ||y||22u ď yk`1 ď mintb,ad2m ´ ||y||22u. (3.34)
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A equação (3.31) define uma n-esfera no Rn centrada na origem e raio d2m. Se
o sistema (3.25) tiver solução y P Rk, ela será única, e para cada yk`1 que satisfaz as
desigualdades (3.34), teremos uma pn´ k ´ 1q´esfera.
Assim, pela equação (3.32), para cada yk`1 nas desigualdades (3.34) temos:
• Se d2m “ ||y||22 ` y2k`1, então a interseção será um único ponto;
• Se d2m ą ||y||22 ` y2k`1, então a interseção das m esferas será uma pn´ k ´ 1q´esfera.
Se yk`1 estiver em um intervalo não degenerado, então teremos que a intersecção
será a união de pn´ k ´ 1q´esferas.
Porém, supondo que dimpaffpA
ď
tam`1uqq “ k, então temos que pA tem posto
igual a k.
Considere a decomposição QR da matriz pA,
pA “ QR “ Q« pR prm
0 0
ff
, (3.35)
onde Q é uma matriz ortogonal de ordem n e pR é uma matriz de ordem k ˆ pm´ 1q de
posto completo. Temos que pATx “ RTQTx, e assim, particionando QTx “ « y
z
ff
, onde
y P Rk e z P Rn´k, obtemos das equações (3.13) e inequações (3.15) que
pRTy “ c. (3.36)
e
cm`1 ď prTmy ď cm`1. (3.37)
Como pRT tem dimensão pm´ 1q ˆ k, com k ă m, e posto completo, então o
sistema pRTy “ c terá solução única, desde que c esteja na imagem de pRT . Caso contrário,
x não pertencerá a interseção, o que implica que será vazia.
Supondo que c esteja na imagem de pRT , teremos uma única solução y para a
equação (3.36). Testamos essa solução nas inequações (3.37). Se não satisfizer, a interseção
será vazia. Vamos supor que satisfaça.
Como
QTx “
«
y
z
ff
,
temos que
x “ Q
«
y
z
ff
,
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e, portanto,
x “ Q
«
y
z
ff
` am. (3.38)
Além disso, como x está na interseção das m esferas, então a seguinte igualdade
é satisfeita:
||x´ am||22 “ d2m.
Substituindo a equação (3.38) na equação acima,›››››Q
«
y
z
ff
` am ´ am
›››››
2
2
“ d2m.
Sabendo que Q é ortogonal, obtemos›››››
«
y
z
ff›››››
2
2
“ d2m,
o que implica que
||y||22 ` ||z||22 “ d2m, (3.39)
e, portanto,
z21 ` . . .` z2n´k “ d2m ´ ||y||22. (3.40)
A equação (3.39) define uma n-esfera no Rn de centro na origem e raio d2m. Se
o sistema (3.36) tiver solução y P Rk, ela será única, implicando que a interseção das m
esferas será igual a interseção de uma n´esfera com um subespaço de dimensão k, que no
caso não-vazio, consiste em uma pn´ kq´esfera.
Pela equação (3.40), temos que:
• Se d2m ă ||y||22, então a interseção será vazia;
• Se d2m “ ||y||22, então a interseção será um único ponto;
• Se d2m ą ||y||22, então a interseção das m esferas será uma pn´ kq´esfera.
Na demonstração do Teorema acima, obtemos um método para calcular a
interseção de m esferas e uma casca esférica no Rn, para qualquer m P N. Segue abaixo
um pseudo-algoritmo deste método.
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Algoritmo 4 – Método para o cálculo da interseção de m esferas e uma casca esférica
no Rn
Dados: O conjunto de centros A “ ta1, . . . , amu Ă Rn e os raios d1, . . . , dm P R` de
m esferas, o centro am`1 e os raios interior dm`1 e exterior dm`1 de uma
casca esférica no Rn.
Resultado: Se a interseção for não-vazia, o algoritmo dará informações suficientes
para encontrar todos os pontos nesta intersecção.
início
Construa a matriz pA “ ra1 ´ am . . . am´1 ´ am am`1 ´ ams;
Calcule a decomposição QR da matriz pAE e k “ postop pAq;
se k “ dimpaffpAqq ` 1 então
Calcule o vetor c conforme a equação (3.14) e a matriz pR “ ” pR1 pR2 ı da
equação (3.22);
se c R Imp pRT q então
Pare, pois a interseção é vazia;
fim
Resolva o sistema (3.25), encontrando o valor de y;
se d2m ´ ||y||22 ă 0 então
Pare, pois a interseção é vazia;
senão
Para cada yk`1 no intervalo dado em (3.34) e para cada vetor z, solução
da equação (3.32), teremos um ponto na interseção das m esferas com a
casca, dado pela equação (3.30);
fim
senão
Proceda da mesma forma que no Algoritmo 3 com as m esferas e teste uma
solução nas inequações (3.11). Se este ponto satisfizer estas inequações,
então todas as soluções do Algoritmo 3 estarão na intersecção das m esferas
com a casca. Caso contrário, esta intersecção é vazia.
fim
fim
Implementamos o algoritmo acima para obter uma avaliação do tempo que ele
leva para calcular a interseção e o erro calculado da seguinte forma:
MDEpxq “ 1
m` 1
˜ ÿ
1ďiďm
|}x´ ai}2 ´ di|
di
` e
¸
, (3.41)
onde
e “ max
"
dm`1 ´ }x´ am`1}2
dm`1
,
}x´ am`1}2 ´ dm`1
dm`1
, 0
*
.
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Foram realizados 10 testes para dimensão n do espaço, onde 3 ď n ď 500. Para
gerar as instâncias, isto é, as m esferas e a casca esférica no Rn, em cada teste seguimos
os passos descritos abaixo:
1. Geramos um valor inteiro aleatório m, tal que 2 ď m ď n (será a quantidade de
esferas).
2. Geramos um valor inteiro aleatório k, tal que 1 ď k ď m´ 1 (será a dimensão do
invólucro afim dos m centros das esferas).
3. Geramos uma matriz A de dimensão nˆm e posto k da mesma forma que na seção
3.3 (suas colunas serão os centros das esferas).
4. Geramos um vetor aleatório am`1 (será o centro da casca esférica).
5. Geramos um ponto aleatório x˚ em Rn e calculamos as distâncias di “ ||x˚ ´ ai||2,
para 1 ď i ď m (as entradas de d corresponderão aos raios das esferas).
6. Calculamos a distância dm`1 “ ||x˚´am`1||2, geramos dois valores α e β no intervalo
p0, 1q, e definimos dm`1 “ p1´ αqdm`1 e dm`1 “ p1` βqdm`1.
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Figura 19 – Gráfico relacionado à média dos Tempos (s) nos testes do Algoritmo 4.
Para calcular o erro, escolhemos um ponto aleatório da solução encontrada e
utilizamos a equação (3.41). Apresentamos os resultados obtidos na Tabela 3 e nas Figuras
19 e 20, que estão em escala logarítmica.
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Menor Maior Erro Menor Maior Tempo
Dimensão erro erro Médio Tempo (s) Tempo (s) Médio (s)
3 0,00E+00 9,91E-16 1,33E-16 1,68E-04 8,37E-03 2,11E-03
4 0,00E+00 1,98E-16 7,48E-17 2,13E-04 3,09E-03 8,77E-04
5 0,00E+00 4,69E-16 1,21E-16 2,18E-04 1,67E-03 7,49E-04
6 0,00E+00 7,75E-16 1,84E-16 3,28E-04 1,66E-03 8,71E-04
7 0,00E+00 2,49E-16 1,23E-16 2,35E-04 1,27E-03 6,72E-04
8 2,40E-17 3,96E-16 1,29E-16 1,52E-04 4,95E-04 2,52E-04
9 0,00E+00 3,07E-16 1,10E-16 1,76E-04 1,29E-03 3,91E-04
10 0,00E+00 4,35E-16 1,41E-16 1,12E-04 6,59E-04 2,69E-04
20 8,82E-17 4,27E-16 2,01E-16 1,36E-04 4,63E-04 2,57E-04
30 8,69E-17 4,22E-16 2,01E-16 1,36E-04 2,19E-04 1,57E-04
40 1,18E-16 6,07E-15 9,62E-16 2,69E-04 6,74E-04 4,17E-04
50 3,01E-17 8,00E-16 2,92E-16 2,88E-04 5,12E-04 4,09E-04
60 7,47E-17 5,93E-16 3,55E-16 4,25E-04 5,47E-04 4,89E-04
70 1,30E-16 6,66E-16 3,84E-16 4,86E-04 8,43E-04 6,42E-04
80 0,00E+00 2,91E-15 8,32E-16 7,99E-04 1,12E-03 9,20E-04
90 2,51E-17 2,61E-15 8,35E-16 8,04E-04 1,25E-03 1,03E-03
100 9,34E-17 2,20E-15 6,82E-16 1,06E-03 2,04E-03 1,29E-03
110 1,67E-16 1,78E-15 5,87E-16 1,63E-03 4,29E-03 2,50E-03
120 1,48E-16 1,54E-15 4,68E-16 1,41E-03 1,49E-02 4,51E-03
130 4,59E-16 5,23E-15 1,80E-15 2,46E-03 3,75E-03 2,95E-03
140 2,12E-16 8,49E-15 1,93E-15 2,20E-03 3,47E-03 3,14E-03
150 2,43E-16 1,40E-14 2,37E-15 2,51E-03 4,55E-03 3,65E-03
160 1,84E-16 2,94E-15 8,49E-16 3,73E-03 5,12E-03 4,36E-03
170 1,51E-16 4,33E-15 1,33E-15 4,10E-03 5,30E-03 4,67E-03
180 1,72E-16 1,99E-14 2,62E-15 4,87E-03 6,36E-03 5,52E-03
190 2,52E-16 3,88E-15 1,09E-15 4,97E-03 2,97E-02 1,11E-02
200 3,49E-16 2,97E-15 9,94E-16 5,97E-03 3,02E-02 1,19E-02
210 3,11E-16 2,24E-15 9,29E-16 4,58E-03 9,69E-03 7,91E-03
220 2,87E-16 2,03E-15 8,52E-16 6,92E-03 9,66E-03 8,64E-03
230 9,57E-17 1,26E-15 6,39E-16 5,12E-03 1,03E-02 8,67E-03
240 2,82E-16 1,55E-15 7,01E-16 6,59E-03 1,19E-02 9,77E-03
250 2,91E-16 3,97E-15 9,96E-16 1,07E-02 1,53E-02 1,24E-02
260 3,95E-16 7,88E-15 2,16E-15 8,22E-03 1,47E-02 1,22E-02
270 2,52E-16 3,65E-15 1,13E-15 1,06E-02 1,73E-02 1,43E-02
280 1,82E-16 3,05E-15 1,38E-15 1,21E-02 1,75E-02 1,54E-02
290 3,53E-16 4,97E-15 2,08E-15 6,23E-03 1,94E-02 1,55E-02
300 4,60E-16 3,60E-14 5,24E-15 1,17E-02 2,16E-02 1,82E-02
310 3,97E-16 8,48E-15 2,25E-15 1,80E-02 2,48E-02 2,05E-02
320 3,31E-16 5,08E-14 8,35E-15 1,33E-02 2,47E-02 2,10E-02
330 2,63E-16 1,93E-15 8,19E-16 1,12E-02 2,87E-02 2,27E-02
340 2,18E-16 1,03E-14 1,77E-15 1,83E-02 2,95E-02 2,59E-02
350 2,57E-16 1,15E-14 2,06E-15 9,44E-03 3,05E-02 2,61E-02
360 3,61E-16 8,91E-14 1,05E-14 1,92E-02 3,65E-02 3,01E-02
370 3,55E-16 8,59E-15 2,47E-15 3,06E-02 3,96E-02 3,49E-02
380 3,10E-16 3,62E-15 1,42E-15 3,21E-02 4,35E-02 3,96E-02
390 2,72E-16 8,79E-15 2,04E-15 4,27E-02 5,37E-02 4,93E-02
400 4,88E-16 2,72E-15 1,42E-15 4,83E-02 6,07E-02 5,68E-02
420 5,78E-16 1,22E-13 1,48E-14 6,20E-02 7,66E-02 7,06E-02
440 2,75E-16 1,46E-14 3,78E-15 5,49E-02 9,50E-02 8,43E-02
460 4,83E-16 2,39E-14 4,70E-15 1,00E-01 1,16E-01 1,09E-01
480 1,98E-16 3,68E-15 1,36E-15 5,06E-02 1,32E-01 1,19E-01
500 7,26E-16 7,74E-15 2,89E-15 9,54E-02 1,55E-01 1,40E-01
Tabela 3 – Tabela com os resultados computacionais do Algoritmo 4.
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Novamente, geramos as instâncias de tal forma que a interseção fosse não-vazia.
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Figura 20 – Gráfico relacionado à média dos Erros (MDE) nos testes do Algoritmo 4.
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4 Problema de Geometria de Distâncias
Neste capítulo, iremos descrever o Problema de Geometria de Distâncias (PGD)
(2, 3, 4, 5), cuja sigla em inglês é DGP ("Distance Geometry Problem"), que é o problema
de determinar as posições de um conjunto de pontos no Rn, conhecendo as distâncias entre
alguns deles. O PGD é utilizado em diversas aplicações, por exemplo, na determinação de
estruturas moleculares na bioquímica (6, 7), na determinação de posição de estrelas na
astronomia, na visualização de dados e redução dimensional em estatística (16, 17), entre
outras diversas aplicações (18, 12, 13, 14, 15).
Podemos definir o PGD da seguinte forma:
Definição 21. Dado um inteiro n ą 0 e um grafo simples conectado G “ pV,E, dq, em que
d : E Ñ p0,8q é a função peso das arestas E do grafo, encontre uma aplicação x : V Ñ Rn
tal que
||xpuq ´ xpvq||2 “ dpu, vq, @tu, vu P E. (4.1)
Como podemos observar, se xpu1q, . . . , xpukq são conhecidos, e as distâncias
entre v P V e estes pontos estão disponíveis, então as posições para xpvq podem ser obtidas
através do cálculo de interseção de esferas. O que nos motivou a desenvolver o método
apresentado no Capítulo 3. Por simplificação de notação, iremos utilizar xu e du,v no lugar
de xpuq e dpu, vq.
Não existe nenhum método que resolve o caso geral do PGD, mas existem
métodos que resolvem casos particulares. Um exemplo é o método Branch-and-Prune
(9), que consegue resolver o PGD no Rn, quando se pode ordenar os p vértices do grafo
G “ pV,E, dq da seguinte forma:
• Os n primeiros vértices formam uma n´clique do grafo G e geram um hiperplano
do Rn, isto é, são linearmente independentes.
• Para cada um dos outros vértices vi, i “ n` 1, . . . p existem pelo menos n vértices
anteriores vij , j “ 1, . . . , n tal que,
pvi, vijq P E,@j “ 1, . . . , n e,
txij |j “ 1, . . . , nu é afimente independente.
Chamamos essa particularização do PGD de Problema Discretizável de Geome-
tria de Distâncias (PDGD).
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Antes de iniciarmos a discussão sobre o algoritmo Branch-and-Prune, vamos
tratar do Problema da matriz de distâncias Euclidianas (35), que é um sub-problema do
PGD.
4.1 Problema da Matriz de Distâncias Euclidianas
Este é um outro problema da Geometria de Distâncias em que, além das
coordenadas dos vértices, também não conhecemos, a princípio, a dimensão do espaço
euclidiano que se encontra a realização do grafo. Neste caso, gostaríamos de calcular a
menor dimensão para a realização do grafo, além das coordenadas dos vértices desta
realização.
Para este problema, precisamos definir o que é uma matriz de distâncias
Euclidianas.
Definição 22. Seja D uma matriz nˆn simétrica com diagonal principal nula. Dizemos que
D é uma matriz de distâncias Euclidianas se existe uma sequência de pontos tx1, . . . , xnu Ď
RK, para algum K inteiro positivo, tal que
}xi ´ xj}2 “ Dpi, jq “ Di,j, @i, j “ 1, . . . , n. (4.2)
O menor valor de K para o qual exista uma realização de D é chamado de
dimensão de realização de D, denotado por dimpDq “ K. Se D não é uma matriz de
distâncias Euclidianas, dizemos que dimpDq “ 8.
Dado uma matriz D simétrica com diagonal principal nula, de ordem n ˆ n,
o problema é dizer se D é uma matriz de distâncias Euclidianas, e caso seja, encontrar
K P N tal que dimpDq “ K e as coordenadas dos vértices x1, . . . , xn no RK que sejam
uma realização de D.
Antes de discutir o método para resolver tal problema, vamos apresentar alguns
resultados preliminares (35).
Teorema 7. Seja D uma matriz de distâncias Euclidianas de ordem nˆn. Se tx1, . . . , xnu
e ty1, . . . , ynu Ď Rm são duas realizações de D, para algum m ě dimpDq, então o invólucro
afim destas duas realizações tem a mesma dimensão.
Demonstração. Sejam ruisni“2 e rvisni“2 os subespaços vetoriais gerados pelos vetores ui “
xi ´ x1 e vi “ yi ´ y1, com i “ 2, . . . , n. Sabemos que tais subespaços vetoriais são
associados ao invólucro afim de cada realização dada de D, portanto, basta provarmos que
esses subespaços têm a mesma dimensão.
Dados ui e uj para algum i, j “ 2, . . . , n, temos que
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uTi uj “ pxi ´ x1qT pxTj ´ x1q “
xTi xj ´ xT1 xj ´ xTi x1 ` xT1 x1 “
xTi xi ´ 2xTi x1 ` xT1 x1 ´ xTi xi ` 2xTi xj ` xTj xj ` xT1 x1 ´ 2xT1 xj ` xTj xj “
pxi ´ x1qT pxi ´ x1q ´ pxi ´ xjqT pxi ´ xjq ` px1 ´ xjqT px1 ´ xjq “
}xi ´ x1}22 ´ }xi ´ xj}22 ` }x1 ´ xj}22 “
D2i,1 ´D2i,j `D21,j “
}yi ´ y1}22 ´ }yi ´ yj}22 ` }y1 ´ yj}22 “
pyi ´ y1qT pyi ´ y1q ´ pyi ´ yjqT pyi ´ xjq ` py1 ´ yjqT py1 ´ yjq “
yTi yj ´ yT1 yj ´ yTi y1 ` yT1 y1 “
pyi ´ y1qT pyTj ´ y1q “ vTi vj,
implicando em uTi uj “ vTi vj.
Seja T : ruisni“2 Ñ rvisni“2 uma transformação linear tal que T puiq “ vi, para
i “ 2, . . . , n.
Sejam u “
nÿ
i“2
aiui e u1 “
nÿ
i“2
biui dois elementos quaisquer de ruisni“2. Supondo
T puq “ T pu1q, temos
0 “ }T puq´T pu1q}22 “ }T pu´u1q}22 “ T pu´u1qTT pu´u1q “ p
nÿ
i“2
pai´biqviqT p
nÿ
i“2
pai´biqviq.
Dessa forma,
0 “
nÿ
i“2
nÿ
j“2
pai´biqpaj´bjqvTi vj “
nÿ
i“2
nÿ
j“2
pai´biqpaj´bjquTi uj “ pu´u1qT pu´u1q “ }u´u1}22,
o que implica que u “ u1, mostrando que T é injetiva, e portanto, dimpruisni“2q ď
dimprvisni“2q.
De forma similar, podemos encontrar uma transformação linear injetiva T 1 :
rvisni“2 Ñ ruisni“2, o que nos mostra que de fato dimpruisni“2q “ dimprvisni“2q.
Com esse resultado, podemos demonstrar o seguinte teorema.
Teorema 8. Seja D uma matriz de distâncias Euclidianas de ordem nˆn e tx1, . . . , xnu Ď
Rm uma realização de D. Se K é a dimensão do invólucro afim dessa realização, então
dimpDq “ K.
Demonstração. Como a dimensão do invólucro afim de tx1, . . . , xnu Ď Rm é K, então
a dimensão do subespaço vetorial associado ruisni“2 também terá dimensão K, onde
ui “ xi ´ x1, para i “ 2, . . . , n.
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Seja Q a isometria que mapeia ruisni“2 para RK . Considerando y1 “ 0 e yi “
Qpxi ´ x1q, para i “ 2, . . . , n, temos que
}yi ´ yj}2 “ }Qpxi ´ x1q ´Qpxj ´ x1q}2 “ }Qpxi ´ xjq}2 “ }xi ´ xj} “ Di,j,
para todo i, j “ 1, . . . , n. Assim, ty1, . . . , ynu Ď RK é uma realização de D, e portanto,
dimpDq ď K.
Como pelo Teorema 7 o invólucro afim de qualquer outra realização de D
também terá dimensão K, então temos que dimpDq “ K.
O próximo resultado diz que a dimensão da matriz D não pode ser maior ou
igual a ordem desta mesma matriz.
Corolário 3. Seja D uma matriz de distâncias Euclidianas de ordem n ˆ n. Então,
dimpDq ď n´ 1.
Demonstração. Como uma realização de D terá n pontos e o invólucro afim de n pontos
tem no máximo dimensão n´ 1, pelo Teorema 8, temos que dimpDq ď n´ 1.
A submatriz principal de uma matriz D é a matriz obtida cancelando a última
linha e coluna de D, que denotaremos por Dp1 : n´ 1, 1 : n´ 1q.
Teorema 9. Seja D uma matriz de distâncias Euclidianas de ordem nˆn e m ě dimpDq.
Se conhecemos uma realização tx1, . . . , xn´1u Ď Rm da submatriz principal Dp1 : n´ 1, 1 :
n´ 1q, então existe xn P Rm tal que tx1, . . . , xnu Ď Rm é uma realização de D.
Demonstração. Temos que tx1, . . . , xn´1u Ď Rm é uma realização de Dp1 : n´1, 1 : n´1q.
Como m ě dimpDq, então existe ty1, . . . , ynu Ď Rm que é uma realização de D, e portanto,
ty1, . . . , yn´1u Ď Rm será uma realização de Dp1 : n´ 1, 1 : n´ 1q.
Pelo Teorema 7 o invólucro afim de tx1, . . . , xn´1u e ty1, . . . , yn´1u tem a mesma
dimensão. Portanto, existe um operador linear Q em Rm, tal que Qpyi ´ yjq “ xi ´ xj,
para todo i, j “ 1, . . . , n´ 1. Se xn “ x1 `Qpyn ´ y1q, então para todo i “ 1, . . . , n´ 1,
temos que
}xn ´ xi}2 “ }x1 ´ xi `Qpyn ´ y1q}2 “
}Qpy1 ´ yiq `Qpyn ´ y1q}2 “
}Qpy1 ´ yi ` yn ´ y1q}2 “
}Qpyn ´ yiq}2 “ }yn ´ y1}2.
Dessa forma, tx1, . . . , xnu realiza D.
Chegamos, então, ao seguinte resultado.
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Teorema 10. Seja D uma matriz de distâncias Euclidianas de ordem nˆ n. Temos que
se dimpDp1 : n´ 1, 1 : n´ 1qq “ K, então dimpDq P tK,K ` 1u.
Demonstração. Como dimpDp1 : n ´ 1, 1 : n ´ 1q “ K, então existe uma realização da
submatriz principal tx1, . . . , xn´1u Ď Rm, com m ě K, em que o invólucro afim dessa
realização tenha dimensão K.
Pelo Teorema anterior, existe xn P Rm de tal forma que tx1, . . . , xnu é uma
realização de D. Dessa forma, como acrescentamos apenas um ponto ao conjunto, o
invólucro afim desta realização terá dimensão K ou K ` 1, e portanto, dimpDq P tK,K `
1u.
Baseado nos Teoremas acima, foi desenvolvido em (35) um método para resolver
o problema da matriz de distâncias Euclidianas descrita no começo desta seção. Segue
abaixo a descrição de tal método.
Seja D uma matriz simétrica com diagonal principal nula de ordem n ˆ n.
Queremos descobrir se D é uma matriz de distâncias Euclidianas e caso seja, encontrar
K “ dimpDq e uma realização tx1, . . . , xnu Ď RK de D.
Esta busca começa no R1 e o espaço aumenta conforme necessário. Escolhemos
a posição do primeiro ponto x1 na origem, ou seja, x1 “ 0. Dessa forma, a coordenada
do segundo ponto será x2 “ D1,2. A partir do terceiro ponto, agimos de forma similar até
encontrarmos as coordenadas de todos os pontos, caso D seja uma matriz de distâncias
Euclidianas.
Supomos que já calculamos a posição dos i primeiros pontos tx1, . . . xiu Ď Rm,
para algum i “ 3, . . . , n ´ 1, onde m “ dimpDp1 : i, 1 : iqq. Observe que quando i “ 2,
então m “ 1. Temos que Dp1 : i, 1 : iq é uma matriz de distâncias Euclidianas, e portanto,
caso Dp1 : i ` 1, 1 : i ` 1q também seja, temos pelo Teorema 10 que dimpDp1 : i` 1, 1 :
i` 1qq P tm,m` 1u. Colocamos os pontos x1, . . . xi no espaço Rm`1 acrescentando uma
pm` 1q´ésima coordenada nula. Assim, pelo Teorema 9, existirá xi`1 P Rm`1 de tal forma
que tx1, . . . xi`1u Ď Rm`1 será uma realização de Dp1 : i` 1, 1 : i` 1q.
Para encontrar xi`1 podemos utilizar o Algoritmo 2, onde x1, . . . , xi P Rm`1
são os centros das esferas e D1,i`1, . . . , Di,i`1R são os raios. Se o algoritmo disser que a
interseção destas esferas é vazia, então, pelo Teorema 9, teremos que Dp1 : i` 1, 1 : i` 1q
não é uma matriz de distâncias Euclidianas. Dessa forma, D também não será, implicando
dimpDq “ 8. Caso a interseção seja não vazia, escolhemos um ponto nesta interseção
para xi`1. Assim, tx1, . . . xi`1u Ď Rm`1 será uma realização de Dp1 : i ` 1, 1 : i ` 1q, e
para sabermos sua dimensão, basta sabermos a dimensão do subespaço afim gerado por
x1, . . . xi`1. Como o espaço afim gerado por x1, . . . xi é m, e como suas pm` 1q´ésimas
coordenadas são nulas, basta observar a pm` 1q´ésima coordenada de xi`1. Se esta for
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nula, então ele estará neste mesmo subespaço afim de dimensão m, e portanto, dimpDp1 :
i ` 1, 1 : i ` 1qq “ m. Neste caso, basta retirar a pm ` 1q´ésima coordenada nula de
todos os pontos calculados. Agora, se a pm` 1q´ésima coordenada de xi`1 for diferente
de zero, então a dimensão do espaço afim gerado pelos i` 1 primeiros pontos será m` 1,
e portanto, dimpDp1 : i` 1, 1 : i` 1qq “ m` 1.
Seguimos estes passos até encontrar a posição do vértice n, obtendo uma
realização de D em RK , com K “ dimpDq, ou até descobrirmos que a matriz D não é
uma matriz de distâncias Euclidianas.
Segue um pseudo-algoritmo do método descrito acima.
Algoritmo 5 – Problema das matrizes de distâncias Euclidianas
Dados: Uma matriz D simétrica com a diagonal principal nula de ordem nˆ n.
Resultado: m “ dimpDq e uma realização de D em Rm, caso a matriz D for uma
matriz de distâncias Euclidianas.
início
Defina m “ 1, x1 “ 0 e x2 “ D1,2.
para i=3, . . . , n faça
Acrescente uma nova coordenada nula em cada ponto com posição já
calculadas, xjpm` 1q “ 0, para j “ 1, . . . , i´ 1;
Utilize o Algoritmo 2, usando como centro das esferas os pontos com posições
conhecidas e os raios, as distâncias entre eles e o ponto i;
se a saída do Algoritmo 2 for vazia então
D não é uma matriz de distâncias Euclidianas e dimpDq “ inf;
senão
Escolha um ponto na interseção das esferas para a posição de xi;
fim
se xipm` 1q “ 0 então
Cancelamos as coordenadas m` 1 de todos pontos já calculados;
senão
mÐ m` 1;
fim
fim
fim
4.2 Problema do Completamento de Matriz de Distâncias Euclidi-
anas
Vamos supor agora que a matriz D P Rnˆn seja incompleta, não informando
todas as distâncias entre os vértices do grafo. Nesse caso, o problema é completar, se
possível, a matriz D, de forma que ela se torne uma matriz de distâncias Euclidianas com
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a menor dimensão possível, informando também a realização nesse espaço.
Nesse caso, o algoritmo de Coope não poderia ser utilizado de modo geral,
pois ele requer que conheçamos uma quantidade de esferas igual a dimensão do espaço
trabalhado, o que pode não ocorrer caso faltem distâncias, assim, precisaremos recorrer ao
Algoritmo 3.
Uma forma de se tentar resolver este problema é iniciar a busca pelos pontos
que não aumentam a dimensão do invólucro afim da realização parcial, ou seja, os pontos
na interseção que tenham a última coordenada nula. Caso, em etapas posteriores, chegue-
mos em uma realização inviável, retornamos nesta etapa, escolhemos outro ponto nesta
interseção e continuamos a busca.
Quando a matriz D é completa, em todas as etapas, a quantidade de esferas
afimente independentes é sempre igual à dimensão do espaço que se está trabalhando.
Nesse caso, a interseção terá 0, 1 ou 2 pontos. Se esta for vazia, D não será uma matriz
de distâncias Euclidianas. Porém, se tiver 1 ou 2 pontos, qualquer escolha irá nos levar à
uma realização em RdimpDq, no caso de D ser uma matriz de distâncias Euclidianas.
Caso a matriz D não seja completa, pode ocorrer em alguma etapa que a
interseção seja uma i´esfera, isto é, tenha uma quantidade não enumerável de pontos.
Nesse caso, importa a solução escolhida na interseção, pois diferente do caso da matriz
completa, em que todos pontos da interseção nos levarão ao mesmo resultado, quando
a matriz é incompleta podem existir pontos que nos conduzirão a resultados diferentes.
Dependendo de nossa escolha, podemos chegar numa realização inviável ou em realizações
com a dimensão do invólucro afim distintas.
Vejamos um exemplo, considerando a matriz
D “
»—————–
0 2 X 2
2 0 1 1
X 1 0 12
2 1 12 0
fiffiffiffiffiffifl .
Vamos definir o primeiro vértice na origem x1 “ 0. Escolhendo x2 “ D1,2 “ 2,
até esse momento, temos todas as distâncias. Ou seja, sabemos que não precisaremos
retroceder e modificar estes valores. Porém, para o terceiro vértice, está faltando uma
distância, implicando em infinitos pontos na interseção.
Acrescentando uma coordenada nula em cada vértice já conhecido, obtemos
x1 “ p0, 0q e x2 “ p2, 0q. Como D2,3 “ 1, teremos duas possibilidades em que a última
coordenada da interseção seja nula: x3 “ p3, 0q e x3 “ p1, 0q. Porém, se optarmos por
qualquer um destes pontos, chegaremos em realizações inviáveis, já que D1,4 “ 2 e D3,4 “ 12 .
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Se escolhermos o ponto x3 “ p94 ,
´?15
4 q, acrescentando um zero à última
coordenada dos três primeiros vértices e utilizando as distâncias do quarto vértice, chegamos
a uma solução única na interseção x4 “ p74 ,
´?15
4 , 0q. Nesse caso, cancelamos o zero da
última coordenada de cada ponto, e assim, o valor que completa a matriz é D1,3 “
?
6 e
dimpDq “ 2.
Porém, no caso de matrizes incompletas, o Teorema 7 não é válido, pois nem
todas as realizações da matriz tem o invólucro afim de mesma dimensão.
Por exemplo, se ao invés de escolhermos x3 “ p94 ,
´?15
4 q optarmos por x3 “p2,´1q, que também é uma opção viável de escolha na terceira etapa, não teríamos
nenhum ponto para a quarto vértice com a última coordenada nula. Dessa forma, uma
realização seria x1 “ p0, 0, 0q, x2 “ p2, 0, 0q, x3 “ p2,´1, 0q e x4 “ p74 ,
´7
8 ,
?
11
8 q. Nesse
caso, poderíamos completar a matriz com D1,3 “
?
5, implicando que a dimensão da
matriz D com esse valor seria três.
O maior problema desse método é que poderíamos ter que retroceder infinitas
vezes em busca da solução, por causa da infinitude de soluções em cada etapa. O mesmo
ocorre quando trabalhamos com distâncias intervalares, isto é, quando não é informado o
valor exato da distância, mas apenas um intervalo em que ele se encontra.
Por exemplo, se a matriz D for completa e, a partir do terceiro vértice, tivermos
uma distância intervalar para cada vértice, o método de Coope também não poderia
ser utilizado no cálculo das interseções, já que teríamos uma casca esférica. Ou seja,
precisaríamos recorrer ao Algoritmo 4. Porém, ainda continuaremos esbarrando no problema
de retroceder infinitas vezes.
Em (36), é discutido uma alternativa de tentar resolver esse problema do retorno
infinito no caso do PDGD no R3, quando há distâncias intervalares. Nesse caso, a solução
é discretizada, sendo escolhidos uma quantidade finita de pontos em cada interseção,
impedindo o algoritmo de retornar infinitas vezes. Entretanto, é possível que o algoritmo
possa informar que o grafo não tenha realização (mesmo possuindo), pois o ponto correto
pode não ter sido escolhido para ser armazenado. Quanto mais pontos guardamos, maior
será a probabilidade de obtermos uma solução, mas maior será o tempo que o algoritmo
irá precisar para apresentá-la.
Vamos tratar do Algoritmo Branch-and-Prune na próxima seção.
4.3 Algoritmo Branch-and-Prune
O algoritmo Branch-and-prune se aproveita da finitude do conjunto solução
obtido pelas hipóteses do PDGD e organiza sua busca numa árvore binária. Essa finitude
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do conjunto solução do PDGD ocorre por dois motivos. Na primeira hipótese, como temos
uma n-clique dos n primeiros vértices, afimente independentes, conseguimos calcular as
suas posições de modo único, a menos de rotações, translações e reflexões (9, 37). Na
segunda hipótese, temos que para cada vértice que falta calcular a posição, conhecemos
as distâncias entre ele e outros n vértices afimente independentes com as coordenadas já
conhecidas. Como vimos, neste caso a interseção destas esferas terá no máximo 2 pontos,
o que permite organizar o espaço de busca de soluções em uma árvore binária.
O primeiro passo do algoritmo Branch-and-Prune é calcular a posição dos n
primeiros vértices. Uma possibilidade seria aplicar o método descrito na seção anterior
para o problema das matriz de distâncias Euclidianas. Por hipótese do PDGD, como os
primeiros n vértices são afimente independentes, então, em todas as etapas a dimensão
será aumentada, chegando ao final, com as posições dos n vértices no Rn. Nesse caso,
teríamos o primeiro vértice com todas as coordenadas nulas, o segundo com as últimas
n ´ 1 coordenadas nulas. Assim, até que o n´ésimo vértice tenha a última coordenada
nula, ou seja, o primeiro vértice está na origem, o segundo no eixo x, o terceiro no plano
xy e assim sucessivamente.
Caso retirarmos a primeira hipótese do PDGD, teríamos a mesma situação que
citamos na seção anterior quando a matriz está incompleta, com a diferença de sabermos,
a princípio, a dimensão do espaço que queremos a realização. Dessa maneira, vale ressaltar
novamente que não é possível utilizar o método de Coope, mas necessitamos recorrer ao
Algoritmo 3. Nesse caso, quando não há todas as distâncias de um vértice aos anteriores já
calculados, poderemos ter uma quantidade infinita de possíveis soluções, onde escolhemos
uma e continuamos o processo. Porém, essa escolha pode não ser a correta, pois pode nos
indicar uma realização não viável. Nesse caso, retrocedemos até um nível que tenha outras
opções. O problema é que esse retorno pode ocorrer infinitas vezes. Podemos ressaltar
ainda que caso os n primeiros vértices não sejam afimente independentes, precisaremos de
mais vértices para chegar a dimensão n, e assim completar o primeiro passo do algoritmo
Branch-and-Prune.
Para calcularmos a posição de cada vértice vi, i “ n ` 1, . . . p, no PDGD,
podemos utilizar o algoritmo 2, já que conhecemos as distâncias entre ele e pelo menos n
vértices anteriores, afimente independentes. Então, o vértice buscado estará na interseção
das esferas centradas nesses n vértices, com posições já conhecidas, e com os raios das esferas
sendo as distâncias dadas. Como estes n vértices anteriores são afimente independentes,
então pelo Teorema 4 temos que esta interseção terá no máximo 2 pontos.
Porém, para cada vértice vi, i “ n ` 1, . . . p, podemos ter distâncias extras
conhecidas, além das n exigidas pela segunda hipótese do PDGD, que poderão nos auxiliar
a encontrar a posição de vi. Podemos proceder de duas formas com elas: (1) na interseção
das n esferas, já vimos que teremos no máximo duas soluções, testaremos estas soluções
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para cada aresta extra que tivermos, se falhar em pelo menos uma já podemos podá-la;
(2) utilizamos no algoritmo 3 todas as arestas conhecidas para vi, as n garantidas pela
hipótese e todas as extras, onde, já teremos diretamente as soluções após as podas da
primeira forma. Em ambos os casos, teremos no máximo duas soluções viáveis para o
vértice vi.
Portanto, nosso espaço de busca será reduzido a uma árvore binária, o que nos
diz que o conjunto solução será finito. A estratégia de busca mais utilizada nesse caso é a
busca em profundidade. Iniciamos esta busca a partir do pn ` 1q´ésimo vértice, já que
descemos de forma única até o nível n da árvore no primeiro passo do Branch-and-Prune.
Como já vimos, no cálculo da interseção das n esferas, obtemos no máximo duas soluções
que devemos testar estas soluções para todas as distâncias extras que tivermos. Se após os
testes restar uma solução, optamos por ela. Se ainda tivermos duas soluções, escolhemos
uma delas e guardamos a outra, continuando a descida da árvore para o próximo vértice.
Se neste caminho não encontrar nenhuma solução para o problema, a busca retrocede até
encontrar um outro caminho viável e recomeça na posição não escolhida desse vértice.
O problema de se utilizar essa estratégia no caso geral do PGD é que, se não
for possível ordenar os vértices conforme as duas hipóteses do PDGD, podemos perder a
finitude do conjunto solução. Por exemplo, se retirarmos a segunda hipótese, ao realizar
o cálculo da interseção das esferas a partir do nível n ` 1 da árvore, poderíamos ter
algum vértice vi que teria menos que n arestas conhecidas. Mesmo que tenha n distâncias
conhecidas, elas não teriam necessariamente a independência afim. Nesse caso, a interseção
destas esferas poderia ser uma i´esfera, com 2 ď i ď n, tendo assim, uma quantidade
de soluções infinitas não-enumeráveis. Ao escolhermos uma posição para vi, poderíamos
podá-la posteriormente, o que nos obrigaria retornar e escolher outra solução. Porém,
como a quantidade de soluções nesse nível é infinita, o algoritmo poderia ter que retornar
a esse nível infinitas vezes, nunca chegando em uma solução.
No caso geral do PGD, nem sempre é possível utilizar o método de Coope, por
não ser possível sempre discretizar o problema. Dessa forma, em cada etapa é preciso
recorrer ao algoritmo 3, o que nos permite calcular a interseção de qualquer quantidade de
esferas em um espaço de qualquer dimensão.
Segue um pseudo-algoritmo do Branch-and-Prune.
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Algoritmo 6 – Algoritmo Branch-and-prune
Dados: Um grafo G “ pV,E, dq e a dimensão n do espaço
Resultado: A posição dos vértices V no Rn
início
Determine a posição dos primeiros n vértices, utilizando o algoritmo 5;
para i “ n` 1, . . . , p faça
Calcule as duas possíveis posições para xi com o algoritmo 2 utilizando as
distâncias com os n vértices anteriores já posicionados.;
Teste estas duas posições com todas as distâncias extras;
se as duas posições satisfizerem todos os testes então
escolha uma das posições, guarde a outra e vá para o próximo vértice;
fim
se apenas uma das posições satisfizer todos os testes então
escolha essa posição e vá para o próximo vértice;
fim
se as duas posições não satisfizerem todos os testes então
volte até o último vértice que tenha uma posição guardada, e recomece
dele;
se essa busca voltar até o vértice n então
o grafo não tem uma realização possível em RK ;
fim
fim
fim
fim
4.4 Teste Computacional do algoritmo Branch-and-Prune
Apresentaremos nesta seção os testes computacionais que realizamos com o
algoritmo Branch-and-Prune no PDGD. Da mesma forma que os demais experimentos
deste trabalho, os testes foram realizados em espaços de dimensão n, com 3 ď n ď 500,
em que para cada espaço, foram geradas 10 instâncias aleatórias diferentes. Em cada um
destes testes foi levado em consideração (a) o tempo que o algoritmo leva para calcular
uma realização do grafo no Rn e (b) o erro, calculado da seguinte forma:
MDEptx1, . . . , xpuq “ 1|E|
ÿ
i,jPE
|}xi ´ xj}2 ´ di,j|
di,j
, (4.3)
onde |E| é a cardinalidade do conjunto de arestas E do grafo G “ pV,E, dq, que é a
entrada do algoritmo 6.
Estas instâncias de entrada do algoritmo 6 foram geradas de forma que satisfi-
zessem as duas condições do PDGD. Para isso, realizamos os seguintes passos para cada
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dimensão n.
1. Geramos um valor inteiro aleatório m, tal que 2n ď p ď 3n (será a quantidade de
vértices).
2. Geramos uma matriz A de dimensão nˆ p (suas colunas serão uma possível posição
para os vértices). Para gerarmos esta matriz A, geramos aleatoriamente os valores
não nulos λi e os vetores ui P Rn e vi P Rp, com 1 ď i ď n, e definimos
A “
nÿ
i“1
λiuiv
T
i .
3. Calculamos todas distâncias entre as primeiras n colunas (para satisfazer a primeira
condição do PDGD).
4. Calculamos a distância entre a coluna i, com i “ n`1, . . . , p, e as n colunas anteriores
(para satisfazer a segunda condição do PDGD).
5. Calculamos as distâncias extras: para isso, selecionamos aleatoriamente entre 10% e
50% dos vértices i, com i “ n` 1, . . . , p, e destes vértices selecionados, calculamos a
distância entre ele e 10% dos vértices anteriores a ele. Dessa forma, a quantidade de
distâncias extras ficou entre 1% e 5% das distâncias que sobraram nos passos 3 e 4.
Na tabela 4, vemos os resultados que obtivemos nestes testes computacionais.
As figuras 21 e 22, que estão em escala logarítmica, mostram respectivamente a média
dos tempos, em segundos, e a média dos erros (MDE) dos 10 testes em cada dimensão n,
onde n “ 3, . . . , 500.
Podemos observar nestes gráficos que apesar do tempo crescer consideravel-
mente, inciando na ordem de 10´3 e terminando na dimensão 500 com um tempo na ordem
de 101, temos que a média dos erros se mantém abaixo da ordem de 10´4 em todos os
espaços testados.
4.5 Problema Discretizável de Geometria de Distâncias Intervalares
Uma outra sub-classe do PGD é o Problema Discretizável de Geometria de
Distâncias Intervalares (iPDGD) (38, 36), cuja sigla em inglês é iDDGP ("interval Dis-
cretizable Distance Geometry problem"), que é o PDGD em que algumas das distâncias
conhecidas não são exatas, ou seja, pertencem a um intervalo real, que denotamos por
d P rd, d¯s. Nesse caso, se a distância entre os vértices i e j é intervalar, então temos que
di,j ď }xi ´ xj}2 ď d¯i,j,
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Menor Maior Erro Menor Maior Tempo
Dimensão erro erro Médio Tempo (s) Tempo (s) Médio (s)
3 7,87E-17 6,93E-06 6,93E-07 1,79E-03 2,36E-02 5,05E-03
4 1,50E-16 7,80E-04 7,80E-05 1,74E-03 9,63E-03 3,07E-03
5 2,12E-16 2,07E-04 2,26E-05 1,49E-03 5,90E-03 2,78E-03
6 2,49E-16 8,33E-05 1,16E-05 2,06E-03 4,36E-03 3,27E-03
7 3,10E-16 3,03E-04 7,21E-05 2,02E-03 4,54E-03 3,17E-03
8 4,07E-16 9,66E-05 3,55E-05 2,80E-03 6,84E-03 4,81E-03
9 1,53E-16 5,65E-05 1,63E-05 2,95E-03 8,27E-03 5,48E-03
10 2,58E-07 3,58E-05 1,70E-05 4,35E-03 6,87E-03 5,63E-03
20 1,15E-07 2,27E-05 4,38E-06 7,50E-03 1,68E-02 1,13E-02
30 1,42E-08 6,74E-06 2,01E-06 1,79E-02 2,50E-02 2,19E-02
40 3,33E-09 3,89E-06 8,73E-07 2,22E-02 3,59E-02 2,78E-02
50 3,86E-09 9,00E-07 2,84E-07 3,37E-02 4,82E-02 3,89E-02
60 4,89E-10 9,72E-07 3,41E-07 4,63E-02 7,26E-02 5,90E-02
70 2,40E-08 1,05E-06 2,26E-07 7,90E-02 1,13E-01 9,60E-02
80 2,35E-08 9,03E-07 3,12E-07 1,06E-01 1,49E-01 1,25E-01
90 1,07E-09 4,45E-07 1,26E-07 1,22E-01 1,81E-01 1,52E-01
100 1,74E-09 3,71E-07 7,08E-08 1,67E-01 2,58E-01 2,06E-01
110 2,66E-09 6,70E-06 7,44E-07 6,72E-01 1,12E+00 8,88E-01
120 1,22E-08 4,02E-07 1,60E-07 5,89E-01 1,26E+00 9,50E-01
130 1,02E-08 1,87E-05 2,31E-06 5,23E-01 1,82E+00 1,16E+00
140 2,12E-09 6,17E-07 1,52E-07 1,04E+00 1,69E+00 1,41E+00
150 3,75E-09 6,92E-06 7,88E-07 1,29E+00 2,12E+00 1,76E+00
160 4,82E-09 2,20E-07 7,04E-08 7,47E-01 2,02E+00 1,45E+00
170 3,72E-09 1,71E-07 5,51E-08 9,93E-01 3,24E+00 1,97E+00
180 6,17E-09 1,90E-07 6,09E-08 2,33E+00 3,65E+00 2,96E+00
190 4,57E-09 1,42E-07 4,76E-08 1,58E+00 3,65E+00 2,61E+00
200 1,28E-09 1,77E-07 5,53E-08 1,81E+00 4,26E+00 2,94E+00
210 9,47E-10 1,18E-07 4,46E-08 2,22E+00 5,25E+00 3,32E+00
220 3,33E-09 1,46E-07 3,33E-08 2,50E+00 4,82E+00 3,72E+00
230 9,16E-09 1,04E-07 4,42E-08 2,06E+00 5,87E+00 3,93E+00
240 1,86E-09 6,74E-08 2,81E-08 2,92E+00 5,11E+00 4,13E+00
250 1,22E-08 2,18E-07 5,73E-08 3,17E+00 5,65E+00 4,51E+00
260 1,40E-09 3,24E-07 5,69E-08 4,27E+00 6,78E+00 5,18E+00
270 8,64E-09 2,59E-07 5,26E-08 3,67E+00 7,63E+00 5,62E+00
280 6,85E-09 7,75E-07 1,15E-07 3,70E+00 7,60E+00 6,39E+00
290 2,46E-09 5,73E-08 2,19E-08 5,30E+00 8,34E+00 6,86E+00
300 3,81E-09 2,12E-06 2,64E-07 5,62E+00 1,00E+01 7,46E+00
310 4,24E-09 4,05E-08 1,70E-08 6,46E+00 9,07E+00 7,61E+00
320 3,15E-09 1,43E-06 1,61E-07 6,82E+00 9,80E+00 8,33E+00
330 3,68E-09 1,88E-06 2,89E-07 1,05E+01 1,81E+01 1,25E+01
340 3,30E-09 1,20E-06 1,66E-07 1,39E+01 1,89E+01 1,68E+01
350 2,59E-09 7,60E-07 8,51E-08 1,13E+01 1,81E+01 1,33E+01
360 2,10E-09 5,68E-08 2,40E-08 8,37E+00 1,45E+01 1,10E+01
370 1,49E-09 4,31E-08 1,63E-08 9,25E+00 1,48E+01 1,20E+01
380 1,62E-09 1,91E-06 2,08E-07 1,39E+01 1,97E+01 1,60E+01
390 6,75E-09 4,75E-07 6,39E-08 1,14E+01 1,57E+01 1,32E+01
400 1,08E-08 6,20E-08 2,63E-08 1,29E+01 1,81E+01 1,52E+01
420 8,57E-09 4,55E-07 2,34E-07 1,58E+01 2,05E+01 1,91E+01
440 1,57E-08 1,27E-07 7,14E-08 1,94E+01 2,13E+01 2,04E+01
460 9,19E-09 1,10E-07 5,97E-08 2,44E+01 3,31E+01 2,87E+01
480 7,71E-10 5,40E-08 1,60E-09 2,54E+01 3,33E+01 2,70E+01
500 1,46E-09 3,97E-09 2,72E-09 3,06E+01 3,12E+01 3,09E+01
Tabela 4 – Tabela com os resultados computacionais do Algoritmo 6.
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Figura 21 – Gráfico relacionado à média dos Tempos (s) nos testes do Algoritmo 6.
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Figura 22 – Gráfico relacionado à média dos Erros (MDE) nos testes do Algoritmo 6.
onde di,j ď d¯i,j. No caso em que di,j “ d¯i,j, temos uma distância exata.
Neste problema, para cada vértice vi, com i “ n` 1, . . . , p, podemos ter uma
distância intervalar, dentre as n distâncias requeridas.
Dado um inteiro n ą 0 e um grafo G “ pV,E, dq com p vértices, onde d :
E Ñ p0,8q ˆ p0,8q informa os intervalos rdi,j, d¯i,js dos pesos de cada aresta pi, jq P E.
Definimos E “ E 1UE2, onde pvi, vjq P E 1 se di,j “ d¯i,j, e pvi, vjq P E2 se di,j ă d¯i,j. Temos
que no PDGDi as seguintes condições são satisfeitas:
• Os n primeiros vértices formam uma n´clique do grafo G e não estão no mesmo
n´hiperplano, onde pvi, vjq P E 1 @ i, j “ 1, . . . , n;
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• Para cada um dos outros vértices vi, i “ n` 1, . . . , p existem pelo menos n vértices
anteriores vaj , j “ 1, . . . , n tal que,
pvi, vajq P E 1, @j “ 1, . . . , n´ 1,
pvi, vanq P E2 e,
taij |j “ 1, . . . , nu é afimente independente.
Podemos ver que o primeiro passo do interval Branch-and-Prune (iBP) será
igual ao primeiro passo do BP. Já para cada vértice vi, i “ n` 1, . . . ,m podemos recorrer
ao Algoritmo 4 da Seção 3.4 para calcular sua posição. Conforme o Teorema 6, pode
haver infinitas soluções em cada nível da árvore, onde escolhemos uma e seguimos para o
próximo nível. Caso nos deparemos com uma realização inviável, retornamos até um nível
que exista outro caminho viável. Porém, nesse caso, como também estamos tratando de
quantidades infinitas, também podemos ter que retroceder infinitas vezes.
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5 Conclusão e Considerações Finais
Neste trabalho um resultado teórico de Coope (1) foi generalizado, e estes novos
teoremas nos levaram a desenvolver dois métodos. O primeiro pode ser utilizado para
calcular a interseção de qualquer quantidade de esferas no Rn, para qualquer n P N, onde
os centros não precisam ser necessariamente afimente independentes. Até o momento, na
literatura só existiam métodos para calcular a interseção de esferas em casos particulares,
como por exemplo, quando a quantidade de esferas era maior ou igual a dimensão do espaço.
Já foi aceito para publicação na revista ANZIAM um artigo (39) em que apresentamos
este primeiro resultado deste trabalho.
No segundo método desenvolvido neste trabalho, apresentamos uma fórmula
para calcular todos os pontos na interseção de qualquer quantidade de esferas com uma
casca esférica no Rn. Para este caso, encontramos na literatura apenas fórmulas para R3.
Um trabalho futuro é a generalização desse segundo método para que ele possa
calcular a interseção de qualquer quantidade de esferas com qualquer quantidade de cascas
esféricas.
Algumas possíveis aplicações para estes dois métodos também foram apresen-
tadas. Como vimos, no iPDGD, no caso geral do PGD e no Problema do completamento
da matriz de distâncias Euclidianas com matrizes incompletas, temos o mesmo problema
já discutido na literatura do iPDGD para o R3 (36), que é o do retorno infinito a níveis
anteriores de cada método. Descobrir a melhor forma de se tratar esse caso também é um
dos prosseguimentos desse trabalho.
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