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Seznam uporabljenih simbolov 
ESCO - Energy Service Company 
MUMESCO - Multi Utility, Mobility and Environmental Service Company 
KPI - Key Performance Indicator (ključni kazalnik uspešnosti) 
SPC - Statistical Process Control (statistična nadzora procesov) 
OCAP - Out-of-control-Action Plan (akcijski načrt v primeru izgube nadzora) 
UCL - Upper control limits (zgornja meja dopustnosti) 
LCL - Lower control limits (spodnja meja dopustnosti) 
UWL - Upper warning limits (zgornja opozorilna meja) 
LWL - Lower warning limits (spodnja opozorilna meja) 
CNS - centralni nadzorni sistem 
CSREV - ciljno spremljanje rabe energije in vode 
ERP - Enterprise Resource Planning (poslovni informacijski sistem) 
EAM - Enterprise Asset Management (sistem za upravljanje s sredstvi) 
PLC - Programmable Logic Controller (programabilni logični krmilnik) 
GUI - Graphic User Interface (grafični uporabniški vmesnik) 
OLAP - On-line Analytical Processing (sprotna analitična obdelava) 
IaaS - Infrastructure as a Service (infrastruktura kot storitev) 
PaaS - Platform as a Service (platforma kot storitev) 
SaaS - Software as a Service (programska oprema kot storitev) 
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Povzetek 
Diplomsko delo obravnava pregled statističnih metod nadzora procesa in 
opredeljuje koncept centralno upravljavskega sistema za ekonomično vodenje 
energetskih sistemov kot platforme za učinkovito energetsko upravljanje. 
Opredeljena je izbira zasnove računalništva v oblaku pri kateri se do aplikacij 
dostopa prek spletnega vmesnika, za kar ne potrebujemo zmogljiv naprav (PC, 
tablice, mobilni telefoni). 
Izveden je pregled podatkov, ki se jih uporablja pri analizi energetske 
učinkovitosti procesov. Opredeljeni so različni tipi in viri podatkov. Izdelan je 
podatkovni model v katerem so podatki organizirani več dimenzijsko, s tem so 
omogočene poizvedbe sprotne analitične obdelave (OLAP). 
Za ocenjevanje odvisnosti med procesnimi parametri in zunanjimi vplivi ter za 
zaznavanje posebnih vzrokov spremenljivosti, so določene statistične metode, ki 
morajo biti del funkcionalnosti sistema. Na realnem primeru je preverjena primernost 
izbranih metod in potrjena teorija uporabe kontrolnih kart in metode kumulativne 
vsote odstopanj (CUSUM). 
Posebna pozornost je posvečena modulu alarmi in obveščanje, kjer so določeni 
tipi alarmov in njihov izvor. Različnim tipom alarmov so dodeljeni komunikacijski 
kanali za obveščanje. Izpostavljene so njihove prednosti in slabosti. Podrobno je 
opredeljen sistem obvladovanja odgovornosti in pravila, po katerih se alarme 
dodeljuje akterjem. Določena je metoda za spremljanje učinkovitosti izvedenih akcij 
za odpravo alarmov, ki temelji na vzpostavitvi akcijskih načrtov. 
Izdelan je primer uporabniškega vmesnika, ki je zasnovan kot odzivni spletni 
vmesnik, dostopen prek standardnega spletnega brskalnika, brez dodatne programske 
ali strojne opreme. 
 
Ključne besede: statistični nadzor procesov, posebni vzroki spremenljivosti, 




This thesis deals with an overview of statistical process control methods and 
defines a concept of a central management system for economical management of 
energy systems as a platform for efficient energy management. Cloud infrastructure 
was chosen in which users are accessing applications via a web interface, thus 
requiring devices with low computing power, such as tablet PCs or mobile phones.  
Review of the data, which is used in the analysis of the energy efficiency, was 
made by identifying different types and sources of data. Data model was made in 
which the data is organised in several dimensions which allows On-Line Analytical 
Processing (OLAP). 
Special statistical methods should be part of the system functionality for 
evaluating the dependencies between process parameters and external influences, and 
for detecting special causes of variability. Suitability of selected methods was 
verified on the real case scenario and the theory of use of control charts and the 
method of the cumulative sum of deviations (CUSUM) was confirmed. 
Special attention was given to the module, alarms and information which 
specifies types of alarms and their origin. Different types of alarms were assigned to 
different communication channels. Strengths and weaknesses of communication 
channels were exposed. A Responsibilities management system was defined with 
rules under which alarms are assigned to actors. Methods based on action plans were 
defined for monitoring the effectiveness of the actions undertaken for eliminating 
alarm causes. 
A prototype of the user interface was designed as a responsive web interface, 
accessible through a standard web browser without any additional software or 
hardware requirements. 
 
Key words: statistical process control, assignable causes of variation, out-of-
control-action plan, graphic user interface 
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1  Uvod 
Evolucija razvoja računalništva in informacijskih tehnologij nas je pripeljala do 
točke, kjer razvoj novih tehnologij ne predstavlja več revolucije, temveč zgolj 
izboljšave v zmogljivosti in zanesljivosti. Poudarek se je tako prenesel na razvoj 
storitev in podporne programske opreme. Šolski primer preusmeritve v prodajo 
storitev, z novim načinom trženja pisarniškega paketa s podporo elektronske pošte, 
koledarja in videokonference, predstavlja podjetje Microsoft. Preostali ponudniki 
storitev računalništva v oblaku so še Amazon, Google, in drugi, pri čemer so storitve 
marsikje šele v razvojni fazi. 
Tako kot v računalništvu in informatiki se tudi v energetiki poudarek s prodaje 
produktov širi na prodajo storitev. Energetske storitve naročniku zagotavljajo 
zanesljivo in učinkovito oskrbo z energijo. Ob vedno močnejših trendih varovanja 
okolja se razvijajo tudi novi poslovni modeli, ki naročniku zagotavljajo prihranek na 
energijskem in ekonomskem področju. Podjetja za energetske storitve (ESCO in 
MUMESCO) za doseganje obljubljenih rezultatov uporabljajo sodobne informacijske 
tehnologije, ki pa trenutno še niso prilagojene potrebam omenjenih poslovnih 
modelov. 
Diplomsko delo obravnava pregled načinov zajema in organizacije podatkov 
ter statističnih metod nadzora stabilnosti procesnih parametrov in metod 
obvladovanja izvajanja ukrepov za odpravo vzrokov za nestabilno obratovanje. 
Izpostavlja ključne organizacijske zahteve za uspešno zagotavljanje nadzora 
procesov in opredeljuje orodja za pregledno in učinkovito zaznavanje in odpravljanje 
morebitnih posebnih vzrokov spremenljivosti. 
Podaja idejni koncept centralnega upravljavskega sistema za ekonomično 
vodenje energetskih sistemov s poudarkom na zajemu, organizaciji in analizi 
podatkov. Izdelan je bil osnutek primera vizualizacije, iz katerega je razvidna 
kompleksnost informacijskega sistema za energetsko upravljanje in povezanost 
različnih podatkovnih virov. 
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2  Energetsko upravljanje 
Energetsko upravljanje ali energetski menedžment je dejavnost načrtovanja, 
spremljanja in optimiziranja učinkovitosti porabe in proizvodnje energije v 
posameznem procesu. 
Nakup najsodobnejše tehnologije, ki obljublja visoke izkoristke, sam po sebi ne 
zagotavlja optimalnih parametrov obratovanja. Osnova za vzpostavitev učinkovitega 
obratovanja sta dobro poznavanje procesa in njegovega obsega ter obvladovanje 
dejavnikov, ki vplivajo na obratovalne parametre. Vzpostavitve sistema energetskega 
upravljanja se moramo lotiti sistematično, obsega pa naj: 
- opredelitev procesa in njegovega obsega, 
- opredelitev uporabljene tehnologije in njenih konceptualnih načel, 
- določitev energijskih, finančnih, ekoloških in zakonodajnih dejavnikov, 
- določitev energetskih ciljev, 
- določitev strategije za doseganje ciljev, 
- vzpostavitev rednega spremljanja parametrov in doseganja ciljev, 
- določitev akcijskega načrta v primeru nedoseganja ciljev. 
Podatek o rabi energije je sicer mogoče enostavno pridobiti z računov za 
dobavo energije in energentov, seveda pa nam to ne pove veliko o učinkovitosti, 
zlasti če se iz istega prodajnega/dobavnega mesta napaja več različnih procesov. Zato 
moramo proces logično ločiti po funkcijskih področjih in jih opremiti z lastnimi 
meritvami, ki nam dajo podrobnejši vpogled v dogajanje znotraj funkcionalnega 
področja. Pri določitvi funkcionalnih področij si pomagamo s projekti izvedenih del, 
popisi opreme in z vnaprej pripravljenimi shemami energijskih tokov. 
Zaradi velikega števila obratovalnih parametrov in velike frekventnosti 
preverjanja postane energetski proces hitro neobvladljiv, zlasti v realnem času, zato 
se v praksi uporabljajo specializirana orodja, ki pa so draga in pri procesih manjšega 
obsega porajajo vprašanje ekonomske upravičenosti. Dodatna pomanjkljivost teh 
specializiranih orodij je, da imajo ločene podatkovne baze, ki so med seboj slabo 
povezljive, kar otežuje statistično obdelavo podatkov. 
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3  Metode zbiranja in obdelave podatkov 
Osnova za učinkovito obvladovanje kateregakoli procesa so kakovostni 
podatki. Toda absolutne vrednosti posameznih meritev nam same po sebi ne povedo 
veliko o učinkovitosti procesa, zato se bomo pri analizi podatkov osredotočili na 
iskanje odvisnosti in povezanosti posameznih parametrov in njihovih vplivov na 
proces. 
3.1  Analiza podatkov in statistični nadzor procesa 
Najosnovnejša metoda za hitro oceno stanja je vzpostavitev ključnih 
kazalnikov uspešnosti (KPI). KPI je kazalnik, določen z normiranjem vrednosti 
specifične veličine na neko logično osnovo (Primer: letna poraba toplote za 
ogrevanje v kWh, normirana na kvadratni meter ogrevalne površine), ki ga lahko z 
enostavno primerjalno analizo primerjamo s podobnimi procesi ali povprečnimi 
vrednostmi za določeno panogo ali proces. 
Natančen pregled nad procesom omogočajo šele postopki in metode 
statističnega nadzora procesa (SPC). SPC imenujemo skupek različnih statističnih 
metod, s katerimi opazujemo, analiziramo in vrednotimo učinkovitost katerega koli 
procesa. Sedem glavnih orodij SCP: 
- histogram (histogram or stem-and-leaf plot), 
- kontrolni listi (check sheet), 
- Paretov diagram (Pareto chart), 
- diagram »ribja kost« (cause-and-effect diagram), 
- diagram koncentracije napak (defect concentration diagram), 
- razsevni grafikon (scatter diagram), 
- kontrolne karte (control chart).[1] 
Če želimo doseči ali celo preseči naša pričakovanja, potrebujemo stabilen in 
ponovljiv proces z minimalnim odstopanjem od ciljnih vrednosti. V vsakem procesu, 
ne glede na to, kako dobro je zasnovan in kako skrbno vzdrževan, bo vedno delež 
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neizogibne naravne spremenljivosti oz. »šum ozadja«. Vzroke, ki povzročajo ta 
odstopanja, imenujemo običajni vzroki spremenljivosti, so nedoločljivi, odražajo se v 
majhnih odstopanjih od ciljne vrednosti in jih ne moremo odpraviti, razen če 
spremenimo celotni proces. Za procese, ki obratujejo samo z običajnimi vzroki 
spremenljivosti, pravimo, da so pod statističnim nadzorom.[1] 
V procesih pa se občasno pojavijo tudi druge vrste spremenljivosti, ki izvirajo 
iz treh glavnih virov: nepravilno nastavljenih ali krmiljenih naprav, napak osebja ali 
slabe kakovosti vhodnih surovin. Te vzroke imenujemo posebni vzroki 
spremenljivosti, v primerjavi z običajnimi vzroki so določljivi in se odražajo v 
velikih odstopanjih od ciljne vrednosti, kar v večini primerov privede do 
nezadovoljivega končnega rezultata. V tem primeru pravimo, da nam je proces ušel 
izpod nadzora.[1] 
Glavni cilj statističnega nadzora procesa je odprava spremenljivosti v 
parametrih procesa. Morda spremenljivosti ni mogoče v celoti odpraviti, vendar pa 
so kontrolne karte močno orodje za spremljanje parametrov v realnem času in 
zgodnje zaznavanje sprememb, nastalih zaradi vzrokov spremenljivosti.[1] 
 
Slika 3.1:  Optimizacija procesa z uporabo kontrolnih kart.[1] 
Kontrolno karto mora spremljati akcijski načrt v primeru izgube nadzora 
(OCAP). OCAP je v osnovi baza znanja v obliki kontrolnega seznama aktivnosti za 
določitev in odpravo posebnih vzrokov spremenljivosti, ki jo vzpostavimo ob 
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implementaciji kontrolne karte. OCAP mora biti živ dokument, ki se ga s 
pridobivanjem dodatnega znanja in izkušenj o procesu stalno dopolnjuje.[1] 
Aplikativna uporaba kontrolnih kart vključuje dve fazi, ki se razlikujeta v 
namenu uporabe. Faza I je namenjena identifikaciji, odpravi posebnih vzrokov 
spremenljivosti in vzpostavitev stabilnega obratovanja, faza II pa je namenjena 
vzdrževanju in optimizaciji stabilnega procesa.[1] 
3.1.1  Aplikativna uporaba kontrolnih kart faza I 
V prvem koraku implementacije kontrolnih kart s statističnimi metodami 
obdelamo parametre preteklega obratovanja in določimo zgodovino nadzora nad 
procesom. Če je proces obratoval v nekem obdobju v mejah statističnega nadzora, 
lahko na podlagi preteklih podatkov določimo zanesljive mejne vrednosti za 
odkrivanje posebnih vzrokov spreminjanja v fazi II. Za procese pred uvedbo 
kontrolnih kart je značilno obratovanje zunaj območja nadzora, zato je treba najprej 
poiskati in odpraviti vse posebne vzroke spremenljivosti in vzpostaviti stabilno stanje 
obratovanja. Šele na osnovi podatkov stabilnega procesa določimo mejne vrednosti. 
Pri iskanju in odpravljanju posebnih vzrokov je treba pripraviti tudi akcijski 
načrt OCAP, ki bo tehničnemu in vodstvenemu kadru v fazi II na voljo kot 
pripomoček pri prepoznavanju in odpravi posebnih vzrokov spreminjanja, ki bi se 
lahko pojavili med obratovanjem v prihodnosti.[1] 
3.1.2  Aplikativna uporaba kontrolnih kart faza II 
V fazi II z rutinsko in pozorno uporabo kontrolnih kart spremljamo stabilnost 
delovanja procesa. Pri tem smo pozorni na morebitne podatkovne vzorce, ki 
nakazujejo pojav posebnih vzrokov variabilnosti. Če nam proces uide izpod nadzora 
in v akcijskem načrtu nimamo predvidenega postopka za odpravo posebnega vzroka 
ali pa postopek ne zagotovi želenih rezultatov, se vrnemo v fazo I., v kateri za 
identifikacijo in odpravo posebnega vzroka spremenljivosti vključimo specialiste in 
vodstveni kader.[1] 
3.2  Časovne vrste 
Časovna vrsta je vektor zaporednih n meritev v času opazovanega procesa, ki 
je lahko zvezen ali diskreten. Z analizo časovnih vrst bomo ugotavljali zakonitosti 
časovnih procesov in delež vpliva posameznih komponent: trenda, sezonske 
komponente, ciklične komponente in naključne komponente. Pred statistično 
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obdelavo časovnih vrst je pomembna tudi predhodna analiza podatkov, s katero 
ugotavljamo prisotnost osamelcev, manjkajočih vrednosti itd.[4] 
3.3  Enostavna linearna regresija 
Matematično funkcijo prilagojeno empiričnim podatkom imenujemo 
regresijska funkcija. Za določitev odvisnosti parametrov procesa od posameznih 
zunanjih vzrokov bomo uporabljali enostavno linearno regresijo.[3] 
Na razsevnem grafikonom na ordinati prikažemo odvisno, na abscisi pa 
neodvisno spremenljivko. Na osnovi slike izberemo matematično funkcijo, ki 
najbolje opiše odvisnost spremenljivke 𝑌 od spremenljivke 𝑋. Kadar se premica 
prilega točkam, uporabimo enostavne linearne regresije. V opazovani populaciji je 
vrednost odvisne spremenljivke vsota treh členov: konstanta α, večkratnik neodvisne 
spremenljivke 𝛽𝑋 in tako imenovanih naključnih nepojasnjenih vplivov 𝜀: 
 𝑌 = 𝛼 + 𝛽 ∙ 𝑋 + 𝜀 (3.1) 
Oceno za 𝛼 in 𝛽 izračunamo na osnovi populacije vzorca velikosti 𝑛 in ju 
označimo z 𝑎 in 𝑏. Ocena regresijske premice  ?̂? je: 
 ?̂? = 𝑎 + 𝑏 ∙ 𝑋  (3.2) 



























2   (3.3) 
 𝑎 = ?̅? − 𝑏 ∙ ?̅?  (3.4) 
Regresijsko premico grafično prikažemo s pomočjo dveh točk. Iz izraza za 
izračun 𝑎 sledi: ?̅? = 𝑎 + 𝑏?̅?, kar pomeni, da točka (?̅?, ?̅?) leži na regresijski premici. 
Za drugo točko na podlagi poljubno izbrane točke 𝑥0 na razsevnem grafikonu 
izračunamo ?̂?(𝑥0).[3] 
3.3.1  Koeficient determinacije 
Kakovost regresijskega modela lahko vrednotimo na več načinov. Eden izmed 
enostavnih načinov, ki vrednotijo primernost regresijskega modela, je koeficient 
determinacije. Izračunamo ga kot razmerje vsote kvadriranih odklonov. 
 𝑉𝐾𝑂𝑥𝑥 = ∑ (𝑥𝑖 − ?̅?)
2𝑛








2  (3.5) 
 𝑉𝐾𝑂𝑦𝑦 = ∑ (𝑦𝑖 − ?̅?)
2𝑛












  (3.7) 
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∙ 100  (3.8) 
Koeficient determinacije nam poda odstotek odvisnosti, ki je pojasnjen z 
regresijskim modelom. Preostali del odvisnosti z regresijskim modelom ni 
pojasnjen.[3] 
3.4  Normalna porazdelitev 
Normalna porazdelitev je najpomembnejša porazdelitev. Za normalno 












] , −∞ < 𝑥 < ∞  (3.9) 
Gostota je definirana za celotno realno os in je zvonaste, simetrične oblike 
okoli 𝑥 =  𝜇, maksimum ima v točki 𝑥 =  𝜇 in se asimptotično približuje abscisni 
osi, ko se 𝑥 bliža ∞ in −∞. 
 
Slika 3.2:  Normalno porazdeljena gostota verjetnosti.[3] 
Normalno porazdelitev določata dva parametra: povprečno vrednost 𝜇 ∈  𝑅 in 
standardni odklon 𝜎 >  0. Povprečna vrednost 𝜇 vpliva na lego, standardni 
odklon 𝜎 pa na obliko krivulje. Večja ko je vrednost parametra 𝜎, večja je 
razpotegnjenost v smeri abscisne osi.[3] 
Najpreprostejša je standardizirana normalna porazdelitev, kjer je 𝑁(0,1).[3] 
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Slika 3.3:  Gostota verjetnosti standardizirane normalne porazdelitve.[3] 
Iz standardizirane normalne porazdelitve lahko dobimo katerokoli normalno 
porazdelitev. Če je 𝑋~𝑁(𝜇, 𝜎), je naključna spremenljivka 𝑍, porazdeljena po 




  (3.10) 
Če poznamo standardizirano normalno porazdelitev 𝑁(0,1) poznamo vse 
normalne porazdelitve.[3] 
 
Slika 3.4:  Uporaba tabele standardizirane normalne porazdelitve.[3] 
Z določenim integralom izračunavamo verjetnosti za 𝑁(0,1): 











  (3.11) 
3.5  Frekvenčna porazdelitev 
S frekvenčno porazdelitvijo pridobimo pregled nad podatki. Določajo jo 
vrednosti spremenljivk in frekvence ponavljanja vrednosti spremenljivk. Vrednosti 
številske ali opisne spremenljivke 𝑋, ki določa frekvenčno porazdelitev, imenujemo: 
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- razredi, če je 𝑋 številska, 
- skupine, če je 𝑋 opisna. 
Postopek priprave frekvenčne porazdelitve: 
- določimo razrede ali skupine, pri čemer je vsak podatek uvrščen samo v 
en razred ali skupino, 
- podatke uvrstimo v razrede ali skupine, 
- izpišemo razrede ali skupine s pripadajočo frekvenco ponavljanja 
vrednosti.[3] 
3.5.1  Frekvenčna porazdelitev za številsko spremenljivko 
Pri frekvenčni porazdelitvi za številsko spremenljivko ob razvrstitvi podatkov 
v razrede izgubimo del informacij na račun preglednosti. Izguba informacij je 
obratno sorazmerna s številom razredov1 (večje število razredov, manjša izguba 
informacij in obratno).[3] 
Razredom določimo spodnjo mejo 𝑥𝑖,𝑚𝑖𝑛 in zgornjo mejo 𝑥𝑖,𝑚𝑎𝑥 tako, da se 
zgornja meja razreda ujema s spodnjo mejo naslednjega razreda. Za določanje 
spodnje in zgornje meje najpogosteje uporabljamo »pravilo polovic«: spodnjo mejo 
razreda določimo tako, da od najmanjše vrednosti v razredu odštejemo polovico; 
zgornjo mejo razreda pa tako, da največji vrednosti v razredu prištejemo polovico.[3] 
 𝑥𝑖,𝑚𝑎𝑥 = 𝑥𝑖+1,𝑚𝑖𝑛, 𝑖 = 1,2,3, … 𝐾 − 1  (3.12) 
Širino 𝑑𝑖 in sredino 𝑥𝑖 razreda izračunamo na podlagi spodnjih in zgornjih mej: 




  (3.14) 
Razredom brez spodnje ali zgornje meje pravimo odprti razredi in so brez 
širine in sredine.[3] 
Pri analizi in grafični predstavitvi frekvenčne porazdelitve uporabljamo 
pomožne količine imenovane karakteristike razredov. Sredin je najpomembnejša 
karakteristika, ki predstavlja vse vrednosti razreda.[3] 
3.5.2  Frekvenčna porazdelitev za opisno spremenljivko 
Frekvenčne porazdelitve za opisno spremenljivko grafično prikažemo s 
stolpčnim ali tortnim grafom.[3] 
                                                 
1
 V primeru zadostnega števila podatkov (100+) je smiselno število razredov od 6 do 12. 
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3.6  Shewhartova kontrolna karta 
Kontrolna karta je grafični prikaz merjenih parametrov procesa, opremljen s 
sredinsko črto, ki predstavlja srednjo vrednost opazovane količine procesa pod 
nadzorom. Poleg sredinske črte sta na karti prisotni še dve horizontalni črti zgornje 
(UCL) in spodje (LCL) meje obratovanja. Mejni vrednosti sta izbrani tako, da so 
vrednosti merjenih parametrov naključno porazdeljene med njima, kadar je proces 
pod nadzorom.[1] 
 
Slika 3.5:  Osnova delovanja kontrolne karte.[1] 
Slika 3.6 prikazuje vpliv običajnih in posebnih vzrokov spremenljivosti na 
odstopanje procesa od ciljne vrednosti. Kot je razvidno sta do časa 𝑡1, ko na proces 
vplivajo samo običajni vzroki spremenljivosti, tako srednja vrednost kot tudi 
standardna deviacija procesa znotraj zgornje in spodnje dopustne meje obratovanja. 
Po času 𝑡1 pa na proces pričnejo vplivati še posebni vzroki spremenljivosti, ki 
povzročijo, da večina procesa leži zunaj zgornje ali spodje dopustne meje 
obratovanja.[1] 
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Slika 3.6:  Prikaz vpliva spremenljivosti na proces.[1] 
3.6.1  Določitev mejnih vrednosti 
Določitev mejnih vrednosti je ena od ključnih nalog faze I, ki jih moramo 
izvesti pri implementaciji kontrolnih kart. Če so mejne vrednosti določene napačno, 
se lahko zgodi, da ne opazimo procesa, ki ni pod nadzorom, ali pa prožimo lažne 
alarme. Tip napake 1 se pojavi, kadar sta mejni liniji določeni preblizu sredinske črte 
in točke meritev padejo zunaj meja kljub temu, da je proces pod nadzorom. Tip 
napake 2 nastopi, kadar sta mejni liniji preveč oddaljeni od sredinske črte in so točke 
meritev porazdeljene med njima, kljub temu da proces ni pod nadzorom.[1] 
 𝑈𝐶𝐿 = 𝜇𝑤 + 𝐿𝜎𝑤  (3.15) 
 𝑆𝑟𝑒𝑑𝑖𝑛𝑠𝑘𝑎 č𝑟𝑡𝑎 = 𝜇𝑤  (3.16) 
 𝐿𝐶𝐿 = 𝜇𝑤 − 𝐿𝜎𝑤  (3.17) 
V praksi mejne vrednosti najpogosteje določimo na podlagi izračuna 
verjetnosti pojava tipa napake 1 v verjetnosti 0,002, kadar proces obratuje pod 
nadzorom. 
Uporabljamo lahko tudi več mejnih vrednosti. Najpogostejša je uporaba dveh 
parov mejnih vrednosti. Zunanji par sta kontrolni liniji, ki določata, kdaj je proces 
pod nadzorom in kdaj ne, notranji par pa sta opozorilni mejni vrednosti, ki opozorita, 
kadar začne proces, ki je teoretično še vedno pod statističnim nadzorom, odstopati od 
sredinske črte. Kadar se pojavi več vrednosti, ki prekoračijo opozorilno mejo in je ta 
blizu kontrolne meje, je ena od mogočih akcij povečanje vzorčenja in/ali povečanje 
velikosti vzorca, saj tako zajamemo več informacij in lažje zaznamo morebitne 
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posebne vzroke spremenljivosti. Taki shemi vzorčenja pravimo adaptivna ali 
variabilna in je še posebej uporabna, kadar imamo omejena sredstva.[1] 
3.6.2  Velikost vzorčenja in vzorčna hitrost 
Pri pripravi kontrolnih kart moramo določiti tudi velikost vzorca in frekvenco 
vzorčenja. Pri določitvi velikosti vzorca moramo imeti v mislih velikost spremembe, 
ki jo želimo zaznati. Večji ko so vzorci, manjše so spremembe, ki jih lahko zaznamo. 
Prav tako je treba določiti frekvenco vzorčenja.[1] 
Z vidika zaznavanja sprememb bi bilo zaželeno zajemati velike vzorce z veliko 
frekvenco, vendar to ni mogoče. Zajemamo lahko majhne vzorce z veliko frekvenco 
ali velike vzorce z majhno frekvenco. Razvoj samodejnega zajema podatkov in PLC 
je omogočil veliko frekvenco vzorčenja, zato se v praksi najpogosteje uporablja 
vzorčenje z veliko frekvenco in majhnimi vzorci.[1] 
Z izračunom dolžine povprečnega teka (ARL) izvemo, na koliko vzorcev lahko 




  (3.18) 
Z izračunom povprečnega časa do napake (ARL) izvemo, na koliko časa lahko 
pričakujemo lažni alarm. 
 𝐴𝑇𝑆 = 𝐴𝑅𝐿ℎ  (3.19) 
3.6.3  Analiza vzorcev 
Pri kontrolnih kartah niso pomembne samo mejne vrednosti, temveč tudi 
prepoznavanje vzorcev – če so merjeni parametri znotraj dopustnih meja, namreč še 
ne pomeni, da je proces pod nadzorom. Če vrednosti merjenih podatkov kažejo 
vzorec, obstaja razlog za to, in če ga je mogoče najti in odpraviti, bo to zmanjšalo 
spremenljivost procesa. Pri interpretaciji vzorcev in določitvi posebnega vzroka 
spremenljivosti ne zadostuje samo poznavanje statističnih principov kontrolnih kart, 
temveč potrebujemo tudi izkušnje in znanje o opazovanem procesu.[1] 
3.7  Kumulativna vsota razlik (CUSUM) 
Kontrolne karte so uporabne v fazi I, ker so učinkovite le pri zaznavanju večjih 
premikov srednjih vrednosti. Težava kontrolnih kart je v tem, da uporabljajo zgolj 
informacijo, pridobljeno z zadnjo meritvijo, druge informacije iz predhodne 
sekvence podatkov pa zanemarijo. Če nas zanima hitro zaznavanje majhnih 
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sprememb (premikov) v srednji vrednosti opazovanega parametra, uporabimo 
kontrolno metodo CUSUM.[1] 
Če je 𝜇0 ciljna vrednost procesa, potem graf kumulativne vsote razlik 
predstavlja izris seštevka razlik med dejansko in ciljno vrednostjo za vzorec 𝑖. 
Kumulativna vsota razlik 𝐶𝑖 zajema seštevek odstopanj vseh vzorcev 𝑖. 
 𝐶𝑖 = ∑ (?̅?𝑗 − 𝜇0)
𝑖
𝑗=1   (3.20) 
Kadar je proces pod nadzorom, se izris podatkov na diagramu CUSUM giblje 
okoli ničle. Ob pojavu posebnega vzroka spremenljivosti pa nam funkcija CUSUM 
kaj hitro pobegne iz nevtralne lege ne glede na velikost odstopanja od ciljne 
vrednosti.[1] 
 
Slika 3.7:  Prikaz razlike pri zaznavanju majhnih odstopanj med kontrolno karto in metodo 
CUSUM.[1] 
3.7.1  Tabelarični CUSUM za spremljanje srednje vrednosti 
Tabelarični CUSUM ločeno akumulira vrednosti odstopanja od ciljne vrednosti 
𝜇0, ki so večje od referenčne vrednosti 𝐾. Za odstopanje v pozitivni smeri s funkcijo 
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𝐶𝑖
+ in za odstopanje v negativni smeri s funkcijo 𝐶𝑖
−. Za vrednosti funkcij 
tabelaričnega CUSUM velja 𝐶𝑖
+ ≥ 0 in 𝐶𝑖
− ≤ 0, zato nobena od funkcij ne prečka 
izhodiščne vrednosti 0. Tema dvema funkcijama pravimo enostranski zgornji in 
spodnji CUSUM.[1] 
 𝐶𝑖
+ = 𝑚𝑎𝑥[0, 𝑥𝑖 − (𝜇0 + 𝐾) + 𝐶𝑖−1
+ ]  (3.21) 
 𝐶𝑖
− = 𝑚𝑎𝑥[0, (𝜇0 + 𝐾) − 𝑥𝑖 + 𝐶𝑖−1
− ]  (3.22) 
Pri začetnem pogoju velja 𝐶𝑖
+ = 𝐶𝑖
− = 0. Referenčna vrednost 𝐾 je 








  (3.23) 
Za proces velja, da ni pod nadzorom, kadar ena od funkcij, 𝐶𝑖
+ ali 𝐶𝑖
−, preseže 
interval odločanja 𝐻, ki je najpogosteje določen kot petkratnik standardne 
spremenljivosti procesa 𝜎.[1] 
 
Slika 3.8:  Grafični prikaz stanja CUSUM.[1] 
3.8  Pogoji za uspešno izvajanje statističnega nadzora procesa 
Pri implementaciji kontrolnih kart se moramo zavedati, da so karte zgolj 
orodje, ki ob rutinski in pozorni uporabi omogočajo identifikacijo posebnih vzrokov 
spremenljivosti. Za odpravo vzrokov pa je pomembna zavzetost vodstva, osebja in 
strokovnega osebja. Vzpostaviti moramo sistem odgovornih oseb in pooblastil, ki je 
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osnova za učinkovito izvajanje korektivnih ukrepov, zavedenih v akcijskem načrtu v 
primeru izgube nadzora nad procesom. 
Pri odstranjevanju posebnih vzrokov je pomembno, da najdemo izvor problema 
in ga poskusimo odstraniti ali obvladati. Če posebnega vzroka ne poznamo, moramo 
v proces statističnega nadzora procesov vključiti strokovno osebje in inženirje. 
»Lepotni« popravki nam namreč ne prinesejo rezultatov. 
Za vse ugotovljene šibke točke je treba predlagati ukrepe. Ukrepe lahko 
razvrstimo glede na njihove stroške in čas, ki je potreben za njihovo izvedbo, in 
logično zaporedje njihovega izvajanja. 
3.8.1  Kratkoročni ukrepi 
V večini primerov so to ukrepi organizacijskega značaja ali manjših 
investicij/predelav obstoječe opreme, zato je njihova vračilna doba kratka. Ti ukrepi 
so v praksi najtežje izvedljivi, saj se uvajajo v utečenih delovnih procesih, v katerih 
pa kaj hitro sprožijo upor osebja. 
3.8.2  Srednjeročni in dolgoročni ukrepi 
Večji investicijski ukrepi zahtevajo predhodno načrtovanje in zagotovljena 
finančna sredstva. Pred načrtovanjem srednjeročni in dolgoročnih ukrepov je 
pametno podrobno pregledati obstoječe stanje in oceniti potencial organizacijskih 
ukrepov, saj lahko s tem znatno zmanjšamo dejansko investicijo ali pa ta celo 
postane nepotrebna. 
3.8.3  Spremljanje učinkov izvedenih ukrepov 
Po izvedbi ukrepov je nujno spremljati in primerjati dejanske rezultate s 
predvidenimi. Na ta način se preverjajo tudi specifikacije nameščene opreme 
proizvajalcev. 
3.9  Zajem in organizacija podatkov 
Kot smo že omenili, brez dobrih podatkov ni mogoče spremljati učinkovitosti 
energetskega procesa. Vendar pa lastne meritve same po sebi ne prinesejo uporabnih 
podatkov, zato je k vzpostavitvi meritev treba pristopiti sistematično. Pred 
vzpostavitvijo meritev moramo pripraviti kontrolni seznam in načrt meritev, kjer 
opredelimo mesto meritve, princip merjenja, izvedbo merilnika, stopnjo točnosti, 
interval zapisov, hranjenje podatkov in odgovorno osebo za vzpostavitev in 
nadzor/vzdrževanje meritve. Načrt meritev nam omogoča enostavno preverbo 
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skladnosti dejansko izvedenih meritev, ponovno vzpostavitev meritev v primeru 
okvar in pravilno tolmačenje rezultatov. 
Poleg meritev moramo za isti časovni interval zajeti še podatke o zunanjih 
dejavnikih, kot so podatki o kakovosti vhodnih surovin, obratovalnih parametrih 
(urniki obratovanja, izredni dogodki itd.), proizvodnji (obseg proizvodnje, tip 
proizvoda, izmet itd.) in vremenskih pogojih. Na zunanje dejavnike morda ne 
moremo vplivati, vsekakor pa jih moramo upoštevati v analizah. 
3.9.1  Način zbiranja podatkov 
Zbiranje podatkov lahko v grobem ločimo na ročno in samodejno. Ročno 
zbiranje podatkov se uporablja predvsem v procesih majhnega obsega in občasnega 
nadzora samodejnega zajema podatkov. Vključuje ročno pridobivanje podatkov iz 
računov, odčitavanje merilnih naprav in merilnikov ter ocenjevanje porabe, ki 
ustreza predvidenemu deležu skupne porabe (npr. poraba pare v proizvodnji 
predstavlja 95 % skupne porabe). V večini primerov, še posebej pri zajemu meritev 
na področni ravni, se zaradi velikega obsega, večje natančnosti in večje frekventnosti 
beleženja uporablja samodejni zajem podatkov. Velika prednost samodejnega zajema 
je poleg kontinuiranega beleženja meritev vrednosti in povezovanja merilnih 
sistemov tudi prenos podatkov v centralno podatkovno bazo. 
 












- Nizki stroški dela 
- Hitra razpoložljivost podatkov 
- Časovni rok odčitavanja 
- Točnost 
- Informacije o trendu 







- Delovana intenziteta 
- Nenatančnost 
- Časovni rok odčitavanja 
- Dovzetnost za napake 
- Visoki stroški vzpostavitve 
odčitavanja 
- Zahtevna vzpostavitev (strokovna 
znanja) 
- Zahtevno prilagajanje na spremembe 
Tabela 3.1:  Primerjava prednosti in slabosti načinov zajema podatkov. 
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Vse zbrane podatke moramo nekje hraniti. Ročno zbrani podatki so po navadi 
zapisani v tabelah. Samodejno zajeti podatki pa se v večini primerov zapišejo v 
elektronski obliki, že primerni za nadaljnjo obdelavo (SQL, access, excel, csv, ipd.). 
3.9.2  Viri podatkov in vrste podatkov 
V tabeli 3.2 so povzeti glavni viri in vrste podatkov, ki so potrebni za 
učinkovito analizo in vrednotenje energetskih procesov. 
   

















Literatura - teorija o delovanju tehnologije, 
- matematične osnove procesa. 
Zakonodaja - zakonska določila in omejitve. 
Združenja - povprečne vrednosti za posamezne panoge. 
Računi - skupna raba energije, energenta ali surovine, 
- skupni stroški energije, energenta ali surovine, 
- cene energije, energenta ali surovin. 
Dokumentacija - projekti izvedenih del, 
- navodila za obratovanje in vzdrževanje, 
- pogodbe, 
- deklaracije, 
- energetski pregledi, 
- sheme energijskih tokov, 
- itd. 
Podatki o proizvodnji - količina proizvedenih enot, 


















Meteorološki podatki - zunanje temperature, 




Podatki o obratovanju - urniki obratovanja 
- intervali vzdrževanja, 
- intervali rednih pregledov, 
- intervali izrednih pregledov, 
- zapisniki zastojev, 
- zapisniki okvar, 
- itd. 
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Meritve - podatki o proizvodnji/rabi energije, 






Tabela 3.2:  Viri in vrste podatkov. 
3.9.3  Kocka OLAP 
Podatke moramo urediti na strukturiran in sistematičen način, ki bo omogočal 
sprotno analitično obdelavo (OLAP). OLAP je postopek, ki v kratkem času omogoča 
analizo velike količine podatkov, shranjenih v kockah OLAP. Kocka OLAP je 
osnovna podatkovna struktura v večdimenzionalnem sistemu OLAP. Predstavlja 
množico podatkov, shranjenih in prikazanih na večdimenzionalen način. Kocko 
definira množica dimenzij in meritev. Dimenzije predstavljajo kategorije, po katerih 
analiziramo podatke, meritve pa predstavljajo vrednosti ali velikosti analiziranih 
podatkov.[6] 
V večini primerov se postopke OLAP izvaja na podatkih, shranjenih v 
podatkovnih skladiščih, saj ta niso obremenjena s procesi v realnem času in so zato 
primernejša za procesiranje kock kot žive podatkovne baze. Podatkovna skladišča se 
polnijo intervalno s podatki iz živih baz. V večini primerov se interval določi glede 
na potrebe poslovnega procesa (enkrat na dan, enkrat na teden itd.) v času, ko žive 
baze niso polno obremenjene.[6] 
 
Podatkovna baza Podatkovno skladišče 
- podpira delo s podatki 
- vnos in branje podatkov 
- dinamično spreminjanje vsebine 
- struktura se ne spreminja 
- veliko uporabnikov 
- transakcijske obdelave 
- vnaprej določene poizvedbe SQL 
- podpira analizo podatkov 
- branje podatkov 
- podatki so statični, le občasno 
ažuriranje 
- strukturo prilagajamo potrebam 
- malo uporabnikov 
- analitične in sintetične obdelave 
- korelacije, statistike, OLAP 
Tabela 3.3:  Razlike med podatkovno bazo in podatkovnim skladiščem.[6] 
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Slika 3.9:  Primer tabel, ki sestavljajo preprosto kocko OLAP s štirimi dimenzijami in dvema 
meritvama.[6] 
Tudi procesiranje kock izvajamo v časovnih intervalih, ki jih določimo na 
podlagi potreb poslovnega procesa. Pri procesiranju kocke se predpripravi 
podatkovno strukturo, ki vsebuje vnaprej preračunane podatke, kar pospeši izdelavo 
analize ob prejetem uporabniškem zahtevku.[6] 
 
Slika 3.10:  Primer preproste kocke OLAP s tremi dimenzijami in eno meritvijo.[6] 
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Kocka je strukturirana kot množica povezanih tabel podatkovnega skladišča, iz 
katerih črpa podatke. Tabelo v središču sheme, v kateri so zapisane meritve, 
imenujemo tabela dejstev. Preostale tabele so tabele dimenzij. Dimenzije 
kategorizirajo podatke kock na hierarhični način. V bazi podatkov so predstavljene 
kot dimenzijske tabele, ki vsebujejo atribute, po katerih lahko združujemo 
meritve.[6] 
 
Slika 3.11:  Hierarhična predstavitev dimenzij, ki vsebujejo več ravni.[6] 
Dimenzije so v osnovi vidiki, ki jih podjetje hoče analizirati (obdobje, kupec, 
produkt itd.). Tako lahko na podatke gledamo z različnih vidikov (primeri: 
analiziramo prodajo izdelka glede na kupca, prodajo izdelka glede na lokacijo, 
prodajo izdelka glede na čas in kupca, prodajo izdelka glede na kupca, skladišče in 
čas itd.).[6] 
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Sistem moramo zasnovati tako, da z njim zagotovimo vse funkcionalnosti, ki 
jih sedaj zagotavljamo z ločenimi orodji, kot so: 
- centralni nadzorni sistem (CNS), 
- centralni sistem za pregled in dodelavo alarmov (EW), 
- energetsko knjigovodstvo (EK), 
- baza znanja (Wiki), 
- ciljno spremljanje rabe energije in vode (CSREV), 
- aplikacija za načrtovanje in spremljanje poslovanja (ANA), 
- sistem za upravljanje s sredstvi (Maximo), 
- obvladovanje odnosov s strankami (CRM). 
Poleg obstoječih funkcionalnosti moramo zagotoviti celovito upravljanje in 
nadzor podatkovnih virov s centralnim upravljanjem dostopnih pravic uporabnikov z 
uporabo uporabniških licenc (omejevanje funkcionalnosti, samodejni potek dostopa 
itd.). Sistem mora biti zasnovam tako, da ga lahko ponudimo tretji pravni ali fizični 
osebi kot storitev OEM brez izrednega posredovanja sistemskih administratorjev 
(menjava CGP, nastavitve okolja, administracija uporabnikov itd.). V vseh modulih 
informacijskega sistema moramo zagotoviti funkcionalnost revizijske sledi (kdo, kdaj 
in kaj). 
Uporabniški vmesnik moramo zasnovati kot odzivni spletni vmesnik 
(responsive web design), dostopen prek standardnega spletnega brskalnika z 
zmožnostjo povezave https brez posebne programske ali strojne opreme. 
Podatke moramo organizirati po strukturiranem podatkovnem modelu, ki 
omogoča centralno ureditev podatkov na način, da so vsi podatkovni nizi opremljeni 
z metapodatki (imajo znan vir, pogoje nastanka, določene merske enote itd.) in je na 
njih mogoče izvajati sprotne analitične obdelave (OLAP). 
Omogočiti moramo preprosto implementacijo novih funkcionalnosti 
(modularna zasnova) ter fleksibilno integracijo in interoperabilnost z drugimi 
sistemi, kot so ERP, GIS, CRM itd. 
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4.1  Zasnova infrastrukture in glavne funkcionalnosti 
Informacijski sistem bomo zasnovali kot računalništvo v oblaku. To je način 
računalništva, ki je dosegljiv prek svetovnega spleta in pri katerem so zmožnosti in 
sredstva dinamično razširljivi glede na potrebe uporabnika. Koncept računalništva v 
oblaku delimo na tri glavne tipe/ravni, in sicer na infrastrukturo kot storitev, 
platformo kot storitev in programsko opremo kot storitev. 
 
Slika 4.1:  Shema računalništva v oblaku.[8] 
Infrastruktura kot storitev (IaaS - infrastructure as a service) omogoča 
uporabo zakupljenih virov, kot so procesorski čas, pomnilnik in diskovni prostor. 
Kapacitete lahko poljubno spreminjamo glede na svoje potrebe, in to brez dodatnih 
stroškov investicije in vzdrževanja. Najbolj znan primer računalniškega oblaka tipa 
IaaS je Amazon (EC2).[7] 
Platforma kot storitev (PaaS - platform as a service) omogoča uporabniku 
razvoj lastnih aplikacij brez nakupa in vzdrževanja lastne strojne in programske 
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infrastrukture. Najbolj znana primera računalniškega oblaka tipa PaaS sta Google 
(App Engine) in Microsoft (Azure Services Platform).[7] 
Programska oprema kot storitev (SaaS - software as a service) pomeni, da 
aplikacij ne nameščamo, vzdržujemo ali posodabljamo niti jih ne poganjamo na 
lastnem računalniku. Do njih dostopamo prek spletnega vmesnika, za kar ne 
potrebujemo zmogljivih naprav. Prednost za uporabnika je, da mu ni treba kupovati 
dragih specializiranih aplikacij, če jih večinoma ne potrebuje, vedno ima na voljo 
najnovejšo aplikacijo, ki jo plača glede na uporabo (pay-per-use).[7] 
Sistem bo združeval funkcionalnosti klasičnega centralnega nadzornega 
sistema s funkcionalnostmi sodobnega informacijskega sistema za statistično analizo 
podatkov. 
4.1.1  Funkcionalnosti klasičnega centralnega nadzornega sistema 
CNS je računalniško podprt sistem in opravlja funkcijo nadzora nad procesi v 
realnem svetu in času. Zasnovan je za sočasno spremljanje in nadzor večjega obsega 
različnih procesov na različnih fizičnih lokacijah, ki so lahko širše geografsko 
razpršene. CNS delimo po področjih uporabe na tri glavne sklope: industrija 
(predelovalni procesi, proizvodni procesi, proizvodnja energije (električne, toplotne 
…) in rafiniranje), infrastruktura (javna ali zasebna) (priprava in distribucija 
pitne vode, zbiranje in čiščenje odpadnih voda, upravljanje plinskih in naftnih 
cevovodov, elektroenergetskih omrežij in telekomunikacijskih omrežij) in objekti 
(javni in zasebni) (stavbe (letališki, železniški in pristaniški terminali, poslovne in 
stanovanjske stavbe), plovila (ladje, letala), vesoljske postaje itd.). Vsak od naštetih 
sklopov ima svoje posebnosti, ki jih je treba upoštevati pri zasnovi sistema in 
organizaciji podatkov. 
Pri pravilno zasnovanem nadzornem sistemu se večina nadzornih funkcij izvaja 
samodejno na ravni procesne avtomatike (neposredno digitalno krmiljenje (DDC) ali 
programabilni logični krmilniki (PLC)), ki je neposredno vgrajena na fizični lokaciji 
procesa. CNS upravljavcu zgolj omogoča vpogled v procesne podatke, seznam 
morebitnih alarmov, spreminjanje kontrolnih parametrov DDC in PLC ter nastavitev 
pogojev za proženje procesnih alarmov. 
Komunikacija med procesno avtomatiko in CNS je obojestranska, saj ima 
upravljavec v primeru alarmov ali nepričakovanih parametrov možnost vpliva na 
nadzorne parametre. 
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Slika 4.2:  Hierarhična shema sklopov CNS. 
Slika 4.2 predstavlja strukturo CNS, ki jo v grobem razdelimo na štiri glavne 
sklope, ki si sledijo hierarhično od procesa v upravljanju proti upravljavcu. Prva je 
področna raven, kjer so vgrajeni tipala in aktivatorji, ki so povezani s procesno 
avtomatiko, ki se še vedno nahaja v neposredni bližini nadzorovanega procesa. 
Raven avtomatizacije je povezana prek komunikacijske opreme z aplikacijo CNS, ki 
v večini primerov vsebuje modul pridobivanja podatkov, modul alarmiranja, modul 
arhiviranja in grafični uporabniški vmesnik (GUI). Tretja raven (CNS) se v večini 
primerov ne nahaja v neposredni bližini nadzorovanega procesa. 
Procesna avtomatika 
Zajemanje podatkov se prične na ravni procesne avtomatike in vključuje 
števčna stanja, podatke iz tipal in stanja aktivatorjev (naprav), ki so na zahtevo 
posredovana v CNS. Podatke se nato obdela in prikaže na način, ki omogoča 
upravljavcu sprejemanje odločitev za prilagoditev ali prekinitev kontrolnih povratnih 
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zank, ki jih izvaja procesna avtomatika. Podatke običajno hkrati pošiljamo tudi v 
arhiv za potrebe spremljanja trendov in drugih analitičnih revizij. 
Procesna avtomatika vključuje gradnike, ki so potrebni za izvedbo 
avtomatiziranih sistemov. To so v večini primerov programabilni logični krmilniki, 
ki so v osnovi programabilne mikroprocesorsko krmiljene elektronske naprave s 
kontrolnimi zmogljivostmi. Povezani so s procesnimi tipali, katerih signale pretvorijo 
v digitalne podatke, ki jih uporabijo v kontrolnih povratnih zankah za nadzor 
procesa, in z aktivatorji, prek katerih vplivajo na fizični proces. 
 
Slika 4.3:  Primer kontrolne povratne zanke. 
4.2  Zajem in organizacija podatkov 
Obravnavali bomo dva načina zapisa podatkov. Prvi je enostavni enkratni zapis 
podatka. Ta vrsta zapisa se bo uporabljala pri zapisu podatkov o uporabnikih, 
lokacijah, poslih, napravah, njihovih nastavitvah, in sicer predvsem za podatke, ki se 
ne generirajo samodejno ali nimajo določenega točnega časovnega intervala (alarmi, 
nastavitve itd.). 
Druga vrsta zapisa pa je tako imenovana podatkovna točka, ki predstavlja 
podatkovni niz, sestavljen iz vrednosti in časovnega žiga trenutka izmere ali 
izračuna. Podatkovne točke statistka obravnava kot časovno vrsto. Iz serije vrednosti 
in časovnih žigov pridobimo zgodovino meritve, ki jo točka opisuje (primer: meritev 
zunanje temperature). Podatkovna točka predstavlja natančno določen vhodni ali 
izhodni opazovani parameter. Točke so lahko »trde« ali »mehke«. »Trde« točke so 
dejanske meritve vhodnih in izhodnih parametrov. »Mehke« točke pa so rezultati 
logičnih in matematičnih operatorjev, aplicirani na obstoječe podatke. 
Osnovni pogoj za pridobitev uporabnih podatkov, iz katerih je mogoče izluščiti 
kakovostne informacije, je integriteta podatkov. Zagotovimo jo tako, da podatke 
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opremimo z dodatnimi, tako imenovanimi metapodatki
2
. Metapodatki so podatki, ki 
vsebujejo informacijo o nekem podatku, a niso del le-tega. Pri podatkih, ki prihajajo 
v sistem, moramo poznati vir in čas nastanka, mesto vira, vrsto merjene veličine 
(temperatura, pretok, energija, napetost, valuta itd.) in pripadajočo mersko enoto. 
4.2.1  Pridobivanje podatkov in komunikacijski vtiči 
Upravljavska raven se ne nahaja vedno na isti lokaciji kot nadzorovani proces, 
zato moramo poskrbeti za fizično povezavo, po kateri poteka komunikacija. Za ta 
namen se uporablja komunikacijska oprema, kot so modemi, protokolni pretvorniki, 
komunikacijski strežniki, usmerjevalniki, ojačevalniki signalov itd. 
 
Slika 4.4:  Referenčni OSI model prenosne poti. 
Komunikacijsko opremo izberemo glede na razpoložljive možnosti na terenu, 
zahtevano zanesljivost in varnost linije. Zahteve po zanesljivosti in varnosti 
komunikacije so odvisne od občutljivosti in pomembnosti procesa. Sama izbira 
prenosne tehnologije pa ne sme vplivati na izbiro komunikacijskega protokola. Za to 
poskrbimo z referenčnim modelom OSI, ki predstavlja modulirano zgradbo 
protokolov, kjer vsak sloj opravlja svojo nalogo brez medsebojnega vpliva. 
Sama komunikacija med CNS in PLC poteka prek različnih protokolov, 
najpogosteje uporabljeni so navedeni v tabeli 4.1. 
 
                                                 
2
 Primer: digitalni glasbeni zapis ima poleg dejanskega zapisa zvoka dodane še informacije o imenu 
skladbe, izvajalcu, avtorju, albumu, založniku, letu izdaje, platnico albuma itd. 







AS-i, BSAP, CC-Link Industrial Networks, CIP, CAN bus 
(CANopen, DeviceNet), ControlNet, DF-1, DirectNET, 
EtherCAT, Ethernet Global Data (EGD), Ethernet Powerlink, 
EtherNet/IP, Factory Instrumentation Protocol FINS, 
FOUNDATION fieldbus (H1, HSE), GE SRTP, HART Protocol, 
Honeywell SDS, HostLink, INTERBUS, MECHATROLINK, 
MelsecNet, Modbus, Optomux, PieP, Profibus, PROFINET IO, 





OPC DA, OPC HDA, OPC UA, MTConnect 
Avtomatizacija 
zgradb 
1-Wire, BACnet, C-Bus, DALI, DSI, Factory Instrumentation 





IEC 60870 (IEC 60870-5, IEC 60870-6), DNP3, Factory 









AFDX, ARINC 429, CAN bus (ARINC 825, SAE J1939, NMEA 
2000, FMS), Factory Instrumentation Protocol, FlexRay, IEBus, 
J1587, J1708, Keyword Protocol 2000, Unified Diagnostic 
Services, LIN, MOST, VAN 
Tabela 4.1:  Tabela najpogosteje uporabljenih protokolov glede na področje rabe. 
Komunikacijska platforma mora biti zasnovana modularno, da bo sestavljena iz 
komunikacijskih vtičev, ki jih bo lahko na podlagi standardnih navodil pripravil tretji 
ponudnik strojne ali programske opreme. 
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Slika 4.5:  Osnovna shema arhitekture sistema. 
Komunikacijski vtiči bodo zagotavljali zajem podatkov iz tujih podatkovnih 
baz, komunikacijo s tujimi nadzornimi in informacijskimi sistemi, neposredno 
komunikacijo s PLC in komunikacijo z napravami IoT. 
Sistem mora spremljati stanje komunikacije, preverjati dosegljivost naprav 
(ping) in zaznavati slabe povezave s cikličnimi obremenitvenimi testi. 
4.2.2  Validacija podatkov 
Zaradi velikega obsega podatkov iz različnih podatkovnih virov prek različnih 
komunikacijskih povezav moramo poskrbeti za samodejno validacijo podatkov. Če 
ne preverjamo vhodnih podatkov, ne moremo biti prepričani o rezultatih izvedenih 
analiz. 
V modulu samodejne validacije podatkov moramo omogočiti vmesnik za 
določitev novih filtrov in pravil za popravljanje podatkov, za katere je mogoče prosto 
določiti pogoje veljavnosti glede na katerikoli metapodatek, ki ga podatki vsebujejo 
(primer: splošno logično preverjanje vrednosti zunanje temperature na podlagi 
geografske lege in vremenskih parametrov iz zunanjega podatkovnega vira.). 
Pri zapisovanju popravljenih vrednosti moramo vedno ohraniti izvorne podatke 
oziroma zgodovino popravkov, še posebej če so se na podlagi podatkov izdelale 
analize. Tako kot pri vseh modulih je pri validaciji še toliko bolj pomembno 
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beleženje revizijske sledi (kdo, kdaj in kaj). Poleg samodejne validacije in popravka 
podatkov morajo imeti uporabniki možnost ročnega popravljanja in komentiranja 
zajetih podatkov. 
Glavne funkcionalnosti, ki jih moramo zagotoviti v modulu validacije: 
- preverjanje formata podatka (cele, necele vrednosti, število decimalk 
itd.), 
- pretvorba med merskimi enotami, 
- zaznavanje in odstranjevanje podvojenih podatkov, 
- zaznavanje manjkajočih podatkov, 
- logično preverjanje vrednosti meritev: 
o preverjanje naraščanja kumulativnih podatkov, 
o zaznavanje nespremenljivih vrednosti, 
o določitev minimalne/maksimalne spremembe vrednosti, 
o določitev minimalne/maksimalne spremembe glede na 
dinamične vrednosti druge spremenljivke, 
- zaznavanje napak v časovnih žigih podatkov (napaka v uri PLC), 
- interpolacija podatkov v primeru manjkajočih podatkov, 
- ekstrapolacija podatkov na podlagi arhivskih podatkov, 
- izračun ocene manjkajočih meritev na podlagi korelacije z drugimi 
podatki. 
Poleg osnovnih funkcionalnosti validacije podatkov se bodo tu izvedli izračuni 
in preverba pogojev za proženje alarmov, nastavljenih v drugih modulih, kot sta CNS 
in statistični nadzor procesov (procesni in energetski alarmi). 
4.2.3  Shranjevanje podatkov in podatkovni model 
Kot smo že nakazali v poglavju 3.9, moramo podatke urediti na strukturiran in 
sistematičen način, ki bo omogočal poizvedbe OLAP. V sitemu CUSEVES se bodo 
združili podatki več različnih svetov, zato bo glavna in najpomembnejša naloga pri 
implementaciji sistema zagotovo postavitev dobrega podatkovnega modela, ki bo 
omogočal hierarhični pregled in statistično analizo podatkov iz različnih podatkovnih 
virov. 
Podatke bomo želeli pregledovati po različnih kategorijah na hierarhični način. 
Na njih bomo izvajali raziskovalne in statistične analize, iskali korelacije med 
meritvami itd. V tem poglavju bomo določili hierarhični model zbiranja meritev in 
pripadajočih metapodatkov, s čimer bomo zagotovili celovitost, preglednost, 
integriteto in transparentnost podatkov. 
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Slika 4.6:  Primer hierarhične strukture podatkov. 
Začnimo na začetku: ob podpisu pogodbe bomo v sistem vnesli posel s 
pripadajočim stroškovnim mestom (STM), čigar identifikacijska številka bo krovna 
oznaka, ki bo združevala vse podrejene elemente (fizične lokacije, sredstva, 
prihodke, stroške itd.). Na posel bomo pripeli pogodbo, ki jo bomo v elektronski 
obliki shranili v dokumentni sistem. Na podlagi pogodbe bomo posel opremili z 
vsemi pripadajočimi parametri (tip posla, vrsta pogodbe, naročnik itd.) in povezali s 
pripadajočimi lokacijami, prodajnimi/nabavnimi mesti, kontaktnimi osebami 
(naročnikom, internimi ali odgovornimi osebami itd.) in nastavili poslovno analizo 
(mesečna raven), v kateri bomo pregledovali prihodke in odhodke ter ugotavljali 
odstopanja od planskih vrednosti, hkrati pa jo bomo uporabljali za izdelavo obračuna 
izvedenih storitev. 
Lokacija je naslednja pomembna tabela podatkovnega modela, prek katere 
bomo umeščali vse podatke informacijskega sistema v prostor nastanka. V sistemu 
bomo obravnavali več različnih tipov lokacij (objekt, del objekta, območje, 
geografska točka itd.). Parametri lokacij bodo odvisni od tipa lokacije, vsem pa bodo 
skupni osnovni parametri, kot so koordinate, nadmorska višina, vremensko področje 
(ARSO) itd. Lokacije bomo lahko organizirali hierarhično, tako da bomo neki 
lokaciji (območje/objekt) podredili več pod lokacij (objekti/deli objekta). Lokacije 
bomo povezali s prodajnimi/nabavnimi mesti, z merilnimi mesti in s sredstvi, ki se 
fizično nahajajo na lokaciji. 
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Slika 4.7:  Primer izseka podatkovnega modela. 
Prodajna/nabavna mesta so prevzemne točke, na katerih se izvaja prodaja ali 
nakup blaga ali storitve. Tu opredelimo, na podlagi katerega posla/pogodbe kdo 
prodaja komu katero blago ali storitev, na kakšen način se obračunava in po katerem 
ceniku. V primeru, da se blago meri s fizičnim merilnikom, se prodajnim/nabavnim 
mestom dodeli tudi merilno mesto, ki pa lahko prek delilnika pripada več različnim 
prodajnim/nabavnim mestom (toplotni števec v večstanovanjski hiši se deli po 
delilniku na stanovanja). 
Sredstva so dejanske fizične naprave (kotli, SPTE, razsmerniki, PLC, tipala, 
števci itd.), vgrajene v procese, na katerih nastajajo meritve, ki jih bomo zbirali v 
informacijskem sistemu in obdelovali v statističnih analizah. Sredstvom bomo 
določili nadrejeno lokacijo ali sredstvo in druge parametre (vrsta sredstva, 
proizvajalec, model itd.). Za zajem meritev bomo sredstvu dodelili podatkovne točke 
z definiranimi parametri (vrsto meritve, mersko enoto, predpono veličine, časovnim 
intervalom zajema itd.). 
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4.3  Primer raziskovalno statistične analize obratovalnih parametrov 
V poglavju bomo implementirali statistične metode na podatkih, zajetih na 
klimatu na območju Celja. Poiskali bomo korelacije porabe glede na zunanje vplive 
in poskusili zaznati posebne vzroke spremenljivosti. Podatke o rabi energije smo 
zajemali v letu 2015 na polurnem intervalu. Na istem intervalu imamo tudi uradne 
podatke povprečne zunanje temperature vremenske postaje ARSO (CELJE 
MEDLOG; lon=15.2259; lat=46.2366; alt=242m). Iz slike  4.8 je razvidno 
obratovanje zgolj v zimskem času. 
 
Slika 4.8:  Pregled podatkov o dnevni rabi toplote in povprečni dnevni temperaturi. 
Podatki o porabi toplotne energije so bili zajeti s toplotnim števcem, ki smo ga 
odčitavali daljinsko prek sistema CNS. Števec toplote je umerjena naprava za 
merjenje toplote, zato lahko verjamemo v točnost izmerjenih vrednosti. Do napake 
lahko pride pri branju informacije iz toplotnega števca zaradi motenj na lokalnem 
ožičenju (toplotni števec – PLC) in pri prenosu podatkov v CNS (napaka na 
komunikaciji – ni povezave). Arhiviranje podatkov poteka tako, da CNS intervalno 
zapisuje trenutno stanje vrednosti v PLC; če v nekem trenutku med njima ni 
komunikacije, so vrednosti v arhivu prazne. Zato smo najprej pregledali kakovost 
zajetih podatkov. K sreči v podatkih ni bilo večjih anomalij in smo lahko napake 
zaradi motenj na liniji zanemarili. Prazne vrzeli smo enostavno zapolnili z 
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Po ureditvi podatkov smo pripravili razsevni graf. Resolucijo podatkov smo 
znižali na dnevno raven, saj to za naš primer zadostuje. Na abscisi smo prikazali rabo 
energije na dnevni ravni, na ordinati pa dnevni temperaturni primanjkljaj (DTP), 
izračunan posebej za naš primer. 
 
Slika 4.9:  Linearna regresija za določitev stopnje korelacije. 
Dnevni temperaturni primanjkljaj nam pove, koliko °C moramo nadomestiti z 
umetnim virom toplote. ARSO uradno podaja temperaturni primanjkljaj za ogrevanje 
bivalnih stavb, ki se izračuna za vse dni, katerih povprečna dnevna temperatura je 
nižja ali enaka 12 °C, in sicer tako, da od 20 °C odštejemo povprečno dnevno 
temperaturo. V našem primeru imamo posebne bivanjske zahteve, zato smo 
izračunali lasten DTP30, pri čemer smo po istem postopku izračunali vrednosti za 
vse dni, katerih povprečna dnevna temperatura je nižja ali enaka 25 °C, ob 
predpostavki, da je notranja temperatura 30 °C. 
Na podlagi pripravljenih podatkov smo izračunali in izrisali enostavno linearno 
regresijo, ki nam pove, da je raba toplote v našem primeru v 82,5 % odvisna od 
zunanje temperature. Preostalih 17,5 % pa odpade na druge še nepoznane dejavnike. 
Formulo enostavne linearne regresije smo v nadaljevanju uporabili za izračun ciljnih 
vrednosti, saj v veliki meri izloči vplive zunanje temperature. Slika 4.10 prikazuje 
odstopanja realnih meritev od ciljnih vrednosti na klasični kontrolni karti. Dobro so 
vidna velika odstopanja, manjših premikov pa ne zaznamo. Najbolj odstopa špica 
oktobra ob zagonu sistema po poletnem mirovanju. 
y = 0,0095x + 10,659 
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Slika 4.10:  Kontrolna karta odstopanje porabe toplote od ciljne vrednosti. 
Na podlagi istih vhodnih podatkov nam izračun in izris grafikona po metodi 
CUSUM razkrijeta poponoma drugačno sliko. Prvo polovico januarja smo obratovali 
znotraj pričakovanih parametrov. Po izvedbi sprememb v nastavitvah naprave 
(sredina januarja) na grafikonu opazimo trend manjše rabe energije. Naslednja 
sprememba se je pojavila v začetku junija, ko je nekdo posegel v nastavitve in 
povzročil trend večje rabe energije glede na pričakovano, ta trend pa se je z zagonom 
v oktobru samo še nadaljeval. 
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Iz grafikonov [Slika 4.10 in 4.11] je razvidno, da so kontrolne karte učinkovite 
pri zaznavanju večjih premikov srednjih vrednosti, za hitro zaznavanje majhnih 
sprememb pa uporabimo kontrolno metodo CUSUM. 
4.4  Alarmi in obveščanje 
Alarm mora sprožiti akcijo, ki odpravi vzroke za njegov nastanek. Za ta 
namen, kot smo omenili že pri poglavju o statističnem nadzoru procesa, potrebujemo 
akcijski načrt, ki predvideva korake, potrebne za določitev in odpravo posebnih 
vzrokov spremenljivosti. Pri posameznem koraku moramo določiti tudi akterja 
(odgovorno osebo, ki mora akcijo izvršiti). 
Pri akcijskem načrtu je pomembna revizijska sled, iz katere je mogoče razbrati, 
kdo je alarm prejel in kdaj, kdaj je alarm prevzel v reševanje ali zakaj ne, kdaj je bil 
vzrok za sprožitev alarma odpravljen, s katerim korakom akcijskega načrta smo 
vzpostavili uspešno delovanje. Za odgovore na ta vprašanja moramo vzpostaviti 
infrastrukturo, s katero bomo samodejno zajeli vse potrebne podatke ter imeli nadzor 
nad trenutnim stanjem alarmov in spremljali uspešnost izvajanja akcijskih načrtov. 
Modul alarmi in obveščanje bo namenjen pregledu alarmov drugih modulov in 
obveščanju akterjev in odgovornih oseb o sproženih alarmih. Zagotavljal bo 
funkcionalnosti, potrebne za učinkovito implementacijo akcijskega načrta, s 
časovnimi normami za izvedbo posamezne akcije in pripadajočo bazo znanja. Poleg 
tega bo v njem določen hierarhični sistem odgovornosti akterjev in naveden seznam 
njihovih kompetenc. 
4.4.1  Tipi alarmov in njihov izvor 
Pred izdelavo akcijskih načrtov in vzpostavitvijo sistema odgovornosti moramo 
najprej opredeliti razrede pomembnosti alarmov in jim pripisati osnovne parametre. 
  


















A0   Kritični  10 min  
A1   Visoka  8 h  
A2   Srednja  16 h  
A3   Nizka  2 dni  
A4   Opozorilo    
A5   Informacija    
Tabela 4.2:  Pregled razredov pomembnosti alarmov, kjer simbol  pomeni da,  ne,  opcijsko. 
Tabela 4.2 je primer osnovnega nabora razredov pomembnosti alarmov, ki ga 
bo mogoče razširiti in prilagoditi morebitnim dodatnim potrebam. Posameznemu 
alarmu ali tipu alarma bomo razred pomembnosti določili pri njegovi opredelitvi. 
Seveda moramo imeti pri tem možnost določanja izjem, saj ima lahko neki alarm ali 
tip alarma v različnih okoliščinah različno stopnjo pomembnosti (letni/zimski režim). 
Kot smo omenili, modul alarmi in obveščanje ne bo prožil alarmov, temveč bo 
zasnovan le kot centralna točka upravljanja z njimi. Sami pogoji za proženje alarmov 
se bodo izračunavali v drugih modulih informacijskega sistema. Najpogostejši alarmi 
bodo prihajali iz treh glavnih sistemskih modulov. 
Komunikacijski modul, ki skrbi za komunikacijo z zunanjim svetom, bo 
prožil alarme ob izgubi komunikacije. Ti alarmi so kritične narave, saj v tem primeru 
procesa na oddaljeni lokaciji nimamo pod nadzorom. Obenem bo deloval kot prehod 
za alarme, generirane na samih napravah ali oddaljenih CNS. Najpogostejši alarmi 
komunikacijskega modula: 
- alarmi zaradi napak pri komunikaciji, 
- alarmi, sproženi neposredno na napravah (error message), 
- procesni alarmi, sproženi na oddaljenih CNS. 
Modul validacije bo obdeloval vhodne podatke, lahko bi mu rekli tudi 
matematični modul. V grobem ga delimo na tri sklope glede na vrstni red delovanja: 
pretvorba podatkov, validacija pravilnosti podatkov, preverba pogojev za proženje 
procesnih in statističnih alarmov. Najpogostejši alarmi modula validacije: 
- alarmi o napakah v podatkih, 
- alarmi o odstopanju procesnih parametrov (definicija alarmov iz 
modula CNS), 
- opozorila o odstopanju ključnih kazalnikov uspešnosti (modul 
statističnega nadzora procesov), 
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- opozorila o odstopanju od ciljnih vrednosti (modul statističnega 
nadzora procesov). 
Modul upravljanja s sredstvi je v osnovi baza sredstev in pripadajočih 
podatkov o periodikah vzdrževanja, preventivnih in zakonskih tehničnih pregledih. 
Najpogostejši alarmi modula upravljanja s sredstvi: 
- opozorila o rednih servisnih posegih, 
- opozorila o rednih tehničnih pregledih opreme, 
- opozorila o zakonskem umerjanju merilne opreme, 
- itd. 
Glede na to, da bodo alarmi prihajali iz različnih sistemov in sistemskih 
modulov, jih je treba ločiti po vsebinskih sklopih glede na vrsto naprav, področje 
tehnike, geografsko območje itd. Tem sklopom alarmov bomo določili nabor 
akterjev s primernimi kompetencami, ki bodo skrbeli za odpravo sproženih alarmov. 
4.4.2  Vzpostavitev sistema odgovornosti 
V informacijskem sistemu bo treba vse alarme in opozorila potrditi oziroma 
prevzeti v lastništvo. Razred pomembnosti določa, koliko časa ima prejemnik na 
voljo za potrditev in prevzem alarma/opozorila v obravnavo in vzpostavitev 
stabilnega načina obratovanja. Sistem bo posameznemu alarmu na podlagi 
kompetenc in razpoložljivosti (časovne in lokacijske) določil najprimernejšega 
kandidata iz nabora predvidenih akterjev za pokrivanje posameznega vsebinskega 
sklopa. Če akter ni dosegljiv ali se ne odzove v predpisanem času, bo sistem o tem 
obvestil nadrejeno osebo in poskusil najti nadomestnega akterja, ki bi lahko odpravil 
napako. Seveda moramo pri tem upoštevati razpoložljivost akterjev. Če so akterji ob 
nastanku alarma že zasedeni z odpravljanjem predhodnega alarma, mora sistem 
poslati alarm naslednjemu razpoložljivemu akterju. Lahko se zgodi, da zaradi 
sistemu neznanih razlogov izbrani akter ni razpoložljiv; v tem primeru lahko ta s 
povratno informacijo obvesti o trenutni ali trajni zasedenosti (odpoved servisnega 
vozila, višja sila itd.). V primeru polne zasedenosti kapacitet bo sistem o sprožitvi 
alarma obvestil odgovorno osebo, ki ročno dodeli alarm najprimernejšemu akterju (v 
primeru dežurstev je odgovorna oseba dežurni serviser, ki nadomešča vodjo servisne 
službe, vendar se tako kot pri potrditvi tudi tu upošteva časovna občutljivost razreda 
pomembnosti alarma in se po poteku časovnika obvesti nadrejeno osebo). Ob 
prevzemu alarma akter ni več med razpoložljivimi akterji, prejema samo še alarme, 
ki so povezani s prevzetim alarmom (ista lokacija, določen radij območja, sistem 
itd.). 
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V rednem delovnem času lahko nadrejena oseba ročno razporeja alarme in 
opozorila posameznim akterjem ali jim dodeli izvajanje preventivnih servisnih 
posegov. Ti lahko prožijo lažne alarme, zato moramo v tem primeru imeti možnost 
izklopa proženja alarmov v obravnavanem procesu za predviden časovni interval. Po 
izteku intervala se proženje alarmov samodejno ponovno aktivira. Seveda mora 
sistem o izklopu in vklopu obvestiti odgovorno osebo. 
Doslej smo predpostavljali, da se vsi alarmi sprožijo v rednem delovnem času, 
ko so na voljo vsi akterji. Žal je tak scenarij v praksi redek. Sistem mora zato 
omogočati tudi upravljanje s človeškimi viri v smislu vodenja urnikov dosegljivosti 
posameznega akterja (redni delovni čas, bolniške odsotnosti, dopusti, dežurstva itd.). 
Posebno stanje predstavljajo dežurstva, ko glavni dežurni akter prevzame del 
nalog nadrejenega glede organizacije in razporejanja nalog. Število dežurnih akterjev 
in njihove specifične naloge v dežurstvu so odvisni od obsega, zahtevnosti in 
pomembnosti procesov pod nadzorom. Z vidika informacijskega sistema je bistveno, 
da v času dežurstev (zunaj rednega delovnega časa) vse alarme za sisteme s 
področja, ki ga pokrivajo, prejemajo samo dežurni akterji. V izjemnih primerih, ko se 
hkrati pojavi več kritičnih alarmov in jih dežurni akterji samostojno ne morejo več 
obvladovati, imajo na voljo rezervne dežurne akterje, ki jih lahko aktivirajo. 
 
Slika 4.12:  Vrste dežurnih funkcij. 
Sistem mora omogočati samodejno predajo dežurstev po vnaprej določenih 
razporeditvah. O pričetku dežurstva mora obvestiti akterja, ta pa s potrditvijo 
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prevzame zadolžitev. Dokler akter ne potrdi dežurstva, se preusmeritev alarmov ne 
izvede, trenutno dežurni serviser ostane dežuren, nadrejeni pa je obveščen o 
neuspešni predaji dežurstva. 
4.4.3  Vzpostavitev akcijskega načrta 
Akcijski načrt je v osnovi baza znanja v obliki kontrolnega seznama aktivnosti 
za določitev in odpravo vzrokov sprožitve alarma ter hitro vzpostavitev ponovnega 
nadzora nad procesom. Osnovni akcijski načrt vzpostavimo ob implementaciji 
kontrolnih kart ali opredelitvi alarmov in ga s pridobivanjem dodatnega znanja in 
izkušenj o procesu nenehno dopolnjujemo. 
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Slika 4.13:  Primer akcijskega načrta v primeru izgube nadzora (OCAP).[1] 
Za optimizacijo akcijskega načrta moramo opravljati statistično obdelavo 
zgodovine sproženih alarmov in analizo učinkovitosti posameznih akcij za odpravo 
napake. Na podlagi teh informacij se v primeru novega alarma akterjem predlaga 
akcijski načrt, ki bo statistično najhitreje zagotovil odpravo napake in stabilno 
obratovanje. 
4.4.4  Komunikacijski kanali za obveščanje 
Na podlagi vrste obvestila (alarm, opozorilo ali informacija) in vrste ciljne 
skupine (akterji, odgovorne osebe, stranke ali širša javnost) bomo izbrali ustrezni 
komunikacijski kanal, ki bo najbolje zadostil zahtevam komunikacije. 
Komunikacijo delimo na neposredno ali posredno, enosmerno ali dvosmerno, 
besedno, ki je lahko govorna ali pisna, ali nebesedno, vertikalno (izmenjava med 
različnimi skupinami – ponudnik in naročnik) ali horizontalno (izmenjava informacij 
znotraj skupine) in formalno ali neformalno. 
Zaradi velikega števila vrst komunikacije in ravni pomembnosti obvestil 
moramo v sistemu implementirati različne komunikacijske kanale, ki bodo zadostili 
potrebam obveščanja. 
Najosnovnejši bo zagotovo grafični uporabniški vmesnik (GUI), prek katerega 
bo potekala vsa interakcija med informacijskim sistemom in uporabnikom. 
Uporabnik bo prek GUI lahko pregledoval vse alarme in obvestila ne glede na 
zaupnost informacij. Prednost vmesnika GUI je v tem, da je primeren tudi za zaupne 
informacije, saj ima vsak uporabnik svoje uporabniško ime in geslo, zato vemo, kdo 
je prejemnik obvestila. Pomanjkljivost sistema je, da se mora uporabnik za prejem 
obvestila povezati v sistem, zato ta komunikacijski kanal ni najprimernejši za 
obveščanje o sproženih alarmih. Za ta namen bomo uporabljali druge 
komunikacijske kanale, kot so SMS, elektronska pošta in telefonski klic. Prednost 
teh virov je v tem, da vemo, kdaj je bilo sporočilo dostavljeno in komu. Slabost pa je, 
da po njih poteka samo govorna komunikacija, ki žal ne omogoča prenosa vseh 
informacij. 
Za obveščanje širše javnosti bomo uporabljali komunikacijske kanale socialnih 
omrežij (Twiter ipd.), ki omogočajo hitro obveščanje velikega števila ljudi. Prednost 
socialnih omrežij je, da ne potrebujemo kontaktnih podatkov ciljne skupine. 
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4.5  Zasnova uporabniškega vmesnika 
Na področju industrijskega oblikovanja interakcije človek – stroj je grafični 
uporabniški vmesnik (GUI) okolje, kjer se zgodi interakcija med človekom in 
strojem. Glavni cilj GUI je omogočiti človeku intuitivno (samo po sebi razumljivo), 
učinkovito, odzivno in uporabniku prijazno interakcijo z napravo oziroma 
informacijskim sistemom. To pomeni, da uporabnik z minimalnim vložkom doseže 
želeni rezultat. Če tega ne dosežemo, se lahko zgodi, da uporabniki informacijskega 
sistema ne bodo sprejeli. V izogib temu je treba pred izdelavo uporabniškega 
vmesnika pripraviti skice vmesniških oken z opisom vseh funkcionalnosti in 
približnih postopkov rokovanja in jih preučiti skupaj z uporabniki v sklopu 
delavnice. Za informacijski sistem CUSEVES je bil s programsko opremo Balsamiq 
pripravljen podroben osnutek uporabniškega vmesnika, ki  je priložen diplomski 
nalogi kot Priloga 1. 
 
Slika 4.14:  Primer skice vmesnika za iskanje korelacij z linearno regresijo in nastavljanje ciljnih 
premic. 
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Pri izdelavi osnutka smo uporabniški vmesnik zasnovali kot odzivni spletni 
vmesnik (responsive web design), dostopen prek standardnega spletnega brskalnika 
brez posebne programske ali strojne opreme. 
Pred prijavo v informacijski sistem se odpre splošna informativna stran z javno 
dostopnimi vsebinami in pogovornim oknom za prijavo v sistem. Po uspešni prijavi 
se uporabniku prikažeta navigacijski meni in pregledna plošča (dashboard), na kateri 
lahko uporabnik sam določi pogled in razporeditev vizualnih gradnikov. Vizualni 
gradniki lahko prikazujejo katerikoli vsebinski element informacijskega sistema 
(KPI, status alarmov, vizualizacija, karte CUSUM itd.). Prek navigacijskega menija 
uporabnik skladno z dodeljenimi pravicami dostopa do drugih modulov in podatkov. 
V primeru so obdelani pogledi vmesnika poslovne analize, vrtilne tabele OLAP 
za hitro zbiranje podatkov za pripravo AD-HOC analiz in poročil, vizualizacija 
procesov in grafični pregled trendov procesnih parametrov, okolje za izvajanje 
statističnega nadzora procesa. Zajeti so primeri nastavitve procesnih in energetskih 
alarmov ter parametriranje zajema podatkov. Izvirni dokument primera je pripravljen 
v obliki PDF, ki omogoča interaktivno premikanje po dokumentu s klikom na gumbe 
s čimer pregledovalec dobi vpogled v delovanje aplikacije. 
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V diplomskem delu sem razvil zasnovo centralnega upravljavskega sistema za 
ekonomično vodenje energetskih sistemov. 
Zaradi možnosti dinamične razširljivosti zmožnosti in sredstev glede na 
potrebe uporabnikov sem izbral zasnovo računalništva v oblaku. Za implementacijo 
sistema se mi je zdel najbolj primeren model programske opreme kot storitev, pri 
katerem do aplikacij dostopamo prek spletnega vmesnika, za kar ne potrebujemo 
zmogljivih naprav. 
Pregledal sem podatke, ki jih potrebujemo za analize energetske učinkovitosti 
procesov in opredelil tipe in vire podatkov. Izdelal sem podatkovni model v katerem 
sem podatke organiziral več dimenzijsko in s tem omogočil poizvedbe OLAP. 
Za ocenjevanje odvisnosti med procesnimi parametri in zunanjimi vplivi ter 
zaznavanje posebnih vzrokov spremenljivosti, sem določil statistične metode 
(enostavna linearna regresija, kontrolne karte in kumulativna vsota razlik), ki 
morajo biti del funkcionalnosti sistema. Na realnem primeru sem preveril primernost 
izbranih metod in potrdil teorijo uporabe kontrolnih kart in metode CUSUM. 
Posebno pozornost sem posvetil modulu alarmi in obveščanje, kjer sem določil 
tipe alarmov in njihov izvor. Različnim tipom alarmov sem dodelil komunikacijske 
kanale za obveščanje ter izpostavil njihove prednosti in slabosti. Podrobno sem 
opredelil sistem obvladovanja odgovornosti in pravila, po katerih se alarmi 
dodeljujejo akterjem. Določil sem metodo za spremljanje učinkovitosti izvedenih 
akcij za odpravo alarmov, ki temelji na vzpostavitvi akcijskih načrtov. 
Izdelal sem primer uporabniškega vmesnika, ki je zasnovan kot odzivni spletni 
vmesnik, dostopen prek standardnega spletnega brskalnika, brez dodatne programske 
ali strojne opreme. Kljub zahtevni in obsežni funkcionalnosti sem poskušal pripraviti 
uporabniku prijazen in intuitiven uporabniški vmesnik, preko katerega lahko 
uporabniki hitro in učinkovito pregledajo dogajanja na terenu in stanja sproženih 
alarmov. Uporabnike razbremeni administrativnega dela in jim omogoči 
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preusmeritev fokusa na optimizacijo procesov in s tem izboljšanje poslovnega 
rezultata podjetja. 
Na koncu moram poudariti, da je informacijski sistem zgolj orodje, ki bo ob 
rutinski in pozorni uporabi omogočal odkrivanje posebnih vzrokov spremenljivosti in 
olajšal nadzor nad stabilnim obratovanjem energetskih procesov. Za učinkovito 
energetsko upravljanje bo vedno ključnega pomena zavzetost vodstva, osebja in 
strokovnjakov. Z informacijskimi sistemi ne smemo reševati neorganiziranosti 
delovnega procesa. Priporočam, da pred implementacijo kakršnega koli 
informacijskega sistema, najprej uredimo delovni proces ter vzpostavimo sistem 
odgovornih oseb in pooblastil, ki so osnova za učinkovit potek dela. 
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Slika A.1:  Vstopna stran. 
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Slika A.2:  Pregledna plošča (dashboard). 
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Slika A.3:  Poslovna analiza. 
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Slika A.4:  Podatkovno rudarjenje z metodami OLAP. 
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Slika A.5:  Podatkovno rudarjenje z metodo OLAP (grafični prikaz rezultatov). 
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Slika A.6:  Podatkovno rudarjenje z metodo OLAP (prikaz podatkov v GIS). 
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Slika A.7:  Vizualizacija procesa (CNS). 
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Slika A.8:  Pregled arhiva parametrov procesa. 
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Slika A.9:  Nastavljanje procesnih alarmov. 
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Slika A.10:  Iskanje korelacij in določanje ciljni vrednosti. 
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Slika A.11:  Kontrolna metoda CUSUM. 
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Slika A.12:  Administracija – urejanje hierarhije podatkov. 
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Slika A.13:  Administracija - dodajanje in urejanje lokacij. 
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Slika A.14:  Administracija - dodajanje in urejanje sredstev. 
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Slika A.15:  Administracija - konfiguracija nove naprave. 
