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1 Einleitung
1 Einleitung
Die vorliegende Masterarbeit behandelt aerodynamisches Verdichterdesign, also die Opti-
mierung der Form von Verdichtern und sogenannten Verdichterprofilen (Profile von Ver-
dichterschaufeln, siehe Abb. 1.1). Die Formoptimierung (engl. shape optimization) kann
als ein Teilgebiet der Theorie optimaler Steuerungen angesehen werden.
Abbildung 1.1: Schaufeln eines Verdichters. (Quelle: [1])
Im folgenden Abschnitt 1.1 werden zuna¨chst die theoretischen Grundlagen der Formop-
timierung skizziert. Anschließend wird auf die Herausforderungen eingegangen, die sich
dem DLR bei der Umsetzung dieser theoretischen Herangehensweise stellen (vgl. Ab-
schnitt 1.2), um schließlich daraus die Aufgabenstellung dieser Masterarbeit abzuleiten
(vgl. Abschnitt 1.3).
1.1 Einfu¨hrung in die Grundlagen der Formoptimierung
Die zu optimierende Form wird durch eine gewisse Anzahl geometrischer Variablen be-
schrieben. Im Verdichterprofildesign handelt es ich bei diesen geometrischen Variablen
unter anderem um den Staffelungswinkel βST, die La¨nge L oder die maximale Dicke d
des Profils (vgl. Abb. 1.2). Die zu optimierende Zielfunktion ist beispielsweise der Total-
druck pT, welcher maximiert werden soll.
Abbildung 1.2: Skizze eines Verdichterschaufelprofils mit geometrischen Variablen.
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Die u¨bliche Vorgehensweise zur Lo¨sung von Formoptimierungsproblemen kann in drei
Schritte unterteilt werden. Bei gegebener Form wird zuna¨chst das Stro¨mungsfeld mit
Hilfe eines geeigneten Stro¨mungslo¨sers berechnet. Im na¨chsten Schritt werden die Form-
ableitungen (engl. shape derivatives) ermittelt, also die Ableitungen der zu optimierenden
Zielfunktion bezu¨glich der geometrischen Variablen. Dies erfolgt meist durch Lo¨sung der
adjungierten Gleichungen. Abha¨ngig von den so berechneten Gradienten und der Wahl
des Gradienten-basierten Optimierungsverfahrens wird schließlich die Form aktualisiert
(vgl. [2]). Diese Schritte werden iterativ bis zur Konvergenz gegen eine lokal optimale
Form fortgefu¨hrt.
1.2 Herangehensweise des DLR
Die Herausforderungen, denen das Institut fu¨r Antriebstechnik des DLR bei der in Ab-
schnitt 1.1 skizzierten Herangehensweise gegenu¨bersteht, sind vielfa¨ltig. Zwar existiert der
unter anderem am DLR entwickelte Stro¨mungslo¨ser TRACE zur Lo¨sung der Reynolds-
Averaged-Navier-Stokes-Gleichung (RANS-Gleichung) schon la¨nger, allerdings war die Er-
mittlung der Formableitungen und somit eine Formoptimierung auf die zuvor dargelegte
Weise lange Zeit problematisch. Erst seit Kurzem ist die Berechnung der Formableitungen
durch die Entwicklung des Programmpakets adjointTRACE zur Lo¨sung der diskret ad-
jungierten Reynolds-Gleichungen mo¨glich.
Ein weiteres Problem stellt der enorme Zeitbedarf des zuvor beschriebenen Verfahrens zur
Formoptimierung dar. Jede Iteration dieses Gradienten-basierten Optimierungsverfahrens
erfordert die Lo¨sung der diskretisierten RANS-Gleichung sowie der diskret adjungierten
Reynolds-Gleichungen.
Schließlich stellt das Verdichterdesign meist einen Kompromiss zwischen verschiedens-
ten Anforderungen dar. So soll beispielsweise der Totaldruck maximiert sowie der Total-
druckverlust und der Drall der Stro¨mung nach Austritt aus dem Verdichter minimiert
werden. Aus diesem Grund legt das Institut fu¨r Antriebstechnik des DLR bei Verfah-
ren zur Formoptimierung großen Wert auf die Mo¨glichkeit zur Optimierung mehrerer
Zielfunktionen (sog. Vektor- oder auch Mehrzieloptimierung, engl. multi-objective opti-
mization, na¨here Erla¨uterungen siehe Anhang A.1). Erst nach Reduzierung der Mehr-
zieloptimierungsaufgabe auf ein Optimierungsproblem mit einer reellwertigen Zielfunktion
ist eine Lo¨sung mit der oben dargestellten Herangehensweise mo¨glich.
Aus den genannten Gru¨nden wurde am Institut fu¨r Antriebstechnik des DLR das Pro-
grammpaket AutoOpti zur Verdichteroptimierung entwickelt. Dieses basiert auf geneti-
schen Algorithmen. Die Evolutionsstrategien eignen sich hervorragend zur Lo¨sung von
Mehrzieloptimierungsproblemen, da diese Algorithmen die Mehrzielstruktur erhalten und
sogenannte Pareto-Fronten (vgl. Anhang A.1) generieren ko¨nnen. Aufgrund des Evolu-
tionsansatzes werden keine Formableitungen beno¨tigt und die Lo¨sung der adjungierten
Gleichungen ist somit nicht notwendig. Ein Nachteil der genetischen Algorithmen ist ih-
re langsame Konvergenz, insbesondere da jede Funktionsauswertung von neu generierten
Verdichterkonfigurationen die zeitaufwendige Lo¨sung der diskretisierten RANS-Gleichung
erfordert.
Zu einer erheblichen Reduzierung des Zeitaufwandes fu¨hrt hier die parallele Generierung
und anschließende Optimierung sogenannter Ersatzmodelle. Diese mit Hilfe des geosta-
tistischen Interpolationsverfahrens Kriging (vgl. Kapitel 3) erstellten Modelle bilden eine
Approximation an die zu optimierenden, nicht explizit angebbaren Zielfunktionen und
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berechnen sogleich die Unsicherheiten dieser approximierten Zielfunktionswerte. Bisher
erfolgt die Ersatzmodelloptimierung gleichermaßen mit genetischen Algorithmen.
1.3 Aufgabenstellung und Gliederung der Arbeit
Ziel dieser Arbeit ist nun die Entwicklung und Implementierung parallelisierbarer Gra-
dienten-basierter Verfahren zur Optimierung der Ersatzmodelle. Die hierfu¨r beno¨tigten
Gradienten der Ersatzmodelle werden durch adjointTRACE und ein spezielles Kriging-
Verfahren, das Direct Gradient Enhanced Kriging (Direct GEK, vgl. Abschnitt 3.2.5),
zur Verfu¨gung gestellt. Da Restriktionen der geometrischen Variablen, der Unsicherheiten
und eventuell weiterer aerodynamischer Gro¨ßen zu beachten sind, betrachten wir Verfah-
ren zur Optimierung nichtlinearer Zielfunktionen unter nichtlinearen Nebenbedingungen.
Aufgrund der Gradienten-basierten Verfahren ist eine direkte Optimierung mehrerer Ziel-
funktionen nun nicht mehr mo¨glich. Abschnitt 5.2 zeigt verschiedene Lo¨sungsansa¨tze fu¨r
dieses Problem.
Die Arbeit ist wie folgt gegliedert. In Kapitel 2 werden Verdichter beschrieben und ihre
Anwendungen im DLR erla¨utert. Daru¨ber hinaus geben wir mit Einfu¨hrung in das Pro-
grammpaket AutoOpti einen Einblick in den bisherigen Stand der Verdichteroptimierung
am Institut fu¨r Antriebstechnik des DLR. Zudem werden geplante und in Zukunft mo¨gliche
Einsatzgebiete des im Rahmen dieser Arbeit implementierten Optimierers als Teil des Pro-
grammpakets AutoOpti dargelegt. Es wird herausgestellt, wo und inwieweit das Kriging-
Verfahren zur Erstellung der Ersatzmodelle zum Einsatz kommt und warum eine Opti-
mierung der Ersatzmodelle sinnvoll ist. Des Weiteren werden die Vor- und Nachteile der
in dieser Arbeit untersuchten Ersatzmodelloptimierung mittels Gradienten-basierter Ver-
fahren dargelegt.
Zum besseren Versta¨ndnis wird in Kapitel 3 genauer auf die mathematischen Hintergru¨nde
des Kriging-Verfahrens eingegangen, welches die im Rahmen dieser Arbeit zu optimieren-
den Ersatzmodelle erstellt. Da wir zum Thema Kriging keine passende exakte mathe-
matische Literatur finden konnten, beruhen die Beweise in diesem Kapitel auf eigenen
U¨berlegungen.
Das darauffolgende Kapitel 4 stellt die im Rahmen dieser Arbeit implementierten Ver-
fahren zur Ersatzmodelloptimierung vor. Zur Lo¨sung des nichtlinearen Optimierungs-
problems mit nichtlinearen Nebenbedingungen betrachten wir sowohl die logarithmische
Barriere-Methode als auch das Augmented-Lagrange-Verfahren. Da beide Methoden auf
ein Verfahren zur unrestringierten Minimierung zuru¨ckgreifen, stellen wir im Anschluss
die unterschiedlichen implementierten Gradienten-basierten Verfahren zur unrestringier-
ten Minimierung vor, wie etwa das Gradientenverfahren oder ein Quasi-Newton-Verfahren.
Schließlich werden die Aspekte der Parallelisierbarkeit der implementierten Verfahren ana-
lysiert und diskutiert.
Die in Kapitel 4 vorgestellten Verfahren werden in Kapitel 5 anhand zweier Beispiele aus-
gewertet. Fu¨r die Erstellung der zu optimierenden Ersatzmodelle nutzen wir das bereits
von Seiten des DLR in AutoOpti implementierte Direct GEK-Programm. Wir betrach-
ten zuerst eine Testfunktion, um im Anschluss ein reales Verdichterdesign-Beispiel zu
untersuchen. Dabei wird die Form des Verdichterprofils hinsichtlich des maximalen Total-
druckverha¨ltnisses und minimalen Totaldruckverlustes optimiert. Dieses Mehrzieloptimie-
rungsproblem werden wir in Abschnitt 5.2 durch unterschiedliche Herangehensweisen in
ein Problem mit nur einer reellwertigen Zielfunktion umformulieren. Daraufhin werden das
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Augmented-Lagrange-Verfahren und die logarithmische Barriere-Methode unter anderem
im Hinblick auf die verwendeten Verfahren zur unrestringierten Minimierung verglichen.
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2 Der automatisierte Optimierer AutoOpti
AutoOpti ist ein am DLR-Institut fu¨r Antriebstechnik in Ko¨ln entwickelter automatisier-
ter Optimierer. Ziel von AutoOpti ist die Beschleunigung des aerodynamischen Formopti-
mierungsprozesses von Verdichtern beziehungsweise Verdichterprofilen (vgl. Abb. 1.1 und
Abb. 1.2).
Bevor wir den Optimierungsprozess in AutoOpti und somit den bisherigen Stand der Ver-
dichteroptimierung im DLR na¨her untersuchen, wird zuna¨chst der Verdichter erkla¨rt und
seine Verwendung als Komponente eines Strahltriebwerks erla¨utert.
2.1 Der Verdichter und seine Anwendung
Verdichter oder auch Kompressoren sind Fluidenergiemaschinen zum Komprimieren von
Gasen. Eine spezielle Bauform ist der sogenannte Turboverdichter. Heutzutage existieren
zwei Bauarten des Turboverdichters: der Axial- und der Radialverdichter.
Das zu komprimierende Gas stro¨mt beim Axialverdichter parallel zur rotierenden Achse
durch den Verdichter und wird meist u¨ber mehrere abwechselnd angeordnete rotieren-
de und stationa¨re Verdichterschaufelreihen, sogenannte Verdichterstufen, komprimiert. In
Abbildung 2.1 ist ein solcher mehrstufiger Axialverdichter abgebildet.
Abbildung 2.1: Mehrstufiger Axialverdichter mit rotierenden Verdichterschaufeln (sog.
Rotoren) und stationa¨ren Verdichterschaufeln (sog. Statoren), welche abwechselnd ange-
ordnet sind. (Quelle: [3])
Bei einem Radialverdichter wird das Gas dem Zentrum der rotierenden Achse zugefu¨hrt
und aufgrund der Fliehkra¨fte radial nach außen abgelenkt. Somit ist bei mehrstufigen
Radialverdichtern nach jeder Verdichterstufe eine Umlenkung der Stro¨mung notwendig
(vgl. [3, 4]).
Anwendung finden Turboverdichter beispielsweise in Strahltriebwerken. Hierbei handelt es
sich in den meisten Fa¨llen um Axialverdichter, welche sich direkt hinter dem Lufteinlauf
befinden (siehe Abb. 2.2).
In einem solchen Axialverdichter wird den einstro¨menden Luftmassen durch die konti-
nuierlich rotierenden Schaufeln des Rotors kinetische Energie zugefu¨hrt, welche aufgrund
der Bernoulli-Gleichung (vgl. [5]) in den diffusorfo¨rmigen Zwischenra¨umen der Verdichter-
schaufeln des Rotors und Stators in Druckenergie umgewandelt wird. Aufgrund des Druck-
anstiegs verringert sich jedoch die kinetische Energie des Gases, was im Rotor wieder
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Abbildung 2.2: Skizze eines Strahltriebwerks mit Verdichter und weiteren relevanten Bau-
teilen. (Quelle: [6])
ausgeglichen wird. Somit besteht eine Axialverdichterstufe meist aus einem Rotor, wo
Druck und Geschwindigkeit des Gases zunehmen und einem Stator, wo sich nur der Druck
zu Ungunsten der Geschwindigkeit erho¨ht.
Hinter dem Verdichter befindet sich die Brennkammer, wo das aufgrund der Kompression
stark erhitzte Gas mit dem Kraftstoff zusammengefu¨hrt und verbrannt wird. Es kommt
zu einer Ausdehnung des Gases. Im Anschluss daran trifft das nach hinten austretende
Gas auf die Turbine, welche u¨ber eine Welle den Verdichter antreibt. Je nach Art des
Strahltriebwerks wird der gro¨ßte Teil der Energie jedoch nicht hier verbraucht, sondern
fu¨r den Ru¨ckstoß in der dahinterliegenden Schubdu¨se beno¨tigt. Zur Schuberzeugung wird
das Gas mit Hilfe der Du¨se auf eine hohe Geschwindigkeit beschleunigt (vgl. [6]).
2.2 Das Programm AutoOpti
Das von Seiten des DLR implementierte Programmpaket AutoOpti zur Verdichteroptimie-
rung und dessen Algorithmus basieren aus den unter anderem in Abschnitt 1.2 genannten
Gru¨nden auf der Evolutionsstrategie. Nach dem Vorbild der Natur (Stichwort survival
of the fittest) wird die Menge der Individuen, also verschiedene Konfigurationen von Ver-
dichtern bzw. Verdichterprofilen, durch Mutation, Selektion und Vererbung stetig erweitert
und verbessert (vgl. [1]).
Da das Verdichterdesign immer einen Kompromiss zwischen verschiedensten Anforderun-
gen wie beispielsweise zu maximierendem Wirkungsgrad, Totaldruckverha¨ltnis und Mas-
senstrom darstellt, wurde bei AutoOpti besonderer Wert auf die Mo¨glichkeit zur gleich-
zeitigen Optimierung mehrerer Zielfunktionen gelegt (vgl. [1, 7, 8]).
Zudem arbeitet AutoOpti hochparallel und nutzt so alle zur Verfu¨gung stehenden Re-
chenressourcen. Die genaue Form der Parallelisierung wird unter anderem im folgenden
Abschnitt 2.2.1 erla¨utert.
2.2.1 Programmaufbau und Algorithmus
Den Aufbau und die Struktur des parallelisierten Mehrziel-Evolutionsalgorithmus Au-
toOpti zeigt Abbildung 2.3. Der Opti-Master fu¨hrt den prima¨ren Optimierungsprozess
durch. Zur sehr teuren Berechnung des Zielfunktionswertes eines erzeugten Individuums,
aufgrund des Evolutionscharakters auch als Fitness bezeichnet, u¨bergibt der Hauptprozess
das Individuum an einen Opti-Slave. Dieser durchla¨uft zur Fitnessberechnung die Design-
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Prozesskette (vgl. Abb. 2.3, rechts), welche im Abschnitt 2.2.2 na¨her erla¨utert wird. Nach
dem Durchlauf der Prozesskette, welche u.a. aus der Geometrieerzeugung, der Gitter-
generierung, der CFD∗- und der CSM†-Simulation besteht, erha¨lt das Individuum seinen
Fitness- bzw. Zielfunktionswert und wird in der Datenbank (DataBase) gespeichert.
Im Anschluss werden die Pareto-Ra¨nge aller in der Datenbank gespeicherten Individu-
en bzw. Verdichterkonfigurationen angepasst. Der Pareto-Rang eines Individuums ist eine
natu¨rliche Zahl, die das Individuum abha¨ngig von allen anderen in der Datenbank vorhan-
denen Individuen erha¨lt. Je kleiner der Pareto-Rang ist, umso besser ist ein Individuum.
In der Mehrzieloptimierung wird durch die Einfu¨hrung des Pareto-Rangs ein Vergleich
der Individuen untereinander ermo¨glicht. Fu¨r eine genaue Definition und weiterfu¨hrende
Literatur verweisen wir auf Anhang A.1 und Ehrgott [9].
Abbildung 2.3: Programmaufbau von AutoOpti. (Quelle: [8])
Nach dem Durchlauf der Prozesskette und der Anpassung der Pareto-Ra¨nge werden eini-
ge Verdichterkonfigurationen, sogenannte Eltern, aufgrund ihrer Fitness und des geringen
Pareto-Rangs aus der Datenbank ausgewa¨hlt, um mit Hilfe der Evolutionsoperatoren Mu-
tation, differentielle Evolution und Kreuzung neue Nachkommen, also neue Verdichterkon-
figurationen, zu erzeugen. Die Fitness dieser Nachkommen wird dann wiederum in einem
Slave-Prozess berechnet. Diese Fitnessberechnung erfolgt parallel, das bedeutet, jeder ge-
nerierte Nachkomme wird an einen Slave-Prozess u¨bergeben und diese Prozesse berechnen
dann gleichzeitig den Fitnesswert eines jeden Nachkommen.
Diese Vorgehensweise wird so lange fortgefu¨hrt bis ein Optimalita¨tskriterium erfu¨llt ist
oder der Benutzer, also im Fall von AutoOpti ein Design-Ingenieur, anhand seiner Fach-
kenntnisse erkennt, zu welchem Zeitpunkt der Prozess abgebrochen werden kann (vgl. [1]).
∗Computational Fluid Dynamics, numerische Stro¨mungsmechanik
†Computational Structural Mechanics, numerische Strukturanalyse
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Da sich im Fall von AutoOpti aufgrund der CFD- und CSM-Simulation ein enormer nu-
merischer Aufwand hinter der Prozesskette des Designs verbirgt, wurde viel Wert darauf
gelegt, dass mo¨glichst wenige Individuen bzw. Verdichterkonfigurationen diese Prozessket-
te durchlaufen mu¨ssen. Um dies zu ermo¨glichen, sind einige Erweiterungen in AutoOpti
integriert, von denen wir im Folgenden nur die wichtigste nennen wollen.
Ein großer Nachteil von Evolutionsalgorithmen ist deren langsame Konvergenz. Vor al-
lem fu¨r Probleme mit teurer Zielfunktionsauswertung, wie dies im Verdichterdesign auf-
grund der Design-Prozesskette der Fall ist, resultiert daraus eine lange Rechenzeit. Zur
Beschleunigung und Verbesserung des Optimierungsprozesses werden daher in AutoOpti
einige Approximationsmodelle, sogenannte Ersatz- oder auch Metamodelle, verwendet (sie-
he Abb. 2.3, links). Wa¨hrend der urspru¨ngliche Optimierungsprozess (Abb. 2.3, rechte
Seite) arbeitet, la¨uft parallel dazu ein zweiter Prozess (linke Seite). Dieser bescha¨ftigt sich
mit dem Erstellen von Ersatzmodellen, dem sogenannten Training, und der anschließen-
den Optimierung dieser Ersatzmodelle. Beide Prozesse kommunizieren u¨ber die Datenbank
und das Interface.
Das Ersatzmodell wird mit Hilfe von Stu¨tzpunkten, d.h. vorher berechneten Individuen
bzw. Verdichterkonfigurationen aus der Datenbank DataBase erstellt und dient dazu, den
Fitness- bzw. Zielfunktionswert eines beliebigen Individuums respektive einer beliebigen
Verdichterkonfiguration zu approximieren. In AutoOpti werden diese Ersatzmodelle mit
Hilfe des Interpolationsverfahrens Kriging sowie durch Neuronale Netze (siehe [10]) be-
rechnet. Im Rahmen dieser Arbeit wird zum Erstellen der Ersatzmodelle das von Seiten
des DLR in AutoOpti implementierte Kriging-Programm genutzt. Auf die mathematischen
Hintergru¨nde des Kriging-Verfahrens und das in AutoOpti verwendete Direct GEK gehen
wir im folgenden Kapitel 3 na¨her ein.
Die mit Hilfe der Optimierung der Ersatzmodelle berechneten Individuen ko¨nnen nun u¨ber
das Interface in den urspru¨nglichen Optimierungsprozess integriert werden (vgl. Abb. 2.3).
Bisher erfolgte die Optimierung der Ersatzmodelle wiederum mit einer evolutiona¨ren Stra-
tegie. Ziel dieser Arbeit ist es, statt genetischer Algorithmen ein Gradienten-basiertes
Verfahren zur Optimierung der Ersatzmodelle zu implementieren. Diese zeigen im Ver-
gleich zu Evolutionsalgorithmen u¨blicherweise ein schnelleres Konvergenzverhalten. Auf-
grund der Nichtlinearita¨t des Ersatzmodells und eventuell zu beachtender nichtlinearer
Nebenbedingungen, wie etwa einer Restriktion der Unsicherheit oder anderer aerodyna-
mischer Gro¨ßen, betrachten wir im Folgenden nichtlineare Optimierungsalgorithmen mit
nichtlinearen Nebenbedingungen. Auf die hierfu¨r im Rahmen der Arbeit implementierten
Verfahren wird in Kapitel 4 na¨her eingegangen.
Da Gradienten-basierte Verfahren nur eine Zielfunktion optimieren ko¨nnen, wird die Be-
trachtung mehrerer Zielfunktionen durch diese Herangehensweise erschwert. In Ab-
schnitt 5.2 werden unterschiedliche Lo¨sungsansa¨tze fu¨r dieses Problem aufgezeigt. Ein
weiterer Nachteil Gradienten-basierter Optimierungsverfahren ist deren Konvergenz ge-
gen lokale und nicht globale Minima.
Eine Gradienten-basierte Formoptimierung im Sinne der in der Einleitung dargestellten
Herangehensweise (vgl. Abschnitt 1.1) ist mit Hilfe des im Rahmen dieser Arbeit pro-
grammierten Optimierers zuku¨nftig ebenso mo¨glich, da die no¨tigen Gradienteninforma-
tionen beziehungsweise Formableitungen durch den Lo¨ser adjointTRACE fu¨r die diskret
adjungierten Reynolds-Gleichungen zur Verfu¨gung stehen (vgl. [11]). Somit besteht die
Mo¨glichkeit, dass die im Rahmen dieser Arbeit implementierten Optimierungsalgorithmen
nicht nur auf den Ersatzmodellen, sondern auch auf den normalen Modellen Anwendung
finden.
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2.2.2 Design-Prozesskette
Die Prozesskette des Designs wird bei jeder Auswertung der Zielfunktion aufgerufen und
vollsta¨ndig durchlaufen. Zur besseren Einscha¨tzung der Auswirkungen einer solchen teuren
Zielfunktionsauswertung bzw. Fitnessberechnung wird die Design-Prozesskette im Folgen-
den kurz vorgestellt. Sie gliedert sich in die in Abbildung 2.3, rechts, dargestellten verschie-
denen Abschnitte. Zeitaufwa¨ndige Prozesse sind hier insbesondere die CFD-Stro¨mungssi-
mulation mittels Finite-Volumen-Methode und die CSM-Strukturanalyse mit Hilfe der
Finite-Elemente-Methode.
Skalierung der Parameter
Im ersten Schritt der Design-Prozesskette findet eine Skalierung der Parameter statt. Die
aufgrund des Optimierungsprozesses normalisierten Variablen werden wieder auf ihre reale
Gro¨ße skaliert.
Parametrisierung der Verdichterschaufeln und des Stro¨mungskanals
Anschließend wird die Geometrie des Stro¨mungskanals mit Hilfe einer Interpolation von
sogenannten Kontrollpunkten beschrieben. Diese Kontrollpunkte sichern, dass die Geome-
trie des Luftkanals innerhalb spezifischer Grenzen liegt.
Die Geometrie der Verdichterschaufeln respektive Verdichterprofile wird mit dem im DLR
entwickelten Programm Bladegenerator generiert. Als Eingabe erha¨lt das Programm ein
grobes zweidimensionales Gitter und eine Menge von Profilparametern, die das zweidimen-
sionale Profil der Verdichterschaufeln beschreiben. Zu diesen Parametern za¨hlen beispiels-
weise der Staffelungswinkel, der Anstro¨m- und Abstro¨mwinkel, gewisse Kontrollpunkte auf
der Saugseite (Oberseite des Verdichterprofils) zur Beschreibung des Verlaufs der Saugsei-
te und die Dickeverteilung u¨ber das gesamte Profil, aus welcher der Verlauf der Druckseite
(Unterseite) abgeleitet werden kann (siehe auch Abb. 1.2).
Nach der Generierung der Verdichterprofile in 2D erhalten diese ihre dreidimensionale
Form. Zudem wird festgelegt, welche Position die dreidimensionalen Verdichterschaufeln
zueinander einnehmen.
Geometrische Restriktionen
In diesem Schritt besteht die Mo¨glichkeit, weitere geometrische Restriktionen an das Profil
zu stellen. Diese Einschra¨nkungen ko¨nnen z.B. den Fu¨llfaktor, die maximale Dicke, die ma-
ximale La¨nge der Profilsehne und noch viele weitere Eigenschaften der Verdichterschaufel
betreffen.
Unter Beru¨cksichtigung dieser zusa¨tzlichen Einschra¨nkungen wird sodann die endgu¨ltige
3D-Verdichterschaufel erzeugt.
Gittergenerierung
Eine Erweiterung des kommerziellen Tools G3DMESH (vgl. [12]) ist fu¨r die automatische
Generierung des Gitters zusta¨ndig. Das Gitter besteht aus mehreren Blo¨cken, welche durch
die entsprechende Anzahl an Gitterpunkten in der jeweils notwendigen Feinheit unterteilt
werden (siehe Abb. 2.4). Beispielsweise muss die Grenzschicht, also die Schicht nahe der
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Abbildung 2.4: Beispiel eines Gitters fu¨r eine Verdichterstufe mit einem Rotor und zwei
Statoren. (Quelle: [1])
Verdichterschaufeln, aufgrund der turbulenten Stro¨mungsvorga¨nge feiner diskretisiert wer-
den als Stro¨mungsbereiche fern dieser Grenzschicht.
Stro¨mungssimulation mittels Finite-Volumen-Methode
Die Stro¨mungssimulation wird mit TRACE (
”
Turbomachinery Research Aerodynamics
Computational Environment“) durchgefu¨hrt. TRACE ist ein am DLR-Institut fu¨r An-
triebstechnik in Kooperation mit MTU Aero Engines entwickeltes CFD-Simulationssystem
zur Berechnung von dreidimensionalen Turbinenstro¨mungen (vgl. [1]).
TRACE basiert auf einer Finite-Volumen-Diskretisierung der kompressiblen, instationa¨ren
Reynolds-Averaged-Navier-Stokes-Gleichung (RANS-Gleichung). In einem rotierenden Be-
zugssystem lesen sich diese Gleichungen in Erhaltungsform wie folgt (vgl. [13]):
∂%
∂t + div(%u) = 0
∂(%u)
∂t + div(%u⊗ u+ pI − τ) + 2%Ω× u− %‖Ω‖2rer = 0
∂(%E)
∂t + div(%uHtot − τu+Q) = 0.
(2.1)
Hierbei ist % die Dichte, u = (u1, u2, u3)
T der Geschwindigkeitsvektor, p der Druck, τ der
viskose Spannungstensor, Ω der Rotationsvektor, r der Radius und er der Einheitsvektor in
radialer Richtung. Zudem bezeichnet E die Energie, Htot die Staupunkt-Enthalpie und Q
die Wa¨rmestromdichte. Des Weiteren sei die Einheitsmatrix mit I, das dyadische Produkt
zweier Vektoren mit ⊗ und das Kreuzprodukt zweier Vektoren mit × bezeichnet.
Gleichung (2.1) la¨sst sich in der allgemeinen Form einer Erhaltungsgleichung
∂q
∂t
+ divF (q) + S(q) = 0 (2.2)
schreiben, wobei q = (%, %u1, %u2, %u3, %E)
T der Vektor der Erhaltungsvariablen ist und mit
F (q) die Flussfunktion bezeichnet wird. Der Divergenz-Operator ist hier, a¨hnlich wie in der
zweiten Gleichung von (2.1), zeilenweise zu verstehen. Die Coriolis- und Zentrifugalkra¨fte,
die aufgrund des rotierenden Bezugssystems auftreten, werden durch den Quellterm S(q)
beru¨cksichtigt.
Die Schließung des Gleichungssystems erfolgt mit dem k-ω-Turbulenzmodell von Wilcox
(vgl. [14]).
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Die Finite-Volumen-Diskretisierung erfolgt nun auf dem zuvor generierten Gitter. Mit Hilfe
des Satzes von Gauß ko¨nnen wir aus Gleichung (2.2) die Finite-Volumen-Formulierung in
der i-ten Zelle
∂
∂t
(Viqi) +
∑
j
F ′ij(q) + Si(q)Vi = 0
ableiten. Hierbei sei Vi das Volumen der Zelle. F
′
ij(q) bezeichnet die Flu¨sse u¨ber alle
Ra¨nder j, Si(q) die Quellen jeder Zelle und qi die Zellmittelwerte der Erhaltungsvaria-
blen. Zur Berechnung der Flu¨sse wird das MUSCL-Schema angewandt (vgl. [15]). Dabei
handelt es sich um eine Art Upwind-Diskretisierung zur Darstellung der ra¨umlichen Ab-
leitungen von q.
Da ein Verdichter aus vielen, meist identischen Schaufeln besteht, wird die Stro¨mungs-
simulation mit nur einer oder wenigen Verdichterschaufeln und periodischen Randbedin-
gungen durchgefu¨hrt (vgl. [13, 16]).
Strukturanalyse mittels Finite-Elemente-Methode
Die Strukturanalyse oder auch -berechnung dient dem Festigkeitsnachweis der generierten
Verdichterschaufeln. Hierbei wird die Verteilung der mechanischen Spannung u¨ber die
gesamte Schaufel analysiert (vgl. Abb. 2.5). Die Finite-Elemente-Methode ist das ga¨ngigste
numerische Verfahren um diese Untersuchung durchzufu¨hren.
In AutoOpti wurden zwei Finite-Elemente-Lo¨ser zur Strukturanalyse in die Prozesskette
eingebunden: das kommerzielle Tool PERMAS (siehe [17]) und der Open-Source-Code
CalculiX (vgl. [18]). Es werden statische und dynamische Strukturanalysen unterstu¨tzt.
Abbildung 2.5: Verteilung der mechanischen Spannung einer Verdichterschaufel (Berech-
nung mit CalculiX). (Quelle: [1])
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3 Das Interpolationsverfahren Kriging
Die bisherigen Ausfu¨hrungen und speziell die zeitaufwendige Zielfunktionsauswertung auf-
grund der Design-Prozesskette zeigen, dass eine wie in AutoOpti implementierte parallele
Optimierung der Ersatzmodelle aus Zeitgru¨nden unbedingt notwendig ist. Das folgende
Kapitel gibt einen Einblick in das statistische Interpolationsverfahren Kriging, welches die
in AutoOpti und im Rahmen dieser Arbeit betrachteten Ersatzmodelle erstellt. Es wird
vorwiegend auf die mathematischen Hintergru¨nde des Kriging-Verfahrens eingegangen.
Wir beginnen mit einer Einfu¨hrung zum Thema Interpolation und stellen die Vorteile von
statistischen Interpolationsverfahren dar. Im Anschluss erla¨utern wir die Erstellung des
Variogramms, welches die Grundlage fu¨r das Kriging-Verfahren bildet. Schließlich werden
verschiedene Kriging-Verfahren untersucht. Insbesondere das Ordinary Kriging und das
Direct Gradient Enhanced Kriging werden aufgrund der Anwendung in dieser Arbeit und
in AutoOpti na¨her analysiert.
3.1 Allgemeines zur Interpolation
Da raumbezogene Daten in der Regel punkthaft erfasst werden, man jedoch meist an einer
fla¨chenhaften Darstellung der Messdaten interessiert ist, wird ein Verfahren zur ra¨umlichen
Interpolation eingesetzt. Ziel einer Interpolation ist die Approximation eines unbekannten
Funktionswertes an einer nicht ausgewerteten Stelle u0. Hierbei ist u0 umgeben von so-
genannten Stu¨tzstellen u1 bis ud mit bekannten Funktionswerten f(ui), i = 1, . . . , d. Im
Fall von AutoOpti sind die Stu¨tzstellen die schon berechneten Verdichterkonfigurationen
in der Datenbasis DataBase (vgl. Abb. 2.3). Diese bilden die Grundlage fu¨r die Kriging-
Interpolation zur Erstellung der Ersatzmodelle, also der Approximation der Zielfunktion.
Man unterscheidet grundsa¨tzlich zwischen nichtstatistischen und statistischen Interpola-
tionsverfahren. Bevor wir die Kriging-Methode, welche in die Kategorie der statistischen
Verfahren einzuordnen ist, na¨her untersuchen, wollen wir einen Blick auf die nichtstatis-
tischen Interpolationsverfahren werfen. Insbesondere sollen die Vorteile eines statistischen
Verfahrens gegenu¨ber einem nichtstatistischen Verfahren herausgestellt werden.
3.1.1 Nichtstatistische Interpolationsverfahren
Es gibt eine Vielzahl von Interpolationsverfahren. Alle Verfahren beruhen auf der Annah-
me, dass eine A¨hnlichkeit zwischen ra¨umlich benachbarten Punkten vorliegt. Somit weisen
ra¨umlich nah beieinander liegende Punkte eine gro¨ßere A¨hnlichkeit auf als ra¨umlich weit
voneinander entfernte Punkte. Ohne diese Annahme wa¨re eine Interpolation nicht mo¨glich,
da aufgrund der dann vorliegenden Unabha¨ngigkeit der Funktionswerte keine Aussage an
dem unbeprobten Ort gemacht werden kann.
Aus den Messdaten und der ra¨umlichen A¨hnlichkeit wird der Funktionswert an der unbe-
probten Stelle gescha¨tzt beziehungsweise approximiert. Die verschiedenen Interpolations-
methoden unterscheiden sich in der Art der Modellierung dieser ra¨umlichen A¨hnlichkeit
(vgl. [19, 20]).
Im Folgenden wollen wir die Polygon-Methode und die Inverse Distanzgewichtung (engl.
Inverse distance weighting - IDW) als Beispiele nichtstatistischer Verfahren betrachten.
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Bei der Polygon-Methode wird das Untersuchungsgebiet in Polygone aufgeteilt. Wie in
Abbildung 3.1 ersichtlich wird, besteht ein Polygon aus all jenen Punkten, die einem
beprobten Punkt am na¨chsten sind. Alle unbeprobten Punkte eines Polygons erhalten dann
den Funktionswert des vermessenen Punktes als approximierten Funktionswert. Somit ist
die Approximation der wahren Funktion eine Treppenfunktion. An den Polygon-Ra¨ndern
entstehen folglich Sprungstellen, die oft unerwu¨nscht sind, da sie das reale, meist stetige
Verhalten der Beobachtungsvariablen schlecht wiedergeben (vgl. [19]).
Abbildung 3.1: Interpolation mittels Polygon-Methode. (Quelle: [19])
Bei der Inversen Distanzgewichtung wird der Wert an einem unbeprobten Ort u0 durch ein
gewichtetes Mittel der gemessenen Funktionswerte f(u1) bis f(ud) gescha¨tzt. Die Gewichte
sind hierbei proportional zum Kehrwert des euklidischen Abstands d(u0, ui) zwischen der
Stu¨tzstelle ui, i ∈ {1, . . . , d}, und dem unbeprobten Ort u0 (siehe Abb. 3.2). Wir erhalten
somit fu¨r den gesuchten Funktionswert f(u0) die Formel
f(u0) =
(
d∑
i=1
1
d(u0,ui)
)−1
·
(
d∑
i=1
1
d(u0,ui)
· f(ui)
)
.
Man beachte, dass fu¨r u0 gegen ein ui, i ∈ {1, . . . , d}, im Grenzwert f(u0) = f(ui) gilt.
Abbildung 3.2: Interpolation mittels Inverser Distanzgewichtung. (Quelle: [19])
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Sobald lokal geha¨ufte Stu¨tzstellen vorliegen, wird ein Nachteil der Inversen Distanzgewich-
tung deutlich (vgl. [21]). Befinden sich in der Na¨he einer Stu¨tzstelle weitere Stu¨tzstellen,
wie in Abbildung 3.3 angedeutet, so sollten diese geha¨uften Stu¨tzstellen nicht alle volles
Gewicht erhalten. Unserer Intuition folgend, wu¨rden die Stu¨tzstellen u1 und u2 stets eine
Gewichtung von 1/3 erhalten, unabha¨ngig von der Anzahl der anderen d− 2 Stu¨tzstellen
um u3. Aus diesem Grund sollte die Gewichtung nicht proportional zum Kehrwert des
Abstands sein.
Abbildung 3.3: Inverse Distanzgewichtung bei lokal geha¨uften Stu¨tzstellen.
Im folgenden Abschnitt werden statistische Interpolationsverfahren vorgestellt und die
Vorteile dieser Verfahren gegenu¨ber nichtstatistischen Methoden dargelegt.
3.1.2 Statistische Interpolationsverfahren
Statistische Interpolationsverfahren beruhen auf einem geostatistischen Modell. Dieses Mo-
dell gibt den ra¨umlichen Zusammenhang der Punkte im zu untersuchenden Gebiet mit
Hilfe von statistischen Gro¨ßen wie der Varianz und dem Erwartungswert wieder (vgl. Ab-
schnitt 3.2.1).
Das bekannteste statistische Interpolationsverfahren ist das Kriging-Verfahren, welches
wir im anschließenden Abschnitt 3.2 na¨her untersuchen wollen. Wie wir sodann feststel-
len werden, basiert die Gewichtung der Kriging-Methode nicht nur auf der Entfernung der
Stu¨tzstellen zum unbeprobten Punkt, sondern sie beinhaltet die gesamte ra¨umliche Vertei-
lung der vermessenen Punkte. Somit la¨sst sich eine schlechte Wahl der Gewichte aufgrund
von lokal geha¨uften Stu¨tzstellen, wie dies etwa bei der Inversen Distanzgewichtung der
Fall ist, vermeiden.
Ein weiterer Vorteil eines statistischen Verfahrens wie der Kriging-Methode ist die Mo¨glich-
keit der Angabe eines sogenannten Scha¨tzfehlers, auch als Unsicherheit bezeichnet. Somit
la¨sst sich die Wahrscheinlichkeit bestimmen, mit der der berechnete Funktionswert inner-
halb eines bestimmten Toleranzintervalls liegt (vgl. [20]). Dies ist auch bei nichtstatisti-
schen Verfahren mo¨glich, allerdings mit einem weit ho¨heren Aufwand (vgl. [22]).
3.2 Das Kriging-Verfahren
Bei Kriging-Verfahren handelt es sich um eine Gruppe von geostatistischen Methoden, wel-
che die Werte einer Zufallsvariable interpolieren. Basierend auf dem im theoretischen Va-
riogramm (vgl. Abschnitt 3.2.1) dargestellten ra¨umlichen Zusammenhang wird die ra¨um-
liche Verteilung der Daten gescha¨tzt.
Der Krige-Scha¨tzer ist ein sogenannter BLUE-Scha¨tzer (engl. best linear unbiased esti-
mator). Er ist erwartungstreu (engl. unbiased), minimiert die Varianz des Scha¨tzfehlers
(engl. best) und ist zudem als gewichtetes Mittel linear (vgl [19]).
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Benannt wurde das Verfahren nach dem su¨dafrikanischen Bergbauingenieur und Geosta-
tistiker Daniel G. Krige, der als Erfinder des Kriging bezeichnet wird. Auf der Suche
nach Goldlagersta¨tten im Witwatersrand-Ho¨henzug in Su¨dafrika stellte er fest, dass sich
die Vorkommen mit der Methode der kleinsten Quadrate nur schlecht beschreiben lassen
(vgl. [23]).
Basierend auf Kriges Masterarbeit [23] entwickelte der franzo¨sische Mathematiker Geor-
ges Matheron die Kriging-Theorie (siehe [24]). Zur gleichen Zeit entwarf Lev S. Gandin in
der Sowjetunion dasselbe Verfahren, um es im Bereich der Meteorologie einzusetzen. Ge-
genwa¨rtig findet Kriging in allen Bereichen der Geowissenschaften sowie in vielen weiteren
Forschungsgebieten Anwendung.
Wie schon eingangs erwa¨hnt, existieren mehrere Kriging-Methoden. Zu den klassischen
Kriging-Methoden za¨hlen etwa das Simple Kriging, das Ordinary Kriging oder das Uni-
versal Kriging. Welche spezielle Methode angewandt wird, ist abha¨ngig von den Eigen-
schaften der zu interpolierenden Funktion. Die gewa¨hlte Methode bestimmt implizit die
Art der Berechnung der Kriging-Gewichte und wirkt sich somit auf die Lo¨sung aus.
Im Folgenden definieren wir den Begriff Variogramm und stellen die Eigenschaften eines
solchen dar. Im Anschluss wird die Ermittlung des Variogramms mit Hilfe der gemessenen
Daten an den Stu¨tzstellen u1 bis ud erla¨utert. Der Abschnitt orientiert sich an Streit [19].
Daraufhin betrachten wir einige klassische Kriging-Methoden. Insbesondere studieren wir
das Ordinary Kriging (siehe Abschnitt 3.2.3) und das Direct Gradient Enhanced Kriging
(vgl. Abschnitt 3.2.5) genauer, da diese Verfahren bei der Erstellung der Ersatzmodelle in
AutoOpti Verwendung findet.
3.2.1 Variogramm
Das Variogramm bildet die Grundlage fu¨r das statistische Interpolationsverfahren Kri-
ging. Mit Hilfe der gemessenen Daten an den beprobten Stu¨tzstellen soll der ra¨umliche
Zusammenhang unter Verwendung von stochastischen Begriffen wie Erwartungswert und
Varianz bestimmt werden. Da diese Begriffe nur fu¨r Zufallsvariablen definiert sind, werden
die raumbezogenen Daten als Realisationen von Zufallsvariablen modelliert.
Definition 3.1. Eine Zufallsvariable ist eine Funktion, die den Ergebnissen eines Zufalls-
experiments Werte, sogenannte Realisationen, zuordnet.
Unsere weiteren Untersuchungen beruhen also auf dem folgenden statistischen Modell: Sei-
en z(u1) bis z(ud) die Werte der zu beobachtenden Variable an den paarweise verschiedenen
Stu¨tzstellen u1 bis ud ∈ D und D ⊆ Rn das Untersuchungsgebiet‡ (vgl. Abb. 3.4). Diese
werden als Realisationen der Zufallsvariablen Z(u1) bis Z(ud) betrachtet. Des Weiteren
werden auch fu¨r die unbeprobten Orte Zufallsvariablen angenommen. Die Realisationen
dieser Zufallsvariablen, d.h. die Werte des Ersatzmodells, werden sodann durch ra¨umliche
Interpolation mittels Kriging-Verfahren aus den bekannten Realisationen der Stu¨tzstellen
gescha¨tzt (siehe Abb. 3.4). Die Menge all dieser Zufallsvariablen Z = {Z(u) | u ∈ D}
wird als stochastischer Prozess bezeichnet.
Um eine Interpolation vornehmen zu ko¨nnen, ist ein Maß fu¨r den ra¨umlichen Zusammen-
hang zweier ortsbezogener Zufallsvariablen Z(u) und Z(v) des stochastischen Prozesses
gesucht. Hierzu verwenden wir die Varianz der Differenz der beiden Zufallsvariablen.
‡In unserem Fall sind z(u1) bis z(ud) also die berechneten Werte der Zielfunktion an den Stu¨tz-
stellen respektive in der Datenbasis vorhandenen Verdichterkonfigurationen u1 bis ud.
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Abbildung 3.4: Beispiel fu¨r Stu¨tzstellen ui (schwarze Punkte) im Untersuchungsgebiet D
und das auf deren Grundlage mittels Direct Gradient Enhanced Kriging erstellte Ersatz-
modell auf D.
Die Varianz ist ein Maß fu¨r die mittlere Streuung der Werte einer Zufallsvariablen. Ist
die Varianz der Differenz der beiden Zufallsvariablen groß, d.h. streuen die Werte stark,
so bedeutet dies, dass die beiden Zufallsvariablen im Mittel sehr unterschiedliche Werte
annehmen. Ihr ra¨umlicher Zusammenhang ist somit klein. Ist die Varianz der Differenz
Z(u)− Z(v) und somit die Streuung hingegen klein, so schließen wir daraus einen großen
ra¨umlichen Zusammenhang. Somit kann V ar[Z(u) − Z(v)] als Maß fu¨r den ra¨umlichen
Zusammenhang zweier Zufallsvariablen angesehen werden.
Definition 3.2. Sei D ⊆ Rn das Untersuchungsgebiet und Z ein stochastischer Prozess.
Fu¨r u und v ∈ D heißt
2γ(u, v) = V ar
[
Z(u)− Z(v)]
Variogramm, γ(u, v) selbst wird als Semivariogramm bezeichnet (vgl. [25]).
Das Semivariogramm ist somit ein Maß fu¨r den ra¨umlichen Zusammenhang zweier Zu-
fallsvariablen und gibt die mittlere Streuung der Differenz dieser an.
Bemerkung 3.1. Es existieren noch weitere Mo¨glichkeiten den ra¨umlichen Zusammen-
hang zweier Zufallsvariablen wiederzugeben. Hierbei handelt es sich um Methoden, die
entweder auf den Korrelationskoeffizienten oder auf die Kovarianz dieser Zufallsvariablen
zuru¨ckgreifen. Auf diese Methoden soll im Folgenden nicht weiter eingegangen werden.
Es sei an dieser Stelle nur erwa¨hnt, dass die drei Methoden eng zusammenha¨ngen. Fu¨r
weitere Informationen zu diesem Thema verweisen wir auf Isaaks und Srivastava [26].
Die Modellierung des ra¨umlichen Zusammenhangs bei der im Folgenden na¨her zu be-
trachtenden Kriging-Methode Ordinary Kriging beruht nun auf der Annahme, dass dieser
Zusammenhang nicht von der absoluten geometrischen Lage der Punkte abha¨ngt, son-
dern nur von der relativen ra¨umlichen Lage der betrachteten Punkte zueinander. Einen
ebensolchen stochastischen Prozess bezeichnen wir als intrinsisch oder stationa¨r.
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Definition 3.3. Sei D ⊆ Rn das Untersuchungsgebiet. Ein stochastischer Prozess Z
heißt intrinsisch oder stationa¨r, falls der Erwartungswert E[Z(u)] aller Zufallsvariablen
Z(u) des stochastischen Prozesses konstant (aber nicht notwendigerweise bekannt) ist, d.h.
∃ µ ∈ R, sodass
E
[
Z(u)
]
= µ ∀ u ∈ D,
und der ra¨umliche Zusammenhang von zwei Zufallsvariablen dieses Prozesses nicht von
der absoluten Lage, sondern nur von deren Abstandsvektor h ∈ Rn abha¨ngig ist, d.h.
V ar
[
Z(u+ h)− Z(u)] = c(h) ∀ u, u+ h ∈ D.
Somit ko¨nnen wir im Fall eines stationa¨ren stochastischen Prozesses das Semivariogramm
schreiben als
γ(h) = 12V ar
[
Z(u+ h)− Z(u)],
wobei sich u und u + h im Untersuchungsgebiet D befinden. Das Semivariogramm ist
unabha¨ngig vom Ort u ∈ D, es ha¨ngt nur noch vom Abstandsvektor h ab.
Handelt es sich zudem um einen isotropen, also richtungsunabha¨ngigen stochastischen
Prozess, so ko¨nnen wir das Semivariogramm weiter zu
γ(d) = 12V ar
[
Z(u+ h)− Z(u)]
vereinfachen, wobei d = ‖h‖. In der Regel handelt es sich bei γ(d) um eine monoton
wachsende Funktion, denn nimmt der ra¨umliche Zusammenhang zweier Zufallsvariablen
mit wachsender Distanz d ab, so erho¨ht sich entsprechend die Varianz der Differenz der
beiden Zufallsvariablen (vgl. Abb. 3.5).
Abbildung 3.5: Beispiel eines Semivariogramms fu¨r einen isotropen stationa¨ren stochas-
tischen Prozess. Die Kennwerte Aussagenweite, Schwellenwert und Nugget-Effekt sind
kenntlich gemacht.
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Der Abstand d, bei dem das Semivariogramm einen asymptotischen Schwellenwert (engl.
sill) erreicht, wird als Aussagenweite (engl. range) bezeichnet. Haben zwei Zufallsvaria-
blen einen gro¨ßeren ra¨umlichen Abstand als die Aussagenweite, so bezeichnet man diese
als unabha¨ngig. Verla¨uft das Semivariogramm nicht durch den Ursprung, so tritt der soge-
nannte Nugget-Effekt auf. Ein hoher Nugget-Wert (Schnittstelle des Semivariogramms mit
der y-Achse) deutet darauf hin, dass nur ein geringer ra¨umlicher Zusammenhang zwischen
den Messpunkten vorhanden ist (vgl. [27]).
Die Erstellung des Semivariogramms erfolgt nun in zwei Schritten. Mit Hilfe der aus den
Messungen gewonnenen Daten, also den Werten Z(ui) an den Stu¨tzstellen u1 bis ud,
wird vorerst das sogenannte empirische Semivariogramm berechnet. Im Anschluss wird
auf der Grundlage des empirischen Semivariogramms das sogenannte theoretische Semi-
variogramm modelliert. Dieses werden wir spa¨ter der Einfachheit halber nur noch als
Semivariogramm bezeichnen.
Wir betrachten nun den Fall eines stationa¨ren stochastischen Prozesses, d.h. ∃ µ ∈ R,
sodass E
[
Z(u)
]
= µ fu¨r alle u ∈ D. Aus der Definition der Varianz und der Linearita¨t des
Erwartungswertes folgt fu¨r das Semivariogramm
γ(h) = 12 V ar
[
Z(u+ h)− Z(u)]
= 12 E
[(
(Z(u+ h)− Z(u))− E[Z(u+ h)− Z(u)])2]
= 12 E
[(
(Z(u+ h)− Z(u))− E[Z(u+ h)]+ E[Z(u)])2]
= 12 E
[
((Z(u+ h)− Z(u))− µ+ µ)2
]
= 12 E
[
(Z(u+ h)− Z(u))2
]
. (3.1)
Wir beginnen nun das empirische Semivariogramm fu¨r die Abstandsvektoren h zu be-
rechnen, die in den Messdaten vorkommen. Gleichung (3.1) folgend wird das empirische
Semivariogramm fu¨r den Abstandsvektor h definiert als
γ(h) =
1
2|N(h)|
∑
N(h)
(
Z(ui)− Z(uj)
)2
,
wobei N(h) = {(ui, uj) | ui − uj = h, i, j = 1, . . . , d} und mit |N(h)| die Anzahl der Ele-
mente in N(h) bezeichnet wird. Diese Anzahl ist endlich, da nur endlich viele Stu¨tzstellen
vorhanden sind. Das empirische Semivariogramm charakterisiert somit den ra¨umlichen
Zusammenhang der gemessenen Daten.
Aufgrund von meist irregula¨ren Messnetzen ist die obige Definition in der Praxis untaug-
lich. Es befinden sich oft nur wenige Tupel (ui, uj) in der Menge N(h). Einer Faustregel
folgend sollten sich jedoch mindestens 30 dieser Tupel in der Menge N(h) zu einem festen
Abstandsvektor h befinden (vgl. [19]). Somit schwa¨cht man die Definition etwas ab und
fordert
N(h) =
{
(ui, uj) | ‖h‖ − ε < ‖ui − uj‖ < ‖h‖+ ε und
^(h, e1)− δ < ^(uj − ui, e1) < ^(h, e1) + δ, i, j = 1, . . . , d
}
,
wobei ^(h, e1) den Winkel zwischen h und dem ersten Einheitsvektor e1 bezeichnet. Nun
wa¨hlt man ε und δ so groß, dass obige Faustregel eingehalten wird. Andere Autoren emp-
fehlen wiederum fu¨r die Abstandstoleranz den Wert ε = 12‖h‖ und fu¨r die Winkeltoleranz
den Wert δ = 90◦ (vgl. [28]).
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Das so erstellte empirische Semivariogramm liefert allerdings nur Werte fu¨r den ra¨umlichen
Zusammenhang von Abstandsvektoren h, die in der Messung auftreten. Da wir jedoch
eine Darstellung des ra¨umlichen Zusammenhangs fu¨r alle Abstandsvektoren h beno¨tigen,
folgt nun durch Modellierung des theoretischen Semivariogramms der zweite Schritt der
Semivariogrammerstellung.
Die fehlenden Werte des theoretischen Semivariogramms erha¨lt man durch Anpassung
einer geeigneten Funktion an die Werte des empirischen Semivariogramms. Wie Satz 3.1
zeigt, muss diese Funktion konditional bedingt negativ semidefinit sein.
Definition 3.4. Sei D ⊆ Rn. Eine Funktion g : D × D → R heißt konditional bedingt
negativ semidefinit, falls
d∑
i=1
d∑
j=1
ξi.g(ui, uj).ξj ≤ 0
fu¨r alle d ∈ N, alle u1, . . . , ud ∈ D und alle ξ1, . . . , ξd ∈ R mit der zusa¨tzlichen Eigen-
schaft
∑d
i=1 ξi = 0 gilt.
Satz 3.1. Sei D das Untersuchungsgebiet mit D ⊆ Rn. Jede Semivariogrammfunktion
γ : D ×D → R ist konditional bedingt negativ semidefinit.
Beweis. Sei also d ∈ N beliebig, u1, . . . , ud ∈ D und D das Untersuchungsgebiet. Weiter
seien ξ1, . . . , ξd reelle Zahlen so, dass
∑d
i=1 ξi = 0. Fu¨r die Varianz V ar
[
X
]
einer Zufalls-
variable X gilt allgemein
V ar
[
X
]
=E
[(
X − E[X])2] ≥ 0 und
V ar
[
X
]
=E
[
X2
]− (E[X])2.
Somit folgt mit Hilfe der Eigenschaften des Erwartungswertes
0 ≤ V ar
[ d∑
i=1
ξi.Z(ui)
]
= E
[( d∑
i=1
ξi.Z(ui)
)2]− (E[ d∑
i=1
ξi.Z(ui)
])2
= E
[( d∑
i=1
ξi.Z(ui)
)2]− (µ d∑
i=1
ξi
)2
= E
[( d∑
i=1
ξi.Z(ui)
)2]
= E
[ d∑
i=1
(
ξi.Z(ui) ·
d∑
j=1
ξj .Z(uj)
)]
= E
[ d∑
i=1
d∑
j=1
ξi.Z(ui)Z(uj).ξj
]
=
d∑
i=1
d∑
j=1
ξi.E
[
Z(ui)Z(uj)
]
.ξj .
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Folglich gilt die Ungleichung
d∑
i=1
d∑
j=1
ξi.E
[
Z(ui)Z(uj)
]
.ξj ≥ 0,
mit deren Hilfe wir die Notwendigkeit der konditional bedingten negativen Semidefinitheit
fu¨r die Semivariogrammfunktion γ folgern ko¨nnen: Mit Hilfe der Rechenregeln fu¨r Varianz
und Erwartungswert und aufgrund der Eigenschaft
∑d
i=1 ξi = 0 gilt
2·
d∑
i=1
d∑
j=1
ξi.γ(ui, uj).ξj
=
d∑
i=1
d∑
j=1
ξiV ar
[
Z(ui)− Z(uj)
]
ξj
=
d∑
i=1
d∑
j=1
ξi
(
E
[
(Z(ui)− Z(uj))2
]− (E[(Z(ui)− Z(uj))])2)ξj
=
d∑
i=1
d∑
j=1
ξi
(
E
[
(Z(ui)− Z(uj))2
]− (µ− µ)2)ξj
=
d∑
i=1
d∑
j=1
ξi
(
E
[
Z(ui)
2
]− 2 · E[Z(ui)Z(uj)]+ E[Z(uj)2])ξj
=
d∑
i=1
d∑
j=1
ξi.E
[
Z(ui)
2
]
.ξj − 2
d∑
i=1
d∑
j=1
ξi.E
[
Z(ui)Z(uj)
]
.ξj +
d∑
i=1
d∑
j=1
ξi.E
[
Z(uj)
2
]
.ξj
≤
d∑
i=1
d∑
j=1
ξi.E
[
Z(ui)
2
]
.ξj +
d∑
i=1
d∑
j=1
ξi.E
[
Z(uj)
2
]
.ξj
=
d∑
i=1
(
ξi.E
[
Z(ui)
2
] d∑
j=1
ξj
)
+
d∑
j=1
(
ξj .E
[
Z(uj)
2
] d∑
i=1
ξi
)
= 0.
Insgesamt folgt also
d∑
i=1
d∑
j=1
ξi.γ(ui, uj).ξj ≤ 0,
d.h. die Notwendigkeit der konditional bedingten negativen Semidefinitheit fu¨r die Semi-
variogrammfunktion.
q.e.d.
Diese Semidefinitheit ist fu¨r viele Funktionen oft schwer nachweisbar (vgl. [19]). Aus diesem
Grund beschra¨nkt man sich bei der Modellierung des theoretischen Semivariogramms auf
eine Familie von Funktionen, fu¨r welche dieser Nachweis schon erbracht wurde. Dazu
za¨hlen unter anderem das spha¨rische Modell
γa,b(h) =
{
b
(
1.5 · ha − 0.5 ·
(
h
a
)3)
, fu¨r h ≤ a
b, fu¨r h > a,
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das exponentielle Modell
γa,b(h) = b
(
1− exp (−3ha ))
und das Gauß’sche Modell
γa,b(h) = b
(
1− exp
(
−3h2
a2
))
.
Hierbei ist a > 0 jeweils die Aussagenweite und b > 0 der Schwellenwert. Abbildung 3.6
zeigt diese drei Funktionen fu¨r die Parameter a = 1 und b = 1 im Vergleich.
Abbildung 3.6: Verschiedene Semivariogrammfunktionen mit Aussagenweite a = 1 und
Schwellenwert b = 1 im Vergleich.
Die Anpassung einer Funktion an das empirische Semivariogramm erfolgt nun halbauto-
matisch. Vorerst muss anhand des Verlaufs des empirischen Semivariogramms festgelegt
werden, in welcher Familie sich das theoretische Semivariogramm befinden soll. Im An-
schluss wird aus dieser Familie das Semivariogramm ausgewa¨hlt, welches dem empirischen
Semivariogramm am meisten a¨hnelt. Bei dieser Anpassung der Parameter a und b, dem
sogenannten Training§, kann etwa die Methode der kleinsten Quadrate oder wie im Fall
von AutoOpti die Maximum-Likelihood-Methode zum Einsatz kommen.
3.2.2 Ansatz des Kriging-Verfahrens
Im Folgenden sei weiter D ⊆ Rn das Untersuchungsgebiet, u0 ∈ D der unbeprobte Ort
und z(u0) der zu scha¨tzende Wert. Weiter sei die Beobachtungsvariable durch einen stati-
ona¨ren stochastischen Prozess Z = {Z(u) | u ∈ D} modelliert.
Analog zu nichtstatistischen Verfahren wird bei der Kriging-Methode der zu scha¨tzende
Wert z(u0) an der unbeprobten Stelle u0 durch ein gewichtetes Mittel der Werte z(u1)
bis z(ud) an den Stu¨tzstellen u1 bis ud gescha¨tzt:
z∗(u0) =
d∑
i=1
wiz(ui).
§Training in AutoOpti: siehe auch Abb. 2.3, links oben.
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Wa¨hrend die Gewichte wi ∈ R bei der Inversen Distanzgewichtung jedoch nur vom Ab-
stand des unbeprobten Ortes u0 zu den Stu¨tzstellen u1 bis ud abha¨ngen, basiert die Ge-
wichtung beim Kriging nicht nur auf der Entfernung, sondern auch auf der ra¨umlichen
Lage der vermessenen Punkte ui, i ∈ {1, . . . , d}, zueinander (vgl. Abschnitt 3.2.3).
Definition 3.5. Seien wi ∈ R die noch zu bestimmenden Kriging-Gewichte. Der Krige-
Scha¨tzer Z∗(u0) ist definiert als
Z∗(u0) =
d∑
i=1
wiZ(ui).
Weiter sei der Scha¨tzfehler F (u0) definiert als
F (u0) = Z(u0)− Z∗(u0) = Z(u0)−
d∑
i=1
wiZ(ui).
Beim Krige-Scha¨tzer handelt es sich um einen BLUE-Scha¨tzer (vgl. S. 15). Somit sind die
Kriging-Gewichte wi so zu wa¨hlen, dass der Scha¨tzer im Mittel den wahren Wert scha¨tzt
und keinen systematischen Fehler macht. Folglich ist der Scha¨tzfehler im Mittel gleich
Null, d.h.
E
[
F (u0)
]
= 0.
Daraus folgt
E
[
Z∗(u0)
]
= E
[
Z(u0)
]
.
Der Scha¨tzer ist somit erwartungstreu. Weiter soll die Varianz des Scha¨tzfehlers, die so-
genannte Kriging-Varianz, minimal sein, d.h.
V ar
[
F (u0)
]
= min
w1,...,wd
V ar
[
Z(u0)−
d∑
i=1
wiZ(ui)
]
.
Zur Bestimmung der Kriging-Gewichte gilt es also, die Extremwertaufgabe
(E)
 minw1,...,wd V ar
[
Z(u0)−
∑d
i=1wiZ(ui)
]
,
sodass E
[
F (u0)
]
= 0
zu lo¨sen.
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3.2.3 Ordinary Kriging
Im Fall des Ordinary Kriging ko¨nnen wir wegen der geforderten Bedingung E
[
Z(u)
]
= µ
fu¨r alle u ∈ D die Nebenbedingung E[F (u0)] = 0 zu ∑di=1wi = 1 vereinfachen, denn es
gilt
0 = E
[
F (u0)
]
= E
[
Z(u0)−
d∑
i=1
wiZ(ui)
]
= E
[
Z(u0)
]− d∑
i=1
wiE
[
Z(ui)
]
= µ
(
1−
d∑
i=1
wi
)
.
Da µ ∈ R fest, aber je nach Art des stationa¨ren stochastischen Prozesses verschieden ist,
folgt somit tatsa¨chlich
d∑
i=1
wi = 1.
Mit Hilfe dieser Nebenbedingung ko¨nnen wir nun auch die zu minimierende Varianz des
Scha¨tzfehlers vereinfachen. Wir zeigen
V ar
[
F (u0)
]
= 2
d∑
i=1
wiγ(ui, u0)−
d∑
i=1
d∑
j=1
wiγ(ui, uj)wj . (3.2)
Beweis. Aufgrund der Nebenbedingung
∑d
i=1wi = 1 und mit Hilfe der schon mehrfach
angewandten Rechenregeln fu¨r Erwartungswert und Varianz folgt
V ar
[
F (u0)
]
= V ar
[
Z(u0)−
d∑
i=1
wiZ(ui)
]
= E
[(
Z(u0)−
d∑
i=1
wiZ(ui)
)2]− (E[Z(u0)− d∑
i=1
wiZ(ui)
])2
= E
[(
Z(u0)−
d∑
i=1
wiZ(ui)
)2]− µ(1− d∑
i=1
wi
)
= E
[
Z(u0)
2
]− 2E[Z(u0) · ( d∑
i=1
wiZ(ui)
)]
+ E
[( d∑
i=1
wiZ(ui)
)2]
= E
[
Z(u0)
2
]− 2 d∑
i=1
wiE
[
Z(u0)Z(ui)
]
+
d∑
i=1
d∑
j=1
wiE
[
Z(ui)Z(uj)
]
wj . (3.3)
24
3 Das Interpolationsverfahren Kriging
Betrachte nun die zu beweisende rechte Seite:
2
d∑
i=1
wiγ(ui, u0)−
d∑
i=1
d∑
j=1
wiγ(ui, uj)wj
=
d∑
i=1
wiV ar
[
Z(ui)− Z(u0)
]− 12 d∑
i=1
d∑
j=1
wiV ar
[
Z(ui)− Z(uj)
]
wj
=
d∑
i=1
wi
(
E
[(
Z(ui)− Z(u0)
)2]− (E[Z(ui)− Z(u0)])2)
− 12
d∑
i=1
d∑
j=1
wi
(
E
[(
Z(ui)− Z(uj)
)2]− (E[Z(ui)− Z(uj)])2)wj
=
d∑
i=1
wi
(
E
[(
Z(ui)− Z(u0)
)2]− (µ− µ)2)
− 12
d∑
i=1
d∑
j=1
wi
(
E
[(
Z(ui)− Z(uj)
)2]− (µ− µ)2)wj
=
d∑
i=1
wi
(
E
[
Z(ui)
2
]− 2E[Z(u0)Z(ui)]+ E[Z(u0)2])
− 12
d∑
i=1
d∑
j=1
wi
(
E
[
Z(ui)
2
]− 2E[Z(ui)Z(uj)]+ E[Z(uj)2])wj
=
d∑
i=1
wiE
[
Z(ui)
2
]− 2 d∑
i=1
wiE
[
Z(u0)Z(ui)
]
+ E
[
Z(u0)
2
]( d∑
i=1
wi
)
− 12
d∑
i=1
(
wiE
[
Z(ui)
2
] d∑
j=1
wj
)
+
d∑
i=1
d∑
j=1
wiE
[
Z(ui)Z(uj)
]
wj
− 12
d∑
j=1
(
wjE
[
Z(uj)
2
] d∑
i=1
wi
)
=
d∑
i=1
wiE
[
Z(ui)
2
]− 2 d∑
i=1
wiE
[
Z(u0)Z(ui)
]
+ E
[
Z(u0)
2
]
−
d∑
i=1
wiE
[
Z(ui)
2
]
+
d∑
i=1
d∑
j=1
wiE
[
Z(ui)Z(uj)
]
wj
= E
[
Z(u0)
2
]− 2 d∑
i=1
wiE
[
Z(u0)Z(ui)
]
+
d∑
i=1
d∑
j=1
wiE
[
Z(ui)Z(uj)
]
wj .
Mit (3.3) folgt somit die zu beweisende Gleichung
V ar
[
F (u0)
]
= 2
d∑
i=1
wiγ(ui, u0)−
d∑
i=1
d∑
j=1
wiγ(ui, uj)wj .
q.e.d.
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Das obige Extremwertproblem (E) la¨sst sich folglich zu
(E)

min
w1,...,wd
f(w1, . . . , wd) := 2
d∑
i=1
wiγ(ui, u0)−
d∑
i=1
d∑
j=1
wiγ(ui, uj)wj ,
sodass
d∑
i=1
wi − 1 = 0
umformulieren. Diese Extremwertaufgabe mit Nebenbedingung ko¨nnen wir mit Hilfe der
Lagrange’schen Multiplikatorenregel lo¨sen. Sei im Folgenden λ ∈ R der Lagrange-Multipli-
kator. Fu¨r die partielle Ableitung von f gilt
∂f
∂wj
(w1, . . . , wd) = 2γ(uj , u0)− 2
d∑
i=1
wiγ(uj , ui)
fu¨r j = 1, . . . , d. Wir erhalten sodann das Gleichungssystem
2γ(uj , u0)− 2
d∑
i=1
wiγ(uj , ui) = λ ∀ j = 1, . . . , d
d∑
i=1
wi − 1 = 0,
welches wir mit ν := λ2 a¨quivalent zu
d∑
i=1
wiγ(uj , ui) + ν = γ(uj , u0) ∀ j = 1, . . . , d (3.4)
d∑
i=1
wi = 1, (3.5)
umformulieren ko¨nnen. In Matrix-Schreibweise erhalten wir
γ(u1, u1) . . . γ(u1, ud) 1
...
. . .
...
...
γ(ud, u1) . . . γ(ud, ud) 1
1 . . . 1 0


w1
...
wd
ν
 =

γ(u1, u0)
...
γ(ud, u0)
1
 . (3.6)
Im weiteren Verlauf des Abschnitts verwenden wir die Notation Γ = (γ(ui, uj))i,j=1,...,d,
w = (w1, . . . , wd)
T und γ = (γ(u1, u0), . . . , γ(ud, u0))
T . Weiter sei der d-dimensionale
Einservektor mit 1 bezeichnet.
Wegen Satz 3.1 ist die obige Matrix invertierbar (vgl. [29]). Wir ko¨nnen also(
w
ν
)
=
(
Γ 1
1T 0
)−1(
γ
1
)
(3.7)
schreiben und die Kriging-Gewichte fu¨r Z∗(u0) sind eindeutig bestimmt. Wir erhalten
somit den Krige-Scha¨tzer am unbeprobten Ort u0 durch Berechnung von
Z∗(u0) =
d∑
i=1
wiZ(ui).
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In Anlehnung an die in der Literatur verwendete Schreibweise fu¨r den Krige-Scha¨tzer
(vgl. [11]) werden wir im Folgenden mit Hilfe von Formel (3.7) weitere Umformulierun-
gen durchfu¨hren, sodass der Scha¨tzer letztendlich explizit angegeben werden kann. Nach
Jang [30] gilt (
Γ 1
1T 0
)−1
=
(
Γ−1 + 1kΓ
−111TΓ−1 − 1kΓ−11
− 1k1TΓ−1 1k
)
mit k = −1TΓ−11. Somit folgt fu¨r die Kriging-Gewichte w in Gleichung (3.7)
w =
(
Γ−1 + 1kΓ
−111TΓ−1
)
γ − 1kΓ−11.
Sei im Folgenden Z =
(
Z(u1), . . . , Z(ud)
)T
, so erhalten wir fu¨r den Krige-Scha¨tzer
Z∗(u0) =
d∑
i=1
wiZ(ui)
= wTZ
=
[(
Γ−1 + 1kΓ
−111TΓ−1
)
γ − 1kΓ−11
]T
Z.
Da die Matrix Γ symmetrisch ist und allgemein
(
Γ−1
)T
=
(
Γ T
)−1
gilt, ko¨nnen wir weiter
folgern, dass
Z∗(u0) =
(
γTΓ−1 + 1kγ
TΓ−111TΓ−1 − 1k1TΓ−1
)
Z
= γTΓ−1
(
Z + 1k11
TΓ−1Z
)− 1k1TΓ−1Z
= γTΓ−1 (Z − 1 · β) + β
= β + γTΓ−1 (Z − β · 1) , (3.8)
mit β = − 1k1TΓ−1Z = 1
TΓ−1Z
1TΓ−11 . Da fu¨r jeden unbeprobten Ort die Kriging-Gewichte neu
berechnet werden mu¨ssen, wird die Invertierung der Matrix Γ tatsa¨chlich auch in der Pra-
xis vorgenommen.
Betrachten wir das obige Gleichungssystem (3.6) respektive (3.7) genauer, so erkennen
wir einen der Vorteile des Kriging gegenu¨ber einem Verfahren wie der Inversen Distanz-
gewichtung. Der Vektor γ entha¨lt die Werte des ra¨umlichen Zusammenhangs zwischen
dem unbeprobten Ort u0 und den Stu¨tzstellen ui, i = 1, . . . , d. Wu¨rden die Kriging-
Gewichte nur mit Hilfe dieses Vektors bestimmt werden, so entstu¨nde ein der Inversen
Distanzgewichtung a¨hnliches Verfahren. Der geometrische Abstand wird allerdings durch
das Semivariogramm ersetzt (vgl. [26]).
Die Matrix Γ liefert nun zusa¨tzlich die Werte des ra¨umlichen Zusammenhangs der Stu¨tz-
stellen untereinander. Durch die Multiplikation von Γ−1 mit dem Vektor γ werden Clus-
ter, also nah beieinander liegende Stu¨tzstellen erfasst und die Gewichte dieser geha¨uften
Stu¨tzstellen entsprechend reduziert. Insbesondere ko¨nnen auch negative Gewichte auftre-
ten. Dies geschieht beispielsweise bei starker Clusterung oder wenn die Messdaten bei
kleinen Distanzen einen hohen Zusammenhang aufweisen, wie es etwa beim Gauß’schen
Modell der Fall ist (vgl. [19]).
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Fu¨r die Varianz des Scha¨tzfehlers, oft auch als Kriging- oder Fehlervarianz bezeichnet,
erhalten wir daraufhin im Minimum
V ar
[
F (u0)
]
=
d∑
i=1
wiγ(ui, u0) + ν = w
Tγ + ν, (3.9)
denn aus Gleichung (3.4) folgt durch Multiplikation mit wj und anschließender Addition
u¨ber alle j = 1, . . . , d
d∑
j=1
d∑
i=1
wiγ(uj , ui)wj + ν
d∑
j=1
wj =
d∑
j=1
γ(uj , u0)wj .
Aufgrund von (3.5) folgt sodann
d∑
j=1
d∑
i=1
wiγ(uj , ui)wj =
d∑
j=1
γ(uj , u0)wj − ν.
Einsetzen in Formel (3.2) liefert das obige Resultat (3.9) fu¨r die Varianz des Scha¨tzfehlers.
3.2.4 Weitere Kriging-Methoden
Wie bereits erwa¨hnt existieren verschiedenste Kriging-Methoden. Abha¨ngig von den sto-
chastischen Eigenschaften der Zufallsvariablen und des zugrundeliegenden stochastischen
Prozesses wird die jeweils passende Kriging-Methode ausgewa¨hlt.
So war beispielsweise beim Ordinary Kriging die Stationarita¨t des stochastischen Prozes-
ses gefordert. Unter anderem galt fu¨r den Erwartungswert, dass dieser konstant fu¨r alle
Zufallsvariablen ist, d.h. ∃ µ ∈ R, sodass
E
[
Z(u)
]
= µ ∀ u ∈ D.
Im Fall des Ordinary Kriging handelt es sich um einen nicht bekannten, konstanten Er-
wartungswert µ.
Eine Vereinfachung des Ordinary Kriging bildet das Simple Kriging. Auch hier wird die
Stationarita¨t des stochastischen Prozesses gefordert. Allerdings gehen wir nun von einem
bekannten, konstanten Erwartungswert µ ≡ 0 aus. Um das Simple Kriging anwenden zu
ko¨nnen, mu¨ssen also mehr Informationen u¨ber die Zufallsvariable, na¨mlich gerade der Er-
wartungswert dieser, bekannt sein.
Beim Simple Kriging handelt es sich um die einfachste Form des Kriging, jedoch um die
am wenigsten allgemeine. Durch die Forderung des bekannten Erwartungswertes ist eine
starke Einschra¨nkung gegeben, da dieser in den meisten Fa¨llen unbekannt ist (vgl. [25]).
Das Universal Kriging ist eine Erweiterung des Ordinary Kriging. Der Erwartungswert
der Zufallsvariablen ist nun nicht mehr konstant; es ist ein Trend in den Messdaten vor-
handen. Dieser kann sich u¨ber das gesamte Untersuchungsgebiet D erstrecken oder nur
lokal vorhanden sein. Ersteres bezeichnet man als globalen Trend, letzteres als sogenannte
lokale Drift.
Wir erhalten somit fu¨r den Erwartungswert die Darstellung
E
[
Z(u)
]
= µ(u).
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Die zu bestimmende Funktion µ : D → R ist dabei eine deterministische Funktion, welche
sich als Linearkombination von
”
einfachen“ Funktionen fk : D → R schreiben la¨sst:
µ(u) =
p∑
k=0
βkfk(u).
Hierbei ist βk ∈ R fu¨r k = 0, . . . , p und p ∈ N. Die Funktionen fk ko¨nnen beispielsweise
Polynome sein (vgl. [27, 31]).
Neben den drei oben genannten Verfahren existieren noch zahlreiche weitere Kriging-
Methoden. Auszugsweise seien hier das IRFk-Kriging, das Indicator Kriging und das Dis-
junctive Kriging genannt. Auf diese Methoden wollen wir im Rahmen dieser Arbeit nicht
weiter eingehen. Es sei auf Chile`s und Delfiner [29] verwiesen.
3.2.5 Gradient Enhanced Kriging
Bei der Gradient Enhanced Kriging-Methode (GEK) handelt es sich um eine erweiterte
Form des Ordinary Kriging. Hierbei fließen vorhandene Gradienteninformationen der zu
interpolierenden Funktion an einigen der beprobten Orte in die Modellbildung ein.
Im Fall von AutoOpti erhalten wir diese Gradienteninformationen beziehungsweise Form-
ableitungen mit Hilfe des Tools adjointTRACE, welches die diskret adjungierten Reynolds-
Gleichungen lo¨st (vgl. Kapitel 1).
Es existieren zwei verschiedene Mo¨glichkeiten, diese Gradienteninformationen bei der Mo-
dellbildung einzubeziehen: das Direct GEK und das Indirect GEK (vgl. [32]). Im Folgenden
werden wir beide Methoden kurz vorstellen. Insbesondere das Direct GEK soll genauer
untersucht werden, da dieses Verfahren zur Erstellung der Ersatzmodelle in AutoOpti An-
wendung findet. Wir orientieren uns an Yamazaki et al. [32] und Backhaus et al. [11].
Im Folgenden sei weiterhin d die Anzahl der Stu¨tzstellen und D ⊆ Rn das Untersuchungs-
gebiet. Weiter seien die partiellen Ableitungen an d˜ ≤ d Stu¨tzstellen gegeben. Dabei
handelt es sich o.B.d.A. um die Stu¨tzstellen u1 bis ud˜.
Die Idee des Indirect GEK besteht darin, mit Hilfe der Gradienteninformationen weitere
Stu¨tzstellen in der Umgebung der vorhandenen und mit Gradienteninformationen ausge-
statteten Stu¨tzstellen u1 bis ud˜ zu erzeugen.
Sei ui, i ∈ {1, . . . , d˜}, die urspru¨ngliche Stu¨tzstelle und uiadd die neue Stu¨tzstelle nahe ui
so, dass uiadd = ui + ∆u. Die Ermittlung des Funktionswertes z(uiadd) an dieser neuen
Stu¨tzstelle erfolgt nun mit Hilfe einer Taylor-Approximation erster Ordnung
z(uiadd) = z(ui) + ∆u
T∇z(ui).
U¨blicherweise wird mit dieser Technik je ein neuer Punkt in jeder Raumrichtung erzeugt.
Wir erhalten somit pro Stu¨tzstelle n neue Stu¨tzstellen, insgesamt erho¨ht sich die Anzahl
der Stu¨tzstellen um d˜ · n. Im Anschluss an die Stu¨tzstellenerzeugung kann man nun wie
gewohnt mit dem Ordinary Kriging fortfahren.
Ein Vorteil des Indirect GEK besteht in der relativ einfachen Implementierung. Einen ent-
scheidenden Nachteil stellen die zusa¨tzlichen Stu¨tzstellen jedoch dar: Vor allem fu¨r kleine
Schrittweiten ∆u kann das Indirect GEK aufgrund der geha¨uften und nah beieinanderlie-
genden Stu¨tzstellen eine schlecht konditionierten Matrix ergeben.
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Im Gegensatz zum Indirect GEK fließen die Gradienteninformationen beim Direct GEK
unmittelbar in die Modellbildung ein. Es werden dabei nicht nur die ra¨umlichen Zusam-
menha¨nge V ar[Z(x)− Z(y)] zwischen zwei Zufallsvariablen betrachtet, sondern auch die
Zusammenha¨nge zwischen einer Zufallsvariable und der partiellen Ableitung einer ande-
ren (vgl. Formel (3.11)) sowie zwischen beiden partiellen Ableitungen (vgl. Formel (3.12)).
Diese zusa¨tzlichen ra¨umlichen Zusammenha¨nge erhalten wir durch entsprechendes Ablei-
ten der Semivariogrammfunktion.
Die nachfolgenden Formeln und deren Beweis konnten nicht in der Literatur gefunden
werden und beruhen daher auf eigenen U¨berlegungen.
Seien k,m ∈ {1, . . . , n} und x, y ∈ D ⊆ Rn. Aus Gru¨nden der U¨bersichtlichkeit verwenden
wir im Folgenden die Notation Z ′(x) = ∂∂xmZ(x) und Z
′(y) = ∂
∂yk
Z(y) fu¨r die partiellen
Ableitungen von Z.
Fu¨r zwei Zufallsvariablen X und Y gilt die Formel
V ar
[
X − Y ] = V ar[X]+ V ar[Y ]− 2 · Cov(X,Y ), (3.10)
welche aus der Definition der Kovarianz und mit Hilfe der Rechenregeln fu¨r Erwartungs-
wert und Varianz hergeleitet werden kann:
V ar
[
X − Y ]
= V ar
[
X
]
+ V ar
[− Y ]+ 2 · Cov(X,−Y )
= V ar
[
X
]
+ E
[
(−Y + E[−Y ])2]+ 2 · E[(X − E[X])(−Y − E[−Y ])]
= V ar
[
X
]
+ E
[
(Y + E[Y ])2
]− 2 · E[(X − E[X])(Y − E[Y ])]
= V ar
[
X
]
+ V ar
[
Y
]− 2 · Cov(X,Y ).
Somit gilt
V ar
[
Z ′(x)− Z(y)]
= V ar
[
Z ′(x)
]
+ V ar
[
Z(y)
]− 2 · Cov(Z ′(x), Z(y))
= Cov
(
Z ′(x), Z ′(x)
)
+ Cov
(
Z(y), Z(y)
)− 2 · Cov(Z ′(x), Z(y)) (3.11)
und
V ar
[
Z ′(x)− Z ′(y)]
= V ar
[
Z ′(x)
]
+ V ar
[
Z ′(y)
]− 2 · Cov(Z ′(x), Z ′(y))
= Cov
(
Z ′(x), Z ′(x)
)
+ Cov
(
Z ′(y), Z ′(y)
)− 2 · Cov(Z ′(x), Z ′(y)). (3.12)
Die jeweils zweite Gleichheit folgt aufgrund der Definition der Kovarianz. Diese Kovarian-
zen ko¨nnen wir als Ableitungen der uns bekannten Semivariogrammfunktion γ darstellen,
denn es gilt
Cov
(
Z ′(x), Z ′(y)
)
=− 12 · ∂
2
∂xm∂yk
V ar
[
Z(x)− Z(y)]
=− ∂2
∂xm∂yk
γ(x, y) (3.13)
und
Cov
(
Z ′(x), Z(y)
)
=− 12 · ∂∂xm V ar
[
Z(x)− Z(y)]
=− ∂∂xm γ(x, y). (3.14)
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Beweis. Mit Hilfe der zuvor bewiesenen Formel (3.10) und aufgrund der Unabha¨ngigkeit
der beiden Variablen folgt
∂2
∂xm∂yk
γ(x, y) = ∂
2
∂xm∂yk
1
2 · V ar
[
Z(x)− Z(y)]
= ∂
2
∂xm∂yk
1
2 ·
(
V ar
[
Z(x)
]
+ V ar
[
Z(y)
]− 2 · Cov(Z(x), Z(y)))
= − ∂2
∂xm∂yk
Cov
(
Z(x), Z(y)
)
= − ∂2
∂xm∂yk
E
[(
Z(x)− E[Z(x)])(Z(y)− E[Z(y)])]
= − E
[
∂2
∂xm∂yk
((
Z(x)− E[Z(x)])(Z(y)− E[Z(y)]))]
= − E
[
∂
∂xm
(
Z(x)− E[Z(x)]) ∂
∂yk
(
Z(y)− E[Z(y)])]
= − E
[(
Z ′(x)− E[Z ′(x)])(Z ′(y)− E[Z ′(y)])]
= − Cov(Z ′(x), Z ′(y)).
Somit folgt die erste zu beweisende Gleichung (3.13). Weiter gilt
∂
∂xm γ(x, y) =
∂
∂xm
1
2 · V ar
[
Z(x)− Z(y)]
= ∂∂xm
1
2 ·
(
V ar
[
Z(x)
]
+ V ar
[
Z(y)
]− 2 · Cov(Z(x), Z(y)))
= ∂∂xm
1
2 · V ar
[
Z(x)
]− ∂∂xm Cov(Z(x), Z(y))
= − ∂∂xm Cov
(
Z(x), Z(y)
)
= − ∂∂xm E
[(
Z(x)− E[Z(x)])(Z(y)− E[Z(y)])]
= − E
[
∂
∂xm
((
Z(x)− E[Z(x)])(Z(y)− E[Z(y)]))]
= − E
[(
∂
∂xm
(
Z(x)− E[Z(x)]))(Z(y)− E[Z(y)])]
= − E
[(
Z ′(x)− E[Z ′(x)])(Z(y)− E[Z(y)])]
= − Cov(Z ′(x), Z(y)),
wobei die vierte Gleichheit aufgrund der Stationarita¨t des stochastischen Prozesses Z und
der daraus folgenden Konstanz der Varianz V ar
[
Z(u)
]
gefolgert werden kann.
Die mehrfach angewandte Vertauschbarkeit von Differentiation und Erwartungswert folgt
aufgrund der Vertauschbarkeit von Differentiation und Integration, welche unter Erfu¨llung
der notwendigen Voraussetzungen wiederum aus Lebegues Satz der dominierten Konver-
genz gefolgert werden kann. Die Voraussetzungen zur Anwendung von Lebesgues Konver-
genzsatz sind hier erfu¨llt.
q.e.d.
Mit Hilfe der Formeln (3.11) und (3.12) sowie (3.13) und (3.14) ko¨nnen wir somit die
gesuchten ra¨umlichen Zusammenha¨nge als Ableitung der Semivariogrammfunktion γ be-
rechnen.
Der Ansatz fu¨r den Krige-Scha¨tzer lautet nun (vgl. [32])
Z∗(u0) =
d∑
i=1
wiZ(ui) +
d˜∑
i=1
n∑
j=1
Φij
∂Z(ui)
∂uj
,
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wobei ∂Z(ui)
∂uj
die gegebenen partiellen Ableitungen an den Stu¨tzstellen u1 bis ud˜ mit den
Gewichten Φij , i ∈ {1, . . . , d˜}, j ∈ {1, . . . , n}, sind.
Die geforderte Minimierung der Varianz des Scha¨tzfehlers
F (u0) = Z(u0)− Z∗(u0) = Z(u0)−
d∑
i=1
wiZ(ui)−
d˜∑
i=1
n∑
j=1
Φij
∂Z(ui)
∂uj
unter der Nebenbedingung der Erwartungstreue
E
[
Z∗(u0)
]
= E
[
Z(u0)
]
fu¨hrt erneut zu einem Extremwertproblem mit Nebenbedingung, welches wir wiederum
mit Hilfe der Lagrange’schen Multiplikatorenregel lo¨sen.
Sei im Folgenden ν der Lagrange-Multiplikator. Wir erhalten schließlich das folgende
um V2 und V3 erweiterte Gleichungssystem

1
V1 V2
...
1
0
V T2 V3
...
1 . . . 1 0 . . . 0


w1
...
wd
Φ11
...
Φd˜n
ν

=

1
2V ar
[
Z(u1)− Z(u0)
]
...
1
2V ar
[
Z(ud)− Z(u0)
]
1
2V ar
[
∂Z(u1)
∂u1
− Z(u0)
]
...
1
2V ar
[
∂Z(ud˜)
∂un − Z(u0)
]
1

,
wobei V1 ∈ Rd×d, V2 ∈ Rd×d˜·n und V3 ∈ Rd˜·n×d˜·n. Genauer ist
V1 =

1
2V ar
[
Z(u1)− Z(u1)
]
. . . 12V ar
[
Z(u1)− Z(ud)
]
...
. . .
...
1
2V ar
[
Z(ud)− Z(u1)
]
. . . 12V ar
[
Z(ud)− Z(ud)
]

und
V2 =
(
V21 . . . V2d˜
)
,
mit
V2i =

1
2V ar
[
Z(u1)− ∂Z(ui)∂u1
]
. . . 12V ar
[
Z(u1)− ∂Z(ui)∂un
]
...
. . .
...
1
2V ar
[
Z(ud)− ∂Z(ui)∂u1
]
. . . 12V ar
[
Z(ud)− ∂Z(ui)∂un
]
 , i ∈ {1, . . . , d˜}.
Die Matrix V3 besteht entsprechend aus den Eintra¨gen
1
2V ar
[
∂Z(ui)
∂um −
∂Z(uj)
∂uk
]
,
wobei i, j ∈ {1, . . . , d˜} und m, k ∈ {1, . . . , n}.
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Durch Invertieren werden wiederum die Gewichte w1 bis wd sowie Φ11 bis Φd˜n bestimmt.
Wir erhalten somit fu¨r den Krige-Scha¨tzer am unbeprobten Ort u0 die Darstellung
Z∗(u0) =
d∑
i=1
wiZ(ui) +
d˜∑
i=1
n∑
j=1
Φij
∂Z(ui)
∂uj
mit bekannten Gewichten wi und Φij . Bezeichnen wir die erweiterte Semivariogramm-
Matrix (
V1 V2
V T2 V3
)
mit Γ und verwenden die folgenden Bezeichnungen
Z =
(
Z(u1), . . . , Z(ud),
∂Z(u1)
∂u1
, . . . ,
∂Z(ud˜)
∂un
)T
,
1 = (1, . . . , 1, 0, . . . , 0)T und
γ =
(
1
2V ar
[
Z(u1)− Z(u0)
]
, . . . , 12V ar
[
Z(ud)− Z(u0)
]
,
1
2V ar
[
∂Z(u1)
∂u1
− Z(u0)
]
, . . . , 12V ar
[
∂Z(ud˜)
∂un − Z(u0)
])T
fu¨r die erweiterten Vektoren, so erhalten wir fu¨r den Krige-Scha¨tzer im Direct Gradient
Enhanced Kriging dieselbe Darstellung wie in (3.8) auf Seite 27 (vgl. [11]).
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4 Nichtlineare Optimierung unter
Nebenbedingungen
Ziel dieser Arbeit ist die Optimierung von Ersatzmodellen unter Beachtung eventuell vor-
handener Nebenbedingungen. Diese werden an die mit Hilfe des Direct GEK berechneten
Unsicherheiten oder andere aerodynamische Gro¨ßen gestellt (vgl. Kapitel 5). Aufgrund der
Nichtlinearita¨t der Ersatzmodellfunktion sowie der Nebenbedingungen wurden im Rahmen
dieser Arbeit Optimierungsalgorithmen zur Lo¨sung von Problemen der Form
(P)

min
x∈Rn
f(x),
sodass xi ∈ [ai, bi] ∀ i ∈ {1, . . . , n}
und hj(x) ∈ [cj , dj ] ∀ j ∈ {1, . . . ,m}
implementiert. Dabei sind die zu minimierende Funktion f : Rn → R und die Nebenbe-
dingungen hj : Rn → R fu¨r alle j ∈ {1, . . . ,m} nichtlinear. Weiter sind ai, cj ∈ R ∪ {−∞}
und bi, dj ∈ R ∪ {∞} fu¨r alle i ∈ {1, . . . , n} und j ∈ {1, . . . ,m}.
In den beiden nachfolgenden Abschnitten werden die zwei verschiedenen, zur Lo¨sung des
Problems (P) und somit zur Optimierung der Ersatzmodelle implementierten Algorithmen
vorgestellt. Aufgrund der jeweiligen Umformulierung des Problems (P) in Teilprobleme oh-
ne Nebenbedingungen betrachten wir in Abschnitt 4.3 verschiedene Gradienten-basierte
Verfahren zur unrestringierten Minimierung. Daraufhin wird die Parallelisierbarkeit der
implementierten Algorithmen analysiert und diskutiert.
Alle in diesem Kapitel vorgestellten Verfahren wurden im Rahmen dieser Arbeit imple-
mentiert und werden im darauffolgenden Kapitel 5 ausgewertet und verglichen.
4.1 Logarithmische Barriere-Methode
In den 60er Jahren leisteten Fiacco und McCormick [33, 34] wesentliche Beitra¨ge zur
Theorie der Barriere- und Penalty-Verfahren fu¨r nichtlineare Optimierungsprobleme. Sie
fu¨hrten in diesem Zusammenhang unter anderem den Oberbegriff der Inneren-Punkte-
Verfahren ein, zu denen die logarithmische Barriere-Methode geho¨rt (vgl. [35]).
Im Folgenden sei die Problemstellung
(PNU)
 minx∈D f(x),sodass gj(x) ≤ 0 ∀ j ∈ {1, . . . , p}
gegeben. Hierbei ist D ⊆ Rn offen, f : D → R und g : D → Rp. Die zula¨ssige Menge
sei mit F = {x ∈ D | gj(x) ≤ 0 ∀ j ∈ {1, . . . , p}} und die strikt zula¨ssige Menge mit
F◦ = {x ∈ D | gj(x) < 0 ∀ j ∈ {1, . . . , p}} bezeichnet (vgl. [35]). Beachte, dass sich das
gegebene zu lo¨sende Problem (P) mit D = Rn, p = 2n+ 2m und
gi(x) = ai − xi,
gn+i(x) = xi − bi, i = 1, . . . , n
g2n+j(x) = cj − hj(x),
g2n+m+j(x) = hj(x)− dj , j = 1, . . . ,m
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a¨quivalent in ein Problem der Form (PNU) umformulieren la¨sst.
Die Idee der Barriere-Methode besteht in der Betrachtung einer sogenannten logarithmi-
schen Barriere-Funktion fu¨r Probleme mit Ungleichungsrestriktionen (vgl. [33, 34]).
Definition 4.1. Sei r ∈ R, r > 0 der Strafparameter, dann ist die logarithmische Barriere-
Funktion Φ(·, r) : F◦ → R durch
Φ(x, r) = f(x)− r
p∑
j=1
ln(−gj(x)) (4.1)
definiert.
Zu Beginn des Iterationsverfahrens wa¨hlt man nun einen Startparameter r0 und einen
strikt zula¨ssigen Punkt x(0) ∈ F◦. Dieser ist Startpunkt fu¨r ein Verfahren zur Berechnung
des unrestringierten Minimimalpunktes x(r0) der Funktion Φ(·, r0). Die zu diesem Zweck
implementierten Verfahren zur unrestringierten nichtlinearen Optimierung werden in Ab-
schnitt 4.3 vorgestellt.
Wegen − ln(−gj(x))→∞ fu¨r gj(x)↗ 0 wird durch den Zusatzterm in (4.1) eine Barriere
gegen das Verlassen der zula¨ssigen Menge aufgebaut, sodass wir bei geeigneter Schrittwei-
tenbestimmung x(r0) ∈ F◦ erhalten. Anschließend wa¨hlt man einen Parameter r1 < r0
und fu¨hrt die Iteration fort. Wir erhalten das folgende Verfahren (vgl. [35]):
Verfahren 4.1. Logarithmische Barriere-Methode
1. Wa¨hle r0 = 0.5, x
(0) ∈ F◦ und setze k = 0.
2. Berechne einen Minimalpunkt x(rk) von Φ(·, rk) mit einem Verfahren zur unrestrin-
gierten Minimierung zum Startpunkt x(0).
Wenn das Abbruchkriterium erfu¨llt ist, breche die Iteration ab. Die approximierte
Lo¨sung ist x(rk).
3. Setze rk+1 =
1
2 rk.
4. Setze x(0) = x(rk), k = k + 1 und gehe zu Schritt 2.
Fu¨r die logarithmische Barriere-Methode wurden zwei verschiedene Abbruchkriterien im-
plementiert. Sei dafu¨r im Folgenden x(rk) mit x
(k) bezeichnet.
Das erste Abbruchkriterium basiert auf der Differenzbetrachtung von aufeinanderfolgen-
den Funktionswerten und Iterierten (vgl. [35], Bem. 4.2.2). Bei fest vorgegebener Tole-
ranz ε > 0 wird das Verfahren abgebrochen, wenn die Bedingungen∣∣f(x(k))− f(x(k−1))∣∣ ≤ ε,∥∥x(k) − x(k−1)∥∥ ≤ √ε ·max{1, ∥∥x(k)∥∥} und
f
(
x(k)
) ≤ f(x(k−1))
erfu¨llt sind.
Das zweite Abbruchkriterium beruht hingegen auf einer prozentualen Verbesserung der
Funktionswerte und der Nebenbedingungsverletzung. Aus Gru¨nden der U¨bersichtlichkeit
fu¨hren wir die prozentualen Abbruchbedingungen an die Nebenbedingungsverletzung schon
in diesem Abschnitt ein, obwohl diese aufgrund der strikten Zula¨ssigkeit der Barriere-
Methode stets erfu¨llt sind. Erst im folgenden Abschnitt 4.2, in dem wir dieselben prozen-
tualen Abbruchbedingungen anwenden werden, stellen die Abbruchkriterien an die Neben-
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bedingungsverletzung eine tatsa¨chliche Einschra¨nkung dar, da das Augmented-Lagrange-
Verfahren eine geringe Unzula¨ssigkeit toleriert.
Sei also IN :=
{
j ∈ {1, . . . , p} | gj(x) > 0
}
die Menge der Indizes mit einer Verletzung der
Nebenbedingung, so berechnet sich die Nebenbedingungsverletzung n = n(x) durch
n(x) =
∑
j∈IN
gj(x) =
p∑
j=1
max
{
0, gj(x)
}
. (4.2)
Weiter seien die vier Prozentsa¨tze p1 bis p4 fest vorgegeben. Die Barriere-Methode soll
abbrechen, sobald eine prozentuale Verbesserung der Startwerte vorliegt, d.h.
f
(
x(k)
) ≤ p1 · f(x(0)),
n
(
x(k)
) ≤ p3 · n(x(0))
und wa¨hrend der letzten Iteration keine signifikante Verbesserung stattgefunden hat, d.h.∣∣f(x(k))− f(x(k−1))∣∣ ≤ p2 · ∣∣f(x(k−1))∣∣,∣∣n(x(k))− n(x(k−1))∣∣ ≤ p4 · n(x(k−1)).
Zudem sollen die Bedingungen f
(
x(k)
) ≤ f(x(k−1)) und n(x(k)) ≤ n(x(k−1)) erfu¨llt sein.
Die Art des Abbruchkriteriums wie auch die Werte fu¨r Toleranzen respektive Prozentsa¨tze
ko¨nnen in einer Eingabedatei festgelegt werden.
4.2 Augmented-Lagrange-Verfahren
Im folgenden Abschnitt wird das Augmented-Lagrange-Verfahren fu¨r Ungleichungsrestrik-
tionen vorgestellt. Hierbei handelt es sich um ein Verfahren, welches sequentiell eine um
einen quadratischen Strafterm erweiterte Lagrange-Funktion minimiert. Das Verfahren
ha¨ngt mit dem urspru¨nglichen quadratischen Penalty-Verfahren zusammen (siehe [36],
Abschnitt 17.1), allerdings wird durch die Einfu¨hrung von approximierten Lagrange-Multi-
plikatoren die oft auftretende schlechte Konditionierung des quadratischen Penalty-Verfah-
rens verringert (vgl. [36]).
Sei im Folgenden auch hier ein Problem der Form (PNU) zu lo¨sen. Wir ko¨nnen (PNU)
a¨quivalent zu dem unrestringierten Optimierungsproblem
min
x∈Rn
F (x)
mit
F (x) = max
λ≥0
{
f(x) +
p∑
j=1
λjgj(x)
}
=
{
f(x), x ∈ F
∞, sonst
umformulieren, wobei die Bedingung λ ≥ 0 komponentenweise zu verstehen ist. Um diese
Behauptung zu verifizieren, betrachten wir vorerst den Fall, dass x unzula¨ssig ist. Somit
existiert ein j ∈ {1, . . . , p} mit gj(x) > 0. Wa¨hlt man nun das zugeho¨rige λj beliebig groß
und setzt alle anderen λi = 0, so ist F (x) tatsa¨chlich unendlich. Ist x hingegen zula¨ssig,
so gilt gj(x) ≤ 0 fu¨r alle j ∈ {1, . . . , p} und das Maximum wird bei λ = 0 angenommen.
In diesem Fall gilt also F (x) = f(x). Insgesamt folgt somit
min
x∈Rn
F (x) = min
x∈F
f(x),
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also das zu lo¨sende Problem (PNU). Da die Funktion F jedoch Unstetigkeitsstellen beim
U¨bergang zwischen der unzula¨ssigen und der zula¨ssigen Menge aufweist, ist eine direkte
Minimierung nicht praktikabel.
Die Lo¨sung dieses Problems besteht in der Approximation der Funktion F durch eine
glatte Funktion Φ, welche vom Strafparameter µk und vom angena¨herten Lagrange-Mul-
tiplikator λ(k) abha¨ngig ist. Diese Approximation liest sich wie folgt:
Φ(x, λ(k), µk) = max
λ≥0
{
f(x) +
p∑
j=1
λjgj(x)− 1
2µk
p∑
j=1
(
λj − λ(k)j
)2}
. (4.3)
Der hier zusa¨tzlich subtrahierte letzte Term bestraft ein Entfernen des Lagrange-Multipli-
kators λ von der vorausgegangenen Anna¨herung λ(k). Somit soll sich der neue Maximierer λ
nahe λ(k) befinden.
Beim Problem (4.3) handelt es sich um eine quadratische Optimierungsaufgabe mit den Ne-
benbedingungen λj ≥ 0, welche explizit gelo¨st werden kann. Fu¨r den Lagrange-Multiplika-
tor erhalten wir somit die Darstellung
λj =
 0, wenn λ
(k)
j
µk
+ gj(x) ≤ 0
µkgj(x) + λ
(k)
j sonst.
(4.4)
Fu¨hren wir nun die Indexmenge I = {j ∈ {1, . . . , p} | λ(k)jµk + gj(x) ≤ 0} und deren
Komplementmenge IC ein, so folgt
Φ(x, λ(k), µk) = f(x)−
∑
j∈I
1
2µk
λ
(k)
j
2
+
∑
j∈IC
(µk
2
g2j (x) + λ
(k)
j gj(x)
)
.
Damit erhalten wir die neue Iterierte x(k+1) als Ergebnis einer unrestringierten Minimie-
rung von Φ(x, λ(k), µk) bezu¨glich x. Der aktuelle Lagrange-Multiplikator λ
(k+1) la¨sst sich
sodann mit Hilfe der Vorschrift (4.4) berechnen. Nutzen wir erneut die Funktion n = n(x)
zur Berechnung der Nebenbedingungsverletzung (siehe (4.2)), so erhalten wir den folgen-
den Algorithmus (vgl. [36], Seite 520 f.):
Verfahren 4.2. Augmented-Lagrange-Verfahren fu¨r (PNU)
1. Wa¨hle einen Startpunkt x(0) und einen initialen Lagrange-Multiplikator λ(0). Setze
k = 0, µ0 = 10, η0 = µ
−0.1
0 und die Toleranz zur Lo¨sung des unrestringierten
Problems ω0 = µ
−1
0 .
2. Berechne einen Minimalpunkt x(k+1) von Φ(·, λ(k), µk) mit einem Verfahren zur un-
restringierten Minimierung zum Startpunkt x(k) mit Abbruchtoleranz ωk.
3. Falls n
(
x(k+1)
) ≤ ηk, so u¨berpru¨fe das Abbruchkriterium. Ist dieses erfu¨llt, so breche
die Iteration ab. Die approximierte Lo¨sung ist x(k+1). Ist das Abbruchkriterium nicht
erfu¨llt, so gehe zu Schritt 4.
Falls n
(
x(k+1)
)
> ηk, dann gehe zu Schritt 5.
4. Aktualisiere den Lagrange-Multiplikator nach Vorschrift (4.4). Verkleinere die Tole-
ranzen: ηk+1 =
ηk
µ0.9k+1
, ωk+1 =
ωk
µk+1
, wobei µk+1 = µk. Setze k = k + 1 und gehe zu
Schritt 2.
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5. Erho¨he den Strafparameter: µk+1 = 100µk. Verkleinere die Toleranzen: ηk+1 = µ
−0.1
k+1 ,
ωk+1 = µ
−1
k+1. λ
(k+1) = λ(k). Setze k = k + 1 und gehe zu Schritt 2.
Bemerkung 4.1. Sind keine Informationen u¨ber den ersten Lagrange-Multiplikator vor-
handen, so verwendet man den Nullvektor als initialen Lagrange-Multiplikator λ(0).
In Schritt 3 u¨berpru¨ft der Algorithmus, ob sich die Verletzung der Nebenbedingung aus-
reichend verringert hat. Ist dies der Fall, so ist die Ungleichung
n
(
x(k+1)
) ≤ ηk (4.5)
erfu¨llt. Somit ist eine Vergro¨ßerung des aktuellen Strafparameters nicht notwendig, da
schon µk eine hinreichend kleine Verletzung der Nebenbedingung realisiert. Der Lagrange-
Multiplikator wird nach Vorschrift (4.4) aktualisiert.
Ist im Gegensatz dazu (4.5) nicht erfu¨llt, so wird der Strafparameter in der darauffolgenden
Iteration vergro¨ßert. Das Verfahren legt somit erho¨hten Wert auf eine Verkleinerung der
Nebenbedingungsverletzung in der na¨chsten Iteration. Es wird auf eine Aktualisierung des
Lagrange-Multiplikators verzichtet; das Hauptaugenmerk liegt in der Verbesserung der
Zula¨ssigkeit (vgl. [36]).
Auch fu¨r das Augmented-Lagrange-Verfahren wurden zwei verschiedene Abbruchkriterien
implementiert. Das erste Abbruchkriterium fordert eine hinreichend kleine Verletzung der
Nebenbedingung sowie eine hinreichend kleine Norm des Gradienten der zu minimierenden
Funktion Φ (vgl. [36]). Hierbei wird die zweite Bedingung (4.6) aufgrund der Verwendung
von Gradienten-basierten Verfahren zur unrestringierten Minimierung von Φ gefordert. Sei
also die Toleranz ε > 0 fest vorgegeben, so bricht das Augmented-Lagrange-Verfahren ab,
sobald die Ungleichungen
n
(
x(k+1)
) ≤ √ε und∥∥∇Φ(x(k+1), λ(k), µk)∥∥ ≤ ε (4.6)
erfu¨llt sind. Das zweite Abbruchkriterium beruht wiederum auf einer prozentualen Ver-
besserung der Funktionswerte und der Nebenbedingungsverletzung und ist analog zu dem
der logarithmischen Barriere-Methode.
4.3 Verfahren zur unrestringierten Optimierung
Im Verlauf der vorherigen Abschnitte haben wir gesehen, dass beide Verfahren, die loga-
rithmische Barriere-Methode wie auch das Augmented-Lagrange-Verfahren, wa¨hrend des
Optimierungsprozesses ein Verfahren zur unrestringierten Minimierung einer reellwertigen,
differenzierbaren Funktion Φ : Rn → R aufrufen. Im Rahmen dieser Arbeit wurden vier
verschiedene Gradienten-basierte Verfahren implementiert, die im Folgenden kurz vorge-
stellt werden sollen. Unterschiede und Vorteile der jeweiligen Verfahren werden untersucht
und herausgestellt.
4.3.1 Gradientenverfahren
Beim Gradientenverfahren oder auch Verfahren des steilsten Abstiegs handelt es sich um
ein Minimierungsverfahren, welches als Abstiegs- bzw. Suchrichtung d(k) den Antigradi-
enten −∇Φ(x(k)) verwendet (vgl. [35]).
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Verfahren 4.3. Gradientenverfahren
1. Wa¨hle einen Startpunkt x(0) und setze k = 0.
2. Ist das Abbruchkriterium erfu¨llt, so stoppe das Verfahren. Die approximierte Lo¨sung
ist x(k).
3. Berechne eine effiziente Schrittweite σk
¶ und die Abstiegsrichtung d(k) = −∇Φ(x(k)),
dann setze x(k+1) = x(k) + σkd
(k).
4. Setze k = k + 1 und gehe zu Schritt 2.
Es wurden zwei Abbruchkriterien implementiert. Das erste Abbruchkriterium basiert auf
der Grundidee, dass der Gradient der zu minimierenden Funktion im Optimum Null ist.
Somit bricht das Gradientenverfahren ab, sobald bei fest vorgegebener Toleranz ω > 0 die
Ungleichung ∥∥∇Φ(x(k))∥∥ ≤ ω ·max{1,∥∥x(k)∥∥}
erfu¨llt ist (vgl. [35], Seite 69). Zusa¨tzlich wurde noch ein zweites Abbruchkriterium basie-
rend auf dem Abstand zweier Iterierter x(k) und x(k+1) implementiert. Das Verfahren soll
abbrechen, wenn fu¨r festes ωx > 0 die Bedingung
max
i=1,...,n
∣∣x(k+1)i − x(k)i ∣∣
max
{
1, x
(k+1)
i
} ≤ ωx (4.7)
erfu¨llt ist.
Konvergenz des Gradientenverfahrens
Sei im Folgenden die Niveaumenge N0 =
{
x ∈ Rn∣∣Φ(x) ≤ Φ(x(0))} nichtleer. Weiter
sei Φ zweimal stetig differenzierbar auf einer offenen, konvexen Obermenge von N0 und
die Hessematrix von Φ gleichma¨ßig positiv definit auf dieser Obermenge‖. Unter den eben
genannten Voraussetzungen la¨sst sich bei Verwendung von sogenannten effizienten Schritt-
weiten (vgl. Abschnitt 4.3.5) die lineare Konvergenz des Verfahrens gegen den eindeutig
bestimmten, globalen Minimalpunkt x˜ von Φ nachweisen (vgl. [35], Satz 4.2.42).
Da wir bei Optimierung der Ersatzmodelle die eben genannten Voraussetzungen nicht ga-
rantieren ko¨nnen, ist dieses Konvergenzresultat nur von theoretischem Interesse. Es zeigt
jedoch, dass das Gradientenverfahren im Vergleich zu den im Folgenden betrachteten Ver-
fahren theoretisch das schlechteste Konvergenzverhalten aufweist. Begru¨nden la¨sst sich
dieses Verhalten aufgrund der bei Verwendung effizienter Schrittweiten
”
anna¨hernd ortho-
gonalen“ Suchrichtungen d(k) des Gradientenverfahrens. Das daraus resultierende Zick-
Zack-Verhalten nahe des Minimums hat eine meist langsame Konvergenz des Verfahrens
zur Folge (vgl. [35], S. 99).
¶siehe Abschnitt 4.3.5 und Definition 4.2 der effizienten Schrittweite, Seite 45
‖Die Hessematrix Φ′′ ist gleichma¨ßig positiv definit auf Ω ⊃ N0, wenn eine Konstante C > 0
existiert, sodass fu¨r alle x ∈ Ω und alle d ∈ Rn die Ungleichung dTΦ′′(x)d ≥ C‖d‖2 gilt.
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4.3.2 Fletcher-Reeves-Verfahren
Das Fletcher-Reeves-Verfahren stellt eine Erweiterung des Verfahrens der konjugierten
Gradienten fu¨r quadratische Zielfunktionen (kurz: CG-Verfahren, siehe [35], S. 75 ff.) dar.
Es wurde fu¨r allgemeine nichtlineare Probleme entwickelt und erstmals von Fletcher und
Reeves [37] untersucht (vgl. [35]).
In der ersten Iteration startet das Fletcher-Reeves-Verfahren wie das Gradientenverfahren
in Richtung des steilsten Abstiegs. In den darauffolgenden Iterationen wird jedoch ein An-
teil der Suchrichtung der vorherigen Iteration zum Antigradienten hinzuaddiert (vgl. [38]).
Wir erhalten das folgende Verfahren:
Verfahren 4.4. Fletcher-Reeves-Verfahren
1. Wa¨hle einen Startpunkt x(0) und setze k = 0, d(0) = −∇Φ(x(0)).
2. Ist das Abbruchkriterium erfu¨llt, so stoppe das Verfahren. Die approximierte Lo¨sung
ist x(k).
3. Berechne eine effiziente Schrittweite σk und setze x
(k+1) = x(k) + σkd
(k).
4. Berechne den Parameter βk =
‖∇Φ(x(k+1))‖2
‖∇Φ(x(k))‖2 und die konjugierte Abstiegsrichtung
d(k+1) = −∇Φ(x(k+1))+ βkd(k).
5. Setze k = k + 1 und gehe zu Schritt 2.
Fu¨r das Fletcher-Reeves-Verfahren wurden ebenso zwei unterschiedliche Abbruchkriterien
implementiert. Diese sind analog zu denen des Gradientenverfahrens (siehe Abschnitt 4.3.1).
Bemerkung 4.2. In der Praxis erzielt das Verfahren oft nach einer gewissen Anzahl an
Iterationen keinen signifikanten Fortschritt mehr. Es hat sich gezeigt, dass in diesem Fall
ein sogenannter Restart, also ein Neustart des Verfahrens am aktuellen Iterationspunkt,
hilfreich sein kann. U¨blicherweise fu¨hrt man diesen nach je n Iterationen durch (vgl. [39]).
Konvergenz des Fletcher-Reeves-Verfahrens
Unter denselben Voraussetzungen an die Niveaumenge, die Differenzierbarkeit und die
zweite Ableitung, wie wir sie zuvor bei der Konvergenzbetrachtung des Gradientenverfah-
rens gefordert haben, la¨sst sich bei Verwendung von exakten Schrittweiten eine Konvergenz
der
(
x(k)
)
k
gegen den eindeutig bestimmten, globalen Minimalpunkt x˜ zeigen (vgl. [35]).
Im Fall der Restart-Variante kann zudem eine sogenannte n-Schritt-quadratische Konver-
genz des Verfahrens nachgewiesen werden, d.h. es gilt∥∥x(n(k+1)) − x˜∥∥ ≤ C∥∥x(nk) − x˜∥∥2
mit einer von k unabha¨ngigen Konstante C > 0 (siehe [40]). Der Fehler quadriert sich
somit nach n Iterationen.
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4.3.3 Polak-Ribie`re-Verfahren
Das Polak-Ribie`re-Verfahren ist ebenfalls eine Erweiterung des CG-Verfahrens fu¨r all-
gemeine nichtlineare Zielfunktionen. Der Unterschied zum Fletcher-Reeves-Verfahren 4.4
liegt in der Wahl der βk in Schritt 4. Polak und Ribie`re schlagen in [41]
βk =
∥∥∇Φ (x(k+1))∥∥2 −∇Φ (x(k+1))T∇Φ (x(k))∥∥∇Φ (x(k))∥∥2
vor und zeigen im Anschluss die Konvergenz des Verfahrens.
Auch bei diesem Verfahren kann eine Ineffektivita¨t der Suchrichtungen nach n Iterationen
auftreten, allerdings zeigt das Polak-Ribie`re-Verfahren fu¨r Iterationen u¨ber n hinaus im
Allgemeinen ein besseres Verhalten als das Fletcher-Reeves-Verfahren. Zudem erha¨lt man
grundsa¨tzlich ein besseres numerisches Verhalten mit βk nach Polak und Ribie`re (vgl. [38]).
4.3.4 Quasi-Newton-Verfahren
Algorithmen wie das Quasi-Newton-Verfahren, welche eine der Newton-Richtung (vgl. [36])
d(k) = −Φ′′(x(k))−1∇Φ(x(k)) a¨hnliche Suchrichtung verwenden, neigen zu einem besseren
Konvergenzverhalten und einer geringeren Iterationsanzahl als die zuvor besprochenen
Gradienten-basierten Verfahren. Aus diesem Grund wurde das Quasi-Newton-Verfahren
ebenfalls im Rahmen dieser Arbeit implementiert und ausgewertet und soll im Folgenden
na¨her betrachtet werden.
Beim Quasi-Newton-Verfahren wird eine Suchrichtung der Form
x− x(k) = d(k) = −A−1∇Φ(x(k)) (4.8)
verwendet. Ist die Matrix A positiv definit, so handelt es sich bei d(k) um eine Abstiegs-
richtung (vgl. [35]). Die Idee des Quasi-Newton-Verfahrens besteht nun in der Approxi-
mation der inversen Hessematrix
(
Φ′′
(
x(k)
))−1
durch eine einfach zu berechnende Matrix
B(k) = A−1. Insbesondere soll der U¨bergang von B(k) zu B(k+1), das sogenannte Update,
ohne großen Aufwand mo¨glich sein (vgl. [35, 42]).
Bemerkung 4.3. Die Verwendung einer approximierten Hessematrix hat einen entschei-
denden Vorteil gegenu¨ber dem nur lokal konvergenten Newton-Verfahren. Befinden wir uns
weit vom Minimum entfernt, so ist die positive Definitheit der Hessematrix nicht mehr si-
chergestellt und das Newton-Verfahren entfernt sich womo¨glich vom Minimum. Das Quasi-
Newton-Verfahren startet jedoch mit einer positiv definiten, symmetrischen Matrix A(0),
meist der Einheitsmatrix I, und beha¨lt diese Eigenschaften aufgrund der Art des Updates
fu¨r alle folgenden Matrizen A(k) bei. Befinden wir uns also weit vom Minimum entfernt,
so ist sichergestellt, dass d(k) eine Abstiegsrichtung ist. Na¨hern wir uns dem Minimum, so
approximieren wir die tatsa¨chliche Hesse-Matrix und das Quasi-Newton-Verfahren zeigt
ein gutes Konvergenzverhalten (vgl. [42]).
Im Folgenden skizzieren wir kurz die Herleitung der bekanntesten Update-Formel fu¨r die
approximierte Inverse B(k+1) der Hessematrix nach Broyden, Fletcher, Goldfarb und Shan-
no (vgl. [36]). Eine exakte Herleitung dieser sogenannten BFGS-Update-Formel findet sich
beispielsweise in Polak [43].
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Mit Hilfe von Gleichung (4.8) fu¨r k und k+1 sowie anschließender Subtraktion der beiden
Gleichungen folgt
x(k+1) − x(k) = A−1
(
∇Φ(x(k+1))−∇Φ(x(k))). (4.9)
Folglich verlangen wir von der neuen Iterierten B(k+1), dass diese die Gleichung (4.9)
erfu¨llt, d.h.
x(k+1) − x(k) = B(k+1)
(
∇Φ(x(k+1))−∇Φ(x(k))).
Des Weiteren soll B(k+1) als Anna¨herung der Hessematrix symmetrisch und positiv definit
sein und sich in gewisser Weise nahe der vorherigen Matrix B(k) befinden, d.h. B(k+1) ist
die Lo¨sung von
(∗)

min
B∈Rn×n
∥∥B −B(k)∥∥,
sodass B = BT ,
x(k+1) − x(k) = B
(
∇Φ(x(k+1))−∇Φ(x(k))) und
xTBx > 0 ∀ x ∈ Rn.
Wa¨hlen wir fu¨r die Matrix-Norm in (∗) die gewichtete Frobenius-Norm (vgl. [36], S. 139),
so erhalten wir durch Lo¨sung von (∗) die BFGS-Update-Formel fu¨r B(k+1) (vgl. [42])
B(k+1) = B(k) +
(
x(k+1) − x(k))⊗ (x(k+1) − x(k))(
x(k+1) − x(k)) · (∇Φ (x(k+1))−∇Φ (x(k)))
−
[
B(k)
(∇Φ (x(k+1))−∇Φ (x(k)))]⊗ [B(k) (∇Φ (x(k+1))−∇Φ (x(k)))](∇Φ (x(k+1))−∇Φ (x(k))) ·B(k) (∇Φ (x(k+1))−∇Φ (x(k)))
+
[(∇Φ(x(k+1))−∇Φ(x(k))) ·B(k)(∇Φ(x(k+1))−∇Φ(x(k)))]u⊗ u, (4.10)
mit u definiert als der Vektor
u =
(
x(k+1) − x(k))(
x(k+1) − x(k)) · (∇Φ (x(k+1))−∇Φ (x(k)))
− B
(k) · (∇Φ (x(k+1))−∇Φ (x(k)))(∇Φ (x(k+1))−∇Φ (x(k))) ·B(k) (∇Φ (x(k+1))−∇Φ (x(k))) .
Hierbei bezeichnet ⊗ das dyadische Produkt zweier Vektoren. Somit erhalten wir das
folgende Verfahren.
Verfahren 4.5. Quasi-Newton-Verfahren mit BFGS-Update
1. Wa¨hle einen Startpunkt x(0) und setze k = 0, B(0) = I.
2. Ist das Abbruchkriterium erfu¨llt, so stoppe das Verfahren. Die approximierte Lo¨sung
ist x(k).
3. Berechne fu¨r k > 0 die Matrix B(k) nach (4.10), d(k) = −B(k)∇Φ(x(k)).
43
4 Nichtlineare Optimierung unter Nebenbedingungen
4. Berechne eine effiziente Schrittweite σk und setze x
(k+1) = x(k) + σkd
(k).
5. Setze k = k + 1 und gehe zu Schritt 2.
Bemerkung 4.4. Ein Nachteil des Quasi-Newton-Verfahrens besteht in der Notwendig-
keit der Speicherung der in der Regel vollbesetzten Matrizen B(k) (vgl. [35]). Im Gegen-
satz zu den drei vorherigen Gradienten-basierten Verfahren, welche einen Speicherplatz
der Gro¨ßenordnung n beno¨tigen, beno¨tigt dieses Verfahren einen der Gro¨ßenordnung n2.
Fu¨r kleine n ist dieser Nachteil jedoch vernachla¨ssigbar.
Ebenso wie fu¨r die vorherigen Verfahren wurden fu¨r das Quasi-Newton-Verfahren zwei
verschiedene Abbruchkriterien implementiert. Die Bedingung (4.7) an die Differenz zweier
aufeinanderfolgender Iterierter wurde vom Gradientenverfahren u¨bernommen. Einzig die
Bedingung an den Gradienten wurde variiert. Das Quasi-Newton-Verfahren soll abbrechen,
sobald bei fest vorgegebener Toleranz ω > 0 die Bedingung
max
i=1,...,n
∣∣∇Φ(x(k+1))
i
∣∣ ·max{∣∣x(k+1)i ∣∣, 1}
max
{
1,Φ
(
x(k)
)} ≤ ω
erfu¨llt ist (siehe [42]).
Konvergenz des Quasi-Newton-Verfahrens mit BFGS-Update
Nocedal und Wright zeigen in [36] die globale lineare Konvergenz des Quasi-Newton-Ver-
fahrens mit BFGS-Update unter a¨hnlichen Voraussetzungen wie wir sie zuvor fu¨r die
Konvergenz des Gradientenverfahrens beno¨tigt haben. Hier wird die zweimal stetige Diffe-
renzierbarkeit von Φ sowie die Konvexita¨t der Niveaumenge N0 gefordert. Zusa¨tzlich gelte
mit den Konstanten m > 0 und M > 0 die Bedingung
m‖z‖2 ≤ zTΦ′′(x)z ≤M‖z‖2
fu¨r alle z ∈ Rn und x ∈ N0. Dies sichert unter anderem die gleichma¨ßige positive Definit-
heit der Hessematrix von Φ. Bei Verwendung effizienter Schrittweiten la¨sst sich unter diesen
Voraussetzungen die lineare Konvergenz des Verfahrens gegen den eindeutig bestimmten
Minimalpunkt x˜ von Φ nachweisen (siehe [36], S. 172 ff.). Man kann sogar zeigen, dass die
Folge
(‖x(k) − x˜‖)
k
so schnell gegen Null konvergiert, dass
∞∑
k=1
∥∥x(k) − x˜∥∥ <∞.
Dies nutzen Nocedal und Wright, um unter der zusa¨tzlichen Voraussetzung der Lipschitz-
Stetigkeit der Hessematrix bei x˜i∗∗ die superlineare Konvergenz des BFGS-Verfahrens zu
zeigen (siehe [36], Theorem 6.6). Hierbei handelt es sich um die Charakterisierung der
superlinearen Konvergenz nach Dennis und More´, d.h.
lim
k→∞
∥∥((B(k))−1 − Φ′′(x˜))(x(k+1) − x(k))∥∥∥∥x(k+1) − x(k)∥∥ = 0.
∗∗Die Hessematrix Φ′′ ist Lipschitz-stetig bei x˜, wenn eine Konstante L > 0 existiert, sodass
‖Φ′′(x)− Φ′′(x˜)‖ ≤ L‖x− x˜‖ fu¨r alle x in einer Umgebung von x˜ gilt.
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4.3.5 Schrittweitenbestimmung mit dem Armijo-Verfahren
Im Folgenden sei die Niveaumenge N0 kompakt und Φ auf einer konvexen, offenen Ober-
menge von N0 stetig differenzierbar. Weiter sei die aktuelle Iterierte mit x(k) bezeichnet
und d(k) eine Abstiegsrichtung. Wie Beispiel 4.2.18 in [35] zeigt, ist es nicht ausreichend,
eine hinreichend kleine Schrittweite σk mit Φ
(
x(k) + σkd
(k)
)
< Φ
(
x(k)
)
zu wa¨hlen, um
Konvergenz zu erhalten. Es kann der Fall auftreten, dass die Folge der
(
x(k)
)
k
nicht gegen
den Minimalpunkt x˜ konvergiert. Aus diesem Grund ist es notwendig, eine sogenannte
effiziente Schrittweitenstrategie zu wa¨hlen (vgl. [35], S. 79 f.).
Definition 4.2. Eine Schrittweite σk erfu¨llt das Prinzip des hinreichenden Abstiegs, falls
es von x(k) ∈ N0 und d(k) unabha¨ngige positive Konstanten c1 und c2 ∈ R gibt so, dass
Φ
(
x(k) + σkd
(k)
) ≤ Φ(x(k))+ c1σk∇Φ(x(k))Td(k) (4.11)
und σk ≥ −c2
∇Φ(x(k))Td(k)
‖d(k)‖2 . (4.12)
Eine Schrittweite σk heißt effizient, wenn es eine von x
(k) ∈ N0 und d(k) unabha¨ngige
positive Konstante c ∈ R gibt so, dass
Φ
(
x(k) + σkd
(k)
) ≤ Φ(x(k))− c(∇Φ(x(k))Td(k)‖d(k)‖
)2
.
Bemerkung 4.5. Eine Schrittweitenstrategie, die das Prinzip des hinreichenden Abstiegs
erfu¨llt, ist auch effizient. Verwendet man eine effiziente Schrittweite, so kann man
∇Φ(x(k))Td(k)
‖d(k)‖ −→ 0
fu¨r k → ∞ zeigen. Fordert man zusa¨tzlich gradientenbezogene Suchrichtungen†† d(k),
so kann man ∇Φ(x(k)) → 0 fu¨r k → ∞ nachweisen (siehe [35], Satz 4.2.25). Die in den
Verfahren 4.3 bis 4.5 gewa¨hlten Suchrichtungen sind gradientenbezogen (vgl. [35], S. 84 f.).
Das im Rahmen dieser Arbeit implementierte Armijo-Verfahren zur numerischen Schritt-
weitenberechnung basiert auf den Arbeiten von Goldstein [44] und Armijo [45], weshalb
es auch oft Goldstein-Armijo-Verfahren genannt wird (vgl. [35]). Die Schrittweite wird
im Verlauf des Verfahrens sukzessive verkleinert, bis die Abstiegsbedingung (4.11) fu¨r
c1 = δ mit δ ∈]0, 1[ erfu¨llt ist. Damit die Schrittweiten nicht zu klein werden, fordert
man zusa¨tzlich (4.12) mit einer von der Abstiegsrichtung unabha¨ngigen Konstante c2 > 0.
Im Folgenden bezeichnen wir die aktuellen Iterierten x(k) und d(k) der Einfachheit halber
mit x respektive d. Im Armijo-Verfahren beno¨tigen wir des Weiteren die von x und d
unabha¨ngigen Konstanten γ > 0 und 0 < β1 ≤ β2 < 1 (vgl. [35]).
††Die Folge der Abstiegsrichtungen
(
d(k)
)
k
heißt gradientenbezogen, falls eine von k unabha¨ngige
Konstante c3 > 0 existiert, sodass −∇Φ
(
x(k)
)T
d(k) ≥ c3‖∇Φ
(
x(k)
)‖‖d(k)‖ ∀k ≥ 0 gilt (vgl. [35]).
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Verfahren 4.6. Armijo-Verfahren
1. Wa¨hle eine Startschrittweite σ0 fu¨r die (4.12) mit c2 = γ gilt und setze j = 0.
2. Ist (4.11) mit c1 = δ fu¨r σj erfu¨llt, so stoppe das Verfahren; σj ist eine effiziente
Schrittweite.
3. Wa¨hle σj+1 ∈ [β1σj , β2σj ].
4. Setze j = j + 1 und gehe zu Schritt 2.
Das Verfahren gibt keine konkreten Werte fu¨r die verwendeten Konstanten an, allerdings
haben sich die folgenden Werte bewa¨hrt (siehe [35], S. 92 ff.):
δ = 0.01,
γ = 10−4 und
β1 = β2 = β =
1
2 .
Ferner sollte eine sinnvolle Startschrittweite gewa¨hlt werden. Hier besteht die Grundidee
darin, die Startschrittweite σ0 als Approximation der optimalen Schrittweite zu wa¨hlen.
Letztendlich erha¨lt man nach weiterfu¨hrenden U¨berlegungen die folgende Formel zur Be-
rechnung der Startschrittweite σ˜0 (vgl. [35]):
σ˜0 = min
{
−γ˜∇Φ(x)
Td
‖d‖2 ,max
{
− γ∇Φ(x)
Td
‖d‖2 , σ0
}}
(4.13)
mit
σ0 = − ∇Φ(x)
Td
2
(
Φ(x+ d)− Φ(x)−∇Φ(x)Td) .
Hierbei hat sich γ˜ = 104 praktisch bewa¨hrt (vgl. [35]).
Wa¨hrend der im Rahmen der Arbeit durchgefu¨hrten Tests der einzelnen Verfahren hat sich
herausgestellt, dass die Konvergenzgeschwindigkeit unter anderem stark von der Start-
schrittweite abha¨ngig ist. Das Armijo-Schrittweitenverfahren kann diese nur verkleinern
(vgl. Verfahren 4.6, Schritt 3). Ist die Startschrittweite nun u¨ber viele Iterationen auf-
grund der nur heuristischen Formel (4.13) zu klein gewa¨hlt, so kann sich die beno¨tigte
Anzahl an Iterationen und somit auch die Konvergenzgeschwindigkeit unverha¨ltnisma¨ßig
stark verschlechtern (siehe auch Kapitel 5). In der Implementation des Verfahrens gibt es
daher die Mo¨glichkeit eine untere Grenze fu¨r die Startschrittweite (in der Eingabedatei
mit SIGMA SHORT bezeichnet, vgl. Anhang B.1, S. 100) anzugeben. Unterschreitet σ˜0
diese Grenze, so wird die Startschrittweite automatisch auf den Wert 1.5 gesetzt. Wa¨hrend
der Tests hat sich in vielen Fa¨llen SIGMA SHORT = 0.001 bewa¨hrt, allerdings ist eine
Anpassung dieser Grenze auch bei laufender Optimierung u¨ber die Eingabedatei durch
den Benutzer mo¨glich.
4.4 Parallelisierungsaspekte
Die Parallelisierung eines Algorithmus ist grundsa¨tzlich immer dann sinnvoll, wenn viele
gleichgeartete unabha¨ngige Berechnungen durchgefu¨hrt werden und diese Berechnungen
relativ viel Zeit in Anspruch nehmen.
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Im Fall unserer Gradienten-basierten Optimierungsalgorithmen bietet die Schrittweiten-
steuerung das beste Potential zur Parallelisierung. Warum dies sinnvoll ist und wie diese
Parallelisierung praktisch vorgenommen werden kann, soll im na¨chsten Unterabschnitt
analysiert werden. Um einen Eindruck davon zu gewinnen, inwieweit Parallelisierung bei
der Verdichter-Optimierung im DLR eine Rolle spielt, wollen wir im darauffolgenden Ab-
schnitt kurz auf die schon implementierten Parallelisierungen in AutoOpti und TRACE
eingehen.
4.4.1 Parallelisierbarkeit der Schrittweitensteuerung
Betrachtet man die implementierten Optimierungsalgorithmen unabha¨ngig davon, ob es
sich dabei um das Augmented-Lagrange-Verfahren, die Barriere-Methode oder eines der
Verfahren zur unrestringierten Optimierung handelt, so stellt man schnell fest, dass diese
gro¨ßtenteils auf Operationen beruhen, deren Ausfu¨hrung sequentiell erfolgen muss. Die
einzig sinnvolle Mo¨glichkeit, eine Parallelisierung einzubauen, bietet die Schrittweitenbe-
rechnung durch das Armijo-Verfahren (vgl. Abschnitt 4.3.5). Genauer gesagt handelt es
sich um eine Parallelisierung der hier durchgefu¨hrten Line Search, also bei gegebenem x(k)
und zugeho¨riger Suchrichtung d(k) das Suchen einer effizienten Schrittweite durch sukzes-
sives Verkleinern von σ entlang der Linie
{
x(k) + σd(k) | σ ∈]0, σ˜0]
}
.
Bei erneuter Betrachtung des Armijo-Verfahrens 4.6 wird ersichtlich, dass in Schritt 2
aufgrund der U¨berpru¨fung der Ungleichung (4.11) in jeder Armijo-Iteration der Term
Φ
(
x(k) + σjd
(k)
)
(4.14)
fu¨r die zu u¨berpru¨fende Schrittweite σj ausgewertet werden muss. Ist Ungleichung (4.11)
nicht erfu¨llt, so wird σj entsprechend der Vorschrift verkleinert und die Gu¨ltigkeit der
Ungleichung wird erneut u¨berpru¨ft.
Im Allgemeinen sollte die Anzahl der Iterationen des Armijo-Verfahrens eine geringe
Gro¨ßenordnung aufweisen. Bei einer schlechten Wahl der Startschrittweite kann jedoch
der Fall auftreten, dass der Term (4.14) bis zu dreißigmal, wenn nicht noch o¨fter, aus-
gewertet werden muss. Aufgrund der fixen Vorschrift zur Verkleinerung der Schrittweite
- in unserer Implementierung wird diese in jeder Iteration halbiert - ist es mo¨glich, eine
feste Anzahl von Auswertungen des Terms (4.14), seien es zehn oder auch dreißig, parallel
durchzufu¨hren. Sei q ∈ N diese feste Anzahl an Auswertungen, so berechnen wir den Term
(4.14) fu¨r alle
σj =
(
1
2
)q
σ˜0
mit j = 0, . . . , q − 1 parallel. Im Anschluss ko¨nnen wir sogleich u¨berpru¨fen, welche der σj
die Ungleichung (4.11) erfu¨llen. Trifft dies auf mehrere σj zu, so wa¨hlen wir die Schrittweite
mit dem kleinsten Funktionswert Φ
(
x(k) + σjd
(k)
)
. Erfu¨llt keines der σj die Ungleichung
(4.11), so fu¨hren wir den Prozess weiter fort.
Eine Mo¨glichkeit, die oben besprochene Parallelisierung in der Praxis zu implementieren,
bietet das Message Passing Interface (vgl. Anhang A.2, Seite 97).
Bemerkung 4.6. Im Fall einer Optimierung der Ersatzmodelle, wie sie im Rahmen die-
ser Arbeit durchgefu¨hrt wird, mag der Zeitgewinn den Aufwand der Parallelisierung nicht
aufwiegen. Plant man allerdings, wie in Abschnitt 2.2.1 auf Seite 8 angedeutet, eine Form-
optimierung der richtigen Modelle durchzufu¨hren (vgl. Herangehensweise Abschnitt 1.1),
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so zieht eine Funktionsauswertung von Φ eine Reihe von Prozessen nach sich, unter ande-
rem die a¨ußerst kostspieligen CFD- und CSM-Simulationen (siehe Abschnitt 2.2.2). Um
in diesem Fall die sowieso schon extrem langen Rechenzeiten zu verringern, ist eine Pa-
rallelisierung der Line Search unerla¨sslich.
4.4.2 Parallelisierung in AutoOpti und TRACE
Wie bereits in Abschnitt 2.2 angesprochen, handelt es sich bei AutoOpti um ein hochpa-
ralleles Programm zur Optimierung. Die Parallelisierung wurde im Hauptoptimierungs-
prozess (siehe Abb. 2.3, rechte Seite) wie auch im Ersatzmodell-Prozess (linke Seite der
Abb. 2.3) vorgenommen.
Im Hauptprozess dient die Parallelisierung der nebenla¨ufigen Fitness-Berechnung von In-
dividuen respektive Verdichterkonfigurationen, die zuvor im genetischen Algorithmus oder
mit Hilfe der Ersatzmodelle generiert wurden. Diese parallele Berechnung wird in den so-
genannten Opti-Slave-Prozessen (vgl. Abb. 2.3) vorgenommen. Die Fitness-Berechnung
ist aufgrund des Durchlaufs der gesamten Design-Prozesskette ein sehr zeitaufwendiger
Prozess, sodass eine Parallelisierung hier unverzichtbar ist.
Auch im Bereich der Ersatzmodelle wurde eine Parallelisierung implementiert. Bevor die
Optimierung auf den Ersatzmodellen starten kann, mu¨ssen diese trainiert, also generiert
werden (vgl. Abschnitt 3.2.1, Seite 22). In AutoOpti wird eine feste Anzahl N Ersatzmo-
delle parallel trainiert. Dies geschieht mit Hilfe der Meta-Slave-Prozesse (vgl. Abb. 2.3).
Im Anschluss wird aus den N Ersatzmodellen ein sogenanntes durchschnittliches Ersatz-
modell (engl. average metamodel) generiert. Dieses Ersatzmodell, welches wir auch im
Rahmen der Arbeit betrachten, wird sodann optimiert (siehe [1]).
AutoOpti erlangt ein weiteres Level der Parallelisierung aufgrund des hochparallelen Stro¨-
mungslo¨sers TRACE, welcher im Laufe der Design-Prozesskette zur CFD-Simulation ge-
nutzt wird (vgl. Abschnitt 2.2.2, Seite 10). TRACE selbst ist wiederum auf mehreren
Ebenen parallelisiert. Auf der ho¨chsten Ebene erfolgt die Parallelisierung mittels MPI.
Ein Level niedriger ist auf Ebene der Mehrkernprozessoren eine OpenMP-Parallelisierung
implementiert. Insgesamt wird also eine hybride OpenMP-MPI-Parallelisierungsstrategie
verwendet (vgl. [46]). Zur Erla¨uterung der in diesem Abschnitt verwendeten Begriffe sei
auf Anhang A.2 verwiesen.
In TRACE wird das Rechengebiet - in unserem Fall alle durchstro¨mten Bereiche des Ver-
dichters - in unterschiedlich große Blo¨cke unterteilt (vgl. Abb. 2.4, S. 10). Die Form und
Gro¨ße dieser Blo¨cke orientiert sich an den Designelementen. Beispielsweise muss die Grenz-
schicht‡‡ aufgrund der dort vermehrt auftretenden turbulenten Vorga¨nge genauer aufgelo¨st
beziehungsweise feiner diskretisiert werden als weiter außen liegende Bereiche.
Die einzelnen Blo¨cke ko¨nnen nun je nach Aufgabenstellung sowohl strukturiert als auch
unstrukturiert diskretisiert werden. TRACE bietet hier die Mo¨glichkeit auf beiden Git-
terformen zu rechen. Auf dem so erzeugten Gitter kann nun die RANS-Gleichung (2.1)
in diskretisierter Form mit Hilfe von MPI parallel gelo¨st werden. Die erforderliche Kom-
munikation aufgrund der sich u¨berlappenden Ra¨nder der Blo¨cke erfolgt mittels MPI u¨ber
Nachrichten.
‡‡Bereich des stro¨menden Gases, welcher sich in Wandna¨he, also in unserem Fall nahe des Ver-
dichterprofils, befindet; fu¨r eine genaue Definition sei auf [5] verwiesen.
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Fu¨r die Parallelisierung ist die stark differierende Gro¨ße der Blo¨cke problematisch (siehe
bspw. Abb. 2.4). Die Lastverteilung und damit die parallele Skalierbarkeit ha¨ngt wesent-
lich von der Aufteilung der unterschiedlich großen Blo¨cke auf die einzelnen Prozessoren
ab, da deren Behandlung unterschiedlich viele Rechenoperationen und somit verschieden
hohe Rechenzeiten erfordern. Daher ist auf dieser mit MPI parallelisierten ho¨chsten Ebene
ein Werkzeug zur intelligenten Aufteilung der Blo¨cke auf die einzelnen MPI-Prozesse im-
plementiert: Liegen beispielsweise ein großer Block und zwei kleinere Blo¨cke vor, so kann
der große Block einem einzelnen Knoten zugeteilt werden, wa¨hrend ein anderer Knoten
mit ebenso vielen Kernen die zwei kleinen Blo¨cke erha¨lt. Beno¨tigen die zwei kleinen Blo¨cke
und der große Block die gleiche Anzahl an Operationen, so ist eine gute Lastverteilung
hergestellt.
Da bei großen Parallelrechnern die Anzahl der zur Verfu¨gung stehenden Knoten die An-
zahl der Blo¨cke um ein Vielfaches u¨bersteigt, ist eine Aufspaltung großer Blo¨cke zusa¨tzlich
mo¨glich. Somit ko¨nnen die Verluste in der Skalierbarkeit weiter verringert werden. Hier-
bei ist jedoch zu beachten, dass die Aufspaltung großer Blo¨cke aufgrund vermehrter
U¨berlagerungen einen gro¨ßeren Overhead, also eine zusa¨tzliche zur Prozesskommunika-
tion beno¨tigte Datenbehandlung nach sich zieht.
Eine Ebene tiefer, auf Ebene der Mehrkernprozessoren, ermo¨glicht nun die Parallelisierung
mittels OpenMP eine weitere Verbesserung der Lastverteilung und somit der Skalierbar-
keit. Besitzt ein Knoten beispielsweise vier Hauptprozessoren mit je vier Kernen, so ist
eine Parallelisierung mit sechzehn OpenMP-Threads sinnvoll. In diesem Fall ist es etwa
mo¨glich, dass einem großen Block zwo¨lf Kerne zugeteilt werden, wa¨hrend ein kleiner Block
lediglich vier Kerne erha¨lt. Beno¨tigt der kleine Block nur ein Drittel der Operationen des
großen, so ist das Lastgleichgewicht hergestellt. Die Kerne kommunizieren hier u¨ber den
gemeinsamen Speicher des Knoten (shared memory) (siehe [46]).
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5 Auswertung der implementierten Verfahren
Im Folgenden sollen die im Rahmen dieser Arbeit implementierten und in Kapitel 4 vor-
gestellten Algorithmen anhand von Testbeispielen ausgewertet werden. Es werden zwei
Problemstellungen untersucht.
Im ersten Fall handelt es sich um die Optimierung eines Ersatzmodells, welches auf der
Grundlage einer explizit gegebenen Testfunktion f : [0, 1] × [0, 1] → R erstellt wurde.
Diese Funktion wird am Institut fu¨r Antriebstechnik des DLR ebenfalls zu Testzwecken
verwendet.
Im darauffolgenden Abschnitt 5.2 betrachten wir ein Ersatzmodell basierend auf realen
Daten des Verdichterdesigns. Die Stu¨tzstellen des Direct Gradient Enhanced Kriging-
Verfahrens (Direct GEK; vgl. Abschnitt 3.2) sind somit Verdichterprofile, welche zuvor
mit Hilfe eines Stro¨mungslo¨sers berechnet wurden. Die wa¨hrend der Optimierung des Er-
satzmodells gewonnenen Resultate werden im Anschluss mit Hilfe des Stro¨mungslo¨sers
MISES berechnet und bewertet. Hierbei handelt es sich um ein am Massachusetts Insti-
tute of Technology (MIT) entwickeltes Programmpaket zur Analyse und Berechnung der
Stro¨mung eines Turbinen-Schaufelgitters (siehe [47]).
Zur Charakterisierung des Konvergenzverhaltens der implementierten Verfahren untersu-
chen wir im Folgenden den Funktionswert des Ersatzmodells als Funktion der Iterations-
schritte. Hierbei betrachten wir sowohl die a¨ußeren Iterationen des Augmented-Lagrange-
Verfahrens respektive der Barriere-Methode als auch die inneren Iterationen der unrestrin-
gierten Verfahren aus Abschnitt 4.3.
5.1 Diskussion anhand einer Testfunktion
Bei der im Folgenden untersuchten Testfunktion handelt es sich um eine Funktion oh-
ne Verbindung zum Verdichterdesign, die zu reinen Testzwecken konzipiert wurde. Die
Funktion ist fu¨r (x1, x2) ∈ [0, 1]× [0, 1] wie folgt definiert:
f(x1, x2) = 18(x2 − 0.5)2 −
√
x1 (9(x2 − 0.5)2 + 1)− x1 sin(10pix1) + 2.
In x1-Richtung erhalten wir somit eine Art verzerrte und verschobene Sinusfunktion, in
x2-Richtung eine Funktion parabela¨hnlicher Gestalt (siehe Abb. 5.1).
Anhand von dreißig beliebig in der Menge [0, 1] × [0, 1] ⊆ R2 gewa¨hlten Punkten, den
spa¨teren Stu¨tzstellen fu¨r das Direct GEK, wird nun die Datenbasis zur Erstellung des
Ersatzmodells generiert. An diesen Punkten werden somit die Funktionswerte f(x1, x2)
sowie die partiellen Ableitungen ∂f∂x1 (x1, x2) und
∂f
∂x2
(x1, x2) berechnet respektive beprobt.
Die hier verwendete Datenbasis beziehungsweise die Stu¨tzstellen sind in Abbildung 5.2,
rechts, durch die schwarzen Punkte gekennzeichnet.
Auf Grundlage dieser an den Stu¨tzstellen berechneten Funktionswerte und partiellen Ab-
leitungen wird mit Hilfe des Direct GEK das Ersatzmodell erstellt (vgl. Abschnitt 3.2.5).
Hierbei nutzen wir das bereits in AutoOpti implementierte Direct GEK-Programm. Das
so erstellte Ersatzmodell ist in Abbildung 5.2, links, dargestellt. Somit ist es nun mo¨glich
- ohne Kenntnis der Testfunktion f - an jedem Punkt in [0, 1]× [0, 1] mit Hilfe des Ersatz-
modells eine Approximation des Funktionswertes sowie dessen Unsicherheit zu errechnen.
Die Unsicherheit ist ein Maß fu¨r die Vertrauenswu¨rdigkeit des Ersatzmodells an jedem
Punkt. Sie ist in Abbildung 5.2, rechts, fu¨r jeden Punkt aus [0, 1] × [0, 1] dargestellt und
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Abbildung 5.1: Graphische Darstellung der Testfunktion in der x1-f(x1, x2)-Ebene, schra¨g
von der Seite betrachtet und in der x2-f(x1, x2)-Ebene leicht angeschra¨gt. Die Farben
geben die Ho¨he der Funktionswerte zusa¨tzlich an.
soll spa¨ter restringiert werden. Die Grafik zeigt u.a., dass die Unsicherheit nahe eines be-
probten Punktes geringer ist als in Gebieten ohne Beprobung. Dies ist intuitiv sinnvoll.
Abbildung 5.2: links: Schra¨gansicht des Ersatzmodells, Mitte: Vergleich f(x1, x2) und
Ersatzmodell in der x1-f(x1, x2)-Ebene, rechts: Datenbasis bzw. Stu¨tzstellen und Unsi-
cherheit der Funktionswerte des Ersatzmodells in der x1-x2-Ebene.
Abbildung 5.2, Mitte, zeigt, dass es sich bei dem Ersatzmodell tatsa¨chlich nur um eine
Approximation an f handelt. Wir sehen die vergro¨ßerte x1-f(x1, x2)-Ebene. Abgetragen
werden die Funktion f und das Ersatzmodell, welches mit Hilfe der schwarzen Linie her-
vorgehoben wird. Bezeichnen wir die Minima von links nach rechts mit den Ziffern 1 bis
6, so stellt das Ersatzmodell fu¨r die Minima 3 und 4 eine gute Approximation an die
Funktion f dar. Nahe der ersten beiden Minima ist das Ersatzmodell
”
verwaschen“. Mi-
nimum 1 wird nur sehr ungenau und nach rechts verschoben sichtbar, Minimum 2 wurde
zwar vom Ersatzmodell richtig erfasst, allerdings mit einem zu hohen Funktionswert verse-
hen. A¨hnliches ist bei Minimum 5 geschehen. Das eigentlich noch vorhandene Minimum 6
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findet sich im Ersatzmodell nicht wieder. Diese Beobachtungen stimmen tatsa¨chlich auch
mit den Unsicherheiten in Abbildung 5.2, rechts, u¨berein. In der Umgebung der Menge
{(x1, x2) ∈ [0.35, 0.7]×{0.5}}, also im Bereich der Minima 3 und 4, befinden sich viele be-
probte Punkte und der Wert der Unsicherheit ist kleiner als 0.6. Entfernen wir uns mit x1
von diesem Bereich, so vergro¨ßert sich die Unsicherheit.
Im Folgenden betrachten wir unterschiedliche Problemstellungen zur Optimierung des Er-
satzmodells der Testfunktion f . Die Analyse und Auswertung dieser Problemstellungen
wird zeigen, dass die implementierten Algorithmen das Geforderte, die Minimierung einer
nichtlinearen Zielfunktion unter Einhaltung von nichtlinearen Nebenbedingungen, leisten.
Das Augenmerk liegt insbesondere im Vergleich der verschiedenen implementierten Ver-
fahren zur restringierten und unrestringierten Minimierung. Hierbei handelt es sich um
das Augmented-Lagrange-Verfahren, die Barriere-Methode und die in Abschnitt 4.3 vor-
gestellten Verfahren.
Zu Beginn schra¨nken wir die Menge der zula¨ssigen Punkte (x1, x2) so ein, dass das Er-
satzmodell ein eindeutig bestimmtes Minimum besitzt und das Konvergenzverhalten der
verschiedenen implementierten Verfahren besser vergleichbar ist. Im Anschluss sind alle
Punkte der Menge [0, 1] × [0, 1] zugelassen und wir beginnen die Optimierung in ver-
schiedenen Startpunkten. Dies zeigt die Unabha¨ngigkeit der Konvergenz vom gewa¨hlten
Startpunkt. Schließlich geht die Unsicherheit als nichtlineare Nebenbedingung in die Pro-
blemstellung ein und das Verhalten bei unterschiedlicher Restriktion dieser Unsicherheit
wird untersucht.
Im Folgenden seien die Parameter des Armijo-Verfahrens wie in Abschnitt 4.3.5 angegeben
gewa¨hlt. Fu¨r die restringierten Verfahren findet die prozentuale Abbruchbedingung mit
p1 = 1, p2 = 0.01, p3 = 1 und p4 = 0.01 Anwendung (vgl. S. 37). Die Abbruchtoleranzen ω
und ωx der unrestringierten Verfahren setzen wir auf die Werte 10
−8 respektive 12 · 10−9
(vgl. S. 40). Diese Parameter gelten, sofern keine anderen Werte angegeben sind, fu¨r alle
folgenden Unterabschnitte.
5.1.1 Optimierung bei eindeutig bestimmtem Minimum
In diesem Abschnitt untersuchen wir das Verhalten der
Abbildung 5.3: Niveau-
menge des Ersatzmodells.
implementierten Algorithmen bei einer Einschra¨nkung des
Untersuchungsgebiets auf die Menge [0.56, 0.75]×[0, 1]. Wie
Abbildung 5.3 zeigt, besitzt das Ersatzmodell aufgrund der
Einschra¨nkung der freien Variable x auf diesen Bereich ein
eindeutig bestimmtes Minimum und das Konvergenzver-
halten der verschiedenen Verfahren ist somit besser ver-
gleichbar. Die Unsicherheit soll hier nicht restringiert wer-
den. Der in Abbildung 5.3 schwarz eingezeichnete Punkt
(0.72, 0.86) ist Startpunkt aller Verfahren.
Abbildung 5.4, links, zeigt die Konvergenzverla¨ufe des Aug-
mented-Lagrange-Verfahrens bei Verwendung der vier ver-
schiedenen Verfahren zur unrestringierten Minimierung fu¨r
das zuvor beschriebene Optimierungsproblem. Aus Gru¨n-
den der U¨bersichtlichkeit verwenden wir fu¨r beide Achsen
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eine logarithmische Darstellung. Daher kann Iteration 0 nicht abgebildet werden. Hier
weisen die vier Verfahren jedoch dasselbe Verhalten auf, da es sich bei allen um den ers-
ten Schritt vom Startpunkt in Richtung des Antigradienten handelt (vgl. Verfahren 4.3
bis 4.5). Erst in der sich anschließenden Iteration zeigen die Verfahren ein unterschiedli-
ches Verhalten.
Das Augmented-Lagrange-Verfahren konvergiert mit allen Verfahren zur unrestringier-
ten Minimierung gegen das eindeutige Minimum nahe (0.655, 0.49) mit dem Funktions-
wert 0.519.
Das Fletcher-Reeves- und das Polak-Ribie`re-Verfahren zeigen im groben Konvergenzver-
lauf ein a¨hnliches Verhalten: Speziell zu Beginn der Optimierung folgt oftmals einer Ite-
ration mit starker Verbesserung des Funktionswertes eine Iteration mit kaum vorhan-
dener Funktionswertverbesserung. Erkla¨ren ko¨nnte man dieses Verhalten mit Hilfe des
CG-Verfahrens fu¨r quadratische Zielfunktionen, dessen Verallgemeinerung die beiden Ver-
fahren darstellen (vgl. Abschnitt 4.3.2 und 4.3.3). Die Verfahren von Fletcher-Reeves und
Polak-Ribie`re unterstellen, dass die zu minimierende Funktion speziell nahe dem Minimum
eine einer quadratischen Zielfunktion a¨hnliche Form aufweist. Wie Abbildung 5.5, oben,
veranschaulicht, tritt diese quadratische Form insbesondere bei den vom Minimum entfern-
ten Iterierten jedoch nicht auf, sodass hier zwei aufeinanderfolgende Iterierte wiederholt
keine wesentliche Funktionswertverbesserung aufweisen. Dieses Verhalten la¨sst sich beson-
ders wa¨hrend der ersten sechs in Abbildung 5.5, oben rechts, verzeichneten Iterationen
des Polak-Ribie`re-Verfahren erkennen, aber auch Abbildung 5.5, oben links, zeigt aufein-
anderfolgende Fletcher-Reeves-Iterierte ohne Funktionswertverbesserung.
Vergleichen wir die beiden Verfahren untereinander, so zeigt das Polak-Ribie`re-Verfahren
gegenu¨ber dem Fletcher-Reeves-Verfahren eine schnellere Konvergenz mit weniger beno¨tig-
ten Iterationen. Diese langsame Konvergenz des Fletcher-Reeves-Verfahrens la¨sst sich mit
Hilfe des Zick-Zack-Kurses erkla¨ren, welchen das Fletcher-Reeves-Verfahren nahe dem Mi-
nimum verfolgt (vgl. Abb. 5.5, oben links). Der Grund fu¨r dieses Zick-Zack-Verhalten ist
nicht eindeutig festzustellen, da das Fletcher-Reeves-Verfahren als Verbesserung des Gra-
Abbildung 5.4: Konvergenzverhalten des Augmented-Lagrange-Verfahrens (links) und der
Barriere-Methode (rechts) bei eindeutig bestimmtem Minimum mit verschiedenen Verfah-
ren zur unrestringierten Minimierung (ausgefu¨lltes Symbol: unrestringiertes Verfahren,
nichtausgefu¨lltes Symbol: restringiertes Verfahren).
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dientenverfahrens dessen nachteiliges Zick-Zack-Verhalten nahe dem Minimum eigentlich
nicht u¨bernehmen sollte. Der dennoch zeitweise in Erscheinung tretende Zick-Zack-Kurs
ko¨nnte aufgrund der dort fehlenden A¨hnlichkeit der zu minimierenden Funktion mit einer
quadratischen Zielfunktion auftreten. In diesem Zusammenhang sei darauf hingewiesen,
dass das in Abbildung 5.5 verzeichnete Minimum aufgrund einer zu geringen Auflo¨sung
des Rechengitters falsch dargestellt wird. Hiervon ko¨nnen wir ausgehen, da alle Verfahren
unabha¨ngig voneinander gegen denselben Punkt konvergieren.
Betrachten wir das Gradientenverfahren, so zeigt dieses ein erstaunlich gutes Verhalten.
Die Iterationsanzahl ist nahe der des Polak-Ribie`re-Verfahrens und insbesondere erheblich
geringer als die des Fletcher-Reeves-Verfahrens. Dessen ungeachtet zeigt sich hier jedoch
schon die langsame Konvergenz des Gradientenverfahrens nahe dem Minimum. Diese la¨sst
sich mit dem bekannten Zick-Zack-Verhalten des Gradientenverfahrens nahe dem Mini-
mum erkla¨ren (vgl. Abb. 5.5, links unten).
Da das Augmented-Lagrange-Verfahren auch ein Verlassen des zula¨ssigen Bereichs gestat-
Abbildung 5.5: Vergro¨ßerter Ausschnitt der Niveaufla¨che des Ersatzmodells um das Mi-
nimum (0.655,0.49); verzeichnet sind die Augmented-Lagrange-Iterierten aller unrestrin-
gierten Verfahren nahe dem rot eingezeichnetem Minimum.
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tet, zeigt das Quasi-Newton-Verfahren das in Abbildung 5.4, links, dargestellte Verhalten.
Bis einschließlich Iteration 12 befindet sich die aktuelle Iterierte x = (0.46, 0.52) in der
Na¨he des dritten Minimums (vgl. Abb. 5.2) und somit weit außerhalb des zula¨ssigen Be-
reichs. Erst eine Erho¨hung des Strafparameters µk aufgrund der starken Normverletzung
(vgl. Schritt 5 in Verfahren 4.2) garantiert letztendlich die Zula¨ssigkeit.
Die darauffolgende langsame Konvergenz la¨sst sich mit einer zu kleinen Startschrittweite
erkla¨ren. Abbildung 5.6 zeigt eine signifikante Verbesserung des Konvergenzverhaltens bei
einer Vergro¨ßerung von SIGMA SHORT auf den Wert 0.06 (vgl. Abschnitt 4.3.5, S. 46).
Dies fu¨hrt sodann zu dem in Abbildung 5.5, unten rechts, dargestellten schnellen Konver-
genzverhalten. Die Anpassung des Wertes fu¨r SIGMA SHORT kann vom Benutzer u¨ber
die Eingabedatei auch online, d.h. wa¨hrend der laufenden Optimierung, durchgefu¨hrt wer-
den. Beobachtet dieser also zu kleine Startschrittweiten, so la¨sst sich dieses Defizit noch
wa¨hrend der Optimierung beheben.
Abbildung 5.6: Konvergenzverla¨ufe des Augmented-Lagrange-Verfahrens mit dem Quasi-
Newton-Verfahren zur unrestringierten Minimierung bei verschiedenen Werten fu¨r
SIGMA SHORT (ausgefu¨lltes Symbol: Quasi-Newton-Iteration, nichtausgefu¨lltes Symbol:
Augmented-Lagrange-Iteration).
Abbildung 5.4, rechts, zeigt die Konvergenzverla¨ufe der Barriere-Methode bei Verwendung
der vier verschiedenen Verfahren zur unrestringierten Minimierung. Auch hier wurde eine
logarithmische Darstellung beider Achsen gewa¨hlt. Alle vier Verfahren konvergieren gegen
das Minimum nahe x = (0.655, 0.49) mit dem Funktionswert 0.519.
Das Fletcher-Reeves-Verfahren zeigt hier gegenu¨ber dem Polak-Ribie`re-Verfahren ein bes-
seres Verhalten. Wir erhalten schnelle Konvergenz bei einer geringeren Anzahl an Iteratio-
nen. Das Gradientenverfahren weist ein langsames Konvergenzverhalten auf, welches sich
insbesondere zwischen Iteration 5 und Iteration 33 zeigt. Das Verfahren genu¨gt der Ab-
bruchbedingung erst nach extrem vielen Iterationen. Das Quasi-Newton-Verfahren zeigt
im Vergleich zu den u¨brigen drei Verfahren das beste Konvergenzverhalten. Schon ab Ite-
ration 3 befindet sich das Verfahren nahe dem Minimum. Insgesamt beno¨tigt es nur 8
Iterationen zur Konvergenz.
Vergleichen wir das Augmented-Lagrange-Verfahren und die Barriere-Methode in Abbil-
dung 5.4, so zeigen die unrestringierten Verfahren bei Verwendung der Barriere-Methode
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grundsa¨tzlich ein besseres Verhalten als beim Augmented-Lagrange-Verfahren, d.h. schnel-
lere Konvergenz und durchschnittlich eine geringere Anzahl an Iterationen. Unter den un-
restringierten Verfahren weist das Quasi-Newton-Verfahren das beste Konvergenzverhalten
auf (beim Augmented-Lagrange-Verfahren nach Anpassung von SIGMA SHORT).
5.1.2 Optimierung bei verschiedenen Startpunkten
In diesem Abschnitt untersuchen wir
Abbildung 5.7: Niveaumenge des Ersatzmodells
fu¨r x ∈ [0, 1]× [0, 1] mit Startpunkten.
das Verhalten der verschiedenen Al-
gorithmen fu¨r unterschiedliche Start-
punkte ohne weitere Restriktion an
den Definitionsbereich und die Unsi-
cherheit, d.h. x ∈ [0, 1] × [0, 1]. Fu¨r
diesen Fall zeigt Abbildung 5.7 die
Niveaumenge des Ersatzmodells und
die drei analysierten Startpunkte
(0.5, 0.9), (0.05, 0.05) und (0.35, 0.5).
Startpunkt (0.5,0.9)
Wir beginnen mit der Untersuchung
des Startpunktes (0.5, 0.9). Abbil-
dung 5.8 zeigt die Konvergenzverla¨u-
fe des Augmented-Lagrange-Verfahrens und der Barriere-Methode fu¨r alle vier Verfah-
ren zur unrestringierten Minimierung. Vorweg fa¨llt auf, dass die unterschiedlichen Opti-
mierungsverfahren gegen drei verschiedene Minima konvergieren. Hierbei handelt es sich
um Minimum 3 nahe x = (0.455, 0.500) mit dem Funktionswert 0.88, Minimum 4 bei
x = (0.655, 0.490) mit dem Funktionswert 0.52 und Minimum 5 bei x = (0.840, 0.465) mit
Abbildung 5.8: Konvergenzverla¨ufe des Augmented-Lagrange-Verfahrens (links) und der
Barriere-Methode (rechts) mit Startpunkt (0.5, 0.9) und verschiedenen Verfahren zur un-
restringierten Minimierung (ausgefu¨lltes Symbol: unrestringiertes Verfahren, nichtaus-
gefu¨lltes Symbol: restringiertes Verfahren).
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dem Funktionswert 1.31. Dies ist nicht verwunderlich, da die implementierten Verfahren
gegen lokale und nicht globale Minima konvergieren. Das Zustandekommen unterschied-
licher Minima ist auf die verschiedenen Abstiegsrichtungen d der einzelnen Verfahren zur
unrestringierten Minimierung und die davon abha¨ngigen und somit differierenden Start-
schrittweiten zuru¨ckzufu¨hren.
Grundsa¨tzlich zeigen alle Verfahren ein gutes Konvergenzverhalten mit einer geringen An-
zahl an Iterationen. Insbesondere das Quasi-Newton-Verfahren, welches schon im vorhe-
rigen Abschnitt nach A¨nderung von SIGMA SHORT ein vergleichbar gutes Konvergenz-
verhalten zeigte, besticht aufgrund der bei beiden Verfahren geringen Anzahl an Iteratio-
nen (beim Augmented-Lagrange-Verfahren nach A¨nderung von SIGMA SHORT auf den
Wert 0.03).
Startpunkte (0.05,0.05) und (0.35,0.5)
Betrachten wir nun die beiden Startpunkte (0.05, 0.05) bzw. (0.35, 0.5) (Konvergenzverla¨u-
fe siehe Abb. 5.9, oben respektive unten), so zeigen die Verfahren auch hier ein gutes
Konvergenzverhalten. Bemerkenswert ist die durchschnittlich sehr gute Konvergenz des
Quasi-Newton-Verfahrens fu¨r alle vier Problemstellungen (fu¨r den Startpunkt (0.05, 0.05)
ist beim Augmented-Lagrange-Verfahren aufgrund zu kleiner Startschrittweiten eine Ver-
gro¨ßerung von SIGMA SHORT auf 0.005 no¨tig). Das Quasi-Newton-Verfahren weist in
allen Fa¨llen die geringste Anzahl an Iterationen auf und vermittelt einen stabilen Ein-
druck.
Das Gradientenverfahren konvergiert zeitweise sehr gut, insbesondere fu¨r den Startpunkt
(0.05, 0.05) beim Augmented-Lagrange-Verfahren (vgl. Abb. 5.9, oben links). Insgesamt
zeigt sich allerdings nahe dem Minimum eine langsame Konvergenz des Verfahrens. Im
Vergleich zu den beiden verbleibenden Verfahren von Fletcher-Reeves und Polak-Ribie`re,
welche eine durchschnittlich hohe Anzahl an Iterationen aufweisen, scheint es sich beim
Gradientenverfahren jedoch um die stabilere Methode zu handeln.
Das Verhalten des Polak-Ribie`re-Verfahrens zum Startpunkt (0.05, 0.05) beim Augmented-
Lagrange-Verfahren (vgl. Abb. 5.9, links oben) kann wiederum auf eine zeitweise Un-
zula¨ssigkeit der Iterierten zuru¨ckgefu¨hrt werden. Bis zur Iteration 15 befindet sich das
Verfahren in der Na¨he des Punktes (1.06, 0.30) und somit außerhalb der zula¨ssigen Men-
ge [0, 1] × [0, 1]. Erst eine Erho¨hung des Strafparameters µk hat eine Zula¨ssigkeit der
Iterierten aber somit auch einen erho¨hten Funktionswert zur Folge. Das Verfahren konver-
giert letztendlich gegen das Minimum 1 bei (0.16, 0.49) mit dem Funktionswert 1.66.
Zusammenfassend folgt aus dem vorausgehenden Abschnitt eine Unabha¨ngigkeit des gro-
ben Konvergenzverhaltens vom Startpunkt. Im Detail zeigen sich natu¨rlich Unterschiede
der verschiedenen Verfahren, allerdings beobachten wir bei allen Verfahren Konvergenz in
einer annehmbaren Anzahl an Iterationen. Bei den unrestringierten Verfahren ist insbeson-
dere das Quasi-Newton-Verfahren positiv hervorzuheben, welches durchweg eine geringe
Iterationsanzahl und ein stabiles Konvergenzverhalten aufweist.
Betrachten wir die Barriere-Methode und das Augmented-Lagrange-Verfahren im Ver-
gleich, so zeigt die zuerst genannte Methode durchschnittlich ein besseres oder zumindest
gleich gutes Verhalten. Dies konnten wir schon in Abschnitt 5.1.1 beobachten.
Im Folgenden werden wir untersuchen, inwieweit eine Restriktion der Unsicherheit dieses
Verhalten beeintra¨chtigt.
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Abbildung 5.9: Konvergenzverla¨ufe des Augmented-Lagrange-Verfahrens (jeweils links)
und der Barriere-Methode (jeweils rechts) mit Startpunkt (0.05, 0.05) (jeweils oben) res-
pektive (0.35, 0.5) (jeweils unten) und verschiedenen Verfahren zur unrestringierten Mini-
mierung (ausgefu¨lltes Symbol: unrestringiertes Verfahren, nichtausgefu¨lltes Symbol: res-
tringiertes Verfahren).
5.1.3 Optimierung bei Restriktion der Unsicherheit
Aufgrund der Optimierung von Ersatzmodellen, welche eine Approximation an die wahre
Funktion darstellen, sind die gewonnenen Ergebnisse immer mit einer Unsicherheit verse-
hen. Diese Unsicherheit, in unserem Beispiel eine reelle Zahl zwischen 0 und 1.15, erhalten
wir als zusa¨tzliche Information aus dem Direct GEK-Verfahren. Das Ziel ist nun eine Mi-
nimierung des Funktionswertes des Ersatzmodells, wobei die Unsicherheit einen gewissen
Wert nicht u¨bersteigen soll.
Im Folgenden untersuchen wir das Verhalten der verschiedenen Algorithmen bei unter-
schiedlichen Werten fu¨r die Restriktion der Unsicherheit.
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Restriktion der Unsicherheit durch 0.7
Zuna¨chst begrenzen wir die Unsicherheit durch den Wert 0.7 nach oben, d.h. ist die Un-
sicherheit durch die Funktion h : [0, 1]× [0, 1]→ R gegeben, so soll
h(x) ≤ 0.7
fu¨r alle x ∈ [0, 1] × [0, 1] gelten. Abbildung 5.10, links, gibt die Unsicherheiten fu¨r alle
Punkte aus [0, 1]× [0, 1] wieder. Bei den dunkelroten Fla¨chen handelt es sich um Punkte,
die die Nebenbedingungsrestriktion nicht erfu¨llen, d.h. fu¨r diese Punkte gilt h(x) > 0.7.
Wir wa¨hlen als Startpunkt den Punkt (0.32, 0.7), der in Abbildung 5.10 schwarz einge-
zeichnet ist.
Abbildung 5.10: Niveaufla¨chen der Unsicherheit (links) und des Ersatzmodells (rechts) bei
einer Unsicherheitsrestriktion von 0.7 mit schwarz eingezeichnetem Startpunkt (0.32,0.7)
und den drei erreichten Zielpunkten (eingezeichnet in blau respektive rot).
Abbildung 5.11, links, zeigt die Konvergenzverla¨ufe des Augmented-Lagrange-Verfahrens
fu¨r die beschriebene Problemstellung.
Das Fletcher-Reeves-Verfahren konvergiert gegen den in Abbildung 5.10, links, blau ein-
gezeichneten Punkt (0.29, 0.66). Betrachten wir den Konvergenzverlauf, so zeigt dieser das
typische Verhalten aufgrund einer Unzula¨ssigkeit der Iterierten. Wie der schwarz einge-
zeichnete Verlauf der Fletcher-Reeves-Iterierten in Abbildung 5.12, links, zeigt, befindet
sich das Verfahren tatsa¨chlich vorerst in der Na¨he des Punktes (0.12, 0.50). Dieser ver-
letzt mit einer zu hohen Unsicherheit von 0.74 die Nebenbedingung. Erst eine zweifache
Erho¨hung des Strafparameters µk fu¨hrt zu einer Zula¨ssigkeit der Iterierten. Das Verfahren
springt daraufhin zu dem Punkt (0.30, 0.81) (vgl. Abb. 5.12) und konvergiert letztendlich
gegen den Punkt (0.29, 0.66) mit dem Funktionswert 1.8.
Den Grund fu¨r dieses Konvergenzverhalten erkennen wir in Abbildung 5.12, rechts. Die
Kontur der Niveaumengen des Ersatzmodells und die daraus folgenden Abstiegsrichtun-
gen fu¨hren das Verfahren vom Punkt (0.30, 0.81) zu dem Punkt (0.29, 0.66). Eine weitere
Verkleinerung des Funktionswertes wird an diesem Punkt jedoch durch die Restriktion der
Unsicherheit (vgl. Abb. 5.12, links) verhindert und das Verfahren konvergiert gegen ein
lokales Minimum.
Betrachten wir fu¨r das Augmented-Lagrange-Verfahren die Konvergenzverla¨ufe des Polak-
Ribie`re- und des Gradientenverfahrens, so weisen auch diese auf eine voru¨bergehende Un-
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Abbildung 5.11: Konvergenzverla¨ufe des Augmented-Lagrange-Verfahrens (links) und der
Barriere-Methode (rechts) bei Restriktion der Unsicherheit durch 0.7 mit verschiedenen
Verfahren zur unrestringierten Minimierung (ausgefu¨lltes Symbol: unrestringiertes Verfah-
ren, nichtausgefu¨lltes Symbol: restringiertes Verfahren).
zula¨ssigkeit der Iterierten hin. Beide Verfahren konvergieren nach Erho¨hung des Strafpa-
rameters gegen das lokale Minimum bei x = (0.45, 0.50) mit dem Funktionswert 0.88. In
Abbildung 5.12 ist mittels der weißen Quadrate exemplarisch der Weg des Polak-Ribie`re-
Verfahrens verzeichnet. Da beide Verfahren grundsa¨tzlich das gleiche Verhalten zeigen,
ist dieser Weg auch stellvertretend fu¨r das Gradientenverfahren. Beiden Verfahren gelingt
es aufgrund eines sich vom Fletcher-Reeves-Verfahren leicht unterscheidenden Ausgangs-
Abbildung 5.12: Vergro¨ßerter Ausschnitt des Untersuchungsgebietes mit Verlauf der
Iterierten beim Augmented-Lagrange-Verfahren mit Fletcher-Reeves-Verfahren (Weg mit
schwarzen Punkten) und Polak-Ribie`re-Verfahren (gestrichelter Weg mit weißen Quadra-
ten), links: Niveaufla¨che der Unsicherheit, rechts: Niveaufla¨che des Ersatzmodells.
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punktes (0.11, 0.49) die Senke der Unsicherheit in Richtung des Punktes (0.35, 0.62) zu
verlassen (vgl. Abb. 5.12, links). Infolge der Kontur der Niveaumengen des Ersatzmo-
dells in diesem Punkt konvergieren beide Verfahren nun gegen das lokale Minimum bei
x = (0.45, 0.50), ohne weitere Restriktionen der Unsicherheit zu verletzen (vgl. Abb. 5.12,
rechts).
Die Lage des in Abbildung 5.10, links, blau eingezeichneten Endpunktes (0.02, 0.49) des
Augmented-Lagrange-Verfahrens mit Quasi-Newton ist zuna¨chst verwunderlich, insbeson-
dere da Abbildung 5.10, rechts, einen in die Menge [0, 1]× [0, 1] zeigenden Antigradienten
suggeriert. Wie wir jedoch bei genauer Betrachtung der einzelnen Werte feststellen, ist der
Gradient des Ersatzmodells im Endpunkt (0.02, 0.49) des Quasi-Newton-Verfahrens der
Vektor (0.36, 0.08)T . Folglich zeigt eine Abstiegsrichtung aus der zula¨ssigen Menge. Eine
weitere Minimierung in dieser Richtung wird aufgrund der Restriktion der Unsicherheit
verhindert (vgl. Abb. 5.10, links). Somit konvergiert das Quasi-Newton-Verfahren gegen
das lokale Minimum (0.02, 0.49) mit dem Funktionswert 1.8.
Betrachten wir die Konvergenzverla¨ufe der Barriere-Methode in Abbildung 5.11, rechts, so
erkennen wir, dass alle Verfahren gegen den gleichen Punkt mit Funktionswert 1.8 konver-
gieren. Hierbei handelt es sich um den in Abbildung 5.10, links, blau eingezeichneten Punkt
(0.29, 0.66). Dies erkla¨rt sich aus der strikten Zula¨ssigkeit der Barriere-Methode und der
vom Startpunkt (0.32, 0.70) ausgehenden Abstiegsrichtung (vgl. Abb. 5.10, rechts). Die
einzelnen Verfahren zeigen hier alle ein sehr gutes und wa¨hrend der ersten Iterationen
gleiches Konvergenzverhalten, wobei das Fletcher-Reeves-Verfahren die geringste Anzahl
an Iterationen aufweist.
Durchschnittlich weist die Barriere-Methode im Vergleich zum Augmented-Lagrange-Ver-
fahren eine geringere Iterationsanzahl auf. Einzig das Quasi-Newton-Verfahren konver-
giert bei letztgenannter Methode schneller. Das gute Konvergenzverhalten der Barriere-
Methode ko¨nnte darin begru¨ndet liegen, dass die Iterierten direkt gegen die durch die
Unsicherheitsrestriktion auftretende Barriere anlaufen und der Strafparameter r nur noch
kontinuierlich verkleinert werden muss, bis das Abbruchkriterium erreicht ist. Ein Nachteil
der Barriere-Methode ist der Umstand, dass diese es nicht schafft, sich aus der Umgebung
des Startpunktes in Richtung des lokalen Minimums (0.45, 0.50) zu entfernen. Hier ist die
Schwelle um den Punkt (0.36, 0.66) aufgrund der hohen Unsicherheit von 0.65 anschei-
nend zu groß, als dass die logarithmische Barriere-Methode diese u¨berwinden kann (vgl.
Abb. 5.10, rechts).
Vergleichen wir die unrestringierten Verfahren, so unterscheidet sich die Iterationsan-
zahl des Fletcher-Reeves- und des Quasi-Newton-Verfahrens bei der Barriere-Methode nur
um eine Iteration. Beim Augmented-Lagrange-Verfahren konvergiert das Quasi-Newton-
Verfahren hingegen am schnellsten.
Restriktion der Unsicherheit durch 0.8
Im Folgenden soll das Verhalten der Algorithmen bei Vergro¨ßerung der Unsicherheits-
restriktion auf den Wert 0.8 untersucht werden. Die daraufhin kleinere Menge der un-
zula¨ssigen Punkte {x ∈ [0, 1]× [0, 1] | h(x) > 0.8} ist in Abbildung 5.13, links, in dunkel-
rot gekennzeichnet. Der Startpunkt (0.32, 0.70) aller Verfahren ist wiederum in schwarz
dargestellt, alle vier durch die verschiedenen Verfahren erreichten Endpunkte sind in Ab-
bildung 5.14 in blau respektive rot eingezeichnet.
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Das Augmented-Lagrange-Verfahren mit dem Fletcher-Reeves-Verfahren zur unrestrin-
gierten Minimierung ist das einzige Verfahren, welches gegen das lokale Minimum bei
(0.655, 0.490) konvergiert. Der Weg der Iterierten ist in Abbildung 5.13 gekennzeichnet.
Wir erkennen, dass das Verfahren aufgrund der Schrittweitenberechnung relativ starke
Spru¨nge ausfu¨hrt. Die zeitweise Unzula¨ssigkeit der Iterierten aufgrund des Verlassens der
zula¨ssigen Menge [0, 1] × [0, 1] am rechten Rand fu¨hrt zu dem in Abbildung 5.14, links,
dargestellten Konvergenzverhalten. Eine Vergro¨ßerung des Strafparameters in Iteration 8
erho¨ht den Funktionswert voru¨bergehend. Im Anschluss verkleinert sich dieser jedoch bis
zur Konvergenz. Negativ anzumerken sei in diesem Zusammenhang das langsame Konver-
genzverhalten nahe dem Minimum ab Iteration 11.
Die drei verbleibenden Verfahren konvergieren gegen das in Abbildung 5.13, links, blau ein-
gezeichnete lokale Minimum bei (0.11, 0.49) mit dem Funktionswert 1.63 (vgl. Abb. 5.14,
links). Nach der Ausfu¨hrung des fu¨r alle Verfahren gleichen ersten Schritts in Richtung
des Antigradienten finden diese aufgrund der vom Fletcher-Reeves-Verfahren differieren-
den Abstiegsrichtungen nicht aus der Senke der Unsicherheit (vgl. Abb. 5.13, links) und
konvergieren daraufhin gegen den angegebenen Punkt. Ein weiterer Abstieg in Richtung
gro¨ßerer x1-Werte wird aufgrund der Restriktion der Unsicherheit verhindert.
Die Verfahren konvergieren alle nach wenigen Iterationen. Bemerkenswert ist die erstaun-
lich schnelle Konvergenz des Gradientenverfahrens. Beim Quasi-Newton-Verfahren muss
SIGMA SHORT aufgrund zu kleiner Startschrittweiten auf den Wert 0.02 gesetzt werden.
Betrachten wir die Konvergenzverla¨ufe der Barriere-Methode in Abbildung 5.14, rechts,
so zeigen die drei ersten Verfahren ein sehr a¨hnliches Verhalten. Das Fletcher-Reeves-,
das Polak-Ribie`re- und das Gradientenverfahren konvergieren alle gegen den in Abbildung
5.13, links, blau eingezeichneten Punkt (0.29, 0.64). Auch die Anzahl der beno¨tigten Ite-
rationen unterscheidet sich nur jeweils um eine Iteration und ist daher vergleichbar gut.
Einzig das Quasi-Newton-Verfahren konvergiert nach dem ersten Schritt in Richtung des
Antigradienten aufgrund einer daraufhin anderen Abstiegsrichtung gegen das lokale Mini-
mum bei (0.45, 0.50) mit dem Funktionswert 0.88 (vgl. Abb. 5.14, rechts). Der Nachteil des
Quasi-Newton-Verfahrens ist die nach Iteration 2 langsame Konvergenz nahe dem Mini-
Abbildung 5.13: Verlauf der Iterierten des Augmented-Lagrange-Verfahren mit Fletcher-
Reeves-Verfahren (Weg mit schwarzen Punkten), links: Niveaufla¨che der Unsicherheit bei
Restriktion durch 0.8, rechts: Niveaufla¨che des Ersatzmodells.
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Abbildung 5.14: Konvergenzverla¨ufe des Augmented-Lagrange-Verfahrens (links) und der
Barriere-Methode (rechts) bei Restriktion der Unsicherheit durch 0.8 mit verschiedenen
Verfahren zur unrestringierten Minimierung (ausgefu¨lltes Symbol: unrestringiertes Verfah-
ren, nichtausgefu¨lltes Symbol: restringiertes Verfahren).
mum. Diese ist jedoch auf die Barriere-Methode und nicht auf das Quasi-Newton-Verfahren
zuru¨ckzufu¨hren: Bei den Iterationen 8, 16 und 20 handelt es sich jeweils um eine Barriere-
Iteration, in welcher der Strafparameter r auf 0.25, 0.125 respektive 0.0625 herabgesetzt
wird (vgl. Abb. 5.14, rechts, und Verfahren 4.1). Dies hat eine immer geringere Bedeutung
des logarithmischen Barriere-Terms in der Barriere-Funktion Φ zur Folge. Daher konver-
giert das Quasi-Newton-Verfahren, welches in jeder Barriere-Iteration die Funktion Φ mi-
nimiert, gegen Punkte, deren Unsicherheit sich von Barriere-Iteration zu Barriere-Iteration
erho¨ht. Starten wir nach Iteration 8 mit einer Unsicherheit von h(x) = 0.37, so erho¨ht sich
diese nach Iteration 16 auf h(x) = 0.40 und nach Iteration 20 auf h(x) = 0.43. Einzeln
betrachtet konvergiert das Quasi-Newton-Verfahren zwischen den Barriere-Iterationen in
wenigen Iterationen.
Erstmalig zeigt das Augmented-Lagrange-Verfahren im Vergleich zur Barriere-Methode ein
besseres Konvergenzverhalten mit durchschnittlich weniger Iterationen. Das Gradienten-
verfahren konvergiert erstaunlich schnell, das Quasi-Newton-Verfahren mit drei zusa¨tzlich-
en Iterationen in einer annehmbaren Anzahl an Iterationen. Bei der Barriere-Methode
beno¨tigt das Quasi-Newton-Verfahren a¨hnlich viele Iterationen wie die anderen unrestrin-
gierten Verfahren. Es ist das einzige Verfahren, welches sich aus der Umgebung des Start-
punktes zu entfernen vermag.
Restriktion der Unsicherheit durch 1.0
In diesem Abschnitt vergro¨ßern wir die Restriktion der Unsicherheit, sodass fu¨r alle zula¨s-
sigen Punkte h(x) ≤ 1.0 gelten soll. Wie Abbildung 5.15, links, veranschaulicht, ver-
kleinert sich die Menge der in dunkelrot gekennzeichneten unzula¨ssigen Punkte weiter.
Der Startpunkt aller Verfahren ist wieder der in Abbildung 5.15 schwarz eingezeichnete
Punkt (0.32, 0.70). Des Weiteren sind in der Abbildung alle Endpunkte der verschiedenen
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Abbildung 5.15: Niveaufla¨che der Unsicherheit bei Restriktion durch 1.0 (links) und Ni-
veaufla¨che des Ersatzmodells (rechts) mit schwarz eingezeichnetem Startpunkt.
Verfahren in blau respektive rot verzeichnet. Wie Abbildung 5.15, rechts, zeigt, handelt es
sich, mit Ausnahme des Punktes (0.28, 0.52), um dieselben Minima, die wir ohne Restrik-
tion der Unsicherheit in Abschnitt 5.1.2 erhalten haben.
Abbildung 5.16, links, zeigt die Konvergenzverla¨ufe des Augmented-Lagrange-Verfahrens
mit den verschiedenen Verfahren zur unrestringierten Minimierung. Das Fletcher-Reeves-
und das Quasi-Newton-Verfahren konvergieren gegen das lokale Minimum 3 bei (0.28, 0.52)
mit dem Funktionswert 1.49. Die beiden verbleibenden Verfahren konvergieren hingegen
gegen Minimum 1 bei (0.16, 0.49) mit dem Funktionswert 1.64.
Abbildung 5.16: Konvergenzverla¨ufe des Augmented-Lagrange-Verfahrens (links) und der
Barriere-Methode (rechts) bei Restriktion der Unsicherheit durch 1.0 mit verschiedenen
Verfahren zur unrestringierten Minimierung (ausgefu¨lltes Symbol: unrestringiertes Verfah-
ren, nichtausgefu¨lltes Symbol: restringiertes Verfahren).
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Bei genauerer Betrachtung des Fletcher-Reeves-Konvergenzverlaufs fallen viele Spru¨nge
mit Funktionswerterho¨hung auf. Diese treten nicht nur nach einer Augmented-Lagrange-
Iteration auf (nichtausgefu¨lltes Symbol im Konvergenzverlauf), sondern auch wa¨hrend der
Fletcher-Reeves-Iterationen. Bei einer Augmented-Lagrange-Iteration ist dies beispielswei-
se aufgrund einer Erho¨hung des Strafparameters u¨blich (vgl. vorherige Abschnitte). Dieses
Verhalten wa¨hrend der Fletcher-Reeves-Iterationen mag vorerst verwundern, da das Ver-
fahren nur Punkte als na¨chste Iterierte annimmt, deren Funktionswert kleiner als jener der
vorherigen Iterierten ist. Es la¨sst sich jedoch durch das Augmented-Lagrange-Verfahren
erkla¨ren. Das Fletcher-Reeves-Verfahren minimiert nicht das Ersatzmodell, sondern die
um Strafterme erweiterte Augmented-Lagrange-Funktion Φ (vgl. Abschnitt 4.2). Betrach-
ten wir die Ausgabewerte des Fletcher-Reeves-Verfahrens genauer, so stellt sich in allen
Fa¨llen mit einer Funktionswerterho¨hung des Ersatzmodells zugleich eine Reduktion der
Nebenbedingungsverletzung n(x) und somit des Funktionswertes Φ(x) ein.
Die drei verbleibenden Verfahren zeigen das u¨bliche Konvergenzverhalten in einer guten
Anzahl an Iterationen. Das Gradientenverfahren mit der geringsten Iterationsanzahl ist
hier hervorzuheben. Das Quasi-Newton-Verfahren beno¨tigt zwar la¨nger zur Konvergenz,
jedoch gelingt diese, im Gegensatz zum Fletcher-Reeves-Verfahren, in einer akzeptablen
Anzahl an Iterationen (vgl. Abb. 5.16, links).
Abbildung 5.16, rechts, zeigt die Konvergenzverla¨ufe der Barriere-Methode bei verschiede-
nen Verfahren zur unrestringierten Minimierung. Das Fletcher-Reeves- und das Gradien-
tenverfahren konvergieren gegen Minimum 4 bei x = (0.65, 0.49) mit dem Funktions-
wert 0.52, wa¨hrend das Polak-Ribie`re- und das Quasi-Newton-Verfahren gegen Mini-
mum 3 bei x = (0.45, 0.50) mit dem Funktionswert 0.88 konvergieren. Das Quasi-Newton-
Verfahren weist das beste Konvergenzverhalten mit der geringsten Iterationsanzahl auf.
Die drei verbleibenden Verfahren verfu¨gen u¨ber eine anna¨hernd gleiche, noch annehmbare
Anzahl an Iterationen.
Das Gradientenverfahren zeigt eine Funktionswerterho¨hung nach Iteration 6 a¨hnlich zu
denen des Augmented-Lagrange-Verfahrens mit Fletcher-Reeves. Der steigende Funkti-
onswert la¨sst sich hier durch eine Verringerung der Unsicherheit h(x) begru¨nden.
Vergleichen wir das Augmented-Lagrange-Verfahren und die Barriere-Methode, so zeigt
das erstgenannte Verfahren, insbesondere wenn wir das Fletcher-Reeves-Verfahren außen
vor lassen, eine schnellere Konvergenz. Das Quasi-Newton-Verfahren zur unrestringierten
Minimierung weist wiederum ein stabiles, wenn auch beim Augmented-Lagrange-Verfahren
im Vergleich etwas langsameres Konvergenzverhalten auf.
Wa¨hrend der letzten beiden Auswertungen (Restriktion durch 0.8 und 1.0) konnten wir,
entgegen den vorherigen Untersuchungen, eine bessere Konvergenz des Augmented-La-
grange-Verfahrens im Vergleich zur Barriere-Methode feststellen. Dies ist anscheinend
durch die nun auftretende Restriktion der Unsicherheit, mit der die Iterierten konfrontiert
sind, begru¨ndet. Um diese Aussage zu u¨berpru¨fen, betrachten wir im Folgenden das Opti-
mierungsproblem mit neuem Startpunkt (0.852, 0.277) und restringieren die Unsicherheit
durch den Wert 0.95.
Restriktion der Unsicherheit durch 0.95 bei vera¨ndertem Startpunkt
Die Menge der unzula¨ssigen Punkte {x ∈ [0, 1] × [0, 1] | h(x) > 0.95} ist in Abbildung
5.17, links, in dunkelrot gekennzeichnet. Der neue Startpunkt (0.852, 0.277) mit einer ho-
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hen Unsicherheit von h(x) = 0.85 ist in schwarz, der Endpunkt (0.65, 0.49) aller Verfahren
in blau eingezeichnet. Aufgrund der Na¨he des Startpunktes zur unzula¨ssigen Menge (vgl.
Abb. 5.17, links) ko¨nnen wir mit Hilfe der folgenden Untersuchungen die obige Aussage
bezu¨glich der besseren Konvergenz des Augmented-Lagrange-Verfahrens untermauern.
Abbildung 5.17: Niveaufla¨che der Unsicherheit bei Restriktion durch 0.95 (links)
und Niveaufla¨che des Ersatzmodells (rechts) mit schwarz eingezeichnetem Start-
punkt (0.852,0.277) und blau respektive rot eingezeichnetem Endpunkt (0.65,0.49) aller
Verfahren.
Abbildung 5.18 zeigt die Konvergenzverla¨ufe des Augmented-Lagrange-Verfahrens und der
Barriere-Methode im Vergleich. Um Konvergenzunterschiede der unrestringierten Verfah-
ren beim Augmented-Lagrange-Verfahren erkennen zu ko¨nnen, ist eine große Auflo¨sung
Abbildung 5.18: Konvergenzverla¨ufe des Augmented-Lagrange-Verfahrens (links) und
der Barriere-Methode (rechts, zum Vergleich mit Augmented-Lagrange-/Quasi-Newton-
Verfahren) bei Restriktion der Unsicherheit durch 0.95 und vera¨ndertem Startpunkt
(0.852,0.277) mit verschiedenen Verfahren zur unrestringierten Minimierung (ausgefu¨lltes
Symbol: unrestringiertes Verfahren, nichtausgefu¨lltes Symbol: restringiertes Verfahren).
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der Ordinatenachse und das Auslassen der ersten Iteration notwendig. Bereits nach dem
ersten Schritt in Richtung des Antigradienten befinden sich die Verfahren nahe dem Mi-
nimum (siehe Abb. 5.18, links). Das Quasi-Newton-Verfahren zeigt daraufhin das beste
Konvergenzverhalten mit der geringsten Iterationsanzahl, allerdings weisen auch die drei
verbleibenden Verfahren ein stabiles Konvergenzverhalten mit einer annehmbaren Anzahl
an Iterationen auf.
Die Konvergenzverla¨ufe der Barriere-Methode mit verschiedenen Verfahren zur unrestrin-
gierten Minimierung sind in Abbildung 5.18, rechts, dargestellt. Fast alle Verfahren weisen
Spru¨nge mit Funktionswerterho¨hung auf, welche jedoch stets mit einer Verringerung der
Unsicherheit einhergehen. Vergleichen wir die unrestringierten Verfahren, so zeigt das Gra-
dientenverfahren das beste Konvergenzverhalten mit der geringsten Iterationsanzahl. Das
Quasi-Newton-Verfahren konvergiert langsamer, allerdings in einer noch akzeptablen An-
zahl an Iterationen. Die beiden verbleibenden Verfahren von Fletcher-Reeves und Polak-
Ribie`re beno¨tigen hingegen noch zusa¨tzliche Iterationen zur Konvergenz.
Zum besseren Vergleich der beiden Verfahren zur restringierten Minimierung ist der Kon-
vergenzverlauf des Augmented-Lagrange-/Quasi-Newton-Verfahrens in Abbildung 5.18,
rechts, eingezeichnet. Die im Vergleich zu den Verfahren der Barriere-Methode schnelle-
re Konvergenz ist sofort erkennbar. Somit ko¨nnen wir die Aussage bekra¨ftigen, dass das
Augmented-Lagrange-Verfahren bei Auftreten echter Restriktionen ein besseres Konver-
genzverhalten aufweist. Als echte Restriktion verstehen wir in diesem Fall die Nebenbe-
dingung an die Unsicherheit h(x) und nicht wie zuvor nur an die freie Variable x.
Im Vergleich der unrestringierten Verfahren zeigt das Quasi-Newton-Verfahren beim Aug-
mented-Lagrange-Verfahren das beste und bei der Barriere-Methode ein annehmbares
Konvergenzverhalten.
5.1.4 Ergebniszusammenfassung der Auswertung der Testfunktion
Im folgenden Abschnitt werden die Ergebnisse der Auswertung der Testfunktion zusam-
mengefasst. In diesem Zusammenhang sei darauf hingewiesen, dass sich die folgenden
Aussagen nur auf die Auswertung der Testfunktion stu¨tzen und somit nicht notwendiger-
weise Allgemeingu¨ltigkeit besitzen.
Die bisherigen Auswertungen zeigen, dass die im Rahmen dieser Arbeit implementierten
Algorithmen nichtlineare Optimierungsprobleme der Form (P) mit nichtlinearen Neben-
bedingungen problemlos lo¨sen ko¨nnen. Das Augmented-Lagrange-Verfahren wie auch die
Barriere-Methode konvergieren mit allen Verfahren zur unrestringierten Minimierung un-
abha¨ngig vom Startpunkt gegen ein lokales Minimum.
Ferner ko¨nnen wir festhalten, dass die Barriere-Methode im Fall der Restriktion der frei-
en Variable x ein besseres Konvergenzverhalten zeigt. Wird die Unsicherheit h(x) jedoch
zusa¨tzlich restringiert, so weist das Augmented-Lagrange-Verfahren meist eine schnellere
Konvergenz auf. Bei Untersuchung der Barriere-Methode mit Restriktion der Unsicherheit
la¨sst sich zudem erkennen, dass aufgrund des logarithmischen Barriere-Terms unu¨berwind-
bare Schwellen infolge erho¨hter Unsicherheiten entstehen, die jedoch nicht die Restrikti-
on verletzen (vgl. Restriktion durch 0.7 und teilweise 0.8). Beim Augmented-Lagrange-
Verfahren tritt dieses nachteilige Verhalten nur in in sehr abgeschwa¨chter Form auf.
Vergleichen wir die unrestringierten Verfahren, so zeigt das Quasi-Newton-Verfahren das
stabilste Konvergenzverhalten und mehrheitlich die geringste Anzahl an Iterationen. Ist
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dies nicht der Fall, so befindet sich die Iterationsanzahl in einer akzeptablen Gro¨ßenord-
nung. Erwa¨hnenswert sei die beim Augmented-Lagrange-Verfahren vereinzelt auftretende
zu kleine Startschrittweite, sodass hier eine Anpassung von SIGMA SHORT notwendig
ist.
Entgegen der Vermutung zeigt das Gradientenverfahren teilweise ein sehr gutes Kon-
vergenzverhalten. Andererseits treten Problemstellungen mit u¨beraus langsamer Konver-
genz auf, sodass das Gradientenverfahren ungeachtet dessen keine Alternative zum Quasi-
Newton-Verfahren darstellt.
Die Verfahren von Fletcher-Reeves und Polak-Ribie`re zeigen nie ein herausragendes Kon-
vergenzverhalten. Oftmals konvergiert eines der beiden Verfahren langsamer als das Gradi-
entenverfahren. Hier erwartet man aufgrund der Theorie eine schnellere Konvergenz (vgl.
Kapitel 4). Diese konnten wir bisher nicht dokumentieren. Das in Harzheim [38] postu-
lierte bessere numerische Verhalten des Polak-Ribie`re-Verfahrens konnte im Rahmen der
vorausgehenden Auswertungen nicht nachgewiesen werden.
Abschnitt 5.1.3 untersucht die Auswirkungen unterschiedlich starker Restriktionen an
die Unsicherheit. Wir erkennen, dass insbesondere die Barriere-Methode, aber auch das
Augmented-Lagrange-Verfahren, bei zu starker Restriktion der Unsicherheit Gefahr laufen,
sich in einer Senke mit niedriger Unsicherheit aber relativ hohem Funktionswert festzulau-
fen (vgl. Restriktion durch 0.7 und 0.8). Eine gute Vorgehensweise bei der Optimierung
ko¨nnte eine zu Beginn schwache oder nicht vorhandene Unsicherheitsrestriktion sein, wel-
che je nach Ergebnis entsprechend angepasst respektive versta¨rkt wird. Weist das Ergebnis
schon eine sehr geringe Unsicherheit auf, so kann hier der wahre Funktionswert berech-
net und mit dem approximierten Wert des Ersatzmodells verglichen werden. Diese beiden
Werte sollten keine außerordentliche Differenz aufweisen. Ist die Unsicherheit jedoch zu
groß, so besteht eine erho¨hte Wahrscheinlichkeit, dass der wahre Funktionswert von dem
durch das Ersatzmodell approximierten Wert abweicht. Diese Abweichung kann zugunsten
des Benutzers, wie es bei Minimum 2 oder Minimum 5 der Fall ist (vgl. Abb. 5.2, Mitte),
oder zu dessen Ungunsten sein. Welcher der beiden genannten Fa¨lle tatsa¨chlich eintritt,
la¨sst sich nur durch Berechnung des wahren Funktionswertes ermitteln. Ist dieser erheblich
gro¨ßer als der approximierte Wert und fu¨r die darauffolgenden Untersuchungen aus diesem
Grund unbrauchbar, so ist eine sta¨rkere Restriktion der Unsicherheit notwendig.
5.2 Diskussion anhand eines Beispiels aus dem
aerodynamischen Verdichterdesign
Im folgenden Abschnitt untersuchen wir ein reales Optimierungsproblem aus dem aero-
dynamischen, zweidimensionalen Verdichterprofildesign. Es handelt sich zuna¨chst um eine
Aufgabenstellung aus der Mehrzieloptimierung. Die zwei Zielfunktionen beziehungsweise
aerodynamischen Gro¨ßen Totaldruckverha¨ltnis (engl. total pressure ratio, kurz TPR)
pTPR =
pT, out
pT, in
und Totaldruckverlust (engl. total pressure loss, kurz TPL)
pTPL =
pT, out − pT, in
pT, in − pin
sind zu maximieren respektive zu minimieren. Hierbei bezeichnet pT, in den Totaldruck vor
Eintritt in den Verdichter, pT, out den Totaldruck nach Austritt aus dem Verdichter und pin
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den statischen Druck vor Eintritt in den Verdichter. Der Totaldruck setzt sich aus dem
statischen und dem dynamischen Druck zusammen. Im Folgenden betrachten wir neben
dem Totaldruckverlust das negative Totaldruckverha¨ltnis und minimieren beide Gro¨ßen.
Dieses Mehrzieloptimierungsproblem reduzieren wir in den nachstehenden Abschnitten
durch unterschiedliche Herangehensweisen auf ein Problem der Form (P) (vgl. S. 35),
welches wir jeweils im Anschluss lo¨sen.
Die zu optimierenden Verdichterprofile werden mit Hilfe der fu¨nf freien Variablen
• Staffelungswinkel βST,
• Vorderkantenwinkel βLE (engl. leading edge),
• Hinterkantenwinkel βTE (engl. trailing edge),
• y-Wert ySS des B-Spline-Kontrollpunktes auf der Saugseite und
• Zustro¨m-Machzahl MAin
beschrieben. Bei den ersten vier Variablen handelt es sich um geometrische Gro¨ßen zur
Beschreibung des Verdichterprofils (vgl. Abb. 5.19), wa¨hrend die letzte Variable eine aero-
dynamische Gro¨ße ist, welche die Geschwindigkeit des einstro¨menden Gases festlegt.
Die Variable ySS hat unter anderem Einfluss auf die Wo¨lbung des Verdichterprofils: Die
Form der Oberseite des Profils (Saugseite) wird durch eine Interpolation mittels B-Splines
erzeugt. Die dafu¨r notwendigen Kontrollpunkte, sogenannte De-Boor-Punkte, sind in Ab-
bildung 5.19 blau eingezeichnet. In unserem Fall ist somit der y-Wert des mittleren De-
Boor-Punktes variabel und das Profil la¨sst sich durch Vergro¨ßerung bzw. Verkleinerung
von ySS mehr respektive weniger wo¨lben.
Aufgrund der geometrischen Einschra¨nkungen beim Verdichterprofildesign werden die frei-
en Variablen in allen nachstehenden Unterabschnitten wie folgt restringiert:
100◦ ≤ βST ≤ 120◦
120◦ ≤ βLE ≤ 150◦
90◦ ≤ βTE ≤ 110◦ (5.1)
0.1 ≤ ySS ≤ 0.3
0.7 ≤ MAin ≤ 0.78
Abbildung 5.19: Skizze eines Verdichterprofils (pink) mit den freien, geometrischen Varia-
blen Staffelungswinkel βST, Vorderkantenwinkel βLE, Hinterkantenwinkel βTE und y-Wert
ySS des B-Spline-Kontrollpunktes.
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Da die Machzahl MAin kleiner als eins ist, handelt es sich um eine Unterschall-, eine so-
genannte supersonische Stro¨mung (vgl. [5]).
Die Datenbasis zur Erstellung des Ersatzmodells mit Hilfe des Direct Gradient Enhan-
ced Kriging-Verfahrens (Direct GEK, vgl. Abschnitt 3.2.5) besteht aus unterschiedlichen
beprobten Punkten beziehungsweise Stu¨tzstellen des R5, genauer aus 1206 berechneten
Verdichterprofilkonfigurationen. Diese Verdichterprofile stammen aus der Datenbasis (vgl.
Abb. 2.3, Mitte unten) einer zuvor am DLR-Institut fu¨r Antriebstechnik durchgefu¨hrten
Optimierung mit AutoOpti auf Grundlage eines genetischen Algorithmus.
Aufgrund der Optimierung von zwei Zielfunktionen gibt es nicht nur eine optimale Ver-
dichterprofilkonfiguration, sondern mehrere, die sogenannte Pareto-Menge. Fu¨r eine ge-
naue Definition und eine kurze Einfu¨hrung in die Mehrzieloptimierung sei auf Anhang A.1
verwiesen. Abbildung 5.20 zeigt die beiden Zielfunktionswerte fu¨r alle berechneten Ver-
dichterprofilkonfigurationen respektive Stu¨tzstellen und die blau eingezeichnete Pareto-
Menge. Da die Datenbasis aus einer zuvor durchgefu¨hrten Optimierung mit AutoOpti
stammt, besitzen viele dieser Verdichterprofile schon vor Beginn unserer Optimierung mit
Gradienten-basierten Verfahren relativ niedrige Zielfunktionswerte (vgl. Abb. 5.20). Ziel
dieses Abschnitts wird sein, sich mit Hilfe der Gradienten-basierten Optimierungsverfahren
diesen schon berechneten Pareto-Optima anzuna¨hern und wenn mo¨glich diese zu erreichen.
Die Aufstellung der Datenbasis, also die Berechnung der beiden Zielfunktionswerte fu¨r die
1206 Verdichterprofilkonfigurationen, erfolgte mit dem Stro¨mungslo¨ser MISES (vgl. [47]).
Dieser lo¨st die Euler-Gleichung zur Beschreibung des Stro¨mungsverhaltens von reibungs-
freien Fluiden. MISES ist gekoppelt mit einem Grenzschichtmodell, welches die turbulen-
ten Transportvorga¨nge in der Grenzschicht simuliert.
Im DLR und im Rahmen dieser Arbeit wird MISES ausschließlich als
”
Black Box“ be-
nutzt. Wir entschieden uns fu¨r die Verwendung von MISES statt TRACE, da beide
Stro¨mungslo¨ser die gesuchten Zielfunktionswerte Totaldruckverha¨ltnis und Totaldruckver-
Abbildung 5.20: Zielfunktionswerte aller mit MISES berechneten Verdichterprofilkonfi-
gurationen (Datenbasis des Ersatzmodells) in rot und Pareto-Menge in blau.
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lust berechnen ko¨nnen. Aufgrund der Euler-Gleichung, welche ein Spezialfall der Navier-
Stokes-Gleichung ist, berechnet MISES diese Gro¨ßen jedoch in ku¨rzerer Zeit als der Stro¨-
mungslo¨ser TRACE, welcher die komplexeren RANS-Gleichungen lo¨st. Die Genauigkeit
der MISES-Lo¨sungen ist fu¨r unsere Testzwecke ausreichend gut.
Nach Abschluss der Gradienten-basierten Optimierung des Ersatzmodells werden vielver-
sprechende Punkte beziehungsweise Verdichterprofilkonfigurationen mit MISES nachge-
rechnet. Dies ist notwendig, da die Resultate aufgrund der Optimierung des Ersatzmodells,
also einer Approximation der wahren Funktionen Totaldruckverha¨ltnis und Totaldruckver-
lust, mit einer Unsicherheit versehen sind. Wir interessieren uns jedoch letztlich fu¨r das
mit Hilfe von MISES berechnete wahre Totaldruckverha¨ltnis und den wahren Totaldruck-
verlust dieser vielversprechenden Verdichterprofilkonfigurationen.
In den folgenden Abschnitten werden wir vorerst das Mehrzieloptimierungsproblem durch
Betrachtung einer gewichteten Summe der Zielfunktionen auf ein herko¨mmliches Op-
timierungsproblem mit einer Zielfunktion ohne Restriktion der Unsicherheiten reduzie-
ren. Im Anschluss untersuchen wir die Auswirkungen einer Maximierung des Totaldruck-
verha¨ltnisses unter Restriktion des Totaldruckverlustes. Schließlich betrachten wir erneut
eine gewichtete Summe der Zielfunktionen und analysieren die Ergebnisse bei unterschied-
lich starken Restriktionen der Unsicherheiten.
Im Folgenden seien die Parameter des Armijo-Verfahrens wie in Abschnitt 4.3.5 angegeben
gewa¨hlt. Fu¨r die restringierten Verfahren findet die prozentuale Abbruchbedingung mit
p1 = 1, p2 = 0.05, p3 = 1 und p4 = 0.05 Anwendung (vgl. S. 37). Die Abbruchtoleranzen ω
und ωx der unrestringierten Verfahren setzen wir auf die Werte 10
−8 respektive 12 · 10−9
(vgl. S. 40). Diese Parameter gelten, sofern keine anderen Werte angegeben sind, fu¨r alle
folgenden Unterabschnitte.
5.2.1 Optimierung der gewichteten Summe ohne Restriktion
Im folgenden Abschnitt reduzieren wir die obige Mehrzieloptimierungsaufgabe durch Be-
trachtung einer gewichteten Summe der beiden Zielfunktionen auf ein Problem der
Form (P) ohne nichtlineare Nebenbedingungen (vgl. S. 35). Die freien Variablen werden
wie in (5.1) gefordert restringiert. Im Laufe des Abschnitts werden verschiedene Gewich-
tungen der beiden Zielfunktionen betrachtet.
Optimierung von -0.628·pTPR + 27.027·pTPL ohne Restriktion
Zuna¨chst gewichten wir die beiden mit Hilfe der Ersatzmodelle approximierten Zielfunktio-
nen Totaldruckverha¨ltnis pTPR und Totaldruckverlust pTPL in natu¨rlicher Weise durch das
arithmetische Mittel der Funktionswerte aller 1206 in der Datenbasis enthaltenen Verdich-
terprofile. Somit erhalten wir fu¨r das Totaldruckverha¨ltnis den Faktor − 11.593 ≈ −0.628
sowie den Faktor 10.037 ≈ 27.027 fu¨r den Totaldruckverlust. Die Unsicherheit wird, wie in
Abschnitt 5.1.4 vorgeschlagen, zuna¨chst nicht restringiert.
Abbildung 5.21, links, zeigt die mit Hilfe des Direct GEK berechneten approximierten Ziel-
funktionswerte fu¨r alle konvergierten Verfahren. Das Gradientenverfahren u¨berschreitet
bei allen nachfolgenden Untersuchungen die maximale Iterationsanzahl von 250 Iteratio-
nen fu¨r unrestringierte Verfahren (vgl. Abb. 5.22). Somit entfa¨llt im Folgenden sowohl
fu¨r das Augmented-Lagrange-Verfahren als auch fu¨r die Barriere-Methode die Analyse fu¨r
dieses Verfahren zur unrestringierten Minimierung.
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Die beiden Zielfunktionswerte des Startpunktes
x(0) = (114.9, 136, 100, 0.2170, 0.7447)T
sind in Abbildung 5.21 blau gekennzeichnet. Die Barriere-Methode konvergiert mit allen
Verfahren zur unrestringierten Minimierung gegen x˜(1) = (113.13, 137.22, 99.99, 0.26, 0.72)T
mit dem approximierten negativen Totaldruckverha¨ltnis -1.48 und dem Totaldruckver-
lust 0.0137 (vgl. Abb. 5.21, links). Selbiges Resultat erhalten wir beim Augmented-Lagran-
ge-/Flechter-Reeves-Verfahren. Die Eintra¨ge von x˜(1) beru¨hren nicht die Grenzen (5.1) der
freien Variablen. Des Weiteren ist die Norm des Gradienten der gewichteten Zielfunkti-
on -0.628·pTPR + 27.027·pTPL bei x˜(1) klein. Somit ko¨nnen wir davon ausgehen, dass die
Verfahren tatsa¨chlich gegen ein lokales Minimum der gewichteten Zielfunktion konvergie-
ren.
Das Augmented-Lagrange-Verfahren mit dem Quasi-Newton-Verfahren zur unrestringier-
ten Minimierung konvergiert gegen den Punkt x˜(2) = (113.12, 137.22, 90.00, 0.26, 0.72)T
mit einem im Vergleich zu x˜(1) verbesserten approximierten Totaldruckverha¨ltnis von 1.49
(vgl. Abb. 5.21, links). Der Wert des approximierten Totaldruckverlustes ist unvera¨ndert
0.0137. Der Punkt x˜(2) unterscheidet sich nur im dritten Eintrag, also beim Hinterkanten-
winkel βTE, signifikant von x˜
(1). Auch in diesem Fall besitzt der Gradient der gewichteten
Zielfunktion bei x˜(2) eine kleine Norm; damit handelt es sich bei diesem Punkt ebenfalls um
ein lokales Minimum. Das Augmented-Lagrange-Verfahren mit Polak-Ribie`re zur unres-
tringierten Minimierung konvergiert gegen ein weiteres lokales Minimum bei dem Punkt
x˜(3) = (114.76, 136.18, 99.99, 0.26, 0.72)T . Beide Funktionswerte verbessern sich zwar ge-
genu¨ber denen des Startpunktes, allerdings liegt x˜(3) mit einem approximierten Total-
druckverha¨ltnis von -1.47 und einem approximierten Totaldruckverlust von 0.037 deutlich
hinter den beiden vorhergenannten Punkten (vgl. Abb. 5.21, links). Aus Sicht der im-
plementierten Verfahren besteht hier jedoch kein Unterschied, da diese gegen lokale und
nicht globale Minima konvergieren.
Abbildung 5.22 zeigt die Konvergenzverla¨ufe des Augmented-Lagrange-Verfahrens und der
Barriere-Methode. Wir registrieren eine im Vergleich zu den vorher untersuchten Optimie-
Abbildung 5.21: Zielfunktionswerte der Ersatzmodell-Datenbasis in schwarz, Approxi-
mation der Zielfunktionswerte aller Endpunkte der konvergierten Verfahren (links) sowie
wahre Werte des Augmented-Lagrange-/Quasi-Newton-Endpunktes (rechts) bei Gewich-
tung mit den Faktoren -0.628 und 27.027.
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rungsproblemen in Abschnitt 5.1 erho¨hte Anzahl an Iterationen bei allen Verfahren. Diese
liegt in der nun ho¨heren Dimension des Definitionsbereichs begru¨ndet.
Vergleichen wir die unrestringierten Verfahren, so weist das Quasi-Newton-Verfahren in
beiden Fa¨llen die schnellste Konvergenz mit der geringsten Anzahl an Iterationen auf. Das
Fletcher-Reeves- und das Polak-Ribie`re-Verfahren unterscheiden sich hier stark. Letzteres
zeigt sowohl beim Augmented-Lagrange-Verfahren als auch bei der Barriere-Methode ein
besseres numerisches Verhalten und eine geringere Anzahl an Iterationen. Das Gradien-
tenverfahren konvergiert a¨ußerst langsam und bricht nach 250 Iterationen aufgrund des
Erreichens der maximalen Iterationsanzahl ab.
Bei den restringierten Verfahren zeigt sich kein eindeutiges Bild. Beim Augmented-Lagran-
ge-Verfahren konvergiert das Quasi-Newton-Verfahren am schnellsten, allerdings zeigen die
Verfahren von Fletcher-Reeves und Polak-Ribie`re bei der Barriere-Methode ein besseres
Konvergenzverhalten.
Im Anschluss an die Optimierung des Ersatzmodells berechnen wir mit Hilfe des Stro¨-
mungslo¨sers MISES die wahren Funktionswerte fu¨r den besten Endpunkt x˜(2) des Aug-
mented-Lagrange-/Quasi-Newton-Verfahrens. Dieser ist, basierend auf den approximier-
ten Werten, aufgrund des sehr geringen approximierten Totaldruckverlustes ein Pareto-
Optimum und folglich fu¨r unsere Auswertung interessant.
Wie Abbildung 5.21, rechts, zeigt, befinden sich die wahren Zielfunktionswerte von x˜(2) mit
einem Totaldruckverha¨ltnis von 1.521 und einem Totaldruckverlust von 0.0308 weit von
den durch das Ersatzmodell vorhergesagten Funktionswerten entfernt. Das Totaldruck-
verha¨ltnis hat sich verbessert, wa¨hrend sich der Totaldruckverlust so weit verschlechtert
hat, dass es sich bei x˜(2) nicht la¨nger um ein Pareto-Optimum handelt (vgl. Abb. 5.21,
rechts). Die Unsicherheiten h1(x˜
(2)) = 0.15 und h2(x˜
(2)) = 0.13 des Totaldruckverha¨ltnis-
ses respektive Totaldruckverlustes sind zu groß, um eine gute Vorhersage der wahren
Funktionswerte durch das Ersatzmodell zu gewa¨hrleisten. Hier ist eine Restriktion der
Unsicherheit notwendig (vgl. Abschnitt 5.2.3).
Abbildung 5.22: Konvergenzverhalten des Augmented-Lagrange-Verfahrens (links) und
der Barriere-Methode (rechts) bei Gewichtung mit den Faktoren -0.628 und 27.027 und
verschiedenen Verfahren zur unrestringierten Minimierung (ausgefu¨lltes Symbol: unrestrin-
giertes Verfahren, nichtausgefu¨lltes Symbol: restringiertes Verfahren).
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Zuna¨chst soll jedoch die Gewichtung so angepasst werden, dass das bisher relativ niedrige
zu maximierende Totaldruckverha¨ltnis priorisiert wird.
Optimierung von -1.046·pTPR + 9.009·pTPL ohne Restriktion
In diesem Abschnitt sollen die Auswirkungen einer sta¨rkeren Gewichtung des Totaldruck-
verha¨ltnisses untersucht werden. Im Folgenden wa¨hlen wir fu¨r dieses den Gewichtungsfak-
tor − 11.593 · 53 ≈ −1.046 sowie fu¨r den Totaldruckverlust den Faktor 10.037 · 13 ≈ 9.009. Die Un-
sicherheit wird nicht restringiert und der Startpunkt ist weiterhin der Punkt
x(0) = (114.9, 136, 100, 0.2170, 0.7447)T .
Abbildung 5.23, links, zeigt die approximierten Zielfunktionswerte der Endpunkte aller
konvergierten Verfahren. Wir erkennen, dass die sta¨rkere Gewichtung des Totaldruck-
verha¨ltnisses eine teilweise Verschiebung der approximierten Funktionswerte nach links
zur Folge hat (siehe Funktionswerte der Barriere-Methode mit Polak-Ribie`re- oder auch
Quasi-Newton-Verfahren). Die restlichen Verfahren konvergieren jedoch weiterhin gegen
Punkte nahe den im vorherigen Abschnitt untersuchten Punkten x˜(1) und x˜(2).
So konvergiert etwa das Augmented-Lagrange-/Polak-Ribie`re-Verfahren gegen das lokale
Minimum bei x˜(1). Einen nahe x˜(1) liegenden Endpunkt besitzen sowohl das Augmented-
Lagrange-Verfahren als auch die Barriere-Methode mit dem Fletcher-Reeves-Verfahren zur
unrestringierten Minimierung. Das Augmented-Lagrange-/Quasi-Newton-Verfahren kon-
vergiert erneut gegen x˜(2).
Bei den beiden neu erreichten Endpunkten handelt es sich um den Punkt
x˜(4) = (110.92, 137.90, 99.81, 0.25, 0.74)T mit dem approximierten Totaldruckverha¨lt-
nis 1.52 und dem approximierten Totaldruckverlust 0.0204 sowie um den Punkt
x˜(5) = (108.18, 137.48, 99.60, 0.21, 0.74)T mit den angena¨herten Funktionswerten -1.52 res-
pektive 0.0293 (vgl. Abb. 5.23, links). Die Norm des Gradienten der gewichteten Zielfunk-
tion ist in beiden Punkten gering.
Abbildung 5.23: Zielfunktionswerte der Ersatzmodell-Datenbasis in schwarz, Approxi-
mation der Zielfunktionswerte aller Endpunkte der konvergierten Verfahren (links) sowie
wahre Werte der Barriere-Methode mit Polak-Ribie`re-Verfahren (rechts) bei Gewichtung
mit den Faktoren -1.046 und 9.009.
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Die Konvergenzverla¨ufe des Augmented-Lagrange-Verfahrens und der Barriere-Methode
sind in Abbildung 5.24 dargestellt. Das Gradientenverfahren konvergiert wiederum sehr
langsam und u¨berschreitet bei beiden Verfahren die maximale Iterationsanzahl von 250
Iterationen.
Sowohl beim Augmented-Lagrange-Verfahren als auch bei der Barriere-Methode weist das
Quasi-Newton-Verfahren die geringste Anzahl an Iterationen auf. Das in Abbildung 5.24,
rechts, dargestellte anfa¨ngliche Verhalten des Quasi-Newton-Verfahrens bei der Barriere-
Methode liegt in den Restriktionen der freien Variablen begru¨ndet, welche in den loga-
rithmischen Barriere-Term eingehen. Der Wert des logarithmischen Barriere-Terms der zu
minimierenden Funktion Φ verringert sich, sobald sich die Iterierte von den Grenzen (5.1)
entfernt und weiter in die Mitte des zula¨ssigen Bereichs bewegt. Dies kann jedoch eine
Erho¨hung des Funktionswertes der gewichteten Zielfunktion, wie dies zwischen Iteration 5
und Iteration 11 der Fall ist, zur Folge haben.
Die Verfahren von Fletcher-Reeves und Polak-Ribie`re weisen je nach Art des restringierten
Verfahrens ein unterschiedliches Verhalten auf. So zeigt die erstgenannte Methode beim
Augmented-Lagrange-Verfahren ein besseres Verhalten, wa¨hrend bei der Barriere-Methode
das Polak-Ribie`re-Verfahren in einer geringeren Anzahl an Iterationen konvergiert.
Vergleichen wir die restringierten Verfahren, so weist die Barriere-Methode im Vergleich
zum Augmented-Lagrange-Verfahren im Mittel eine geringfu¨gig ho¨here Anzahl an Itera-
tionen auf. Das beste und stabilste Konvergenzverhalten zeigt das Augmented-Lagrange-/
Quasi-Newton-Verfahren.
Nach Optimierung des Ersatzmodells werden sodann mit Hilfe des Stro¨mungslo¨sers MISES
die wahren Funktionswerte fu¨r das nach den approximierten Werten zu urteilen neu ermit-
telte Pareto-Optimum x˜(4) berechnet. Die wahren Funktionswerte fu¨r den nach Abbildung
5.23, links, zweiten vielversprechenden Punkt x˜(2) wurden bereits im vorherigen Abschnitt
errechnet und diskutiert (vgl. Abb. 5.21, rechts).
Abbildung 5.24: Konvergenzverhalten des Augmented-Lagrange-Verfahrens (links) und
der Barriere-Methode (rechts) bei Gewichtung mit den Faktoren -1.046 und 9.009 und ver-
schiedenen Verfahren zur unrestringierten Minimierung (ausgefu¨lltes Symbol: unrestrin-
giertes Verfahren, nichtausgefu¨lltes Symbol: restringiertes Verfahren).
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Abbildung 5.23, rechts, zeigt die wahren Funktionswerte fu¨r den Endpunkt x˜(4) der Barri-
ere-Methode mit Polak-Ribie`re-Verfahren. MISES berechnet ein Totaldruckverha¨ltnis von
1.521 und einen Totaldruckverlust von 0.027. Beim Vergleich der approximierten und
wahren Funktionswerte erkennen wir, dass das vorhergesagte und das wahre Totaldruck-
verha¨ltnis sehr gut u¨bereinstimmen. Einzig der Totaldruckverlust wurde mit einem Wert
von 0.0204 besser vorhergesagt.
Der Grund fu¨r die sehr gute Vorhersage des Totaldruckverha¨ltnisses kann jedoch nicht mit
Hilfe der Unsicherheiten bei x˜(4), welche das Direct GEK zusa¨tzlich zu den approximierten
Funktionswerten liefert, begru¨ndet werden: Die Unsicherheit fu¨r das Totaldruckverha¨ltnis
ist durch h1(x˜
(4)) = 0.15 gegeben, wohingegen die Unsicherheit des Totaldruckverlus-
tes durch h2(x˜
(4)) = 0.13 gegeben ist. Somit besitzt das gut vorhergesagte Totaldruck-
verha¨ltnis eine gro¨ßere Unsicherheit als der Totaldruckverlust. Eventuell ist die sehr gute
Vorhersage des Totaldruckverha¨ltnisses ein eher zufa¨lliges Resultat des Direct GEK.
Aufgrund des schlechteren wahren Totaldruckverlustes handelt es sich bei x˜(4) daraufhin
nicht mehr um ein Pareto-Optimum.
Im folgenden Abschnitt werden wir die Gewichtung des Totaldruckverha¨ltnisses weiter
erho¨hen, da vier der sechs im obigen Abschnitt analysierten Verfahren gegen die schon
vorher bekannten Punkte x˜(1) und x˜(2) mit einem geringen Totaldruckverha¨ltnis konver-
gieren (vgl. Abb. 5.23, links).
Optimierung von -1.245·pTPR + 0.452·pTPL ohne Restriktion
In diesem Abschnitt werden die Auswirkungen einer noch sta¨rkeren Gewichtung des Total-
druckverha¨ltnisses durch den Faktor -1.245 untersucht. Der Totaldruckverlust geht durch
den Gewichtungsfaktor 0.452 in die gewichtete Summe ein. Der Startpunkt ist weiterhin
der Punkt x(0) = (114.9, 136, 100, 0.2170, 0.7447)T und die Unsicherheit wird im Folgenden
nicht restringiert.
Die approximierten Zielfunktionswerte der Endpunkte aller konvergierten Verfahren sind
in Abbildung 5.25, links, dargestellt. Die große Gewichtung des Totaldruckverha¨ltnisses
bewirkt eine im Vergleich zum vorherigen Abschnitt noch sta¨rkere Verschiebung der appro-
ximierten Funktionswerte der Endpunkte nach links. Die geringe Gewichtung des Total-
druckverlustes hat jedoch zur Folge, dass die Endpunkte aller Verfahren, mit Ausnahme des
Augmented-Lagrange-/Quasi-Newton-Verfahrens, einen sehr hohen approximierten Total-
druckverlust aufweisen. Anscheinend geht dieser bei der Gewichtung nun in zu geringem
Maße ein (vgl. Abb. 5.25, links).
Die unterschiedlichen Verfahren konvergieren gegen die in Abbildung 5.25, links, gekenn-
zeichneten lokalen Minima
x˜(6) =(114.17, 136.21, 99.76, 0.29, 0.78)T mit pTPR = 1.51 und pTPL = 0.057,
x˜(7) =(107.34, 141.56, 97.97, 0.29, 0.78)T mit pTPR = 1.59 und pTPL = 0.034,
x˜(8) =(108.89, 136.27, 90.00, 0.30, 0.78)T mit pTPR = 1.62 und pTPL = 0.012,
x˜(9) =(114.04, 136.26, 99.94, 0.21, 0.74)T mit pTPR = 1.48 und pTPL = 0.018 sowie
x˜(10) =(109.04, 137.51, 99.56, 0.21, 0.74)T mit pTPR = 1.52 und pTPL = 0.032.
Die Norm des Gradienten der gewichteten Zielfunktion ist in allen Punkten mit Aus-
nahme von x˜(8) klein. Bei diesem zum Augmented-Lagrange-/Quasi-Newton-Verfahren
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geho¨renden Endpunkt besitzt der Gradient der gewichteten Zielfunktion im vierten Ein-
trag der zugeho¨rigen freien Variable ySS einen vergleichsweise großen Wert. Dieser erkla¨rt
sich durch das Erreichen der oberen Grenze von ySS. Aus demselben Grund tritt das in
Abbildung 5.26, links, dargestellte Konvergenzverhalten des Augmented-Lagrange-/Quasi-
Newton-Verfahrens nach den Iterationen 86, 103, 120 und 138 auf. Hier ist das typische
Verhalten aufgrund einer Unzula¨ssigkeit der Iterierten erkennbar. Erst eine Erho¨hung des
Strafparameters µk fu¨hrt zur Zula¨ssigkeit der Iterierten im vierten Eintrag. Dies hat je-
doch eine Vergro¨ßerung des Zielfunktionswertes zur Folge.
Vergleichen wir die unrestringierten Verfahren, so zeigt das Quasi-Newton-Verfahren bei
der Barriere-Methode das schnellste Konvergenzverhalten. Beim Augmented-Lagrange-
Verfahren weisen sowohl das Quasi-Newton- als auch das Fletcher-Reeves-Verfahren die
geringste Anzahl an Iterationen auf.
Die Verfahren von Fletcher-Reeves und Polak-Ribie`re zeigen ein unterschiedliches Ver-
halten je nach Art des restringierten Verfahrens. Ersteres Verfahren zeigt eine geringere
Iterationsanzahl beim Augmented-Lagrange-Verfahren, wa¨hrend letzteres eine schnelle-
re Konvergenz bei der Barriere-Methode aufweist. In diesem Zusammenhang sei darauf
hingewiesen, dass das Polak-Ribie`re-Verfahren zwar in beiden Fa¨llen gegen einen Punkt
mit geringerem Zielfunktionswert konvergiert, dies jedoch beim Vergleich beider Verfahren
nicht maßgeblich ist, da diese gegen lokale und nicht globale Minima konvergieren.
Das Gradientenverfahren wird bei dieser und allen folgenden Auswertungen nicht weiter
betrachtet, da es in sa¨mtlichen untersuchten Fa¨llen die maximale Iterationsanzahl der
unrestringierten Verfahren von 250 Iterationen u¨berschreitet und bis zum Abbruch ein
a¨ußerst langsames Konvergenzverhalten aufweist.
Beim Vergleich der restringierten Verfahren zeigt die Barriere-Methode bei aktueller Ge-
wichtung eindeutig das bessere Konvergenzverhalten (vgl. Abb. 5.26). Diese konvergiert
mit allen Verfahren zur unrestringierten Optimierung in deutlich weniger Iterationen.
Abbildung 5.25: Zielfunktionswerte der Ersatzmodell-Datenbasis in schwarz, Approxi-
mation der Zielfunktionswerte aller Endpunkte der konvergierten Verfahren (links) sowie
wahre Werte des Augmented-Lagrange-/Quasi-Newton-Verfahrens (rechts) bei Gewich-
tung mit den Faktoren -1.245 und 0.452.
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Abbildung 5.26: Konvergenzverhalten des Augmented-Lagrange-Verfahrens (links) und
der Barriere-Methode (rechts) bei Gewichtung mit den Faktoren -1.245 und 0.452 und ver-
schiedenen Verfahren zur unrestringierten Minimierung (ausgefu¨lltes Symbol: unrestrin-
giertes Verfahren, nichtausgefu¨lltes Symbol: restringiertes Verfahren).
Im Anschluss an die Optimierung berechnen wir wiederum mit Hilfe des Stro¨mungslo¨sers
MISES die wahren Funktionswerte fu¨r den vielversprechenden Endpunkt x˜(8) des Augmen-
ted-Lagrange-/Quasi-Newton-Verfahrens (siehe Abb. 5.25, links). Abbildung 5.25, rechts,
zeigt diese wahren Funktionswerte. MISES berechnet ein Totaldruckverha¨ltnis von 1.611
und einen Totaldruckverlust von 0.0301 gegenu¨ber den vorhergesagten Werten 1.618 res-
pektive 0.0118. Das Totaldruckverha¨ltnis mit einer Unsicherheit h1(x˜
(8)) = 0.069 wird
somit wiederum sehr gut vorhergesagt, der Totaldruckverlust mit h2(x˜
(8)) = 0.068 hin-
gegen falsch. Wie schon im vorherigen Abschnitt la¨sst die Gro¨ße der Unsicherheit keinen
Ru¨ckschluss auf die Richtigkeit der Vorhersage durch das Direct GEK zu.
Der gesamte vorherige Abschnitt zeigt, dass die Gradienten-basierte Optimierung des Er-
satzmodells eines Verdichterdesignproblems mit Hilfe der im Rahmen dieser Arbeit im-
plementierten Verfahren funktioniert. Mit Ausnahme des Gradientenverfahrens, dessen
langsames Konvergenzverhalten in der Literatur wohlbekannt ist (vgl. [35], S. 99), kon-
vergieren alle Verfahren gegen lokale Minima der jeweiligen gewichteten Zielfunktion. Die
Punkte, gegen die die Verfahren konvergieren, besitzen teilweise sehr vielversprechende
approximierte Funktionswerte.
Bei der anschließenden Berechnung mit MISES wichen die wahren Werte von den appro-
ximierten Werten oft erkennbar ab. Eine Restriktion der Unsicherheit kann hier eventuell
bessere Resultate liefern. Leider konnten wir im vorherigen Abschnitt aus den dort auf-
tretenden Unsicherheiten keinen zuverla¨ssigen Schluss auf die notwendige Gro¨ße dieser
Restriktion ziehen: Richtig vorhergesagte Werte besaßen teilweise eine ho¨here Unsicher-
heit als die falsch approximierten Funktionswerte und Funktionswerte mit einer Unsicher-
heit von 0.13 wurden genauso schlecht vorhergesagt wie Funktionswerte mit einer um die
Ha¨lfte verringerten Unsicherheit von 0.07. Eventuell ist die Restriktion der Unsicherheit
die falsche Herangehensweise, da das Direct GEK hier anscheinend zu ungenaue Werte
liefert.
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Weiter erkennen wir, dass die Gewichtung der beiden Zielfunktionen und die Anpassung
dieser Gewichtungsfaktoren zwar die richtigen Tendenzen zeigen, es jedoch sehr schwer
kontrollierbar ist, gegen welchen Punkt die einzelnen Verfahren letztendlich konvergieren.
Der folgende Abschnitt wird eine Herangehensweise aufzeigen, die bessere Ergebnisse lie-
fert. Vorerst werden wir nicht die Unsicherheit restringieren, sondern die Minimierung
des Totaldruckverha¨ltnisses bei unterschiedlich starker Restriktion des Totaldruckverlus-
tes untersuchen.
5.2.2 Optimierung des Totaldruckverha¨ltnisses unter Restriktion des
Totaldruckverlustes
Im folgenden Abschnitt betrachten wir die Auswirkungen einer Maximierung des Total-
druckverha¨ltnisses bei Restriktion des Totaldruckverlustes. Es werden unterschiedlich star-
ke Restriktionen untersucht. Insbesondere wollen wir analysieren, ob es mo¨glich ist, die
Lu¨cke der Pareto-Front bei einem Totaldruckverha¨ltnis von 1.62 (vgl. Abb. 5.20) mit Hilfe
geeigneter Punkte beziehungsweise Verdichterprofilkonfigurationen zu schließen.
Restriktion des Totaldruckverlustes durch 0.04
Im Folgenden soll der Totaldruckverlust durch 0.04 nach oben beschra¨nkt werden, d.h.
pTPL ≤ 0.04. Bei der Barriere-Methode muss der Startpunkt in der zula¨ssigen Menge lie-
gen (vgl. Verfahren 4.1). Da der bisherige Startpunkt mit einem Totaldruckverlust von
0.0451 die Nebenbedingung an diesen nicht erfu¨llt (siehe bspw. Abb. 5.25), verwenden
wir x(0) = (110.204, 146.327, 95.306, 0.239, 0.720)T als neuen Startpunkt (siehe Abb. 5.27).
Obwohl das Augmented-Lagrange-Verfahren keinen zula¨ssigen Startpunkt beno¨tigt, ver-
wenden wir aus Gru¨nden der besseren Vergleichbarkeit der Resultate den neuen Startpunkt
fu¨r beide Verfahren der restringierten Minimierung.
Abbildung 5.27, links, zeigt die erreichten Endpunkte des Augmented-Lagrange-Verfahrens
und der Barriere-Methode. Aufgrund der Na¨he zur Pareto-Front ist insbesondere der End-
Abbildung 5.27: Zielfunktionswerte der Ersatzmodell-Datenbasis in schwarz, Approxi-
mation der Zielfunktionswerte aller Endpunkte der konvergierten Verfahren (links) sowie
wahre Werte des Augmented-Lagrange-/Quasi-Newton-Verfahrens (rechts) bei Restriktion
des Totaldruckverlustes durch 0.04.
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punkt x˜(1) = (100.08, 137.83, 90.00, 0.28, 0.78)T des Augmented-Lagrange-/Quasi-Newton-
Verfahrens mit einem approximierten Totaldruckverha¨ltnis von 1.656 und einem approxi-
mierten Totaldruckverlust von 0.039 interessant.
Die unterschiedlichen Verhaltensweisen der Barriere-Methode und des Augmented-Lagran-
ge-Verfahrens bei Auftreten einer Nebenbedingung sind in Abbildung 5.27, links, erkenn-
bar. Die Barriere-Methode konvergiert als Innere-Punkte-Methode mit allen Verfahren
zur unrestringierten Minimierung gegen lokale Minima mit einem Totaldruckverlust von
0.0328. Dieser liegt somit weit unter der Grenze von 0.04. Das Augmented-Lagrange-
Verfahren konvergiert hingegen gegen lokale Minima mit einem Totaldruckverlust nahe
der zula¨ssigen oberen Grenze.
Da wir in diesem Fall den Totaldruckverlust nicht minimieren, sondern restringieren, liegt
das Augenmerk auf dem zu maximierenden Totaldruckverha¨ltnis. Hier konvergiert das
Augmented-Lagrange-Verfahren gegen die weitaus besseren Punkte (vgl. Abb. 5.27, links),
jedoch sei erneut darauf hingewiesen, dass die Verfahren gegen lokale und nicht globale
Minima konvergieren.
Nach Abschluss der Optimierung des Ersatzmodells berechnen wir die wahren Funktions-
werte fu¨r den vielversprechenden Punkt x˜(1) des Augmented-Lagrange-/Quasi-Newton-
Verfahrens mit MISES. Wir erhalten ein Totaldruckverha¨ltnis von 1.655 und einen To-
taldruckverlust von 0.0405 im Vergleich zu den approximierten Werten 1.656 respektive
0.039. Diese gute U¨bereinstimmung der vorhergesagten und wahren Werte spiegelt sich
erstmals auch in den Unsicherheiten wieder: Das Direct GEK berechnet fu¨r das approxi-
mierte Totaldruckverha¨ltnis eine geringe Unsicherheit von h1(x˜
(1)) = 0.044 und fu¨r den
Totaldruckverlust die geringe Unsicherheit h2(x˜
(1)) = 0.029.
Erstmals erreichen unsere Verfahren nicht nur im Ersatzmodell ein gutes Optimierungs-
resultat, sondern auch bei der darauffolgenden U¨berpru¨fung mit MISES. Der berechnete
Punkt erreicht zwar nicht exakt die Werte -1.657 und 0.0395, -1.656 und 0.0392 oder -1.655
und 0.0390 der zuvor mit AutoOpti berechneten umliegenden Pareto-Optima, allerdings
wurde x˜(1) auch mit Hilfe des Ersatzmodells und nicht direkt mit MISES berechnet. Ver-
gleichen wir die Eintra¨ge dieser eben genannten optimalen Verdichterprofilkonfigurationen
mit den Eintra¨gen von x˜(1), so ist eine gute U¨bereinstimmung der Werte aller fu¨nf freien
Variablen erkennbar. Der Punkt x˜(1) befindet sich folglich tatsa¨chlich nahe den umliegen-
den Pareto-Optima.
Restriktion des Totaldruckverlustes durch 0.03
In diesem Abschnitt wird die obere Grenze des Totaldruckverlustes auf den Wert 0.03
herabgesetzt. Das Totaldruckverha¨ltnis soll weiterhin maximiert werden. Da der im vor-
herigen Abschnitt verwendete Startpunkt wiederum die nun sta¨rkere Nebenbedingung
an den Totaldruckverlust verletzt, betrachten wir im Folgenden den neuen Startpunkt
x(0) = (107.918, 138.414, 90.710, 0.297, 0.737)T (vgl. Abb. 5.28).
In Abbildung 5.28, links, wird das unterschiedliche Verhalten der beiden restringierten
Verfahren erneut sichtbar. Die Endpunkte des Augmented-Lagrange-Verfahrens befinden
sich wiederholt nahe der oberen Grenze, wa¨hrend die Barriere-Methode gegen Punkte
konvergiert, deren Totaldruckverlust deutlich von dieser entfernt ist.
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Abbildung 5.28: Zielfunktionswerte der Ersatzmodell-Datenbasis in schwarz, Approxi-
mation der Zielfunktionswerte aller Endpunkte der konvergierten Verfahren (links) so-
wie wahre Werte ausgewa¨hlter Verfahren (rechts) bei Restriktion des Totaldruckverlustes
durch 0.03.
Besonders vielversprechend sind die beiden Endpunkte
x˜(2) =(107.92, 138.41, 90.71, 0.30, 0.74)T mit pTPR = 1.621 und pTPL = 0.0290 und
x˜(3) =(108.42, 137.16, 90.00, 0.30, 0.78)T mit pTPR = 1.622 und pTPL = 0.0293
des Augmented-Lagrange-Verfahrens mit dem Polak-Ribie`re- respektive Quasi-Newton-
Verfahren zur unrestringierten Minimierung.
Nach Abschluss der Optimierung berechnet MISES die wahren Funktionswerte der beiden
eben genannten Punkte. Fu¨r x˜(2) erhalten wir das Totaldruckverha¨ltnis 1.620 und den
Totaldruckverlust 0.0289, fu¨r x˜(3) die Werte 1.619 und 0.0290 (vgl. Abb. 5.28, rechts).
Die sehr gute U¨bereinstimmung der Vorhersagen mit den wahren Werten spiegelt sich
erneut in den Unsicherheiten wieder, welche eine a¨hnlich geringe Gro¨ßenordnung wie im
vorherigen Abschnitt aufweisen.
Somit ist es uns erneut gelungen, Punkte beziehungsweise Verdichterprofilkonfigurationen
zu ermitteln, welche nicht nur bei Betrachtung des Ersatzmodells, sondern insbesondere
bei Untersuchung der wahren Zielfunktionswerte nahe den durch AutoOpti berechneten
Pareto-Optima liegen.
Restriktion des Totaldruckverlustes durch 0.025
Im folgenden Abschnitt soll der Totaldruckverlust noch sta¨rker restringiert werden. Wir
wa¨hlen fu¨r diesen als neue obere Grenze den Wert 0.025. Wie Abbildung 5.29, links, ver-
deutlicht, existieren nur wenige Punkte in der Datenbasis, welche diese Nebenbedingung
erfu¨llen. Der Punkt x(0) = (107.520, 138.725, 91.903, 0.299, 0.703)T sei der neue Startpunkt
der Verfahren (vgl. Abb. 5.29).
In diesem Abschnitt untersuchen wir eine sehr starke Restriktion des Totaldruckverlustes,
um eventuelle Grenzen der Verfahren aufzuzeigen und falls mo¨glich Verdichterprofilkonfi-
gurationen in der Pareto-Front zu errechnen.
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Wie der in Abbildung 5.29, links, eingezeichnete Endpunkt des Fletcher-Reeves-Verfahrens
veranschaulicht, hat die Barriere-Methode nun gro¨ßere Schwierigkeiten gegen Punkte zu
konvergieren, deren Totaldruckverlust erkennbar von der oberen Grenze entfernt ist. Auch
die beiden verbleibenden Endpunkte der Barriere-Methode besitzen einen Totaldruckver-
lust, der im Vergleich zu den Verlusten der vorherigen Abschnitte deutlich na¨her an der
oberen Grenze liegt.
Im Anschluss an die Optimierung berechnen wir die wahren Funktionswerte der vier fu¨r
uns interessanten Punkte (vgl. Abb. 5.29, links)
x˜(4) =(107.87, 137.97, 90.03, 0.30, 0.72)T mit pTPR = 1.590 und pTPL = 0.0250,
x˜(5) =(107.82, 137.87, 90.00, 0.30, 0.73)T mit pTPR = 1.595 und pTPL = 0.0250,
x˜(6) =(107.00, 139.27, 91.83, 0.29, 0.71)T mit pTPR = 1.578 und pTPL = 0.0247 und
x˜(7) =(107.26, 139.31, 92.48, 0.29, 0.71)T mit pTPR = 1.573 und pTPL = 0.0247
mit Hilfe von MISES. Abbildung 5.29, rechts, zeigt die Resultate des Stro¨mungslo¨sers.
Wir erhalten fu¨r die Punkte x˜(4) bis x˜(7) jeweils das folgende wahre Totaldruckverha¨ltnis
und den wahren Totaldruckverlust 1.590 und 0.0259, 1.594 und 0.0261, 1.580 und 0.0254
respektive 1.574 und 0.0253. Wie aufgrund der Abbildung 5.29, links, zu erwarten ist,
werden die Totaldruckverluste fu¨r alle betrachteten Punkte zu gut vorhergesagt. Die Vor-
hersagen des Totaldruckverha¨ltnisses sind hingegen richtig. Dieser Unterschied zwischen
der guten Vorhersage des Totaldruckverha¨ltnisses und der relativ ungenauen Vorhersage
des Totaldruckverlustes spiegelt sich nicht in den Unsicherheiten wider. Hier erhalten wir
fu¨r alle betrachteten Werte geringe Unsicherheiten zwischen 0.01 und 0.05.
Anhand dieser starken Restriktion des Totaldruckverlustes konnten wir nachweisen, dass
die Verfahren weiter stabil gegen lokale Minima konvergieren und dabei die Nebenbedin-
gung nicht verletzen.
Abbildung 5.29: Zielfunktionswerte der Ersatzmodell-Datenbasis in schwarz, Approxima-
tion der Zielfunktionswerte aller Endpunkte der konvergierten Verfahren (links) sowie wah-
re Werte ausgewa¨hlter Verfahren (rechts) bei Restriktion des Totaldruckverlustes durch
0.025.
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Restriktion des Totaldruckverlustes durch 0.0325
Im folgenden Abschnitt untersuchen wir, inwieweit es mo¨glich ist, die Lu¨cke in der Pareto-
Front bei einem Totaldruckverha¨ltnis von 1.62 (vgl. Abb. 5.20) zu schließen. Das zuvor
untersuchte Problem mit Restriktion des Totaldruckverlustes durch den Wert 0.03 (vgl.
S. 81) gab aufgrund einer zu starken Restriktion keine zufriedenstellende Antwort bezu¨glich
dieser Frage. Aus diesem Grund begrenzen wir im Folgenden den Totaldruckverlust durch
0.0325 nach oben. Der Punkt x(0) = (107.87, 138.56, 90.51, 0.30, 0.78)T sei der neue Start-
punkt aller Verfahren.
Abbildung 5.30 zeigt die approximierten Funktionswerte der Endpunkte aller untersuch-
ten Verfahren. Selbst bei Lockerung der Restriktion gelingt es keinem der Verfahren die
Lu¨cke der Pareto-Front zu schließen. Die Verfahren konvergieren erneut gegen Punkte mit
approximierten Zielfunktionswerten nahe den Endpunkten bei Restriktion durch 0.03 (vgl.
Abb. 5.28, links).
Die Lockerung der Restriktion des Totaldruckverlustes hat keine entsprechende Erho¨hung
von diesem zur Folge. Anscheinend existieren keine Verdichterprofilkonfigurationen, die in
diesem Bereich des Totaldruckverha¨ltnisses und Totaldruckverlustes konvergieren.
Das vorangegangene Unterkapitel zeigt, dass die Maximierung des Totaldruckverha¨ltnisses
bei Restriktion des Totaldruckverlustes deutlich bessere Resultate als die in Abschnitt 5.2.1
betrachtete Optimierung der gewichteten Summe liefert. Die bessere Kontrolle der mo¨gli-
chen Endpunkte konvergierter Verfahren stellt einen bemerkenswerten Vorteil dieser Her-
angehensweise dar.
Des Weiteren konnten wir in diesem Abschnitt ein unterschiedliches Verhalten der beiden
restringierten Verfahren im Umgang mit der Nebenbedingung an den Totaldruckverlust
Abbildung 5.30: Zielfunktionswerte der Ersatzmodell-Datenbasis in schwarz und Approxi-
mation der Zielfunktionswerte aller Endpunkte der konvergierten Verfahren bei Restriktion
des Totaldruckverlustes durch 0.0325.
84
5 Auswertung der implementierten Verfahren
registrieren. Die Barriere-Methode konvergiert als Innere-Punkte-Methode vornehmlich
gegen deutlich von der oberen Grenze entfernte Punkte. Die Endpunkte des Augmented-
Lagrange-Verfahrens ko¨nnen hingegen die Grenzen des Totaldruckverlustes und der freien
Variablen tangieren.
Diese unterschiedlichen Verhaltensweisen mu¨ssen bei einer Optimierung entsprechend be-
ru¨cksichtigt werden. Um gleiche Ergebnisse zu erhalten, ko¨nnte man die Restriktion der
Barriere-Methode gegenu¨ber der des Augmented-Lagrange-Verfahrens lockern.
Die verschiedenen Konvergenzverla¨ufe der Verfahren wurden im vorherigen Abschnitt nicht
weiter betrachtet, da das Augenmerk dieses und der nachfolgenden Abschnitte auf der Un-
tersuchung verschiedener Herangehensweisen zur Lo¨sung des Mehrziel-Verdichterproblems
liegt.
Grundsa¨tzlich zeigen die Verfahren das bereits bekannte Konvergenzverhalten. Insbeson-
dere weisen die restringierten Verfahren mit dem Quasi-Newton-Verfahren zur unrestrin-
gierten Minimierung weiterhin eine vergleichbar geringe Iterationsanzahl auf.
5.2.3 Optimierung der gewichteten Summe mit Restriktion
Durch gewichtete Addition der Zielfunktionen Totaldruckverha¨ltnis und Totaldruckverlust
wird das Mehrzieloptimierungsproblem erneut auf ein Problem der Form (P) reduziert.
Hierbei verwenden wir die schon untersuchte Gewichtung durch das arithmetische Mittel
der Funktionswerte aller 1206 in der Datenbasis enthaltenen Verdichterprofile. Somit wird
das Totaldruckverha¨ltnis mit dem Faktor − 11.593 ≈ −0.628 und der Totaldruckverlust mit
dem Faktor 10.037 ≈ 27.027 gewichtet.
Im folgenden Abschnitt betrachten wir verschieden starke Restriktionen der Unsicherhei-
ten h1(x) und h2(x) des Totaldruckverha¨ltnisses respektive Totaldruckverlustes. Die freien
Variablen werden wie in (5.1) gefordert restringiert.
Der Punkt x(0) = (107.72, 137.94, 90.24, 0.30, 0.77)T sei Startpunkt aller Verfahren. Dieser
weist aufgrund seiner Lage nahe der Pareto-Front mit vielen beprobten Punkten in der
Na¨he (siehe bspw. Abb. 5.31) die vergleichbar geringen Unsicherheiten h1(x
(0)) = 0.035
und h2(x
(0)) = 0.018 auf. Solch geringe Unsicherheiten des Startpunktes sind notwendig,
um in den folgenden Abschnitten die Auswirkungen bei A¨nderung der Unsicherheitsres-
triktionen untersuchen zu ko¨nnen.
Optimierung bei Restriktion h1(x) ≤ 0.04 und h2(x) ≤ 0.02
Der folgende Abschnitt beschreibt die Auswirkungen bei Restriktion der Unsicherhei-
ten des Totaldruckverha¨ltnisses und Totaldruckverlustes durch 0.04 respektive 0.02 nach
oben. Diese sehr starke Restriktion schra¨nkt die Menge der zula¨ssigen Punkte ein. Selbst
der Startpunkt x(0) mit den relativ geringen Unsicherheiten 0.035 beziehungsweise 0.018
genu¨gt der Restriktion nur relativ knapp.
Abbildung 5.31, links, zeigt die approximierten Zielfunktionswerte der Endpunkte aller un-
tersuchten Verfahren. Die starke Restriktion hat fu¨r die Endpunkte der Barriere-Methode
zur Folge, dass diese sich kaum vom Startpunkt entfernen. Ein Vergleich der linken und
rechten Abbildung 5.31 zeigt jedoch auch, dass die vorhergesagten und wahren Zielfunk-
tionswerte der Barriere-Methode keine große Differenz aufweisen. Aufgrund der starken
Unsicherheitsrestriktion stimmt die Vorhersage des Direct GEK gut mit den wahren Ziel-
funktionswerten u¨berein.
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Im Vergleich zur Barriere-Methode zeigen die Endpunkte des Augmented-Lagrange-Ver-
fahrens ein anderes Verhalten. Aufgrund der Abbruchbedingung n
(
x(k+1)
) ≤ ηk in Schritt 3
des Augmented-Lagrange-Verfahrens 4.2 besteht die Mo¨glichkeit, dass die Endpunkte des
Verfahrens eine geringe Unzula¨ssigkeit aufweisen. Hierbei ist n = n(x) die Nebenbedin-
gungsverletzung (vgl. Formel (4.2), S. 37).
Da die auftretenden freien Variablen und die Unsicherheiten h1 sowie h2 des Totaldruck-
verha¨ltnisses respektive Totaldruckverlustes nicht normiert betrachtet werden, hat eine
geringe Verletzung der relativ kleinen Unsicherheitsrestriktionen kaum Gewicht. Folglich
besitzen die Augmented-Lagrange-Endpunkte trotz Unsicherheitsrestriktion durch 0.04
beziehungsweise 0.02 die Unsicherheiten h1(x) ≈ 0.05 und h2(x) ≈ 0.029 und sind somit
unzula¨ssig.
Die geringfu¨gige U¨berschreitung der oberen Grenze 0.3 der freien Variable ySS durch den im
Endpunkt angenommenen Wert 0.302 kann ebenso mit Hilfe obiger Erla¨uterung begru¨ndet
werden: Diese U¨berschreitung der oberen Grenze hat eine noch kleinere Nebenbedingungs-
verletzung als die der Unsicherheiten h1 respektive h2 zur Folge und fa¨llt somit nicht ins
Gewicht.
Ist die strikte Zula¨ssigkeit der Punkte gefordert, so mu¨ssen die Restriktionen an die freien
Variablen und Unsicherheiten entsprechend versta¨rkt werden.
Vergleichen wir die approximierten und wahren Zielfunktionswerte der Augmented-La-
grange-Endpunkte in Abbildung 5.31, so ko¨nnen wir eine gute Vorhersage des Totaldruck-
verha¨ltnisses und relativ große Differenzen beim Totaldruckverlust feststellen. Obwohl die
Unsicherheitsrestriktion durch das Augmented-Lagrange-Verfahren u¨berschritten wurde,
kann eine solche Abweichung der vorhergesagten und wahren Totaldruckverlustwerte nicht
durch die weiterhin relativ geringe Unsicherheit h2(x) ≈ 0.029 erkla¨rt werden. Die durch
das Direct GEK berechnete Unsicherheit ist in diesem Fall erneut zu gering.
Abbildung 5.31: Zielfunktionswerte der Ersatzmodell-Datenbasis in schwarz, Approxi-
mation der Zielfunktionswerte aller Endpunkte der konvergierten Verfahren (links) sowie
wahre Werte ausgewa¨hlter Verfahren (rechts) bei Restriktion der Unsicherheiten durch
h1(x) ≤ 0.04 und h2(x) ≤ 0.02.
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Optimierung bei schwa¨cheren Restriktionen
Im folgenden Abschnitt analysieren wir die Auswirkungen bei Lockerung der Unsicher-
heitsrestriktionen. Die drei Fa¨lle
h1(x) ≤ 0.05 und h2(x) ≤ 0.025,
h1(x) ≤ 0.06 und h2(x) ≤ 0.03 sowie
h1(x) ≤ 0.09 und h2(x) ≤ 0.045
werden betrachtet. Abbildung 5.33 zeigt die approximierten und wahren Zielfunktionswer-
te aller konvergierten Verfahren der drei obigen Fa¨lle im Vergleich.
Im Verlauf der fortschreitenden Lockerung der Unsicherheitsrestriktionen (in Abb. 5.33
von oben nach unten) entfernen sich die approximierten Zielfunktionswerte der Barriere-
Methode weiter vom Startpunkt (vgl. Abb. 5.33, links). Den Verfahren stehen nun mehr
zula¨ssige Punkte fu¨r die Optimierung zur Verfu¨gung. Aufgrund der relativ starken Ge-
wichtung des Totaldruckverlustes konvergieren die Verfahren gegen Punkte mit einem
geringeren Totaldruckverlust und folglich einem geringeren Totaldruckverha¨ltnis. Gleiches
Verhalten konnten wir schon in Abschnitt 5.2.1 bei Gewichtung durch die Faktoren -0.628
und 27.027 feststellen.
Ein Vergleich der approximierten und wahren Funktionswerte zeigt eine Folge der schwa¨-
cheren Restriktionen. Die Barriere-Methode weist bei fortschreitender Lockerung grund-
sa¨tzlich eine ho¨here Differenz der approximierten und wahren Zielfunktionswerte auf. In
Abbildung 5.32 ist die Norm des Differenzvektors(
pTPR, approx − pTPR, wahr
pTPL, approx − pTPL, wahr
)
fu¨r die verschiedenen, untersuchten Unsicherheitsrestriktionen und Verfahren angegeben.
Trotz Schwankungen erkennen wir u¨berwiegend einen Aufwa¨rtstrend der Norm des Dif-
ferenzvektors fu¨r alle unrestringierten Verfahren der Barriere-Methode. Wie zu erwarten
werden die Zielfunktionswerte bei schwa¨cherer Restriktion meist schlechter vorhergesagt.
Die approximierten Zielfunktionswerte des Augmented-Lagrange-Verfahrens weisen keine
A¨nderung bei Lockerung der Unsicherheitsrestriktionen auf (siehe Abb. 5.33, links, von
oben nach unten). Wie zuvor bei Restriktion durch 0.04 respektive 0.02 konvergieren die
Verfahren unabha¨ngig von den gegenwa¨rtigen Unsicherheitsrestriktionen gegen Punkte
mit einem approximierten Totaldruckverha¨ltnis von etwa 1.59 und einem Totaldruckver-
lust von circa 0.0245.
In den beiden Fa¨llen h1(x) ≤ 0.05 und h2(x) ≤ 0.025 sowie h1(x) ≤ 0.06 und h2(x) ≤ 0.03
treten erneut geringe Verletzungen der Unsicherheitsrestriktionen auf. Aufgrund der schwa-
chen Restriktionen im letzten Fall werden die Nebenbedingungen an die Unsicherheiten
hier nicht weiter verletzt.
In einigen Endpunkten des Augmented-Lagrange-Verfahrens tritt weiterhin eine geringfu¨-
gige U¨berschreitung der oberen Grenze der Variable ySS auf. Die Verletzungen der Neben-
bedingungen lassen sich wie im vorherigen Abschnitt begru¨nden.
Erneut wird das Totaldruckverha¨ltnis der Augmented-Lagrange-Endpunkte gut und der
Totaldruckverlust fehlerhaft vorhergesagt (vgl. Abb. 5.33). Die Unabha¨ngigkeit der appro-
ximierten Zielfunktionswerte von der Unsicherheitsrestriktion spiegelt sich in der Norm
des Differenzvektors wieder: Die in Abbildung 5.32 verzeichneten Verla¨ufe fu¨r die un-
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Abbildung 5.32: Norm ‖(pTPR, approx−pTPR, wahr, pTPL, approx−pTPL, wahr)T ‖ des Differenzvek-
tors bei unterschiedlicher Restriktion der Unsicherheiten fu¨r alle untersuchten Verfahren
tersuchten unrestringierten Verfahren beim Augmented-Lagrange-Verfahren zeigen kaum
Vera¨nderung bei Lockerung der Restriktionen.
Betrachten wir Abbildung 5.33, unten, so erkennen wir, dass die Endpunkte der Barriere-
Methode und des Augmented-Lagrange-Verfahrens aufgrund der Lockerung der Unsicher-
heitsrestriktionen a¨hnliche Totaldruckverha¨ltnisse aufweisen. Eine Differenz der Funkti-
onswerte besteht jedoch sowohl beim approximierten als auch beim wahren Totaldruck-
verlust. Diese Differenz entsteht aufgrund der Inneren-Punkte-Eigenschaft der Barriere-
Methode. Im Gegensatz zum Augmented-Lagrange-Verfahren, dessen Endpunkte eine ge-
ringe Verletzung der Nebenbedingung an ySS aufweisen, ist dies bei der Barriere-Methode
nicht mo¨glich. Die Endpunkte ko¨nnen hier nur gegen die obere Grenze konvergieren, er-
reichen diese jedoch niemals. Folglich sind die Zielfunktionswerte der Barriere-Methode in
diesem Fall schlechter als die des teilweise unzula¨ssigen Augmented-Lagrange-Verfahrens.
Zusammenfassend zeigt die Barriere-Methode bei unterschiedlich starker Restriktion der
Unsicherheiten das zu erwartende Verhalten. Insbesondere kann die zuvor in Abschnitt
5.1.4, Seite 69, beschriebene Vorgehensweise anhand der Barriere-Methode nachvollzogen
werden: Eine zu schwache Restriktion der Unsicherheit, wie in den beiden letzten Fa¨llen
h1(x) ≤ 0.09 respektive h2(x) ≤ 0.045 sowie h1(x) ≤ 0.06 und h2(x) ≤ 0.03 fu¨hrt zu einer
teilweise guten Vorhersage der Zielfunktionswerte durch das Direct GEK. Dies zeigen bei-
spielsweise die Endpunkte der Barriere-Methode mit Polak-Ribie`re-Verfahren bei Restrik-
tion durch 0.09 respektive 0.045 oder mit Fletcher-Reeves- beziehungsweise Quasi-Newton-
Verfahren bei Restriktion durch 0.06 respektive 0.03 (vgl. Abb. 5.33, links). Die mit Hilfe
von MISES berechneten wahren Funktionswerte unterscheiden sich in diesen Fa¨llen jedoch
signifikant von der Vorhersage, was die relativ große Norm des Differenzvektors in Abbil-
dung 5.32 fu¨r die Barriere-Methode mit Polak-Ribie`re-Verfahren bei Restriktion durch 0.09
respektive 0.045 und mit Fletcher-Reeves- beziehungsweise Quasi-Newton-Verfahren bei
Restriktion durch 0.06 respektive 0.03 unterstreicht.
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Aufgrund einer Versta¨rkung der Restriktionen durch h1(x) ≤ 0.05 respektive h2(x) ≤ 0.025
werden die Funktionswerte zwar teilweise mit schlechteren Zielfunktionswerten vorherge-
sagt (siehe Polak-Ribie`re-Verfahren), dafu¨r stimmen die vorhergesagten und wahren Werte
gut u¨berein (vgl. Abb. 5.32) und bilden einen akzeptablen Kompromiss zwischen Sta¨rke
der Restriktion und guten Zielfunktionswerten.
Eine wie im vorherigen Abschnitt vorgenommene weitere Versta¨rkung der Restriktionen
fu¨hrt zu einer Stagnation der Verfahren in der Umgebung des Startpunktes mit geringen
Unsicherheiten, jedoch relativ schlechten Zielfunktionswerten.
Die U¨berpru¨fung dieser Vorgehensweise ist mit dem in Abschnitt 5.2.1 verwendeten Start-
punkt x(0) = (114.9, 136, 100, 0.2170, 0.7447)T nicht mo¨glich, da die Startpunkte der Bar-
riere-Methode zula¨ssig sein mu¨ssen und die Unsicherheit h1(x
(0)) = 0.180 des Totaldruck-
verha¨ltnisses folglich einen zu großen Wert fu¨r Untersuchungen mit unterschiedlich starken
Restriktionen aufweist.
Beim Augmented-Lagrange-Verfahren konnten wir aufgrund der zu kleinen Werteberei-
che der Unsicherheitsrestriktionen keine Vera¨nderung bei Betrachtung verschiedener Res-
triktionen feststellen. Dies liegt in der Abbruchbedingung des Augmented-Lagrange-Ver-
fahrens begru¨ndet, welche eine geringe Nebenbedingungsverletzung zula¨sst. Ist die strikte
Zula¨ssigkeit gefordert, so kann eine Normierung aller freien Variablen, Zielfunktionen und
Nebenbedingungen, in diesem Fall der Unsicherheiten h1 und h2, und eine Versta¨rkung
der Restriktionen hilfreich sein. Eine andere Mo¨glichkeit besteht in der Verwendung der
strikt zula¨ssigen Barriere-Methode.
5.2.4 Zusammenfassung der Verdichterdesign-Ergebnisse
Die vorangegangenen Auswertungen zeigen, dass die Optimierung des Verdichterdesignbei-
spiels mit Hilfe der im Rahmen dieser Arbeit implementierten Verfahren mo¨glich ist. Einzig
das Gradientenverfahren weist bei beiden Verfahren zur restringierten Optimierung das
bekannte, langsame Konvergenzverhalten auf und wurde aus diesem Grund nicht weiter
untersucht.
Die in Abschnitt 5.2.2 aufgezeigte Herangehensweise mit Optimierung des Totaldruck-
verha¨ltnisses unter Restriktion des Totaldruckverlustes zeigt die besten Resultate. Die
approximierten und wahren Zielfunktionswerte stimmen gut u¨berein und viele der nach-
gerechneten Punkte liegen nahe der Pareto-Front. Des Weiteren ist der Bereich der Ziel-
funktionswerte, gegen welche die Endpunkte konvergieren, durch den Benutzer aufgrund
der Restriktion des Totaldruckverlustes besser eingrenzbar.
Abschnitt 5.2.1 zeigt, dass unterschiedliche Gewichtungen der beiden Zielfunktionen zwar
grundsa¨tzliche Tendenzen in den Funktionswerten der Endpunkte erkennen lassen, diese
Herangehensweise jedoch schwer steuerbar ist. In diesem Fall kann der Benutzer versu-
chen, durch sukzessives A¨ndern der Gewichtungsfaktoren die gewu¨nschten Wertebereiche
der Zielfunktionen zu erreichen. Aufgrund der fehlerhaften Vorhersage des Totaldruck-
verlustes durch das Direct GEK wiesen die approximierten Zielfunktionswerte teilweise
sehr gute Werte auf, welche jedoch nach anschließender Berechnung mit MISES revidiert
wurden. Hier ist eine Restriktion der Unsicherheit notwendig. Diese wurde in Abschnitt
5.2.3 untersucht, allerdings aus auf Seite 89 erla¨uterten Gru¨nden mit einem vera¨nderten
Startpunkt.
89
5 Auswertung der implementierten Verfahren
Des Weiteren wurden in Abschnitt 5.2.3 die Auswirkungen unterschiedlich starker Restrik-
tionen der Unsicherheiten des Totaldruckverha¨ltnisses und Totaldruckverlustes untersucht.
Fu¨r die strikt zula¨ssige Barriere-Methode konnten wir die in Abschnitt 5.1.4 vorgeschlage-
ne Herangehensweise nachvollziehen und einen guten Kompromiss zwischen Restriktionen
der Unsicherheiten und Optimierung der Zielfunktionen finden. Die Unsicherheitsrestrik-
tion bei der Augmented-Lagrange-Methode schlug aufgrund der Abbruchbedingung fehl.
Die mit MISES berechneten Zielfunktionswerte der Endpunkte des Augmented-Lagrange-
Verfahrens befinden sich teilweise nahe der Pareto-Front, weisen allerdings in einigen Fa¨llen
aufgrund der Abbruchbedingung Unzula¨ssigkeiten auf.
Zusa¨tzlich zu den bisher betrachteten Optimierungsproblemen wurde eine weitere Op-
timierung mit einer auf 230 Verdichterprofilkonfigurationen ausgedu¨nnten Datenbasis fu¨r
das Direct GEK vorgenommen. Wie in Abschnitt 5.2.1 wurde derselbe Startpunkt
x(0) = (114.9, 136, 100, 0.2170, 0.7447)T verwendet. Erneut wurden unterschiedlich stark
gewichtete Summen der beiden Zielfunktionen betrachtet.
Die Verfahren zeigen ein a¨hnliches Verhalten wie in Abschnitt 5.2.1. Das Totaldruck-
verha¨ltnis wird gut approximiert, der Totaldruckverlust hingegen fehlerhaft. Dieses Opti-
mierungsproblem wird im Folgenden nicht na¨her betrachtet, da keine neuen Erkenntnisse
gewonnen werden konnten.
Insgesamt haben wir das Ziel erreicht und durch verschiedene Herangehensweisen Mo¨g-
lichkeiten aufgezeigt, Punkte beziehungsweise Verdichterprofilkonfigurationen nahe der
Pareto-Front zu konstruieren. Da die zuvor mit AutoOpti durchgefu¨hrte Optimierung
und Erzeugung der Datenbasis schon sehr gute Pareto-Optima lieferte, ist es uns nicht
gelungen, neue Pareto-Optima zu berechnen.
90
5 Auswertung der implementierten Verfahren
Abbildung 5.33: Zielfunktionswerte der Ersatzmodell-Datenbasis in schwarz, Approxi-
mation der Zielfunktionswerte aller Endpunkte der konvergierten Verfahren (links) sowie
wahre Werte ausgewa¨hlter Verfahren (rechts) bei Restriktion der Unsicherheiten durch
h1(x) ≤ 0.05 und h2(x) ≤ 0.025 (oben), durch h1(x) ≤ 0.06 und h2(x) ≤ 0.03 (Mitte) und
durch h1(x) ≤ 0.09 und h2(x) ≤ 0.045 (unten).
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6 Fazit und Ausblick
Zu Beginn dieser Arbeit haben wir einen Einblick in den bisherigen Stand der Verdich-
terprofiloptimierung am Institut fu¨r Antriebstechnik des DLR gegeben. Das dort verwen-
dete, auf genetischen Algorithmen basierende Optimierungsprogramm AutoOpti wurde
vorgestellt und die Gru¨nde fu¨r eine Gradienten-basierte Optimierung des Ersatzmodells
dargelegt. Die im Rahmen dieser Arbeit implementierten Gradienten-basierten Optimie-
rungsalgorithmen sollen als Teil des Verdichterdesignprozesses in AutoOpti zum Einsatz
kommen.
Im Anschluss wurden zum besseren Versta¨ndnis die mathematischen Hintergru¨nde ver-
schiedener Kriging-Methoden erla¨utert, mit deren Hilfe die zur Optimierung beno¨tigten
Ersatzmodelle erstellt werden. Da wir zu diesen geostatistischen Interpolationsverfahren
keine passende exakte mathematische Literatur finden konnten, beruhen die Beweise in
diesem Kapitel auf eigenen U¨berlegungen.
Daraufhin wurden die im Rahmen dieser Arbeit implementierten und getesteten Algo-
rithmen zur Lo¨sung des gegebenen nichtlinearen Optimierungsproblems mit nichtlinearen
Nebenbedingungen vorgestellt. Die Auswertungen anhand einer Testfunktion zeigen sehr
gute Ergebnisse. Da es sich bei der Testfunktion um eine reellwertige Funktion in zwei
Vera¨nderlichen handelt, sind diese Resultate zudem gut nachvollziehbar. Im Anschluss
ist es uns gelungen ein Problem aus dem realen Verdichterprofildesign zu optimieren.
Die Schwierigkeit bestand darin, das gegebene Mehrzieloptimierungsproblem in geeigne-
ter Weise auf ein Problem mit einer reellwertigen Zielfunktion zu reduzieren. In diesem
Zusammenhang wurden verschiedene Herangehensweisen aufgezeigt, um als Lo¨sung der
Ersatzmodell-Optimierung Verdichterprofile zu erhalten, deren wahre Funktionswerte na-
he der Pareto-Front liegen.
Beim Vergleich der beiden implementierten und getesteten Verfahren zur Lo¨sung des Pro-
blems mit nichtlinearen Nebenbedingungen zeigte sich kein eindeutiges Bild. In einigen
Fa¨llen konvergierte das Augmented-Lagrange-Verfahren eindeutig schneller, in anderen
Fa¨llen wies die Barriere-Methode eine geringere Iterationsanzahl auf. Zudem waren Un-
terschiede je nach Verwendung der unrestringierten Verfahren erkennbar. Bei diesen zeigte
das Quasi-Newton-Verfahren im Vergleich das meist schnellste Konvergenzverhalten. Nur
in wenigen Fa¨llen konvergierte ein anderes Verfahren zur unrestringierten Minimierung
in einer geringeren Anzahl an Iterationen. Dessen ungeachtet wies das Quasi-Newton-
Verfahren hier ein akzeptables Verhalten auf. In diesem Zusammenhang sei jedoch da-
rauf hingewiesen, dass die Verfahren aufgrund der unterschiedlichen Verfahrensvorschrif-
ten eventuell gegen verschiedene lokale Minima konvergieren. Ist man letztendlich an einem
mo¨glichst geringen Funktionswert interessiert, so kann die Untersuchung aller unrestrin-
gierten Verfahren ungeachtet der besseren Konvergenzeigenschaften des Quasi-Newton-
Verfahrens hilfreich sein.
In den vorherigen Kapiteln wurden mit dem Augmented-Lagrange-Verfahren und der lo-
garithmischen Barriere-Methode zwei unterschiedliche Verfahren fu¨r nichtlineare Opti-
mierungsprobleme unter nichtlinearen Nebenbedingungen implementiert und untersucht.
Zur Lo¨sung eines Optimierungsproblems dieser Form existieren jedoch noch andere, im
Rahmen dieser Arbeit nicht betrachtete Verfahren. Hier sei beispielsweise auf die weite-
ren, in Nocedal und Wright [36], Abschnitt 17.4, dargestellten Formulierungsmo¨glichkeiten
des Augmented-Lagrange-Verfahrens fu¨r nichtlineare Nebenbedingungen verwiesen. Ferner
existieren verschiedene, allgemein als Innere-Punkte-Methoden bezeichnete Herangehens-
weisen zur Lo¨sung des Optimierungsproblems mit nichtlinearen Nebenbedingungen. Eine
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Auswahl dieser Verfahren ist in Nocedal und Wright [36], Kapitel 19, verzeichnet. So-
mit besteht zusa¨tzlich zu den im Rahmen dieser Arbeit implementierten Algorithmen die
Mo¨glichkeit, eines der eben genannten Verfahren fu¨r die Verdichteroptimierung zu ver-
wenden oder schon implementierte Programmpakete zur nichtlinearen Optimierung mit
nichtlinearen Nebenbedingungen zu nutzen (vgl. bspw. [36], Abschnitt 19.9).
Da die
”
Line Search“ des Armijo-Verfahrens teils viele Funktionsauswertungen nach sich
zieht, ko¨nnte im Bereich der Schrittweitenberechnung noch Verbesserungspotential be-
stehen. Eine Erweiterungsmo¨glichkeit der bisher implementierten Verfahren stellt hier
beispielsweise das Wolfe-Powell-Verfahren zur effizienten Schrittweitenberechnung dar
(vgl. [35], S. 95 ff.). Im Rahmen dieser Arbeit haben wir uns fu¨r die Implementierung
des Armijo-Verfahrens entschieden, da es effiziente Schrittweiten berechnet und im Ver-
gleich zum Wolfe-Powell-Verfahren nur eine Funktionsauswertung pro Iteration beno¨tigt.
Wa¨hrend beim Armijo-Verfahren lediglich Φ
(
x(k) + σjd
(k)
)
in jeder Iteration ausgewer-
tet wird (vgl. Verfahren 4.6), muss beim Wolfe-Powell-Verfahren zusa¨tzlich der Gradient
∇Φ(x(k) + σjd(k)) berechnet werden. Hier wa¨re zu untersuchen, ob das Wolfe-Powell-
Verfahren trotz einer erho¨hten Anzahl an Funktionsauswertungen pro Iteration aufgrund
durchschnittlich geringerer Iterationsanzahlen insgesamt weniger Auswertungen als das
Armijo-Verfahren nach sich zieht. Die Anzahl der Funktionsauswertungen ist insbeson-
dere im Hinblick auf eine mo¨gliche Formoptimierung der wahren Funktion relevant (vgl.
folgender Abschnitt und Herangehensweise in Abschnitt 1.1).
Die implementierten Algorithmen wurden im Rahmen dieser Arbeit zur Gradienten-basier-
ten Optimierung von Ersatzmodellen eingesetzt. Mit Hilfe der implementierten Verfahren
kann zuku¨nftig die Formoptimierung der Verdichterprofile jedoch ebenso mit den wah-
ren Funktionen und folglich ohne die Ersatzmodelle durchgefu¨hrt werden. Die hierfu¨r
beno¨tigten Funktionsauswertungen, also beispielsweise im Fall von Abschnitt 5.2 die Wer-
te des Totaldruckverha¨ltnisses und Totaldruckverlustes in Abha¨ngigkeit der fu¨nf freien
Variablen βST, βLE, βTE, ySS und MAin, berechnet der Stro¨mungslo¨ser TRACE (vgl. Ab-
schnitt 2.2.2, S. 10). Die Ableitungen bezu¨glich der freien Variablen, auch als Formablei-
tung (engl. shape derivative) bezeichnet, liefert sodann der adjungierte Stro¨mungslo¨ser
adjointTRACE. Dieser lo¨st die diskret adjungierten Reynolds-Gleichungen (vgl. [11]).
Die Formoptimierung der wahren Funktion ist im Vergleich zur Ersatzmodell-gestu¨tzten
Optimierung selbstversta¨ndlich weitaus zeitintensiver, da jede Funktionsauswertung einen
Durchlauf der Design-Prozesskette (vgl. Abschnitt 2.2.2) zur Folge hat und somit un-
ter anderem die Lo¨sung der RANS-Gleichung (2.1) in diskretisierter Form erfordert. Des
Weiteren nimmt die Berechnung des Gradienten beziehungsweise der Formableitungen
aufgrund der Lo¨sung der diskret adjungierten Reynolds-Gleichungen nun wesentlich mehr
Zeit in Anspruch.
Zur unmittelbaren Formoptimierung ohne Ersatzmodelle sind die im Rahmen dieser Ar-
beit implementierten Verfahren folglich nur dann sinnvoll einsetzbar, wenn die in Ab-
schnitt 4.4.1 vorgeschlagene Parallelisierung der Line Search zur Schrittweitenberechnung
im Armijo-Verfahren tatsa¨chlich umgesetzt wird.
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A.1 Einfu¨hrung in die Mehrzieloptimierung
Im Folgenden stellen wir die Prinzipien der Mehrzieloptimierung vor. Fu¨r weiterfu¨hrende
Literatur sei auf Ehrgott [9] verwiesen.
In der Mehrzieloptimierung werden Problemstellungen der Form
”
min
x∈F
“(f1(x), . . . , fq(x)). (A.1)
untersucht. Hierbei ist F ⊆ Rn die zula¨ssige Menge und fi : Rn → R sind
fu¨r i = 1, . . . , q die zu minimierenden Funktionen, wobei die Art der Minimierung noch
zu kla¨ren ist. Eine eindeutige Form der Minimierung, wie es fu¨r Funktionen f : Rn → R
der Fall ist, existiert hier aufgrund der fehlenden natu¨rlichen Ordnungstruktur des Rq fu¨r
q > 1 nicht.
Aus diesem Grund ist die Lo¨sung einer Mehrzieloptimierungsaufgabe kein einzelner Punkt,
sondern eine Menge an Kompromisslo¨sungen, die sogenannte Pareto-Menge. Bevor wir die-
sen Begriff na¨her erla¨utern, definieren wir die Dominanz-Relation (vgl. [48]).
Definition A.1. Gegeben sei das Mehrzieloptimierungsproblem (A.1). Punkt x ∈ F do-
miniert y ∈ F , falls
fi(x) ≤ fi(y) fu¨r alle i ∈ {1, . . . , q} und
fj(x) < fj(y) fu¨r mindestens ein j ∈ {1, . . . , q}.
Zwei Punkte x und y ko¨nnen also in drei mo¨glichen Varianten in Beziehung zueinander
stehen: x dominiert y, x wird durch y dominiert oder x und y dominieren einander nicht.
Definition A.2. Ein Punkt x ∈ F heißt nichtdominiert genau dann, wenn kein Punkt
y ∈ F existiert, welcher x dominiert. Der Punkt x heißt dann Pareto-Optimum. Eine
Menge X ⊆ F heißt Pareto-Menge genau dann, wenn sie nur aus nichtdominierten Punk-
ten besteht.
Der Pareto-Rang eines Punktes gibt die Anzahl der Punkte an, welche diesen Punkt do-
minieren.
Ein Punkt befindet sich somit in der Pareto-Menge, wenn die Minimierung eines Zielfunk-
tionswerts nur noch unter gleichzeitiger Erho¨hung eines anderen stattfinden kann (siehe
Abb. A.1). Die Pareto-Menge wird aufgrund ihrer Form oft auch als Pareto-Front bezeich-
net. Ist ein Punkt nicht in der Pareto-Menge enthalten, so kann dieser keinesfalls Lo¨sung
des Mehrzielproblems (A.1) sein, da es mo¨glich ist, einen Zielfunktionswert weiter zu mi-
nimieren, ohne dabei einen anderen zu erho¨hen. Ein Pareto-Optimum, also ein Element
der Pareto-Menge, hat den geringsten Pareto-Rang 0.
Im Fall der Mehrzieloptimierung ist die Art der Minimierung nicht mehr eindeutig be-
stimmt. Eine Mo¨glichkeit besteht in der Betrachtung einer gewichteten Summe der Ziel-
funktionen, sodass wir ein Optimierungsproblem der Form
min
x∈F
q∑
k=1
λkfk(x)
mit Gewichtungsfaktoren λk ∈ R erhalten. Fu¨r weitere Herangehensweisen verweisen wir
auf Ehrgott [9].
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Abbildung A.1: Pareto-Menge (rot) einer Mehrzieloptimierung mit zwei Zielfunktionen
und zweidimensionaler Wertemenge (blau) (Quelle: [49]).
A.2 Begriffe zur Parallelisierung
Im folgenden Abschnitt werden alle in Abschnitt 4.4.2 verwendeten Begriffe aus dem Ge-
biet der Parallelisierung kurz erla¨utert. Weitere Informationen zu diesem Thema finden
sich beispielsweise in Precht et al. [50].
Parallelrechner, Knoten und Overhead
Bei Parallelrechnern handelt es sich um Rechner, die auf vielen Prozessoren gleichzei-
tig arbeiten. Die Grundbausteine eines Parallelrechners bilden die Knoten. Sie bestehen
aus einem oder mehreren Hauptprozessoren und dazugeho¨rigem gemeinsamen Speicher,
auf den alle Prozessoren Zugriff haben (engl. shared memory). Zur Parallelisierung wer-
den diese Knoten dann miteinander verknu¨pft. Hierbei reduziert sich die Rechenleistung
des Parallelrechners im Vergleich zur Leistung aller einzelnen Knoten, da ein erheblicher
Kommunikationsaufwand, der sogenannte Overhead, no¨tig ist. Somit ist neben der Re-
chenleistung der Knoten auch die Kommunikationsleistung von entscheidender Bedeutung
fu¨r die Schnelligkeit eines Systems (vgl. [50]).
Prozessor, Prozessorkern und Mehrkernprozessor
Der Prozessor bildet die zentrale Recheneinheit des Computers und fu¨hrt die Befehle
aus. Das eigentliche Rechenwerk des Prozessors ist jedoch der Prozessorkern (engl. core).
Besitzt ein Prozessor mehrere Kerne, so bezeichnet man ihn als Mehrkernprozessor. Hierzu
za¨hlt beispielsweise der in privaten Rechnern verwendete Dual-Core-Prozessor.
Lastverteilung und Skalierbarkeit
Die Lastverteilung (engl. load balancing) bescha¨ftigt sich mit dem Problem der optima-
len Aufteilung der Aufgaben auf die einzelnen Prozessoren. Dies ist sehr schwierig und
selten ideal mo¨glich. Es gibt immer wieder Prozessoren, die unbescha¨ftigt auf die Beendi-
gung einer Teilaufgabe eines anderen Prozessors warten. Dies und die Kommunikation der
parallelen Prozesse untereinander (vgl. Overhead) sind der Grund, weshalb eine Paralleli-
sierung mit r Prozessoren selten einen Beschleunigungsfaktor von r zur Folge hat, sondern
meist einen geringeren.
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In diesem Zusammenhang sei der Begriff der Skalierbarkeit erwa¨hnt. Bei idealer Skalier-
barkeit wa¨re in obigem Beispiel ein Beschleunigungsfaktor von r der Fall. Spricht man
von guter Skalierbarkeit, so befindet sich der Beschleunigungsfaktor nahe dem idealen.
Bei steigender Anzahl an Prozessoren sinkt in der Regel die Skalierbarkeit, da ha¨ufig die
Kommunikation gegenu¨ber den reinen Rechenoperationen einen immer gro¨ßeren Anteil
der Gesamtausfu¨hrungszeit eines Programms in Anspruch nimmt (vgl. [51]).
MPI, OpenMP und hybride Parallelisierung
OpenMP und MPI sind zwei Standards zur parallen Programmierung, die auf unter-
schiedlichen Konzepten zur Kommunikation beruhen. OpenMP (Open Multi-Processing)
beno¨tigt ein System mit gemeinsamem Speicher (engl. shared memory), auf den alle Pro-
zesse zugreifen ko¨nnen. U¨ber diesen erfolgt auch der Datenaustausch. Beispielsweise kann
es sich dabei um den gemeinsamen Speicher der (Mehrkern-)Prozessoren eines Knotens
handeln (vgl. Seite 96). Im Kontrast dazu stehen Systeme mit verteiltem Speicher (engl.
distributed memory), auf die der MPI-Standard (Message Passing Interface) anwendbar
ist. Hier findet die Kommunikation der Prozesse mittels Nachrichten statt (siehe [52, 53]).
Die simultane Verwendung von OpenMP und MPI wird als hybride Parallelisierung be-
zeichnet. In der Regel wird MPI hierbei zur groben Parallelisierung eingesetzt, wa¨hrend
man mittels OpenMP die feinere Parallelisierung einzelner Programmschleifen vornimmt
(siehe [51]).
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Alle Verfahren wurden in der Programmiersprache C programmiert. Die Auswertungen
fanden unter dem Betriebssystem GNU/Linux, Version 2.6.32 mit der Distribution open-
SUSE, Version 11.1 statt.
Im Rahmen dieser Arbeit wurde ein ausfu¨hrbares Programm Gradient.exe erstellt. Die
notwendigen Eingabedateien zur Wahl der Verfahren, Einstellung aller Parameter sowie
Festlegung des Startpunktes und der Grenzen der freien Variablen xi und Nebenbedingun-
gen hj(x) mu¨ssen als Textdatei im Ordner ../Input vor Beginn der Optimierung vorhanden
sein. Hierbei handelt es sich um die Dateien gradient.input, OptimizationParameters so-
wie limits h.input. Genauere Informationen sowie Beispiel-Eingabedateien finden sich in
Abschnitt B.1.
Bei jeder Optimierung wird automatisch eine mit einem Zeitstempel versehene Ausgabe-
datei im Ordner ../Output GradientMethods erzeugt. Diese entha¨lt eine detaillierte Auflis-
tung des Optimierungslaufes. Es werden die Iterationszahl, der verwendete Algorithmus,
die aktuellen Variablen xi, der Funktionswert f(x) der zu minimierenden Funktion, die
Nebenbedingungsverletzung n(x), der Gradient ∇f(x), die Nebenbedingungen hj(x) und
die Jacobi-Matrix Jh(x) fu¨r jede Iteration des Armijo-Verfahrens, der unrestringierten
Verfahren und der Augmented-Lagrange- respektive Barriere-Methode zeilenweise gespei-
chert.
Das Interface, also die Schnittstelle zum Austausch von Daten zwischen dem im Rahmen
dieser Arbeit implementierten Optimierer und den Ersatzmodellen wird in Abschnitt B.2
na¨her erla¨utert.
B.1 Eingabedateien
Im Folgenden werden die drei zur Optimierung notwendigen Eingabedateien vorgestellt.
Das Rautenzeichen # signalisiert auskommentierte Zeilen.
Eingabedatei gradient.input
Die Datei gradient.input ist die grundlegende Eingabedatei zur Definition des zu optimie-
renden Problems. Es werden die zu verwendenden Verfahren, die Art des Problems, die
Form der Abbruchbedingung sowie alle Parameter festgelegt. Die folgende Eingabedatei
orientiert sich an den in Kapitel 4 verwendeten Begriffen und mathematischen Symbolen.
Sie stellt eine Beispieldatei zur Optimierung eines Problems der Form (P) (vgl. Kapitel 4,
S. 35) mit Hilfe des Augmented-Lagrange-/Fletcher-Reeves-Verfahrens bei Anwendung der
prozentualen Abbruchbedingung (vgl. Abschnitt 4.1, S. 36) dar.
#gradient.input
OPTIMIZATION METHOD AUGMENTED LAGRANGE
#OPTIMIZATION METHOD BARRIER METHOD
UNCONSTRAINED OPTIMIZATION METHOD FLETCHER REEVES
#UNCONSTRAINED OPTIMIZATION METHOD POLAK RIBIERE
#UNCONSTRAINED OPTIMIZATION METHOD GRADIENT METHOD
#UNCONSTRAINED OPTIMIZATION METHOD QUASI NEWTON
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STEP SIZE METHOD ARMIJO
#number of constraints, cf. chapter 4, page 35
NUMBER CONSTRAINTS m
#Information about the problem to minimize, cf. chapter 4, page 35
#FLAG PROBLEM 1 for min f(x), xi ∈ [ai, bi], hj(x) ∈ [cj , dj ]
#FLAG PROBLEM 2 for min f(x), xi ∈ [ai, bi]
FLAG PROBLEM 1
#type of break condition for constrained method,
#cf. chapter 4.1, page 36 and page 37
#BREAK CONDITION NORMAL
BREAK CONDITION PERCENTAGE p1 p2 p3 p4
#tolerance for convergence test in constrained method,
#cf. chapter 4.1, page 36
TOLERANCE ε
#tolerance for convergence on zero gradient in unconstrained method,
#cf. chapter 4.3.1, page 40
TOL GRAD ω
#tolerance for convergence on delta x in unconstrained method,
#cf. chapter 4.3.1, page 40
TOL X ωx
#maximum number of iterations for constrained method
MAX ITER max1
#maximum number of iterations for unconstrained method
MAX ITER GRAD max2
#maximum number of iterations for Armijo step size method
MAX ITER STEP max3
#parameter in Armijo step size method, cf. chapter 4.3.5, page 46
DELTA STEP δ
#lower boundary for σ0 in Armijo, cf. chapter 4.3.5, page 46
SIGMA SHORT 0.001
#parameter for step size reduction in Armijo method,
#cf. chapter 4.3.5, page 46
BETA STEP β
Bemerkung B.1. Es sei darauf hingewiesen, dass die vorhandenen Optionen bei Festle-
gung des zu optimierenden Problems (vgl. FLAG PROBLEM) keine Einschra¨nkungen darstel-
len, da die oberen und unteren Grenzen der freien Variablen xi und Nebenbedingungen
hj(x) die Werte −∞ respektive ∞ annehmen ko¨nnen.
Ist keine Nebenbedingung hj(x) vorhanden, so ist FLAG PROBLEM 2 und m = 0 zu wa¨hlen.
Die zwei mo¨glichen Abbruchkriterien NORMAL respektive PERCENTAGE beziehen sich auf die
beiden zur Verfu¨gung stehenden Abbruchkriterien fu¨r das Augmented-Lagrange-Verfahren
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beziehungsweise die Barriere-Methode. Bei der Wahl NORMAL wird die Differenz von auf-
einanderfolgenden Funktionswerten und Iterierten betrachtet (vgl. Abschnitt 4.1, S. 36).
Der zugeho¨rige Parameter zur Festlegung der Abbruchtoleranz ist ε. Bei Wahl der Ab-
bruchbedingung PERCENTAGE findet die prozentuale Abbruchbedingung Anwendung (vgl.
Abschnitt 4.1, S. 37). Die zugeho¨rigen Parameter p1 bis p4 werden hier direkt hinter
BREAK CONDITION PERCENTAGE eingetragen.
Ist ein bestimmtes Abbruchkriterium nicht erwu¨nscht, wie etwa das Abbruchkriterium (4.7)
(vgl. S. 40) fu¨r unrestringierte Verfahren basierend auf dem Abstand zweier Iterierter, so
kann der entsprechende Parameter, in diesem Fall ωx, Null gesetzt werden.
Bemerkung B.2. Viele der in der gradient.input-Datei angegebenen Auswahloptionen
und Parameter ko¨nnen online, d.h. wa¨hrend der laufenden Optimierung angepasst und
gea¨ndert werden. So kann etwa das Verfahren zur unrestringierten Minimierung in jeder in-
neren Iteration des Augmented-Lagrange-Verfahrens respektive der Barriere-Methode neu
ausgewa¨hlt werden. Auch eine Anpassung der Parameter ω, ωx, δ, SIGMA SHORT und
β sowie der maximalen Iterationsanzahl der unrestringierten Verfahren und des Armijo-
Verfahrens sind mo¨glich.
Eingabedatei OptimizationParameters
Mit Hilfe der Eingabedatei OptimizationParameters werden die Startwerte sowie die obe-
ren und unteren Grenzen der freien Variablen xi, i ∈ {1, . . . , n}, angegeben. Das folgende
Beispiel zeigt die OptimizationParameters-Datei fu¨r die in Abschnitt 5.2.3 durchgefu¨hrte
Auswertung. In der ersten Spalte ist der Variablenname angegeben. Darauf folgen die
untere Grenze, der Startwert und die obere Grenze. Die letzte Spalte besitzt fu¨r unsere
Optimierung keine Relevanz.
#OptimizationParameters
beta ST 0 100 0 107.72 0 120 0.../../Slave$/Profil/progen.input
beta LE 0 120 0 137.94 0 150 0.../../Slave$/Profil/progen.input
beta TE 0 90000 90.24000 110 0.../../Slave$/Profil/progen.input
YSS i 0 0.1 0 0.300000 0.3 0.../../Slave$/Profil/progen.input
MA in 0 0.7 0 0.770000 0.78 0../../Slave$/Mises/ises.standard
Besitzt eine freie Variable keine untere beziehungsweise obere Grenze, so ist in diesem Fall
-INFINITY respektive INFINITY an entsprechender Stelle einzutragen.
Eingabedatei limits h.input
Die letzte Eingabedatei limits h.input legt, falls vorhanden, die oberen und unteren Gren-
zen der Nebenbedingungen hj(x) fest. Die erste Spalte entha¨lt die untere Grenze und die
darauffolgende Spalte entsprechend die obere Grenze der jeweiligen Nebenbedingung. Zei-
lenweise werden nacheinander jeweils untere und obere Grenze in natu¨rlicher Reihenfolge
der Nebenbedingungen angegeben, mit h1(x) startend und hm(x) endend. Das folgende
Beispiel zeigt die limits h.input-Datei fu¨r die in Abschnitt 5.2.3 im ersten Unterabschnitt
durchgefu¨hrte Auswertung.
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#limits h.input
#c j 00000ii d j
-INFINITY 0 0.04
-INFINITY 0 0.02
B.2 Interface zwischen Optimierer und Direct Gradient En-
hanced Kriging-Verfahren
Der Datenaustausch zwischen dem im Rahmen dieser Arbeit implementierten Optimierer
und dem Direct GEK erfolgt u¨ber Textdateien. Das Kriging-Verfahren berechnet die vom
Optimierer beno¨tigten Funktionswerte des Ersatzmodells, des approximierten Zielfunkti-
onsgradienten, der Nebenbedingungen und deren Ableitungen fu¨r die aktuelle Variable x.
Alle zum Datenaustausch notwendigen Textdateien befinden sich in dem Ordner
../Output GradientMethods. Der Optimierer speichert vor Beginn der Funktionsauswer-
tung durch das Direct GEK die aktuelle Variable x als Spalte der La¨nge n in der Datei
freeVar.txt, sodass das Direct GEK auf diese Zugriff hat. Im Anschluss wird von Seiten
des Optimierers der Konsolenbefehl
./UDP.exe ../Input/UserDefinedProcessChain
abgesetzt. In diesem Fall soll das Direct GEK den Wert des Ersatzmodells, den Gradi-
enten, die Nebenbedingungen und deren Ableitungen berechnen und ausgeben. Soll nur
eine der vier zuvor genannten Funktionen ausgewertet werden, so muss die Eingabedatei
des Konsolenbefehls entsprechend abgea¨ndert werden. Wird einzig der Funktionswert des
Ersatzmodells beno¨tigt, so muss ../Input/UserDefinedProcessChain f u¨bergeben werden.
Zur Auswertung des Gradienten, der Nebenbedingungen oder deren Ableitungen a¨ndert
sich der Zusatz entsprechend zu df, h respektive Jach.
Der Befehl ./UDP.exe mit entsprechender Datei als U¨bergabeparameter signalisiert dem
Direct GEK, welche Funktion ausgewertet werden soll. Das Verfahren erzeugt darauf-
hin entsprechende Textdateien, welche die geforderten Funktionswerte enthalten. Ist der
approximierte Zielfunktionswert beziehungsweise Ersatzmodellwert gefordert, so wird die
Ausgabedatei UDP f.output erzeugt. Diese entha¨lt eine Zahl. Bei Berechnung des Gradi-
enten wird die Ausgabedatei UDP df.output erzeugt, welche den geforderten Gradienten
als Spalte der La¨nge n entha¨lt. Die Nebenbedingung h(x) wird als Spalte der La¨nge m
in UDP h.output gespeichert. Sind schließlich die Ableitungen der Nebenbedingung gefor-
dert, so werden diese in Form der Jacobi-Matrix gespeichert. Die Datei UDP Jach.output
entha¨lt entsprechend m Zeilen und n Spalten.
Nach Berechnung der geforderten Funktionswerte durch das Direct GEK liest der Opti-
mierer die entsprechenden Ausgabedateien aus und fu¨hrt die Optimierung mit Hilfe dieser
Werte fort.
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