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ABSTRACT 
We give a simple proof of the inequality 111 AA*X + XBB* [I( > 2 111 A*XB 111, 
where A, B, and X are arbitrary n X n matrices and 111 . 111 is any unitarily invariant 
norm. For the Schatten p-norms 11. ll,j with l<p<m, we show that IIAA*X+ 
XBB*II,, = 2llA*XBII,, if and only if AA*X = XBB*. 
In a recent paper, analyzing some inequalities in [l], Bhatia and Davis 
[3, Theorem 11 proved that for arbitrary n X n matrices A, B, and X 
III AA*X + XBB* 111 >2 111 A*XB III , (1) 
where ))I . 111 denotes any unitarily invariant norm. 
For the usual operator norm, an infinite-dimensional analog of (1) has 
been obtained by McIntosh [5, Theorem 11. This enabled him to give direct 
proofs of some famous inequalities due to Heinz and to introduce a new 
technique to study the perturbation of spectral families of self-adjoint opera- 
tors. 
In this note we present a different proof of (1). Our analysis enables us to 
investigate the case when the inequality (l), for the Schatten p-norms with 
1 < p <co, degenerates to equality. Though we treat only matrices, all results 
can be easily extended to the case of compact operators on a Hilbert space. 
Let M,(C) denote the algebra of all n x n complex matrices. If A E 
M,(C), then A ,(A), . . . , h,(A) denote the eigenvalues of A, arranged in order 
of decreasing modulus, and counted according to multiplicity. The singular 
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values of A, by definition, are the eigenvalues of the positive matrix 
IAl = (A*A)‘/‘, arranged in decreasing order and labelled as s,(A) 2 . . - > 
s,(A). 
if 111 . 111 is a unitarily invariant norm on M,(C), then there 
exists a unique symmetric gauge fimction @ defined on R” such that 
lIlAIll =@(++..,s,(A)). (2) 
If A, B E M,(C), then we define 
IIIA@BIII =~(sl(A),sl(B),...,s,(A).s,(B)). (3) 
It follows from (3) that 
III A@A* 111 = 111 A@A 111 (4) 
See [2] and references therein. 
It is well known that for A, B E M,(C) 
IIIAIII < 111 Bill for all unitarily invariant norms (5) 
if and only if 
k Sj(A) < i sj(B) for k =l,...,n. (6) 
j=l j=l 
This is known as the Fan dominance property (see [4, p. 821). Using this 
property, one can easily see that the following three conditions are equiva- 
lent: 
Ill A Ill G Ill B ill for all unitarily invariant norms, (7) 
Ill A@0 III < III Be0 111 for all unitarily invariant norms, (8) 
III A8A 111 < 111 B@B 111 for all unitarily invariant norms. (9) 
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Among the unitarily invariant norms, the Schatten p-norms ]I. lip, 1 Q p < 
03, are of special interest. Recall that if A E M,(C), then 
IIAIIp = ( F1sjCAJp) “‘T (10) 
where ]]A]lm denotes the usual operator norm ]]A]1 = s,(A). Note that 
llA@Blt, = (IIAII~ + llBll;)“” for l<p<m, (12) 
and in particular 
llA@AlI, = 21’PllAll, for l<p<ca. (13) 
To achieve our goal we need the following two lemmas. The first lemma 
leads to a generalization of the one given by McIntosh [S] for the usual 
operator norm. In the proofs of our lemmas we use the well-known facts that 
for A, B E M,(C) 
hj( AB) = Aj( BA) for j =l,...,n, (14) 
and that if A is Hermitian, then hj(A) is real and 
sj(A) =IAjtA)( for j=l,...,n. (15) 
LEMMA 1. Zf A, B E M,(C) such that AB is Hermitian, then fn- every 
unitardy invariant norm we have 
ill Re BA ill > Ill AB Ill , (16) 
where Re BA is the real part of BA. 
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Proof. It can be concluded from Theorem 11.4.4 in [4] that if X E M,(C), 
then 
IIIReXlIl ~~(IReh,(X)I,...,(ReA.(X)(), (IV 
where @ is the symmetric gauge function associated with 111 * III. Applying 
(17) to the matrix BA, we get 
IllReBAlll ~~(lReA,(BA)),...,)ReA,(BA)l) 
=(a(lReA,(AB)(,...,IReA,(AB)I) 
=~(IA,(AB)(,...,lA,(AB)() 
=+(s,(AB),...,s,(AB)) 
= III AB 111, as required. q 
An important special case of (16) asserts that 
IIRe BAII, > IIABII, for l<p<m. (18) 
LEMMA 2. If A, B E M,(C) such that AB is Hermitian and f 1 < p <co, 
then 
IlRe BAII, = IIABII, 
if and only if BA is also Hermitian 
Proof. If BA is Hermitian, then 
IIRe BAII, = IIBAII, 
Z= ( f: I’j(BA) I’)“’ 
j=l 
E ( t I”i(AD)[p)l’p 
j=l 
= IIABII,,. 
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To prove the “only if” part, assume that ]]ReBA]], = IlAB]],,. Then 
]]ReBA]]F= c /Aj(AB)(P 
j=l 
= 2 Ihj(BA)IP. 
j=l 
Hence it follows from [4, p. 941 that BA is a normal matrix. But the spectrum 
of BA, which coincides with that of AR, is real. Therefore BA must be 
Hermitian, which completes the proof of the lemma. n 
Now we are ready to present our new proof of (l), which is simpler and 
shorter than those given in [3] for all unitarily invariant norms and in [5] for 
the usual operator norm. 
Given A, B, X E M,(C), define the 4n X 4n matrices T and Y by 
Then T and Y are Hermitian and so is TYT. Applying Lemma 1 to the 
matrices TY and T, we see that 
and so 
111 Re( T”Y) III a Ill Z’YT Ill , (19) 
]]I T2Y + Y’T2 III 2 2 Ill TYT III . (20) 
Note that 
0 AA*X+XBB* 0 0 
T2Y + YT2 BB*X* + X*AA* = 0 0 0 
0 0 0 0 
0 0 0 0 1 
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0 0 B*X*A 0 
Thus in view of (4) and the equivalence of the conditions (71, (81, and (91, we 
obtain (1) from (20). 
For the Schatten p-norms 11. lip with 1 < p <a, we give a necessary and 
sufficient condition for equality in (1) to hold. 
THEOREM. Z~A,B,XEM,(C) andif l<p<ca, then 
IIAA*X + XBB*II, = 211A*XB&, 
if and only if AA*X = XBB*. 
Proof. If AA*X = XBB*, then using the basic properties of singular 
values, one can easily see that 
sj( AA*X + XBB*) = 2sj( A*XB) for j = l,...,n, 
and so 
111 AA*X + XBB* 111 = 2 )I( A*XB 11) for every unitarily invariant norm, 
and in particular 
IIAA*X + XBB*&, = 211A*XBII,. 
To prove the “only if” part, assume that IIAA*X + XBB* lip = 211A*XB((,, 
and let T and Y be as in our proof of (1). Then it is easy to see that 
IIRe(T’Y)II,= IITYTII,. 
Hence by Lemma 2 applied to ZY and T, it follows that T”Y is Hermitian. 
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Therefore T2Y = YT2, which gives AA*X = XBB*. This completes the proof 
of the theorem. n 
It should be noted that for the Hilbert-Schmidt norm 11.112, the inequality 
(1) and the theorem follow directly from the relation 
llAA*X + XBB*ll; -4llA*XBll; = llAA*X - XBB*lj;. (21) 
Finally, we remark that the theorem is not true for the cases p = 1 and 
p = ~0, which correspond to the trace norm and the usual operator norm 
respectively. To see this consider the following two-dimensional examples. 
EXAMPLE 1. Let 
and X= 1 1 [ 1 1 2’ 
Then 
A2X+XB2= [ 2 5 1 and AXB [ 1 = 5 16 2 2 1 8’ 
Note that I(A2X + XB2111 = 211AXBlll = 18 but A2X # XB2. 
EXAMPLE 2. Let 
A= l ’ 
[ I 0 0 
and B=X= i y. 
[ I 
Then 
A2X+XB2= ; ; 
[ I and AXB = 1 0 [ I 0 0’ 
Thus it is evident that llA2X + XB21( = 211AXBII = 2 but A2X # XB2. 
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