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Bilevel Integrative Optimization for Ill-posed
Inverse Problems
Risheng Liu, Member, IEEE, Long Ma, Xiaoming Yuan, Shangzhi Zeng, and Jin Zhang
Abstract—Classical optimization techniques often formulate the feasibility of the problems as set, equality or inequality constraints.
However, explicitly designing these constraints is indeed challenging for complex real-world applications and too strict constraints may
even lead to intractable optimization problems. On the other hand, it is still hard to incorporate data-dependent information into
conventional numerical iterations. To partially address the above limits and inspired by the leader-follower gaming perspective, this
work first introduces a bilevel-type formulation to jointly investigate the feasibility and optimality of nonconvex and nonsmooth
optimization problems. Then we develop an algorithmic framework to couple forward-backward proximal computations to optimize our
established bilevel leader-follower model. We prove its convergence and estimate the convergence rate. Furthermore, a learning-based
extension is developed, in which we establish an unrolling strategy to incorporate data-dependent network architectures into our
iterations. Fortunately, it can be proved that by introducing some mild checking conditions, all our original convergence results can still
be preserved for this learnable extension. As a nontrivial byproduct, we demonstrate how to apply this ensemble-like methodology to
address different low-level vision tasks. Extensive experiments verify the theoretical results and show the advantages of our method
against existing state-of-the-art approaches.
Index Terms—Bilevel optimization, Global convergence, Low-level vision.
F
1 INTRODUCTION
INVERSE problems naturally occur in almost all the areasof science and engineering [1], [2]. This problem can be
formulated using an analytical description A : X → Y of
the forward operator in some given vector spaces X and
Y . For example, typical tasks in computer vision that can
be phrased as inverse problems include image deblurring,
where A is the blur kernel, super-resolution, where A
downsamples high-resolution images, or image inpainting,
whereA is given by a mask corresponding to the inpainting
domain. In medical imaging, common forward operators A
are the Fourier transform in MRI and the ray transform in
CT. In this way, the target of inverse problems is to obtain an
unknown x∗ from the given noisy observation y ∼ A(x∗).
However, in most real-world scenarios, the above problem
is always ill-posed, that is, the solution either not exists, is
not unique or does not depend continuously on the datum
y. Therefore, the scope of this work is to investigate the
so-called Ill-posed Inverse Problems (IIPs for short). In the
past years, a variety of approaches have been proposed to
address IIPs.
The first category of methods aim to find the maximum
likelihood solution, resulted in the minimization of the data
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discrepancy [3], [4]. To penalize the unfeasible solutions,
different variational regularizations have been developed
to encode prior information about x∗ and they actually
seek to minimize the regularized objective functionals [5].
These energy minimization approaches can be applied to
solve various types of IIPs, but they often have poorer
performance on an individual task. This is mainly because
it is very hard to design correct priors to appropriately fit
our desired solutions in real-world problems.
A more recent trend is to establish regression-type neural
networks to learn a direct inverse mapping A† from the
observation space Y to the solution space X [6], [7], [8].
Such methods have achieved impressive performance in
some practical applications. While the obvious disadvan-
tages with these learned deep approaches are that their per-
formances completely depend on rich high-quality training
data and it is also challenging to learn a single network to
address various different tasks. Theoretically, it is extremely
hard to understand and interpret these complex network
structures, due to their heuristic nature. Very recently, pre-
liminary works have begun to link conventional approaches
with task-specific computational modules (e.g., deep learn-
ing architectures) and developed a series of optimization-
inspired learning methods to solve IIPs [9], [10]. The idea
is to unroll an existing optimization process and replace the
explicit iterative updating rule with hand-designed opera-
tors and/or learned architectures [11]. Unfortunately, due
to the uncontrolled inexact computational modules, it is
hard to theoretically guarantee the convergence of these
methods. The works in [10], [12], [13] tried to introduce
error control rules to correct improper modules and thus
prove the convergence of their trained iterations. However,
these additional error checking process will slow down the
particular computation when handling challenging prob-
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lems. Moreover, deeper theoretical investigations (e.g., the
stability of the iterations) are still missing.
1.1 Our Contributions
In this work, we propose a completely new paradigm,
named Bilevel Integrative Optimization (BIO), to formulate
and optimize IIPs in knowledge and data collaboration
manner. Different from traditional variational modeling
techniques, which only consider a single energy formu-
lation, we introduce a specific bilevel system1to combine
principled energies, hand-designed priors and even deeply
trained network architectures to formulate IIPs. Since in
BIO we consider general convex composite (not necessarily
smooth) energies in both upper and lower subproblems,
to our best knowledge, no existing bilevel optimization
algorithms can be used to address the resulted optimiza-
tion problem. Fortunately, by re-characterizing the latent
feasibility as explicit set constraints, an efficient iteration
scheme is developed to address BIO. Theoretically, we can
prove that our established iteration scheme can strictly
converge to the global optimal solution of BIO. We also
show that the computational errors during our practical
iterations can be successfully dominated, thus verify the
stability of the proposed method. Extensive experiments on
real-world computer vision applications finally demonstrate
the efficiency and effectiveness of the proposed framework.
In summary, our contributions mainly include:
• As a new modeling paradigm, BIO provides a flex-
ible and modularized framework to integrate prin-
cipled energies, hand-designed priors and deeply
trained network architectures to formulate IIPs.
• By investigating the stability of the nested lower-
level subproblem, the validity of our latent feasibility
re-characterization based single level reformulation
scheme is strictly convinced.
• Different from existing convex bilevel methods (e.g.,
[15], [16], [17]), which is only applicable for strongly
convex upper-level subproblem, our solution scheme
can successfully handle models with more general
convex upper-level objectives.
2 RELATED WORK
2.1 Existing Approaches for Inverse Problems
The most widely used approaches in solving IIPs are to
minimize the mass-fit against data, i.e., where the general-
ized inverse A† is unbounded. Unfortunately, these purely
analytic models are typically just an approximation to these
real-world tasks. Moreover, given no presumption about the
nature of the solution (e.g., the statistics of the image), it
is virtually impossible to solve the IIPs, especially in real
scenarios.
Over the past decades, one of the most widely used way
to approach IIPs is by defining a likelihood and prior, and
optimizing for the Maximum A Posteriori (MAP) solution.
The sparsity of natural images is commonly utilized for
1. Please notice that our BIO formulation is actually not a standard
bilevel programming with coupled variables, but a specific case with
one single variable [14].
defining the priors in some primitive works [3]. The non-
local self-similarity is then developed for constructing the
priors [18]. As further research, researchers tend to design
complicated priors for the competitive performance [4], [5].
While more expressive priors allow for better representation
of the signal of interest, they will typically make optimiza-
tion more difficult. In fact, only for a few trivial prior-
likelihood pairs will inference remain convex. In practice,
one often has to resort to approximations of the objective
and to approximate double-loop algorithms in order to
allow for scalable inference.
The huge field of machine learning provides several
data-driven approaches to tackle these problems by using
training datasets to either construct a problem adapted
forward operator and use an established inversion method
or to solve the inverse problem directly [19], [20]. In par-
ticular, deep learning approaches using neural networks
with multiple internal layers have become popular over the
recent few years [21]. The development of deep learning
lies in the massive data [22] and the significant network
architecture [23]. Nowadays, the large scale of data has
been seen everywhere. Consequently, the design of archi-
tecture plays a decisive role to push forward deep learning.
Indeed, the big advancements of deep learning owing to
some targeted design of architecture [8], [24]. There is no
denying that the tremendous success of deep learning has
achieved in many fields. But it is a vital shortcoming that the
distribution of training set directly decide the performance
in test data. Moreover, no consistent mathematical theory
on deep neural networks for inverse problems has been
developed yet besides the stunning experimental results,
which have been published so far for many different types
of applications to inverse problems.
Some recent works put more emphasis on building
the connection between with traditional optimization and
learning architecture. One is to design the complex priors
with learning parameters and unrolling the iteration scheme
to obtain the end-to-end learned architecture [25], [26].
The other is to substitute the subproblem with the data-
driven network in the optimization process [11], [27]. To
be brief, the key intentions of such methods lie in how
to derive the learned architecture from the optimization
model to incorporate the data prior. But unfortunately,
the convergence behaviors and stability properties become
difficult to analyze although the performances indeed bring
the advancements, which loses the strengths of traditional
optimization. There exists some works [10] have presented
the convergence analysis by introducing the error control
rules, which bring the extra computational burden and the
theoretical results are not satisfied.
2.2 Bilevel Optimization Techniques
In general, bilevel models are hierarchical optimization
problems, where the feasible region of the upper-level
subproblem is restricted by the graph of the solution set
mapping of the lower-level subproblem, see, e.g., [28]. Due
to the coupling of the hierarchical subproblems, it is indeed
extremely challenging to optimize classic bilevel problems.
Recently, a series of works [15], [16], [17] have tried to
address specific bilevel models, in which they minimize
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a convex function over the set of constrained minimizers
of another convex function. Although upper-level variables
exactly coincide with lower-level variables, the resulted con-
vex bilevel problems are still extraordinarily ill-posed. The
early work in [15] considered this category of models with
both smooth upper and lower subproblems. Recent works
in [16], [17] introduced minimal norm gradient and sequen-
tial averaging methods to address convex bilevel problems
with strongly convex and smooth upper-level subproblem.
Unfortunately, the problem settings in [15], [16], [17] are too
restrictive for our tasks. Thus neither of these schemes is
amenable as a solution method for the optimization problem
in this work.
3 THE PROPOSED FRAMEWORK
In this section, we establish a generic convex bilevel frame-
work to integrate different categories of information to
formulate and optimize challenging inverse problems2.
3.1 Bilevel Integration Modeling
We first consider a composite optimization formulation:
min
x
Ψ(x) := ψ(x) + ϕ(x), (1)
where ψ, ϕ are extended-valued convex functions Rn →
(−∞,∞] and ϕ may be possibly nonsmooth. The model
in Eq. (1) has drawn increasing attention recently for the
emerging applications in leaning and vision areas, e.g.,
face recognition [29], saliency detection [30], image restora-
tion [10], optical flows [25] and many others [31]. While dif-
ferent from these existing approaches, which just formulate
their objectives as specific forms of Eq. (1), here we would
like to consider the solution set of Eq. (1) as the lower-level
latent feasibility of our task and actually aim to solve the
following bilevel problem with hierarchy
min
x
F (x) := f(x) + g(x), s.t. x ∈ arg min
x
Ψ(x), (2)
where we introduce another composite function F as our
upper-level objective. Similarly, we also assume that both
f , g are also extended-valued convex functions Rn →
(−∞,∞] and g may be possibly nonsmooth. In this way, we
actually obtain a convex bilevel optimization model, which
implicitly integrate two different hierarchies of information
(i.e., F and Ψ) for IIPs modeling.
3.2 A New Single Level Reformulation Strategy
From an optimization perspective, we actually utilize the
lower-level subproblem Eq. (1) to characterize the feasible
region of BIO in Eq. (2). The main benefit of such strategy is
that we can take full advantage of our domain knowledge
of the task. Indeed, Eq. (2) can be recognized as a specific
convex bilevel model. However, both upper and lower lev-
els are in general lack of smoothness and strong convexity.
Thus the existing solution schemes [15], [16], [17] no longer
admit any theoretical validity. In fact, when the upper-level
subproblem is in the absence of strong convexity, directly
2. We will demonstrate how to apply our framework to integrate both
knowledge and data for real-world applications in Sec. 5.
solving Eq. (2) with such latent feasibility is extremely
challenging.
Motivated by the observation that in applications, the
latent feasibility in Eq. (1) usually possesses some underly-
ing structures, in this paper, we develop a new optimiza-
tion strategy with solid theoretical guarantees for structural
BIO. In particular, we re-characterize the latent feasibility
in Eq. (1). Therefore we shall reformulate Eq. (2) in terms
of the re-characterization of Eq. (1) into a standard opti-
mization problem which is numerically trackable. To this
end, we first list some structural assumptions, which are
necessary for our following analysis and easily to satisfy in
applications of practical interests. Specifically, throughout
this present paper, we suppose that ψ takes the form that
ψ(x) = h(A(x)), where A is some given linear operator
and h has the following structural properties3
Assumption 1. Function h is closed, proper, convex and admits
the properties that (i) h is continuously differentiable on domh,
assumed to be open, and (ii) h is strongly convex on any compact
convex subset of domh.
We are now ready to state the following theorem to
investigate the feasibility of our problem.
Theorem 1. (latent feasibility re-characterization) Let X be
the solution set of Eq. (1) (i.e., X := arg minx Ψ(x)), then A is
invariant on X . That is, given any x¯ ∈ X , X can be explicitly
characterized as
X = {x|A(x) = A(x¯), ϕ(x) ≤ ϕ(x¯)} . (3)
Please notice that the proofs of all our theoretical results
are presented in Appendix.
Following Theorem 1, we defineXϕ := {x|ϕ(x) ≤ ϕ(x¯)}
and y¯ = A(x¯). Then the original bilevel model in Eq. (2) can
be equivalently reformulated as the following single-level
constrained optimization problem:
min
x
f(x) + g(x) + ιXϕ(x), s.t. A(x) = y¯, (4)
where ιXϕ denotes the indicator function of Xϕ. Now the
problem of solving BIO is reformulated to the single level
standard optimization Eq. (4). In order to solve the single
level reformulation, we introduce the following augmented
Lagrangian function with auxiliary variables s, z
Lβ(x, z, s, {λi}3i=1) := f(x) + g(z) + ιXϕ(s)
+〈λ1, z− x〉+ 〈λ2, s− x〉+ 〈λ3,A(x)− y¯〉
+β2 (‖z− x‖2 + ‖s− x‖2 + ‖A(x)− y¯‖2),
where {λi}3i=1 denote the dual multipliers and β > 0
denotes the penalty parameter. Then the proximal ADMM
3. Some commonly used functions in learning and vision (e.g.,
linear regression h(z) = 1
2
‖z − b1‖2, logistic regression h(z) =∑m
i=1 log(1 + e
zi ) − 〈b2, z〉 and likelihood estimation under Poisson
noise h(z) = −∑mi=1 log(zi) + 〈b3, z〉) automatically satisfy these
assumptions, where b1, b2 and b3 are parameters.
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(with τ > 0) reads as follows:
zk+1 ∈ arg min
z
Lβ(xk, z, sk, {λki }3i=1)
+ τ2‖z− zk‖2,
sk+1 ∈ arg min
s
Lβ(xk, zk, s, {λki }3i=1)
+ τ2‖s− sk‖2,
xk+1 ∈ arg min
x
Lβ(x, zk+1, sk+1, {λki }3i=1)
+ τ2‖x− xk‖2,
λk+11 = λ
k
1 + β(z
k+1 − xk+1),
λk+12 = λ
k
2 + β(s
k+1 − xk+1),
λk+13 = λ
k
3 + β(A(xk+1)− y¯).
(5)
Thanks to Theorem 1, we directly have a corollary to
guarantee the convergence of Eq. (5) toward the global
optimal solutions of Eq. (2).
Corollary 1. Suppose that the problem in Eq. (4) has KKT
solutions. Let {(xk, zk, sk,λk)} be the sequence generated by
Eq. (5) on problem (4), then {(xk, zk, sk,λk)} converges to
the KKT point set of Eq. (4). In particular, the sequence {xk}
converges to the global optimal solutions of Eq. (2).
Remark 1. Indeed, we can further estimate a nice linear con-
vergence rate of Eq. (5) for particular models. That is, if we
have that f takes the form that f(x) = h(A˜x) where A˜ is
some given linear operator, h satisfies Assumption 1, g represents
(1) convex polyhedral regularizer; (2) group-lasso regularizer; (3)
sparse group lasso regularizer, ψ is a convex polyhedral function,
then {(xk, zk, sk,λk)} converges linearly to the KKT point set
of problem in Eq. (4). In particular, the sequence {xk} converges
linearly to the global optimal solutions of Eq. (2).
4 THEORETICAL INVESTIGATIONS
With Theorem 1, we have that the solutions returned by
solving Eq. (4) can exactly optimize the bilevel problem in
Eq. (2). It can be seen that our single-level reformulation
based optimization scheme heavily relies on the solution set
re-characterization. In particular, we require one solution of
the lower-level subproblem (i.e., x¯ ∈ arg minx ψ(x) + ϕ(x))
to establish the feasible set X .
However, in general, obtaining such exact solution is
intractable. That is, we in practice can only calculate a so-
lution with errors for the lower-level subproblem in Eq. (1),
i.e., obtain a point x¯δ satisfying d(x¯δ,X ) ≤ δ, where d is
the distance mapping, δ ≥ 0 measures the computational
errors and X denotes the solution set of the lower-level
subproblem (defined in Eq. (3)). As a consequence, we
actually should consider the practical optimization process
of Eq. (2) as solving an approximation of Eq. (4), which can
be formulated as follows4:
min
x
F (x), s.t. A(x) = A(x¯δ), ϕ(x) ≤ ϕ(x¯δ). (6)
In the following, we shall analyze the convergence be-
haviors and stability properties of our practical computation
(can be abstractly formulated as Eq. (6)) from the perturba-
tion analysis perspective. Specifically, we consider the errors
for solving x¯ as the perturbation of optimizing Eq. (4) and
obtain the following constructive results:
4. Please notice that Eq. (6) is only used for our theoretical analysis,
but not practical computation.
• Convergence (Theorem 2): As the error δ decreases
to 0, the solution of Eq. (6) strictly converges to the
solution set of the bilevel problem in Eq. (2).
• Stability (Theorem 3): The proximity from the opti-
mal solution of Eq. (6) to the solution set of bilevel
problem in Eq. (2) can be strictly dominated in terms
of δ.
4.1 Convergence Analysis
Before proving our formal convergence result, we first intro-
duce some necessary notations. By respectively considering
A(x¯δ) and ϕ(x¯δ) in Eq. (6) as perturbed y¯ and s¯, we
are now aim to investigate the stability of the following
parameterized optimization problem
(Pp) min
x
F (x), s.t.
{ A(x)− y¯ = p1,
ϕ(x) ≤ s¯+ p2, (7)
where p = {p1,p2}, y¯ = A(x¯) and s¯ = ϕ(x¯) for any given
x¯ ∈ X . Moreover, we shall need the following notations.
• The feasible set mapping of Pp: Sfeas(p) :=
{x|A(x)− y¯ = p1, ϕ(x) ≤ s¯+ p2}.
• The optimal value mapping of Pp: Sval(p) :=
infx{F (x) | A(x)− y¯ = p1, ϕ(x) ≤ s¯+ p2}.
• The solution set mapping of Pp: Ssol(p) := {x ∈
Sfeas(p) | F (x) = Sval(p)}.
Continuity properties of set-valued mapping S : Rm ⇒
Rn is developed in terms of outer and inner limits:
lim sup
p→p¯
S(p) := {x | ∃pν → p¯, ∃xν → x with xν ∈ S(pν)},
lim inf
p→p¯
S(p) := {x | ∀pν → p¯,∃xν → x with xν ∈ S(pν)}.
Definition 1. A set-valued mapping S : Rm ⇒ Rn is outer
semicontinuous (OSC) at p¯ when lim supp→p¯ S(p) ⊆ S(p¯)
and inner semicontinuous (ISC) at p¯ when lim infp→p¯ S(p) ⊇
S(p¯). It is called continuous at p¯ when it is both OSC and ISC
at p¯, as expressed by limp→p¯ S(p) = S(p¯).
Lemma 1. Suppose that F is a continuous function. If Sfeas(p)
is continuous at 0 and Ssol(0) 6= ∅, then Ssol(p) is outer
semicontinuous at 0.
Remark 2. We shall clarify the continuity assumption regarding
Sfeas in Lemma 1. In fact, when ϕ is a convex polyhedral
function, Sfeas is a closed polyhedral convex mapping. Then
according to Theorem 3C.3 in [32], we know that Sfeas is
Lipschitz continuous, i.e. there exists κ ≥ 0 such that for all
p1,p2 ∈ domSfeas,
h(Sfeas(p1),Sfeas(p2)) ≤ κ‖p1 − p2‖,
where for any nonempty sets E and F , h(E ,F) is given
by h(E ,F) = max{e(E ,F), e(F , E)}, and e(E ,F) =
supx∈E d(x,F). Therefore, when ϕ is a convex polyhedral func-
tion, all the assumptions about Sfeas in the lemma above are
satisfied.
Now we are ready to induce the main result to guarantee
the convergence of our proposed optimization scheme.
Theorem 2. Suppose that ϕ is a convex polyhedral function and
let {x∗δk} be the solution returned by solving Eq. (6) with errors{δk}. If δk → 0, then
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(a) Relative Error (b) Reconstruction Error
Fig. 1. The iteration behaviors of BIO with different y¯.
TABLE 1
Quantitative results of BIO with different settings in Figs. 1-2. Time1
and Time2 are the CPU time (in seconds) for calculating y¯ and the
iteration of BIO, respectively.
D y¯ Time1 Time2 PSNR SSIM
Deconv
xgt — 0.5430 51.33 0.9988
y — 2.9989 25.37 0.6720
APG10−2 0.1478 1.2901 26.62 0.7797
APG10−4 1.7843 0.9153 34.82 0.9662
APG10−6 70.6342 0.8953 34.93 0.9577
x∗ 131.0989 0.8339 34.96 0.9400
I
APG10−4
1.7843 2.1665 29.63 0.9029
CNN 1.7843 0.3729 36.18 0.9728
1) For any accumulation point x∗ of the sequence {x∗δk},
we have that x∗ ∈ Ssol(0). That is, x∗ solves bilevel
problem Eq. (2).
2) If F is coercive, then the sequence {x∗δk} is bounded and
hence admits at least one accumulation point.
4.2 Stability Analysis
Before we can establish the desired stability result for Eq. (6),
we need the following general stability analysis as prelimi-
naries.
Proposition 1. Suppose that there exists neighborhood N
of some point x¯ ∈ Ssol(0) such that F (x) ≥ F (x¯) +
c
2d(x,Ssol(0))2, ∀x ∈ N ∩ Sfeas(0), where F is Lipschitz
continuous with modulus L on N , and there exist κ1, κ2 such
that Sfeas(p)∩N ⊆ Sfeas(0)+κ1‖p‖B, and Sfeas(0)∩N ⊆
Sfeas(p) + κ2‖p‖B. Then for any xp ∈ Ssol(p) ∩ N , we have
d(xp,Ssol(0)) ≤ κ1‖p‖+
(
(κ1+κ2)L
c
) 1
2 ‖p‖ 12 .
According to the results obtained above, together with
the arguments given in the proof of Theorem 2, we also
have following stability guarantees as follows.
Theorem 3. For given δ > 0, let x∗δ represents the solution
returned by solving Eq. (6). Suppose that ϕ is a convex polyhedral
function. If there exists a neighborhood N of some point x¯ ∈
Ssol(0) such that F (x) ≥ F (x¯) + c2d(x,Sopt(0))2, ∀x ∈ N ∩Sfeas(0), and F is Lipschitz continuous on N , then there exist
c1, c2 > 0 such that for any x∗δ ∈ N , we have d(x∗δ ,Ssol(0)) ≤
c1δ + c2δ
1/2.
5 BIO FOR IIPS IN COMPUTER VISION
Indeed, a variety of computer vision tasks can be considered
as IIPs. So in this section we demonstrate how to apply BIO
(a) Relative Error (b) Reconstruction Error
Fig. 2. The iteration behaviors of BIO with different D.
Blurry Input Ground Truth APG: 31.45
FTVd: 32.36 Ours1: 34.88 Ours2: 35.75
Fig. 3. Comparisons of APG, FTVd, Ours1 (BIO with Deconv) and Ours2
(BIO with CNN). The PSNR score is reported below each subfigure.
to formulate and optimize typical computer vision problems
(e.g., image restoration and compressive sensing MRI)5.
Specifying Knowledge-driven Latent Feasibility. In
particular, we first specify the lower-level subproblem by
defining ψ(x) = ‖A(x) − y‖2 and ϕ(x) = γ‖∇x‖1 in
Eq. (2) to reveal the task information (i.e., fidelity) and
the natural image distributions (i.e., priors), respectively.
Here ‖∇x‖1 denotes the `1 norm on the image gradient
(a.k.a. total variation regularization [3]), which has been
recognized as a proper and generic distribution assumption
for the natural images. As for the task-specific fidelity, ψ(x)
is actually used to guarantee that x should be structurally
similar to the observation y after the degradation A. So
we define A as a blur matrix K for image restoration [5]
or under-sampling matrix P and Fourier transformation F
for compressive sensing MRI (i.e., A(x) = PFx) [27]. In
this way, we actually define a nested optimization task to
introduce implicit feasibility to narrow down the solution
space. We argue that compared with these explicitly defined
constraints in standard optimization model, which can only
reveal straightforward conditions, the knowledge-driven
latent feasibility provided by BIO is definitely more flexible
and powerful.
Investigating Data-driven Loss Function. With the
given latent constraints, we are ready to introduce our
upper-level subproblem in Eq. (2). Indeed, we only slightly
modify the standard loss function as f(x) = ‖x − D(y)‖2,
5. Please refer to Appendix for more algorithmic details of these
applications.
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— 34.05/0.9326 31.76/0.9195 33.48/0.9360 33.52/0.9317
Blurry Input FISTA HL IDDBM3D EPLL
33.53/0.9317 34.20/0.9457 34.32/0.9459 34.82/0.9558 —
MLP IRCNN MSWNNM Ours Ground Truth
Fig. 4. Results of images corrupted by a kernel with the size of 15 × 15 from Levin et al’ dataset [34]. The PSNR/SSIM scores are reported below
each subfigure.
where D denotes a given mapping (e.g., pre-trained deep
network architectures) on the observed image. Thus by
learning D on collected training set, we can successfully
incorporate data information in BIO formulation6. Further-
more, thanks to the generic structure in Eq. (2), we can
also introduce additional priors using g to enforce specific
constraints on x. For example, in CS-MRI problem, we
introduce a nonsmooth regularization g(x) = ρ‖Tx‖1 with
a transform T (e.g., Discrete Cosine Transform (DCT) or
Discrete Wavelet Transform (DWT), etc) to further induce
sparsity of images in the transformed space [33].
6 EXPERIMENTAL RESULTS
In this section, we first conduct numerical experiments
to study the iteration and convergence behaviors of our
proposed BIO. Then we compare the practical performance
of BIO with state-of-the-art approaches (including deep
learning methods) on two real-world IIP applications in
low-level computer vision area, i.e., image restoration and
compressed sensing MRI. All the experiments are conducted
on a PC with Intel Core i7 CPU at 3.7GHz, 32GB RAM and
a NVIDIA GeForce GTX 1080Ti 11GB GPU.
6.1 Model Evaluation and Verification
We first analyze and evaluate the important components of
BIO on the image restoration task. As discussed in the above
theoretical part, it is necessary to specify a particular y¯ to
setup our algorithm. Here we consider different strategies
to obtain it, i.e., set y¯ as the corrupted observation y, or the
numerical solutions i.e., y¯ = A(xAPG), where xAPG is returned
by solving the lower-level subproblem in Eq. (1) by APG [35]
with different relative errors (i.e., ‖xk+1−xk‖/‖xk+1‖ is less
6. We state the details on the design and training of D in Sec. 6.
than 10−2, 10−4 or 10−6). These three settings are denoted
as APG10−2 APG10−4 and APG10−6 in Table 1 and Fig. 1.
We also consider the optimal solution of the lower-level
subproblem (i.e., y¯∗ = A(x∗))7 in these experiments as a
reference. It can be seen from Fig. 1 and Table 1 (the top part)
that the performance of BIO with y¯∗ is the upper bound of
all these settings. We also observed that both APG10−4 and
APG10−6 obtain very close results to the ideal y¯∗ strategy.
But the speed of APG10−4 is much higher than APG10−6 . All
these results actually have verified the nice convergence and
stability properties of BIO. Thus in the following we always
adopt APG10−4 to setup BIO for these applications.
It is known that another important component of BIO
is the operator D in the upper-level subproblem. Here we
also consider different strategies to design D. Specifically,
the most naive way to obtain this operator is just setting it
as the identity mapping (i.e., D(y) = y, denoted as I). We
can also define this operator by introducing a deconvolution
loss and solving it in closed-form (denoted as Deconv),
i.e., D(y) = arg minx ‖Kx − y‖2 + α‖x − y‖2 with a
trade-off α > 0 (fix it as 10−4 for all the experiments).
Inspired by the recent developments of deep learning, here
we also introduce convolution neural networks (CNN) [36]
as D (denoted as CNN) in BIO. That is, we design a simple
denoising CNN architecture, which consists of seven di-
lated convolutions, six ReLU operations (plugged between
each two convolution layers), and five batch normalizations
(plugged between convolution and ReLU, except the first
convolution layer). We collected 800 natural images from
ImageNet database [37] and add 5% Gaussian noises to
generate the training data for our CNN-based denoiser in
all the experiments. We observed in Fig. 2 and Table 1
7. Since the lower-level subproblem in Eq. (1) is convex and APG
is also a strictly converged method, here we just compute 20, 000
iterations to numerically obtain the optimal solution x∗.
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TABLE 2
Averaged image restoration quantitative performance (i.e., PSNR and SSIM) on Levin et al.’ benchmark.
FTVd [3] FISTA [38] HL [39] IDDBM3D [40] EPLL [41] MLP IRCNN [11] MSWNNM [5] BIO (Ours)
PSNR 29.38 31.81 30.12 31.53 31.65 31.32 32.28 32.50 32.79
SSIM 0.8819 0.9010 0.8961 0.9043 0.9258 0.8991 0.9200 0.9247 0.9318
— 32.71/0.9270 30.62/0.9263 33.27/0.9526 31.54/0.9429
Blurry Input FISTA HL IDDBM3D EPLL
32.80/0.9424 33.83/0.9555 33.85/0.9512 33.98/0.9582 —
MLP IRCNN MSWNNM Ours Ground Truth
Fig. 5. Results of images corrupted by a kernel with the size of 21 × 21 from Levin et al’ dataset [34]. The PSNR/SSIM scores are reported below
each subfigure.
— 30.31/0.8884 27.51/0.8487 29.48/0.8885 28.72/0.8886
Blurry Input FISTA HL IDDBM3D EPLL
29.89/0.9003 30.25/0.9078 30.36/0.9150 31.24/0.9206 —
MLP IRCNN MSWNNM Ours Ground Truth
Fig. 6. Results of images corrupted by a kernel with the size of 23 × 23 from Levin et al’ dataset [34]. The PSNR/SSIM scores are reported below
each subfigure.
that the task-inspired Deconv operation is better than the
naive I strategy. While our learning-based CNN module
can significantly improve both the numerical performance
and the final quantitative and qualitative results, which
successfully verify the values of our knowledge and data
integration paradigm in BIO.
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Input HL: 21.18/0.4917 EPLL: 19.08/0.5708
IDDBM3D: 25.27/0.7809 MSWNNM: 25.81/0.8047 BIO (Ours): 26.54/0.8425
Fig. 7. Image restoration results on a challenging color image with a large-size kernel (75× 75). The PSNR/SSIM scores are reported below each
subfigure. The PSNR/SSIM scores are reported below each subfigure.
Cartesian mask Gaussian mask Radial mask
Fig. 8. Averaged compressed sensing MRI results on IXI dataset. Top and Bottom row are 20% and 30% sampling rate, respectively. In each
subfigure, the upper right is the best.
From the optimization perspective, we can also under-
stand that BIO actually provides a bilevel way to improve
the optimization process of the lower-level model. To verify
this effectiveness, we utilize two well-known numerical op-
timization methods, i.e., FTVd [3] and APG [35], to directly
solve the lower-level model in Eq. (1). We compared their
results and two versions of our BIO, including Ours1(with
the Deconv) and Ours2 (with the CNN) in Fig. 3. It can
be easily seen that both of our two BIO solvers obtained
remarkably better performance than traditional numerical
optimization approaches. Especially, the learning-based CNN
strategy is the best among all the compared methods, which
successfully verify the power of our data-driven bilevel
integration mechanism.
6.2 Applications in Computer Vision
Image Restoration. We now compare BIO with state-of-
the-art image restoration approaches, including FTVd [3],
FISTA [38], HL [39], IDDBM3D [40], EPLL [41], MLP [42], IR-
CNN [11] and MSWNNM [5]. We first conduct experiments
on the well-known Levin et al.’ benchmark [34], which
includes 32 images of the size 255 × 255 and blurred by 8
different kernels of the size ranging from 13× 13 to 27× 27.
The visual comparisons on three example images from this
benchmark are plotted in Fig. 4-6, it can be easily seen
that our proposed algorithm achieves the prominent detail
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— 34.73/0.9267 36.82/0.9511 31.97/0.9009 32.45/0.9168 37.80/0.9583 38.35/0.9635
— 43.66/0.9792 44.12/0.9761 42.39/0.9776 46.31/0.9911 45.83/0.9832 46.88/0.9917
— 33.80/0.8891 34.85/0.9408 33.79/0.9320 35.02/0.9556 35.92/0.9504 36.04/0.9641
Zerofilling PANO FDLCP ADMM-Net BM3D-MRI TGDOF BIO (Ours)
Fig. 9. Visual comparison of Compressive Sensing MRI at the sparse k-space data with different undersampling patterns and 30% sampling rates
(Top row: Cartesian mask. Middle row: Gaussian mask. Bottom row: Radial mask).
— 27.72/0.8155 26.84/0.7929 25.38/0.7488 26.26/0.7740 28.22/0.8260 28.78/0.8440
Zerofilling PANO FDLCP ADMM-Net BM3D-MRI TGDOF BIO (Ours)
Fig. 10. Visual comparison of Cartesian mask at 30% sampling rate). The PSNR/SSIM scores are reported below each subfigure.
recovery with highest PSNR/SSIM scores in different cases.
We also report the averaged quantitative scores (i.e., PSNR
and SSIM) in Table 2. We can see that the deep learning
based IRCNN approach can achieve much better perfor-
mance than traditional optimization based methods. The
very recently developed MSWNNM adopted a multi-scale
technique to investigate rich image details, thus its results
are even better. While thanks to the novel interpretation of
knowledge-driven and data-driven mechanisms, our BIO
obtain the best quantitative and qualitative results among all
the tested methods. In addition, a color image (612 × 342)
corrupted by a very large kernel (of the size 75 × 75) is
also utilized to further evaluate these approaches, which is
showed in Fig. 7. Obviously, all these compared state-of-
the-art approaches tend to the unclear details depict. Again,
BIO recovered richer textures and more details of the image,
thus performed the best.
Compressive Sensing MRI (CS-MRI). We then eval-
uate BIO on the CS-MRI problem. Specifically, we con-
duct all the experiments on 55 images with the size of
256 × 256 from the widely-used IXI MRI benchmark8. Our
experiments contains three types of undersampling patterns
(i.e., Cartesian, Gaussian, and Radial mask) and two sam-
pling rates (i.e., 20%, 30%) to generate the sparse k-space
data. We compared BIO with many existing state-of-the-
art methods including TV [43], SIDWT [33], PBDW [44],
PANO [45], FDLCP [46], ADMM-Net [27], BM3D-MRI [18],
and TGDOF [47]. The scatter plots in Fig. 8 illustrated
the quantitative results of all the compared approaches on
the test data set, including three types of undersampling
patterns and two kinds of sampling rates. It is easy to see
that our BIO achieved the best results according to both
PSNR and SSIM scores (i.e., the upper right red points) in
all situations. We then consider three types of masks with
30% sampling rates to fully verify the performance. All
these results are demonstrated in Fig. 9. Clearly, our BIO
achieved outstanding performances with richer details and
the highest quantitative scores in all these scenarios. Further,
we generate challenging chest data using a Cartesian mask
with a sampling rate of 30% in Fig. 10. Consistently, BIO
8. http://brain-development.org/ixi-dataset/
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achieves the best qualitative and quantitative performance.
The above sufficient experiments fully indicate the superi-
ority of our BIO in terms of CS-MRI problem.
7 CONCLUSIONS
This paper studied a bilevel optimization paradigm to inte-
grate knowledge and data for formalizing and optimizing
ill-posed inverse problems. We theoretically proved our
established solving scheme can strictly converge to the
global optimal solution of BIO. Plenty of experiments on
two real-world computer vision applications fully revealed
the efficiency and effectiveness of the proposed framework.
APPENDIX A
PROOFS OF OUR THEORETICAL RESULTS
In the following, we first provide detailed proofs for the
propositions and theorems in our manuscript. The details
for the bilevel optimization model and iteration schemes for
particular applications are also summarized.
A.1 Proof of Theorem 1
Proof. Given a solution x¯ ∈ X . First, for any
x ∈ {x|A(x) = A(x¯), ϕ(x) ≤ ϕ(x¯)}, we have Ψ(x) =
h(A(x¯)) + ϕ(x) ≤ h(A(x¯)) + ϕ(x¯) = minx Ψ(x), thus
{x|A(x) = A(x¯), ϕ(x) ≤ ϕ(x¯)} ⊆ X . (8)
For any x ∈ X , if A(x) 6= A(x¯), then by the strong
convexity of h, there exists σ > 0 such that
h(A(x)) ≥ h(A(x¯))+〈∇h(A(x¯)),A(x)−A(x¯)〉+σ
2
‖A(x)−A(x¯)‖2.
And since 0 ∈ AT∇h(A(x¯)) + ∂ϕ(x¯), by the convexity of
g, we have
ϕ(x) ≥ ϕ(x¯) + 〈−AT∇h(A(x¯)),x− x¯〉.
Combining the two inequalities given above, we obtain
Ψ(x) ≥ Ψ(x¯) + σ
2
‖A(x)−A(x¯)‖2 > Ψ(x¯),
which contradicts to the fact that x ∈ X . Next, sinceA(x) =
A(x¯), and Ψ(x) = Ψ(x¯), we have ϕ(x) = ϕ(x¯), and thus
X ⊆ {x|A(x) = A(x¯), ϕ(x) ≤ ϕ(x¯)} . (9)
Upon combing Eq. (8) and Eq. (9), we reach the re-
characterization of X as Eq. (3).
A.2 Proof of Corollary 1
Remark 3. Indeed, we can further estimate a nice linear con-
vergence rate of Eq. (5) for particular models. That is, if we
have that f takes the form that f(x) = h(A˜x) where A˜ is
some given linear operator, h satisfies Assumption 1, g represents
(1) convex polyhedral regularizer; (2) group-lasso regularizer; (3)
sparse group lasso regularizer, ψ is a convex polyhedral function,
then {(xk, zk, sk,λk)} converges linearly to the KKT point set
of problem in Eq. (4). In particular, the sequence {xk} converges
linearly to the global optimal solutions of Eq. (2).
Proof. By Theorem 1, we have the equivalence between
Eq. (2) and Eq. (4). Thus the convergence of the iterations in
Eq. (5) can be directly guaranteed via standard convergence
results of proximal ADMM [48]. Moreover, by applying
the investigations in [49], we can further obtain a linear
convergence rate estimation for our iteration in Eq. (5).
A.3 Proof of Lemma 1
Inspired by Theorem 3B.5 in [32], we have following result.
Proof. First, we show that lim supp→0 Sval(p) ≤ Sval(0). Let
x¯ ∈ Ssol(0), since Sfeas(p) is continuous at 0, it is inner
semicontinuous at 0. Thus for any sequence pk → 0, we get
the existence of a sequence of points xk with xk ∈ Sfeas(pk)
such that xk → x¯ as k →∞. Then for any  > 0 there exists
N > 0 such that
Sval(pk) ≤ F (xk) ≤ F (x¯) +  = Sval(0) + , ∀k ≥ N,
which implies
lim sup
p→0
Sval(p) ≤ Sval(0).
We next show the outer semicontinuity of Ssol at 0. For any
pk → 0 with xk ∈ Sopt(pk) such that xk → x¯. Since Sfeas
is outer semicontinuous at 0, we have x¯ ∈ Sfeas(0). By the
continuity of F and upper semicontinuity of Sval at 0, we
have
Sval(0) ≤ F (x¯) = lim
k→∞
F (xk) = lim sup
k→∞
Sval(pk) ≤ Sval(0),
which implies
x¯ ∈ Ssol(0).
That is, Ssol(p) is outer semicontinuous at 0 according to
Definition 1.
A.4 Proof of Theorem 2
Proof. Because for any x∗δ , we have x
∗
δ ∈ Ssol(p) with
p1 = A(x¯δ) − A(x¯) and p2 = ϕ(x¯δ) − ϕ(x¯). Therefore,
‖p‖ ≤ ‖A(x¯δ) − A(x¯)‖ + ‖ϕ(x¯δ) − ϕ(x¯)‖ ≤ (‖A‖ +
Lϕ)d(x¯δ,X ) ≤ (‖A‖ + Lϕ)δ, where Lϕ is the Lipschitz
continuity modulus of ϕ. Note that the Lipschitz continu-
ity modulus is guaranteed to exist because ϕ is a convex
polyhedral function. Then the first argument follows from
Lemma 1 directly. The second argument actually follows
from the fact that lim supk→∞ F (x
∗
δk
) ≤ Sval(0) and F is
coercive.
A.5 Proof of Proposition 1
Inspired by Proposition 4.37 in [50], we have following
result.
Proof. For any xp ∈ Sopt(p) ∩ N , let z := ProjSfeas(0)(xp)
and x0 = ProjSsol(0)(z), and since Sfeas(0) and Ssol(0) are
both closed convex sets, z and x0 are well defined. Because
x¯ ∈ Ssol(0), we have ‖x0 − x¯‖ ≤ ‖z− x¯‖ ≤ ‖xp − x¯‖, and
thus z,x0 ∈ N and ‖xp − z‖ ≤ κ1‖p‖.
Since xp ∈ Ssol(p), for any point y ∈ Sfeas(p), we have
F (xp)−F (x0) = F (xp)−F (y)+F (y)−F (x0) ≤ L‖y−x0‖.
Since y can be any point in Sfeas(p), we have
F (xp)− F (x0) ≤ κ2L‖p‖. (10)
Next, we have
F (xp)− F (x0) ≥ F (z)− F (x0)− |F (xp)− F (z)|
≥ c‖z− x0‖2 − L‖xp − z‖
≥ c(‖xp − x0‖ − ‖z− xp‖)2 − κ1L‖p‖
≥ c(‖xp − x0‖ − κ1‖p‖)2 − κ1L‖p‖.
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Combining with Eq. (10), we get
κ2L‖p‖ ≥ c(‖xp − x0‖ − κ1‖p‖)2 − κ1L‖p‖,
and thus
d(xp,Ssol(0)) ≤ ‖xp − x0‖ ≤ κ1‖p‖+
√
(κ1 + κ2)L
c
‖p‖.
A.6 Proof of Theorem 3
Proof. As stated in our manuscript, according to the results
proved in Proposition 1, together with the arguments given
in the proof of Theorem 2, we can directly have the stability
guarantees in this theorem.
APPENDIX B
SPECIFIC ITERATION SCHEMES FOR APPLICATIONS
In this part, the details for the bilevel optimization model
and iteration schemes for particular applications including
image restoration and CS-MRI are summarized.
B.1 Image Restoration
We specific the general BIO model in Eq. (2) for image
restoration as follows:
min
x
1
2‖x−D(y)‖2,
s.t. x ∈ arg min
x
1
2‖Kx− y‖2 + γ‖∇x‖1,
(11)
where y is the corrupted observation, x is the desired clean
image, K is a blur matrix, andD is the data-driven operator.
As in the case where the regularizer ψ in Eq. (4) is polyhe-
dral convex, Eq. (4) can be reformulated in the following
particular way with auxiliary variables to ease the compu-
tation. By introducing auxiliary variables s1, s2, r,w, we can
obtain the feasible set as X = {x|Kx = y¯,∇x + s1 −w =
0,∇x− s2 +w = 0, 〈e,w〉+ r− t¯ = 0, s1, s2, r ≥ 0}, where
y¯ = Kx¯ and t¯ = γ‖∇x¯‖1 for any given x¯ ∈ X , e denotes
the all one vector, λx, λs1 , λs2 , λr are the corresponding
dual multipliers. Based on this reformulation, the proximal
ADMM updating can be summarized as:
[sk+11 ]i = max
{
0,
β([wk]i − [∇xk]i)− [λks1 ]i + τ [sk1 ]i
β + τ
}
,
[sk+12 ]i = max
{
0,
β([wk]i + [∇xk]i) + [λks2 ]i + τ [sk2 ]i
β + τ
}
,
rk+1 = max
{
0,
β(t¯− 〈e,wk〉)− λkr + τrk
β + τ
}
,
wk+1 = ((2β + τ)I+ βee>)−1ck,
xk+1 = (βK>K+ (1 + τ)I+ 2β∇>∇)−1dk,
λk+1x = λ
k
x + β(Kx
k+1 − y¯),
λk+1s1 = λ
k
s1 + β(∇xk+1 + sk+11 −wk+1),
λk+1s2 = λ
k
s2 + β(∇xk+1 − sk+12 +wk+1),
λk+1r = λ
k
r + β(〈e,wk+1〉+ rk+1 − t¯),
where β, τ > 0 are respectively the penalty and regulariza-
tion parameters, [·]i denotes the i-th element of the given
vector, I is the identity matrix, and ck = βsk+11 + λ
k
s1 +
βsk+12 −λks2+(βt¯−βrk+1−λkr )e+τwk, dk = D(y)+βK>y¯+
∇>
(
β(sk+12 − λks2)− β(sk+11 + λks1)
)
−K>λkx + τxk.
B.2 CS-MRI
We specific the general BIO model in Eq. (2) for CS-MRI as
follows:
min
x
η
2‖x−D(y)‖2 + ρ‖Tx‖1,
s.t. x ∈ arg min
x
1
2‖PFx− y‖2 + γ‖∇x‖1,
(12)
where x is the discretized image to be rec onstructed, y is
the acquired k-space data, P is the under-sampling matrix,
F denotes the Fourier transform, T is also a given transform
(e.g., Discrete Cosine Transform (DCT) or Discrete Wavelet
Transform (DWT), etc) and D is the data-driven operator.
Then we can generate the feasible set X of the lower-level
problem, i.e, X = {x|PFx = y¯,∇x+s1−w = 0,∇x−s2 +
w = 0, 〈e,w〉 + r − t¯ = 0, s1, s2, r ≥ 0}, where y¯ = PFx¯
for any given x¯ ∈ X , s1, s2, r, w are auxiliary variables, λx,
λs1 , λs2 , λr are the corresponding dual multipliers. Based
on this feasible set, by introducing auxiliary variable z, the
proximal ADMM updating summarized as:
[zk+1]i = sign([u
k]i) max
{
0,
∣∣∣[uk]i∣∣∣− ρ
β + τ
}
,
[sk+11 ]i = max
{
0,
β([wk]i − [∇xk]i)− [λks1 ]i + τ [sk1 ]i
β + τ
}
,
[sk+12 ]i = max
{
0,
β([wk]i + [∇xk]i) + [λks2 ]i + τ [sk2 ]i
β + τ
}
,
rk+1 = max
{
0,
β(t¯− 〈e,wk〉)− λkr + τrk
β + τ
}
,
wk+1 = ((2β + τ)I+ βee>)−1ck,
xk+1 = (βF>P>PF+ (η + τ)I+ 2β∇>∇+ βT>T)−1dk,
λk+1x = λ
k
x + β(PFx
k+1 − y¯),
λk+1z = λ
k
z + β(z
k+1 −Txk+1),
λk+1s1 = λ
k
s1 + β(∇xk+1 + sk+11 −wk+1),
λk+1s2 = λ
k
s2 + β(∇xk+1 − sk+12 +wk+1),
λk+1r = λ
k
r + β(〈e,wk+1〉+ rk+1 − t¯),
where β, τ > 0 are respectively the penalty and regu-
larization parameters, sign(·) denotes the sign function,
z is an additional auxiliary variable for the nonconvex
upper-level subproblem, λz is the corresponding dual mul-
tiplier, uk = βTx
k−λkz+τzk
β+τ , c
k = βsk+11 + λ
k
s1 + βs
k+1
2 −
λks2 + (βt¯ − βrk+1 − λkr )e + τwk,and dk = βF>P>y¯ +
ηD(y)−F>P>λkx+∇>
(
β(sk+12 − λks2)− β(sk+11 + λks1)
)
+
βT>zk+1 +T>λkz + τx
k.
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