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Modelling the Thermal Dynamics of Polygonal Soil Structures in the
Permafrost of the Lena Delta, Northern Siberia
Patterned ground structures characterised by strong heterogeneities in surface and subsur-
face properties are a common feature of permafrost landscapes in the Arctic. In this thesis,
an existing permafrost model including conductive heat transfer and the phase change of
water is extended to simulate the thermal dynamics of polygonal soil structures in an Arctic
tundra wetland in Northern Siberia. A two-dimensional model formulation in cylindrical
coordinates is implemented and coupled to a surface energy balance model. The model
performance is assessed by a comparison with analytical solutions and field measurements
of soil temperature and surface heat fluxes. The heat transfer in the soil is represented
well with mean absolute deviations of up to 1 ◦C. The coupled simulations with surface
energy balance calculation represent the soil temperatures with larger deviations that can
be attributed to the description of the snow cover in the model. Lateral heat fluxes in the
polygon only occur during limited periods and do not have a substantial impact on the
thermal dynamics of the system. Simplified one-dimensional model descriptions based on
averaged soil and surface parameters show a cold bias of up to 0.7 ◦C in the mean annual
temperature of the permafrost compared with the detailed two-dimensional model. The
thaw depth is simulated consistently by the models of different complexity .
Modellierung der Temperaturdynamik von polyonalen Bodenstrukturen
im Permafrostboden des Lena-Deltas in Nordsibirien
Frostmusterböden mit starker Heterogenität in den Boden- und Oberflächeneigenschaften
sind charakteristisch für die Permafrostgebiete der Arktis. In dieser Arbeit wird ein
existierendes Permafrostmodell für konduktiven Wärmetransport im Boden inklusive des
Phasenwechsels von Wasser erweitert um die Temperaturdynamik von polygonalen Bo-
denstrukturen in der Tundra Nordsibiriens zu simulieren. Es wird eine zweidimensionale
Beschreibung in Zylinderkoordinaten entwickelt und an ein Oberflächenenergiebilanzmod-
ell gekoppelt. Zur Überprüfung der Modellergebnisse werden analytische Lösungen der
Wärmeleitungsgleichung betrachtet und ein Vergleich mit gemessenen Bodentemperaturen
und Wärmeflüssen durchgeführt. Der Wärmetransport im Boden wird mit mittleren abso-
luten Abweichungen von bis zu 1 ◦C gut repräsentiert. Die gekoppelten Simulationen mit
Berechnung der Oberflächenenergiebilanz weisen größere Abweichungen auf, die haupt-
sächlich auf die Beschreibung der Schneedecke im Modell zurückgeführt werden können.
Laterale Wärmeflüsse treten im Polygon nur in beschränkten Zeiträumen auf und haben
keinen nennenswerten Einfluss auf die Temperaturdynamik des Systems. Vereinfachte
eindimensionale Modellbeschreibungen auf Basis von gemittelten Boden- und Oberflächen-
parametern zeigen eine Unterschätzung der Jahresmitteltemperaturen im Permafrost von
bis zu−0.7 ◦C gegenüber detaillierten zweidimensionalen Simulationen. Die Auftautiefe des
Bodens wird von den Modellen unterschiedlicher Komplexität konsistent repräsentiert.
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11 Introduction and motivation
Permafrost is an important phenomenon of the Earth’s continental surface and sub-
surface covering about 25% of the Northern Hemispheric land surface (French, 2007;
Brown et al., 1997). Permafrost can be found in the Arctic regions of Alaska,
Canada, Greenland, Northern Europe and Asia as well as in high mountain ranges
(French, 2007). The polar regions and high mountain areas are expected to face
the most drastic warming in the next century (ACIA, 2004; IPCC, 2007). Tem-
perature increases in the Arctic permafrost have already been observed in the past
years and decades in different regions of the Arctic (Romanovsky et al., 2010b;
Smith et al., 2010; Christiansen et al., 2010). The thermal state of permafrost is
of high relevance for a wide range of ecosystem processes in these areas, such as
local and regional hydrology or atmospheric conditions (French, 2007). Permafrost
soils contain large amounts of organic carbon of different age and biochemical state.
Substantial amounts of these carbon deposits could be released into the atmosphere
in the form of methane or carbon dioxide due to a destabilisation of permafrost soils
in the following centuries. This would form a positive feedback mechanism in the
climate system (Zimov et al., 2006; Tarnocai et al., 2009). However, the sensitivity
of permafrost carbon to rising temperatures and the complex interplay with other
processes such as land cover changes are still open research questions (Schuur et al.,
2009).
Permafrost landscapes are often characterised by strong heterogeneities of soil com-
position andsurface properties on different length scales. These often occur as so
called patterned ground structures on a scale of metres to tens of metres and are
formed based on processes connected to the freeze-thaw dynamics of the soil or
mechanical effects due to the large temperature range in the course of the annual
cycle (French, 2007). In high-latitude wetlands the landscape is often dominated
by low-centred polygons created by frost-cracking and the formation of ice-wedges
(Lachenbruch, 1962; Mann, 2003). This landscape type shows strong heterogeneities
of both surface and subsurface characteristics on a scale of metres to tens of metres
between the elevated rims and the depressed centres of the polygons. That includes,
for example, water content, albedo or roughness length. These properties determine
the heat transfer processes in the soil and at the soil surface. A pronounced microto-
pography leads to strong differences in snow depth which determines the insulation
of the soil during the cold winter period.
Previous studies in this landscape type revealed distinct differences in the surface en-
ergy balance for the different compartments (Kutzbach, 2006; Langer et al., 2011a).
Variations in snow cover thickness and soil water content were determined as main
factors affecting the thermal state of the under-laying permafrost (Langer et al.,
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2013). Given these strong lateral variations in the parameters governing the heat
transfer processes, substantial lateral heat fluxes can be expected inside the poly-
gons. These horizontal heat fluxes are not described by the common one-dimensional
permafrost modelling (Riseborough et al., 2008), which could lead to biases in the
simulation of the thermal state of permafrost in such landscape type.
An established model for heat transfer in permafrost soils based on heat conduction
and the phase change of water (Westermann, 2010; Westermann et al., 2011; Langer
et al., 2013) is extended to a two-dimensional formulation. Cylindrical coordinates
are chosen to represent the approximately circular shape of the polygonal soil struc-
tures. Furthermore, a surface energy balance model is coupled to the soil heat
transfer model so that the forcing can be provided by meteorological measurements.
This allows to include lateral heterogeneities in both subsurface soil composition
and surface properties in the simulations of the thermal dynamics.
To assess the quality of the model, simulations are performed with gradually in-
creased physical complexity. The numerical accuracy of the heat transfer model
scheme is investigated for special cases that feature analytical solutions of the non-
linear problem of heat transfer with phase change. The accuracy of the simulations
of heat transfer in the soil and the choice of the soil parametrisation are examined
with simulations based on boundary forcing from measured soil temperatures close
to the soil surface. Simulations of the coupled model including the surface energy
balance and soil heat transfer are compared to measurements of soil temperature
and heat fluxes both at the surface and in the ground. This allows for the identifi-
cation of the main factors that determine the heat transfer processes at the surface
and subsurface of the permafrost landscape.
The two-dimensional model formulation is used to simulate the thermal dynamics
of a tundra polygon with two main research questions. The simulation results will
allow to investigate to which extent lateral heat fluxes occur within the subsurface of
the polygon and give quantitative information about the magnitude of these fluxes
in comparison to the vertical fluxes.
Large scale climate models for climate research or weather prediction use different
approaches to include heterogeneities in the surface cover at subgrid scales in their
internal surface energy balance calculations (Avissar and Pielke, 1989; Giorgi and
Avissar, 1997). The results of a detailed two-dimensional model simulation are
compared to simplified model schemes based on one-dimensional heat transfer in the
soil and averaged soil and surface parameters to reveal effect of such simplifications
on key parameters of permafrost landscapes such as average soil temperatures and
thaw depth. This gives an assessment of the representation of the thermal dynamics
in polygonal tundra landscape in usual one-dimensional model schemes.
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The thermal dynamics of the ground are determined by the heat transfer processes
inside the soil and the heat exchange with the atmosphere at the ground surface. In
this chapter the theoretical background of the numerical model description used to
simulate the heat transfer processes in the soil and at the soil surface are outlined.
The physical processes involved in the thermal dynamics include radiative and tur-
bulent diffusive heat transfer in the atmosphere, conductive heat transfer in the soil
and the phase change of water between liquid water and ice. This will be completed
by a short introduction into the basic characteristics of permafrost soils and into the
relevant features of the landscape type of polygonal tundra.
2.1 Surface energy balance
The energy balance at the earth’s surface is made up by the different heat flux
processes in the two adjacent compartments of the solid earth and the atmosphere,
i.e the soil and the atmospheric boundary layer. This includes the net radiation
budget Qnet, the turbulent fluxes of sensible heat Qh and lateral heat Qe, and the
ground heat flux Qg. The description of the heat fluxes at the surface follows the
sign conventions that has become a certain standard in the description of surface
energy balances (Foken, 2008a; Kraus, 2008). All radiation fluxes, both incoming
and outgoing, are described by positive values and the net radiation is positive
when it is directed towards the earth’s surface while the other heat fluxes are chosen
positive when directed away from the surface. Hence, a positive sensible or latent
heat flux is cooling the surface, whereas a positive ground heat fluxes lead to a
warming of the subsurface.
Conservation of energy balance at the surface is ensured
Qnet = Qh +Qe +Qg. (2.1)
Radiation in the earth’s atmosphere is present in two distinct wavelength bands
(Foken, 2008a). Short-wave radiation QSW includes the incoming sunlight and
the scattered and reflected light in the ultraviolet, optical and near infrared range
(λ ≈ 5 − −2800 nm). The thermal radiation emitted by the earth’s surface and
the atmosphere makes up the long-wave radiation QLW in the infrared spectrum
(λ ≈ 5−−50 µm). The net radiation is given by
Qnet = QSW,in −QSW,out +QLW,in −QLW,out. (2.2)
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The albedo A is the ratio of reflected to incoming radiation in the short-wave range
A =
QSW,out
QSW,in
. (2.3)
The emissivity ε in the thermal range gives the fraction of the incoming radiation
that is absorbed by the surface. Furthermore, the emission of thermal radiation
depends on the surface temperature Ts which is described by Stefan-Boltzmann’s
law
QLW,out = εσT
4
s + (1− )QLW,in, (2.4)
with the Stefan-Boltzmann constant σ = 5.67 · 10−5Wm−2K−4 and the surface
temperature Ts. Hence, the total radiation balance at the surface reads
Qnet = (1− A)QSW,in + εQLW,in − εσT 4S . (2.5)
The sensible and latent heat fluxes Qh and Qe are forming the turbulent heat ex-
change in the lower atmosphere that is explained in more detail in Chapter 2.3.
The ground heat flux Qg in this description of the surface energy balance is the heat
flux across the atmosphere-ground interface in summer or the atmosphere-snow in-
terface in winter. The thermal dynamics of the snow cover are regarded separately.
However, the presence of snow directly influences the surface energy balance due to
surface parameters such as albedo and roughness length that differ strongly from the
ones of the ground surface. In addition, snow has a low heat conductivity compared
to most soils. This drastically limits the heat flux from the surface into the ground
or vice versa during snow covered periods (Goodrich, 1982). During the snow melt,
this component of the energy budget can be quite large and accounts for most of
the absorbed net radiation (Langer et al., 2011a).
When the components of the energy balance are determined by independent mea-
surements, the energy balance closure term ∆Q (Foken, 2008b) ensures the conser-
vation of energy at the surface
Qnet −Qh −Qe −Qg = ∆Q 6= 0. (2.6)
The deviation can be attributed to measurement errors or physical processes not
covered in the underlying concepts. Examples are heat storage at the surface or
heat transfer processes in the atmosphere that are not covered by the assumptions
about turbulence that the measurement principle is based on.
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2.2 Heat transfer in soils
Heat transfer in soils can be derived from the conservation of thermal energy
∂E
∂t
= ∇jh + Sh (2.7)
which states that a change of the thermal energy E of an elementary volume of the
soil can only change due to heat fluxes jh through the boundaries or internal sources
of thermal energy Sh. Assuming only conductive heat transport the heat flux is
given by Fourier’s Law:
jh = −k∇T, (2.8)
based on the gradient of the soil temperature T and the thermal conductivity kh.
The change in internal energy is related to the temperature change by the volumetric
heat capacity ch of the soil:
∂E
∂T
= ch = ρcm. (2.9)
This leads to the diffusive heat conduction equation:
ch(~x, T )
∂T
∂t
= ∇ (kh(~x, T )∇T ) + S(~x, t, T ) (2.10)
The thermal properties of the soil and possible source terms can depend on time,
space and soil temperature. In the case of spatially and temporally constant thermal
properties ch and kh and in the absence of energy sources S in the soil equation (2.10)
simplifies to:
∂T
∂t
=
k
c
∆T = Dh∆T (2.11)
with the thermal diffusivity Dh = kh/ch.
According to Roth and Boike (2001) the heat transfer in such a linear system can be
described by the theory of transfer integrals. The travel time tmax of the maximum
of a heat pulse from the boundary of the model domain into a certain depth z can
be calculated as
tmax =
z2
Dh
. (2.12)
In this thesis soils of heterogeneous composition with the phase change processes of
freezing and thawing are examined which adds a non-linear term to the heat equa-
tion so that the basic assumption of linearity that the theory is based on is not valid
any more. Nevertheless, these concepts often offers a very intuitive way to estimate
the magnitudes or scales of processes, especially in the case of regarding either the
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thawed or the frozen parts of the soil independently.
The description of purely conductive heat transfer is based on the assumption that
convective transport processes due to the movement of heat with water flow and
water vapour transport can be neglected. Weismüller et al. (2011) report a con-
vective heat flux of 3% of the conductive heat flux and even less for water vapour
diffusion for a permafrost site on Svalbard. They come to the conclusion that a
simulation based on heat conduction and the phase change of water should yield
accurate results for most permafrost conditions.
Soil freezing characteristics and the effective heat capacity
While the freezing of liquid water in an open water body occurs at a certain tem-
perature around 0 ◦C, depending on solute content, water in porous media can be
partially liquid over a larger temperature range. The energy balance of the water
phase is changed by interfacial forces (Roth, 2012). An additional term is added to
the Gibbs free enthalpy that shifts the equilibrium between the two phases of liquid
water and ice, depending on the capillary forces inside the pores. Therefore, the
liquid water content in the pores gradually decreases with temperature according to
the distribution of pore radii with liquid water present at temperatures far below
0 ◦C. This leads to a continuous function for the amount of liquid water depending
on the soil temperature. This relation can be described by empirical functions de-
pending on the respective soil type. The change in liquid water content due to the
thawing or freezing of water in the soil is associated with an energy turnover ∆E
according to the latent heat of fusion Ls,l of water
∆E = θw,liqρwLs,lV, (2.13)
where V denotes a soil volume with a total water content of θw. This process is
very important for the thermal dynamics of freezing and thawing soils as the latent
heat of fusion of water is several magnitudes larger than the heat capacities ch of
the materials (Williams and Smith, 1989). This adds an additional term to the heat
conduction equation that depends on the variation of liquid water content θw,liq with
temperature:
ch(~x, T )
∂T
∂t
= ∇ (kh(~x, T )∇T ) + ρLs,l θw,liq
∂T
. (2.14)
The two processes can be combined by incorporating the energy term due to the
phase change into the effective heat capacity. This yields an effective heat capacity
ceff of the soil
ceff = ch(T )) + ρwLsl
∂θw,liq
∂T
(2.15)
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The heat conduction equation with phase change changes to
ceff(~x, T )
∂T
∂t
= ∇ (kh(~x, T )∇T ) , (2.16)
which forms the basis of the soil heat transfer model used in this thesis.
The de Vries model for the thermal conductivity of soils
The thermal conductivity of soil or any other medium that is characterised by the
coexistence of different materials cannot be obtained from a simple weighting of the
material properties of the constituents, as it is the case for the heat capacity. The
configuration of the different constituents influences the bulk conductivity of the
material. Small amounts of a highly-conducting material can form heat bridges that
strongly enhance the conductive heat transfer inside the material, while a thin but
continuous layer of low-conducting material can have a strong insulating effect.
An approach to solve this problem was first presented in de Vries (1963) based on
the theory of electric conductivity of granular media. The short description of the
model used in this study is mainly based on the formulation given in (Campbell
et al., 1994), where the basic theory extended further.
The thermal conductivity of a porous medium is described by the function∑
i θifiki∑
i θifi
, (2.17)
that adds weighting factors fi to the sum over the heat conductivities ki and volu-
metric fractions θi of the the phases i that constitute the porous medium, i.e. liquid
water, ice, air, mineral material and organic material. Only one of the components is
assumed to form the continuous phase that is interconnected throughout the entire
porous medium. The other constituents occur as discontinuous domains surrounded
by the continuous phase. kn denotes the thermal conductivity of the continuous
phase.
As mineral and organic material in the soil are assumed to be present as particles,
the continuous phase can be formed by either air, water, or ice, depending on total
water content and temperature. For an unfrozen soil with high water content, liquid
water forms the continuous phase while the ice will take that part in a frozen state.
In contrast, air is the continuous phase in a dry soil in frozen and unfrozen state.
The weighting factor of the continuous phase is set to unity. For the discontinu-
ous phases, spherical shape is assumed and represented by the following weighting
factors:
fi =
1
1 + 1
3
ki
kc
. (2.18)
This ensures the functional dependencies that are expected for this model concept
depending on the ratio of the heat conductivity of the continuous phase and the other
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soil constituents. The transition from the regime of air to water as the continuous
medium is given by the function
kc = kair + βair,w (kw − kair) (2.19)
with the weighting coefficient βaw:
βaw =
1
1 +
(
θw
θw0
)−q . (2.20)
The water content θw,0 = 0.7 and the exponent q = 1.7 are set according to Campbell
et al. (1994). The same calculation is performed for the transition from ice to air and
from water to ice. The thermal conductivity can be obtained from an interpolation
on the surface spanned by the the vectors of water and ice content (Ippisch, 2001).
The dependence of the liquid water content on temperature is based on the freezing
characteristics which leads to a temperature dependent heat conductivity of the
soil.
This description is of course a simplification that might differ quite substantially
from the actual geometry of the soil phases, especially in the case of the organic
material and the ice content of the soil. de Vries (1963) assumes that the theory
provides soil conductivities with an accuracy of about 10%. This was concluded
based on validation experiments in both peat soils and minerals soils. Ippisch (2001)
used the formulation for a permafrost soil on Svalbard and achieved good results for
the thermal conductivities of the soil material.
2.3 Turbulent transport in the atmospheric
boundary layer
Apart from radiation in different wavelength bands, the vertical transport of heat
in the atmosphere is mainly driven by turbulent transport processes (Roedel and
Wagner, 2011). This includes fluxes of sensible heat and fluxes of latent heat in the
form of water vapour. The turbulent flow of a gas or a liquid is physically described
by the Navier-Stokes equation from which the relevant transport processes could
be derived. However, a direct numerical solution of this equation is not feasible in
most practical applications. Therefore, simplified model concepts describing these
transport processes are used in most studies.
The lower part of the atmosphere that is directly affected by the hydrodynamical
processes induced by the viscous interaction with the Earth’s surface is called Plan-
etary boundary layer (PBL) or Atmospheric boundary layer (ABL). This layer is
characterised by strong turbulent processes and a rapid vertical mixing. The At-
mospheric boundary layer itself is composed of three sublayers of different physical
behaviour. They can be classified according to the characteristics of the transfer
of momentum. The Viscous layer directly above the land or water surface has a
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very small thickness of only a few millimetres. In this layer momentum flux and
other transfer processes are dominated by molecular viscosity and molecular diffu-
sion. This results in a linear wind profile (Foken, 2008a). The overlaying Prandtl
layer is dominated by turbulent processes and reaches up to heights of several tens
of metres depending on the atmospheric stability. The influence of the rotation of
the Earth in the form of the Coriolis force can be neglected here. For this study the
description of the Prandtl layer is sufficient as the conditions in that layer directly
determine the turbulent heat transfer from and towards the Earth’s surface.
The transport processes in the ABL are strongly determined by the prevailing tem-
perature profile. The virtual potential temperature Θv is a temperature scale in the
atmosphere that includes the corrections for temperature for adiabatic processes in
uplifting of an air parcel and for the changes in water content (Roedel and Wagner,
2011).
Thus, atmospheric stability can be directly described by the gradient of potential
virtual temperature
∂Θv
∂z

< 0 : unstable
= 0 : neutral
> 0 : stable.
(2.21)
The vertical turbulent flux of momentum, sensible heat and water vapour can be
attributed to the covariance between the fluctuations of the relevant transported
physical quantity and the fluctuations of the vertical wind speed v′z. For the trans-
port of sensible heat, this includes the heat capacity cp and density ρ of air with the
potential temperature Θ. In the case of the latent heat the fluctuations of the abso-
lute humidity q′ are taken into account, along with the latent heat of evaporation of
water Lsl. The so called K-approach assumes that these fluxes can be described by a
diffusive process with the diffusion constant (eddy diffusivity) K and the respective
gradient
Qh = cpρ v′zΘ′ = −cpρKh(z, t)
∂Θ
∂z
(2.22)
Qe = Llgρ v′zq′ = −LlgρKh(z, t)
∂q
∂z
. (2.23)
The shear velocity or friction velocity is defined as
u? = u′xu′z = −Km(z, t)
∂u
∂z
. (2.24)
based on dimensional analysis the mixing length theory by Prandtl (1925) predicts
a proportionality of the eddy diffusivity to the friction velocity u? and the height z
10 2 Theory and background
for neutral conditions. Inserting this into (2.24) yields
u2? = κu?z
∂u
∂z
, (2.25)
where the proportionality constant κ is the so called von Kármán constant. Today
measurements give a value of κ = 0.4 with a high accuracy (Foken, 2008b).
By integration of equation (2.25) from the roughness length z0, where the wind speed
is assumed to be zero, to the height z the logarithmic wind profile in the Prandtl
layer is acquired:
u(z) =
u?
κ
ln
z
z0
. (2.26)
For grass covered land typical values lie in the range of several centimetres, while
smooth snow surfaces can have roughness length as small as only a few tens of mi-
crometres (Foken, 2008a). Similar logarithmic profiles are expected for temperature
and humidity according to equations (2.22) and (2.23).
Monin-Obhukov similarity theory for non-neutral conditions
To extend the description of the atmospheric boundary layer from the case of neu-
tral conditions given above to arbitrary stratification, Monin and Obukhov (1954)
developed the Monin-Obhukov similarity theory. A dimensional analysis can be
performed according to Buckingham’s PI-theorem (Buckingham, 1914), taking into
account the physical processes determining the transfer of momentum and heat and
the physical units that these properties are based on. It can be shown that the
physical quantities such as the profiles of wind speed, temperature, and humidity
must be described by functions ϕ(ζ) of one dimensionless parameter (Roth, 2012;
Foken, 2006). From these considerations Monin and Obukhov (1954) derived a
characteristic length scale, the so called (Monin-)Obhukov length:
L := − u
3
?Θv
κgv′zΘ′v
, (2.27)
where g denotes the gravitational acceleration and T is the average air temperature.
The covariance term v′zΘ′v describes the vertical transport of virtual potential tem-
perature. The Monin-Obhukov length can be calculated based on the turbulent heat
fluxes according to the definition of the virtual temperature and equations (2.22)
and (2.23) (Foken, 2008a)
L = −ρcpT
κg
u3?
Qh + 0.61
T
Lsl
Qe
. (2.28)
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This length scale defines the dimensionless stability parameter ζ which is calculated
as the ratio of measurement height z and the Monin-Obhukov length L
ζ =
z
L
. (2.29)
Negative values of L and ζ represent unstable conditions, while positive values indi-
cate stable stratification in the atmosphere. The gradients of wind speed, tempera-
ture and humidity are modified with the two universal functions ϕm and ϕh, where
the latter function is usually assumed to be valid both for temperature and humid-
ity (Foken, 2008a). Under neutral stratification the covariance term v′zΘ′v cancels
and the Monin-Obhukov length approaches infinity while the stability parameters ζ
approaches zero. This yields a constant universal function which leads to scale-free
relation according to equations (2.24),(2.22), and (2.23).
The functions φm(ζ) and φh(ζ) can only be restrained to their dependence on the
stability parameter ζ = z/L. The detailed form must be derived from intense field
measurements that have been conducted in a number of studies for different lo-
cations throughout the last decades, e.g. (Businger et al., 1971; Högström, 1988;
Grachev et al., 2007). These universal functions are integrated from the roughness
length z0 to the measurement height z, leading to the following terms that describe
the corrections to the logarithmic profiles in neutral conditions
Ψm =
z/L∫
z0/L
1− φm(ζ)
ζ
dζ, (2.30)
Ψh =
z/L∫
z0/L
1− φh(ζ)
ζ
dζ. (2.31)
.
The friction thus velocity results from the integration of the universal function and
the wind speed u in the height z
u? = κu
(
ln
zm
z0
− ψ
(z0
L
,
z
L
))−1
. (2.32)
As pressure differences can be neglected in case of the small heights z of a few
metres considered in this thesis, the potential temperature Θ can be replaced by
the temperature T . The temperature at the height corresponding to the roughness
length is set equal to the surface temperature.
The flux of sensible heat is calculated from the temperature gradient between the
surface and the height z, the friction velocity u? and the volumetric heat capacity
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made up by the density of air ρair and the specific heat capacity of air cp.
Qh = −ρaircpu?v′zT ′ = −ρaircpκu? (T (z)− Ts)
(
ln
zm
z0
− ψh
(z0
L
,
z
L
))−1
.
(2.33)
The latent heat flux is obtained accordingly from the difference in absolute humidity
q between the soil surface and the measurement height along with the latent heat
of evaporation of water Ll,g
Qe = −ρairLlgu?v′zq′ = −ρairLlgκu? (q(z)− qs)
(
ln
zm
z0
− ψh
(z0
L
,
z
L
)
+ κu?rs
)−1
.
(2.34)
The additional term κu?rs in equation (2.34) accounts for the limited availability of
water to evapotranspiration at the surface compared to an open water surface. This
is quantified by the surface resistance to evapotranspiration rs that is determined
by vegetation cover and soil moisture (Foken, 2008a).
Högström (1996) and Foken (2006) give estimates of the uncertainty of the uni-
versal functions of around 10–20%. These uncertainties directly translate into the
uncertainties of the calculated turbulent heat fluxes.
2.4 Permafrost and polygonal tundra
Permafrost is defined as soil that has a temperature below 0 ◦C for at least two con-
secutive years (van Everdingen, 1998). Figure 2.4 shows a vertical profile through a
Figure 2.1: Schematic temperature
profile in a permafrost soil. The most
important layers (active layer, per-
mafrost, continuously unfrozen) sep-
arated by the orange lines. The
temperature profile is sketched for
both the maximum temperatures in
summer (red), the minimum tem-
peratures in winter (blue) and the
annual mean (black,dashed). Mean
air temperature (MAAT), mean an-
nual ground surface temperature
(MAGST) and the average temper-
ature at the top of the permafrost
(TTOP) are shown with the respec-
tive offsets described in this section.
permafrost soil with the temperature curves for the stages of maximum and mini-
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mum surface temperature. The subsurface at a permafrost site can be divided into
three distinct layers based on the thermal state of the soil. The actual permafrost
is the part of the ground where temperatures do not exceed 0 ◦C (van Everdingen,
1998). The active layer is the uppermost soil layer that thaws during summer and
is therefore dominated by physical processes connected to the freezing and thawing
of the soil. The active layer thickness depends on the meteorological conditions and
the soil composition. Permafrost reaches down to certain depth called permafrost
base, as soil temperature raises with depth due to the geothermal heat flux. Note
that liquid water can be present in the compartment that is continuously below the
freezing point of water due to the freezing characteristics described in Chapter 2.2.
The thickness of the permafrost layer reaches from a few metres at lower latitudes to
600–1000m in Northern Siberia (Romanovsky et al., 2004). In contrast to Northern
Europe and Canada most of Siberia was not covered by isolating ice sheets during
the last glacial period and was present there throughout that time (French, 2007).
The permafrost of Siberia is not in equilibrium with the current climatic conditions
due to the large thermal inertia of the thick layers of frozen soil. In this thesis a
site within the zone of continuous permafrost is investigated. However, large areas
are only partially underlain by permafrost, called discontinuous, sporadic or isolated
permafrost (Brown et al., 1997; van Everdingen, 1998). The distribution of these
zones over the Northern Hemisphere is shown in the first map in Figure 3.1.
Permafrost can generally form at places where the mean annual temperature is be-
low 0 ◦C. However, there are several processes that influence the temperature of the
uppermost soil layers. The mean annual ground surface temperature (MAGST) is
the determining quantity for the formation or stability of permafrost. It can differ
from the mean annual air temperature (MAAT) by several degrees centigrade. This
can be explained by the insulation from the low air temperatures that the snow
cover provides during the winter months (Goodrich, 1982).
Another offset in the temperature profile is introduced by a combination of the tem-
perature dependence of thermal diffusivity and the exchange of latent heat in the
active layer. This leads to a difference in the effective heat transfer between the win-
ter and the summer months. Thus, the mean annual temperature at the top of the
permafrost is lower than the average temperature in the active layer (Romanovsky
and Osterkamp, 1995; Burn and Smith, 1988). The two contrasting effect partly
cancel each other. However, in most cases the warming effect of the snow cover
dominates (Zhang, 2005; Goodrich, 1982).
Figure 2.2 shows a schematic overview of the annual cycle of the active layer at a
typical wet permafrost site. During the spring after the melting of the snow cover,
the thawing front penetrates into the soil. The maximum thaw depth is reached
during late summer. During autumn the temperature over the whole active layer
decreases to a temperature around 0 ◦C, thus forming the so called zero curtain.
The temperature decrease stagnates due to the release of latent heat in the freezing
process and the low temperature gradient in the soil. This leads to an isothermal
plateau of temperatures characterized by temperatures slightly below 0 ◦C that is
present for a period of weeks to months even at times when the air temperature and
14 2 Theory and background
Figure 2.2: Typical yearly cycle of a wet
permafrost site with the most important
processes. The red line indicates 0 ◦C, the
grey dashed depict two slightly negative
isothermals.
the surface temperature attain very cold temperatures (Roth, 2012; French, 2007).
Patterned ground and polygonal tundra
Patterned ground structures are a typical feature of permafrost soils (French, 2007).
The regular freezing and thawing with the associated volume changes lead to differ-
ent processes shaping the uppermost soil layers. Typical examples of such patterned
ground landscapes range from stone circles (Kessler and Werner, 2003) to mud boils
(Boike et al., 2008).
The polygonal tundra studied in this work is a landscape type that is typical for
large areas of high latitude wetlands (French, 2007). The formation of the polygons
was first described by Leffingwell (1915). During the rapid freezing of the soil in
early winter (about 0.5–1Kd−1), the contraction of the ice rich soil leads to tensions
that exceed the fracture toughness of the soil, which results in the formation of
cracks. During spring the water available from the snow melt enters the cracks and
refreezes there due to the cold temperature in the soil. As this process takes place
repeatedly over the course of decades and centuries, large ice wedges form beneath
the cracks. During their growth these ice wedges push the surrounding soil upwards
so that the typical microtopography of elevated rim and depresses centres is formed
(French, 2007). However, also other processes including the thermal expansion of
the soil in the centre of the polygon are expected to be involved in creating the
surface and subsurface shape of the polygons (Washburn, 1980; French, 2007).The
development of the polygonal structures has been reproduced in numerical models,
for example by Plug and Werner (1998).
The landscape that forms based on these processes is characterized by a pronounced
microtopography and strong lateral heterogeneities in terms of soil and surface prop-
erties (French, 2007; Kutzbach, 2006). The depressed centres of the polygons are
usually made up by peat soils and feature a water saturation almost up to the
surface. The elevated rims consist of predominantly mineral soils due to the redis-
tribution of sediments by the formation of the ice wedge. The rims are covered by
a dry moss layer, whereas the vegetation in the centre of the polygon is dominated
by sedges and wet moss cover (Kutzbach, 2006).
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The distinct differences in both surface and subsurface properties between the two
main compartments centre and rim of the polygon give reason to expect influences
on the general thermal dynamics in the polygonal soil structures. Figure 2.3 shows
a cut through a simplified polygon with the main heat transfer paths that could be
subject to such an influence of lateral variations between the centre and the rim of
the polygon:
i) Differences in surface cover and soil moisture in the uppermost soil layer influ-
ence the atmospheric heat fluxes due to variations in albedo, roughness length
and water availability for evapotranspiration and thus turbulent latent heat
flux.
ii) The snow cover heterogeneity due to the strong microtopography and frequent
wind drift processes influences insulation of the uppermost soil layer during
winter creating a distinct difference between the ticker snow layer in the centre
and almost snow-free polygonal rims.
iii) Variations of soil water content in the active layer determine the amount of
latent heat transformed during the freezing and thawing of the soil. This mainly
determines the thaw depth and active layer thickness.
iv) Soil composition in general influences soil heat conductivity. This is mainly
relevant during the winter months, when most water in the soil is frozen and
latent heat exchange is negligible.
Lateral heat fluxes at different depths could evolve from these differences in the verti-
cal heat transfer processes, which is a process that is not covered by one-dimensional
modelling approaches for permafrost soils.
Figure 2.3: Schematic overview of the
heat transfer processes in a typical low-
centred tundra polygon. The shading in
the colour of the soil indicates the differ-
ent conditions where bright brown depicts
the dryer rim of the polygon, whereas
darker brown indicates wet polygon cen-
tre. The heterogeneous snow cover is indi-
cated by the dashed line. The bright red
arrows indicate the individual heat flux
paths at the surface and in the subsurface
while the dark red arrow denotes the over-
all heat flux between the atmosphere and
the permafrost.
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3 Study site and measurement data
3.1 Study site: Samoylov Island (Lena River delta,
Siberia)
The study site is located on an island in the Lena River delta in Northern Siberia
about 100 km south of the Arctic Ocean at (72◦22′N, 126◦30′E). The Lena delta is
the largest river delta at the Arctic Ocean and covers an area of about 30 000 km2
surrounded by the Laptev Sea (Schwamborn et al., 2002). Figure 3.1 shows the
location of the study site both on a global scale and in the regional context of the
Lena delta. The site is located in the zone of continuous permafrost with a depths
of about 400–600m (Grigoriev, 1960). The eastern part of the delta, including the
study site, is covered by Holocene river sediments that are present in the form of
smaller islands characterized by polygonal ice wedge tundra (Schwamborn et al.,
2002).
The island consists of two different landscape types that are representative for the
large areas of the Lena delta and other Arctic lowlands (Boike et al., 2013). The
western half of the island is occupied by a recent floodplain shaped by the annual
flooding by the Lena river in spring. The eastern part of the island is covered
with ice-wedge polygonal tundra and provides the landscape unit that is studied in
this thesis. The deeper layers of the subsurface are made up by river sediments of
different sand and silt content. They reach down to depths that are comparable to
the expected permafrost thickness of several hundred metres (Schwamborn et al.,
2002).
A detailed description of the site and the climatic conditions can be found in (Boike
et al., 2013). The annual air temperature range is very large spanning about 65 ◦C
from down to −45 ◦C in the polar night in winter to more than 20 ◦C in summer.
The mean annual air temperature of the period since 1998 for which long term
measurements are available is 12.5 ◦C. The mean annual precipitation is about
200mm with a contribution of about 25% in the form of snow during the winter
months.
3.2 Measurement data
The measurement site is located in a typical network of low centred ice wedge poly-
gons in the south-west of Samoylov island. This section gives an overview of the
measurement site and the data available for the chosen modelling period. This
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Figure 3.1: Location of the study site on different spatial scales.
Top, left: Location of the Lena River delta (red square) in a map of the distribution of per-
mafrost in the Northern Hemisphere (Image: International Permafrost Association, based
on (Brown et al., 1997)). The shades of purple depict the zones of continuous permafrost,
discontinuous permafrost, sporadic, and isolated appearance of permafrost.
Top, right: Location of Samoylov island in the Lena delta (red circle),satellite image taken
by NASA satellite MODIS Terra on 8 August 2012
Bottom, left: Aerial image of Samoylov Island with the location of the measurement sites
used in this study. a: Primary measurement site used in this study, climate tower and soil
station, b: Old research station building, c. New research station building (constructed
2011-2012), d: Eddy covariance flux tower
Bottom, right: Detailed aerial picture of the study site. The polygon with the soil moni-
toring station can be found in the centre of the image.
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(a) 2011-01-26 (b) 2011-04-23
(c) 2011-07-12 (d) 2011-10-05
Figure 3.2: Images of the measurement site taken by an automatic camera in different
seasons during the model period. Top left: Winter, surface fully covered with snow; Top
right: Spring, snow melt period; Bottom left: Summer; Bottom right: Autumn, first
snowfall, thin incomplete snow cover.
The polygon in the centre of the image is instrumented with three soil monitoring profiles
at different positions along a transect form the centre of the polygon towards the rim (close
to the aluminium box containing the datalogger and battery pack). The snow depth sensor
is installed at the solar panel in the centre of the image. The climate tower and the rain
gauge can be found to the left. The background shows one of the smaller lakes on the
island and the Verchojansk mountain range bordering the Lena River delta to the south.
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includes a short description of the measurement set-up including the different sen-
sors. A soil monitoring station has been established in a typical tundra polygon in
August 2002 (Kutzbach, 2006), accompanied with a tower for meteorological mea-
surements. Table 3.1 summarises the installed sensors with detailed information
about the sensor positions and the sensor measurement ranges and measurement
accuracies. Figure 3.3 gives a schematic overview of the arrangement of the sensors
installed in the subsurface of the polygon.
Figure 3.2 shows images of the soil station at four characteristic periods of the year.
The images are taken by an automatic camera at 12:00 local time on each day of
the year. This continuous series of images offers a good qualitative insight into the
conditions at the study site in terms of the weather, the snow cover and the evolu-
tion of the vegetation.
The 2-year period from 1 August 2010 until 31 July 2012 has been chosen as the
model period for this study. It offers continuous forcing and validation data without
data gaps. The availability of a four-component radiation sensor during that period
provides measurements of incoming solar and thermal radiation. Thus surface pa-
rameters, such as albedo and emissivity, can be taken into account in the surface
energy balance calculation of the model.
Figure 3.4 shows the time series of the six input variables for the model forcing over
the entire model period. In this thesis, some applications of the model require an
initialisation over a longer time period. This longer spin-up data series is composed
of a random combination of the two year dataset over a period of 10 years.
The following paragraphs give a short description of the measurement principles for
the different physical quantities and additional information about the measurement
process, such as measurement range and accuracy.
Figure 3.3: Topography
and sensor positions in
the instrumented polygon.
The depth is given relative
to a horizontal reference
line that was used during
installation. The sensors
for temperature (red cross),
soil water content (blue
circle) and heat flux (red
diamond) are arranged
in three vertical profiles
at characteristic sites in
the polygon. Addition-
ally the ice wedge under
the rim of the polygon is
equipped with a profile of
temperature sensors.
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Soil temperature
The soil temperatures is measured in three profiles at characteristic positions inside
the polygon, i.e. in the centre of the polygon, at the top of the rim of the polygon
and at the slope in between these two compartments. The measurements are per-
formed with thermistor based temperature probes (Campbell Scientific T107).The
sensors are installed down to the base of the active layer, which is up to 42 cm in
the centre and at the slope of the polygon and 71 cm below the rim of the polygon.
During the time that they are installed in the ground, the temperature sensors show
a drift in the measurement values. This offset must be corrected to yield the appro-
priate accuracy in the physically most important temperature range around 0 ◦C.
The correction is described in detail in appendix A.3.
The ice-wedge below the rim of the polygon and the crack towards the next polygon
is equipped with an additional chain of temperature sensors.
Liquid water content (TDR)
The liquid water content in the soil is measured by Time Domain Reflectometry
(TDR) with Campbell Scientific CS605 probes. The measurement principle is based
on the determination of dielectric permittivity of the soil, based on the runtime of
an reflected electromagnetic pulse in a wave-guide in the soil. Since the dielectric
constant of water is much larger than that of the other soil constituents, the mea-
surement this allows for the determination of the liquid water content. The data
processing has been performed according to (Roth et al., 1990). The TDR-probes are
always installed a few cm next to a soil temperature sensor to include temperature
dependences in the data evaluation.
Soil heat flux
The two profiles at the centre and at the rim of the polygon are equipped with
Huxeflux HFP01 heat-flux plates at a depth of 7 cm below the soil surface. These
devices measure the conductive heat flux in the soil based on the temperature dif-
ference between the two sides of a horizontal plastic plate. The plate has a diam-
eter of 80mm and is 5mm thick. The thermal resistance of the heat flux plate is
6.25 · 10−3Km2W−1, which is equivalent to a thermal conductivity of 0.8WK−1m−1
for the given sensor thickness. This value is in the range of typical thermal conduc-
tivities of unfrozen soils, but only half of thermal conductivities of ice rich frozen
soils (Williams and Smith, 1989).
Surface temperature
The surface temperature is measured at one location above the soil profile in the
rim of the polygon. The measurement is based on the infrared radiation emitted
from the soil surface corrected for the temperature of the sensor body. However, the
sensor (Apogee IRTS-P) is only expected to give reasonable data for temperatures
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above the minimum value of the calibration curve at −10 ◦C. Hence, the data do
not allow for an investigation of wintertime snow surface temperature.
Snow depth
A Campbell Scientific SR50A ultrasonic distance sensor mounted to a pole in the
centre of the polygon provides the measurement of snow depth in the polygon used
throughout this thesis. A raw distance value is obtained from the runtime of ultra-
sonic pulses and then corrected for the temperature dependency of the sound speed
in air based on the measured air temperature. The snow depth is, however, a quan-
tity that is highly variable due to the microtopography of the study site. This is
clearly visible in three of the images in Figure 3.2, that show both partial snow cover
and the complete snow cover shaped by wind drift processes. Still, this heterogeneity
is not directly measured. The snow depth reaches a maximum of 18 cm in the first
winter and 16 cm in the second winter of the modelling period. That is distinctly
lower than the average maximum snow depth during previous years when values of
up to 50 cm were measured in the polygon centres (Boike et al., 2013; Langer et al.,
2011b).
Radiation
The radiation budget is measured by a four-component radiation sensor (Huxe-
flux NR01). Both incoming and outgoing radiation is measured in the short-wave
band 350–2800 nm and in a thermal band 4.5–50µm. The measurement principle is
based on the absorption of the radiation on thermopile sensors. The sensitivity to
the spectral bands is achieved by the choice of the material of the sensor windows
(glass/silicon). In the far infrared sensors, the signal is automatically corrected for
the sensor temperature.
The measurement of the outgoing long-wave radiation QLW,out can be used to obtain
a reliable value for the surface temperature Tsurf according to equation (2.4).
Air temperature and relative humidity
The air temperature and the relative humidity are measured with a combined sensor
(HMP45). The temperature is measured with a platinum resistance thermometer
(PRT), while the relative humidity is detected based on the effect of humidity on
the dielectric properties of a polymer. For these two quantities, data measured at
the eddy covariance tower at a distance of about 500m from the soil monitoring
station is used.
The mean air temperature during the modelling period is 11.1 ◦C with maximum
temperatures of 25.2 ◦C. The minimum measured temperature corresponds to the
lower range of the temperature sensors, which means that there were temperatures
below −39.8 ◦C during the model period that are not represented in the data. How-
ever, these situations are restricted to a few cold nights during February and March
of both years. Therefore, a strong effect on the thermal dynamics of the system is
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not expected.
Wind speed
The wind speed and the wind direction are measured at the climate tower at a
measurement height of 3m. Wind directions are not taken into account for this
thesis since the landscape is rather homogeneous on a scale larger than the polygonal
soil structures around the study site. The mean wind speed over the model period is
4.3m s−1. Maximum values of up to 17m s−1 are only reached during short stormy
periods. Windless periods characterised by wind speeds of less that 0.5m s−1 require
a special treatment in the model simulations. However, this affects only 3% of the
total model period, mainly during late winter in February and March.
Soil temperature (borehole)
A borehole with temperature sensors provides temperature measurement in larger
depth in the permafrost to complement the detailed temperature measurements in
the active layer. The borehole is located under the rim of a typical polygon compa-
rable to the principal measurement site in the same landscape unit at a distance of
about 150m.
Soil scientific measurements and classifications
During the set-up of the soil monitoring station in summer 2002, a transect through
the polygon has been dug for the horizontal installation of the measurement sen-
sors. At the same time a soil scientific study of the subsurface was performed that
is described in detail in Kutzbach (2006). This includes the identification and char-
acterisations of the different soil horizons. Furthermore soil samples were taken for
each of the soil layers and analysed for their physical, chemical and biological char-
acteristics. For this study the relevant parameters are porosity, and the content
of mineral and organic material that are used for calculation of the soil thermal
properties in the numerical model.
Freezing characteristics
The pairing of the temperature sensors and the TDR probes close to each other in
the soil profiles allows for the determination of the freezing characteristics of the soil
at these measurement points. Figures A.1 - A.3 show the respective plots for all pairs
of sensors in the three soil profiles in the polygon. The freezing and thawing branches
of the relationship show a distinctly different shape for most of the sensors sensors.
The freezing branch generally shows a smooth curve for the liquid water content
that follows the expected freezing characteristics. Liquid water content reaches the
value of total water content value at a temperature of 0 ◦C. The curve describing
the thawing front in this plot, however is characterised by a strongly varying curve
that shows positive temperatures long before the liquid water content reaches the
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Figure 3.4: Two year forcing data series used for all simulatons with surface energy
balance forcing in this thesis. Form top to the bottom: Incoming short-wave and long-
wave radiation, air temperature in 2m height, relative humidity in 2m height, wind speed
measured in 3m height (the red line shows the minimum wind speed used in the model
calculations), snow depth in the centre of the polygon
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plateau value of the summer months. This difference has been investigated in detail
by Ludin (2010) for the same measurement set-up as discribed in this Chapter in
an earlier study. It was concluded that the difference in the shape can be attributed
to the different characteristics of the thawing and freezing period in the soil (see
Chapter 2.4). The thawing period is characterised by a sharp front penetrating into
the soil. This can lead to the situation that the temperature sensor and the TDR
probe are found in distinctly different soil conditions. i.e. at different sides of the
sharp thawing front, despite the small lateral distance of only a few cm between
the two sensors. In contrast, the freezing process is dominated by the zero-curtain
regime and the isothermal plateau, which leads to small temperature gradients and
slow phase change processes. Thus, the freezing characteristics is represented well
despite the lateral distance between the sensors. Therefore, only the freezing branch
of the soil freezing characteristic should be taken into account in the determination
of the parameters describing the empirical freezing curve.
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4 Model description
The numerical model used in this study is based on an established permafrost model
that has been applied successfully in several studies (Westermann et al., 2011; Langer
et al., 2013; Westermann et al., 2013). The basic version contains the description
of conductive heat transfer and phase change in the soil along with a dynamic snow
layer of constant physical properties.
In this thesis, the model is extended to simulate the thermal dynamics in the laterally
heterogeneous landscape units of the tundra polygons:
(i) A surface energy balance calculation scheme is coupled to the soil model, which
allows for a forcing of the model with meteorological data and a variation of
the surface parameters in the different parts of the polygon.
(ii) A two dimensional formulation of the model in cylindrical coordinates is de-
veloped. This allows for the explicit calculation of the lateral heat transfer
processes inside the tundra polygons. This involves the representation of the
microtopography and changes to the description of the snow cover in the model.
(iii) The numerical solution of the differential equation is implemented using a
first order Euler-scheme with adaptive time-stepping according to two different
stability criteria.
This chapter displays the computational implementation of the model based on the
theoretical basis given in Chapter 2. A short description of the existing modelling
scheme is given. The main extensions to the model implemented in this work are
outlined in more details along with the model setup for the specific conditions at
the study site.
4.1 The basic model formulation
The soil thermal parameters in the model are calculated based on the composition
of the soil from the four components water content θw, mineral content θmin, organic
content θorgand air content θorg∑
i
θi = θw + θmin + θorg + θair = 1. (4.1)
The total water content, the mineral content and the organic content are set for
each grid cell. In practice this is done by interpolation between grid points of known
or assumed soil composition. The two phases of the soil matrix θmin and θorg are
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constant in time for each grid cell. The total water content is also kept constant
as the sum of liquid water content and ice content while the air content results as
the residuum to unity. The temperature dependency of the thermal properties is
modelled in the temperature range between Tf = −10 ◦C and Tth = 0 ◦C, where
the soil is completely thawed. This temperature range is discretised in temperature
steps of 0.01K. For each grid cell and each temperature steps both effective heat
capacity and heat conductivity are calculated in the initialisation process.
The soil freezing characteristic is represented by an empirical function which gives
the liquid water content of the soil depending on the soil temperature. In this study
the formulation is based on the total water content θw, the minimal liquid water
content thetaw,min and a polynomial of second order in temperature determined by
two coefficients a and b
θw, liq =

θw,min for T ≤ Tf
θw,min +
θw − θw,min
1− aT + bT 2 for Tf < T < Tth
θw for T ≥ Tth.
(4.2)
The effective heat capacity of each soil cell is calculated as the weighted mean of
the volumetric heat capacities of the components
c(T ) =
∑
i
θi(T )ci, (4.3)
which includes the variation of the liquid water and ice content with temperature
according to equation (4.2). The heat conductivity of the soil is calculated based on
the model by de Vries described in Chapter 2.2. The temperature dependencies of
the heat capacities and thermal conductivities of the soil constituents are neglected
due to the small variations of these properties compared to the variations that occur
due to the phase change of water. The effective heat capacity is dominated by the
latent energy exchange that is several magnitudes larger than the volumetric heat
capacity of the soil constituents.
The resulting matrices are used as a lookup and are calculated once in the initializa-
tion of the model. This avoids the computational effort of calculating the material
properties in each time step during the model calculation. The value for the effective
capacity and thermal conductivity is chosen for each single model cell according to
the soil temperature at that time.
The numerical model is solved using a finite differences scheme. The model features
a main grid z on which the soil temperature and the effective heat capacity are
calculated and a second grid zk at the interfaces of the soil cells where the heat
conductivity is needed in the calculation scheme.
The grid resolution is not uniform, but decreasing with depth. A grid size of 1 cm
to 2 cm is used in the snow layer and the uppermost soil layer. Hence, the dynamic
processes of snow cover built-up and snow melt as well as freezing and thawing of
4.2 Surface energy balance model 29
the soil are calculated with the right accuracy. Furthermore this allows for a detailed
representation of the microtopography in the two-dimensional model configuration.
Towards greater depths the resolution can be increased in a quasi-logarithmic way
to save calculation efforts, as the thermal dynamics in the depper layers are not
very dynamic, especially as the model is initialized with a steady-state temperature
profile.
The cells of the model domain can be either treated as "soil", "snow" or "air", which
allows to include a dynamic snow cover in the model. This approach is displayed
schematically in Figure 4.3 for the two-dimensional case. The position of the soil
surface is set in the initialisation and kept fixed for the whole modelling period.
All cells below that interface (topography) are soil cells with thermal properties
set during the initialisation. The changing snow depth introduces another interface
position. All cells above that interface (surface (SEB)) are ignored in the calcula-
tion whereas the cells between the two interface are treated as snow with uniform
thermal properties. For periods without snow cover, the position of two interfaces
is identical, leading to a direct soil-atmosphere interface.
4.2 Surface energy balance model
The surface energy balance model is implemented according to the theoretical back-
ground given in Chapters 2.1 and 2.3. The surface temperature T0 and the ground
heat flux Qg provide the coupling between the surface energy balance model and
the soil heat transfer model. Figure 4.1 gives a schematic overview of the model
calculations.
The surface energy balance is calculated in each time step based on the tempera-
ture of the uppermost soil or snow cell and the atmospheric forcing that is provided
by the set of meteorological measurements described in Chapter 3.2. This includes
air temperature, relative humidity, wind speed and incoming radiation in the short-
wave as well as in the thermal long-wave band. The input data is given with a
resolution of 30min. For each time step the forcing is linearly interpolated to the
model time from the two neighbouring input time steps.
The radiation balance is calculated from the incoming radiation components accord-
Figure 4.1: Schematic overview of the
surface energy balance scheme used
in the model. The colours indicate
weather a certain quantity is given by
the model forcing (orange), set as a
parameter in the initialisation (green),
taken from the last time-step (blue) or
calculated in the surface energy bal-
ance model (red)
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ing to the surface parameters albedo A and emissivity . For a snow covered surface
the albedo strongly increases. In this study, a value of Asnow = 0.8 (Weller, 1972) is
set for all snow-covered periods.
To simulate the turbulent fluxes of sensible and latent heat the friction velocity u?
is calculated according to equation (2.32) based on the current wind speed u and
the stability condition calculated in the last time step.
The surface energy balance scheme tends to produce unreliable heat fluxes for wind-
less periods (Martin and Lejeune, 1998; Brun et al., 1989). Thus, the forcing wind
speed is set to a minimum of umin = 0.5 in case that the measured wind speed is
below that threshold. This only applies to 3% of the modelling period.
The turbulent fluxes of sensible and latent heat are calculated according to equations
(2.33) and (2.34). The surface temperature T0 in this calculation is given by the
temperature of the uppermost soil cell in the last time step at t = ti−1. The atmo-
spheric stability is given by Monin-Obhukov length L which is calculated from the
heat fluxes in the previous time step according to equation (2.28). For the univer-
sal functions the formulation by Högström (1988) is used under unstable conditions
(ζ < 0)
ϕm = (1 + 19.3ζ)
−1/4 (4.4)
ϕh = 0.95((1− 11.6ζ) 12 ). (4.5)
Under stable conditions (ζ > 0) the modified formulations according to (Grachev
et al., 2007) are used, because these better reflect the atmospheric conditions under
Arctic conditions, especially during the polar night (Grachev et al., 2007; Wester-
mann, 2010)
ϕm = 1 +
6.5ζ(1 + ζ)1/3
1.3 + ζ
(4.6)
ϕh = 1 +
5ζ(1 + ζ)
1 + 3ζ + ζ2
. (4.7)
In the numerical calculation, the integrated forms of these universal functions are
used to avoid the calculations of the integrals during model runtime. They are given
explicitly in the Appendix A.1.
According to equation (2.1) the ground heat flux is calculated as the residuum of
the three other surface energy balance components
Qg = Qnet −Qh −Qe. (4.8)
acting as a source term in the uppermost soil or snow cell.
The thickness of the dynamic snow cover is controlled by three different processes,
snow fall, sublimation and melting. In the model, the snow is internally described
by the snow water equivalent (SWE) rather than the snow depth, as SWE is the
relevant quantity for the latent energy stored in the frozen water of the snow layer.
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The built-up of the snow is simulated based on a snowfall rate. In the present study,
this snow fall rate is derived as the slope of the measurements of the snow depth
itself, as this is the only available measurement of the snow cover at the study site.
The snow cover is reduced by sublimation at the snow surface and melt processes in
the entire snow layer. Snow sublimation results directly from the latent heat fluxes
in the surface energy balance calculation
∆SWEsubl =
Qe
(Lsl + Llv)ρw
. (4.9)
Snow melt is calculated for each snow cell separately as soon as the temperature in
the cell would reach a value above 0 ◦C in the model calculations. In this case, the
temperature of this cell is kept at the freezing point while the energy difference is
converted into the corresponding snow water equivalent
∆SWEmelt =
∆E
Lsl
=
csnowT
Lsl
. (4.10)
The changes of the snow water equivalent due to these three processes are converted
to a snow depth change and accumulated over all snow cells in a column. As soon
as the change sums up to the equivalent of a grid cell, the snow cover is reduced or
increased accordingly.
4.3 Two-dimensional model formulation in
cylindrical coordinates
The model description of the thermal dynamics inside a typical tundra polygon is
supposed to incorporate the main features of the system, which are given by the
strong differences between the centre and the rim of the polygon, while keeping the
simplest possible model description. The aerial picture of the study site (Figure 3.2)
reveals that the assumption of nearly circular shape is appropriate for most of the
polygons around the instrumented site. Although some of the polygons may deviate
from the assumed circular shape, the general shape is still given by a strong radial
gradient in the surface cover. The same spatial pattern can also be expected for
the subsurface structure of the landscape due to the underlying process of polygon
formation (Lachenbruch, 1962). Therefore the thermal heat transfer inside a single
polygon can be described in cylindrical coordinates under the assumption of radial
symmetry which implies the following limitations and assumptions:
• The polygons can be treated as approximately round.
• The soil and surface parameters in the polygons only vary with depth and
distance to the centre. There are no variations in angular direction.
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• All heat transfer processes in the polygon only have vertical and radial com-
ponents. There is no heat transfer in angular direction.
This system allows for a formulation of the heat transfer equation (2.16) in cylin-
drical coordinates with all dependencies on the angular direction neglected
ceff(r, z, T )
∂T
∂t
=
∂
∂z
(
kh(z, r, T )
∂T
∂z
)
+
1
r
∂
∂r
(
rkh(z, r, T )
∂T
∂r
)
. (4.11)
The heat transfer processes is thus simulated in the three-dimensional cylindri-
cal model domain with an effectively two-dimensional numerical model. A three-
dimensional description of the problem would drastically increase the number of
nodes in the numerical discretisation, both inside the soil and at the surface which
would lead to a very long model runtime applying the necessary spatial resolution.
Furthermore, detailed information about the system is only available on a transect
through the polygon. This includes both the measurements of soil temperature and
soil water content as the description of the soil composition. This essentially limits
the validity of the model simulation to the radially symmetric case.
The calculation in cylindrical coordinates takes into account both the actual dimen-
sions and the appropriate volumes in the polygon. This leads to a realistic simulation
of heat transfer, which is not the case in a linear two-dimensional model description
along a transect thorough one or more polygons. Assuming zero heat flux between
neighbouring polygons, the entire landscape can be stitched together from these
cylindrical model polygons. A theoretical coverage of up to 90% (pi/
√
12) (Rogers,
1958) of the surface in an idealised packing is achieved for polygons of equal size.
Thus, the average soil and surface parameters as well as the average vertical fluxes
obtained for one polygon can be seen as a good approximation of the average over
larger landscape.
The cylindrical model domain is discretised in both vertical and radial direction for
the numerical solution of the differential equation with a finite differences scheme.
The model domain is made up by soil cells in the shape of rings. The resolution in
the vertical direction is chosen vertically decreasing as in the one-dimensional case.
In the radial direction a coarser resolution of 10 cm is justified because the freezing
and thawing front can be expected to propagate nearly vertically due to the forcing
from the soil surface.
The model grid consists of a main grid (z, x) placed at the centre of these rings for
the temperature and the effective heat capacity. Two additional grids for the heat
conductivities (zk,x) (z,xk) are placed on the vertical and radial interfaces of the
soil cells. Figure 4.2 shows a schematic description of the spatial discretisation for
the one-dimensional model and for the two dimensional model version.
The conductive heat fluxes are calculated from the temperature gradient between
the adjacent soil cells, the thermal conductivities and the area of the interfaces
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Figure 4.2: Model discretisation in the one-dimensional model (left) and in the two-
dimensional model in cylindrical coordinates (right). The blue colour denotes quantities
that are calculated on the main grid, such as temperature and heat capacity. The red
colours stand for the variables in the additional grids such as thermal conductivity and the
heat fluxes between the soil cells. The model cell in the two- dimensional model have tha
shape of complete rings, only a fraction of such a ring is displayed here.
between two model cells .
jz(zk(i), x(j))) = −k(zk(i), x(j))(pi(x2k(j)− x2k(j − 1))
T (z(i), x(j))− T (z(i− 1), x(j))
z(i)− z(i− 1)
(4.12)
jr(z(i), xk(j)) = −k(z(i), xk(j)2pi(xk(j))T (z(i), x(j))− T (z(i), x(j − 1))
x(j)− x(j − 1) .
(4.13)
The volume of the model cell
V (i, j) = pi(x2k(j + 1)− x2k(j)) · (z(i+ 1)− z(i)) (4.14)
is taken into account for the effective heat capacity in equation (4.16).
Snow cover and microtopography
The implementation of the pronounced microtopography in the model makes use
of the scheme that has been introduced to describe the dynamic snow layer in the
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Figure 4.3: Schematic depiction of the
scheme used for the description of the
snow cover and surface topography. Each
snow cell is set to one of the three states
soil, snow or air. This is based on the po-
sition of the two interfaces at the ground
surface (topography) or at the surface to
the atmosphere (surface (SEB)), where
the surface energy balance is calculated.
The interface describing the surface to-
pography is kept fixed for the whole model
run, the snow surface can change dynam-
ically
one-dimensional model. The position of the interface between the soil and the air or
snow cells for each soil column is set in the initialisation and kept fixed throughout
the entire modelling period. The vertical resolution of 2 cm in this part of the model
domain allows for a smooth representation of the surface topography. The snow
cover development is simulated separately for each ring-shaped part of the model
domain, which makes it possible to account for a heterogeneous snow cover. Lateral
and vertical conductive heat fluxes are calculated between neighbouring snow cells.
Wind-drift is a very important process at the study site which dominates the build-
up of the snow cover (Boike et al., 2013). Together with the pronounced microtopog-
raphy this leads to strong heterogeneities in the snow depth with high snow cover
in the centres of the polygons and thin snow cover on the polygonal rims. In the
two dimensional model, this process is included in a simple approach preventing the
snow cover on the elevated rims from exceeding a threshold snow depth dth. This
value is set to 4 cm, which equals two cells of snow in most simulations. The same
threshold value for the snow depth is applied in the one-dimensional simulations for
the rim of the polygon.
Surface energy balance
In the two-dimensional model configuration, the surface energy balance is calculated
for each surface cell separately according to the surface properties and the current
surface temperature of the cell. However, the atmospheric stability conditions have
to be derived for the entire model surface because it cannot be defined as a local
property at the scale of the horizontal resolution of the model. This is based on
the assumption that the average over the simulated polygon can be used as a good
approximation of the average over a larger surface area. The surface temperature
and the turbulent heat fluxes are averaged over the entire circular surface of the
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modelling domain with a weighted averaging according to
< a >radial=
n∑
i=m
aiAi
Atot
, (4.15)
where a is the averaged variable, Ai is the surface area of the respective ring and Atot
denotes the surface area of the entire model domain. These averaged properties are
used to calculate the Monin-Obhukov-length L that is used for the surface energy
balance calculation in the following time step.
4.4 Numerical solution
The model is implemented in the numerical software Matlab (The Mathworks, USA).
The version Matlab R2013a has been used for all calculations presented in this thesis.
The partial differential equation is discretised in space to obtain a set of ordinary
differential equations in time. In this thesis the solution of the ODE is obtained
using an explicit Euler-Integration scheme of first order accuracy with adaptive
time-stepping.
For each time step the temperature field is updated according to:
T = T +
1
ceff(T )
dE
dt
∆t. (4.16)
The rate of energy change dE/ dt of each cell is given by the sum of all energy
fluxes at the boundaries, i.e. conductive heat fluxes according to equations (4.12)
and (4.13) as well as boundary fluxes. In the snow cells this also includes the energy
transformed in the melting of snow as a source term.
The time step has to be chosen small enough to ensure both the stability of the
numerical solution scheme and the accuracy in the calculation of the freezing and
thawing of the soil water content. The CFL-condition (Courant-Friedrichs-Levy)
(Courant et al., 1928) is a necessary condition for the stability of a finite difference
solution scheme. The Courant number µ has to be be smaller than some critical
value µcrit, that is dependent on the solution scheme and depends on the grid spacing
∆x, the time step ∆t and the velocity u at which a front can propagate in the system
µ = u
∆t
∆x
. (4.17)
In the case of the heat transfer equation solved in this model, the characteristic
velocity can be calculated from the heat diffusivity Dh = chlkh and the grid spacing
∆x to u = Dh/∆x, so that the Courant number reads
µ = Dh
∆t
(∆x)2
. (4.18)
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For the Euler-scheme used in this thesis the Courant number is set to 1/2. This
means that a front in the system can only move by less than half a grid spacing
during one time step to prevent instability. Thus, the maximum time step is
∆t ≤ 1
2
1
Dh
(∆x)2. (4.19)
and
∆t ≤ 1
2
1
Dh
1
1/(∆x)2 + 1/(∆y)2
(4.20)
in the two-dimensional simulations. As the grid spacing in lateral direction is always
chosen about a magnitude coarser than the vertical one, the time stepping is mainly
determined by the resolution of the vertical grid.
Short time steps are necessary during periods in which soil cells with a high spatial
grid resolution show a high thermal diffusivity. This is the case for the completely
frozen soil cells in the upper soil layer with both small grid spacings and a high
conductivity resulting in a high thermal diffusivity.
In the periods of freezing and thawing, the effective thermal capacity is high which
leads to a low thermal diffusivity. Hence, freezing and thawing soil cells are not
critical for the numerical stability of the solution scheme. During these periods,
however, the change in the inner energy of each cell is determined by the phase
change of water which is included in the model in the form of the freezing curve.
The time steps have to be chosen small enough to represent the changes the effective
heat capacity with temperature and avoid validations of the energy conservation in
the model. This applies mainly to the end of the freezing curve at the transition
to the completely thawed soil around 0 ◦C, where the liquid water content changes
strongly with temperature. Thus, a maximum energy change in each time step is
set to
∆t
∂E
∂t
. ≤ ∆Eth, (4.21)
where ∆Eth = 200 kJm−2 = ch,water∆Tth corresponds to the energy that is needed
to warm pure water by ∆th = 0.05 ◦C. For a vertical resolution of ∆z = 2 cm in
the uppermost soil layer, the time steps calculated according to these criteria are in
the range of 20–200 s for most of the model period. The maximum time step of the
model is set to 300 s independently from the calculations above.
4.5 Model set-up
Soil composition and initial temperature field
In this study, the measured soil temperatures and soil water contents at the soil
profiles are used to determine the total water content and the residual water content
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heat capacity thermal conductivity density
ch [Jm−3K−1] kh [Wm−1K−1] ρ [kgm−3]
water 4.188 · 106 0.57 1000
ice 2.117 · 106 2.2 -
mineral material 2 · 106 2.9 -
organic material 2.5 · 106 0.25 -
air 1.25 · 103 0.025 -
snow 1.016 · 106 0.11 243
Table 4.1: Thermal properties of the materials in the model according to Hillel (1982) for
the soil constituents and Langer et al. (2013) for snow.
at low temperatures. The measured soil freezing characteristics for all sensors are
shown in Figures A.1 - A.3 for the three soil profiles in the polygon. The parameters
a = 19 and b = 4 describing the shape of the freezing curve have been chosen equal
for the whole modelling domain according to the values obtained by (Langer et al.,
2011b). This is justified as the curves are in sufficient accordance with the measured
relationship. The uppermost sensor in the polygon centre is the only sensor that
shows a distinct difference in water content between the two summers. All other
sensors show a stable plateau in the water content as the soil is completely thawed,
which supports the assumption of constant total water content in the soil. The soil
survey performed during the set-up of the soil monitoring station (Kutzbach, 2006)
is used to set the porosity, the mineral content and organic content at the different
depths in the instrumented soil profiles. A soil core taken close to the study site
shows a soil composition of about 50% ice and 50% mineral material in depths of
up to 4m. The deeper sediment layers represent the river sediments with 20% ice
or water and 80% mineral material (Langer et al., 2013). From these points, all soil
parameters are interpolated linearly to the model grid. Table 4.1 gives the physical
properties of the soil constituents a used in the model. The thermal properties of
the soil constituents are chosen according to (Hillel, 1982) and are displayed in Table
4.1. The thermal properties of the snow are based in a Monte-Carlo analysis of the
snow cover performed for the same study site in Langer et al. (2013). The surface
properties for the centre and for the rim of the polygon as well as for the snow cover
are given in Table 4.2. These parameters are based on earlier studies at the study site
(Kutzbach, 2006; Langer et al., 2011a,b; Kattenstroth, 2009) and literature values
for tundra landscapes and snow (Weller, 1972; Weller and Holmgren, 1974).
The initial temperature distribution in the soil is calculated based on the available
temperature measurements described in detail in Chapter 3.2. This includes the
three temperature profiles up to a depth of 42 cm (centre/slope) and 71 cm (rim)
and temperature measurements in a nearby borehole up to a depth of 27m. For
the soil below the lowest sensor of the borehole, the initial temperature is based on
the assumption of a steady state according to the geothermal gradient. The lower
boundary of the model domain is set at a depth of 1000m, where a constant heat
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Surface parameter centre rim snow
Albedo A 0.15 0.2 0.8
Emissivity  0.95 0.95 0.95
Roughness length z0 [m] 0.05 0.02 5e-4
Surface resistance rs [m/s] 50 100 0
Table 4.2: Surface parameters for the surface energy balance calculations for the three
surface types considered in the model (centre of the polygon, rim of the polygon, snow)
T [ oC]
z 
[m
]
 
 
−6 −4 −2 0 2 4 6 8
−4.5
−4
−3.5
−3
−2.5
−2
−1.5
−1
−0.5
0
Profile centre
Profile centre (added)
Profile slope
Profile rim
Borehole (used)
Borehole (not used)
Figure 4.4: Soil temperature at the three profiles in the polygon along with the temper-
ature of the uppermost borehole sensors at the beginning of the modelling period on 1
August 2010. The initial temperature distribution is obtained from a linear interpolation
of these values. For the profile at the polygon centre an additional point (blue square)
has been added manually at the temperature of 0 ◦C based on a linear interpolation of the
temperature gradient in the unfrozen soil to avoid overestimation of the thaw depth
flux equivalent to the geothermal heat flux can be assumed. A world heat flow data
set (Pollack et al., 1993) gives a value of Qgeo = −0.053Wm−2 for a deep borehole
in Tiksi, about 120 km south-east of the study site. This value is chosen for the
study site, assuming comparable geological conditions.
At the beginning of the modelling period on 1 August 2010, the deepest sensors of
the temperature profiles at the rim and at the slope of the polygon are still in frozen
ground. These profiles do not cause a problem for the interpolation of the initial
temperature field, since the thaw depth can be confined between two soil tempera-
ture sensors. In the polygon centre, however, the deepest sensor is already in thawed
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Figure 4.5: Soil composition for the two-dimensional simulation inside the polygon: Total
water content (top, left), porosity (top, right), mineral material (bottom, left) and organic
material (bottom right).
soil at that time. Linear interpolation between the lowest temperature sensor in the
profile and the following sensor in the borehole yields to a position of the freezing
front at a depth of 63 cm for that time. Figure 4.4 shows that the temperature
profiles are approximately linear in the frozen and the thawed soil, respectively, but
with different slopes. The actual thaw depth at the profile in the polygonal centre at
the beginning of the modelling period can be estimated to 45 cm by an extrapolation
of the temperature profile in the active layer to a temperature of 0 ◦C. The resulting
difference of 18 cm can be related to a change in the latent energy storage of the
active layer. For the polygon centre at that depth (θw = 0.5) this amounts to about
27MJm−2, which is an energy storage equivalent to a warming of the thawed active
layer by almost 10K.
In the two dimensional model configuration, the initial conditions and the soil com-
position are set based on information from the measurements at distinct positions in
the polygon and assumptions about the structure of the polygon which is described
in more detail in Chapter 2.4. The surface topography is set according to a detailed
surveying that has been performed during the set-up of the soil measurements in
Summer 2002. The reference line used during these measurements will be set as the
origin of the z-axis pointing downwards into the soil in all two-dimensional calcula-
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tions in this thesis.
The active layer composition is interpolated from the soil compositions at the tem-
perature profiles. The transition between the centre of the polygon and the polygonal
rim is set at the point where the microtopography changes from the relatively even
surface of the polygon centre to the elevated rim at a distance of 5.65m from the
central point of the polygon (see Fig. 3.3).
Figure 4.5 shows the soil composition for the two-dimensional simulations. The sur-
face properties described in Table 4.2 are used for surfaces of the rim and the centre
of the polygon. The surface types are connected by a smooth transition over a rel-
atively small length of about 50 cm. The ice-wedge under the rim of the polygon
at the outer border of the model domain is assumed to consist of pure ice. The
shape of the ice wedge is set with a rather simple triangular shape according to the
information available from the set-up of the monitoring station (Kutzbach, 2006).
The initial temperature conditions are linearly interpolated from the measurements
at the three soil profiles and the borehole temperatures. A steady state solution is
calculated for the deeper soil layers. This is based on the temperature of the lowest
temperature sensor in the borehole and the thermal properties of the deeper soil
layers.
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5 Model quality assessment
The numerical model is composed of two coupled components. The main component
is the soil heat transfer model that solves the non-linear diffusion equation for heat
conduction including the phase change of water in the soil. The surface energy
balance model is added to this model as an upper boundary condition. The two
models are coupled via the surface temperature and the ground heat flux. Several
steps of one-dimensional simulations are conducted to investigate the performance of
the model in different configurations. The assessment of the model scheme involves
the following steps:
i) The numerical accuracy of the simulations of conductive heat transfer with
phase change of water is validated based on the comparison of numerical model
solutions to analytical solutions. This can be done in the case of simplified
problems, for which analytical solutions exist.
ii) The accuracy of the simulation of the thermal dynamics in a heterogeneous
soil is validated based on simulations with a boundary forcing provided by
temperature sensors in the soil. Thus, the model scheme is evaluated with field
data without taking into account the surface energy balance calculations. The
simulated heat soil temperatures are compared to measurements to judge the
quality of the representation of the heat transfer processes in the soil.
iii) The surface energy balance model cannot be validated separately. Therefore,
coupled simulation of surface energy balance and soil heat transfer are inves-
tigated in different steps. Simulated soil temperatures are compared to mea-
surements in a comparable set-up to the simulations in the previous step. This
yields an assessment of the influence of the surface energy balance forcing on
the soil temperatures. It also allows to identify how well the different processes
and events are represented in the modelling scheme. Furthermore, the simu-
lated heat fluxes are compared with heat fluxes measured in the ground and at
the surface.
This procedure makes it possible to investigate how well different physical processes
are reflected in the model at different levels of model complexity. Hence, an as-
sessment of the quality of the simulation results with regard to the intended use
in the two-dimensional simulations of heat transfer in a polygon is provided in this
chapter.
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5.1 Comparison of the simulations with analytical
solutions
Conductive heat transfer with phase changes is a non-linear problem that cannot
be analytically solved in general. This is certainly the case for freezing and thawing
heterogeneous porous media that are studied in this thesis. However, there are
special cases for which analytical solutions can be found. These cases can be used
to validate the capability of the numerical scheme and its accuracy. Stefan problems
are a special types of heat transfer problems with a moving phase boundary that
often have analytical solutions. The calculations were first used by Stefan (1890) to
explain the build-up and thawing of Arctic Sea Ice . The problem is characterised by
the two phases ice and water showing a phase transition at the temperature of 0 ◦C at
which ∆H = ρwLs,l is converted between sensible and latent heat. ρw = 1000 kgm−3
is the density of water and Ls,l = 334 kJ kg−1 denotes the latent heat of fusion of
water. The system is treated in a one-dimensional way and described by the following
initial and boundary conditions:
T (x = 0, t > 0) = T0 (5.1)
T (x, t = 0) = Tf = 0 ◦C (5.2)
T (x =∞, t) = Tf = 0 ◦C. (5.3)
The thermal conductivity k and the heat capacity c have two different values for
the two phases water and ice. The density is assumed to be equal in both phases.
Effects of volume change are thus not considered in this approach.
Carslaw and Jaeger (1959) give an analytical solution for the position of the freezing
front s with time, given an initial position of the freezing front at s0.
s = s0 + 2λ
√
Dliqt, (5.4)
where Dliq denotes the thermal diffusivity of the liquid phase. The parameter λ is
obtained from a solution of the equation
Steliq
erf(λ) exp(λ2)
− Stesol
ν erfc(νλ) exp(ν2λ2)
− λ√pi. (5.5)
with the root of ratio of the thermal diffusivities of water and ice ν =
√
Dliq/Dsol.
The Stefan numbers for the two phases are
Steliq =
cliq(Tliq − Tf)
ρL
Stesol =
csol(Tf − Tsol)
ρL
. (5.6)
The solution of the transient equation (5.5) has to be calculated using a numerical
scheme. This makes the solution only semi-analytical in practice, even though the
whole derivation is completely based on analytical calculations.
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In the numerical model, this situation is approached by changing the freezing curve
from equation (4.2) to a steep arctangent-shaped function with zero water content
for pure ice and θw = 1 for water
θw,liq(T ) =
arctan(1000T )
pi
+
1
2
. (5.7)
The effective heat capacity is then calculated according to equation (2.15). The
transition between water and ice in the thermal conductivity is implemented in a
function of comparable shape.
The semi-infinite domain of the analytical solution cannot be represented explicitly
in the discrete numerical model. Hence, a modelling domain of 1000m with zero-
flux boundary at the bottom is chosen, which approaches the semi-infinite boundary
conditions of the analytical solution sufficiently well for the time scale studied here.
Figure 5.1: Comparison of the numerical solution of a one-dimensional Stefan problem
with the respective analytical solution. The initial conditions are given by ice at −5 ◦C
in the whole model domain. The boundary conditions are a temperature of 5 ◦C at the
top and zero heat flux at the bottom. Top: Modelled temperature field with contour lines
(black, solid), analytically calculated freezing front (red) and contour lines of the analytical
temperature field (black, dashed).
Bottom: Difference between the modelled temperature field and the analytical solution.
The colour saturation is proportional to the intensity of the deviation, the colour (red/blue)
gives the sign of the difference
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Figure 5.1 shows the results of the numerical simulation of the progression of a thaw-
ing front into the ice. The initial temperature is −5 ◦C throughout the entire model
domain. The temperature at the top is set to 5 ◦C and kept constant over time.
The advance of the thawing front is simulated accurately by the numerical model.
The deviations in the temperature fields are smaller than 0.1 ◦C and can be at-
tributed to the implementation of the freezing front in the numerical calculations.
This limits the heat transfer due to the smaller temperature gradients within the
material that is at a temperature around the freezing point. The error plot shows
deviations on the order of 0.2 ◦C in a very regular pattern in the thawed soil. This
is an artefact of the spatial discretisation in the model with a grid size of 1 cm.
Instead of a continuously moving thawing front the freezing front in the numerical
model can only move stepwise from one grid cell to the next one, which also slightly
inhibits the heat transfer towards the freezing front.
A second example of a phase change problem with an analytical solution provided
by Carslaw and Jaeger (1959) can be used for the numerical assessment of the two-
dimensional model configuration in cylindrical coordinates.
A cylinder of infinite size in radial direction is treated under the same assumptions
as in the previous example. At t = 0 the water in the cylinder is at a temperature
Tliq > Tf .
For t > 0, heat is extracted at the central axis of rotation with a constant rate Q
that is given as a heat flux per length in Wm−1. A freezing front penetrates into
Figure 5.2: Comparison of the of simulations for the two-dimensional cylindrical Stefan
problem with the respective analytical solution. Left: Schematic illustration of the simu-
lated problem in the semi infinite cylinder. The red arrows indicate the direction of the
heat fluxes, while the blue arrows show the movement of the freezing front. Right: Simu-
lation result and analytically calculated freezing front. The simulated temperature field is
displayed by the colour and with black contour lines. The analytically calculated freezing
front is depicted by the red line. The initial conditions are given by liquid water at 0.5 ◦C.
The boundary conditions are a heat flux density of jcentre = 50Wm−1 along the central
axis of the cylinder and zero heat flux at the top, at the bottom and at the outside of the
cylinder
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the liquid water. The heat transfer is assumed to be purely conductive in both
phases. Carslaw and Jaeger (1959) provide a formula to calculate the advance of
the freezing front that is similar to equation (5.5). The equations for the analytical
temperature field given there, however, do not yield reasonable results and are thus
discarded here. Hence, the comparison of the simulation and the analytical solution
is restricted to the development of the freezing shown in Figure 5.2. As in the case
of the one-dimensional simulation, the freezing front from the analytical solution is
represented well in the numerical model.
5.2 Soil model with forcing from soil temperature
measurements
To evaluate the model for conductive heat transfer the simulation results are com-
pared to measured soil temperatures at the study site. The one-dimensional soil
model can be run based on upper boundary forcing from the soil temperature sen-
sors closest to the surface at a depth of 3 cm. This leads to a model configuration
that does not include the energy exchange processes at the soil surface. Nevertheless,
the daily cycle of the temperature dynamics is still present in the uppermost layers
of the model as it is not completely damped out at that shallow depth. The lower
boundary is given by the geothermal heat flux at a large depth. One-dimensional
simulations are performed for both temperature profiles in the centre of the polygon
and at the rim of the polygon. The initial temperature distribution and the soil
composition are set based on measurement data (see Chapter 4). Figure 5.4 shows
the simulated temperature over the two year model period for both profiles. The
maximum thaw depth reaches a value of 46 cm on 24 August 2011 in the centre and
58 cm on 1 September 2011 in the rim of the polygon. A comparison of the simu-
lated soil temperatures with the measured values for several sensors in the profiles at
the rim and at the centre of the polygon is given in Figure 5.5 and Figure 5.6. The
measured and simulated temperatures at the other sensor depths for both profiles
Figure 5.3: Schematic overview of the two types
of one-dimensional simulation in this study. Left:
Temperature measurements from the uppermost
sensor as the upper boundary condition to the soil
heat transfer model. Right: Forcing from the sur-
face energy balance model (see Figure 4.1). The
calculated ground heat flux is applied as a flux
boundary either at the ground surface or at the
surface of the snow layer. Temperature sensors are
in the same depth for both simulation types, so the
results are directly comparable between these sim-
ulations. The geothermal heat flux Qgeo gives the
lower boundary in both cases.
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Figure 5.4: Simulated soil temperature for the simulations driven with soil temperature
sensors 3 cm below the surface- for the centre of the polygon (top) and the rim of the
polygon(bottom). Black contour lines are given in 5 ◦C distance. The grey contour lines in
0.5 ◦C distance depict the isotherms between −2 ◦C and 0 ◦C. The horizontal black lines
show the positions of the soil temperature sensors in the profiles.
and the corresponding deviations are presented in the Appendix A.4 in Figure A.8
and Figure A.9.
In the polygon centre, the simulated soil temperature is in good accordance with the
measured data. The mean absolute error (MAE) is smaller than 0.5 ◦C and maximal
deviations are on the order of 2–3 ◦C. The largest differences occur in very distinct
peaks during the onset of freezing and thawing. In both depths the summer temper-
atures are slightly underestimated. The lowest sensor is thawed in both summers
both in the measurement data and in the model. However, a slight underestimation
of the thaw depth by a few cm can be inferred from the temperature differences in
summer.
Comparing the simulated soil temperatures with the measurements in the profile
at the rim of the polygon (see Figure 5.6) shows stronger deviations than in the
polygon centre. As the profile stretches down to a larger depth due to the larger
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Figure 5.5: Simulated soil temperatures (red) based on forcing with soil temperature
sensors 3 cm below the surface and measured temperature at two depths in the polygon
centre. Top: 22 cm. Bottom: 42 cm, close to the permafrost table. The difference ∆T
between modelled and measured temperatures is shown below the temperature curves for
each sensor.
active layer thickness of about 70 cm, three different sensor depths are examined
here. The mean absolute error between the model and the measurements is up to
1 ◦C over the two year period. Maximum deviations reach up to 5 ◦C during the
onset of the freezing in November and December 2010. The temperature is slightly
overestimated in both winters at all sensors. The summer temperatures are underes-
timated by a comparable amount for both upper sensors. In contrast to the model,
the measurement of the sensor at 71 cm shows thawed soil in both summers. This
indicates that the maximum thaw depth is underestimated in the polygonal rim.
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Figure 5.6: Simulated soil temperatures (red) based on forcing with soil temperature
sensors 3 cm below the surface and soil temperature measurements (black) at three depths
in the polygon rim.Top: 21 cm. Centre: 38 cm. Bottom: 71 cm, close to the permafrost
table. The difference ∆T between modelled and measured temperatures is shown below
the temperature curves for each sensor.
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5.3 Simulations with the coupled surface energy
balance
The coupled model consists of the soil heat transfer model and the model scheme
for the calculation of the surface energy balance and the snow layer. Figure 5.3
shows a schematic overview of the two model configurations used for the soil heat
transfer simulations in Section 5.2 and the coupled simulations in this Section. The
two model set-ups are identical in the entire modelling domain below the uppermost
soil temperature sensor. This includes soil composition, initial conditions and the
lower boundary condition. The grid is set up such that the depths are equal for the
simulated soil temperatures to be directly comparable.
The model configuration studied in this section adds several components to the sim-
ulation of heat transfer in the soil. An additional soil layer above the uppermost
temperature sensors is added to the model description. This is a predominantly
organic layer of living and dead mosses with high porosity. As there are no TDR
probes installed above 7 cm in the soil profiles, there is no measurement value of
water content that can be used for the determinations of the model parameters.
Furthermore determination of the exact distance between the sensors and the soil
surface is not certain for all sensors. These difficulties can be attributed to surface
topography, vegetation cover and possible vertical movement of the soil that the
sensor is placed in. In Figure A.12 and Figure A.13 in the Appendix A.6 the results
of model runs with a variation of surface cover thickness and total water content in
the uppermost soil layer are displayed both at the centre of the polygon and at the
polygonal rim. The influences on the soil temperature in a depth of about 20 cm
are used as a reference here, since soil heat transfer in the model is reliable at that
depth (see Section 5.2). The distances of the sensors to the surface can be assumed
to be correct, since changes in the thickness of the organic layer above the upper-
most temperature sensors do not lead to improvements in the accordance between
model and measurements. The variation of the water content in the near-surface
moss layer reveals that the temperature measurements in the active layer are best
represented with a water content in the surface layer of 30% at the centre of the
polygon and 25% at the the rim of the polygon.
Figure 5.7 shows the simulated soil temperatures over the course of the modelling
period in the upper 1.5m for the centre and the rim of the polygon. The maximum
thaw depth in the second summer is reached at 44 cm on 4 September 2011 in the
centre of the polygon. In the polygonal rim, the maximum thaw depth of 49 cm is
reached on 3 September 2011. Both simulations represent the typical annual cycle
of the permafrost according to the description in Chapter 2.4. In comparison to the
simulations based on temperature measurements in the soil in Section 5.2, the tem-
peratures of the permafrost below the active layer are considerably smaller during
summer in both profiles.
A comparison of the simulated temperature curves with measurements in the poly-
gon centre is displayed in Figure 5.8. The sensor depths are the same as in the
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Figure 5.7: Coupled simulations of the surface energy balance and the soil heat transfer at
the centre of the polygon (top) and at the rim of the polygon (bottom). Black contour lines
are given in 5 ◦C distance. The grey contour lines in 0.5 ◦C distance depict the isotherms
between −2 ◦C and 0 ◦C. The horizontal lines show the positions of the soil temperature
sensors. The snow height is different due to the threshold snow depth set for the simulation
at the rim of the polygon to account for wind drift effects (see Chapter 4).
simulation with forcing from the uppermost soil temperature sensor displayed in
Figure 5.5. The model is able to reproduce the measurement with a mean absolute
error (MAE) of about 1.5 ◦C for the two sensors in 22 cm and 42 cm depth.
Deviations of up to 10 ◦C occur during the strong warming periods in the spring
of 2011 and 2012. While the measured temperature rises by about 10 ◦C in the
course of a few days, this temperature change is not represented in the model. The
freezing period is represented comparatively well in the first winter, with deviations
of up to 2 ◦C at both sensors. That also leads to a good representation of the cold
winter temperatures. However, the freezing period during the second winter does
not agree to a comparable degree. In both depths, the length of the zero curtain is
under-represented by about two weeks. This leads to a shift in the rapid cooling in
the following period, which leads to differences of up to 5 ◦C between modelled and
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Figure 5.8: Simulation with forcing from the surface energy balance model and measure-
ment at two depths in the polygon centre Top: 22 cm, bottom: 42 cm, close to the per-
mafrost table.The difference ∆T between modelled and measured temperatures is shown
below the temperature curves for each sensor.
measured temperatures. The winter temperatures, however, are overestimated from
December 2011 to April 2013 after the end of the rapid cooling period in Novem-
ber/December 2011. The simulated soil temperature remains constantly above the
measured temperature by about 2–3 ◦C.
In the profile in the rim of the polygon (Fig. 5.9) the accordance between the model
and the measurements is comparable to that in the centre. The average absolute
deviations are 1.38 ◦C and 1.31 ◦C for the two upper sensors. The temperature curve
at the lowest sensor is reproduced considerably worse. The MAE is about 2 ◦C. This
sensor shows temperatures above 0 ◦C during the summer of 2011 that are not re-
produced in the simulation, which means that the thaw depth is underestimated by
the model simulation.
The events that show the maximum deviations between the model and the mea-
surements are the same as in the centre of the polygon. The measurement data
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Figure 5.9: Simulation with forcing from the surface energy balance model and measure-
ment at three depths in the polygon rim. Top: 21 cm, centre: 38 cm, bottom: 71 cm, close
to the permafrost table.The difference ∆T between modelled and measured temperatures
is shown below the temperature curves for each sensor.
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shows distinct warming events at the end of April 2011 and at the beginning of May
in 2012. The soil temperature rises by about 10 ◦C within only a few days before
remaining relatively constant at around −8 ◦C to −6 ◦C over the course of about
two weeks. This feature is not represented in the modelled soil temperature. In the
freezing period at the beginning of the winter in 2011, the length of the zero curtain
is underestimated by about two weeks in the simulations. The deviation between the
soil temperatures and the measurements does not exceed 2 ◦C. During the second
winter of the modelling period, the deviations between model and measurement is
of the same magnitude in the centre of the polygon. In the profile at the rim of
the polygon however, the deviations are markedly worse. Although the difference
between modelled and measured length of the isothermal period is comparable to
the presuming winter, the temperature differences reach up to 10 ◦C for a period of
about a month. The winter temperatures afterwards, however, are in rather good
agreement with the measurements.
Modelled and measured soil heat flux:
The heat flux plates installed at 7 cm depth both in the centre and at the rim
of the polygon offer a direct measurement value of the heat flux in the soil layer
below the soil surface. The measured heat fluxes both in the rim and in the centre
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Figure 5.10: Heat flux in the soil at a depth of 7 cm for the centre of the polygon (top)
and for the rim of the polygon (bottom). The model results in red and measurements of
the heat flux plates in black.
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are visualised together with the simulated conductive heat fluxes interpolated to
that depth in Figure 5.10. At both measurement points a comparable distribution
of negative and positive heat fluxes occurs over the course of the two year model
period, both for the measurements and the simulation results. In the winter months
from October to March there is a negative conductive heat flux, i.e. a flux of sensible
heat towards the surface. The other six months of the year, April to September, are
characterised by positive heat fluxes with only very small average values in April an
September.
In the centre of the polygon, a strong deviation between the measured soil heat flux
and the simulated heat flux is found during the winter months of the first year. The
measured heat flux never exceeds an average of −8Wm−2 during the six month
period of negative heat balance of the soil. The simulated heat fluxes reach almost
three times that value, with maximal heat fluxes of −20Wm−2 from October to
December 2010 and about −10Wm−2 during January and February 2011. In the
following year, however, measured and modelled heat fluxes agree better, with an
average heat flux of around 12Wm−2 over the course of the winter. October 2011
forms an exception. The modelled heat flux reaches large values of almost 20Wm−2
while the average measured heat flux is almost zero. In late summer the modelled
heat fluxes in the centre exceed the measured values by up to 5 ◦C.
In the rim of the polygon, the measured and modelled heat fluxes show a comparable
temporal course during the two years of the model period. During the summer
months, the measurements and the simulations are in good agreement. During the
winter months, the simulated fluxes at the rim are smaller than the fluxes in the
centre of the polygon with heat fluxes of −15Wm−2 during the freezing period. The
measured heat fluxes are considerably smaller and only reach −10Wm−2 during the
early winter period.
Surface energy balance components:
The heat flux components calculated in the simulations can be compared with direct
measurements of the atmospheric flux components, i.e. radiation and turbulent heat
fluxes. This comparison is done based on the simulation at the centre of the polygon
as the radiation sensor is placed above wet tundra surface.
The outgoing radiation in the two different wavelength bands and the net radiation
balance of the surface are available from the four component radiation sensor that
also delivers the radiation components of the forcing dataset. Figure 5.11 shows the
modelled outgoing radiation components and the respective values measured by the
four component radiation sensor. For the short-wave radiation most data points are
scattered around the line of equal values, implying that the albedo is chosen right for
the respective surface. Two additional line-shaped clusters of data can be identified
at two symmetrical positions of the central line of agreement. These depict periods
during which the surface albedo in the model does not reflect the real conditions. The
albedo is either over- or underestimated by about a factor of six which corresponds
to the albedo difference between the snow cover and the vegetation surface in the
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Figure 5.11: Modelled and measured outgoing radiation in the short-wave range (left)
and in the long-wave range (right).
centre of the polygon. Additional data points reveal periods during which the model
underestimates the short-wave radiation less strongly. These can be attributed to
periods during which the model simulated a snow cover while the measurements
indicate a partial snow cover.
Outgoing long-wave radiation is closely coupled to the surface temperatures by a
correction for the small fraction of reflected incoming thermal radiation and the
different scaling due to the fourth power in Stefan-Boltzmann’s law according to
equation (2.4). There is a good agreement between the model in the range of up to
about 300Wm−2, which corresponds to negative surface temperatures. For stronger
outgoing radiation in the summer periods there is an underestimation of the outgoing
long-wave radiation, i.e. an underestimation of the surface temperature. Several
distinct stronger deviations between measured and simulated long-wave radiation
can be identified. At a simulated outgoing radiation of 315Wm−2, corresponding to
a surface temperature of 0 ◦C, the measured values spread widely while the simulated
values remain constant. This corresponds to the freezing and thawing periods of the
uppermost soil cell in the model.
The simulated components of the surface energy balance for the two-year model
period are shown in Figure 5.12. The net radiation is characterised by positive
fluxes until September in both years and then decreases to negative values of around
−15Wm−2 to −20Wm−2 during the winter months (October to March). This
includes the periods of polar night and the adjacent weeks of low incoming solar
radiation. In April of both years the radiation components balance each other
almost completely. During May a small positive flux of 30Wm−2 occurs in both
years, despite the already strong incoming solar radiation. The net radiation reaches
its maximum during June and then slightly decreases over the course of the summer
along with the decrease in the incoming solar radiation.
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Figure 5.12: Components of the simulated surface energy balance over the course of the
two year model period, including net radiation Qnet (yellow), sensible heat flux Qh (red),
latent heat flux Qe (blue) and ground heat flux Qg (green).
The sensible heat flux Qh is negative during all months of the snow covered period
that spans from October until April or May with average fluxes of −5Wm−2 to
−10Wm−2. During May and June 2011 a maximal positive sensible heat flux of
84Wm−2 occurs. The later summer months are characterised by lower sensible heat
fluxes of less than 20Wm−2. The turbulent flux of latent heat Qe shows a constant
positive flux of less than 5Wm−2 during the snow covered period from October to
April in both years. Hence, there is a small but constant flux of water vapour from
the surface to the atmosphere and thus a sublimation from the snow surface. The
flux is only slightly stronger in May in both years (10Wm−2). During the three
summer months (June, July, August) the averaged flux of latent heat reaches its
maximum of about 70Wm−2 before it decreases again in September. The turbulent
heat fluxes balance each other partly during the winter months, resulting in a slightly
negative heat flux, i.e. directed from the atmosphere to the ground for the period
from October to May.
The ground heat flux Qg, which is calculated as the residuum of the other energy
balance components, features a rather smooth curve compared to the other heat
fluxes. During the winter months the ground heat flux mostly follows the course
of the net radiation with maximum negative heat fluxes of −20Wm−2 and a slight
decrease over the winter months. In April almost no average ground heat flux is
present in both years. In the summer months, the heat flux into the ground reaches
a maximum of 25Wm−2 in June/July and decreases to a value around zero in
September in both years. The ground heat flux shows a distinct difference between
the two years in May, with 20Wm−2 in 2011 and 35Wm−2 in 2012.
The modelled surface energy balance components displayed in Figure 5.12 can be
compared with previous studies (Kutzbach, 2006; Langer et al., 2011a,b) at the same
study site. The respective measurements of the turbulent heat fluxes have not been
taken continuously during the model period. Furthermore, the data processing of
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Figure 5.13: Mean surface energy balance components for a summer and a winter period
compared to measurement studies in previous years. Top: Surface energy balance simula-
tion for the summer period June-August 2011 compared to same months in 2003/2004 from
Kutzbach (2006). Right: Surface energy balance simulation for the polar winter period
December-January 2010/2011 and 2011/12 compared to same months in 2007/2008 from
Langer et al. (2011b). Net radiation Qnet in yellow, sensible heat flux Qh in red, latent
heat flux Qe in blue, ground heat flux Qg in green, and energy balance closure C in grey.
the existing raw data during parts of the model period was not in the scope of this
thesis.
Therefore, the assessment of the surface energy balance components has to be based
on measurements in previous years. In these studies all four components of the net
radiation were directly measured with net radiometers, the eddy covariance method
and the evaluation of the data from soil temperature sensors. The modelled heat
fluxes are compared to measured heat fluxes during a summer period and a winter
period during polar night. These periods are expected to yield the most informa-
tive results in a comparison between different years. In contrast, strong differences
between the years can be expected for spring and autumn periods due to the timing
of the snow cover and more variable weather conditions.
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Figure 5.13 displays heat flux measurements from Kutzbach (2006) for a summer
period (1 June to 31 August) in the years 2003 and 2004. Furthermore measured
heat fluxes from Langer et al. (2011b) for the polar winter from 1 December 2007
to 30 January 2008 are presented. These measurements are compared with the sim-
ulated surface energy balance for the respective times during the model period.
In the three summer months, the atmospheric heat fluxes in the model are exceeding
the heat fluxes in the measurement period substantially. The ratio of the other heat
flux components to the net radiation, which is the main driver of the temperature
changes at the surface, is more comparable (Qh/Qnet = 0.18 ,Qe/Qnet = 0.18 in the
simulations; Qh/Qnet = 0.25 ,Qe/Qnet = 0.41 from the measurements in 2003/2004).
The Bowen ratio Qh/Qnet shows a dominant contribution of latent heat flux over
sensible heat flux both for the simulations (0.75) and the measurement dataset
(0.63) during the summer months. The ground heat flux is almost equal in the
two datasets. The energy balance closure term ∆Q of the measured surface energy
balance is 11Wm−2.
The comparison of the winter periods shows a consistent picture for the two simu-
lated winter periods with almost equal values for the surface energy balance compo-
nents. The measured surface energy balance in the winter 2007/2008 is characterised
by slightly higher fluxes for all components of the surface energy balance. This espe-
cially applies to the turbulent heat fluxes that are about twice as high as the values
obtained for the two winters of the modelling period. The energy balance closure of
the measurements during the winter period is low (−1Wm−2).
5.4 Discussion
Numerical model scheme
The comparison of the simulated model results with the analytical solution of the
Stefan problem shows that the model is capable of a numerically correct simulation
of the heat transfer equation with phase change in a homogeneous medium. This
applies both for the one-dimensional model set-up and for a cylindrical case with
radial symmetry. The observed minor deviations can be directly attributed to two
different aspects of the numerical discretisation in the model. They do not have
direct implications for the application of the model in the soil. The deviations
introduced by the artificial freezing curve in the system of pure water and ice are not
relevant for the simulations in the soil, because a pronounced freezing characteristic
is intentionally used here. The effects of the spatial discretisation of the model on the
freezing front that are clearly visible in Figure 5.1 are not relevant for the application
of the numerical scheme, since they do not have an impact on the development of
the freezing front.
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Heat transfer in the soil
The simulated soil temperatures in the model runs forced with the temperature of
the uppermost soil temperature sensors (Fig. 5.5 and Fig. 5.6) is in good accordance
with the soil temperature measurements at different depths. The simulation for the
centre of the polygon shows a better agreement, which can be attributed to the
rather homogeneous soil composition and water saturation up to the top of the
model domain. This leads to a soil composition that is described very well in terms
of the heat capacity and the heat conductivity based on the measurement data. The
rim features a stronger heterogeneity in the soil composition and an unsaturated part
at the top of the model domain. Furthermore, larger fractions of mineral material
are present, for which the thermal conductivity has been set to a standard value in
Table 4.1, which might also add deviations to the calculated heat conductivities.
In both profiles, the measured thaw depth is not reached in the summer months of
2011 and the simulated temperatures are lower than the measured temperatures in
larger depths. That could be attributed to two different factors. The temperature
in the lower part of the active layer is not only determined by the heat transfer
processes inside the active layer during the thawing in summer. The temperature
in the perennially frozen permafrost below the freezing front also determines the
speed of the front to a certain extend. Hence, a stronger cooling of the lower soil
layers during the preceding winter can also be a cause of the underestimation of
the maximum thaw depth. The soil composition in the permafrost is set based on
less detailed measurements than inside the active layer, which can explain some
deviation at the lower boundary of the active layer.
Besides these smaller deviations, the heat transfer in the soil is described very well
by the model with mean absolute deviations of less than 1 ◦C for most of the sensors.
This confirms that the heat transfer in the soil layers below the depth of the first
temperature sensor (3 cm) can be accurately described by heat conduction and the
effects of the phase change of water. Thus, non-conductive heat transfer processes
such as convective transport or water vapour diffusion, can be neglected at these
depths. This might be completely different for the uppermost soil layer. This layer
could not be investigated in the same detail in terms of heat transfer in this study,
since processes close to the surface can only be regarded in combination with the
effects of the snow cover and of the surface energy balance based on the data available
in this thesis.
Organic moss layer at the surface
The results of the variation of the surface position (see Fig. A.12 and Fig. A.13)
on the soil temperatures indicate that the distance to the surface set during the
installation of the sensors in the polygon is consistent. The variations of the surface
position do not lead to an increased agreement between the simulation and the
measurement.
The water content of the uppermost soil layer has a strong influence on the soil
temperature in the active layer. Although the changes in water content only apply
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to a thin layer of about 5 cm thickness, the variations are on the order of several
degrees centigrade at a depth of 20 cm. In winter, the insulation effect is combined
with that of the snow cover which has a comparably low heat conductivity. However,
these two effects cannot be easily separated in this simple consideration. In summer,
the temperatures are also influenced by the surface parameters such as roughness
length and resistance to evaporation. Hence, the chosen water contents of 30% in
the centre and 25% in the rim of the polygon must be seen as an estimate with
large influence from these surface parameters.
The importance of the correct representation of the near-surface organic layer of
Arctic soils has also been shown on a regional to global scale (Rinke et al., 2008;
Beringer et al., 2001). On the one hand, that includes the direct influence on the
soil temperatures and soil moisture due to different fluxes of heat and water at
the surface. On the other hand, influences on the atmospheric circulations could
be found in model simulations by Rinke et al. (2008), which can be explained by
the large area of Arctic and subarctic landmass where the surface conditions are
dominated by such a moss layer. Furthermore, the important role of the ground
heat flux in the surface energy balance in cold permafrost areas such as Northern
Siberia, especially during the polar winter (see Figure 5.12), enhances such feedbacks
of soil surface properties on atmospheric dynamics.
Heat flux through the surface layer
Average heat fluxes at shallow depths in the soil can be expected to follow the surface
heat flux with a certain lag that is based on the thermal diffusivity of the overlaying
soil layer. When considering heat fluxes averaged over periods longer than a few
days, the values become comparable because the daily cycle is averaged out. This
assumes that the storage of energy in the overlaying soil layer is small against the
heat fluxes over that period. This is not the case for periods of freezing and thawing
of the soil when the transformation of latent heat in that layer accounts for most of
the transported thermal energy.
The simulated and measured heat fluxes in the soil displayed in Figure 5.10 can be
set into comparison with the energy turnover in the active layer. The latent heat
that is transformed during freezing and thawing of the entire active layer can be
calculated according to (2.13). The maximum thaw depth is around 45 cm in the
centre of the polygon and 0.75 cm in the rim of the polygon, which can be inferred
from the results of Chapter 5.2. The average soil water contents in the active layer
are < θw >z= 0.70 in the centre and < θw >z= 0.45 in the rim of the polygon. This
leads to an almost equal energy turnover of about 1 · 108 Jm−2 at both profiles in the
phase change of the active layer. Assuming heat fluxes of 10Wm−2 that calculation
yields a time span of four months to freeze or thaw the entire active layer at the site
while a heat flux of 20Wm−2 implies a freezing period of two entire months. It is
assumed that there is no heat flux from or to deeper soil layers into the isothermal
plateau. This is approximately the case due to the small temperature gradients at
that depth (see also Fig. 5.4).
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The length of the zero curtain in the soil temperature measurements (see Figure
5.5 and Figure 5.6) is slightly longer than two month at both profiles and in both
years of the model period. The simulated heat fluxes of 15Wm−2 at the rim of
the polygon and 20Wm−2 at the centre of the polygon consequently have the right
magnitude. Thus, the strong difference in the timing of the refreezing between the
simulations and the measurements at the rim of the polygon during the second
winter (see Figure 5.9) cannot be directly attributed to a wrong description of the
soil heat flux during the refreezing period in autumn.
The heat fluxes of less than 10Wm−2 measured by the heat-flux plates, however,
are not large enough to be consistent with the observed timing of the freezing of the
active layer. The problems of the application of this method in several types of soil
have been discussed in the literature (Sauer et al., 2003; Halliwell and Rouse, 1987)
and can be predominantly attributed to the difference in thermal diffusivity between
the material of the heat flux plate and the surrounding soil. Furthermore, latent heat
transfer is not captured. The thermal conductivity of the heat flux plate is specified
with 0.8WK−1m−1, which is in the range of the thermal conductivities that are
obtained in the unfrozen soils (Williams and Smith, 1989). This explains the good
accordance between measurements and modelled values for the summer months. The
thermal conductivity of the frozen soil, however, is much higher due to the higher
conductivity of ice compared to water. Hence, the measured heat fluxes during the
winter months are underestimated because the measurement method is based on the
assumption of comparable heat conductivity in the sensor and in the surrounding
material. Thus, the measurements of the heat flux plates are discarded for the
periods of frozen ground in the analysis of the model performance. A correction of
the measured heat fluxes may be possible based on the soil temperature measurement
close by and assumptions on the composition of the surrounding soil.
Snow cover
Several aspects of the simulated temperature dynamics can be directly attributed
to the description of the snow cover in the model.
The comparison of the outgoing short-wave radiation to the corresponding measure-
ments in Figure 5.11 indicates that the surface albedo simulated in the model is
reflecting the measured value accurately for most of the year, which includes both
vegetation cover in summer and snow cover in winter. Due to the symmetric shape
these data points can be attributed to periods during which the existence of a snow
cover does not agree with the real situation. The data points with underestimated
outgoing short-wave radiation in between these three linear clusters describe periods
of incomplete snow cover during which the simulations do not show any snow cover
at all. These situations can be found in the daily images by an automatic camera
both during the on-set of the snow cover in October and November and in the melt
period from April to June.
For both profiles the measurements show a strong warming peak in late winter.
The temperature increase is visible in all sensors and penetrates down to the lowest
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sensors at depths of more than 70 cm. These events are reproduced very well in the
simulation based on the upper boundary forcing from temperature measurements at
3 cm depth. Thus, it can be ruled out that a wrong description of the heat trans-
fer processes in the deeper soil layers causes these deviations. In the simulations
with the surface energy balance calculation coupled to the soil model as an upper
boundary, these events are not represented. Hence, this feature can be identified as
a process at the surface or in the uppermost soil layer. The strong warming leads
to strong deviations of about 10 ◦C between the measured soil temperatures and the
model results for a period of about half a month. The temperature curves reach
the same summer temperatures as in the measurements. This can be explained by
the fact that the latent heat conversion during the thawing of the soil includes a
much larger heat exchange than the pure heating of frozen ground. However, these
deviations have a distinct influence on the mean annual soil temperature. According
to the time scale and the temperature deviations during these events a change of
the mean annual soil temperature of 0.5 ◦C can be expected.
The outgoing short-wave radiation shows distinct periods of low values that occur
at the same dates as the warming events in the soil. Therefore, these events can be
clearly attributed to abrupt changes in the snow layer, that lead to both a higher
albedo and increased heat fluxes into the soil. The images of the automatic camera
reveal, that these periods are characterised by a partial melt of the snow cover. This
includes snow free areas on the rims of the polygons and clearly visible changes of
the snow cover in the centre of the polygon, including some standing water. The
underestimation of the heat transfer into the soil can be explained by the drasti-
cally lower albedo of the snow free surface on the rim of the polygons and enhanced
heat transfer in the uppermost soil layer. Here infiltrating melt water leads both
to convective heat transfer and to an increased heat conductivity. These effects are
limited to the uppermost 3 cm of the soil as the simulations of heat transfer below
the uppermost soil sensors shows no influences of these processes.
The measurement data used for the forcing of the snow layer in this study only
consists of the snow depth measurements at one specific spot in the centre of the
polygon. Therefore, the effect of the microtopography on the snow layer cannot
be represented based on direct measurement data. The choice of a threshold snow
depth of 4 cm on the rim of the polygon has proven to be reasonable since the soil
temperatures are represented well during the course of the first winter and during
the later period of the second winter. However, the second winter shows a strong
overestimation of the soil cooling during the early freezing period. Test runs with a
higher threshold for the snow cover on the rim shows a comparable overestimation of
the freezing in autumn. However, the soil temperatures over the course of the later
winter are simulated to high in these runs, so that the threshold value chosen here
seems appropriate and is not the cause of the temperature deviations. The images
from the automatic camera indicate that the rims of the polygons were partly snow
covered during large periods of September and October 2011, which adds additional
insulation to the ground surface during the initial cooling period at the transition
form summer to winter. This is not covered by the snow depth measurements and
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can be seen as the main reason for the deviations in the rim of the polygon during
the freezing period.
Surface energy balance and energy partition
The comparison of the surface energy balance components from the coupled model
simulations in Figure 4.1 with two measurement studies of energy partition at the
surface for the study site shows, that the model is capable of representing the charac-
teristics of the energy fluxes at the surface for the examined periods in the summer
months and during the polar winter conditions. The comparison of the simula-
tions results with the measurements from the two previous studies (Kutzbach, 2006;
Langer et al., 2011b) is limited due to the consideration the same periods in different
years. Furthermore the errors of the measured surface energy balance components
(up to 30%) have to be taken into account.
However, the strong average sensible heat flux of more than 80Wm−2 that is ob-
tained in May 2011 seems overestimated and can be attributed to a mismatch be-
tween simulated and measured snow cover. This leads to a situation where the
measured air temperature over snow or melting snow and the simulated tempera-
ture of the snow-free surface lead to an overestimation of the temperature gradient
that the calculation of the sensible heat is based on. During the winter period, the
thermal regime at the surface is dominated by the negative net radiation due to the
emission of long-wave radiation from the surface. This flux is mainly controlled by
the strong ground heat flux whereas the turbulent fluxes are comparatively small
and partially cancel each other. The situation is represented well by the modelled
surface energy balance. However, both the sensible and the latent heat fluxes are
relatively small compared to the fluxes in the examined measurement study. This
can be explained by differences in the air temperature, where a warmer average
temperature would lead to both an increase in sensible heat flux towards the surface
and stronger latent heat flux due to increased sublimation.
The derivation of the equations for the surface energy balance calculation assumes a
completely flat surface for all descriptions of the physical processes of heat exchange.
In reality this strict assumption is violated on different scales. The microtopography
of the landscape described in 2.4 is not a flat or homogeneous surface. It introduces
variations to the surface, that are on a length scale much larger than the one of the
variations described by the roughness length z0. Furthermore, there is a distinct
lateral variation in the surface properties that is not part of the assumptions of the
theory.
The structure on a scale of centimetres to millimetres is highly variable due to the
vegetation cover that includes both mosses and higher grass plants. This affects
different parts of the surface energy balance calculation. Furthermore the actual
position of the soil surface is difficult to determine as almost all the surface is cov-
ered by moss layer without any bare soil in direct contact to the atmosphere that
could be chosen as a distinct surface position. In this study the upper surface of
continuous moss cover is chosen as the soil surface. A certain fraction of the incom-
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ing radiation in both wavelength bands is not reaching the soil, but is absorbed and
remitted from parts of the vegetation cover above the ground. All these processes
are not explicitly covered in the model description. However, these processes are
incorporated to some extend into the effective surface properties such as albedo,
surface resistance to evapotranspiration, roughness length, and emissivity.
Summary
The soil heat transfer below the surface layer is represented accurately by the model
scheme with mean absolute errors of less than 1 ◦C. The annual cycle of the soil
temperatures is represented reasonably by the coupled model for most periods of the
year. Yet, the model shows strong deviations from the measurements during spring
and early winter, with temperature deviations of up to 10 ◦C for limited periods. This
is especially the case for the simulations at the rim of the polygon. These deviations
lead to an underestimation of the mean annual temperature in the ground, that is
on the order of 1–1.5 ◦C depending on the depth. These can be mainly attributed
to the limitations in the description of the variable and heterogeneous snow layer.
This includes the simplified approach of constant thermal properties and the limited
data basis of only one snow depth measurement in the centre of the polygon. The
energy balance calculation based on the radiative and turbulent heat fluxes yields
good results for periods of the year that are not affected by the description of the
snow cover and is in good agreement with the measured energy partition during
previous years.
It can be expected that the two-dimensional version of the model can be used to
simulate realistic thermal dynamics inside the polygon. That allows to identify
and quantify the importance of the effects of lateral heterogeneity in the studied
landscape elements. However, the deviations during the freezing period and prior
to the thawing period that appeared in this model assessment have to be taken into
account in the analysis of the results of the two-dimensional model.
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6 Two-dimensional simulations of the
thermal dynamics of a polygon
The two-dimensional version of the coupled model describing soil heat transfer, snow
cover and surface energy balance in the polygon is used to study the influence of
lateral variations and lateral heat transfer processes on the thermal dynamics of the
system. These effects can not be described explicitly in one-dimensional models.
On the one hand, this includes the actual transfer of heat by conductive processes in
horizontal directions due to lateral temperature differences inside the soil. On the
other hand, the lateral variations of soil and surface properties can lead to strong
lateral differences in the vertical heat transfer processes. The influence of these
differences are not trivial since several nonlinear processes play an important role in
the system, e.g. the phase change of water in the soil or the energy partition at the
surface.
i) A two-dimensional simulation of the thermal dynamics of the polygon is used
for the direct investigations of the pathways of heat fluxes to detect periods of
strong lateral heat transfer and to quantify the importance of the lateral fluxes.
ii) The influence of the representation of both lateral variations in the vertical
heat transfer processes and direct lateral heat fluxes in model formulations of
the thermal dynamics is investigated by comparing simulations of different com-
plexity. This includes a detailed two-dimensional model with lateral heat fluxes
and two simplified one-dimensional model descriptions with laterally averaged
parameters.
6.1 Two-dimensional heat fluxes in the polygon
The two-dimensional model configuration is used based on the description of the
model set-up in Chapter 4. The conductive heat fluxes are calculated from the
resulting temperature field after the model simulation. The flux at each node is
derived from the temperature gradient between the neighbouring cells and the ther-
mal conductivity, that is calculated based on the temperature field with the same
function used in the simulations. The magnitudes of the lateral heat fluxes and the
vertical fluxes are compared on a time scale of months. Thus, the sum over the heat
fluxes is not influenced by the diurnal cycle in the upper soil layer. The monthly
average heat fluxes inside the polygon for the twelve months of the year 2011 are
shown in Figure 6.1 (January to April), Figure 6.2 (May to August), and Figure 6.3
(September to December) with absolute value and local direction of the heat flux.
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Figure 6.1: Monthly averaged conductive heat fluxes inside the polygon during January
to April 2011. The colour denotes the magnitude of the absolute flux. The arrows show
the flux and have equal length at all points.
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Figure 6.2: Monthly averaged conductive heat fluxes inside the polygon during May to
August 2011. The colour denotes the magnitude of the absolute flux. The denote show
the flux direction and have equal length at all points.
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Figure 6.3: Monthly averaged conductive heat fluxes inside the polygon during September
to December 2011. The colour denotes the magnitude of the absolute flux. The arrows
show the flux direction and have equal length at all points.
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The first three months of the year form the high winter with constantly low air
temperature −20 ◦C to −40 ◦C (see Chapter 3.4). The soil is completely frozen dur-
ing that period so that phase change processes in the soil do not play a role in the
thermal dynamics of the system. The heat flux field is laterally very homogeneous
showing a constant outflow of thermal energy towards the atmosphere at a rate of
about 10Wm−2. A stronger heat flux with some lateral components can be identi-
fied at the transition from the centre of the polygon to the polygonal rim.
In April, the averaged heat flux changes its sign in the upper soil layer with a warm-
ing at a rate of about 10Wm−2. During the summer months the heat fluxes in the
upper soil layer of the centre strongly exceed the heat fluxes at the same depths
of the rim due to the higher conductivity of the top soil layer. Furthermore, the
temperature gradient is larger due to the shallower thaw depth (see Chapter 5.3).
August and September show a laterally homogeneous downward flux of energy with
a distinct difference between the active layer and the frozen permafrost below. In
October the refreezing of the active layer with heat fluxes towards the surface and
to higher depths takes place, while November is already characterised by an average
upward flux well below the active layer. Although only monthly averaged values are
observed, a clear time delay in the refreezing between the centre and the rim of the
polygon can be identified. While the average heat fluxes close to the surface reach
values above 20Wm−2 in the centre during October, fluxes are only about half as
large in the rim. In November the flux field is characterised by strong heat fluxes
towards the surface in the active layer where the lateral heat exchange in the freezing
process delivers a lot of energy. In contrast, December already shows a comparable
picture to the following winter months with a rather homogeneous flux field and no
influences of the conversion of latent heat in the active layer.
Purely lateral heat fluxes occur mainly at the stages when the vertical heat flux
vanishes during the transition from upwards directed heat fluxes to fluxes directed
downwards and vice versa. However, these situations are also characterised by low
absolute heat fluxes.Thus, the lateral heat flux components during these periods are
not significant compared to the heat fluxes during the rest of the year.
Figure 6.4 shows the laterally averaged lateral heat fluxes. The value given is the
mean of the thermal energy transported through all ring-shaped radial cell interfaces
per unit time. The values are given as the mean for each month and separately for
both inward and outward direction. The maximum lateral heat fluxes are reached
close to the surface with values of up to 40Wm−1 in both radial directions. The
maximum lateral heat fluxes in the one-month periods decrease with depth and do
not exceed 10Wm−1 at depths of more that 3m. The averaged values over the two
year period are very symmetric around the z-axis, indicating that the fluxes balance
each other over the course of the year. Close to the surface of the polygon, average
lateral heat fluxes of 15Wm−1 are present in both directions and decease strongly
with depth. These heat fluxes must be compared to the sum of the vertical heat
fluxes over the entire polygon with a surface area of pi(9.2m)2 = 265m2 and average
surface heat fluxes on the order of 10Wm−2. Thus, the vertical fluxes are on the
order of two magnitudes larger than the average lateral heat fluxes.
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Figure 6.4: Monthly averaged lateral
heat fluxes inside the polygon. Fluxes
directed from the centre outwards (pos-
itive values) and fluxes inwards towards
the centre of the cylindrical model domain
(negative values) are averaged separately.
The fluxes are given as mean values for the
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6.2 Comparison of model configurations of
different complexity
The detailed two-dimensional simulation, as applied in the previous section, can
be compared to modelling schemes that only feature one-dimensional heat transfer
which are usually used for the simulation of permafrost at larger scales. This allows
to investigate if the simplifications lead to deviations from the more complex model
due to non-represented physical processes. The different models examined here are
schematically displayed in Figure 6.5.
• Model A is the two-dimensional model in cylindrical coordinates with lateral
heat fluxes used in the previous section. This includes a heterogeneous soil
composition that varies both with depth and in the lateral dimension, i.e. with
the radius in this model formulation. The microtopography is represented
by a fixed surface position for each column of the model. The snow cover
development and the surface energy balance are calculated for each lateral
coordinate separately. Averaged heat fluxes are used for the determination of
the atmospheric stability conditions (see detailed description in Chapter 4).
• The second model configuration, Model B, features two distinct soil columns,
one for the centre of the polygon and one for the rim of the polygon. These
two columns are simulated separately with one-dimensional heat transfer in
the soil. However, the two model compartments are coupled by a common
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snow cover and surface energy balance scheme comparable to the one used in
the 2D model.
• Model C is a single one-dimensional model configuration as used in 5.3.
Figure 6.5: Schematic description of the three models used for the comparison of the
performance of the models of different complexity.
A: Two-dimensional soil heat transfer with heterogeneous soil in cylindrical coordinates
(radially symmetric), surface energy balance and snow depth for each surface grid cell.
B: One-dimensional simulations for the two characteristic compartments, centre and rim of
the polygon, with averaged parameters for each compartment and coupled surface energy
balance as well as snow cover calculations
C: One-dimensional simulation for horizontally averaged soil and surface parameters
All three models are initialised using the same data for temperature initial condi-
tions, soil composition and surface characteristics. For the two-dimensional model
the initialisation is set as described in Chapter 4 using the data depicted in Figure
4.5 and Figure 4.4. For the two simplified model configurations, soil composition,
surface characteristics, and temperature initial conditions are set by horizontally
averaging over the two-dimensional model domain of Model A at each depth. For
Model B this is performed separately for the centre and the rim of the polygon.
The initialisation of Model C is based on averages over the whole model domain.
The weighted averages are calculated according to equation (4.15), which takes the
cylindrical shape of the model domain into account. The vertical grid is chosen equal
in all three model configurations. In Model C, the effect of the microtopography in
the snow cover is realised by restricting the current snow depth dsnow such that a
fraction corresponding to the rim of the polygon is kept at the threshold snow depth
dsnow,th
dsnow <
Acentredsnow,centre + Arimdsnow,th
Acentre + Arim
. (6.1)
Acentre and Arim denote the areas assigned to the centre or to the rim of the polygon
in Model B and dsnow,centre is the measured snow depth in the centre of the polygon.
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Figure 6.6: Volume of thawed soil inside the polygon and average thaw depth for the three
different model configuration. Model A (2D simulation) in red, Model B (1D simulation
for centre and rim separately) in blue and Model C (1D simulation) in green.
The actual modelling period of two years is the same as in the previous simulations.
However, the model is run for a spin-up period of 10 years after the initialisation with
the measured temperature data. Due to the restricted data the forcing during this
period is composed of randomly combining the two years of the modelling period
for a total period of 10 years. This allows for an investigation of the differences
between the simulated soil temperatures on a longer time scale. Furthermore the
analysis of the results is not dominated by the effects of the initial temperature
conditions, which might be rather non-physical for the simplified models due to the
averaging process. This approach seems appropriate since the focus is set on the
direct comparison of the three model configurations. However, this means that the
simulation results cannot be directly compared to measurements in the soil and at
the surface.
Figure 6.6 shows the total volume of thawed soil in the cylindrical model domain
for all three model configurations. This directly converts to the mean thaw depth
by taking into account surface area of the model domain. The three models show
a very consistent behaviour. The two-dimensional simulation(Model A) and the
one-dimensional (Model C) show almost equal maximum thaw depth of 0.57m in
both years. For Model B the thaw depth is about 3% larger, reaching 60 cm in both
years. During the first weeks of the thawing until the end of June, the two simplified
model simulations (Model B and Model C) show an almost equal development of
the thawed volume.
The mean annual soil temperature for the three different models is displayed in Fig-
ure 6.7. It is calculated as the lateral mean temperature over the two years of the
target period for each depth with weighted averaging according to equation (4.15).
The mean annual surface temperature, which is defined as the mean temperature
of the interface to the atmosphere, i.e. the top of the ground in summer and the
top of the snow layer in winter, shows comparable temperatures of about −11.1 ◦C
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Figure 6.7: Top: Mean annual temperatures for the three model configurations, including
the mean annual air temperature (MAAT), which is equal for all models as part of the
forcing data, the mean annual surface temperature (MAST), i.e. the temperature at the
surface of the ground or the snow cover, and mean annual ground surface temperature
(MAGST) at the top of the soil domain.
Bottom: Mean annual soil temperature with depth over the two year target period for the
three different models. Model A (2D simulation) in red, Model B (1D simulation for centre
and rim separately) in blue, Model C (1D simulation) in green
to −11.2 ◦C for all three model configurations. These temperatures are in good
accordance with the MAST of −11.0 ◦C that is derived from measurements of the
four component radiation sensor and the mean annual air temperature (MAAT) of
−11.1 ◦C of the forcing data.
For Model A, the two-dimensional simulation, the mean annual ground surface tem-
perature (MAGST) is −8.5 ◦C. The temperature decreases with depth and reaches
a minimum of about −9.1 ◦C at a depth corresponding to the active layer thickness.
For larger depths, the temperature slightly increases reaching −9 ◦C at a depth of
10m. The two other models show colder temperatures over the whole profile. The
simulation with separate 1D-calculations for the centre and the rim of the polygon
(Model B) shows a MAGST of −8.8 ◦C. The permafrost right below the active layer
has a minimum average temperature of around −9.6 ◦C and increases to −9.3 ◦C at
10m. The simulation of one single soil column with averaged parameters (Model C)
leads to an average temperature that is lower in the active layer, with a mean annual
ground surface temperature of −9.1 ◦C and −9.8 ◦C at the top of the permafrost.
The annual average temperature increases with depth and reaches −9.4 ◦C at 10m.
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The difference in mean annual ground surface temperature reaches its maximum at
a depth of about 0.5–1m with a difference of 0.5 ◦C between Model A and Model B
and 0.7 ◦C between Model A and Model C.
The mean annual temperature at the ground surface can be differentiated further
into two distinct periods of the year. During the snow free summer months the
surface temperature is identical to the ground surface temperature. Over the two
year modelling period this value is almost identical for all three model configura-
tions (Model A: 5.44 ◦C, Model B: 5.45 ◦C, Model C: 5.45 ◦C). During the snow
covered period of the year, the surface temperature is taken at the surface of the
snow cover and thus differs from the ground surface temperature at the bottom of
the snow pack. The three models differ substantially in the average ground surface
temperature during these parts of the modelling period (Model A: −18.27 ◦C, Model
B: −18.75 ◦C, Model C: −19.16 ◦C).
A control run is performed with the same model scheme as Model A without lat-
eral fluxes in the soil and snow compartment. Hence, the thermal dynamics are
calculated one-dimensionally within each soil column/ring comparable to Model B,
while the detailed description of the surface topography and the soil composition is
retained. This simulation shows a mean temperature profile that is not distinguish-
able from the results obtained in Model A for most depths, with an identical MAST
and slightly warmer average temperature at the top of the permafrost (by less than
0.05 ◦C).
Figure 6.8 compares the mean soil temperatures from the three different models as
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Figure 6.8: Mean annual surface temperature in a depth up to 20m for different simula-
tions and from measurements. The red curves are the three model configurations compared
in this section as displayed in Figure 6.7. The blue and green curves show the results of the
one-dimensional simulations in the centre and in the rim of the polygon. The markers give
the mean temperature over the modelling period from the measurements in the borehole
(black circles) and in the two soil profiles (blue: centre, green: rim).
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in Figure 6.7 with averaged temperature measurements in the borehole and in the
soil profiles in the active layer over the same period. Furthermore, the mean annual
temperature profiles that evolve in the one-dimensional simulations in Chapter 5.3
are added.
These different average temperature profiles are not all directly comparable. The
measured temperatures and the one dimensional simulation are showing the two
year modeling period from summer 2010 to summer 2012. The average tempera-
tures from the model comparison in this chapter, however, result from a simulation
with the same forcing data after a 10 year initialisation. This explains the linear
temperature gradient throughout the uppermost 30m of the permafrost. The up-
permost soil layers are in equilibrium with the surface forcing due to the 10 year
initialisation period. The slope of the temperature curves differs according to the
difference between the average temperature at the top of the permafrost and the
temperature at a depth of about 30m that is still determined by the initial temper-
ature profile.
The three model simulations show a distinctly colder thermal regime than the mea-
surements. The borehole temperatures are characterised by a strong temperature
increase from −8.6 ◦C at the deepest measurement point to about −7◦ at a depth of
1.75m. The uppermost sensor of the borehole right at the surface is not taken into
account. It cannot be expected to yield temperature values that are representative
for the uppermost soil layer due to a stronger coupling to the air temperature via
the metal rod of the borehole. The simulated mean annual temperatures derived
from the one-dimensional simulations feature a distinct difference between the rim
and the centre of the polygon. The mean annual temperature profile at the centre
of the polygon is in rather good agreement with the measurements in the active
layer and shows a comparable but shifted shape to the borehole measurements for
larger depths. The average of the simulated soil temperatures at the rim of the poly-
gon, however, is distinctly lower than the measurements. The temperature profile
decreases towards the surface with a MAGST of −9.5 ◦C. This value is distinctly
colder than the average ground surface temperatures of the three models covering
the whole cylindrical model domain that were discussed in detail in this section.
6.3 Discussion
Lateral heat fluxes inside the polygon
The detailed study of the monthly heat flux fields in Chapter 6.1 shows that lateral
heat fluxes within the polygon are found at very distinct areas and only during lim-
ited periods. Strong lateral fluxes only occur at smaller depths corresponding to the
active layer. Relevant lateral heat flux components can be found at two positions
in the polygon. On the one hand, the pronounced topography of the polygonal rim
with slanting surfaces leads to a lateral component of the strong heat fluxes near
the surface even though these fluxes are directed orthogonal to the surface at that
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specific point. On the other hand, the transition zone between the centre and the
rim of the polygon acts as a kind of heat bridge during winter. This induces lateral
heat fluxes from both the centre and the rim of the polygon towards that zone. The
effect can be attributed to the strong insulation of both the comparatively thick
snow cover above the centre of the polygon and the low conducting organic layer on
top of the polygonal rim.
The explicit examination of the mean lateral heat fluxes in both directions in Figure
6.4 shows that the magnitude of the lateral fluxes over the course of the year is
negligible compared with the vertical fluxes for the entire polygon. The measured
snow cover in the polygon centre has been rather low during the two winters of
the modelling period 2010-2012. A higher snow cover, however, which has been ob-
served at the study site during several winters in previous years (Boike et al., 2013;
Langer et al., 2011b), can be expected to enhance the lateral heat flux processes
by forming a stronger barrier to heat flux in the centre of the polygon during the
winter months. The same effect results from the formation of depth hoar in the
snow cover, which can lead to a strongly decreased thermal conductivity as low as
0.02Wm−1K−1 (Zhang et al., 1996; Sturm and Johnson, 1992). This process is not
covered by the model scheme with constant and uniform snow thermal properties.
Lateral heat fluxes are most pronounced in the transition zone between the rim and
the centre of the polygon, where the freezing front and the thawing front show a slop-
ing shape. Water filled polygon centres and polygonal ponds feature even stronger
lateral variations in the thaw depth Langer et al. (2011b), leading to completely
vertical freezing fronts due to the large storage of latent heat in the water bodies.
Thus polygonal structures of comparable size that feature open water in the form of
ponds can be expected to show a strongly increased influence of lateral heat fluxes
on the thermal dynamics.
Ippisch (2001) performed two- and three-dimensional coupled simulations of heat
and water transfer in soil structures on the scale of metres at a permafrost site on
Svalbard. He did not find strong influences of lateral heat fluxes on the simulated
results, either.
The influence of model complexity on the thermal dynamics
All three models show a distinct thermal offset between the temperature in the sub-
surface and the mean air temperature over the modelling period (11.1 ◦C) that can
be traced back to the two different processes described in Chapter 2.4. The offset be-
tween ground surface temperature and the temperature at the top of the permafrost
is of a comparable magnitude in all three models (0.6–0.7 ◦C). This indicates that
the effects of latent heat and seasonal differences in heat conductivity creating this
offset are represented consistently in all models.
The simulated surface temperatures of the different models over the course of the
modelling period, however, are very consistent and agree within a range of 0.2 ◦C.
The measured mean annual surface temperature is slightly higher than the simu-
lated values. This measurement is performed at one spot in the polygon. Thus, it is
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not representative for the average over the entire polygon. It can be concluded that
the surface energy balance is simulated coherently by the different models and not
causing the temperature bias in the subsurface.
The mean annual ground surface temperature (MAGST) shows distinctly colder
values of 0.65 ◦C and 0.35 ◦C for the two simplified models. These differences can
be almost entirely attributed to differences in the mean ground surface temperature
during the snow covered winter months that reach 0.8 ◦C between Model A and
Model C, whereas the surface temperatures in the snow-free periods differ between
the three models by less than 0.05 ◦C.
The deviations in the MAGST are almost equal to the offset between the tempera-
tures in the soil for the three models. Therefore, the cold bias between the modelled
permafrost temperatures can be attributed largely to differences in the simulation
of the snow layer. This includes both the heat conduction through the snow layer
and the timing of the snow covered period. The laterally averaged snow depth over
the whole polygon differs little between the three models over most periods of the
winter. The cold bias due to the representation of the heterogeneous snow cover
in the microtopography of the landscape surface is added to the error that has to
be expected from the uncertainties of the snow thermal properties (Langer et al.,
2013; Goodrich, 1982) in modelling approaches. It has been shown that the correct
representation of the Arctic tundra snow in model simulations has an impact on
the simulated results regarding different aspects of the ecosystem such as carbon
dynamics (Gouttevin et al., 2012). Furthermore, several studies indicate that the
expected warming of the Arctic climate will be dominated by changes in the winter
temperatures (Moritz et al., 2002; Johannessen et al., 2004). This adds further im-
portance to the description of the thermal dynamics of the snow cover in permafrost
models.
Due to the spin-up used in the simulations in this chapter, the resulting soil tem-
peratures for the three different models cannot be compared directly to the soil
temperatures measured in the soil profiles in the active layer and the borehole dur-
ing the modelling period 2010-2012. However, the temperature profiles in 6.8 reveal,
that the three model simulations yield soil temperatures that are distinctly colder
than the measurements. The colder temperatures in the active layer and the upper
permafrost layer can be attributed to the underestimation of the soil temperature
introduced in coupled model simulations, that were discussed in detail in Chapter
5.2. These deviations affect two periods of the annual temperature cycle in the
ground. During the early thawing period, the measured temperature increase in
the soil is not represented in the simulations for both the centre and the rim of the
polygon. Therefore, this effect is not expected to have a strong influence on the
lateral dynamics in the polygon. The deviations during the freezing period, however
are more pronounced for the rim of the polygon. This could influence on the lateral
dynamics in the polygon. It has to be taken into account that the strong differences
between the simulations and the measurement only occur during one winter, which
means that the deviation must not be seen as a general weakness of the model. It
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must rather be understood as the result of a situation in which the model forcing
data does not reflect the real conditions properly.
The temperature at a larger depth of about 30m depth can be expected to represent
the mean annual temperature at the top of the permafrost over the course of a longer
period. Therefore, the difference between this value and the measured temperatures
at the top of the permafrost for the period 2010-2012 can be regarded as a lower
boundary to the natural variation in the average soil temperature at the site. This
difference amounts to about 1.5 ◦C. Thus, the simulated temperatures for the three
models compared in this section lie within that range of the natural variation of the
temperature dynamics at the study site. In summary, it can be concluded, that the
comparison of the three models can yield meaningful conclusions about the influence
of the model simplification on heat transfer.
The thawing process in the summer is simulated consistently by all three models
with deviations of about 3% in the thawed volume or average thaw depth. The good
accordance between the three models can be explained by the linear relationship
between the latent energy input needed to thaw the soil to a certain depth and the
soil water content of the overlaying soil layer according to equation (2.13). The soil
composition of the three models is based on the same interpolation of measurement
data. The averaging preserves the total amount of water in the soil. The minor
deviation between the models can be attributed to differences in the subsurface
temperatures at the onset of thawing. The simulated mean active layer thickness of
55–60 cm is higher than the averaged active layer thickness of 50 cm that has been
obtained over the course of several years in a mess plot close to the study site (Boike
et al., 2013). However, variations of the thaw depth between individual polygons
have to be expected due to the variability in soil composition and vegetation cover
between the different polygons of the landscape unit (Kutzbach, 2006).
Langer et al. (2013) performed a sensitivity study for permafrost monitoring based
on remote sensing data for the same study site. The variations of the mean annual
soil temperature in the permafrost were found to be mainly determined by the
properties of the snow cover during winter times. They show that the active layer
thickness is predominantly tied to the soil composition, especially to the soil water
content that determines the latent heat exchange during thawing. Goodrich (1982)
has shown that summer thaw depth of permafrost is only slightly affected by the
differences in the snow cover, whereas mean soil temperatures and the thermal offset
are strongly affected by changes in the snow layer properties. Hence, the results of
these two studies are in good agreement with the results obtained from the model
comparison in this Chapter.
In large scale models, such as global or regional climate models, the effects of land
surface heterogeneities on sub-grid scales are treated with different approaches. Cal-
culations are often based on averaged surface and subsurface parameters for a whole
grid cell, which corresponds to Model C in this study (Roeckner et al., 2003; Ekici
et al., 2013). A large number of models feature sub-grid schemes in their land sur-
face schemes that include the surface energy balance (Ducoudré et al., 1993). Such
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sub-grid methods are comparable to the approach of Model B in this study in that
the different compartments of the grid cell are treated independently and then av-
eraged in terms of the relevant output data or model variables.
The results of the model comparison show that the representation of the heteroge-
neous snow cover in terrain with pronounced microtopography can lead to a bias
in permafrost temperature simulations of 0.5–1K. This deviations are relevant for
midterm projections on the development of the thermal state of permafrost where
temperature changes of the same magnitude can be expected (Romanovsky et al.,
2010a,b; Smith et al., 2010). Thus, a correct representation of the energy balance
of the ground during the winter months in landscapes with comparable topogra-
phy heavily relies on a correct description of the snow cover in the models. The
heterogeneity in the soil composition and lateral heat fluxes within the polygonal
soil structures do not show a substantial influence on the thermal dynamics for the
specific case studied here. However, stronger variations of the soil compartment,
such as the presence of open water surfaces in the system and a stronger insulating
snow cover, could lead to a well-marked influence of these processes.
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7 Conclusions and outlook
In this thesis, a numerical model has been used to study the thermal dynamics of
permafrost soil in a typical polygonal tundra landscape in the Siberian Arctic. An
existing permafrost model including conductive heat transfer and the phase change
of water has been extended in several aspects to simulate laterally extended soil and
surface structures. A two dimensional formulation of the model in cylindrical coor-
dinates has been developed assuming radial symmetry of the polygons. The model
has been coupled to a surface energy balance calculation based on meteorological
measurements. Hence, the model is capable of representing lateral variations in soil
and surface parameters and includes the explicit calculation of lateral heat fluxes.
The quality of the model simulations has been assessed in several steps with re-
gard to the intended use in the two-dimensional simulations. The numerical model
reproduces the analytical solutions of Stefan problems both in a one-dimensional
and in a two-dimensional cylindrical case. The model simulations of conductive soil
heat transfer excluding the processes at the soil surface show a good agreement with
measured soil temperatures and mean absolute errors of less than 1 ◦C. Hence, the
thermal dynamics in the subsurface at the study site can be described accurately by
heat conduction and the phase change of water with the chosen parametrisation of
the soil. The coupled simulations of soil heat transfer, surface energy balance and
snow cover development show a larger deviation from the measurements, especially
at the polygonal rim. Strong deviations occur for limited time during the freezing
process and at the onset of the thawing period. The description of the snow cover
has been identified as the main cause of these deviations. This includes the insuf-
ficient representation of the lateral heterogeneity of the snow depth in the model
forcing and the assumption of constant thermal properties. The model description
of the surface energy balance yields an accurate description of the energy partition
at the surface and of the ground heat flux during the periods of the year that are not
affected deviations in the snow cover. The correct description of the organic layer at
the top of the soil is crucial to correctly simulate the subsurface temperatures. This
demand is not restricted to the specific site studied here, but also applies for large
fractions of the Arctic that are characterised by a comparable surface vegetation.
The two-dimensional simulations of the thermal dynamic in the polygon reveal that
lateral heat fluxes inside the polygon only occur very localised and during restricted
periods. The average lateral fluxes are very small compared to the vertical fluxes.
The effect on the thermal state of the permafrost has proven to be almost negligible.
A comparison of three model configurations of different complexity shows, that a
simplified description of the thermal dynamics in one-dimensional model schemes
with averaged soil and surface parameters leads to a cold bias of up to 0.7 ◦C in
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the simulated mean annual permafrost temperatures. This can be attributed to
the representation of the strongly heterogeneous snow cover in the different model
schemes. The average thaw depth in the active layer is represented consistently by
the different models. The results of this study have implications for representation
of patterned ground structures in large scale permafrost modelling. This is, for in-
stance, relevant to the description of the carbon cycle in global climate models or
assessments of the influences of climatic changes to the Arctic ecosystems. Given
an appropriate averaging of the soil parameters, the mean active layer thickness can
be represented well even for strongly heterogeneous landscapes such as the polyg-
onal tundra. The heterogeneity of the snow cover has to be taken into account in
the model calculations to avoid biases in the simulations of the thermal state of
permafrost. This is not restricted to the polygonal tundra, but also applies to het-
erogeneities in the snow cover on larger scales. Lateral heat fluxes on the scale of
metres, however, can be safely neglected for the landscape type of polygonal tundra.
Two main implications for further research arise from the limitations that have
shown up in the course of the work or from additional physical processes that have
not been covered in the scope of this thesis:
A new soil monitoring station comparable to the measurement set-up used in this
study has been set up on Samoylov Island in 2012. This will provide the oppor-
tunity to conduct similar studies at an additional site with slightly different con-
ditions and additional measurement sensors. This includes, for instance, separate
four-component radiation sensors above the rim and the centre of the polygon and
temperature sensors down to the uppermost permafrost layers. Furthermore, a mea-
surement set-up for detailed monitoring of the spatial and temporal variations in
the snow cover thickness, snow properties and surface temperature has been estab-
lished. These data sources can be used for a better determination of different model
parameters. The implementation of an enhanced modelling scheme for the snow
cover can include variations in the thermal properties and a better description of
the influence of the microtopography on the snow depth.
In this study, the heterogeneity of the surface and subsurface properties has been
restricted to the differences between the wet polygon centres and the dry rims of
the polygons. In high latitude lowlands, water bodies of different scale are an im-
portant feature of the heterogeneous surface cover (Muster et al., 2013). In the
polygonal tundra, these water bodies occur in the form of polygonal ponds. The
additional physical compartment of the water body adds physical processes to the
system, which could lead to a stronger influence of the lateral structure on the
thermal dynamics of the ground (Langer et al., 2011b; Wischnewski, 2013). The
two-dimensional model configuration with surface-energy balance coupling devel-
oped in this thesis can be extended by a basic description of the thermal dynamics
in the water bodies to investigate the thermal dynamics of these systems.
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8.3 List of abbreviations and variables
variable unit quantity
φ - porosity
θw - soil water content
θorg - soil ice content
θmin - soil mineral content
θorg - soil organic content
θw,min - minimum liquid water content (below Tf )
a K−1 empirical constant in the freezing curve
b K−1 empirical constant in the freezing curve
Tf K temperature below which only θw,min liquid
Tth K temperature at which all water is liquid
kh JK−1m−1 volumetric thermal conductivity
ch Jm−3K−1 volumetric heat capacity
ceff Jm−3K−1 effective heat capacity
T K , ◦C temperature
RH % relative humidity
q − absolute humidity
u ms−1 wind speed
SEB surface energy balance
Θ K potential temperature
Θv K potential virtual temperature
L m (Monin-)Obhukov length
u? ms−1 shear velocity
ζ - dimensionless stability parameter
Qnet Wm−2 net radiation
QSW Wm−2 short-wave radiation (350–2800 nm (measurements))
QLW Wm−2 long-wave radiation (4.5–50µm (measurements))
Qh Wm−2 turbulent sensible heat flux
Qe Wm−2 turbulent latent heat flux
Qg Wm−2 ground heat flux (heat flux through soil/snow surface)
A − albedo (vegetation cover/snow)
ε − surface emissivity (vegetation cover/snow)
z0 m surface roughness length
rs − surface resistance to evapotranspiration
88 8 Lists
MAAT ◦C mean annual air temperature
MAST ◦C mean annual surface temperature
MAGST ◦C mean annual ground surface temperature
TTOP ◦C temperature at the top of permafrost
jz Wm−2 vertical heat flux in the soil
jx Wm−2 horizontal heat flux in the soil
g ms−2 gravitational acceleration
Natural constants and material properties
σ = 5.670 · 10−8Wm−2K−4 Stefan-Boltzmann constant
Ls,l = 0 J latent heat of fusion of water
Ll,g = 0 J latent heat of evaporation of water
κ = 0.4 von Kármán constant
Orientation of directed properties:
In this thesis the z-axis is always chosen pointing downwards into the soil. The fluxes
of heat or any other quantity in the soil are given according to that. The heat fluxes
at the surface are given such that, with the exception of the radiitive fluxes, where
all components are chosen positive with a positive net radiation denoting energy
transfer towards the surface.
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A Appendix
A.1 Universal functions
The integrated forms of the stability functions according to (4.4)- (4.7) have been
obtained analytically or numerically avoid the numerical integration during model
runtime:
Universal functions after Högström (1996) for unstable conditions (ζ 5 0)
ϕm = (1− 19.3ζ) 14 (A.1)
ψm(ζ) =
z/L∫
z0/L
1− φm(ζ)
ζ
dζ (A.2)
=
[
−2 arctan((1− 19.3ζ) 14 ) + 2 ln(1 + (1− 19.3ζ) 14 )
+ ln(1 + (1− 19.3ζ) 12 )
]z/L
z0/L
ϕh = 0.95((1− 11.6ζ) 12 ) (A.3)
ψh(ζ) =
z/L∫
z0/L
1− φh(ζ)
ζ
dζ (A.4)
=2 · 0.95 atanh((1− 11.6ζ). 12 ) + ln(ζ)
Universal functions after Grachev et al. (2007) for stable conditions (ζ >
0)
ϕm = 1 +
6.5ζ(1 + ζ)
1
3
1.3 + ζ
(A.5)
96 A Appendix
ψm(ζ) =
z/L∫
z0/L
1− φm(ζ)
ζ
dζ =
z/L∫
z0/L
1− 1 + 6.5ζ(1+ζ)
1
3
1.3+ζ
ζ
dζ (A.6)
=
[
−19.5(1 + ζ) 13 − 7.5367 arctan(0.57735− 1.72489(1 + ζ) 13 )
+ 4.35131 ln(3 + 4.4814(1 + ζ)
1
3 )
−2.17566 ln(3− 4.4814(1 + ζ) 13 + 6.69433(1 + ζ) 23 )
]z/L
z0/L
ϕh = 1 +
5ζ(1 + ζ)
1 + 3ζ + ζ2
(A.7)
ψh =
z/L∫
z0/L
1− φh(ζ)
ζ
dζ =
z/L∫
z0/L
1 + 5ζ(1+ζ)1+3ζ+ζ2
ζ
dζ (A.8)
=
[
(−5 +
√
5) ln(−3 +
√
5− 2ζ)− 12 (5 + 5
√
5) ln(3 +
√
5 + 2ζ)
]z/L
z0/L
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Figure A.1: Freezing characteristics for the five combinations of temperature and TDR
sensors in the centre of the polygon. All datapoints of the modelling period August 2010
until August 2012. Function used as freezing characteristics in the model in black. Water
content values determines by averaging over the thawed period for the total water content
and the period below −10 ◦C for the minimal water content
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Figure A.2: Freezing characteristics for the six upper combinations of temperature and
TDR sensors in the rim of the polygon. All datapoints of the modelling period August
2010 until August 2012. Function used as freezing characteristics in the model in black.
Water content values determines by averaging over the thawed period for the total water
content and the period below −10 ◦C for the minimal water content
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Figure A.3: Freezing characteristics for the four lower TDR sensors in the rim of the
polygon. All data points of the modelling period August 2010 until August 2012. Function
used as freezing characteristics in the model in black. Water content values determines by
averaging over the thawed period for the total water content and the period below −10 ◦C
for the minimal water content
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Figure A.4: Freezing characteristics for the five combinations of temperature and TDR
sensors in the slope of the polygon. All datapoint of the modelling period August 2010
until August 2012. Function used as freezing characteristics in the model in black. Water
content values determines by averaging over the thawed period for the total water content
and the period below −10 ◦C for the minimal water content
A.3 Correction of soil temperature offset 101
A.3 Correction of soil temperature offset
The soil temperature data used in this study is taken with sensors that have been installed about
ten years ago, so a significant drift in the range of about 1K can occur. This does not seem
very dramatic in comparison to the temperature range of several during the annual cycle in the
uppermost soil layers (−35 ◦C to 20 ◦C). But in the range around the 0 ◦C this can have a strong
influence on the initial conditions of the model due to the large differences in latent heat of thawed
or frozen soil layers. Furthermore a consistent validation of the model results from comparisons
to measurement data would definitely fail with temperature curves that show large offsets around
the freezing point. The correction procedure is based on the fact, that the freezing period can be
clearly identified in the measured temperature curves and must occur at a temperature of 0 ◦C. The
response function of the temperature sensors is not linear over the whole measurement range, so
the offset from the drift of the sensors will not be constant over the measurement range. This will
lead to a possible over- or underestimation of the correction at high and low temperatures. This
is accepted as these smaller deviations do not have a strong influence at these temperatures and
as there is no better information of the possible sensor drift in these temperature range anyway.
Figures A.5, A.7, A.6 shows the uncorrected temperature data for all sensors of the three soil
profile during the freeing periods of the years 2010 and 2011.
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Figure A.5: Temperature data during the freezing periods of 2010 and 2011 before the
offset correction for the polygon centre. The dashed lines indicate the offset value chosen
and subtracted from the data for the whole modelling period from August 2010 to August
2012
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Figure A.6: Temperature data during the freezing periods of 2010 and 2011 before the
offset correction for the polygon rim. The dashed lines indicate the offset value chosen and
subtracted from the data for the whole modelling period from August 2010 to August 2012
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Figure A.7: Temperature data during the freezing periods of 2010 and 2011 before the
offset correction. for the polygon slope. The dashed lines indicate the offset value chosen
and subtracted from the data for the whole modelling period from August 2010 to August
2012
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A.4 Soil model with forcing from temperature
sensors
T 
[°C
]
Centre  z= 0.03 m                        MAE=0.00 ° C
 
 
−30
−20
−10
0
10
20
Measurement
Model
∆ 
T 
[°C
]
A S O N D J F M A M J J A S O N D J F M A M J J
2010 2011 2012| |
−10
−5
0
5
10
T 
[°C
]
Centre  z= 0.07 m                        MAE=0.36 ° C
 
 
−30
−20
−10
0
10
20
∆ 
T 
[°C
]
A S O N D J F M A M J J A S O N D J F M A M J J
2010 2011 2012| |
−10
−5
0
5
10
Measurement
Model
–
T 
[°C
]
Centre  z= 0.11 m                        MAE=0.29 ° C
 
 
−30
−20
−10
0
10
20
∆ 
T 
[°C
]
A S O N D J F M A M J J A S O N D J F M A M J J
2010 2011 2012| |
−10
−5
0
5
10
Measurement
Model
T 
[°C
]
Centre  z= 0.22 m                        MAE=0.35 ° C
 
 
−30
−20
−10
0
10
20
∆ 
T 
[°C
]
A S O N D J F M A M J J A S O N D J F M A M J J
2010 2011 2012| |
−10
−5
0
5
10
Measurement
Model
T 
[°C
]
Centre  z= 0.32 m                        MAE=0.44 ° C
 
 
−30
−20
−10
0
10
20
∆ 
T 
[°C
]
A S O N D J F M A M J J A S O N D J F M A M J J
2010 2011 2012| |
−10
−5
0
5
10
Measurement
Model
T 
[°C
]
Centre  z= 0.42 m                        MAE=0.41 ° C
 
 
−30
−20
−10
0
10
20
∆ 
T 
[°C
]
A S O N D J F M A M J J A S O N D J F M A M J J
2010 2011 2012| |
−10
−5
0
5
10
Measurement
Model
Figure A.8: Measured soil temperature (black) and simulated soil temperatures (red)
with forcing from the uppermost sensor for the six sensors in the polygon centre. Only
measurement for the uppermost sensors as it was used as boundary condition
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Figure A.9:Measured soil temperature (black) and simulated soil temperatures (red) with
forcing from the uppermost sensor for the sensors in the polygon rim. Only measurement
for the uppermost sensors as it was used as boundary condition
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A.5 Coupled model with surface energy balance
calculations
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Figure A.10: Measured soil temperature (black) and simulated soil temperatures (red)
with forcing from the surface energy balance model in the polygon centre
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Figure A.11: Measured soil temperature (black) and simulated soil temperatures (red)
with forcing from the surface energy balance model for the sensors in the polygon rim.
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A.6 Variation of the organic surface layer
Figure A.12: Soil temperature in 0 cm depth in the polygon centre for a variation of the
organic layer at the soil surface. Top: Variation of the soil water content in the uppermost
3 cm top: Variation of the thickness of the surface layer
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Figure A.13: Soil temperature in 20 cm depth in the polygonal rim for a variation of the
organic layer at the soil surface. Top: Variation of the soil water content in the uppermost
3 cm. Bottom: Variation of the thickness of the surface layer
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