An algorithm is developed for passivity preserving model reduction of LTI systems. The derivation is justified analytically and implementation schemes are developed for both medium scale (dense) and large scale (sparse) applications. The algorithm is based upon interpolation of specified spectral zeros of the original transfer function to produce a reduced transfer function that has the specified roots as its spectral zeros. These interpolation conditions are satisfied through the computation of a basis for a selected invariant subspace of a certain blocked matrix which has the spectral zeros as its spectrum.
A new projection method is developed here that preserves both stability and passivity. This method is quite novel because it obtains the projection matrices " $ as a by-product of a certain eigenvalue problem. These matrices are constructed from a basis set for an invariant subspace associated with that problem.
The mathematical foundation for the results follow from the recent work of Antoulas [1] characterizing passivity through interpolation conditions.
Passive Systems
Throughout the remainder of this discussion, it shall be assumed that
, i.e., that ! , !
. Moreover, the matrix¨is assumed to be stable ( the spectrum 1 ¤ ¦ is contained in the open left half-plane), and that the system is both observable and controllable. Finally, it is assumed that the system is passive and that For real systems, (2) is always satisfied. Property (3) implies the existence of a stable rational matrix function be the reduced transfer function. It is desirable to place conditions on this reduced system that provide for the inheritance of passivity from the original system. The approach taken here is entirely motivated by the following theorem of Antoulas proved in [1] that is stated here in a form that is restricted to the problem at hand. This result indicates that a passive reduced model will be obtained if certain of the spectral zeros are preserved (interpolated) in the reduced model. For real systems, must include conjugate pairs of spectral zeros as well as their reflections across the real axis. The following discussion will establish that these interpolation conditions can be satisfied if a basis for an specified invariant subspace of ¤ § ¦ can be constructed. Suppose 
In the following discussion, it will be useful to have the following lemma.
Lemma 2.1 Suppose that
The matrices $ and % will be used to construct the matrices . In this construction, it will be useful to know something about the ranks of 
With these observations in hand, consider the following construction of is assumed to be nonsingular. The singular case may be handled by truncation (see [11] for details). With
Then it is easily seen that
and define
and it is straightforward to see that
This shows that the spectral zeros is in the open right halfplane, the reduced model has no spectral zeros on the imaginary axis.
It turns out that this construction gives a reduced model ' that is stable and passive. One could apply Antoulas' result in Theorem 2.1 to establish this. However, it is instructive to prove passivity and stability directly from the construction. This will be established with the following results.
First, it is useful to note that
Lemma 2.3 The reduced model
The results of Lemma 2.3 may be used to verify the necessary conditions for ' to be positive real required by the Positive Real Lemma [2] (Theorem (13.25) in [12] ). 
Algorithms for Passivity Preserving Reduced Models
The results of the previous section establish the passivity of ' and, in addition, they establish that ! corresponding to the spectral zeros appearing as eigenvalues of In the algorithm shown in Figure 1 , it is assumed that and § represent the blocked matrices defined in Section 2. For small to medium scale dense problems, these matrices might actually be formed and then the desired partial Schur decompostion would be extracted from the full eigensystem. For large sparse problems, this would be impractical and inefficient. The algorithm as posed is appropriate for real matrices and all arithmetic stays real throughout. A real partial Schur decomposition is approproate since it will automatically keep complex congugate pairs of spectral zeros together. The parameter © that specifies the order of the reduced model will perhaps need to be adjusted by 1 to accomodate this. Modification of these algorithms to accomodate complex matrices is relatively straightforward.
For large scale problems, an implicitly restarted Arnoldi (IRA) method would be quite suitable. It naturally produces a partial real Schur form corresponding to a desired set of eigenvalues (spectral zeros here). One could use eigs in Matlab or ARPACK in Fortran to find such an invariant subspace. One choice for selecting the spectral zeros might be to compute the ample given here is quite difficult to approximate with a low order reduced model. Additional research and experimentation is needed to better understand this approach. The following questions remain: 1) What is the best choice of interpolation points? 2) Is it possible to derive a bound on the approximation error? 3) What is the best choice for¨in the Cayley transformation? Future work will include a study of these questions as well as a far more exhaustive set of test examples.
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