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Il existe a` l’heure actuelle plusieurs de´finitions de n-cate´gories. L’une des
pionnie`res est celle de Brown et Loday (approche cubique). Street dans The al-
gebra of oriented simplexes (Journal of Pure and Applied Algebra 1987) a pro-
pose´ une de´finition base´e sur la condition de Kan. Baez et Dolan ont de´veloppe´
dans leur pre´publication Higher dimensional algebra III : n-categories and the
algebra of opetopes (1997) une the´orie de n-cate´gories base´e sur les ope´rades.
Tamsamani a de´fini dans sa the`se Sur des notions de n-cate´gorie et n-groupo¨ıde
non stricts via des ensembles multisimpliciaux (K-theory 1999) la notion de
n-nerf qui est une ge´ne´ralisation de celle du nerf d’une petite cate´gorie. Enfin
Hirschowitz et Simpson se sont base´s pour leur pre´publication Descente pour
les n-champs (1998) sur la notion de n-cate´gorie de Segal, une version simpli-
ciale de la notion de n-nerf.
En regardant de plus pre`s les travaux de Tamsamani et d’Hirschowitz-
Simpson, on remarque une forte ressemblance a` la fois dans la construc-
tion des n-cate´gories faibles, comme on l’a remarque´ ci-dessus, et dans la
de´monstration de l’existence d’une structure de cate´gorie de mode`les ferme´e les
concernant, la de´monstration pour les n-nerfs se trouvant dans la pre´publication
de Simpson A closed model structure for n-categories, internal Hom, n-stacks
and generalized Seifert-Van Kampen et les ide´es de celle pour les n-cate´gories
de Segal dans Descente pour les n-champs. Le principe ge´ne´ral est de de´finir
re´cursivement une n-cate´gorie faible comme un pre´faisceau de la cate´gorie sim-
pliciale dans la cate´gorie des (n − 1)-pre´cate´gories qui niveau par niveau est
une (n− 1)-cate´gorie faible et qui ve´rifie certaines conditions dites conditions
de Segal. De meˆme, on de´montre qu’il existe une structure de cate´gorie de
mode`les ferme´e pour les n-cate´gories faibles en supposant montre´e celle pour
les (n− 1)-cate´gories faibles. On remarquera que la structure de cate´gorie de
mode`les ferme´e n’est pas mise directement sur la cate´gorie des n-cate´gories
faibles mais sur celle des n-pre´cate´gories faibles, c’est-a`-dire des pre´faisceaux
de la cate´gorie simpliciale dans la cate´gorie des (n− 1)-pre´cate´gories.
Pour re´sumer ce qui pre´ce`de, on se donne une cate´gorie de mode`les ferme´e C
et l’on regarde les pre´faisceaux de la cate´gorie simpliciale vers C, que l’on ap-
pellera C-pre´cate´gories. Puis on de´finit une notion de cate´gorie sur C, ce que
l’on appellera C-cate´gorie, en demandant aux C-pre´cate´gories de ve´rifier cer-
taines conditions, principalement celles de Segal. Enfin on de´montre qu’il ex-
iste sur la cate´gorie des C-pre´cate´gories une structure de cate´gorie de mode`les
ferme´e base´e sur la notion de C-cate´gorie. Le but de cette the`se est donc
d’e´tudier cette forme de ge´ne´ralisation de la notion de cate´gorie, ce qu’on ap-
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pellera cate´gorie enrichie faible, tout d’abord en de´finissant en de´tail la notion
de C-cate´gorie, puis en cherchant a` montrer l’existence d’un bon proce´de´ de
cate´gorisation des C-pre´cate´gories. Apre`s quoi nous de´montrerons l’existence
d’une structure de cate´gorie de mode`les ferme´e sur les C-pre´cate´gories avec
pour e´quivalences faibles les morphismes de C-pre´cate´gories qui apre`s cate´gori-
sation sont des e´quivalences de C-cate´gories. Et pour finir, nous montrerons
qu’avec cette structure de cate´gorie de mode`les ferme´e sur les C-pre´cate´gories,
on retrouve la structure de cate´gorie de mode`les ferme´e pour les cate´gories de
Segal de la pre´publication Descente pour les n-champs.
Dans un premier chapitre, nous nous inte´ressons a` la notion de cate´gorie
enrichie faible sur une cate´gorie quelconque C. Afin de simplifier les nota-
tions, on nommera C-cate´gories les cate´gories enrichies faibles sur C. Pour
commencer, e´tant donne´e une cate´gorie C quelconque, nous de´finissons les
C-pre´cate´gories comme les pre´faisceaux de la cate´gorie simpliciale, note´e ∆,
dans la cate´gorie C. Toutefois comme nous ne voulons conside´rer que les
pre´faisceaux A dont l’espace des objets A0 est un ensemble, nous demandons
que la cate´gorie C soit munie d’objets discrets, ce qui nous conduit a` de´finir
la notion de cate´gorie discre´tisante. Ainsi les pre´faisceaux de la cate´gorie sim-
pliciale ∆ dans une cate´gorie discre´tisante C ayant leurs ensembles d’objets
discrets seront les seuls a` pouvoir eˆtre appele´s C-pre´cate´gories.
La de´finition de C-cate´gorie est beaucoup plus difficile a` de´finir. Pour suivre
les exemples des n-cate´gories faibles de Tamsamani ou de Segal e´voque´es
pre´ce´demment, nous aimerions dire qu’une C-cate´gorie est une C-pre´cate´-
gorie A telle que, pour tout n entier, An est une ”cate´gorie de C” et que,
pour tout m > 1, les morphismes dits de Segal Am → A1 ×A0 . . . ×A0 A1
sont des ”e´quivalences de cate´gories dans C”. De meˆme, nous voudrions dire
qu’un morphisme f de C-cate´gories est une e´quivalence de C-cate´gories s’il est
essentiellement surjectif et pleinement fide`le. Pour la pleine fide´lite´, il s’agit
simplement de demander que pour tout couple d’objets (x, y) de la source de
f , le morphisme de C f1(x, y) soit une ”e´quivalence de cate´gories dans C”.
Pour de´finir l’essentielle surjectivite´, toujours en suivant les exemples des n-
cate´gories faibles de Tamsamani et de Segal, cela ne´cessite l’existence d’un
foncteur note´ τ0 des C-cate´gories vers les ensembles ge´ne´ralisant la notion
d’e´quivalence d’objets dans une cate´gorie. Or ce foncteur se de´finit tre`s facile-
ment si pour les ”cate´gories de C” un tel foncteur existe de´ja`.
Ainsi l’on remarque que les de´finitions de C-cate´gorie et d’e´quivalence de C-
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cate´gories ne´cessitent trois notions sur C qui ont vocation a` eˆtre respectivement
celles de cate´gorie, d’e´quivalence de cate´gorie et d’e´quivalence d’objets d’une
cate´gorie. Nous les nommerons respectivement objet re´gal, alliance d’objets
re´gaux et τ0. La cate´gorie C munie de ces trois notions et ve´rifiant un certain
nombre de proprie´te´s techniques constituera une donne´e de Segal. C’est graˆce
a` cette notion de donne´e de Segal que les de´finitions de C-cate´gorie et d’e´qui-
valence de C-cate´gories telles qu’elles ont e´te´ donne´es ci-dessus auront un sens.
Apre`s avoir de´fini correctement les notions de C-cate´gorie et d’e´quivalence
de C-cate´gories, nous allons chercher a` construire un proce´de´ de cate´gorisation
qui associera a` toute C-pre´cate´gorie une C-cate´gorie tout en pre´servant son
type d’homotopie. En nous inspirant de la pre´publication de Simpson A closed
model structure for n-categories, internal Hom, n-stacks and generalized Seifert-
Van Kampen [5], nous allons chercher un tel proce´de´ parmi les proce´de´s d’ad-
dition transfinie de fle`ches. C’est pourquoi nous allons entie`rement consacrer
notre deuxie`me chapitre a` l’e´tude des proce´de´s d’addition de fle`ches que nous
appellerons plan d’addition de cellules. Un des principaux roˆles de ces plans
d’addition de cellules est de re´soudre le proble`me suivant. On se donne une
cate´gorie C cocomple`te et une famille I de morphismes de C. On appelle ob-
jet I-injectif tout objet ayant la proprie´te´ de rele`vement a` droite par rapport
aux fle`ches de I. Le proble`me qui se pose alors est de trouver un proce´de´ qui
transforme tout objet en objet I-injectif. La solution de ce proble`me se trouve
en faisant des colimites transfinies de sommes amalgame´es des fle`ches de I, ce
qui n’est autre qu’appliquer un plan d’addition de cellules pour I. Et c’est un
argument du type petit objet qui assurera que tel ou tel plan d’addition de
cellules de I rend effectivement I-injectif.
Cependant cette astuce de passer par les plans d’addition de cellules pour
re´soudre le proble`me de la cate´gorisation des C-pre´cate´gories ne prend pas
en compte la pre´servation de l’homotopie. On doit alors re´soudre un autre
proble`me. Parmi les plans d’addition de cellules P fonctoriels rendant I-
injectif, y en a-t-il un tel que, pour tout objet A, l’image par P du morphisme
naturel de A dans le re´sultat du plan P (A) est une e´quivalence d’objets I-
injectifs, en supposant qu’une telle notion existe. Toujours en s’inspirant de
[5], nous allons de´finir un plan d’addition de cellules rendant I-injectif ayant
la proprie´te´ de factoriser de manie`re unique tout morphisme a` valeur dans un
objet I-injectif dont les rele`vements par rapport aux morphismes de I sont
marque´s. Ce plan note´ EI sera le prototype de la cate´gorisation Cat. Son
avantage est que s’il existe un plan d’addition de cellules rendant I-injectif et
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pre´servant le type d’homotopie pour les objets I-injectifs, cela entraˆınera que
notre proce´de´ EI a bien la proprie´te´ voulue de pre´servation de l’homotopie
pour tous les objets.
Comme l’un des atouts de la cate´gorisation est de pouvoir de´finir des col-
imites pour les C-cate´gories, dont les colimites en tant que C-pre´cate´gories ne
sont ge´ne´ralement pas des C-cate´gories, il est utile de pouvoir comparer la
cate´gorisation d’une colimite de C-pre´cate´gories avec la colimite des cate´gori-
se´es. Pour cela les plans d’addition de cellules nous seront a` nouveau d’un
grand secours, car ce proble`me consiste, en termes de plans d’addition de cel-
lules, a` comparer deux plans d’addition de cellules rajoutant les meˆmes fle`ches
mais pas dans le meˆme ordre. En effet dans les plans d’addition de cellules, on
ne fait souvent pas attention a` l’ordre dans lequel on additionne les cellules.
Or il existe certains plans d’addition de cellules, dit rationnels, pour lequel
l’ordre d’addition est bien maˆıtrise´. On montrera donc que tout plan d’addi-
tion de cellules est rationalisable, ce qui permettra de montrer que deux plans
d’addition de cellules sont e´quivalents s’ils ont meˆme rationalisation.
Cependant pour pouvoir appliquer ces plans d’addition de cellules au
proble`me de la cate´gorisation, encore faut-il qu’il existe un ensemble de mor-
phismes I pour lequel les C-pre´cate´gories I-injectives sont des C-cate´gories,
on dira alors que I engendre la notion de C-cate´gorie. Comme il n’existe en
ge´ne´ral pas de tel ensemble caracte´risant les C-cate´gories, nous serons oblige´s
de passer par une notion plus forte de C-cate´gorie, que l’on nommera C-cate´-
gorie facile, pour laquelle il existe un ensemble I l’engendrant. C’est donc l’ob-
jet du troisie`me chapitre que de bien de´finir cette notion de C-cate´gorie facile
et de trouver son ensemble ge´ne´rateur.
Afin de de´finir cette notion de C-cate´gorie facile, nous de´finissons tout
d’abord les donne´es de Segal proto-faciles comme des donne´es de Segal pour
lesquelles les notions d’objet re´gal et d’alliance d’objets re´gaux sont elles-
meˆmes faciles, c’est-a`-dire caracte´rise´es par des proprie´te´s de rele`vement a`
droite par rapport a` des familles de fle`ches. Les C-cate´gories faciles sont alors
simplement les C-cate´gories correspondant aux donne´es de Segal proto-faciles,
qui forment bien e´videmment des donne´es de Segal. Afin de montrer qu’il existe
un ensemble de fle`ches qui caracte´rise par rele`vement les C-cate´gories faciles
ainsi de´finies, nous de´finissons une construction Θ qui est un bifoncteur qui
a` un ensemble simplicial X et a` un objet C de C associe une C-pre´cate´-
gorie XΘC. Cette construction a la proprie´te´ fondamentale suivante : si X
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est un ensemble simplicial repre´sentable, note´ ∆[n] avec n entier, alors les
morphismes de C-pre´cate´gories de ∆[n]ΘC vers une C-pre´cate´gorie A corre-
spondent aux morphismes dans C de C vers An. Graˆce a` cette construction,
nous pouvons alors exhiber les fle`ches ge´ne´ratrices de C-cate´gories faciles et
de´finir le proce´de´ de cate´gorisation Cat comme la plan d’addition de cellules
EI pour l’ensemble des fle`ches ge´ne´ratrices de C-cate´gories faciles. En rassem-
blant toutes les hypothe`ses sur la donne´e de Segal proto-facile qui permettent
d’obtenir cette construction Cat, nous obtenons la notion de donne´e de Segal
pre´-facile qui non seulement donne lieu a` une notion de C-cate´gorie mais aussi
assure l’existence du foncteur Cat transformant les C-pre´cate´gories en C-cate´-
gories.
Toutefois il reste encore a` montrer que la construction Cat pre´serve le type
d’homotopie des C-pre´cate´gories. Ce proble`me est assez de´licat mais, comme
on l’a vu dans le deuxie`me chapitre, si l’on est capable de construire une
cate´gorisation pre´servant le type d’homotopie pour les C-cate´gories faciles,
alors la construction Cat pre´servera bien le type d’homotopie des C-pre´cate´-
gories. Aussi allons-nous consacrer le quatrie`me chapitre de cette the`se a` la
construction d’un tel proce´de´. Mais tout d’abord nous montrerons que les
e´quivalences de C-cate´gories ve´rifient la proprie´te´ du ”trois pour deux”, c’est-
a`-dire que si parmi f, g, g ◦ f deux morphismes sont des e´quivalences de C-
cate´gories alors le troisie`me aussi. En effet ce re´sultat est indispensable pour
pouvoir appliquer le re´sultat du deuxie`me chapitre. Puis nous allons chercher
une cate´gorisation pre´servant l’homotopie pour les C-cate´gories faciles. Ceci
va passer par la mise en place de constructions Reg et Seg permettant de
comprendre au niveau de la cate´gorie C ce qu’il se passe lorsque l’on fait une
somme amalgame´e par l’une des fle`ches ge´ne´ratrices. Ces constructions vont
alors montrer que certaines de ces sommes amalgame´es sont compatibles en-
tre elles, ce qui induira un plan d’addition de cellules Bigcat pour les fle`ches
ge´ne´ratrices qui niveau par niveau respecte l’homotopie lorsqu’on l’applique
aux C-cate´gories. En appliquant alors le re´sultat du deuxie`me chapitre, l’on
obtient que sous certaines hypothe`ses, qui donneront lieu a` la notion de donne´e
de Segal facile, la construction Cat pre´serve bien l’homotopie des C-pre´cate´-
gories et donc re´sout bien comme il faut le proble`me de la cate´gorisation.
A la fin du quatrie`me chapitre, nous avons donc obtenu le re´sultat suivant :
pour une donne´e de Segal facile, il existe une notion de C-cate´gorie ainsi qu’un
bon proce´de´ de cate´gorisation Cat. Cependant parmi les hypothe`ses d’une
donne´e de Segal facile, on a demande´ a` la cate´gorie C d’eˆtre une cate´gorie de
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mode`les ferme´e, car cette notion permet de bien ge´rer l’homotopie. Aussi est-il
naturel de demander a` la cate´gorie des C-pre´cate´gories d’avoir une structure de
cate´gorie de mode`les ferme´e traduisant l’homotopie des C-cate´gories. Comme
le foncteur de cate´gorisation Cat pre´serve l’homotopie des C-pre´cate´gories,
on de´finira les e´quivalences faibles de C-pre´cate´gories comme les morphismes
de C-pre´cate´gories dont l’image par Cat est une e´quivalence de C-cate´gories.
Afin de faciliter la de´monstration du fait que les C-pre´cate´gories avec leurs
e´quivalences faibles forment une cate´gorie de mode`les ferme´e, nous prendrons
pour cofibrations les monomorphismes et pour fibrations les morphismes de
C-pre´cate´gories ayant la proprie´te´ de rele`vement a` droite par rapport aux
monomorphismes qui sont aussi des e´quivalences faibles de C-pre´cate´gories.
Dans le cinquie`me chapitre, nous allons donc montrer qu’il existe sur les
C-pre´cate´gories une structure de cate´gorie de mode`les ferme´e avec les notions
de cofibrations, d’e´quivalences faibles et de fibrations de´finies ci-dessus. Meˆme
si, comme dans la pre´publication d’Hirschowitz-Simpson Descente pour les
n-champs, nous allons montrer en fait qu’il existe une structure de cate´gorie
de mode`les ferme´e engendre´e de manie`re cofibrante, la de´monstration suit de
pre`s, en la ge´ne´ralisant, celle de la pre´publication de Simpson A closed model
structure for n-categories, internal Hom, n-stacks and generalized Seifert-Van
Kampen. Nous commenc¸ons ce chapitre par des rappels de quelques re´sultats
sur la structure de cate´gorie de mode`les ferme´e, en particulier en rappelant
le lemme de reconnaissance d’une cate´gorie de mode`les ferme´e engendre´e de
manie`re cofibrante suivant :
Lemme de reconnaissance d’une cate´gorie de mode`les ferme´e en-
gendre´e de manie`re cofibrante :
SoitM une cate´gorie munie d’une classe de morphismes W et de deux ensem-
bles de morphismes I et J. Supposons que M ve´rifie les proprie´te´s suivantes :
0) M est comple`te et cocomple`te,
1) W est stable par re´tracts et satisfait a` l’axiome ”trois pour deux” : pour
tout couple (f, g) de morphismes composables, si deux morphismes parmi f, g
et g ◦ f sont dans W alors le morphisme restant est aussi dans W,
2) I et J permettent l’argument du petit objet,
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3) Toute J-cofibration est a` la fois une I-cofibration et dans W,
4) Tout morphisme I-injectif est a` la fois J-injectif et dans W,
5) L’une des deux proprie´te´s suivantes est vraie :
- les morphismes a` la fois I-cofibrations et dans W sont des J-cofibrations,
- les morphismes a` la fois J-injectifs et dans W sont I-injectifs.
Alors il existe une structure de cate´gorie de mode`les ferme´e engendre´e de
manie`re cofibrante sur M avec W pour classe des e´quivalences faibles, I pour
l’ensemble des cofibrations ge´ne´ratrices et J pour l’ensemble des cofibrations
triviales ge´ne´ratrices.
Nous allons tout au long du cinquie`me chapitre montrer que les C-pre´cate´-
gories avec les monomorphismes et les e´quivalences faibles de C-pre´cate´gories
ve´rifient successivement les six hypothe`ses de ce lemme de reconnaissance
de la structure de cate´gorie de mode`les ferme´e engendre´e de manie`re cofi-
brante. L’axiome 0) ayant de´ja` e´te´ montre´ dans le premier chapitre, nous
commenc¸ons en fait par montrer l’axiome 1) qui concerne de la stabilite´ des
e´quivalences faibles de C-pre´cate´gories. Or cet axiome se re´duit a` montrer sim-
plement la stabilite´ par re´tracts des e´quivalences faibles de C-pre´cate´gories car
l’axiome ”trois pour deux” de´coule directement du fait que les e´quivalences de
C-cate´gories le ve´rifient ainsi que du fait que la construction Cat pre´serve
l’homotopie, re´sultats ayant e´te´ montre´s dans le chapitre pre´ce´dent. Puis en
supposant que la cate´gorie C elle-meˆme est une cate´gorie de mode`les ferme´e
engendre´e de manie`re cofibrante, nous de´finissons l’ensemble I des cofibra-
tions ge´ne´ratrices des C-pre´cate´gories a` partir des cofibrations ge´ne´ratrices de
C en utilisant la construction Θ et nous de´finissons les cofibrations triviales
ge´ne´ratrices comme les cofibrations triviales a` sources et buts petits pour un
cardinal transfini suffisamment grand. De ces de´finitions de´coule directement
la ve´rification de l’axiome 2).
Etant donne´ que l’axiome 3) est le plus difficile a` ve´rifier et qu’en outre pour
ve´rifier l’axiome 5) l’on se sert des re´sultats de l’axiome 3), nous allons donc
faire la ve´rification de l’axiome 4) avant celle du 3). Pour de´montrer l’axiome
4), nous commenc¸ons par montrer que l’ensemble I engendre les cofibrations
par des arguments et des techniques classiques dans la the´orie des cate´gories de
mode`les ferme´es. De ce re´sultat de´coule le fait que les morphismes I-injectifs
se rele`vent par rapport aux cofibrations et donc en particulier par rapport
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aux cofibrations triviales, ce qui montre la premie`re partie de l’hypothe`se 4).
Il ne reste donc plus qu’a` montrer, pour terminer la ve´rification de l’axiome
4) que les morphismes I-injectifs sont des e´quivalences faibles, ce qui ne´cessite
au pre´alable quelques rappels sur la pre´servation des e´quivalences faibles par
colimites dans une cate´gorie de mode`les ferme´e.
La ve´rification de l’axiome 3) est bien comme pre´vu la plus complique´e
de toutes et comme elle est ne´cessaire pour pouvoir ve´rifier l’axiome 5), nous
sommes oblige´s de ve´rifier d’abord l’axiome 3). Comme les proprie´te´s des cofi-
brations entraˆınent que les morphismes engendre´s par les cofibrations triviales
ge´ne´ratrices sont bien des cofibrations, l’axiome 3) revient alors a` montrer que
ce sont des e´quivalences faibles. Or nous avons de´ja` vu que ces cofibrations
ge´ne´ratrices ve´rifient l’argument du petit objet (axiome 2)). Ainsi tout mor-
phisme engendre´ n’est autre qu’un re´tract d’une colimite se´quentielle transfinie
de sommes amalgame´es de cofibrations ge´ne´ratrices, qui sont par de´finition des
cofibrations triviales. Comme la stabilite´ par re´tract de´coule de l’axiome 1)
et des proprie´te´s des cofibrations, si l’on montre que les cofibrations triviales
sont stables par somme amalgame´e et par colimite se´quentielle transfinie, on
aura le re´sultat attendu.
Pour de´montrer ce re´sultat, nous allons commencer par le cas particulier
des cofibrations triviales qui sont des isomorphismes sur les objets, que l’on ap-
pellera iso-cofibrations triviales. Graˆce aux proprie´te´s de la construction Cat
vis-a`-vis des colimites de´coulant des rationalisations de plans d’addition de cel-
lules du deuxie`me chapitre, montrer la stabilite´ des iso-cofibrations triviales
par colimites revient a` montrer celle de leurs cate´gorise´es. On se contentera
donc de regarder les iso-cofibrations triviales entre C-cate´gories. Or justement
pour les C-cate´gories, les iso-cofibrations triviales ne sont autres que les mor-
phismes de C-cate´gories qui niveau par niveau sont des cofibrations triviales.
Ainsi la stabilite´ des iso-cofibrations triviales de C-cate´gories revient a` une sta-
bilite´ niveau par niveau, ce qui est assure´ par la cate´gorie de mode`les ferme´e C.
Toutefois comme on l’a vu plus haut, les colimites de C-cate´gories ne sont pas
des C-cate´gories, aussi allons-nous nous retrouver a` avoir montre´ que cer-
tains morphismes de C-pre´cate´gories sont niveau par niveau des cofibrations
triviales. C’est pourquoi afin de montrer la stabilite´ des iso-cofibrations triv-
iales, nous allons dans un premier temps caracte´riser les iso-e´quivalences de
C-cate´gories et dans un second temps montrer qu’un morphisme de C-pre´cate´-
gories qui niveau par niveau est une e´quivalence faible de C est en fait une
e´quivalence faible de C-pre´cate´gories.
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Afin d’obtenir la stabilite´ des cofibrations triviales quelconques, nous de-
vons montrer un the´ore`me sur le produit des C-cate´gories qui apre`s re´duction
revient a` montrer qu’un morphisme entre C-pre´cate´gories ayant certaines pro-
prie´te´s est une e´quivalence faible. Pour montrer ce dernier re´sultat, nous al-
lons faire intervenir la notion de C-pre´cate´gorie ordonne´e. Nous de´finissons
les C-pre´cate´gories ordonne´es comme des C-pre´cate´gories dont l’ensemble des
objets est totalement ordonne´ et ve´rifiant certaines proprie´te´s. Un des avan-
tages de cette notion est qu’elle posse`de une caracte´risation tre`s simple d’e´qui-
valence faible. En effet si un morphisme f entre C-pre´cate´gories ordonne´es
respectant l’ordre ve´rifie la proprie´te´ que, pour tout couple d’objets adjacents
(x, y) de la source de f , f1(x, y) est une e´quivalence faible dans C, alors f est
une e´quivalence faible de C-pre´cate´gories. Ce re´sultat montre en particulier que
les fle`ches ge´ne´ratrices de C-cate´gories faciles sont bien des e´quivalences faibles.
Mais ce n’est pas sa seule utilite´ car il est aussi le point clef du the´ore`me sur
le produit des cate´gories. Ce the´ore`me sur le produit des cate´gories est comme
on l’a dit un des e´le´ments importants de la de´monstration de la stabilite´ des
cofibrations triviales par somme amalgame´e.
Avec ce dernier re´sultat, nous sommes en mesure de montrer le the´ore`me
qui nous donne une e´quivalence entre un produit de C-pre´cate´gories et le
produit de leurs cate´gorisations. La stabilite´ des iso-cofibrations triviales par
sommes amalgame´es et colimites transfinies, que l’on a montre´e auparavant,
permet en effet de re´duire ce the´ore`me au cas des C-pre´cate´gories ordonne´es
dont la proprie´te´ sur les e´quivalences faibles de´montre ce the´ore`me. De ce
the´ore`me de´coule la pre´servation des e´quivalences faibles par produit, re´sultat
dont nous avons besoin pour montrer la pre´servation par somme amalgame´e
des cofibrations triviales quelconques.
Pour de´montrer la pre´servation des cofibrations triviales par somme amal-
game´e, nous faisons une re´currence transfinie sur la diffe´rence entre le nombre
d’objets du but et celui de la source de la cofibration triviale. Le cas ze´ro
ayant e´te´ de´ja` de´montre´, nous nous sommes ramene´s a` montrer ce qu’il se
passe lorsqu’on rajoute un objet, d’abord isomorphe a` un objet existant, puis
seulement e´quivalent a` un objet existant, et ce qu’il se passe lorsque l’on prend
une colimite se´quentielle transfinie de cofibrations triviales, ce qui montre en
meˆme temps la stabilite´ des cofibrations triviales par colimite se´quentielle
transfinie. On remarque que pour repre´senter l’e´quivalence entre deux ob-
jets d’une C-cate´gorie, on a duˆ supposer l’existence d’un bon intervalle, note´
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J¯ , qui est une condition difficile a` formuler directement sur C. Ayant donc
montre´ que les cofibrations triviales sont stables par somme amalgame´e et
colimite se´quentielle transfinie, nous avons termine´ la ve´rification de l’axiome
3), comme on l’a vu pre´ce´demment.
Il ne nous reste donc plus qu’a` ve´rifier le dernier axiome, ce qui nous de-
mande quelques lemmes techniques sur la cate´gorisation Cat ainsi que des
techniques de cardinaux transfinis. Comme a` chaque ve´rification d’axiome
nous avons ressorti les hypothe`ses qui nous permettaient de les ve´rifier, nous
aboutissons a` l’e´nonce´ d’une e´bauche de notre the´ore`me central qui, sous
vingt-deux hypothe`ses sur la donne´e de Segal proto-facile porte´e par C, nous
assure l’existence d’une structure de cate´gorie de mode`les ferme´e engendre´e de
manie`re cofibrante sur les C-pre´cate´gories avec pour cofibrations les monomor-
phismes et pour e´quivalences faibles les morphismes qui deviennent des e´qui-
valences de C-cate´gories par cate´gorisation, les fibrations e´tant de´finies comme
il se doit par la proprie´te´ de rele`vement a` droite par rapport aux cofibrations
triviales. Comme cela fait beaucoup d’hypothe`ses, dont certaines modifient
l’e´nonce´ de certaines autres quand elles sont prises globalement, nous allons
remanier ces hypothe`ses en les comparant aux diverses notions de donne´es
de Segal existantes, ce qui donnera de nouvelles de´finitions qui permettront
d’e´noncer de manie`re plus synthe´tique le the´ore`me central et conclura du
meˆme coup le cinquie`me chapitre.
Nous terminons cette the`se par un sixie`me chapitre consacre´ a` l’applica-
tion du the´ore`me a` la donne´e de Segal de´finissant la notion de cate´gorie de
Segal afin de retrouver la cate´gorie de mode`les ferme´e engendre´e de manie`re
cofibrante de la pre´publication Descente pour les n-champs d’Hirschowitz-
Simpson. La donne´e de Segal qui nous donnera les cate´gories de Segal est
constitue´e par la cate´gorie des ensembles simpliciaux avec pour objets re´gaux
les ensembles simpliciaux quelconques, pour alliances d’objets re´gaux les e´qui-
valences faibles d’ensembles simpliciaux, c’est-a`-dire les morphismes dont la
re´alisation ge´ome´trique induit des isomorphismes sur les groupes d’homotopie,
et pour foncteur τ0 la compose´e du foncteur re´alisation ge´ome´trique avec la
foncteur composante connexe.
Si les vingt premie`res hypothe`ses de l’e´bauche du the´ore`me central sont
facilement ve´rifie´es, les deux dernie`res, consistant en l’existence d’un inter-
valle J¯ caracte´risant l’e´quivalence d’objets dans une cate´gorie de Segal muni
de certaines proprie´te´s, ne´cessitent l’introduction de la notion de groupo¨ıde
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de Segal. Les groupo¨ıdes de Segal sont des cate´gories de Segal dont tous les
morphismes sont inversibles a` homotopie pre`s. On peut en outre de´finir des
groupes d’homotopie pour ces groupo¨ıdes de Segal qui caracte´risent les e´qui-
valences entre groupo¨ıdes de Segal. Toutefois pour notre intervalle, il faut
construire une paire de foncteurs adjoints entre les groupo¨ıdes de Segal et les
espaces topologiques qui pre´servent l’homotopie. Ce couple est constitue´ d’une
re´alisation ge´ome´trique des pre´cate´gories de Segal et d’un foncteur singulier,
comme c’est le cas pour la paire d’e´quivalences de Quillen entre les ensembles
simpliciaux et les espaces topologiques. Pour montrer la pre´servation de l’ho-
motopie par cette paire, nous de´finissons les notions de cate´gorie topologique
et de groupo¨ıde topologique de manie`re tre`s similaire a` celles de cate´gorie de
Segal et groupo¨ıde de Segal. Nous obtenons finalement le fait qu’un morphisme
de groupo¨ıdes de Segal est une e´quivalence de cate´gories de Segal si et seule-
ment si sa re´alisation ge´ome´trique est une e´quivalence d’homotopie faible.
Ce re´sultat nous permet de montrer que notre intervalle J¯ existe et ve´rifie
les deux dernie`res hypothe`ses de l’e´bauche du the´ore`me central. Ainsi notre
the´ore`me central applique´ a` la donne´e de Segal sur les ensembles simpliciaux
ci-dessus nous redonne bien la structure de cate´gorie de mode`les ferme´e en-
gendre´e de manie`re cofibrante qu’Hirschowitz et Simpson ont construite pour
les cate´gories de Segal dans leur pre´publication Descente pour les n-champs.
Avant de commencer la the`se proprement dite, je voudrais souligner le fait
que ce travail ne´cessite encore quelques ame´liorations. La principale consiste
a` exprimer les deux dernie`res hypothe`ses du the´ore`me central concernant l’in-
tervalle J¯ caracte´risant l’e´quivalence d’objets des C-cate´gories en terme d’hy-
pothe`ses directes sur la cate´gorie de base C. En effet de`s que l’on arrivera a` faire
cela, toutes les hypothe`ses du the´ore`me central seront directement ve´rifiables
sur la cate´gorie de base C. Ceci non seulement permettra d’appliquer plus
facilement le the´ore`me central a` d’autres exemples que celui traite´ dans cette
the`se, mais aussi a` amorcer une autre ame´lioration qui consiste a` montrer
que la cate´gorie de mode`les ferme´e engendre´e de manie`re cofibrante des C-
pre´cate´gories ve´rifie elle-meˆme les hypothe`ses du the´ore`me central. Dans ce
cas, en effet, nous aurions de´montre´ le pas de la re´currence permettant de
de´finir les n-C-cate´gories et de leur construire une cate´gorie de mode`les ferme´e
engendre´e de manie`re cofibrante. Je termine en remerciant mon directeur de
the`se Jean-Michel Lemaire pour sa gentillesse et son appui, Andre´ Hirschowitz
et Carlos Simpson pour leur aide permanente et leur encadrement, Andre´ Joyal
et Georges Maltsiniotis pour avoir accepte´ de rapporter cette the`se, Bernhard
Keller et Bertrand Toen pour leur participation a` mon jury, Nadjia Hohweiller
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pour ses pre´cieux conseils concernant le nouveau chapitre de la the`se et pour
finir Clemens Berger et mes colle`gues, de bureau, de l’e´tage et de l’e´quipe,
pour leurs encouragements et leur soutient sans faille.
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Chapitre 1
Cate´gories faibles enrichies sur
une cate´gorie
23
Dans ce chapitre, nous allons de´finir une notion de cate´gorie enrichie
faible inspire´e par les de´finitions de n-nerfs de [6] et de n-cate´gories de Se-
gal de [2]. Cette de´finition repose essentiellement sur le fait que toute petite
cate´gorie correspond bi-univoquement a` un ensemble simplicial dit nerf de
cate´gorie, ayant la proprie´te´ que certains morphismes, dits morphismes de Se-
gal, sont des isomorphismes. L’ide´e est donc de regarder non plus seulement
des pre´faisceaux de la cate´gorie simpliciale ∆ vers la cate´gorie des ensembles
mais des pre´faisceaux de la cate´gorie simpliciale ∆ vers une cate´gorie quel-
conque C. Comme on de´sire ne travailler qu’avec des cate´gories enrichies dont
l’espace des objets forme un ensemble, on demandera a` ces pre´faisceaux de
∆ vers C que leur espace d’objets soit un ensemble et on appellera C-pre´cate´-
gories de tels pre´faisceaux.
Puis en supposant que la cate´gorie C est munie d’une notion d’e´quivalence,
on demandera que les morphismes de Segal des C-pre´cate´gories soient des
e´quivalences de C pour que ces C-pre´cate´gories soient des cate´gories faibles
enrichies sur C. Toutefois, dans les exemples de n-cate´gories faibles de [6] et
[2], qui sont en fait des cate´gories faibles enrichies sur les n− 1-pre´cate´gories,
on demande aux n-cate´gories faibles non seulement que leurs morphismes de
Segal soient des e´quivalences mais aussi que niveau par niveau ce soient des
n− 1-cate´gories. Aussi de´finira-t-on sur C une notion de donne´e de Segal qui
consistera essentiellement a` munir C de notions de cate´gories de C et d’e´qui-
valences entre ces cate´gories de C, ce que nous nommerons respectivement
objets re´gaux et alliances d’objets re´gaux. Munie d’une donne´e de Segal sur
C, nous pourrons alors de´finir les C-cate´gories qui seront donc des C-pre´cate´-
gories qui niveau par niveau sont des objets re´gaux et dont les morphismes de
Segal sont des alliances d’objets re´gaux.
Nous de´buterons donc ce chapitre en regardant a` quelles conditions sur la
cate´gorie C la notion de C-pre´cate´gorie est bien de´finie. Ces conditions sont
essentiellement dues au fait de demander aux C-pre´cate´gories d’avoir un espace
d’objets qui est un ensemble, ce qui conduira aux notions d’objet discret et
de cate´gorie discre´tisante.
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1.1 Objets discrets
Par objet discret, nous voulons mode´liser le fait qu’un objet d’une cate´gorie
C ressemble a` un ensemble. Comme, dans la cate´gorie des ensembles, tout
ensemble est isomorphe a` un coproduit sur son cardinal de l’objet final, nous
proposons donc la de´finition suivante.
De´finition 1.1.1 Soit C une cate´gorie ayant un objet final. Un objet X de C
est un objet discret si :
X =
∐
∗→X
∗
Cependant on aimerait beaucoup que ces objets discrets se comportent
comme les ensembles. On va donc de´finir un foncteur ensemble sous-jacent de
C vers la cate´gorie des ensembles et un foncteur objet discret de la cate´gorie
des ensembles vers C qui auront vocation a` eˆtre une e´quivalence de cate´gories
entre la cate´gorie des ensembles et la sous-cate´gorie des objets discrets de C.
De´finition 1.1.2 Soit C une cate´gorie ayant un objet final et les coproduits
de l’objet final. On de´finit le couple suivant de foncteurs entre la cate´gorie C
et la cate´gorie des ensembles :
on note Enssj le foncteur HomC(∗,−) qui a` un objet discret associe l’ensemble
des morphismes dans C de l’objet final, note´ ∗, vers l’objet discret.
on note Discret le foncteur qui a` un ensemble associe le coproduit de l’objet
final indexe´ par l’ensemble
A partir de maintenant on identifiera un objet discret X avec l’ensemble
des morphismes de l’objet final vers X .
Lemme 1.1.3 Soit C une cate´gorie ayant un objet final et les coproduits de
l’objet final. On a toujours que Discret◦Enssj est l’identite´ des objets discrets.
Preuve : par de´finition d’objet discret !
En revanche la compose´e Enssj ◦Discret n’est pas toujours naturellement
isomorphe a` l’identite´ des ensembles. En effet dans une cate´gorie pointe´e, les
coproduits de l’objet final sont tous des objets finaux et donc Enssj ◦Discret
est naturellement isomorphe au foncteur constant a` valeur un singleton. Or
nous voudrions que C posse`de une sous-cate´gorie e´quivalente a` celle des en-
sembles. En outre, pour manipuler plus facilement les futures C-pre´cate´gories,
nous aimerions e´galement que tout morphisme dont le but s’envoie dans un
objet discret soit caracte´rise´ par ses fibres en les points de l’objet discret.
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Notation :
Soit Z → X un morphisme vers un objet discret. Soit x un e´le´ment de X , on
note Z(x) le produit fibre´ de Z par le morphisme x : ∗ → X et on l’appelle
fibre de Z en x. Soit un diagramme :
Z
f ✲ Z ′
❅
❅
❅
❅
❅❘ ✠ 
 
 
 
 
X
On note f(x) le produit fibre´, dans la cate´gorie des morphismes, de f par le
morphisme x : ∗ → X et on l’appelle fibre de f en x.
De´finition 1.1.4 Une cate´gorie C est dite discre´tisante si elle admet un objet
final, les coproduits de l’objet final, les fibres et posse`de les proprie´te´s suiv-
antes :
1) pour tout morphisme Z → X vers un objet discret, on a
Z =
∐
x∈X
Z(x).
2) Enssj ◦ Discret est naturellement isomorphe a` l’identite´ de la cate´gorie
des ensembles.
3) les objets discrets sont stables par limites.
Le dernie`re hypothe`se est assez naturelle car, l’hypothe`se 2) assurant qu’une
cate´gorie discre´tisante contient une sous-cate´gorie pleine e´quivalente a` la cate´-
gorie des ensembles, on peut espe´rer que les limites et colimites de la cate´gorie
des ensembles se retrouvent dans la sous-cate´gorie des ensembles discrets
comme limites et colimites dans la cate´gorie discre´tisante. Comme en outre,
on peut remarquer que le foncteur Discret est un adjoint a` gauche du fonc-
teur Enssj, les colimites d’objets discrets sont automatiquement des objets
discrets, c’est pourquoi l’hypothe`se 3) ne requiert que la stabilite´ des objets
discrets pour les limites.
La proposition suivante montre que la de´finition de cate´gorie discre´tisante
nous donne bien sur C les proprie´te´s de´sire´es, a` savoir que sa sous-cate´gorie
d’objets discrets est e´quivalente a` la cate´gorie des ensembles et que les mor-
phismes au-dessus d’un objet discret sont caracte´rise´s par leurs fibres.
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Proposition 1.1.5 Soit C une cate´gorie discre´tisante.
- Sa sous-cate´gorie des objets discrets est e´quivalente a` la cate´gorie des en-
sembles, a` travers les foncteurs Enssj et Discret.
- Pour tout diagramme :
Z
f ✲ Z ′
❅
❅
❅
❅
❅❘ ✠ 
 
 
 
 
X
on a :
f =
∐
x∈X
f(x).
Preuve : la premie`re partie de la proposition de´coule de la proprie´te´ 2 de la
de´finition de cate´gorie discre´tisante et du lemme ci-dessus, la seconde partie
est une ve´rification triviale qui de´coule de la proprie´te´ 1.
Exemple 1.1.6 La cate´gorie des ensembles, qu’on notera ENS, est triviale-
ment discre´tisante.
Exemple 1.1.7 ENSSIMP, la cate´gorie des ensembles simpliciaux, est
discre´tisante.
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1.2 C-pre´cate´gories
Munis de la de´finition de cate´gorie discre´tisante, nous pouvons maintenant
de´finir la notion de C-pre´cate´gorie.
De´finition 1.2.1 Si C est une cate´gorie discre´tisante, on appelle C-pre´cate´-
gorie tout pre´faisceau A de la cate´gorie simpliciale ∆ vers C dont l’espace A0,
dit l’ensemble des objets de A, est un objet discret de C. On appelle C − PC
la sous-cate´gorie pleine de la cate´gorie des pre´faisceaux de ∆ vers C d’objets
les C-pre´cate´gories.
Exemple 1.2.2 Si on prend pour cate´gorie discre´tisante ENS, on obtient
que la cate´gorie des C-pre´cate´gories n’est autre que la cate´gorie des ensembles
simpliciaux.
En vue de re´ite´rer la construction des C-pre´cate´gories, il est inte´ressant de
voir si la cate´gorie des C-pre´cate´gories est elle-meˆme discre´tisante.
Proposition 1.2.3 Si C est une cate´gorie discre´tisante, la cate´gorie C − PC
des C-pre´cate´gories est discre´tisante.
Preuve :
Par hypothe`se, C est posse`de l’objet final, les coproduits de l’objet final et les
fibres. Or les cate´gories de pre´faisceaux a` valeurs dans une cate´gorie posse´dant
l’objet final, les coproduits de l’objet final et les fibres posse`dent e´galement
l’objet final, les coproduits de l’objet final et les fibres, ces derniers e´tant
calcule´s niveau par niveau. C’est en particulier le cas pour la cate´gorie des
pre´faisceaux de ∆ vers C. En outre les fibres d’objets discrets dans C sont
encore des objets discrets et, par de´finition, l’objet final et ses coproduits sont
des objets discrets. Donc l’objet final, les coproduits de l’objet final et les fibres
niveau par niveau dans les pre´faisceaux de ∆ vers C pre´servent la condition
que le niveau 0 est discret. D’ou` C − PC posse`de l’objet final, les coproduits
de l’objet final et les fibres, ces derniers e´tant calcule´s niveau par niveau.
Soit Z → X un morphisme de C − PC dont le but est un objet dis-
cret. Comme C − PC est une cate´gorie de pre´faisceaux,
∐
x∈X Z(x) se calcule
niveau par niveau, or pour tout entier n, on a Zn =
∐
x∈X Zn(x) car C est
discre´tisante. Ainsi
∐
x∈X Z(x) n’est autre que Z et C − PC ve´rifie la pro-
prie´te´ 1 de la de´finition 1.1.4.
On remarque facilement que se donner un morphisme dans C − PC de l’ob-
jet final vers un coproduit de l’objet final e´quivaut a` se donner un morphisme
dans C de l’objet final vers le meˆme coproduit de l’objet final, car pour un
28
objet discret de C − PC, tous les niveaux sont isomorphes au niveau 0. Ainsi
il vient pour tout ensemble E :
HomC−PC
(
∗,
∐
E
∗
)
= HomC
(
∗,
∐
E
∗
)
∼= E
ou` l’isomorphisme est naturel en E, car C ve´rifie la proprie´te´ 2 de la de´finition
1.1.4. On a donc montre´ la proprie´te´ 2 pour C − PC.
Pour montrer la stabilite´ des objets discrets par limite, il suffit de rappeler
que les limites dans une cate´gorie de pre´faisceaux sont les limites niveau par
niveau. Or niveau par niveau les objets discrets sont stables par limites car
C est discre´tisante. De plus nos objets e´tant discrets, leurs niveaux sont tous
isomorphes. Donc nos limites d’objets discrets sont niveau par niveau des
objets discrets et tous leurs niveaux sont isomorphes, ce qui en fait des objets
discrets et montre la proprie´te´ 3 de la de´finition 1.1.4.
CQFD.
Exemple 1.2.4 Dans l’exemple pre´ce´dent, on a vu qu’ENSSIMP la cate´-
gorie des ensembles simpliciaux n’est autre que ENS − PC. Par la proposition
pre´ce´dente, on obtient donc que la cate´gorie ENSSIMP est discre´tisante.
Avec la cate´gorie discre´tisante ENSSIMP, les C-pre´cate´gories sont les en-
sembles bi-simpliciaux dont l’espace des objets est discret.
Proposition 1.2.5 Soit C une cate´gorie discre´tisante.
Si C est comple`te (respectivement cocomple`te), alors C − PC est comple`te (re-
spectivement cocomple`te).
Preuve :
Les cate´gories de pre´faisceaux vers une cate´gorie comple`te (respectivement
cocomple`te) sont comple`tes (respectivement cocomple`tes) avec les limites (re-
spectivement les colimites) niveau par niveau. Et comme les limites (respec-
tivement les colimites) de C pre´servent la discre´tude des objets, les limites
(respectivement les colimites) niveau par niveau pre´servent la condition d’eˆtre
discre`tes au niveau 0. Par conse´quent, C − PC est comple`te (respectivement
cocomple`te) avec les limites (respectivement les colimites) niveau par niveau.
CQFD.
Munis de ces propositions, on peut de´finir par re´currence une notion de
n-C-pre´cate´gorie.
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Proposition 1.2.6 (de´finition) Si C est une cate´gorie discre´tisante, on ap-
pelle 1-C-pre´cate´gories les C-pre´cate´gories. Soit n un entier strictement supe´-
rieur a` un et supposons de´finie la cate´gorie (n − 1)− C − PC des (n − 1)-C-
pre´cate´gories, on appelle alors n-C-pre´cate´gories les (n−1)−C − PC-pre´cate´-
gories et n− C − PC la sous-cate´gorie pleine de la cate´gorie des pre´faisceaux
de ∆ vers (n− 1)− C − PC d’objets les n-C-pre´cate´gories.
Si C est comple`te (respectivement cocomple`te) et que ses objets discrets sont
stables par limites (respectivement par colimites), alors, pour tout entier n,
n − C − PC est comple`te (respectivement cocomple`te) et ses objets discrets
sont stables par limites (respectivement par colimites).
Preuve : c’est une de´monstration par re´currence qui utilise les deux proposi-
tions pre´ce´dentes a` chaque e´tape. CQFD.
Exemple 1.2.7 En prenant pour cate´gorie discre´tisante ENS, on obtient les
n-pre´cate´gories de Tamsamani de [5].
Exemple 1.2.8 En prenant pour cate´gories discre´tisante ENSSIMP, on
obtient les n-pre´cate´gories de Segal de [2]. On peut remarquer que comme la
cate´gorie ENSSIMP est en fait celle des 1-pre´cate´gories de Tamsamani,
pour tout entier n, les n-pre´cate´gories de Segal ne sont autres que les n + 1-
pre´cate´gories de Tamsamani.
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1.3 C-cate´gories
Nous avons vu que pour de´finir une C-pre´cate´gorie, il fallait juste que C
soit discre´tisante. Mais pour de´finir une notion de C-cate´gorie, la seule donne´e
de C ne suffit pas. Il faut pouvoir prendre en compte des notions de cate´gories
et d’e´quivalences de cate´gories dans C, que nous appellerons respectivement
objets re´gaux et alliances d’objets re´gaux. Nous allons donc de´finir la notion
de donne´e de Segal qui prendra en compte ces e´le´ments et a` partir de laquelle
la notion de C-cate´gorie de´coulera. Comme en outre pour de´finir par la suite
la notion d’e´quivalence de C-cate´gories nous avons besoin de savoir si des
objets d’une C-cate´gorie sont e´quivalents, nous allons demander aussi a` la
donne´e de Segal un foncteur note´ τ0 qui a pour vocation d’associer a` un objet
re´gal l’ensemble des classes d’e´quivalence de ses objets.
De´finition 1.3.1 Une donne´e de Segal est un quadruplet (C, Cc, Ceq, τ0) consti-
tue´ d’une cate´gorie C discre´tisante et posse´dant les produits fibre´s de deux ob-
jets au-dessus d’un objet discret, d’une sous-cate´gorie pleine Cc de C, d’une
sous-cate´gorie Ceq de Cc, ayant les meˆmes objets que Cc, et d’un foncteur τ0
de Cc vers la cate´gorie des ensembles, satisfaisant les proprie´te´s suivantes :
1) Cc est reple`te et contient les objets discrets de C.
2) Le produit fibre´ de deux objets de Cc au-dessus d’un objet discret appartient
a` Cc.
3) Ceq contient les isomorphismes de Cc et les produits fibre´s, dans la cate´gories
des morphismes de C, de deux morphismes de Ceq au-dessus d’un objet discret.
4) Etant donne´ un diagramme :
R ✲ R′
❅
❅
❅
❅
❅❘ ✠ 
 
 
 
 
X
avec R et R′ des objets re´gaux et X objet discret, R → R′ est un morphisme
de Ceq si et seulement si pour tout e´le´ment x de X, les morphismes induits
R(x)→ R′(x) sont des morphismes de Ceq.
5) La restriction du foncteur τ0 aux objets discrets n’est autre que le foncteur
HomC(∗,−).
6) τ0 pre´serve le produit fibre´ de deux objets de Cc au-dessus d’un objet discret.
7) τ0 envoie les morphismes de Ceq sur les bijections ensemblistes.
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On appellera objets re´gaux les objets de Cc et alliances d’objets re´gaux les
morphismes de Ceq. A partir de maintenant, par abus de notation nous
noterons indiffe´remment C la donne´e de Segal (C, Cc, Ceq, τ0) et sa cate´gorie
sous-jacente.
Au niveau des objets discrets, on aura pu remarquer qu’on leur a demande´
d’eˆtre des objets re´gaux et que le foncteur τ0 se restreint sur eux en le foncteur
HomC(∗,−). Ainsi si l’on identifie les objets discrets avec leurs ensembles sous-
jacents, on obtient que la restriction aux objets discrets de τ0 n’est autre que
l’identite´. En outre les alliances d’objets discrets sont des alliances d’objets
re´gaux et donc s’envoyent par τ0 sur les bijections d’ensembles. Or comme
l’on vient de voir que la restriction du foncteur τ0 aux objets discrets n’est
autre que l’identite´, on obtient que les alliances d’objets discrets sont des
isomorphismes d’objets discrets. La re´ciproque est incluse dans la proprie´te´
3) de donne´e de Segal. Ainsi les alliances d’objets re´gaux entre objets discrets
sont exactement les isomorphismes d’objets discrets.
Exemple 1.3.2 Pour ENS, on peut prendre la donne´e de Segal suivante : la
sous-cate´gorie ENSc est ENS tout entie`re, les morphismes de ENSeq sont
les bijections ensemblistes. Enfin pour τ0, on prend l’identite´. Il est facile de
voir que cette donne´e est bien une donne´e de Segal.
Exemple 1.3.3 Pour ENSSIMP, on peut prendre la donne´e de Segal suiv-
ante : la sous-cate´gorie ENSSIMPc est ENSSIMP tout entie`re, les mor-
phismes de ENSSIMPeq sont les e´quivalences faibles d’ensembles simplici-
aux (i.e. les morphismes dont les re´alisations induisent des e´quivalences sur
les groupes d’homotopie). Enfin pour τ0, on prend la compose´e du foncteur
re´alisation ge´ome´trique par le foncteur composante connexe. Il est facile de
voir que cette donne´e est bien une donne´e de Segal.
Exemple 1.3.4 (C, Cc, Ceq, τ0) une donne´e de Segal, il est assez facile de voir
que si on remplace les alliances d’objets re´gaux par les isomorphismes de C
entre objets re´gaux, on obtient une nouvelle donne´e de Segal plus stricte que
la pre´ce´dente. En effet, la seule chose a` ve´rifier est la pre´servation des iso-
morphismes par fibre et par produit fibre´ au-dessus d’un objet discret, ce qui
est vrai car C est une cate´gorie discre´tisante.
De´finition 1.3.5 Soit C une donne´e de Segal, on dit d’une C-pre´cate´gorie A
qu’elle est une C-cate´gorie si, pour tout entier m strictement positif, Am est
un objet re´gal et si, pour tout entier m supe´rieur ou e´gal a` deux, le morphisme
de Segal
Am → A1 ×A0 . . .×A0 A1
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induit par les applications de 1 dans m qui a` 0 et 1 associent i et i+1 (pour
i compris entre 0 et m-1), est une alliance d’objets re´gaux. Un morphisme de
C-cate´gories est un morphisme de C-pre´cate´gories.
Notations :
A1(x, y) note la fibre en (x, y) de l’application A1 → A0 × A0 induite par les
morphismes source et but. C’est donc l’objet re´gal des morphismes de A al-
lant de x a` y. Plus ge´ne´ralement, Am(a0, . . . , am) note la fibre en (a0, . . . , am)
de l’application Am → A0 × . . . × A0 induite par les applications sommets
de 0 vers m qui envoyent 0 sur i, pour i compris entre 0 et m. On conside`re
Am(a0, . . . , am) comme l’objet re´gal des m-simplexes construits sur la suite de
sommets (a0, . . . , am).
Lemme 1.3.6 Soit C une donne´e de Segal, une C-pre´cate´gorie A est une C-
cate´gorie si et seulement si, pour tout entier m strictement positif, Am est un
objet re´gal et si, pour tout entier m supe´rieur ou e´gal a` deux, et pour tout
m-uplet (a0, . . . , am) d’objets de A, le morphisme
Am(a0, . . . , am)→ A1(a0, a1)× . . .× A1(am−1, am)
induit par le morphisme de Segal, est une alliance d’objets re´gaux.
Preuve : application directe de la proprie´te´ 4 de donne´e de Segal au dia-
gramme :
Am ✲ A1 ×A0 . . .×A0 A1
❅
❅
❅
❅
❅❘ ✠ 
 
 
 
 
A0 × . . .×A0
ou` les morphismes diagonaux sont induits par les applications sommets de 0
vers m et de 0 vers 1
∐
0 . . .
∐
0 1).
CQFD.
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1.4 Equivalences de C-cate´gories
Maintenant que nous avons une notion de C-cate´gorie, il nous faut aussi
de´finir une notion d’e´quivalence de C-cate´gories. L’ide´e est encore une fois de
s’inspirer du cas des petites cate´gories. Comme une e´quivalence de cate´gories
est un foncteur essentiellement surjectif et pleinement fide`le, nous allons aussi
demander de telles proprie´te´s a` nos e´quivalences de C-cate´gories. Si la pleine
fide´lite´ peut se de´finir de manie`re tre`s similaire a` la pleine fide´lite´ des fonc-
teurs, a` la diffe´rence pre`s que nous ne demanderons pas un isomorphisme mais
seulement une alliance, l’essentielle surjectivite´ fait quant a` elle intervenir la
notion d’e´quivalence entre objets d’une C-cate´gorie, notion qui est ge´re´e par
le foncteur τ0. Ainsi afin de de´finir la notion d’e´quivalence de C-cate´gories,
construisons maintenant un foncteur τ0 pour les C-cate´gories. Pour cela nous
commenc¸ons par de´finir un foncteur τ1 des C-cate´gories vers les ensembles
simpliciaux. Ce foncteur aura en outre la proprie´te´ de tomber dans les nerfs
de cate´gories.
De´finition 1.4.1 Soit C une donne´e de Segal. On de´finit le foncteur τ1 de la
sous-cate´gorie des C-cate´gories vers la cate´gorie ENSSIMP ainsi :
pour tout entier m, τ1(A)m = τ0(Am) et, pour tout f : m → n, τ1(A)(f) =
τ0(A(f)). Enfin pour F : A → B morphisme de C-cate´gories, on pose, pour
tout entier m, τ1(F )m = τ0(Fm).
Lemme 1.4.2 Soit C une donne´e de Segal. Le foncteur τ1, de´fini ci-dessus,
a valeur dans la sous-cate´gorie des nerfs de petites cate´gories.
Preuve :
Comme A est une C-cate´gorie et que par de´finition τ0 pre´serve les produits
fibre´s de deux objets re´gaux au dessus d’un objet discret et envoie les al-
liances d’objets re´gaux sur des bijections d’ensembles, il vient que τ1(A) est
un nerf de cate´gorie car ses morphismes de Segal sont bijectifs. Donc le fonc-
teur τ1 a valeurs dans les nerfs de petites cate´gories.
CQFD.
Ce foncteur τ1, qui transforme les C-cate´gories en nerfs de petites cate´gories,
permet de de´finir le foncteur τ0 des classes d’e´quivalence d’objets d’une C-cate´-
gorie, car un tel foncteur existe naturellement pour les petites cate´gories. Par
la suite, nous identifierons par abus de langage les petites cate´gories et leurs
nerfs.
De´finition 1.4.3 Soit C une donne´e de Segal. On de´finit τ0 pour les C-cate´-
gories comme la compose´e de τ1 par le foncteur qui a` une (petite) cate´gorie
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associe l’ensemble des classes d’e´quivalence de ses objets (ce foncteur n’est
autre que le τ0 des petites cate´gories).
Munis du foncteur τ0 qui nous donne une notion d’e´quivalence entre objets
d’une C-cate´gorie, nous pouvons de´sormais de´finir la notion d’e´quivalence de
C-cate´gories.
De´finition 1.4.4 Soit C une donne´e de Segal. Un morphisme de C-cate´gories
f : A → B est une e´quivalence de C-cate´gories si l’application d’ensembles
τ0(f) : τ0(A) → τ0(B) est surjective (on dit alors que f est essentiellement
surjective) et, si pour tout couple (x, y) d’objets de A, le morphisme f1(x, y) :
A1(x, y)→ B1(f(x), f(y)) est une alliance d’objets re´gaux (on dit alors que f
est pleinement fide`le).
Donnons maintenant les premiers exemples de donne´es de Segal avec leurs
notions de C-cate´gories et d’e´quivalences de C-cate´gories associe´es.
Exemple 1.4.5 En prenant la donne´e de Segal de l’exemple 1.3.2, on obtient
pour C-cate´gories les petites cate´gories, pour e´quivalences de C-cate´gories les
e´quivalences de cate´gories et pour τ0 le foncteur qui a` une cate´gorie associe
l’ensemble des classes d’e´quivalence de ses objets.
Exemple 1.4.6 En prenant maintenant sur la cate´gorie des ensembles sim-
pliciaux la donne´e de Segal de l’exemple 1.3.3, on obtient les notions de C-pre´-
cate´gorie, de C-cate´gorie et d’e´quivalence de C-cate´gories qui ne sont autres
que celles de pre´cate´gorie de Segal, de cate´gorie de Segal et d’e´quivalence de
cate´gories de Segal introduite par Hirschowitz et Simpson dans [2].
Il est inte´ressant de constater, en particulier pour pouvoir ite´rer les con-
structions de C-cate´gories et d’e´quivalences de C-cate´gories, que la cate´gorie
C − PC des C-pre´cate´gories forme une donne´e de Segal avec les C-cate´gories,
les e´quivalences de C-cate´gories et le foncteur τ0 pour les C-cate´gories.
Lemme 1.4.7 Soit C une donne´e de Segal. Munie des notions de C-cate´gorie,
d’e´quivalence de C-cate´gories et du foncteur τ0 de´finis ci-dessus, la cate´gorie
C − PC des C-pre´cate´gories constitue une donne´e de Segal.
Preuve :
D’apre`s la proposition 1.2.3, la cate´gorie C − PC est discre´tisante et, par la
proposition 1.2.5, elle posse`de les produits fibre´s de deux C-pre´cate´gories au-
dessus d’un objet discret. La sous-cate´gorie des C-cate´gories a e´te´ de´finie
comme sous-cate´gorie pleine de C − PC. En outre, il est facile de voir que
les isomorphismes de C-cate´gories et les compose´es d’e´quivalences de C-cate´-
gories ve´rifient la de´finition d’e´quivalence de C-cate´gories, car Ceq est une sous-
cate´gorie contenant les isomorphismes, ce qui montre que la classe des e´qui-
valences de C-cate´gories donne lieu a` une sous-cate´gorie de la cate´gorie des
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C-cate´gories ayant tous les objets et ve´rifiant la premie`re partie de la proprie´te´
3 de donne´e de Segal.
On remarque que si une C-pre´cate´gorie est isomorphe a` une C-cate´gorie,
alors chacun de ses niveaux est isomorphe a` un objet re´gal et, comme Cc est
reple`te, chaque niveau de notre C-pre´cate´gorie est un objet re´gal. En outre il
est facile de voir que pour notre C-pre´cate´gorie isomorphe a` une C-cate´gorie,
le morphisme de Segal est bien une alliance d’objets re´gaux car Ceq contient
les isomorphismes et est stable par composition. Ceci montre que toute C-pre´-
cate´gorie isomorphe a` une C-cate´gorie est une C-cate´gorie, ce qui prouve la
premie`re partie de la proprie´te´ 1 des donne´es de Segal. On remarque ensuite
que les objets discrets de C − PC sont clairement des C-cate´gories, car niveau
par niveau ce sont des objets discrets et que les applications de Segal sont des
isomorphismes. Ce qui prouve la seconde partie de la proprie´te´ 1.
En outre les notions de C-cate´gorie et d’e´quivalence de C-cate´gories sont
stables par produit fibre´ au-dessus d’un objet discret, car le produit fibre´
au-dessus d’un objet discret est calcule´ niveau par niveau et que niveau par
niveau on applique la proprie´te´ 2 et la seconde partie de la proprie´te´ 3 pour
C. Ainsi la proprie´te´ 2 et la seconde partie de la proprie´te´ 3 sont ve´rifie´es.
On peut remarquer par construction de τ1 que l’image par τ1 d’un objet
discret n’est autre que la cate´gorie discre`te d’objets les morphismes de l’objet
final de C − PC vers l’objet discret et donc τ0 pour les C-cate´gories ve´rifie
la proprie´te´ 5. Par composition de foncteurs pre´servant le produit fibre´ au-
dessus d’un objet discret , le foncteur τ0 pour les C-cate´gories a lui aussi la
proprie´te´ 6. La de´finition d’e´quivalence de C-cate´gories entraˆıne que τ1(f) est
une e´quivalence de petites cate´gories. Une des conse´quences de la pleine fide´lite´
de τ1(f) est que τ0(f) est injectif. D’ou` le foncteur τ0 pour les C-cate´gories en-
voie bien les e´quivalences de C-cate´gories sur des bijections et donc ve´rifie la
proprie´te´ 7.
Conside´rons le diagramme suivant dans C − PC :
A
f ✲ B
❅
❅
❅
❅
❅❘ ✠ 
 
 
 
 
X
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ou` X est une C-pre´cate´gorie discre`te et f un morphisme de C-cate´gories. La sec-
onde partie de la proprie´te´ 3, que l’on a montre´e pour C − PC, entraˆıne que si f
est une e´quivalence de C-cate´gories, alors toutes ses fibres f(x) : A(x)→ B(x)
le sont. Supposons maintenant que pour tout e´le´ment x de X , les morphismes
f(x) : A(x)→ B(x) sont des e´quivalences de C-cate´gories. Comme la cate´gorie
des ensembles est discre´tisante et que l’on a montre´ que τ0 commute aux fibres,
il vient que τ0(f) est le coproduit des τ0(f(x)). Or on a montre´ que τ0 ve´rifie la
proprie´te´ 7, donc tous les τ0(f(x)) sont bijectifs et leur coproduit τ0(f) aussi,
ce qui montre l’essentielle surjectivite´ de f . Pour montrer la pleine fide´lite´ de
f , on applique a` f1(a, a
′), pour tout couple (a, a′) d’objets de A, la proprie´te´
4 de donne´e de Segal ve´rifie´e par C. Soit donc x un e´le´ment de X . Si a et a′
sont des objets de A(x), alors f(a) et f(a′) sont des objets de B(x), et l’on a
que la fibre en x de f1(a, a
′) n’est autre que f(x)1(a, a
′), qui est une alliance.
Sinon la fibre en x de f1(a, a
′) est l’identite´ de l’ensemble vide, qui est bien
une alliance. Donc par la proprie´te´ 4 ve´rifie´e par C, f1(a, a′) est une alliance,
ce qui montre la pleine fide´lite´ de f . On a donc montre´ que C − PC ve´rifie la
proprie´te´ 4.
CQFD.
Dans la de´monstration du lemme, on a obtenu le re´sultat important suiv-
ant :
Corollaire 1.4.8 Soit C une donne´e de Segal. Si le morphisme de C-cate´-
gories f : A → B est une e´quivalence de C-cate´gories, alors τ1(f) est une
e´quivalence de petites cate´gories et τ0(f) est une bijection d’ensembles.
Un autre corollaire de ce lemme est que l’on peut de´finir les n-C-cate´gories.
Corollaire 1.4.9 Si C est une donne´e de Segal, on appelle 1-C-cate´gories les
C-cate´gories et 1-e´quivalences les e´quivalences de C-cate´gories.
Soit n un entier strictement supe´rieur a` un et supposons de´finie la donne´e de
Segal (n − 1) − C − PC des (n − 1)-C-cate´gories, on appelle alors n-C-cate´-
gories les (n−1)−C − PC-cate´gories, n-e´quivalences les e´quivalences de n-C-
cate´gories et on note n−C − PC la donne´e de Segal sur la cate´gorie n−C − PC
des n-C-pre´cate´gories forme´e par les n-C-cate´gories, les n-e´quivalences et le
foncteur τ0 des n-C-cate´gories.
Preuve : c’est une de´monstration par re´currence imme´diate qui utilise le lemme
pre´ce´dent a` chaque e´tape. CQFD.
Exemple 1.4.10 En prenant la donne´e de Segal de l’exemple 1.3.2 et en lui
appliquant le corollaire ci-dessus, on obtient pour n-C-cate´gories les n-nerfs,
pour e´quivalences de C-cate´gories les n-e´quivalences entre n-nerfs et pour τ0
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le foncteur de troncature tels que ces trois notions ont e´te´ de´finies dans [6].
En particulier, en appliquant seulement le lemme 1.4.7 a` la donne´e de Se-
gal de l’exemple 1.3.2, on obtient que la cate´gorie des ensembles simpliciaux,
munie des notions de cate´gories, d’e´quivalences de cate´gories et du foncteur
τ0 des classes d’e´quivalence d’objets, forme une donne´e de Segal. Pour cette
dernie`re, les C-pre´cate´gories sont les ensembles bi-simpliciaux a` espace d’objets
discret, les C-cate´gories sont les 2-nerfs et les e´quivalences de C-cate´gories sont
les e´quivalences de 2-nerfs de [6]. Avec la donne´e de Segal qui engendre les
cate´gories de Segal, cela nous fait deux donne´es de Segal diffe´rentes sur les
ensembles simpliciaux.
Exemple 1.4.11 Reprenons la donne´e de Segal de l’exemple 1.3.2. On obtient
par le lemme 1.4.7, une donne´e de Segal sur les ensembles simpliciaux avec les
cate´gories et les e´quivalences de cate´gories. Prenons maintenant la donne´e de
Segal plus stricte obtenue en remplac¸ant les e´quivalences de cate´gories par les
isomorphismes, on obtiendra alors pour C-cate´gories les 2-cate´gories strictes
et pour e´quivalences de C-cate´gories les morphismes essentiellement surjec-
tifs et strictement pleinement fide`les. Par le lemme 1.4.7, ces notions for-
ment une donne´e de Segal sur les 2-C-pre´cate´gories de Tamsamani. Et comme
pre´cedemment, on peut conside´rer la donne´e de Segal plus stricte sur les 2-
C-pre´cate´gories en prenant les isomorphismes au lieu des e´quivalences de 2-
cate´gories, on obtiendra alors les 3-cate´gories avec pour e´quivalences les mor-
phismes essentiellement surjectifs et strictement pleinement fide`les. Et ainsi
de suite...
Par re´currence, en strictifiant a` chaque e´tape la donne´e de Segal obtenue,
c’est-a`-dire en remplac¸ant les e´quivalences par les isomorphismes, on retrouve
les n-cate´gories strictes.
On remarque au passage que l’on vient de munir la cate´gorie des ensem-
bles simpliciaux d’une troisie`me donne´e de Segal qui engendre les 2-cate´gories
strictes.
Exemple 1.4.12 En prenant la donne´e de Segal de l’exemple 1.3.3 et en
lui appliquant le corollaire ci-dessus, on obtient pour n-C-cate´gories les n-
cate´gories de Segal, pour e´quivalences de C-cate´gories les e´quivalences de n-
cate´gories de Segal et pour τ0 le foncteur de troncature des n-cate´gories de
Segal tels que ces trois notions ont e´te´ de´finies dans [2].
Comme on a de´ja` remarque´ que les n-C-pre´cate´gories de Segal sont exactement
les n+1-C-pre´cate´gories de Tamsamani, on obtient qu’il existe au moins trois
donne´es de Segal diffe´rentes sur la cate´gories des n-C-pre´cate´gories de Segal
dont l’une va engendrer les n+1-cate´gories de Segal, l’autre les n+2-cate´gories
strictes et la troisie`me les n+ 2-nerfs de Tamsamani.
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1.5 Proble`me de la cate´gorisation
Les cate´gories enrichies faibles ainsi de´finies ne sont pas stables par colim-
ite. Pour s’en convaincre, conside´rons deux exemplaires de la cate´gorie ayant
un seul morphisme et recollons les de telle sorte que les deux morphismes
soient composables. Ce recollement correspond bien a` la somme amalgame´e
dans les ensembles simpliciaux mais pas a` celle des cate´gories car le re´sultat
obtenu est une pre´cate´gorie avec deux morphismes composables sans composi-
tion correspondante. L’une des ide´es permettant de reme´dier a` ce proble`me est
de cate´goriser le re´sultat obtenu. Ainsi on de´finirait les colimites de cate´gories
comme les cate´gorise´es des colimites des pre´cate´gories sous-jacentes.
On s’est donc ramener a` un proble`me de cate´gorisation. On cherche donc
un foncteur, notons-le Cat, muni d’une transformation naturelle note´e can de
l’identite´ vers Cat, qui a` toute C-pre´cate´gorie associe une C-cate´gorie. Bien
e´videmment on voudrait que la C-cate´gorie associe´e par ce foncteur soit la
minimale, c’est a` dire que tout morphisme d’une C-pre´cate´gorie dans une C-
cate´gorie se factorise par la cate´gorisation de la C-pre´cate´gorie.
A ✲ B cate´gorie
❅
❅
❅
❅
❅
canA
❘ ..
..
..
..
..
..
..
∃
✒
Cat(A)
En outre on aimerait aussi que la cate´gorisation donne une C-cate´gorie as-
socie´e e´quivalente a` la C-pre´cate´gorie de de´part au sens suivant : soit A une
C-pre´cate´gorie, le morphisme Cat(canA) : Cat(A) → Cat(Cat(A)) est une
e´quivalence de C-cate´gories. Ceci nous donnerait d’ailleurs une notion d’e´qui-
valence de C-pre´cate´gories. On pourra en effet poser qu’un morphisme de
C-pre´cate´gories est une e´quivalence si sa cate´gorisation l’est.
Comme il est assez difficile de trouver une telle cate´gorisation, en suivant
l’ide´e de [5], nous allons ramener ce proble`me a` un proble`me de rele`vement
de diagramme. S’il existe en effet une famille I de fle`ches telle que les objets
ayant la proprie´te´ de rele`vement a` droite par rapport a` I sont des C-cate´-
gories, une bonne fac¸on d’avoir ces proprie´te´s de rele`vement est de construire
la cate´gorisation comme une colimite se´quentielle transfinie de sommes amal-
game´es des fle`ches de I, ce que nous appellerons un plan infini d’addition de
cellules de I.
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Dans cette optique nous allons tout d’abord traiter de ces proble`mes de
rele`vement et de ceux d’engendrement qui leur sont lie´s avant de chercher par
rapport a` quelles fle`ches nos C-cate´gories pourraient se relever.
40
...
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Chapitre 2
Engendrements
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Dans ce chapitre nous allons tout d’abord rappeler certaines de´finitions
et certains re´sultats classiques sur les rele`vements de diagrammes. Une des
de´finitions principales est celle d’objet I-injectif qui est un objet ayant la pro-
prie´te´ de rele`vement a` droite par rapport a` l’ensemble de fle`ches I. En effet le
but de ce chapitre est de donner des constructions rendant I-injectifs les objets
qui ne le sont pas. Pour ce faire, nous allons utiliser certaines techniques ap-
paraissant dans l’argument du petit objet de Quillen qui permet de re´pondre
en partie a` notre proble`me de rendre I-injectif. L’un des points clefs de cet
argument, outre la notion de petitesse, est le proce´de´ de colimite se´quentielle
transfinie de sommes amalgame´es de fle`ches de I, ce que nous appellerons plan
d’addition de cellules.
Nous donnerons alors une formalisation de plan d’addition de cellules et
nous donnerons des conditions pour lesquelles ces plans d’addition de cellules
P I-injectivisent, c’est-a`-dire re´pondent aux trois crite`res suivants :
- pour tout objet A, P (A) est I-injectif,
- tout morphisme A→ B vers un objet I-injectif se factorise a` travers le mor-
phisme naturel A→ P (A),
- pour tout objet A, l’image par P du morphisme naturel A→ P (A) est une
e´quivalence d’objets I-injectifs, si l’on posse`de une notion naturelle d’e´qui-
valence entre objets I-injectifs.
Si les deux premiers crite`res sont simples a` traiter, ce n’est pas le cas
du troisie`me qui nous obligera d’une part a` trouver un proce´de´ rendant I-
injectif avec la proprie´te´ d’avoir unicite´ des factorisations des morphismes a`
but I-injectifs. Pour cela, nous ferons intervenir la notion de marquage d’un
rele`vement. D’autre part, nous allons montrer que, muni d’un tel proce´de´ et
en supposant l’existence d’un autre proce´de´ d’I-injectivisation qui ne ve´rifie la
proprie´te´ de stabilite´ homotopique que pour les objets I-injectifs, le proce´de´
I-injectivant a` factorisation unique ve´rifie bien les trois crite`res.
Comme l’une des utilite´s de l’I-injectivisation est aussi de pourvoir les ob-
jets I-injectifs de colimites, nous allons terminer ce chapitre en comparant les
plans d’addition de cellules via un proce´de´ de rationalisation des plans et ap-
pliquer cette comparaison a` certains types de plans qui sont stables lorsqu’on
les compose avec l’un de leurs sous-plans. Avec ces plans, on pourra comparer
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la colimite des I-injective´s avec l’I-injectivisation de la colimite, ce qui nous
permettra d’obtenir une bonne caracte´risation d’e´quivalence pour les colimites
d’objets quelconques en termes de colimites de leurs I-injective´s.
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2.1 Rappels sur les rele`vements de diagrammes
Comme l’une des proprie´te´s que l’on demande a` la cate´gorisation est une
proprie´te´s de rele`vement, nous allons pre´ciser cette notion dans la de´finition
suivante prise dans [1] :
De´finition 2.1.1 Soient i : A → B et p : C → D deux morphismes tels que
pour tous les carre´s commutatifs du type suivant :
A ✲ C
..
..
..
..
..
..
..
∃
✒
B
i
❄
✲ D
p
❄
la fle`che en pointille´ existe et fait commuter les deux parties du diagramme.
On dira alors que :
-cette fle`che est un rele`vement de ce diagramme,
-i a la proprie´te´ de rele`vement a` gauche par rapport a` p,
-p a la proprie´te´ de rele`vement a` droite par rapport a` i,
-C a la proprie´te´ de rele`vement a` droite par rapport a` i, si D est un objet
final.
Pour la suite, nous aurons souvent besoin de certaines sommes amalgame´es
ou de certains produits fibre´s. Pour simplifier les appellations, nous prendrons
toujours en suivant [1] la convention suivante.
De´finition 2.1.2 Soit un carre´ commutatif :
A
a ✲ C
B
f
❄
b
✲ D
g
❄
- Si ce carre´ est cocarte´sien, on dit que g est la somme amalgame´e de f le
long de a.
- Si ce carre´ est carte´sien, on dit que f est le produit fibre´ de g le long de b.
Les fle`ches ayant des proprie´te´s de rele`vement sont stables par certaines
limites et colimites, ce que nous rappelons ci-dessous.
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Lemme 2.1.3
- Les classes de fle`ches ayant une proprie´te´ de rele`vement a` gauche contiennent
les isomorphismes et sont stables par composition, par re´tract, par somme
amalgame´e le long d’un morphisme, par colimite se´quentielle transfinie et par
coproduit dans la cate´gorie des morphismes.
- Les classes de fle`ches ayant une proprie´te´ de rele`vement a` droite contiennent
les isomorphismes et sont stables par composition, par re´tract, par produit fibre´
le long d’un morphisme et par produit dans la cate´gorie des morphismes.
Preuve :
Nous devons juste montrer la stabilite´ par coproduit (resp. produit) dans la
cate´gorie des morphismes car le reste de la preuve se trouve dans l’ouvrage
d’Hirschhorn [1]. Soient J un ensemble et (fj : Aj → Bj)j∈J une famille
de morphismes ayant la proprie´te´ de rele`vement a` gauche par rapport a` un
morphisme p fixe´. Conside´rons le diagramme suivant :∐
j∈J
Aj
a ✲ C
∐
j∈J
Bj
∐
j∈J fj
❄
b
✲ D
p
❄
Notons ij le morphisme canonique de Aj dans
∐
j∈J Aj et i
′
j le morphisme
canonique de Bj dans
∐
j∈J Bj. Comme chaque fj se rele`ve par rapport a`
p, il vient que pour tout j, il existe un morphisme φj : Bj → C tel que
p ◦ φj = b ◦ i′j et φj ◦ fj = a ◦ ij. Par proprie´te´ universelle du coproduit∐
j∈J Bj, il existe un unique morphisme φ :
∐
j∈J Bj → C tel que pour tout j,
on ait φ◦i′j = φj. On obtient donc les e´galite´s suivantes : p◦φ◦i
′
j = p◦φj = b◦i
′
j
et φ ◦
∐
j∈J fj ◦ ij = φ ◦ i
′
j ◦ fj = φj ◦ fj = a ◦ ij . Et par proprie´te´ universelle
des coproduits
∐
j∈J Bj et
∐
j∈J Aj, il vient que p ◦φ = b et φ ◦
∐
j∈J fj = a et
donc que φ est un rele`vement pour le diagramme (
∐
j∈J fj, a, b, p). On a donc
montre´ que les morphismes ayant une proprie´te´ de rele`vement a` gauche sont
stables par coproduit dans la cate´gorie des morphismes. Dualement on aura
que ceux ayant une proprie´te´ de rele`vement a` droite sont stables par produit
dans la cate´gorie des morphismes.
CQFD.
On remarquera au passage que pour la somme amalgame´e (resp. le produit
fibre´) dans la cate´gorie des morphismes, on n’a ge´ne´ralement pas de morphisme
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induit par les rele`vements de chaque membre de la somme amalgame´e (resp.
du produit fibre´) car la non-unicite´ des rele`vements est une obstruction a`
leur compatibilite´ avec la somme amalgame´e (resp. le produit fibre´). D’ou` la
de´finition et le lemme suivants.
De´finition 2.1.4 Soient i : A → B et p : C → D deux morphismes tels que
pour tous les carre´s commutatifs du type suivant :
A ✲ C
..
..
..
..
..
..
..
∃
✒
B
i
❄
✲ D
p
❄
la fle`che en pointille´ existe et fait commuter les deux parties du diagramme.
On dira alors :
- si i est muni d’un choix de rele`vements pour chaque diagramme du type
ci-dessus avec p fixe´, que i est marque´ a` gauche par rapport a` p.
- si p est muni d’un choix de rele`vements pour chaque diagramme du type
ci-dessus avec i fixe´, que p est marque´ a` droite par rapport a` i.
On obtient alors une cate´gorie dont les objets sont les morphismes marque´s et
les morphismes les carre´s commutatifs compatibles avec le marquage.
Lemme 2.1.5
- La cate´gorie des morphismes marque´s a` gauche par rapport a` un ensemble
de fle`ches est stables par colimites.
- La cate´gorie des morphismes marque´s a` droite par rapport a` un ensemble de
fle`ches est stables par limites.
Preuve :
Comme conse´quence du lemme pre´ce´dent, ces cate´gories sont stables respec-
tivement par coproduit et produit. Il suffit donc de montrer qu’elles sont sta-
bles respectivement par co-e´galisateur et par e´galisateur pour avoir le re´sultat.
Soit le diagramme commutatif suivant :
A0
f0 ✲
f ′0
✲ B0
f˜0 ✲ C0
x ✲ X
A1
a
❄ f1 ✲
f ′1
✲ B1
b
❄ f˜1 ✲ C1
c
❄ y ✲ Y
p
❄
47
ou` c est le morphisme universel du co-e´galisateur C0 de f0, f
′
0 vers le co-
e´galisateur C1 de f1, f
′
1. Comme a est marque´ par rapport a` p, il vient avec
un morphisme φ : A1 → X tel que p ◦ φ = y ◦ f˜1 ◦ f1 = y ◦ f˜1 ◦ f
′
1 et
φ ◦a = x◦ f˜0 ◦ f0 = x◦ f˜0 ◦ f ′0. De meˆme comme b est marque´ par rapport a` p,
il vient avec un morphisme ψ : B1 → X tel que p ◦ψ = y ◦ f˜1 et ψ ◦ b = x ◦ f˜0.
Or les morphismes f et f ′ sont compatibles avec les marquages et donc il vient
ψ ◦ f1 = φ = ψ ◦ f ′1. Par la proprie´te´ universelle du co-e´galisateur C1, il existe
un morphisme χ : C1 → X tel que χ ◦ f˜1 = ψ. On obtient donc les e´galite´s
suivantes : p ◦ χ ◦ f˜1 = p ◦ ψ = y ◦ f˜1 et χ ◦ c ◦ f˜0 = χ ◦ f˜1 ◦ b = ψ ◦ b = x ◦ f˜0.
Par la proprie´te´ universelle des co-e´galisateurs C1 et C0, il vient que p ◦χ = y
et χ ◦ c = x. Donc χ est un rele`vement pour le diagramme (c, x, y, p) et c’est
celui qui marquera c par rapport a` p. On a donc montre´ que la cate´gorie des
morphismes marque´s a` gauche par rapport a` un morphisme fixe´ est stable par
co-e´galisateur. Et on aura dualement la stabilite´ des morphismes marque´s a`
droite par e´galisateur.
CQFD.
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2.2 Morphismes I-injectifs et I-cofibrations
Parmi la multitude de fle`ches ayant des proprie´te´s de rele`vement, certaines
nous inte´ressent plus que d’autres. En effet, souvent nous allons nous fixer un
ensemble I de fle`ches et regarder la classe des fle`ches se relevant a` droite par
rapport a` I et celle des fle`ches se relevant a` gauche par rapport a` ces dernie`res.
C’est pourquoi nous rappelons les de´finitions de I-injectifs et de I-cofibrations
ainsi que certaines de leurs proprie´te´s, toujours en suivant [1].
De´finition 2.2.1 Soient C une cate´gorie et I un ensemble de morphismes de
C.
1) Un morphisme est I-injectif s’il a la proprie´te´ de rele`vement a` droite par
rapport aux morphismes de I.
2) Un objet est I-injectif si son unique morphisme vers l’objet final est I-
injectif.
3) Un morphisme est une I-cofibration s’il a la proprie´te´ de rele`vement a`
gauche par rapport aux morphismes I-injectifs.
Lemme 2.2.2 Soient C une cate´gorie et I un ensemble de morphismes de C.
- Les morphismes I-injectifs forment une sous-cate´gorie de C contenant les
isomorphismes et stable par re´tract, par produit fibre´ le long d’un morphisme
et par produit dans la cate´gorie des morphismes.
- Les I-cofibrations forment une sous-cate´gorie de C contenant les isomor-
phismes et les morphismes de I et qui est stable par re´tract, par somme amal-
game´e le long d’un morphisme, par colimite se´quentielle transfinie et par co-
produit dans la cate´gorie des morphismes.
Preuve : application directe du lemme 2.1.3
Lemme 2.2.3 Soient C une cate´gorie et I et K des ensembles de morphismes
de C. Si les morphismes I-injectifs sont exactement les morphismes K-injectifs
alors les I-cofibrations sont exactement les K-cofibrations
Nous arrivons maintenant a` l’une des de´finitions les plus importantes de
cette partie, celle de famille ge´ne´ratrice d’une sous-cate´gorie de morphismes.
De´finition 2.2.4 Soient C une cate´gorie et C′ une sous-cate´gorie ayant les
meˆmes objets. Soit I un ensemble de morphismes de C. On dit que I engendre
C′ si C′ est la sous-cate´gorie des I-cofibrations.
La de´finition de famille ge´ne´ratrice d’une classe de morphismes que l’on
vient de donner n’est tre`s intuitive. En fait, quand on parle d’une famille
de fle`ches engendrant certains morphismes, on pense a` des morphismes fab-
rique´s comme colimites se´quentielles transfinies de sommes amalgame´es des
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fle`ches ge´ne´ratrices. Ceci sugge`re donc que les I-cofibrations sont des colimites
se´quentielles transfinies de sommes amalgame´es d’e´le´ments de I. Mais pour
avoir ce re´sultat, on se sert de l’argument du petit objet de Quillen.
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2.3 Argument du petit objet
L’argument du petit objet de Quillen permet de re´soudre le proble`me suiv-
ant. On se donne une cate´gorie C cocomple`te et une famille I de morphismes de
C et l’on cherche a` factoriser tous morphismes de C en une I-cofibration suivie
d’un morphisme I-injectif. Un des corollaires de ce re´sultat est que I engendre
les I-cofibrations au sens auquel on s’attend. Pour arriver a` cette factorisation,
l’ide´e de l’argument du petit objet consiste a` limiter la taille des fle`ches de I,
ce que l’on mode´lise par la notion de petitesse que nous allons rappeler. Mais
auparavant rappelons les de´finitions de λ-se´quence et de cardinal re´gulier.
De´finition 2.3.1 Un cardinal α est re´gulier si, pour toute famille d’ensembles
(Ai)i∈I telle que le cardinal de I et les cardinaux des Ai, pour i ∈ I, sont
strictement infe´rieurs a` α, le cardinal de la re´union ∪i∈IAi est strictement
infe´rieur a` α.
De´finition 2.3.2 SoientA une cate´gorie admettant les colimites se´quentielles
transfinies et F une famille de morphismes de A. Soit λ un ordinal.
Une λ-se´quence de morphismes de F est un foncteur X : λ→ C tel que, pour
tout ordinal β < λ, le morphisme Xβ → Xβ+1 appartient a` F et, pour tout
ordinal limite β < λ, le morphisme colim γ<β Xγ → Xβ est un isomorphisme.
De´finition 2.3.3 Soit α un cardinal re´gulier et F une famille de morphismes
d’une cate´gorie A admettant les colimites se´quentielles transfinies, un objet A
de A est α-petit par rapport a` F si pour tout λ cardinal re´gulier strictement
plus grand qu’α et pour toute λ-se´quence de morphismes de F X0 → X1 → . . .,
on a :
colim
−−−−→
β<λ
Hom(A,Xβ)
∼=
−→ Hom(A, colim
−−−−→
β<λ
Xβ)
On dit que A est α-petit s’il est α-petit par rapport a` tous les morphismes de
A.
Afin de montrer qu’un objet est petit, voici quelques re´sultats techniques,
inspire´s de [1], sur la stabilite´ de la petitesse vis-a`-vis de certaines ope´rations
ainsi que quelques re´sultats sur la petitesse des C-pre´cate´gories.
Lemme 2.3.4 Soient α un cardinal re´gulier et A une cate´gorie admettant
les coproduits et les colimites se´quentielles transfinies. Soit I un ensemble
d’indices de cardinal strictement infe´rieur a` α et soit (Ai)i∈I une famille d’ob-
jets de A α-petits alors
∐
i∈I Ai est α-petit.
Lemme 2.3.5 Soient α un cardinal re´gulier et A une cate´gorie admettant les
coproduits et les colimites se´quentielles transfinies. Soit F un foncteur d’une
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petite cate´gorie I vers la cate´gorie C tel que pour tout objet i de I l’objet F (i)
de C est α-petit. Alors la colimite de F , colim i∈I F (i), est α′-petite, avec α′
un cardinal plus grand qu’α et que le cardinal de l’ensemble des morphismes
de I.
Lemme 2.3.6 Soit α un cardinal re´gulier strictement plus grand qu’ℵ0. Soit
A un pre´faisceau de ∆ vers une cate´gorie C admettant les colimites se´quen-
tielles transfinies, si, pour tout n ∈ N, An est α-petit alors A est α-petit.
On va maintenant e´noncer la de´finition qui pre´cise que, sous certaines
conditions, un ensemble de fle`ches permet l’argument du petit objet de Quillen
De´finition 2.3.7 Soit A une cate´gorie admettant les colimites se´quentielles
transfinies. Soit E un ensemble de morphismes de A, on dit que E permet
l’argument du petit objet si, pour tout morphisme de E, il existe un cardinal
re´gulier α tel que la source du morphisme est α-petite par rapport a` E.
Un des cas les plus fre´quents d’ensembles de fle`ches permettant l’argument
du petit objet provient d’ensembles de fle`ches dont les sources et buts sont
petits. On dira de ces fle`ches qu’elles sont petites ou limite´es. Bien entendu, de
tels ensembles permettent l’argument du petit objet, ce qu’e´nonce le lemme
suivant.
Lemme 2.3.8 Soient α un cardinal re´gulier et A une cate´gorie admettant
les colimites se´quentielles transfinies. Soit E un ensemble de morphismes de
A dont les sources et buts sont α-petits, alors E permet l’argument du petit
objet.
Comme on l’a de´ja` dit plus haut, l’argument du petit objet sert a` obtenir
la factorisation de toute fle`che en une I-cofibration suivie d’un morphisme I-
injectif pour un ensemble I assez petit. Ce fait est e´nonce´ dans le the´ore`me
suivant dont on trouvera la de´monstration dans [1].
The´ore`me 2.3.9 (L’argument du petit objet) Soient C une cate´gorie co-
comple`te et I un ensemble de morphismes de C permettant l’argument du petit
objet. Alors tout morphisme de C se factorise de manie`re fonctorielle en une
I-cofibration suivie d’un morphisme I-injectif.
L’un des corollaires de ce the´ore`me qui nous inte´resse le plus est celui
qui nous donne la caracte´risation des I-cofibrations en termes de colimites
se´quentielles transfinies de sommes amalgame´es de fle`ches de I lorsque I est
assez petit. Mais en fait, les I-cofibrations ne sont pas toujours de telles col-
imites meˆme si I est assez petit, car en ge´ne´ral ce sont des re´tracts de telles
colimites. Aussi vais-je tout d’abord rappeler la notion de re´tract d’un mor-
phisme avant d’e´noncer le corollaire sur l’engendrement.
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De´finition 2.3.10 Soient f : A→ B et g : C → D deux morphismes, on dit
que f est un re´tract de g s’il existe un tel diagramme commutatif :
A
i ✲ C
r ✲ A
B
f
❄
j
✲ D
g
❄
s
✲ B
f
❄
avec r ◦ i = IdA et s ◦ j = IdB
Corollaire 2.3.11 Soient C une cate´gorie cocomple`te et I un ensemble de
morphismes de C permettant l’argument du petit objet. Alors les I-cofibrations
sont exactement les re´tracts de colimites se´quentielles transfinies de sommes
amalgame´es de morphismes de I.
Graˆce a` ce corollaire nous savons que les morphismes engendre´s par un
bon ensemble I, ce que l’on appelle des I-cofibrations, s’expriment en termes
de colimites se´quentielles transfinies de sommes amalgame´es d’e´le´ments de
I. De plus, si l’on regarde la de´monstration du the´ore`me 2.3.9 donne´e dans
[1], on s’aperc¸oˆıt que pour construire la factorisation d’une fle`che quelconque
f : A→ B en une I-cofibration suivi d’un morphisme I-injectif, on va en fait
rajouter a` A toutes les fle`ches de I rendant commutatif le diagramme suivant
et re´pe´ter ce proce´de´ un nombre transfini de fois.
X ✲ A
Y
∈ I
❄
✲ B
f
❄
On remarque donc que cette construction est encore du type colimite se´quen-
tielle transfinie de sommes amalgame´es d’e´le´ments de I. C’est en outre cette
me´thode que nous allons utiliser pour cate´goriser nos C-pre´cate´gories une fois
explicite´ l’ensemble I de fle`ches pour lequel nos C-cate´gories sont des objets I-
injectifs. C’est la raison pour laquelle nous allons consacrer la prochaine partie
a` l’e´tude de ces proce´de´s que nous appellerons plans d’addition de cellules, du
fait de leur similarite´ d’avec la construction des complexes cellulaires.
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2.4 Plan d’addition de cellules
Dans cette partie, nous allons donner un formalisme permettant d’e´tudier
les proce´de´s d’addition transfinie de fle`ches. Nous commenc¸ons d’abord par
de´finir les plans simples ou plans a` un pas avant de s’attaquer aux plans finis
et infinis.
De´finition 2.4.1 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C. Soit X un objet de C. Un plan P d’addition de cellules
a` un pas pour X (ou plus simplement plan simple pour X) est un ensemble
de couples (D,αD) ou` αD est un cardinal et D = (d, φD) est un diagramme
comme suit :
SφD
d ✲ X
BφD
φD
❄
ou` φD est un morphisme de Φ. On note P (X) le re´sultat du plan d’addition,
de´fini de la manie`re suivante :
P (X) = X
∐
∐
D∈P
∐
αD
SφD
( ∐
D∈P
∐
αD
BφD
)
Donnons un premier exemple de plan d’addition de cellules simple qui sera
tre`s utile pour la suite.
De´finition 2.4.2 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C. Soit λ un cardinal (transfini ou pas). On de´finit alors eΦ,λ le
plan d’addition de cellules a` un pas qui, pour un objet X quelconque de C, est
constitue´ par l’ensemble des couples (D, λ) ou` D = (d, φD) avec φD appartient
a` Φ et d ayant pour but X.
Une fois les plans simples d’addition de cellules de´finis, on peut facilement
de´finir les plans d’addition de cellules finis comme compose´es des plans simples
et les plans d’addition de cellules infinis comme colimites de plans simples. En
voici les de´finitions pre´cises.
De´finition 2.4.3 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C. Soit X un objet de C. Un plan P. a` deux pas sur X est
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une suite (Pi)1≤i≤2 tel que P1 est un plan simple sur X et P2 un plan simple
sur P1(X). Le re´sultat P.(X) n’est autre P2(P1(X)). On notera parfois ce plan
P2 ◦ P1, ce qu’on appellera composition (na¨ıve) de plans simples.
Par re´currence, on de´finit de la meˆme manie`re les plans finis comme compo-
sition d’un nombre fini de plans simples.
De´finition 2.4.4 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C. Soient X un objet de C et λ un cardinal transfini. Un plan
P. infini d’addition de cellules sur X est une suite des plans simples (Pβ)β<λ
telle qu’il existe une λ-se´quence (Xβ)β≤λ ve´rifiant les proprie´te´s suivantes :
- X0 n’est autre que X,
- pour tout β < λ, Xβ+1 est le re´sultat du plan simple Pβ sur Xβ,
- pour tout γ ≤ λ ordinal limite, Xγ est la colimite des Xβ pour β < γ.
Le re´sultat P.(X) du plan infini P. est soit Pλ−1(Xλ−1), si λ n’est pas un
cardinal limite, soit la colimite des Xβ, pour β < λ si λ est un cardinal limite.
En outre, on dit que λ est la longueur du plan P .
Pour simplifier les e´critures, nous allons prendre les conventions suivantes :
soit A un objet de C et P un plan d’addition de cellules sur A de longueur λ.
On pose P0(A) = A puis, pour tout ordinal β ≤ λ, on note Pβ(A) le re´sultat
du plan (Pα)α<β. Ainsi les diagrammes de Pβ sont des diagrammes sur Pβ(A).
Lors d’un plan fini ou infini d’addition de cellules, il se peut que l’on rajoute
la meˆme cellule a` plusieurs e´tapes du plan. Or ceci obscurcit la compre´hension
de l’ope´ration effectue´e par le plan d’addition de cellules. Certains plans d’ad-
dition de cellules cependant n’ont pas ce de´faut, i.e. les cellules D ne seront
ajoute´es qu’a` un seul moment donne´ de la construction et exactement αD fois
dans toute la construction, c’est ce que l’on appellera des plans rationnels.
De´finition 2.4.5 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C. Soient X un objet de C et P. un plan d’addition de cellules
sur X de longueur un certain cardinal λ. On dit que P. est un plan d’addition
de cellules rationnel si, pour tout ordinal β ≤ λ et pour tout diagramme D de
Pβ, l’extension de D a` P (X) n’est pas l’extension a` P (X) d’un diagramme de
Pα avec α < β.
On a vu dans la de´finition de plan d’addition fini de cellules la composition
des plans simples. Mais on peut composer en fait n’importe quel plan.
De´finition 2.4.6 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C. Soient X un objet de C, P. un plan fini ou infini sur X
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et Q. un plan fini ou infini sur P.(X). La composition na¨ıve des plans P. et Q.
est le plan note´ Q. ◦ P. obtenu par concate´nation des suites de plans simples
de P. et Q..
Cette composition a de bonnes proprie´te´s : elle est associative et admet
comme identite´s les plans vides ou ceux dont tous les coefficients αD sont nuls.
Toutefois, on l’appelle ”na¨ıve” car lorsque l’on applique le plan Q. a` P.(X)
on pourra re´-additionner des cellules de´ja` additionne´es a` X par P.. Aussi afin
de mieux controˆler l’addition des cellules lors d’une composition de plans, on
va de´finir une nouvelle composition dite rationnelle, qui nous donnera une
construction simple de plans rationnels, notion dans laquelle le phe´nome`ne
de´crit ci-dessus n’aura plus lieu.
De´finition 2.4.7 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C. Soient X un objet de C, P. un plan fini ou infini sur X
et Q. un plan simple sur P.(X). Notons (Xβ)β≤λ la suite correspondant a` P..
La composition rationnelle des plans P. et Q. est le plan note´ Q. ∗ P. obtenu
comme composition na¨ıve du plan P. avec le plan Q
′
. de´fini ainsi : un dia-
gramme D de Q. appartient a` Q
′
. si et seulement si d ne se factorise pas par
l’un des Xβ, pour β < λ.
L’un des inte´reˆts de cette composition rationnelle est que le plan Q. ∗ P.
est moralement un plan rationnel. Toutefois ceci n’est pas vrai en ge´ne´ral.
Conside´rons par exemple pour X un ensemble simplicial construit avec trois
segments f, g, h tel que g et h soient pre´composables par f . Conside´rons le
plan simple P. sur X consistant a` rajouter le triangle de faces principales f, g
et conside´rons le plan simple Q. sur P (X) consistant a` rajouter le triangle de
faces principales f, h et a` identifier g et h en un meˆme segment note´ i. La com-
position na¨ıve des plans P. et Q. n’est autre que leur composition rationnelle
et le re´sultat de cette composition rationnelle (Q ∗ P )(X) consiste en deux
triangles colle´s le long de leurs faces principales f, i. Ainsi au final une meˆme
cellule, ici le triangle de face principale f, i, a e´te´ additionne´e deux fois mais
a` deux moments diffe´rents de la construction. Aussi ce plan Q. ∗P. issu d’une
composition rationnelle n’est pas un plan rationnel. Le principal empeˆchement
vient du fait que l’une des cellules, celle qui identifie les segments, n’est pas
un monomorphisme, ce qui ame`ne au final a` identifier deux diagrammes qui
au de´part e´taient diffe´rents.
Nous allons donc montrer que sous certaines hypothe`ses sur Φ concernant les
monomorphismes, les plans d’addition de cellules obtenus a` partir de com-
positions rationnelles sont bien des plans d’addition rationnels au sens de´fini
pre´ce´demment.
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Proposition 2.4.8 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C tel que les Φ-cofibrations soient des monomorphismes. Soient
X un objet de C et P. un plan fini ou infini sur X dont toutes les compositions
le composant sont des compositions rationnelles. Un tel plan sera appele´ plan
a` compositions rationnelles.
Alors P. est un plan d’addition rationnel.
Preuve :
Pour montrer que P. est un plan d’addition de cellules rationnel sur X , nous
allons montrer par l’absurde qu’il ve´rifie la de´finition de plan rationnel. Notons
λ la longueur du plan P.. Soit β ≤ λ un ordinal et soit D un diagramme de Pβ.
Supposons par l’absurde que l’extension de ce diagramme a` P (X) est e´gale a`
l’extension a` P (X) d’un diagramme D′ de Pα pour un certain ordinal α < β.
On remarque que le morphisme naturel de Pβ(X) vers P (X) est une colimite
se´quentielle finie ou transfinie de sommes amalgame´es le long d’un morphisme
de fle`ches de Φ. Par le lemme 2.2.2, il vient que les colimites se´quentielles
de sommes amalgame´es le long d’un morphisme d’e´le´ments de Φ sont des Φ-
cofibrations, donc des monomorphismes par hypothe`se sur Φ. On en de´duit
que le diagramme D sur Pβ(X) n’est autre que l’extension du diagramme D
′ a`
Pβ(X). Or par hypothe`se sur P., la composition du plan simple Pβ sur Pβ(X)
avec le plan (Pγ)γ<β sur X est une composition rationnelle, or par de´finition
meˆme de composition rationnelle ceci contredit le fait que le diagramme D
sur Pβ(X) est e´gal a` l’extension a` Pβ(X) du diagramme D
′ de Pα avec α < β.
On a donc bien montre´ par l’absurde que P. est un plan rationnel d’addition
de cellules.
CQFD.
Exemple 2.4.9 Soient C une cate´gorie cocomple`te et Φ un ensemble de mor-
phismes de C tel que les Φ-cofibrations soient des monomorphismes.
Conside´rons le plan d’addition de cellules eΦ,λ, si l’on compose simplement eΦ,λ
avec lui-meˆme, on va remettre une deuxie`me fois toutes les cellules ajoute´es la
premie`re fois. Si en revanche, on compose rationnellement eΦ,λ avec lui-meˆme,
on ne mettra a` la seconde e´tape que les cellules qui n’ont pas de´ja` e´te´ mises a`
la premie`re.
Dans ces de´finitions, la notion de plan de´pend de l’objet sur lequel le
plan doit agir. Toutefois on peut de´finir des plans pour tous les objets de
la cate´gorie, auquel cas on peut se demander si cette collection de plans est
fonctorielle. Nous allons donc de´finir la notion de plan fonctoriel.
De´finition 2.4.10 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C. Soit P = (PA)A∈C une collection de plans d’addition de
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cellules, on dit que P est un plan d’addition de cellules fonctoriel si P induit
un foncteur, encore note´ P , de la cate´gorie C dans elle-meˆme tel que, pour
tout objet A de C, P (A) est le re´sultat PA(A) du plan d’addition PA.
La fonctorialite´ des plans d’addition de cellules se comporte bien vis-a`-vis
des compositions de plans et peut se reconnaˆıtre pour les plans non simples
par la fonctorialite´ des plans simples qui les composent.
Lemme 2.4.11 Soient C une cate´gorie cocomple`te et Φ un ensemble de mor-
phismes de C. On a les re´sultats suivants :
- si P et Q sont des plans d’addition de cellules fonctoriels alors leurs com-
pose´es na¨ıve et rationnelle sont fonctorielles,
- si P = (Pβ)β<λ est un plan d’addition transfinie de cellules dont tous les plans
simples sont fonctoriels, alors P est un plan d’addition de cellules fonctoriel.
Preuve : cela de´coule directement du fait que les foncteurs sont composables
et posse`dent les colimites. CQFD.
Il est inte´ressant de donner une condition suffisante simple pour qu’une
collection de plans d’addition de cellules constitue un plan d’addition de cel-
lules fonctoriel. Pour cette condition, nous utiliserons la notion d’extension
de plans d’addition de cellules le long d’un morphisme que nous allons tout
d’abord de´finir.
De´finition 2.4.12 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C. Soient f : A → B un morphisme de C et P un plan d’ad-
dition de cellules sur A. On appelle plan d’addition de cellules e´tendu par f
le plan d’addition de cellules sur B constitue´ par l’extension par f des dia-
grammes du plan P pris avec la meˆme cardinalite´ que dans P .
Lemme 2.4.13 Soient C une cate´gorie cocomple`te et Φ un ensemble de mor-
phismes de C. Soit P = (PA)A∈C une collection de plans d’addition de cellules
de meˆme longueur. Si pour tout morphisme f : A → B de C, l’extension
par f du plan d’addition de cellules PA sur A est un sous-ensemble du plan
d’addition de cellules PB sur B, alors P est un plan d’addition fonctoriel.
Preuve :
D’apre`s le lemme 2.4.11, pour montrer qu’une collection de plans non simples
de meˆme longueur est fonctorielle, il suffit de montrer que chaque collection
de plans simples qui la compose est fonctorielle. Donc on va montrer le lemme
pour une collection P = (PA)A∈C de plans simples. Soit f : A → B un mor-
phisme de C. Le morphisme f induit une fonction non ne´cessairement injective,
encore note´e f , de l’ensemble DA des diagrammes du plan PA vers l’ensemble
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DB des diagrammes du plan PB obtenue en e´tendant les diagrammes sur A
par f . Comme l’extension de PA par f est un sous-ensemble de PB, ceci signifie
que les diagrammes de B provenant par f de diagrammes de A sont pris avec
la meˆme cardinalite´ que leurs ante´ce´dents. On en de´duit le carre´ commutatif
suivant : ∐
D∈PA
∐
αD
X ✲
∐
D′∈PB
∐
α′D
X
∐
D∈PA
∐
αD
Y
∐
D∈PA
∐
αD
φD
❄
✲
∐
D′∈PB
∐
α′D
Y
∐
D′∈PB
∐
α′D
φD′
❄
dans lequel on envoie par l’identite´ les sources et buts d’une fle`che φD d’un
diagramme D ∈ DA sur ceux de la fle`che φf(D) de l’extension f(D) ∈ DB du
diagramme D par f . On de´duit de ce diagramme le cube commutatif suivant :∐
D∈PA
∐
αD
X ✲
∐
D′∈PB
∐
αD′
X
❅
❅
❅
❅
❅❘
❅
❅
❅
❅
❅❘
A f ✲ B
∐
D∈PA
∐
αD
Y
∐
D∈PA
∐
αD
φD
❄
✲
∐
D′∈PB
∐
αD′
Y
∐
D′∈PB
∐
αD′
φD′
❄
❅
❅
❅
❅
❅❘
❅
❅
❅
❅
❅❘
PA(A)
❄
∃!
✲ PB(B)
❄
ou` les faces verticales gauche et droite sont des diagrammes cocarte´sien. Il est
facile de voir que si dans le cube on prend pour f l’identite´ de A, le morphisme
du bas est l’identite´. De plus, si l’on a deux morphismes composables f et g,
on obtient deux cubes commutatifs qui se juxtaposent rendant le grand cube
total commutatif, ce qui entraˆıne que la compose´e des morphismes induits par
f et g est bien le morphisme induit par la compose´e f ◦ g. Posons alors, pour
tout objet A de C, P (A) = PA(A) et, pour tout morphisme f , notons P (f)
le morphisme induit par le cube. On a donc que P ainsi de´fini est bien un
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foncteur de la cate´gorie C dans elle-meˆme, ce qui montre le re´sultat.
CQFD.
Lemme 2.4.14 Soient C une cate´gorie cocomple`te, Φ un ensemble de mor-
phismes de C et λ un cardinal. eΦ,λ est un plan d’addition de cellules fonctoriel.
De plus tout plan fini ou transfini d’addition de cellules dont tous les plans
simples sont du type eΦ,λ est fonctoriel.
Preuve : Pour montrer le premier re´sultat il suffit d’appliquer le crite`re du
lemme 2.4.13. Soit f : A→ B un morphisme de C, l’extension de eΦ,λ,A n’est
autre que le plan simple d’addition de cellules constitue´ par les couples (D, λ)
ou` D de´crit les extensions par f de diagrammes de Φ pour A. Or ces couples
sont bien des couples du plan simple eΦ,λ,B, ce qui montre que eΦ,λ ve´rifie la
condition suffisante pour eˆtre un plan d’addition de cellules fonctoriel.
Le second re´sultat re´sulte du premier auquel on applique le lemme 2.4.11.
CQFD.
Le formalisme du rajout de cellules ayant e´te´ pre´cise´, nous sommes main-
tenant en mesure de donner un proce´de´ qui permettra de cate´goriser les C-
pre´cate´gories.
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2.5 Plans d’addition de cellules I-injectivants
On peut en effet reformuler le proble`me de la cate´gorisation en termes de
plans d’addition de cellules et d’objets I-injectifs. Supposons en effet que nous
ayons exhibe´ une famille I de morphismes dont les objets I-injectifs sont les
C-cate´gories. Le proble`me devient alors de rendre I-injectif un objet qui ne
l’est pas. L’ide´e la plus re´pandue pour faire cela est de rajouter les fle`ches de I
jusqu’a` rendre l’objet I-injectif, c’est-a`-dire d’appliquer a` l’objet un plan d’ad-
dition de cellules. Ainsi l’e´quivalent en termes de plan d’addition de cellules
et d’objets I-injectifs du proble`me de la cate´gorisation est de trouver un plan
d’addition de cellules P fonctoriel ve´rifiant :
- i) tout morphisme f : A→ B dont le but est I-injectif se factorise a` travers
P (A),
- ii) pour tout objet A, P (A) est I-injectif,
- iii) si l’on posse`de une notion d’e´quivalence d’objets I-injectifs, pour tout
objet A, l’image par P du morphisme naturel A → P (A) est une e´qui-
valence d’objets I-injectifs.
Tout plan fonctoriel d’addition de cellules re´solvant ce proble`me sera appele´
plan I-injectivant ou I-injectivisation.
Comme on l’a dit plus haut, l’ide´e que nous allons suivre pour re´soudre
ce proble`me d’I-injectivisation est de construire un plan d’addition de fle`ches
de I. Or il est assez facile de voir, avec les de´finitions d’objets I-injectifs et de
I-cofibrations, que tout plan d’addition de fle`ches de I est une I-cofibration et
donc, par proprie´te´ de rele`vement a` gauche par rapport aux objets I-injectifs,
ve´rifie le i). C’est ce que nous donne le lemme suivant.
Lemme 2.5.1 Soient C une cate´gorie cocomple`te et I un ensemble de mor-
phismes de C. Soient A un objet de C et P un plan d’addition de cellules de I
sur A. Alors le morphisme naturel A→ P (A) est une I-cofibration. En parti-
culier pour tout morphisme f : A→ B vers un objet I-injectif B, il existe un
morphisme de P (A) vers B qui pre´compose´ avec le morphisme naturel de A
vers P (A) redonne f .
A
f ✲ B
 
 
 
 
 
∃
✒
P (A)
❄
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Preuve :
Tout d’abord il convient de remarquer que le morphisme naturel A → P (A)
est une colimite se´quentielle transfinie de sommes amalgame´es de fle`ches de I.
Or les fle`ches de I sont des I-cofibrations et les I-cofibrations sont stables par
somme amalgame´e le long d’un morphisme et par colimite se´quentielle trans-
finie d’apre`s le lemme 2.2.2. Donc le morphisme naturel A → P (A) est bien
une I-cofibration. En outre par de´finition de I-cofibration, A→ P (A) posse`de
la proprie´te´ de rele`vement a` gauche par rapport aux morphismes I-injectifs et
donc en particulier par rapport aux objets I-injectifs.
CQFD.
Ce lemme nous a donc permis d’avoir une infinite´ de solutions pour le
proble`me i) de l’I-injectivisation. Il suffit que le plan d’addition de cellules ra-
joute des fle`ches de I a` la source d’un morphisme vers un objet I-injectif pour
factoriser ce morphisme a` travers le re´sultat du plan applique´ a` la source.
Toutefois on peut aussi bien rajouter a` chaque e´tape du plan une partie quel-
conque de I ou bien avoir une partition de I et un plan qui a` chaque e´tape
rajoute les fle`ches d’un certain nombre d’e´le´ments de la partition de I. Nous
allons donc donner une de´finition ge´ne´rale qui permet de mode´liser de tels
plans.
De´finition 2.5.2 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C. Soit (Φk)k∈K une partition de Φ. Donnons nous une fonc-
tion t d’un cardinal T quelconque vers l’ensemble des parties de K. On appelle
plan d’addition de cellules suivant l’ordre t tout plan P de longueur T tel que,
pour tout ordinal τ < T , les diagrammes apparaissant dans Pτ ne sont obtenus
qu’a` partir des fle`ches des Φk avec k de´crivant t(τ).
On notera t−1(k) pour k ∈ K l’ensemble des ordinaux τ < T pour lesquels
t(τ) contient k.
Pour re´soudre le proble`me ii) de l’I-injectivisation, l’ide´e est de rajouter
autant de fois que ne´cessaire les fle`ches de I pour rendre les objets quelcon-
ques I-injectifs. On se demande alors quelles conditions doit ve´rifier un plan
d’addition de fle`ches de I pour que son re´sultat soit I-injectif. Comme les plans
ont chacun une certaine longueur, si l’ensemble I est petit par rapport a` cette
longueur, toutes fle`ches d’une source d’un morphisme de I vers le re´sultat du
plan se factorisera a` travers l’une des e´tapes du plan. Deux cas se pre´sente
alors : soit le diagramme a` cette e´tape posse`de de´ja` un rele`vement, et dans ce
cas c’est bon, soit le diagramme a` cette e´tape n’en posse`de pas. Or si l’on veut
que le diagramme se rele`ve pour le re´sultat du plan, il faudra qu’il se rele`ve
pour une e´tape ulte´rieure du plan. Ces conside´rations nous ame`nent au lemme
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suivant qui nous donne une condition suffisante pour qu’un plan d’addition
suivant un ordre ait son re´sultat I-injectif.
Lemme 2.5.3 Soient C une cate´gorie cocomple`te et Φ un ensemble de mor-
phismes de C. Soient (Φk)k∈K une partition de Φ et α un cardinal re´gulier
pour lequel les sources des morphismes de Φ sont α-petites.
Soit A un objet de C. Donnons nous une fonction t d’un cardinal re´gulier T
strictement supe´rieur a` α vers l’ensemble des parties de K et un plan d’addi-
tion de cellules P sur A suivant l’ordre t. Si P ve´rifie la proprie´te´ suivante :
pour tout ordinal τ < T , pour tout k ∈ K et pour tout diagramme D sur
Pτ (A) fabrique´ avec une fle`che de Φk qui ne se rele`ve pas dans Pτ (A), il existe
τ ′ ∈ t−1(k) tel que τ ′ ≥ τ et que le diagramme D e´tendu a` Pτ ′(A) appartienne
au plan Pτ ′,
alors P (A) est Φ-injectif.
Preuve :
Soit P un plan sur A ve´rifiant la condition du lemme. Montrons que P (A) est
Φ-injectif. Conside´rons alors le diagramme suivant :
X
g ✲ P (A)
Y
φ
❄
Comme par hypothe`se la source X de φ est α-petite et que A → P (A) est
une colimite se´quentielle transfinie de longueur T cardinal re´gulier strictement
supe´rieur a` α, il existe un ordinal τ < T tel que g se factorise par Pτ (A). Soit
le diagramme se rele`ve dans Pτ (A) et, par extension a` P (A), on obtient que le
diagramme ci-dessus se rele`ve. Soit le diagramme ne se rele`ve pas dans Pτ (A),
et dans ce cas, par la proprie´te´ de P , il vient qu’il existe τ ′ ≥ τ tel que t(τ ′)
contienne l’indice de la partie de Φ a` laquelle appartient φ et que la restriction
du diagramme a` Pτ ′(A) appartienne au plan Pτ ′. Ainsi Pτ ′+1(A) se rele`ve par
rapport a` φ, et par extension a` P (A),on obtient que P (A) se rele`ve aussi, ce
qui montre que le diagramme conside´re´ se rele`ve.
CQFD.
Corollaire 2.5.4 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C. Soient (Φk)k∈K une partition de Φ et α un cardinal re´gulier
pour lequel les sources des fle`ches de Φ sont α-petites.
Soit A un objet de C. Donnons nous une fonction t d’un cardinal re´gulier T
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strictement supe´rieur a` α vers l’ensemble des parties de K et un plan d’addi-
tion de cellules P sur A suivant l’ordre t.
Supposons que t ve´rifie que pour tout τ < T et pour tout k ∈ t(τ) il existe
τ ′ ≥ τ tel que τ ′ appartienne a` t−1(k). Si P ve´rifie la proprie´te´ suivante :
pour tout ordinal τ < T , le plan Pτ contient tous les diagrammes obtenus a`
partir des morphismes de Φk, pour k de´crivant t(τ), qui ne se rele`vent pas
dans Pτ (A), alors P (A) est Φ-injectif.
Preuve :
Montrons que sous les conditions du corollaire le plan P ve´rifie la condition du
lemme pre´ce´dent. Soit donc un ordinal τ < T et un diagramme D sur Pτ (A)
obtenu a` partir d’un morphisme d’un Φk avec k ∈ t(τ) qui ne se rele`ve pas
dans Pτ (A). Par proprie´te´ de t, il existe un ordinal τ
′ ≥ τ tel que k appartienne
a` t(τ ′). Prenons le plus petit τ ′ ve´rifiant cela. En outre par proprie´te´ de P , il
vient que Pτ ′ contient tous les diagrammes obtenus avec Φk (car k ∈ t(τ ′)) ne
se relevant pas dans Pτ ′(A), c’est en particulier le cas pour D e´tendu a` Pτ ′(A),
par minimalite´ de τ ′. Ainsi P ve´rifie la condition du lemme et donc P (A) est
Φ-injectif.
CQFD.
Donnons deux exemples de plans d’addition de cellules qui ve´rifient les
proprie´te´s i) et ii) de l’I-injectivisation.
Lemme 2.5.5 Soient C une cate´gorie cocomple`te et Φ un ensemble de mor-
phismes de C dont les sources sont α-petites pour un certain cardinal re´gulier
α. Soient α′ le plus petit cardinal re´gulier supe´rieur a` α et λ un cardinal quel-
conque.
Notons EΦ,λ le plan d’addition de cellules fonctoriel de longueur α
′ dont tous
les plans simples sont eΦ,λ et notons E
′
Φ,λ le plan d’addition de cellules foncto-
riel de longueur α′ obtenu a` partir des compositions rationnelles et dont tous
les plans simples sont eΦ,λ.
Alors, pour tout objet A de A, EΦ,λ(A) et E ′Φ,λ(A) sont Φ-injectifs et tout
morphisme f : A → B dont le but est Φ-injectif se factorise a` travers le
morphisme naturel A→ EΦ,λ(A) et aussi a` travers A→ E ′Φ,λ(A).
Preuve :
Tout d’abord on remarque que comme EΦ,λ et E
′
Φ,λ sont des plans d’addition
de morphismes de Φ, par le lemme 2.5.1, les morphismes naturels A→ EΦ,λ(A)
et A→ E ′Φ,λ(A) sont des Φ-cofibrations qui donc ont la proprie´te´ de rele`vement
a` gauche par rapport aux objets Φ-injectifs. Ceci prouve la seconde partie du
lemme.
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Pour montrer que les re´sultats des plans EΦ,λ et E
′
Φ,λ sont Φ-injectifs, il
suffit de montrer que ces plans ve´rifient le corollaire 2.5.4. Tout d’abord on
remarque que dans notre cas il n’y a pas de partition de Φ, ce qui revient a`
dire que la partition n’a qu’un e´le´ment. Du coup la fonction t correspondant
a` nos plans n’est autre que la fonction constante du cardinal α′ dans l’ensem-
ble des parties du singleton a` valeur le singleton. Ainsi t ve´rifie de manie`re
triviale la condition du corollaire 2.5.4. Il ne reste plus qu’a` montrer que pour
tout ordinal β < α′, les plans simples (EΦ,λ)β et (E
′
Φ,λ)β contiennent tous les
diagrammes obtenus avec des morphismes de Φ qui ne se rele`vent pas dans
(EΦ,λ)β(A) et (E
′
Φ,λ)β(A). Or les plans simples (EΦ,λ)β et (E
′
Φ,λ)β sont en fait
les plans eΦ,λ qui par de´finition contiennent tous les diagrammes possibles
obtenus a` partir de Φ. Si dans (EΦ,λ)β, on a bien tous les diagrammes pos-
sibles sur (EΦ,λ)β(A), en revanche par rationalite´ des compositions de E
′
Φ,λ,
dans (E ′Φ,λ)β on ne garde que les diagrammes qui ne rele`vent pas dans (E
′
Φ,λ)β.
Dans les deux cas la proprie´te´ du corollaire 2.5.4 est ve´rifie´e, ce qui nous donne
que les re´sultats des plans EΦ,λ et E
′
Φ,λ sont bien Φ-injectifs.
CQFD.
On a donc exhibe´ deux plans d’addition de cellules qui ve´rifient les pro-
prie´te´s i) et ii) des plans I-injectivants. Le proble`me consiste maintenant a`
savoir s’ils ve´rifient ou non la proprie´te´ iii) concernant les e´quivalences. En
fait cette proprie´te´ iii) est la plus difficile a` obtenir. En nous inspirant des
ide´es de [5] pour re´soudre ce proble`me, nous allons chercher deux plans d’ad-
dition de cellules particuliers ve´rifiant i) et ii). Le premier aura une proprie´te´
d’unicite´ de rele`vement par rapport aux objets I-injectifs et le second aura la
proprie´te´ iii) mais uniquement pour les objets I-injectifs. Nous allons donc con-
struire le premier plan et montrer que, si l’on suppose l’existence du second,
le premier ve´rifie iii).
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2.6 Plan I-injectivant marque´
L’ide´e pour trouver un plan d’addition I-injectivant est de construire un
plan ve´rifiant les proprie´te´s i) et ii) mais avec pour la proprie´te´ de factorisation
i) l’unicite´ de cette factorisation. Bien e´videmment on ne pourra pas obtenir
une telle proprie´te´ avec un objet I-injectif quelconque qui en ge´ne´ral n’a pas
la proprie´te´ de se relever de manie`re unique par rapport aux I-cofibrations.
Cependant la notion de marquage de´ja` vu auparavant va nous permettre
d’aboutir a` l’unicite´ des rele`vements. Afin de mieux manipuler cette notion de
marquage, nous allons donner une de´finition d’objet partiellement I-marque´.
De´finition 2.6.1 Soit C une cate´gorie cocomple`te et I un ensemble de mor-
phismes de C. Un objet partiellement I-marque´ est un couple (A, µ), ou` A
est un objet quelconque de C et µ une fonction d’un ensemble de diagrammes
solides sur A du type suivant :
X ✲ A
..
..
..
..
..
..
..
∈ µ
✒
Y
∈ I
❄
qui associe a` chaque diagramme solide de cet ensemble un rele`vement, que l’on
dira marque´. Par abus de langage, on dira d’un diagramme qu’il appartient a`
µ pour dire qu’il appartient au domaine de de´finition de la fonction µ et donc
qu’on lui a choisi un rele`vement.
On remarque que si A est totalement marque´e (i.e. µ contient tous les
diagrammes des fle`ches de I vers A) alors A a bien e´videmment la proprie´te´
de rele`vement a` droite par rapport a` toutes les fle`ches de I, ce qui fait de A un
objet I-injectif pour lequel tous les rele`vements sont marque´s, c’est ce qu’on
va appeler un objet I-injectif marque´.
De´finition 2.6.2 Soit C une cate´gorie cocomple`te et I un ensemble de mor-
phismes de C. Un objet I-injectif marque´ est un couple (A, µ), ou` A est un objet
I-injectif et µ une fonction de l’ensemble des diagrammes solides de fle`ches
de I vers A qui a` chaque diagramme solide associe un rele`vement, qui sera le
rele`vement marque´.
Les notions d’objet totalement marque´ et d’objet I-injectif marque´ sont
e´quivalentes, comme on l’a vu plus haut. Il nous reste donc a` de´finir ce que
sont les morphismes d’objets partiellement marque´s.
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De´finition 2.6.3 Soit C une cate´gorie cocomple`te et I un ensemble de mor-
phismes de C. Un morphisme f : A→ B entre les objets partiellement marque´s
(A, µ) et (B, ν) est un morphisme d’objets partiellement marque´s si, pour tout
diagramme de µ, son prolongement par f est un diagramme de ν. On dit alors
que le morphisme pre´serve le marquage.
Un morphisme d’objets I-injectifs marque´s n’est autre qu’un morphisme d’ob-
jets partiellement I-marque´s.
X
e ✲ A X
e ✲ A
f ✲ B
..
..
..
..
..
..
..
r
✒
∈ µ
..
..
..
..
..
..
..
r
✒
....
....
....
....
....
....
....
....
..
f ◦ r
✯
∈ ν
Y
h
❄
Y
h
❄
On obtient ainsi deux cate´gories : Cm, la cate´gorie des objets partiellement
marque´s et sa sous-cate´gorie pleine CI−injm des objets I-injectifs marque´s.
Tout d’abord, remarquons qu’un meˆme objet I-injectif peut avoir plusieurs
marquages diffe´rents et ainsi peut donner lieu a` plusieurs objets I-injectifs
marque´s, il en va de meˆme pour les objets quelconques. Ainsi nos deux nou-
velles cate´gories ne sont pas des sous-cate´gories de C. En revanche, elles sont
toutes deux munies d’un foncteur Oubli vers C qui est fide`le mais n’est pas
plein car tout morphisme ne pre´serve pas ne´cessairement le marquage. En
outre on a vu que la notion d’objets I-injectifs n’est pas stable par limite mais
en revanche celle d’objets I-injectifs marque´s l’est.
Lemme 2.6.4 Soit C une cate´gorie comple`te et I un ensemble de morphismes
de C. La cate´gorie CI−injm des objets I-injectifs marque´s avec les morphismes
pre´servant les marquages posse`de les limites.
Preuve : application directe du lemme 2.1.5 !
Cette notion de marquage va nous permettre de construire un plan d’addi-
tion de cellules qui a` un objet quelconque associera un objet I-injectif marque´
et factorisera de manie`re unique tout morphisme a` but I-injectif marque´. Non
seulement ce plan sera fonctoriel mais il servira d’adjoint au foncteur Oubli
des objets I-injectifs marque´s vers les objets quelconques de C.
Commenc¸ons tout d’abord par remarquer que si un plan d’addition de cel-
lules rajoute plusieurs fois la meˆme cellule il ne pourra pas en ge´ne´ral factoriser
de manie`re unique un morphisme a` valeur dans un objet I-injectif marque´.
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Par exemple conside´rons l’ensemble I = {A → B} et l’objet C = B
∐
AB.
Ce dernier est bien I-injectif et on peut le marquer de deux manie`res selon
l’exemplaire B que l’on choisit. Choisissons un marquage. Conside´rons main-
tenant le morphisme naturel A → C et le plan eI,2. Alors eI,2(A) n’est autre
que C et on le marque en choisissant un exemplaire de B. Sur les quatre mor-
phismes possibles de C dans lui-meˆme laissant A invariant, il y en a deux qui
pre´servent le marquage : celui qui envoie l’exemplaire non marque´ de B sur le
non marque´ et celui qui l’envoie sur le marque´.
Cet exemple montre qu’un plan d’addition de cellules rajoutant plusieurs
fois la meˆme fle`che et donc en particulier tout plan d’addition de cellules non
rationnel n’a pas en ge´ne´ral la proprie´te´ de factoriser de manie`re unique les
morphismes a` but I-injectif marque´. Le lemme suivant nous donne de bons
candidats pour cette factorisation unique.
Lemme 2.6.5 Soit C une cate´gorie cocomple`te et I un ensemble de mor-
phismes de C. Soient A un objet de C et P un plan d’addition de cellules de
I sur A rationnel et dans lequel a` chaque e´tape les diagrammes a` rajouter ne
sont pris qu’une fois. Alors P (A) a un marquage partiel naturel et tout mor-
phisme A→ B vers un objet I-injectif marque´ se factorise de manie`re unique
a` travers le morphisme naturel A → P (A) en un morphisme pre´servant le
marquage.
Preuve :
Soit f : A→ (B, ν) un morphisme vers un objet I-injectif marque´. Notons λ la
longueur du plan et de´finissons par re´currence (transfinie) sur β ≤ λ a` la fois
le marquage µ de P (A) et le rele`vement pre´servant le marquage de A→ P (A)
par rapport a` B.
Pour β nul, P0(A) n’est autre que A qu’on laisse sans marquage, i.e. µ0 = ∅.
Le rele`vement est dans ce cas f qui pre´serve bien le marquage.
Supposons maintenant que, pour β < λ, Pβ(A) est partiellement marque´ par
µβ et qu’il existe un morphisme pre´servant le marquage (Pβ(A), µβ)→ (B, ν)
qui pre´compose´ par le morphisme naturel A→ Pβ(A) redonne f . Le re´sultat
Pβ+1(A) du plan simple Pβ applique´ a` Pβ(A) n’est autre que la somme amal-
game´e de Pβ(A) par les diagrammes de Pβ. Comme le plan est rationnel,
les extensions a` P (A) de ces diagrammes ne sont pas les extensions a` P (A)
des diagrammes des plans simples pre´ce´dents mais peuvent eˆtre celles de dia-
grammes de´ja` releve´s dans A = P0(A). Or comme µ0 est vide, les diagrammes
qui se rele`vent de´ja` dans A ne sont pas marque´s. Ainsi aucune des extensions
a` P (A) des diagrammes de Pβ n’est l’extension a` P (A) d’un diagramme de´ja`
marque´. De plus par hypothe`se sur P , les diagrammes de Pβ ne sont pris qu’une
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fois. Ainsi tous les diagrammes de Pβ peuvent eˆtre marque´s sans ambigu¨ıte´
ni incohe´rence dans Pβ+1(A) avec pour rele`vements marque´s les morphismes
naturels des buts des fle`ches de I dans la somme amalgame´e Pβ+1(A). On peut
donc construire µβ+1 comme re´union de µβ avec les marquages naturels des
diagrammes de Pβ. En outre (B, ν) e´tant un objet I-injectif marque´, il existe
un rele`vement marque´ de B par rapport aux extensions par f de tous les
diagrammes de Pβ. Par proprie´te´ universelle de la colimite Pβ+1(A), il vient
qu’il existe un morphisme de Pβ+1(A) vers B qui d’une part pre´compose´ par
le morphisme naturel de Pβ(A)→ Pβ+1(A) redonne le morphisme pre´servant
le marquage Pβ(A) → B et qui d’autre part pre´serve les marquages par con-
struction. Enfin par proprie´te´ du morphisme Pβ(A) → B, le morphisme de
Pβ+1(A) vers B ainsi obtenu redonne bien f lorsqu’on le pre´compose par le
morphisme naturel A→ Pβ+1(A), ce qui finit de montrer l’hypothe`se au rang
β + 1. On remarque au passage qu’avec ces marquages le morphisme naturel
Pβ(A)→ Pβ+1(A) pre´serve le marquage.
Soit maintenant β ≤ λ un ordinal limite (si λ est un cardinal transfini).
Supposons donc construits pour tout α < β un marquage µα pour Pα(A) et un
morphisme pre´servant le marquage (Pα(A), µα)→ (B, ν) qui pre´compose´ par
le morphisme naturel A → Pα(A) redonne f . Comme Pβ(A) est la colimite
se´quentielle transfinie des Pα(A) pour α < β, de´finissons alors µβ comme la
re´union des µα pour α < β. En outre par proprie´te´ universelle de la col-
imite se´quentielle transfinie, il existe un morphisme de Pβ(A) vers B qui
pre´compose´ par les morphismes naturels Pα(A) → Pβ(A) redonnent les mor-
phismes pre´servant le marquage (Pα(A), µα) → (B, ν). Par construction ce
morphisme pre´serve le marquage et pre´compose´ par A→ Pβ(A) redonne f , ce
qui montre l’hypothe`se de re´currence pour les ordinaux limites. On remarque
la` encore que les morphismes naturels Pα(A) → Pβ(A) pre´servent les mar-
quages graˆce a` notre de´finition de µβ.
Par re´currence transfinie, on a bien montre´ qu’il existe un marquage naturel
µ sur P (A) et qu’il existe un morphisme pre´servant le marquage de P (A) vers
B qui pre´compose´ par le morphisme naturel A→ P (A) redonne f .
Montrons maintenant par l’absurde que le morphisme pre´servant le mar-
quage de P (A) vers B qui pre´compose´ par le morphisme naturel A → P (A)
redonne f est unique. Supposons qu’il existe deux tels morphismes. Posons
β le plus petit ordinal infe´rieur ou e´gal a` λ pour lequel les pre´compositions
de ces morphismes par le morphisme naturel Pβ(A)→ Pλ(A) sont diffe´rentes.
Notons-les f1, f2. Cet ordinal existe bien car l’ensemble des ordinaux ve´rifiant
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cette proprie´te´ est non vide du fait qu’il contient λ. Supposons que β est un or-
dinal limite (uniquement si λ est un cardinal transfini), alors pour tout α < β
les pre´compositions de f1 et f2 par le morphisme naturel Pα(A) → Pβ(A)
sont des morphismes identiques par minimalite´ de β. Mais donc par proprie´te´
universelle de la colimite se´quentielle transfinie Pβ(A), les morphismes f1 et f2
sont identiques, ce qui contredit la de´finition de β. Supposons alors que β n’est
pas un ordinal limite. Soit β est nul, ce qui donnerait que f1 = f2 = f , ce qui
est absurde, soit β admet un pre´de´cesseur. Par minimalite´ de β, on sait que
les pre´compositions de f1 et f2 par le morphisme naturel Pβ−1(A) → Pβ(A)
sont des morphismes identiques. Comme Pβ(A) est la somme amalgame´e de
Pβ−1(A) par les diagrammes de Pβ−1, regardons ce qui se passe au niveau des
diagrammes. On remarque en outre que les morphismes f1 et f2 pre´servent
le marquage comme compose´s de morphismes pre´servant le marquages par le
morphisme naturel Pβ(A)→ P (A) qui pre´serve le marquage, comme on l’a vu
dans la premie`re partie de la de´monstration. Par de´finition du marquage des
diagrammes de Pβ−1, par rationalite´ de P et du fait que f1 et f2 pre´servent le
marquage, il vient que les restrictions de f1 et f2 aux buts des fle`ches de I ap-
paraissant dans les diagrammes de Pβ−1 sont identiques et valent le rele`vement
marque´ dans ν pour ces fle`ches. Ainsi par proprie´te´ universelle de la somme
amalgame´e Pβ(A), il vient que f1 et f2 sont e´gaux, ce qui contredit la de´finition
de β.
On a donc montre´ par l’absurde l’unicite´ de la factorisation de f a` travers
A→ P (A) par un morphisme pre´servant le marquage.
CQFD.
Apre`s avoir donne´ un crite`re pour qu’un plan d’addition de cellules fac-
torise de manie`re unique a` travers un morphisme pre´servant le marquage les
morphismes a` but I-injectif marque´, donnons un exemple de plan ve´rifiant ce
crite`re.
Corollaire 2.6.6 Soit C une cate´gorie cocomple`te et I un ensemble de mor-
phismes de C tel que les I-cofibrations soient des monomorphismes. Tout plan
d’addition de cellules P obtenu par des compositions rationnelles et dont tous
les plans simples sont eI,1 ve´rifie les proprie´te´s suivantes :
- pour tout objet A de C, P (A) a un marquage partiel naturel,
- tout morphisme A → B vers un objet I-injectif marque´ se factorise de
manie`re unique a` travers le morphisme naturel A → P (A) en un morphisme
pre´servant le marquage.
Preuve :
Comme par la proposition 2.4.8, P est rationnel car obtenu par des composi-
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tions rationnelles, il suffit de voir qu’a` chaque e´tape les diagrammes n’appa-
raissent qu’avec la cardinalite´ un, ce qui est bien le cas ici car a` chaque e´tape
le plan simple n’est autre que eI,1. On peut donc appliquer le lemme pre´ce´dent
a` P , ce qui nous donne le re´sultat.
CQFD.
En re´unissant ce corollaire avec le lemme 2.5.5, on obtient un plan d’ad-
dition de cellules satisfaisant les proprie´te´s i) et ii) de la I-injectivisation avec
en prime l’unicite´ pour i) quand on conside`re les objets I-injectifs marque´s.
Proposition 2.6.7 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C dont les sources sont α-petites pour un certain cardinal
re´gulier α et tel que les Φ-cofibrations sont des monomorphismes. Soit α′ le
plus petit cardinal re´gulier supe´rieur a` α.
Notons EΦ le plan d’addition de cellules fonctoriel de longueur α
′ obtenu par
des compositions rationnelles et dont tous les plans simples sont eΦ,1.
Alors, pour tout objet A de A, EΦ(A) est un objet Φ-injectif marque´ et tout
morphisme f : A → B dont le but est Φ-injectif marque´ se factorise de
manie`re unique a` travers le morphisme naturel A→ EΦ(A) en un morphisme
pre´servant le marquage.
Preuve :
Le plan ici note´ EΦ n’est autre que le plan E
′
Φ,1 qui d’apre`s le lemme 2.5.5
rend I-injectifs les objets auxquels on l’applique. En outre EΦ e´tant obtenu
par des compositions rationnelles et uniquement compose´ de plans simples
eΦ,1, on peut lui appliquer le corollaire pre´ce´dent, ce qui termine de montrer
la proposition.
CQFD.
Corollaire 2.6.8 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C dont les sources sont α-petites pour un certain cardinal
re´gulier α et tel que les Φ-cofibrations sont des monomorphismes. Soit α′ le
plus petit cardinal re´gulier supe´rieur a` α.
Notons EΦ le plan d’addition de cellules fonctoriel de longueur α
′ obtenu par
des compositions rationnelles et dont tous les plans simples sont eΦ,1.
Alors EΦ est un foncteur de C vers CI−injm qui est adjoint a` gauche du fonc-
teur Oubli, i.e. on a un isomorphisme naturel en A et (B, ν) induit par le
morphisme naturel A→ EΦ(A) :
HomCI−injm(EΦ(A), (B, λ)) = HomC(A,Oubli((B, ν)))
Preuve : cela de´coule directement de l’unicite´ de la factorisation par un mor-
phisme pre´servant le marquage de tout morphisme a` but un objet I-injectif
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marque´. CQFD.
Comme on l’a vu plus haut, le point fort de cette construction particulie`re
est que si l’on exhibe un plan d’addition de cellules ve´rifiant les proprie´te´s
i) et ii) de l’I-injectivisation mais aussi la proprie´te´ iii) pour les objets I-
injectifs, alors notre construction ve´rifiera aussi iii), ce qui en fera un proce´de´
d’I-injectivisation.
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2.7 I-injectivisation et e´quivalence d’objets I-
injectifs
Maintenant que l’on a un plan d’addition de cellules EI fonctoriel, ve´rifiant
les proprie´te´s i) et ii) de l’I-injectivisation et qui assure l’unicite´ de la factori-
sation du i) pour les objets I-injectifs marque´s, il ne nous reste plus qu’a`
montrer que EI ve´rifie la proprie´te´ iii), a` savoir que pour tout objet A, l’im-
age par EI du morphisme naturel A → EI(A) est une e´quivalence d’objets
I-injectifs, lorsqu’on s’est donne´ une telle notion. Pour cela on va supposer
que l’on connaˆıt un plan d’addition de cellules fonctoriel P ve´rifiant i) et ii)
tel que, pour tout objet A I-injectif, le morphisme naturel A→ P (A) est une
e´quivalence d’objets I-injectifs.
Proposition 2.7.1 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C dont les sources sont α-petites pour un certain cardinal
re´gulier α et tel que les Φ-cofibrations soient des monomorphismes. Soit α′
le plus petit cardinal re´gulier supe´rieur a` α. Conside´rons sur C une notion
d’e´quivalence d’objets Φ-injectifs ve´rifiant les proprie´te´s suivantes :
- pour tout couple (f, g) de morphismes composables entre objets Φ-injectifs,
si parmi f, g, g ◦f deux morphismes sont des e´quivalences d’objets Φ-injectifs,
alors le troisie`me morphisme aussi,
- pour tout couple (f, g) de morphismes composables entre objets Φ-injectifs, si
la compose´e g◦f est l’identite´ et que la compose´e f ◦g une e´quivalence d’objets
Φ-injectifs, alors f et g sont des e´quivalences d’objets Φ-injectifs,
- les isomorphismes entre objets Φ-injectifs sont des e´quivalences d’objets Φ-
injectifs.
Notons EΦ le plan d’addition de cellules fonctoriel de longueur α
′ obtenu par
des compositions rationnelles et dont tous les plans simples sont eΦ,1.
Soit P un plan d’addition de cellules de Φ fonctoriel ve´rifiant les proprie´te´s
suivantes :
- pour tout objet A de C, P (A) est Φ-injectif,
- tout morphisme A → B dont le but est Φ-injectif se factorise a` travers le
morphisme naturel A→ P (A),
- pour tout objet A Φ-injectif, le morphisme naturel A→ P (A) est une e´qui-
valence d’objets Φ-injectifs.
Alors EΦ est une Φ-injectivisation, c’est-a`-dire ve´rifie les proprie´te´s suivantes :
-i) pour tout objet A de C, EΦ(A) est Φ-injectif,
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-ii) tout morphisme A→ B dont le but est Φ-injectif se factorise a` travers le
morphisme naturel A→ EΦ(A),
-iii) pour tout objet A de C, l’image par EΦ du morphisme naturel A→ EΦ(A)
est une e´quivalence d’objets Φ-injectifs.
De plus pour tout morphisme f de C entre objets I-injectifs, on aura l’e´qui-
valence suivante :
f est une e´quivalence d’objets Φ-injectifs si et seulement si EΦ(f) l’est.
Preuve :
Par proprie´te´ du plan P , pour tout objet A de C, P (A) est Φ-injectif. Choisis-
sons-lui un marquage. Il est facile de voir alors que pour la proprie´te´ de factori-
sation par P (A) de tout morphisme de A vers un but Φ-injectif marque´, il ex-
iste un morphisme marque´ de P (A) vers B pre´servant le marquage et re´alisant
la factorisation voulue. En effet, P (A) e´tant une colimite se´quentielle transfinie
de sommes amalgame´es de fle`ches de Φ, il suffit d’envoyer les fle`ches marque´es
de P (A) sur celles marque´es de B et d’utiliser la proprie´te´ de rele`vement a`
droite de B pour les fle`ches de Φ qui ne porte pas le marquage de P (A). On
remarque cependant qu’une telle factorisation par un morphisme marque´ n’est
pas unique du fait de la pre´sence dans P (A) de fle`ches de Φ ne portant pas le
marquage.
La construction EΦ ve´rifie les proprie´te´s i) et ii) de la Φ-injectivisation par
la proposition 2.6.7. De plus par cette proposition, tout morphisme a` valeur
dans un objet Φ-injectif marque´ admet une factorisation marque´e unique a`
travers EΦ. Il ne reste dons plus qu’a` montrer iii). Pour cela on va tout d’abord
comparer les plans P et EΦ, ce qui nous permettra de montrer que EΦ ve´rifie
lui aussi la troisie`me proprie´te´ de P . C’est de la` que de´coulera la proprie´te´ iii)
pour EΦ.
Pour la suite, choisissons un objet A quelconque de C et notons eA le mor-
phisme naturel de A vers EΦ(A) et pA le morphisme naturel de A vers P (A).
Fixons un choix de marquage pour P (A). D’apre`s ce qui pre´ce`de, il existe
un morphisme peA de P (A) vers EΦ(A) pre´servant le marquage et tel que
peA ◦pA = eA. De plus par proprie´te´ de EΦ(A), il existe un unique morphisme
epA de EΦ(A) vers P (A) pre´servant le marquage et tel que epA ◦ eA = pA.
Conside´rons l’e´galite´ suivante : peA ◦ epA ◦ eA = peA ◦ pA = eA. Or par pro-
prie´te´ d’unicite´ de factorisation marque´e par eA, il vient que peA ◦ epA n’est
autre que IdEΦ(A). Conside´rons maintenant l’e´galite´ suivante : epA ◦peA ◦pA =
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epA ◦ eA = pA. Si A est Φ-injectif, alors par proprie´te´ de P , on a que pA est
une e´quivalence d’objets Φ-injectifs. Ici on a que pA et (epA ◦ peA) ◦ pA = pA
sont des e´quivalences d’objets Φ-injectifs. Par la premie`re proprie´te´ des e´qui-
valences d’objets Φ-injectifs, il vient que epA ◦ peA est une e´quivalence d’ob-
jets Φ-injectifs. On a donc que peA ◦ epA est une identite´ et que epA ◦ peA est
une e´quivalence d’objets Φ-injectifs. Alors par la seconde proprie´te´ des e´qui-
valences d’objets Φ-injectifs, il vient que epA et peA sont des e´quivalences d’ob-
jets Φ-injectifs, lorsque A est Φ-injectif.
Supposons encore que A est Φ-injectif. Conside´rons l’e´galite´ epA ◦ eA = pA.
Deux des trois morphismes sont des e´quivalences d’objets Φ-injectifs : en effet
pA est une e´quivalence par proprie´te´ de P et epA est une e´quivalence par ce
qui pre´ce`de. Par la premie`re proprie´te´ des e´quivalences d’objets Φ-injectifs, il
vient que le troisie`me morphisme eA est une e´quivalence d’objets Φ-injectifs.
Ceci montre que pour tout objet A Φ-injectif, le morphisme naturel eA : A→
EΦ(A) est une e´quivalence d’objets Φ-injectifs.
Supposons maintenant A quelconque. Appliquons la proprie´te´ de factori-
sation par eEΦ(A) a` l’identite´ de EΦ(A). On obtient un unique morphisme
r : EΦ(EΦ(A))→ EΦ(A) pre´servant le marquage et tel que r◦eEΦ(A) = IdEΦ(A).
Comme EΦ(A) est Φ-injectif, par le re´sultat pre´ce´dent, il vient que eEΦ(A) est
une e´quivalence d’objets Φ-injectifs. Comme l’identite´ en est aussi une, par la
premie`re proprie´te´ des e´quivalences d’objets Φ-injectifs, on obtient que r est
une e´quivalence d’objets Φ-injectifs. Conside´rons alors le diagramme commu-
tatif suivant :
A
eA ✲ EΦ(A)
Id✲ EΦ(A)
 
 
 
 
 
r
✒
EΦ(A)
eA
❄
EΦ(eA)
✲ EΦ(EΦ(A))
eEΦ(A)
❄
Par ce diagramme, on obtient l’e´galite´ suivante : r ◦EΦ(eA) ◦ eA = r ◦ eEΦ(A) ◦
eA = Id ◦ eA = eA. Par unicite´ de la factorisation marque´e par eA, il vient que
r ◦EΦ(eA) n’est autre que l’identite´ de EΦ(A). Or l’identite´ et r sont des e´qui-
valences d’objets Φ-injectifs, donc, toujours par la premie`re proprie´te´ des e´qui-
valences d’objets Φ-injectifs, on a bien que EΦ(eA) est une e´quivalence d’ob-
jets Φ-injectifs. Ceci montre la proprie´te´ iii) de la Φ-injectivisation pour EΦ.
Comme EΦ a de´ja` les proprie´te´s i) et ii), on a donc montre´ que EΦ est bien
une Φ-injectivisation.
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Pour terminer, conside´rons un morphisme f : A → B quelconque entre
objets Φ-injectifs. On a alors le diagramme commutatif suivant :
A
f ✲ B
EΦ(A)
eA
❄
EΦ(f)
✲ EΦ(B)
eB
❄
Comme A et B sont Φ-injectifs, par ce qui pre´ce`de, on a que les morphismes
eA et eB sont des e´quivalences d’objets Φ-injectifs. En appliquant a` ce dia-
gramme la premie`re proprie´te´ des e´quivalences d’objets Φ-injectifs, il vient
que f est une e´quivalence d’objets Φ-injectifs si et seulement si EΦ(f) l’est,
ce qui montre le dernier re´sultat de la proposition.
CQFD.
Au passage, on remarque lors de cette de´monstration l’utilite´ de l’unicite´
de la factorisation du plan EΦ. En effet, dans la de´monstration, on montre
d’abord que EΦ ve´rifie que pour tout objet Φ-injectif A, le morphisme naturel
eA : A→ EΦ(A) est une e´quivalence d’objets Φ-injectifs. A ce moment-la`, EΦ
et P ont alors les meˆmes proprie´te´s a` l’exception de l’unicite´ de la factorisation.
Or c’est pre´cise´ment graˆce a` cette dernie`re proprie´te´ que l’on montre que Eφ
ve´rifie iii).
En outre la dernie`re proprie´te´ de la proposition nous permet d’e´tendre la
notion d’e´quivalence pour les objets Φ-injectifs aux objets quelconques.
Corollaire 2.7.2 Sous les hypothe`ses de la proposition pre´ce´dente, de´finissons
une notion de Φ-e´quivalence comme suit :
un morphisme f quelconque de C est une Φ-e´quivalence si EΦ(f) est une e´qui-
valence d’objets Φ-injectifs.
Alors ces Φ-e´quivalences ve´rifient les proprie´te´s suivantes :
- pour tout couple de morphismes composables (f, g), si parmi f, g, g ◦ f deux
morphismes sont des Φ-e´quivalences, alors le morphisme restant aussi. On
appellera cette proprie´te´ de la Φ-e´quivalence la proprie´te´ du ”trois pour deux”.
- pour tout couple de morphismes composables (f, g), si f ◦ g est l’identite´ et
g ◦ f une Φ-e´quivalence, alors f et g sont des Φ-e´quivalences.
- les isomorphismes de C sont des Φ-e´quivalences.
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- pour les morphismes d’objets Φ-injectifs, les notions de Φ-e´quivalence et
d’e´quivalence d’objets Φ-injectifs se confondent.
Preuve :
Soient f et g deux morphismes composables. Supposons que parmi f, g, g ◦ f
deux morphismes sont des Φ-e´quivalences, ceci signifie que parmi EΦ(f), EΦ(g)
et EΦ(g)◦EΦ(f) les deux morphismes correspondant sont des e´quivalences d’ob-
jets Φ-injectifs. Or par proprie´te´ de l’e´quivalence d’objets Φ-injectifs, ceci nous
donne que le troisie`me morphisme est une e´quivalence d’objets Φ-injectifs,
donc que le troisie`me morphisme parmi f, g, g ◦ f est une Φ-e´quivalence.
Si cette fois f◦g est l’identite´ et g◦f est une Φ-e´quivalence, alors comme EΦ est
un foncteur, EΦ(f)◦EΦ(g) est l’identite´ et EΦ(g)◦EΦ(f) une e´quivalence d’ob-
jets Φ-injectifs. Or par proprie´te´ de l’e´quivalence d’objets Φ-injectifs, ceci nous
donne que EΦ(f) et EΦ(g) sont des e´quivalences d’objets Φ-injectifs, donc que
f et g sont des Φ-e´quivalences.
Soit f un isomorphisme de C. Comme EΦ est un foncteur rendant Φ-injectif,
alors EΦ(f) est un isomorphisme entre objets Φ-injectifs. Par la troisie`me pro-
prie´te´ ve´rifie´e par les e´quivalences d’objets Φ-injectifs, il vient que EΦ(f) est
une e´quivalence d’objets Φ-injectifs, donc que f est une Φ-e´quivalence.
La proposition 2.7.1 montre que, pour tout morphisme f entre objets Φ-
injectifs, f est une e´quivalence d’objets Φ-injectifs si et seulement si EΦ(f)
l’est, c’est-a`-dire si et seulement si f est une Φ-e´quivalence. Ainsi pour les mor-
phismes d’objets Φ-injectifs, les notions de Φ-e´quivalence et d’e´quivalence d’ob-
jets Φ-injectifs sont confondues.
CQFD.
Comme pour la cate´gorisation, un des avantages de l’I-injectivisation est
de pouvoir de´finir des sortes de colimites pour les objets I-injectifs. Il est
alors inte´ressant de pouvoir comparer la colimite des I-injectivise´s avec la I-
injectivisation de la colimite. Dans les deux cas, il s’agit toujours de plans
d’addition de cellules. Ainsi, il serait utile de pouvoir comparer les plans d’ad-
dition de cellules entre eux, ce que nous allons faire dans les sections suivantes,
par l’interme´diaire de la notion de rationalisation de plans d’addition de cel-
lules.
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2.8 Rationalisation des plans d’addition de cel-
lules
Comme la notion de plan rationnel permet de mieux comprendre l’ope´ration
d’addition finie ou infinie de cellules, on va montrer que l’on peut re´duire tout
plan d’addition a` un plan rationnel, ce qui nous permettra de mieux le manip-
uler. Pour cela nous avons besoin d’un lemme technique sur la commutativite´
des colimites se´quentielles transfinies avec les sommes amalgame´es.
Lemme 2.8.1 Soient C une cate´gorie cocomple`te et Φ un ensemble de mor-
phismes de C. Soient λ un cardinal transfini et A = colim β<λ (Aβ) une λ-
se´quence d’objets de C. Soit P un plan simple sur A dont tous les diagrammes
se factorisent par l’un des Aβ. Pour tout β < λ, notons Pβ le plan simple
de´fini ainsi : un diagramme D de P est dans Pβ si et seulement si β est le
plus petit indice tel que d se factorise par Aβ. Et notons P<β le plan simple
re´union des plans simples Pα pour α < β.
Posons maintenant A′0 = A0 et, pour tout β < λ, posons :
A′β = Aβ
∐
∐
D∈P<β
∐
αD
SφD
( ∐
D∈P<β
∐
αD
BφD
)
.
On a alors l’e´galite´ suivante :(
colim
−−−−→
β<λ
Aβ
) ∐
∐
D∈P
∐
αD
SφD
( ∐
D∈P
∐
αD
BφD
)
∼= colim
−−−−→
β<λ
A′β
Preuve :
En utilisant les proprie´te´s universelles des sommes amalgame´es, des coproduits
et des colimites se´quentielles transfinies, on exhibe un unique morphisme de
la somme amalgame´e vers la colimite et un unique morphisme de la colimite
vers la somme amalgame´e. Toujours en utilisant les proprie´te´s universelles, on
montre que ces morphismes sont inverses l’un de l’autre.
CQFD.
Proposition 2.8.2 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C tel que les Φ-cofibrations sont des monomorphismes. Alors
tout plan d’addition de cellules fini ou infini est rationnalisable dans le sens
suivant. Soient X un objet de C et P. un plan quelconque sur X. Notons
(Xβ)β≤λ sa suite associe´e. Alors il existe un plan rationnel Q. sur X, dont
la suite associe´e sera note´e (Zβ)β≤λ et, pour tout β ≤ λ, des morphismes
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dans C de Xβ vers Zβ tels que le morphisme entre P.(X) et Q.(X) soit un
isomorphisme et que le diagramme suivant soit commutatif :
X = X0 ✲ . . . ✲ Xβ ✲ . . . ✲ Xλ = P.(X)
X = Z0
=
❄
✲ . . . ✲ Zβ
❄
✲ . . . ✲ Zλ = Q.(X)
∼=
❄
Preuve :
Soit λ un cardinal transfini quelconque. Montrons que tout plan de longueur
infe´rieure ou e´gale a` λ est rationnalisable en un plan a` compositions ra-
tionnelles, par re´currence transfinie sur la longueur du plan. En effet comme
par hypothe`se les Φ-cofibrations sont des monomorphismes, par la proposi-
tion 2.4.8, les plans a` compositions rationnelles sont des plans rationnels. On
va donc montrer la proposition dans le cas plus fort des plans a` compositions
rationnelles. Si le plan est a` un pas alors il est ne´cessairement a` composition
rationnelle car non constitue´ de composition de plans simples.
Supposons la proposition vraie pour tout plan a` β pas ou` β < λ est un or-
dinal quelconque. Soit P. un plan sur X a` β + 1 pas. Notons (Xα)α≤β+1 la
β + 1-se´quence associe´e. Par de´finition de plan d’addition, on a que P.(X)
est la somme amalgame´e de Xβ par un coproduit de cellules indexe´ par Pβ.
Or Xβ est le re´sultat d’un plan a` β pas donc, par hypothe`se, il existe un
plan a` composition rationnelle a` β pas Q., dont la β-se´quence associe´e sera
note´e (Zα)α≤β , et, pour tout α ≤ β, des morphismes de Xα vers Zα dans X/C
tel que celui entre Xβ et Q.(X) est un isomorphisme. Avec les notations du
lemme pre´ce´dent, il vient que la somme amalgame´e de Xβ par un coproduit
de cellules indexe´ par
(
Pβ
)
<β
est isomorphe dans X/C a` la somme amalgame´e
de Zβ par un coproduit de cellules indexe´ par P
′, extension de
(
Pβ
)
<β
par
l’isomorphisme de Xβ a` Zβ. L’existence de morphismes de Xα vers Zα assure
que les diagrammes de P ′ se factorisent par les Zα pour α < β. Par le lemme
pre´ce´dent, cette somme amalgame´e est isomorphe dans X/C a` une colimite
se´quentielle transfinie de Z ′α. Par de´finition, Z
′
α+1 est la somme amalgame´e de
Zα+1 par un coproduit de cellules indexe´ par P
′
<α+1. Or Zα+1 est lui-meˆme la
somme amalgame´e de Zα par un coproduit de cellules indexe´ par Qα. Donc
Z ′α+1 est la somme amalgame´e de Zα par un coproduit de cellules indexe´ par
P ′<α+1 et Qα. Comme la somme amalgame´e de Zα par un coproduit de cellules
indexe´ par P ′<α n’est autre que Z
′
α, il vient que Z
′
α+1 est la somme amalgame´e
de Z ′α par un coproduit de cellules indexe´ par P
′
α et Qα. Posons donc Q
′
α le
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plan simple re´union de P ′α et Qα. On vient donc de montrer que la suite des
Q′α n’est autre que le plan associe´ a` la β-se´quence des Z
′
α.
Montrons que pour tout α < β les diagrammes de Q′α ne se factorisent pas
par Z ′γ , pour γ < α. Soit D un diagramme de Q
′
α qui se factorise par Z
′
γ , avec
γ ≤ α, comme en outre ce diagramme a valeur dans Zα, alors il se factorise
par le produit fibre´ de Z ′γ par Zα sur Z
′
α qui n’est autre que Zγ . Or si D
est un diagramme de Qα, comme Q. est un plan a` compositions rationnelles,
alors γ n’est autre que α et si D est dans P ′α, par de´finition meˆme de P
′
α,
on a donc γ e´gal a` α. Ceci montre que la suite des Q′α forme un plan sur
X dont toutes les compositions sont rationnelles. En outre on a montre´ qu’il
est isomorphe dans X/C a` la somme amalgame´e de Xβ par un coproduit de
cellules indexe´ par
(
Pβ
)
<β
et muni de morphismes de Xα vers Z
′
α, pour tout
α ≤ β. On termine en posant : Q′β est l’extension par cet isomorphisme de(
Pβ
)
β
et Z ′β+1 la somme amalgame´e de Z
′
β par un coproduit de cellules indexe´
par Q′β. Par un argument similaire a` ce qui pre´ce`de en utilisant la de´finition
de
(
Pβ
)
β
, on montre que les diagrammes de Q′β ne se factorisent pas par Z
′
γ,
avec γ < β, ainsi le plan Q′. a` β + 1 pas est a` compositions rationnelles. En
outre comme la somme amalgame´e de Xβ par un coproduit de cellules, indexe´
par
(
Pβ
)
<β
, et Z ′β sont isomorphes dans X/C, il vient que P.(X) et la somme
amalgame´e de Z ′β par Q
′
β sont isomorphes dans X/C. On a donc montre´ que
P. a pour rationalisation le plan a` compositions rationnelles Q
′
., i.e. que P. est
rationnalisable.
Supposons la proposition vraie pour tout plan d’addition de cellules de
longueur strictement infe´rieure a` β, pour β < λ ordinal limite. Soit P. un
plan sur X a` β pas. Notons (Xα)α≤β la β-se´quence associe´e. Par de´finition
de plan infini, on a que P.(X) est la colimite des Xα pour α < β. Con-
struisons par re´currence transfinie sur α < β une suite de couples de plans
infinis (Qα,., Pα,.)α<β dont les se´quences associe´es sont note´es respectivement
(Zα,γ)γ≤α et (Xα,γ)γ>α ve´rifiant les proprie´te´s suivantes : les plans Qα,. sont
a` compositions rationnelles, ces couples de plans sont munis de morphismes
entre eux dans X/C, ceux de Xγ,α vers Zα,α et ceux de Xγ,β vers Xα,β, pour
tout γ < α, sont des isomorphismes.
Pour α nul, Qα,. sera un plan vide et Pα,. le plan P . Supposons construits
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ces couples jusqu’au rang α, alors le plan compose´ Pα,α ◦ Qα,. est un plan a`
α + 1 pas. Comme α < β et que β est un ordinal limite, par hypothe`se de
re´currence, la proposition s’applique. Notons alors Qα+1,. le plan a` composi-
tions rationnelles rationalisation de Pα,α ◦Qα,., cette rationalisation vient avec
des morphismes dans X/C entre la se´quence de Pα,α ◦ Qα,. et celle de Qα+1,.
tels que celui de Xα,α+1 vers Zα+1,α+1 est un isomorphisme. On pose alors
Pα+1,. l’extension de Pα,.+1 par cet isomorphisme. On obtient donc bien que le
morphisme entre Pα,.◦Qα,.(X) et Pα+1,.◦Qα+1,.(X) est un isomorphisme. Sup-
posons ces plans construits pour tout γ < α, ordinal limite. Alors on de´finit
Qα,γ comme la re´union des plans Qδ,γ pour tout γ < δ < α et Zα,γ comme la
colimite se´quentielle transfinie des Zδ,γ pour tout γ < δ < α. Il est facile de
voir d’une part que, par un re´sultat similaire a` celui du lemme pre´ce´dent, Qα,.
est bien le plan infini associe´ a` la suite des (Zα,γ)γ<α et d’autre part que, par
intervertion des colimites, le Zα,α ainsi obtenu est isomorphe dans X/C a` tous
les Xγ,α, pour γ < α. La compatibilite´ de ces isomorphismes entraˆıne que les
extensions par ces isomorphismes des plans Pγ,.+α−γ donnent lieu a` un unique
plan que l’on notera Pα,.. On a donc les morphismes des Xγ,β vers Xα,β sont
des isomorphismes. Enfin le plan Qα,. est bien a` compositions rationnelles car
un diagramme de Qα,γ ne peut pas se factoriser par un Zα,γ′ , avec γ
′ < γ < α,
car il appartient en fait a` l’un des Qδ,γ, pour un certain δ < α, et donc s’il
se factorise par Zα,γ′, il se factoriserait aussi par Zδ,γ′, ce qui contredirait la
rationalite´ des compositions du plan Qδ,.. On a donc bien le re´sultat cherche´
par re´currence transfinie sur α < β.
Ainsi pour tout ordinal γ < β, on a une suite de plans simples
(
Qα,γ
)
γ<α<β
et une β-se´quence d’objets
(
Zα,γ
)
γ<α<β
. Posons Qγ. le plan simple re´union de
cette suite de plans simples et Zγ la colimite de la β-se´quence des Zα,γ. Il
est facile de voir, en utilisant un re´sultat similaire au lemme pre´ce´dent, que
la suite des Qγ. forme un plan infini dont (Z
γ)γ≤β est la β-se´quence associe´e,
ou` Zβ note la colimite de la β-se´quence. Nous allons donc montrer que d’une
part le plan infini des Qγ. est a` compositions rationnelles et qu’il existe un
isomorphisme dans X/C entre P.(X) et Zβ.
Soient γ < β un ordinal et D un diagramme de Qγ tel que d se factorise par
un Zγ
′
, avec γ′ ≤ γ. Comme Qγ est une re´union de plans simples, il existe un
ordinal α tel que D soit en fait un diagramme de Qα,γ. Donc d a pour but
Zα,γ. Or comme d se factorise par Z
γ, alors d se factorise par Zα,γ′. Or D est
un diagramme de Qα,γ et par hypothe`se Qα,. est a` compositions rationnelles
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donc γ′ est e´gal a` γ. Ceci montre que le plan infini des Qγ. est a` compositions
rationnelles.
Par intervertion des colimites, on a que la colimite des Xα,β pour α < β n’est
autre que celle des Zγ pour γ < β. Or le morphisme de Xβ dans cette colimite
est une colimite se´quentielle transfinie d’isomorphismes par construction, donc
on a bien que le morphisme dans X/C de Xβ vers Zβ est un isomorphisme.
Donc le plan P. a` β pas est bien rationnalisable. Donc par re´currence trans-
finie sur β ≤ λ, on a bien montre´ que tout plan infini d’au plus λ pas est
rationnalisable.
CQFD.
Il est inte´ressant mais aussi utile pour la suite d’e´noncer un corollaire,
tire´ directement de la de´monstration de rationalisation des plans d’addition
de cellules, qui donne une construction explicite de rationalisation des plans
d’addition infinie de cellules.
Corollaire 2.8.3 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C tel que les Φ-cofibrations sont des monomorphismes. Soient
X un objet de C et P. un plan quelconque sur X. Notons (Xβ)β≤λ sa suite
associe´e. Alors il posse`de comme rationalisation le plan a` compositions ra-
tionnelles Q. sur X, dont la suite associe´e sera note´e (Zβ)β≤λ, de´fini de la
manie`re suivante.
Pour tout couple d’ordinaux α, β infe´rieur a` λ, notons (Pα)β l’ensemble des
couples (D′, αD′) tel que D
′ se factorise par Zβ mais pas par Zγ pour γ < β,
ou` les D′ sont les extensions par Xα → Zα des diagrammes D de Pα et ou`
αD′ est la cardinalite´ de D dans Pα.
On de´finit alors Qβ comme la colimite des plans (Pα)β pour α < λ.
Preuve : C’est le plan a` compositions rationnelles associe´ a` P. construit par
re´currence transfinie dans la de´monstration de la proposition pre´ce´dente. CQFD.
Cette notion de rationalisation des plans d’addition de cellules nous perme-
ttra de comparer les plans d’addition de cellules, car il de´coule de la proposition
de rationalisation des plans d’addition de cellules que deux plans d’addition
de cellules sont isomorphes si et seulement si leurs rationalisations le sont.
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2.9 Plan rationnel HCat
Dans cette partie, nous allons construire un plan d’addition de cellules
rationnel HCatλ qui sera le mode`le de certains plans d’addition de cellules
rationnels. En fait, il s’agit d’un plan du type E ′Φ,λ au sens du lemme 2.5.5,
mais dont le nombre d’exemplaires d’une meˆme cellule qu’il rajoute a` chaque
fois n’est autre que le cardinal de sa longueur. Un tel plan d’addition de cellules
a la bonne proprie´te´ que compose´ avec un de ses sous-plans, il donne un
nouveau plan e´quivalent a` lui-meˆme. Donnons d’abord sa de´finition explicite.
De´finition 2.9.1 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C. Soit λ un ordinal transfini limite. On de´finit HCatλ par
re´currence transfinie. Posons e0λ le plan a` un pas eΦ,Card(λ). Supposons con-
struit le plan eβλ, pour β < λ, alors on pose e
β+1
λ = eΦ,Card(λ) ∗ e
β
λ. Supposons
construits les plans eαλ pour tout α < β avec β cardinal limite, on de´finit alors
le plan eβλ comme colimite des e
α
λ, pour α < β. Ainsi par re´currence transfinie,
on a donc de´fini pour tout β < λ les plans eβλ.
On de´finit donc le plan HCatλ comme colimite des e
β
λ pour β < λ. Par
de´finition meˆme, HCatλ est un plan a` compositions rationnelles, et donc un
plan rationnel si les Φ-cofibrations sont des monomorphismes par proposi-
tion 2.4.8.
Ces plans rationnels d’addition de cellules HCatλ sont diffe´rents unique-
ment en fonction de leur longueur. Toutefois pour certaines longueurs, ces
plans d’addition de cellules sont quand meˆme identiques.
Lemme 2.9.2 Soient C une cate´gorie cocomple`te et Φ un ensemble de mor-
phismes de C dont les sources sont µ-petites, pour un certain ordinal µ. Soit λ
un ordinal transfini limite dont le cardinal est supe´rieur a` µ. Alors pour tout
ordinal limite λ′ ayant meˆme cardinalite´ que λ, on a un isomorphisme dans
X/C entre HCatλ et HCatλ′
Preuve :
On remarque tout d’abord que, par de´finition de composition rationnelle, si un
plan est vide alors les seuls plans composables rationnellement avec lui sont
e´galement vides. On remarque aussi que les deux plans HCatλ et HCatλ′
ne diffe`rent que par leur longueur. Comparons les au plan HCatCardλ qui ne
diffe`re des deux autres lui aussi que par sa longueur. On remarque qu’a` l’e´tape
Card(λ) des trois plans HCat(X), par petitesse des sources des morphismes
de Φ, tous les diagrammes de Φ a` valeur dans XCard(λ) se factorisent par des
Xβ pour β < Card(λ). Ceci entraˆıne que le plan simple des trois HCat(X)
au niveau Card(λ) est vide et donc de meˆme pour les suivants, ce qui montre
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que les plans HCatλ et HCatλ′ sont isomorphes au plan HCatCard(λ).
CQFD.
Avant de voir les proprie´te´s de stabilite´ de notre plan rationnel d’addition
de cellules HCat vis-a`-vis de ses sous-plans, de´finissons ce que l’on entend par
sous-plan d’un plan d’addition de cellules.
De´finition 2.9.3 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C tel que les Φ-cofibrations sont des monomorphismes. Soient
X un objet de C et P. et R. des plans d’addition de cellules sur X non
ne´cessairement de meˆme longueur. Notons Xβ la β-ie`me e´tape du plan P.
applique´ a` X.
On dit que le plan P. est un sous-plan de R. si :
- pour tout β, il existe un monomorphisme de Xβ vers R(X) faisant commuter
le diagramme suivant :
X ✲ R(X)
 
 
 
 
 ✒
Xβ
❄
Notons alors P ′β (respectivement R
′
γ) les extensions a` R(X) des plans simples
Pβ (respectivement Rγ).
- la re´union des P ′β est un sous-ensemble de la re´union des R
′
γ.
Cette de´finition quelque peu complique´e de sous-plan traduit le fait que
l’on conside`re comme sous-plan d’un plan d’addition de cellules donne´ R.
tout plan prenant dans un ordre quelconque et avec un cardinal plus petit
certaines des cellules du plan R.. Cependant la longueur du sous-plan peut
eˆtre plus grande que la longueur du plan mais il ne faut pas que le sous-plan
ajoute plus de cellules que le plan R. ou qu’il ajoute des cellules diffe´rentes.
Un moyen simple de ve´rifier cela est de regarder les extensions des cellules
a` R(X) et de comparer alors l’ensemble des cellules a` rajouter du sous-plan
avec celui de R.. Montrons maintenant la stabilite´ des plans de type HCatλ
par rapport a` leurs sous-plan.
Proposition 2.9.4 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C dont les sources sont ν-petites, pour un certain ordinal ν, et
tel que les Φ-cofibrations sont des monomorphismes. Soient λ un ordinal limite
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transfini dont le cardinal est supe´rieur a` celui de ν et P. un sous-plan a` com-
positions rationnelles de HCatλ de longueur µ tel que Card(µ) ≤ Card(λ).
Alors le plan compose´ HCatλ ◦ P. se rationalise en HCatλ.
Preuve :
Afin de simplifier les notations, notons (Xβ)β<µ+λ la µ+λ-se´quence associe´e a`
HCatλ◦P., notons (eβ)β<µ les plans simples composant P. et (eβ)µ≤β<µ+λ ceux
composant HCatλ. Notons enfin Q. la rationalisation de HCatλ ◦ P. obtenue
par le corollaire 2.8.3 et (Zβ)β<µ+λ sa µ+ λ-se´quence associe´e.
Montrons dans un premier temps que Qβ est isomorphe a` la β-ie`me e´tape de
HCatµ+λ. Notons donc A, respectivement B, leurs ensembles sous-jacents des
diagrammes. Comme pour tout α < µ + λ, les diagrammes de (eα)β sont des
diagrammes de Φ a` valeur dans Zβ ne se factorisant pas par Zδ pour δ < β,
on a bien l’inclusion de A dans B. Soit D un diagramme quelconque de Φ a`
valeur dans Zβ ne se factorisant pas par Zδ pour δ < β. On peut donc e´tendre
D a` Zµ+λ qui est isomorphe a` Xµ+λ. Comme par hypothe`se, les sources des
morphismes de Φ est ν-petites et que λ est un ordinal limite supe´rieur a` ν,
l’extension de D a` Xµ+λ se factorise par un certain Xγ, avec γ minimal. Or, si
γ 6= µ, eγ contient tous les diagrammes de Φ a` valeur dans Xγ ne se factorisant
pas par Xδ pour δ < γ et donc en particulier l’extension de D a` Xµ+λ. Et
si γ = µ, alors comme eµ contient tous les diagrammes de Φ a` valeur dans
Xµ, il contient en particulier l’extension de D. Ceci montre bien dans les deux
cas que D appartient a` (eγ)β donc a` Qβ. Et donc les ensembles A et B sont
isomorphes.
Pour avoir l’isomorphisme entre Qβ et la β-ie`me e´tape de HCatµ+λ, il suffit
donc de montrer que tous les diagrammes ont dans Qβ le cardinal Card(µ+
λ) = Card(λ).
Soit D un diagramme de Qβ , donc il appartient a` un certain (eα)β, avec α
minimal. Il est donc l’extension d’un diagramme D′ de Φ a` valeur dans Xα.
Conside´rons deux cas.
Si α < µ, comme P. est a` compositions rationnelles, D
′ n’apparaˆıt dans P.
qu’a` l’e´tape α. Or a` l’e´tape µ du plan compose´, on s’autorise a` reprendre des
diagrammes existants, donc D′ apparaˆıt aussi dans eµ mais il n’apparaˆıt plus
au-dela` par rationalite´ des compositions de HCatλ. Or le cardinal associe´ a`
D′ dans eµ est Card(λ) et celui dans eα est infe´rieur a` Card(λ) car P. est un
sous-plan de HCatλ. Ainsi le cardinal associe´ a` D dans Qβ est bien Card(λ).
Si α ≥ µ, comme α est minimal, cela signifie que D′ ne se factorise pas par
Xγ pour γ < α. De plus comme HCatλ est a` compositions rationnelles, D
′
n’apparaˆıt pas dans les eγ pour γ > α. Donc D
′ n’apparaˆıt que dans eα ou` son
85
cardinal est Card(λ). Ainsi le cardinal associe´ a` D dans Qβ est bien Card(λ).
Donc dans les deux cas, le cardinal associe´ a` D dans Qβ est bien Card(λ), ce
qui montre que Qβ est isomorphe a` la β-ie`me e´tape de HCatµ+λ, pour tout
β < µ+ λ. Il s’en de´duit que Q. est isomorphe a` HCatµ+λ dans X/C.
On conclut en remarquant que comme les sources des morphismes de Φ sont
ν-petites, que λ est un ordinal limite dont le cardinal est supe´rieur a` celui de
ν et que Card(µ + λ) = Card(λ) par hypothe`se, le lemme 2.9.2 nous donne
un isomorphisme dans X/C entre HCatµ+λ et HCatλ. Ceci montre bien que
HCatλ est la rationalisation de HCatλ ◦ P..
CQFD.
Bien e´videmment ce re´sultat est inte´ressant pour le plan HCat mais ce
re´sultat est en fait plus ge´ne´ral qu’il n’y paraˆıt. En effet tout plan d’addition
de cellules dont la rationalisation est de la forme HCat ve´rifie aussi un tel
re´sultat de stabilite´ vis-a`-vis de ses sous-plans. C’est ce que l’on va e´noncer
dans le corollaire suivant.
Corollaire 2.9.5 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C dont les sources sont ν-petites, pour un certain ordinal ν, et
tel que les Φ-cofibrations sont des monomorphismes. Soient λ un ordinal lim-
ite transfini dont le cardinal est supe´rieur a` celui de ν, R. un plan infini dont
la rationalisation est HCatλ et P. un sous-plan de R. de longueur µ tel que
Card(µ) ≤ Card(λ). Alors le plan compose´ R. ◦ P. se rationalise en HCatλ.
On en de´duit donc que, sous ces hypothe`ses, le plan compose´ R. ◦P. et le plan
R. sont isomorphes dans X/C car ils ont meˆme rationalisation.
Preuve :
Comme tout plan se rationalise en plan a` compositions rationnelles, il vient
que P. est isomorphe dans X/C a` un plan a` compositions rationnelles P ′. de
meˆme longueur µ. En outre comme P. est un sous-plan de R., c’est aussi un
sous-plan de sa rationalisation HCatλ et donc la rationalisation P
′
. de P. est
bien un sous-plan de HCatλ. D’ou` il vient que le plan compose´ R. ◦P. est iso-
morphe dans X/C au plan compose´ HCatλ ◦P
′
. qui ve´rifie bien les hypothe`ses
de la proposition pre´ce´dente, ce qui permet ainsi de conclure.
CQFD.
Graˆce a` ce corollaire, on obtient le re´sultat fondamental suivant : pour
tout plan infini d’addition de cellules dont la rationalisation est un HCat, on
peut faire d’abord une partie (e´ventuellement tout) du plan puis faire ensuite
le plan tout entier sur ce que l’on a obtenu et on aboutit au final a` la meˆme
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chose que si l’on avait fait directement tout le plan de`s le de´but.
Nous allons voir des conse´quences de ce re´sultat pour les plans d’addition de
cellules que nous utiliserons dans la suite de cette the`se pour les C-pre´cate´-
gories.
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2.10 Exemples particuliers de plans d’addi-
tion de cellules a` usage pour les C-pre´cate´-
gories
Dans cette partie nous allons nous inte´resser aux plans d’addition de cel-
lules qui formalisent ceux qui interviennent dans la construction Bigcat des
C-pre´cate´gories. En effet, nous avons de´ja` construit toute une machinerie pour
la cate´gorisation. Mais on a vu que pour avoir l’invariance d’homotopie par
cate´gorisation, il nous fallait exhiber un autre proce´de´ de cate´gorisation ayant
la proprie´te´ de pre´server le type d’homotopie des C-cate´gories. C’est ce que
fera Bigcat. L’ide´e de cette construction peut s’exprimer en termes de plans
d’addition de cellules de la manie`re suivante. On a une partition de l’ensemble
des cellules Φ. Pour certains groupements des e´le´ments de la partition qu’on
notera Ψ, on a un plan d’addition de cellules qui a pour vocation de ve´rifier
la proprie´te´ iii) pour les objets Φ-injectifs tout en e´tant une e´tape de la Ψ-
injectivisation. On construit alors un nouveau plan d’addition qui combine ces
plans d’addition de cellules pour chaque groupement ayant cette proprie´te´. Ce
nouveau plan aura alors les proprie´te´s voulues. Donnons les formalisations de
ces plans d’addition de cellules.
De´finition 2.10.1 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C. Soient Ψ un sous-ensemble de Φ et λ un ordinal transfini
limite. Soit RajΨ un sous-plan (donc fonctoriel) de eΨ,1. On de´finit CatΨ,λ
par re´currence transfinie. Posons Cat0Ψ,λ le plan simple eΨ,1. Supposons con-
struit le plan CatβΨ,λ, pour β < λ, alors on pose Cat
β+1
Ψ,λ = RajΨ ◦ Cat
β
Ψ,λ.
Supposons construits les plans CatαΨ,λ pour tout α < β avec β cardinal limite,
on de´finit alors le plan CatβΨ,λ comme colimite des Cat
α
Ψ,λ, pour α < β. Ainsi
par re´currence transfinie, on a donc de´fini pour tout β < λ les plans CatβΨ,λ.
On de´finit donc le plan CatΨ,λ comme colimite des Cat
β
Ψ,λ pour β < λ. En
ge´ne´ral, CatΨ,λ n’est pas un plan rationnel.
Il est important de remarquer que si le plan d’addition de cellules CatΨ,λ
commence par un plan simple tel eΨ,1 qui prend en compte toutes les fle`ches
de Ψ, il peut se poursuivre par des plans simples qui ne prennent pas toutes
les fle`ches de Ψ et qu’on a appele´s RajΨ.
De´finition 2.10.2 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C. Soit (Φk)i∈K une partition de Φ. Donnons nous une fonction
t d’un ordinal limite T quelconque vers l’ensemble des parties de K telle que,
pour tout k dans K, on ait les proprie´te´s suivantes :
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- pour tout ordinal τ < T , il existe un ordinal τ ≤ τ ′ < T tel que t(τ ′)
contienne k,
- le cardinal de l’ensemble t−1(k) est e´gal au cardinal de T .
On de´finit BCat(t) comme le plan d’addition de cellules suivant l’ordre t qui
pour tout ordinal τ < T a pour plan d’addition de cellules Cat∪k∈t(τ)Φk,T . Le
plan BCat(t) est de longueur T 2 et, en ge´ne´ral, ce n’est pas un plan rationnel.
Tout d’abord ve´rifions que ces plans d’addition de cellules ont bien les
proprie´te´s attendues.
Lemme 2.10.3 Soient C une cate´gorie cocomple`te et Φ un ensemble de mor-
phismes de C. Soient (Φk)k∈K une partition de Φ et α un cardinal re´gulier
pour lequel les sources des fle`ches de Φ sont α-petites.
Donnons nous une fonction t d’un ordinal limite T de cardinal un cardinal
re´gulier strictement supe´rieur a` α vers l’ensemble des parties de K telle que,
pour tout k dans K, on ait les proprie´te´s suivantes :
- pour tout ordinal τ < T , il existe un ordinal τ ≤ τ ′ < T tel que t(τ) contienne
k,
- le cardinal de l’ensemble t−1(k) est e´gal au cardinal de T .
Alors le plan d’addition de cellules BCat(t) ve´rifie les proprie´te´s suivantes :
- pour tout objet A de C, BCat(t)(A) est Φ-injectif,
- tout morphisme A→ B de C a` but Φ-injectif se factorise par le morphisme
naturel A→ BCat(t)(A).
Preuve :
Le morphisme naturel A→ BCat(t) se construit comme colimite se´quentielle
transfinie de sommes amalgame´es de fle`ches de Φ, donc c’est une Φ-cofibration.
Ainsi le morphisme naturel A → BCat(t) a la proprie´te´ de rele`vement a`
gauche par rapport aux objets Φ-injectifs, ce qui montre la deuxie`me pro-
prie´te´.
Pour la premie`re proprie´te´, on va montrer que BCat(t) ve´rifie les hypothe`ses
du corollaire 2.5.4. On remarque tout d’abord que par hypothe`se sur t, la fonc-
tion t ve´rifie bien les hypothe`ses du lemme. En outre a` chaque e´tape τ < T ,
on applique de manie`re simple un plan du type CatΨ,T qui par de´finition com-
mence avec le plan simple eΨ,1. Or ce dernier contient tous les diagrammes
obtenus a` partir de Ψ, ou` ici Ψ n’est autre que la re´union des Φk pour k
de´crivant t(τ). Ainsi BCat(t) ve´rifie bien les hypothe`ses du corollaire 2.5.4,
ce qui montre la premie`re proprie´te´.
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CQFD.
En plus de formaliser le plan Bigcat qui cate´gorise tout en pre´servant
l’homotopie des C-cate´gories, les plans de type BCat(t) ont la proprie´te´ de se
rationaliser en HCat, ce qui aura pour conse´quence de les rendre stables par
pre´composition avec un de leurs sous-plans.
Proposition 2.10.4 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C dont les sources sont µ-petites, pour un certain cardinal
µ, et tel que les Φ-cofibrations sont des monomorphismes. Soit (Φk)i∈K une
partition de Φ. Soient T un ordinal transfini limite dont le cardinal est un
cardinal re´gulier strictement supe´rieur a` µ et t : T → P(K) une fonction telle
que, pour tout k dans K, on ait les proprie´te´s suivantes :
- pour tout ordinal τ < T , il existe un ordinal τ ≤ τ ′ < T tel que t(τ) contienne
k,
- le cardinal de l’ensemble t−1(k) est e´gal au cardinal de T .
Alors le plan infini BCat(t) a pour rationalisation HCatT 2.
Preuve :
D’apre`s le corollaire 2.8.3, BCat(t), dont la suite associe´e sera note´e (Xβ)β≤T 2 ,
a pour rationalisation le plan Q. dont la suite associe´e sera note´e (Zβ)β≤T 2 et
tel que Qβ est la colimite des plans (BCatα)β, ou` (BCatα)β est l’ensemble des
couples (D′, αD′) tel que D
′ se factorise par Zβ mais pas par Zγ pour γ < β,
ou` les D′ sont les extensions par Xα → Zα des diagrammes D de BCat(t)α et
ou` αD′ est la cardinalite´ de D dans BCat(t)α.
Montrons que, pour tout β < T 2, Qβ est isomorphe a` la β-ie`me e´tape de
HCatT 2 dans X/C. Pour cela, explicitons Qβ . On remarque tout de suite que,
par de´finition, (BCatα)β est vide pour α < β. Prenons sur T
2 l’ordre lexi-
cographique, la premie`re coordonne´e repre´sentant la source de t. On remarque
que si α = (γ, γ′) ≥ β, BCat(t)α n’est autre qu’un sous-plan de e∪k∈t(γ)Φk,1.
Ainsi dans ce cas, (BCatα)β est l’ensemble des couples (D
′, 1) tel que D′ se
factorise par Zβ mais pas par Zδ pour δ < β, ou` les D
′ sont les extensions
par Xα → Zα des diagrammes D de ∪k∈t(γ)Φk pris a` l’e´tape BCat(t)α. Ainsi
l’ensemble sous-jacent des diagrammes de Qβ, ensemble qu’on notera A, est
un ensemble de diagrammes de Φ a` valeur dans Zβ mais pas dans Zδ, pour
δ < β, donc un sous-ensemble de l’ensemble B de tous les diagrammes de Φ a`
valeur dans Zβ mais pas dans Zδ, pour δ < β.
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Montrons qu’en fait A et B sont en bijection. Conside´rons donc un dia-
gramme D quelconque de Φ a` valeur dans Zβ mais ne se factorisant pas par
Zδ, pour δ < β. Alors le diagramme D peut s’e´tendre a` ZT 2 qui est isomor-
phe a` BCat(t)(X) = XT 2. Or par hypothe`se, les sources des morphismes de
Φ sont µ-petites et T est un ordinal limite de cardinal un cardinal re´gulier
strictement supe´rieur a` µ, alors il existe α < T 2 tel que l’extension de D a`
XT 2 se factorise par Xα. Comme Φ admet une partition en Φk pour k ∈ K,
il existe un k ∈ K tel que D soit un diagramme de Φk. En outre on peut
e´crire α sous la forme (γ, γ′). Or par hypothe`se sur t, il existe γ ≤ ǫ < T
tel que t(ǫ) contienne k. Conside´rons alors BCat(t)(ǫ,0), ce plan e´tant de la
forme eΨ,1 contient tous les diagrammes de Φk a` valeur dans X(ǫ,0) donc en
particulier ceux a` valeur dans Xα, car α ≤ (ǫ, 0) par ordre lexicographique,
et par conse´quent ce plan contient l’extension de D a` XT 2 . Ceci montre bien
que D appartient a` (BCat(t)(ǫ,0))β et donc a` Qβ . On a donc montre´ que les
ensembles A et B sont bien en bijection.
Comme ce sont les ensembles sous-jacents des diagrammes respectivement
de Qβ et de la β-ie`me e´tape de HCatT 2 qui sont en bijection, pour montrer
que Qβ et la β-ie`me e´tape de HCatT 2 sont isomorphes, il suffit de montrer
que les cardinaux des diagrammes sont les meˆmes. Comme le cardinal de tout
diagramme de la β-ie`me e´tape de HCatT 2 est Card(T
2) = Card(T ), il ne reste
plus qu’a` montrer que le cardinal de chaque diagramme de Qβ est Card(T ).
Soit donc D un diagramme de Qβ, ce diagramme appartient a` un certain
(BCat(t)α)β, avec α minimal. Si on e´crit α sous la forme (γ, γ
′), ce diagramme
est l’extension par Xα → Zα d’un diagramme D′ appartenant a` ∪k∈t(γ)Φk a`
valeur dans Xα. Notons k l’indice de la partie de Φ a` laquelle appartient D
′.
Alors D′ appartient au moins a` tous les plans BCat(t)α′ tel que α
′ ≥ α et
α′ = (ǫ, 0) avec ǫ de´crivant t−1(k) et au plus a` tous les plans BCat(t)α′ tel
que α′ ≥ α et α′ = (ǫ, ǫ′) avec ǫ de´crivant t−1(k) et ǫ′ quelconque. En effet
ces plans sont des sous-plans quelconques d’un plan simple de type eΨ,1, plan
simple prenant une seule fois tous les diagrammes de Φk a` valeur dans Xα′
donc en particulier a` valeur dans Xα car α ≤ α′. Ainsi le cardinal associe´
a` D dans Qβ est compris entre celui des ordinaux ǫ > γ de t
−1(k), qui par
hypothe`se sur t n’est autre que Card(T ), et celui des ordinaux α′ = (ǫ, ǫ′) avec
ǫ ≥ γ de´crivant t−1(k) et ǫ′ quelconque, qui par hypothe`se sur t n’est autre
que Card(T 2) = Card(T ).
CQFD.
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Comme on l’a dit plus haut, la stabilite´ de ces plans BCat(t) vis-a`-vis de la
composition avec leurs sous-plans nous inte´ressent particulie`rement lorsqu’on
veut faire des colimites d’objets Φ-injectifs et comparer la colimite des Φ-
injectivise´s avec la Φ-injectivisation de la colimite. Nous allons donc traiter
de ce proble`me dans la section suivante.
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2.11 Application de l’I-injectivisation aux col-
imites d’objets I-injectifs.
Nous nous inte´ressons maintenant a` comparer l’I-injectivisation des colim-
ites avec les colimites des objets I-injective´s. En fait nous aimerions en partic-
ulier savoir s’il y a une I-e´quivalence au sens du corollaire 2.7.2 entre les deux.
Pour cela, nous allons supposer que le plan d’addition de cellules ve´rifiant les
proprie´te´s i) et ii) de la I-injectivisation ainsi que la proprie´te´ iii) pour les
objets I-injectifs est de la forme BCat(t). En effet, dans ce cas le morphisme
naturel d’un objet quelconque A dans le re´sultat du plan sera une I-e´qui-
valence. De la` et du fait que BCat(t) se rationalise en HCat, il de´coulera que
tout morphisme naturel d’un objet A quelconque dans le re´sultat d’un sous-
plan de BCat(t) est encore une I-e´quivalence. Les colimites des I-injectivise´s
e´tant des sous-plans de l’I-injectivisation des colimites, on pourra leur appli-
quer ce re´sultat. C’est pourquoi dans toute cette section, nous allons supposer
les hypothe`ses suivantes.
Hypothe`ses 2.11.1 Soient C une cate´gorie cocomple`te et Φ un ensemble de
morphismes de C dont les sources sont α-petites pour un certain cardinal
re´gulier α, et tel que les Φ-cofibrations sont des monomorphismes. Soit α′
le plus petit cardinal re´gulier supe´rieur a` α. Donnons-nous une notion d’e´qui-
valence d’objets Φ-injectifs ve´rifiant les proprie´te´s suivantes :
- pour tout couple (f, g) de morphismes composables entre objets Φ-injectifs,
si parmi f, g, g ◦f deux morphismes sont des e´quivalences d’objets Φ-injectifs,
alors le troisie`me morphisme aussi,
- pour tout couple (f, g) de morphismes composables entre objets Φ-injectifs, si
la compose´e g◦f est l’identite´ et que la compose´e f ◦g une e´quivalence d’objets
Φ-injectifs, alors f et g sont des e´quivalences d’objets Φ-injectifs.
- les isomorphismes entre objets Φ-injectifs sont des e´quivalences d’objets Φ-
injectifs.
Notons EΦ le plan d’addition de cellules fonctoriel a` compositions rationnelles
de longueur α′ dont tous les plans simples sont eΦ,1.
Soit (Φk)i∈K une partition de Φ. Soient T un ordinal transfini limite dont
le cardinal est strictement supe´rieur a` α et t : T → P(K) une fonction telle
que, pour tout k dans K, on ait les proprie´te´s suivantes :
- pour tout ordinal τ < T , il existe un ordinal τ ≤ τ ′ < T tel que t(τ) contienne
k,
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- le cardinal de l’ensemble t−1(k) est e´gal au cardinal de T .
Supposons que le plan d’addition de cellules fonctoriel BCat(t) suivant l’ordre
t ve´rifie la proprie´te´ suivante :
pour tout objet A Φ-injectif, le morphisme naturel A → BCat(t)(A) est une
e´quivalence d’objets Φ-injectifs.
Sous ces hypothe`ses, le plan d’addition de cellules EΦ est bien une Φ-
injectivisation par la proposition 2.7.1, ce qui permet de de´finir la notion de
Φ-e´quivalence qui ve´rifie la proprie´te´ du ”trois pour deux” d’apre`s le corol-
laire 2.7.2. De plus sous ces hypothe`ses, par le lemme 2.10.3, le plan d’addition
de cellules BCat(t) ve´rifie bien les proprie´te´s i) et ii) de la Φ-injectivisation.
Montrons tout d’abord que sous ces hypothe`ses, pour tout objet A de la
cate´gorie C, le morphisme naturel A→ BCat(t)(A) est une Φ-e´quivalence.
Lemme 2.11.2 Sous les hypothe`ses 2.11.1, pour tout objet A de la cate´gorie
C, le morphisme naturel A→ BCat(t)(A) est une Φ-e´quivalence, c’est-a`-dire
que l’image par EΦ de ce morphisme est une e´quivalence d’objets Φ-injectifs.
Preuve :
Tout d’abord on remarque que sous les hypothe`ses 2.11.1, on peut appliquer
la proposition 2.10.4 a` BCat(t), ce qui nous permet d’obtenir que BCat(t) se
rationalise en HCatT 2 . Or le plan a` compositions rationnelles d’addition de
cellules EΦ est un sous-plan de HCatT 2 donc de BCat(t) de longueur α
′ avec
Card(α′) ≤ Card(T 2). On peut alors appliquer le corollaire 2.9.5, qui nous
donne pour tout objet A de la cate´gorie C le diagramme commutatif suivant :
A ✲ EΦ(A)
BCat(t)(A)
❄ ∼=✲ BCat(t)(EΦ(A))
❄
Le corollaire 2.9.5 nous certifie la commutativite´ de ce diagramme ainsi que
l’isomorphisme entre BCat(t)(A) et BCat(t)(EΦ(A)). En outre par la propo-
sition 2.7.1, le morphisme naturel A→ EΦ(A) est une Φ-e´quivalence et EΦ(A)
est Φ-injectif. Par hypothe`se sur BCat(t), il vient que le morphisme naturel
EΦ(A) → BCat(t)(EΦ(A)) est une e´quivalence d’objets Φ-injectifs, ce qui
par le corollaire 2.7.2 revient a` dire que c’est une Φ-e´quivalence. Comme
par corollaire 2.7.2, les isomorphismes sont des Φ-e´quivalences et les Φ-e´qui-
valences ve´rifient la proprie´te´ du ”trois pour deux”, il vient que le morphisme
naturel A→ BCat(t)(A) est une Φ-e´quivalence.
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Munis de cette proprie´te´ de stabilite´ homotopique de BCat(t), montrons
que tout sous-plan de BCat(t) conserve cette stabilite´ homotopique.
Lemme 2.11.3 Supposons vraies les hypothe`ses 2.11.1. Soit P un sous-plan
de BCat(t) dont le cardinal de la longueur est infe´rieur au cardinal de la
longueur de BCat(t). Alors pour tout objet A de la cate´gorie C, le morphisme
naturel A→ P (A) est une Φ-e´quivalence.
Preuve :
Comme on l’a vu dans la de´monstration pre´ce´dente, le plan d’addition de
cellules BCat(t) se rationalise en un HCat. Comme en outre, par hypothe`se
sur le sous-plan P de BCat(t), le cardinal de la longueur du sous-plan P est
infe´rieur a` celui de la longueur de BCat(t), le corollaire 2.9.5 s’applique et
nous donne un isomorphisme dans X/C entre BCat(t)(A) et BCat(t)(P (A))
ainsi que le diagramme commutatif suivant :
A ✲ P (A)
BCat(t)(A)
∼
❄ ∼=✲ BCat(t)(P (A))
∼
❄
En outre, par le lemme pre´ce´dent, les morphismes canoniques A→ BCat(t)(A)
et P (A) → BCat(t)(P (A)) sont des Φ-e´quivalences. Comme, par le corol-
laire 2.7.2, les Φ-e´quivalences ve´rifient la proprie´te´ du ”trois pour deux” et
que les isomorphismes sont des Φ-e´quivalences, on obtient que le morphisme
A→ P (A) est aussi une Φ-e´quivalence.
CQFD.
Comme le fait de prendre la colimite d’objets Φ-injectivise´s est en fait
un sous-plan de la Φ-injectivisation de la colimite, on peut donc appliquer le
re´sultat que l’on vient de montrer afin de donner un crite`re utile pour montrer
que les morphismes naturels des colimites sont des Φ-e´quivalences.
Lemme 2.11.4 Supposons vraies les hypothe`ses 2.11.1.
Soit F : I → C un foncteur d’une petite cate´gorie d’indices I vers la cate´gorie
C. Soit i un objet de I. Alors le morphisme naturel F (i) → colim i∈I F (i)
est une Φ-e´quivalence si et seulement si le morphisme naturel EΦ(F (i)) →
colim i∈I EΦ(F (i)) en est une.
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Soit h : F → G une transformation naturelle entre foncteurs d’une petite
cate´gorie d’indices I vers la cate´gorie C. Alors le morphisme universel, in-
duit par h, colim i∈I F (i) → colim i∈I G(i), est une Φ-e´quivalence si et
seulement si le morphisme universel, induit par EΦ(h), colim i∈I Eφ(F (i))→
colim i∈I EΦ(G(i)) en est une.
Preuve :
Conside´rons le diagramme commutatif suivant :
F (i) ✲ colim
i∈I
F (i)
EΦ(F (i))
∼
❄
✲ colim
i∈I
EΦ(F (i))
∼
❄
Par la proposition 2.7.1, la fle`che verticale de gauche est une Φ-e´quivalence. En
outre la fle`che verticale de droite consiste a` additionner des cellules de Φ sur
chacun des F (i), or ceci est un sous-plan de BCat(t) applique´ a` colim i∈I F (i).
Comme en outre le cardinal de la longueur de EΦ est infe´rieur a` celui de
BCat(t), on peut appliquer le lemme 2.11.3 qui nous certifie que la fle`che
verticale de droite est une Φ-e´quivalence. Par le corollaire 2.7.2, les Φ-e´qui-
valences ve´rifient la proprie´te´ du ”trois pour deux”, ce qui nous donne que la
fle`che horizontale du haut est une Φ-e´quivalence si et seulement si la fle`che
horizontale du bas l’est.
Conside´rons maintenant le diagramme commutatif suivant :
colim
i∈I
F (i)
colim h ✲ colim
i∈I
G(i)
colim
i∈I
EΦ(F (i))
∼
❄
colim EΦ(h)
✲ colim
i∈I
EΦ(G(i))
∼
❄
Par le meˆme argument de sous-plan que dans la premie`re partie de la preuve,
on montre que les deux fle`ches verticales sont des Φ-e´quivalences, et on en
conclut, avec l’aide de la proprie´te´ du ”trois pour deux” des Φ-e´quivalences,
que la fle`che horizontale du haut est une Φ-e´quivalence si et seulement si la
fle`che horizontale du bas l’est.
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Ce lemme de reconnaissance du caracte`re Φ-e´quivalence des morphismes
naturels des colimites nous sera tre`s utile lorsque dans la suite de cette the`se,
nous montrerons la stabilite´ des cofibrations triviales par somme amalgame´e
le long d’un morphisme et par colimite se´quentielle transfinie. Nous allons
donc terminer ce chapitre par quelques petits lemmes techniques sur la Φ-
injectivisation qui seront e´galement ne´cessaires pour la suite de cette the`se.
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2.12 Lemmes techniques sur l’I-injectivisation
Dans la suite de cette the`se, nous aurons a` montrer des re´sultats qui
ne´cessitent de connaˆıtre les proprie´te´s de stabilite´ de l’I-injectivisation par
rapport aux monomorphismes, aux intersections de sous objets et a` la pe-
titesse.
Lemme 2.12.1 Soient C une cate´gorie cocomple`te et Φ un ensemble de mor-
phismes de C tel que les Φ-cofibrations sont les monomorphismes. Soient Ψ
un sous-ensemble de Φ et λ un cardinal quelconque (transfini ou non). Soit
enfin X → Y un monomorphisme de C. Alors eΨ,λ(X → Y ) est encore un
monomorphisme.
De meˆme, pour tout plan d’addition P. dont les plans simples sont du type
eΨ,λ, P.(X → Y ) est un monomorphisme.
Preuve :
Tout d’abord, il est facile de voir que comme X → Y est un monomorphisme,
l’ensemble des diagrammes de Ψ a` valeur dans X s’injecte par extension a`
travers X → Y dans l’ensemble des diagrammes de Ψ a` valeur dans Y . De
plus, comme par hypothe`se les Φ-cofibrations sont les monomorphismes, on
obtient d’une part que les fle`ches de Φ sont des monomorphismes et que d’autre
part les monomorphismes sont stables par somme amalgame´e le long d’un
morphisme et colimite se´quentielle transfinie.
Conside´rons maintenant la somme amalgame´e, note´e Z, de eΨ,λ(X) avec Y
au-dessus de X . Tout d’abord par commutation des sommes amalgame´es, il
vient que Z est isomorphe a` la somme amalgame´e de Y par l’ensemble des
extensions le long deX → Y des diagrammes de Ψ a` valeur dansX pris chacun
λ fois. Le morphisme canonique de eΨ,λ(X) vers la somme amalgame´e Z est
un monomorphisme comme somme amalgame´e du monomorphisme X → Y le
long du morphisme X → eΨ,λ(X). En utilisant les remarques pre´ce´dentes, on
obtient que le morphisme universel de la somme amalgame´e Z dans eΨ,λ(Y ) est
en fait le re´sultat d’un plan d’addition par les diagrammes de Ψ a` valeur dans
Y pris λ-fois qui ne sont pas extensions par X → Y de diagrammes de Ψ a`
valeur dans X . Comme Φ est un ensemble de monomorphismes, le morphisme
cellulaire Z → eΨ,λ(Y ) est un monomorphisme comme somme amalgame´e de
monomorphismes. On en de´duit que le morphisme eΨ,λ(X → Y ), compose´e des
monomorphismes eΨ,λ(X)→ Z et Z → eΨ,λ(Y ), est bien un monomorphisme.
En utilisant ce re´sultat ainsi que la pre´servation des monomorphismes par
colimite se´quentielle transfinie le long de colimites se´quentielles transfinies de
monomorphismes, on obtient le re´sultat pour P..
CQFD.
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Lemme 2.12.2 Soit C une cate´gorie cocomple`te telle que les re´unions de deux
sous-objets sont exactement les sommes amalgame´es de ces sous-objets au-
dessus de leur intersection. Soit Φ un ensemble de morphismes de C tel que
les Φ-cofibrations sont des monomorphismes. Soient Ψ un sous-ensemble de
Φ et λ un cardinal quelconque (transfini ou non). Soient A et B deux objets
de C. Alors pour tout plan d’addition P. dont les plans simples sont du type
eΨ,λ, on a :
P (A ∩ B) = P (A) ∩ P (B)
Preuve :
Par le lemme 2.12.1, les monomorphismes sont stables par tout plan P. d’ad-
dition de cellules compose´ de plans simples du type eΨ,λ. Donc P (A) et P (B)
sont des sous-objets de P (C) et donc leur intersection a un sens. De plus
P (A∩B) est un sous-objet a` la fois de P (A) et de P (B), car A∩B est inclus
dans A et B et que le plan P. pre´serve les monomorphismes. Ainsi P (A ∩ B)
est un sous-objet de P (A) ∩ P (B). Il ne reste donc plus qu’a` montrer l’autre
sens. Comme le plan P. est la colimite des plans simples eΨ,λ, il suffit de mon-
trer que eΨ,λ(A ∩ B) contient eΨ,λ(A) ∩ eΨ,λ(B). La construction eΨ,λ est un
proce´de´ d’addition de cellules. Donc pour montrer que eΨ,λ(A) ∩ eΨ,λ(B) est
inclus dans eΨ,λ(A ∩ B), il suffit de montrer que les cellules du premier sont
en fait des cellules du second. Or cela de´coule directement du fait que les di-
agrammes de fle`ches de Φ apparaissant pour A n’apparaissent pour B que si
les sources des fle`ches de Φ s’envoyent dans A ∩ B. Ainsi on a montre´ que la
construction eΨ,λ pre´serve l’intersection et donc par re´currence transfinie on
pourra montrer que le plan P. aussi pre´serve l’intersection.
CQFD.
Lemme 2.12.3 Soient C une cate´gorie cocomple`te et Φ un ensemble de fle`ches
de C. Supposons qu’il existe un cardinal transfini α pour lequel les sources et
buts de toutes les fle`ches de Φ sont α-petites. Soient λ et λ′ deux ordinaux
quelconques et P. un plan d’addition de cellules fonctoriel de longueur λ et
uniquement compose´ de plans simples du type eΨ,λ′ avec Ψ un sous-ensemble
de Φ. Soit α′ un cardinal re´gulier strictement supe´rieur a` 2λ et 2α. Alors il
existe un cardinal re´gulier α′′ strictement supe´rieur a` α′ tel que, pour tout
objet α′-petit A de C, P (A) est α′′-petit.
Preuve :
On rappelle que P (A) est la colimite d’une λ-se´quence (Aβ)β≤λ ou` A
β+1 =
eΨ,λ′(A
β). Montrons par re´currence transfinie sur β ≤ λ que Aβ est α(β)-petit
pour un cardinal re´gulier α(β) > α′ qui ne de´pend pas de A. Le cas β = 0 est
vrai car A0 n’est autre que A qui est par hypothe`se α′-petit. Supposons le cas
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β montre´ et montrons le cas β + 1. Comme Aβ+1 = eΨ,λ(A
β) et que, par hy-
pothe`se de re´currence, Aβ est α(β)-petit, il suffit de montrer que le plan simple
eψ,λ′ pre´serve la petitesse. Or eΨ,λ′(A
β) consiste en une somme amalgame´e de
Aβ par un coproduit de fle`ches de Ψ, sous-ensemble de Φ, chacune de ces fle`ches
e´tant prise λ′ fois. Ce coproduit est petit car la sous-famille Ψ de la famille Φ
est un ensemble par hypothe`se et que la collection des morphismes a` but fixe´
et a` source indexe´e par un ensemble est un ensemble. Par hypothe`se sur Φ, les
sources et buts des fle`ches de Φ sont α-petits, donc en particulier α(β)-petits
car α(β) > α′ > α. Ainsi eΨ,λ′(t
β) est la colimite d’un petit diagramme dont
tous les objets sont α(β)-petits. D’apre`s le lemme 2.3.5, une telle colimite est
α(β+1)-petite pour un cardinal re´gulier α(β+1) strictement plus grand que α(β)
et que le cardinal de l’ensemble des morphismes de la petite cate´gorie indexant
le diagramme. Or ce cardinal de´pend de α(β), du cardinal de l’ensemble Ψ et
du cardinal de λ′, ces trois cardinaux e´tant inde´pendants de A, ce qui montre
que eΨ,λ′(A
β) = Aβ+1 est bien α(β+1)-petit avec α(β+1) > α′ cardinal re´gulier
inde´pendant de A. Ainsi est prouve´e l’hypothe`se de re´currence au rang β +1.
Supposons maintenant l’hypothe`se vraie pour tout ordinal γ < β avec β ≤ λ
ordinal limite et montrons qu’elle est aussi vraie pour β. Posons α(β) le plus pe-
tit cardinal re´gulier majorant l’ensemble {α(γ), γ < β}, qui existe par proprie´te´
des cardinaux et qui est inde´pendant de A car β et les α(γ) le sont. Comme
Aβ est la colimite des α(γ)-petits Aγ pour γ < β et que β ≤ λ est strictement
infe´rieur a` α(β) car α(β) > α(0) = α′ > λ, par re´gularite´ de α(β), il vient que
la colimite Aβ est α(β) petite avec α(β) > α′ cardinal re´gulier inde´pendant
de A, ce qui montre le cas β ordinal limite. Par re´currence transfinie, on a
donc montre´ que, pour tout β ≤ λ, Aβ est α(β)-petit, avec α(β) > α′ cardinal
re´gulier inde´pendant de A. Donc ceci est vrai en particulier pour Aλ = P (A),
ce qui est le re´sultat attendu en prenant pour α′′ le cardinal α(λ).
CQFD.
Nous avons dans ce chapitre fait une mise au point sur la the´orie des
plans d’addition de cellules qui nous a fourni les outils ne´cessaires pour I-
injectiviser. Si donc nous trouvons un ensemble I de fle`ches pour lequel les
objets I-injectifs sont des C-cate´gories, en appliquant les constructions d’I-
injectivisation exhibe´es dans ce chapitre, nous serons a` meˆme de cate´goriser
nos C-pre´cate´gories. Aussi le but du prochain chapitre est de trouver un en-
semble de morphismes de C-pre´cate´gories I pour lequel les C-pre´cate´gories I-
injectives sont des C-cate´gories.
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Chapitre 3
Engendrement des C-cate´gories
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A la fin du premier chapitre, nous avons explique´ l’inte´reˆt d’avoir un
proce´de´ de cate´gorisation des C-cate´gories, mais nous avons e´galement parle´
des difficulte´s d’en obtenir un. L’ide´e principale pour construire une cate´-
gorisation est de caracte´riser certaines C-cate´gories en terme d’objets I-injectifs.
Autrement dit, on cherche a` exhiber une famille de morphismes de C-pre´cate´-
gories telle que les objets ayant la proprie´te´ de rele`vement a` droite par rap-
port aux morphismes de cette famille sont des C-cate´gories. Comme cette
caracte´risation des C-cate´gories par une proprie´te´ de rele`vement par rapport a`
une famille de morphismes n’est pas vraie en ge´ne´ral, on va devoir s’inte´resser
a` une notion un peu plus forte de C-cate´gories qui aura le bon gouˆt de se
relever par rapport a` certaines fle`ches. Ce faisant, nous allons faciliter la con-
struction d’un proce´de´ de cate´gorisation.
Comme les C-cate´gories sont de´finies a` partir d’une donne´e de Segal, on
peut aise´ment imaginer que si dans cette donne´e de Segal, on a de´ja` des
notions d’objets re´gaux et d’alliances d’objets re´gaux caracte´rise´es par une
proprie´te´ de rele`vement alors ce sera aussi le cas au niveau des C-cate´gories et
des e´quivalences de C-cate´gories. Aussi allons-nous dans un premier temps
de´finir les donne´es de Segal proto-faciles pour lesquelles objets re´gaux et al-
liances d’objets re´gaux sont caracte´rise´s par des proprie´te´s de rele`vement, et
de´finir les notions de C-cate´gories faciles et d’e´quivalences faciles a` partir de
telles donne´es de Segal.
Afin de remonter au niveau des C-pre´cate´gories les proprie´te´s de rele`vements
des objets re´gaux et des alliances d’objets re´gaux et ainsi montrer que nos C-
cate´gories faciles et nos e´quivalences faciles sont caracte´rise´es par des pro-
prie´te´s de rele`vement, nous allons dans un second temps de´finir une con-
struction Θ permettant de traduire les diagrammes des C-pre´cate´gories en
diagrammes dans C et re´ciproquement. Dans un troisie`me temps, nous utilis-
erons cette construction pour montrer que les C-cate´gories faciles sont bien
caracte´rise´es par une proprie´te´ de rele`vement, ce qui nous conduira a` la con-
struction Cat qui transformera toute C-pre´cate´gorie en C-cate´gorie facile.
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3.1 C-cate´gories faciles et e´quivalences faciles
Comme on l’a e´crit plus haut, les notions de C-cate´gorie et d’e´quivalence de
C-cate´gories n’ont pas de caracte´risation simple par proprie´te´ de rele`vement.
Nous allons donc introduire une notion de C-cate´gorie facile et d’e´quivalence
facile qui admettront une caracte´risation par rele`vement vis-a`-vis de certaines
fle`ches. Mais comme on l’a vu pre´ce´demment nous devons d’abord demander
a` la donne´e de Segal C d’avoir une famille d’objets re´gaux et une famille
d’alliances d’objets re´gaux caracte´rise´es par des proprie´te´s de rele`vement. Plus
pre´cise´ment, on va rajouter a` la donne´e de Segal deux familles de morphismes,
note´es F1 et F2, telles que les objets F1-injectifs soient des objets re´gaux et les
morphismes F2-injectifs des alliances d’objets re´gaux. C’est ce qu’on appellera
une donne´e de Segal proto-facile.
De´finition 3.1.1 Une donne´e de Segal proto-facile est une triplet (C,F1,F2)
constitue´ d’une donne´e de Segal C et de deux familles F1 et F2 de morphismes
de C qui sont des ensembles satisfaisant les proprie´te´s suivantes :
8) Les objets de C ayant la proprie´te´ de rele`vement a` droite par rapport a` F1
sont des objets re´gaux et sont stables par produit fibre´ au-dessus d’un objet
discret.
9) Les objets discrets de C ont la proprie´te´ de rele`vement a` droite par rapport
a` F1.
10) Les morphismes qui ont la proprie´te´ de rele`vement a` droite par rapport
a` F2 et dont la source et le but sont des objets re´gaux ayant la proprie´te´
de rele`vement a` droite par rapport a` F1 sont des alliances d’objets re´gaux et
le produit fibre´, dans la cate´gorie des morphismes, de deux tels morphismes
au-dessus d’un objet discret a encore la proprie´te´ de rele`vement a` droite par
rapport a` F2.
Les objets de C ayant la proprie´te´ de rele`vement a` droite par rapport a`
F1 sont appele´s objets re´gaux faciles de C et les morphismes entre objets
re´gaux faciles ayant la proprie´te´ de rele`vement a` droite par rapport a` F2 sont
appele´s alliances faciles d’objets re´gaux faciles.
On pourra remarquer au passage qu’il y a plusieurs choix possibles pour
les familles F1 et F2. Ainsi une meˆme donne´e de Segal pourra donner lieu a`
plusieurs donne´es de Segal proto-faciles.
Exemple 3.1.2 Avec la donne´e de Segal pour ENSSIMP de l’exemple 1.3.3,
on obtient une donne´e de Segal proto-facile en prenant la famille vide pour F1
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et, pour F2, celle des inclusions des bords des simplexes standards dans ces
derniers, qui forme bien un ensemble. On a alors que tout ensemble simplicial
est un objet re´gal facile et que les alliances faciles sont les e´quivalences faibles
qui sont aussi des fibrations de Kan.
Exemple 3.1.3 Toujours avec la donne´e de Segal pour ENSSIMP de l’exem-
ple 1.3.3, on obtient une donne´e de Segal proto-facile en prenant la famille
vide pour F1 et, pour F2, la famille suivante : pour tout entier n, on prend
d’une part l’unique morphisme du vide vers le n-simplexe ∆[n] et d’autre part
l’unique morphisme du coproduit de deux exemplaires de ∆[n] vers ∆[n] in-
duit par les identite´s. On a alors que tout ensemble simplicial est un objet
re´gal facile et que les alliances faciles sont uniquement les isomorphismes
d’ensembles simpliciaux.
Si au lieu de prendre le vide pour F1, on prend la famille des inclusions des
cornes des simplexes dans ces derniers, alors on aura une troisie`me donne´e
de Segal proto-facile avec pour objets re´gaux les ensembles simpliciaux fibrants
de Kan.
Ces notions d’objet re´gal facile et d’alliance facile d’objets re´gaux faciles
d’une part vont constituer pour C une nouvelle donne´e de Segal, comme le
montre le lemme ci-dessous, mais d’autre part vont nous permettre de de´finir
les notions de C-cate´gorie facile et d’e´quivalence facile de C-cate´gories faciles.
Lemme 3.1.4 Soit (C,F1,F2) une donne´e de Segal proto-facile.
Alors la cate´gorie sous-jacente C avec sa sous-cate´gorie pleine d’objets re´gaux faciles,
sa classe d’alliances faciles et son foncteur τ0 ve´rifie toutes les proprie´te´s d’une
donne´e de Segal.
Preuve
La proprie´te´ 9 de (C,F1,F2) assure que les objets discrets sont des objets
re´gaux faciles de C et le lemme 2.1.3 prouve que tout objet isomorphe a` un
objet re´gal facile est un objet re´gal facile, ce qui nous donne la proprie´te´ 1. La
proprie´te´ 8 de (C,F1,F2) assure que les objets re´gaux faciles sont stables par
produit fibre´ au-dessus d’un objet discret, ce qui montre la proprie´te´ 2. De
meˆme la proprie´te´ 10 de (C,F1,F2) assure que les alliances faciles sont sta-
bles par produit fibre´ au-dessus d’un objet discret dans la cate´gorie des mor-
phismes, ce qui montre la seconde partie de la proprie´te´ 3. Par le lemme 2.1.3,
les alliances faciles sont stables par composition et les isomorphismes sont des
alliances faciles, ce qui montre que la classe des alliances faciles est stable par
composition et ve´rifie la premie`re partie de la proprie´te´ 3. Par proprie´te´ 10
de (C,F1,F2), les alliances faciles sont stables par fibre, ce qui nous donne
le premier sens de l’e´quivalence de la proprie´te´ 4. Conside´rons un morphisme
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d’objets re´gaux faciles dont toutes les fibres sont des alliances faciles. Le fait
que C soit discre´tisante entraˆıne que tout diagramme de rele`vement de ce mor-
phisme vis-a`-vis de la famille F2 n’est autre que le coproduit de ses fibres. On
obtient alors le rele`vement attendu en prenant le coproduit dans la cate´gorie
des morphismes des rele`vements de chaque fibre (cf preuve du lemme 2.1.3),
ce qui montre l’autre sens de la proprie´te´ 4. La proprie´te´ 8 de (C,F1,F2) as-
sure que le foncteur τ0 est bien de´fini sur la sous-cate´gorie pleine des objets
re´gaux faciles de C, qui est une sous-cate´gorie pleine des objets re´gaux de C, et
donc que τ0 se restreint a` la cate´gorie des objets re´gaux faciles en conservant
les proprie´te´s 5 et 6. Comme par proprie´te´ 10 de (C,F1,F2), les alliances faciles
sont des alliances d’objets re´gaux, τ0 garde aussi la proprie´te´ 7.
CQFD.
Comme on vient de le voir une donne´e de Segal proto-facile engendre une
donne´e de Segal avec les objets re´gaux faciles et les alliances faciles. Pour
cette donne´e de Segal, on a bien e´videmment l’existence de notions de C-
cate´gories et d’e´quivalences de C-cate´gories, que l’on appellera respectivement
C-cate´gories faciles et e´quivalences faciles de C-cate´gories faciles.
De´finition 3.1.5 Soit (C,F1,F2) une donne´e de Segal proto-facile.
Une C-pre´cate´gorie A est une C-cate´gorie facile si pour tout entier m stricte-
ment positif Am est un objet re´gal facile dans C et si pour tout entier m
supe´rieur ou e´gal a` deux le morphisme de Segal Am → A1×A0 . . .×A0A1 est une
alliance facile d’objets re´gaux faciles. Un morphisme de C-cate´gories faciles est
un morphisme de C-pre´cate´gories.
De´finition 3.1.6 Soit (C,F1,F2) une donne´e de Segal proto-facile.
Un morphisme de C-cate´gories faciles f : A → B est une e´quivalence facile
de C-cate´gories faciles si f0 : A0 → B0 est surjective et, si pour tout couple
(x, y) d’objets de A, le morphisme f1(x, y) : A1(x, y)→ B1(f(x), f(y)) est une
alliance facile d’objets re´gaux faciles.
Si ces C-cate´gories faciles et ces e´quivalences faciles de C-cate´gories faciles
ont vocation a` eˆtre caracte´rise´es par des proprie´te´s de rele`vement, il faut au
minimum que les C-cate´gories faciles soient en particulier des C-cate´gories et
que les e´quivalences faciles soient en particulier des e´quivalences de C-cate´-
gories.
Lemme 3.1.7 Soit (C,F1,F2) une donne´e de Segal proto-facile. Les C-cate´-
gories faciles sont des C-cate´gories et les e´quivalences faciles de C-cate´gories faciles
sont des e´quivalences de C-cate´gories.
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Preuve : imme´diat en utilisant les proprie´te´s 8 et 10.
La notion de C-cate´gorie facile a e´te´ introduite essentiellement afin de per-
mettre de caracte´riser les C-pre´cate´gories qui sont des C-cate´gories faciles en
terme de rele`vement par rapport a` une certaine famille de fle`ches, ce qui per-
mettra de construire une ope´ration de cate´gorisation des C-pre´cate´gories base´e
sur ces rele`vements. En vue d’exhiber cette famille de fle`ches, nous allons in-
troduire une construction fonctorielle Θ qui permet d’exprimer les diagrammes
de C-pre´cate´gories en diagrammes de C et re´ciproquement. Ainsi les car-
acte´risations par rele`vement des objets re´gaux faciles et des alliances faciles
entraˆıneront de telles caracte´risations pour les C-cate´gories faciles et les e´qui-
valences faciles.
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3.2 La construction Θ
Par le lemme de Yoneda, on sait que les morphismes entre ensembles sim-
pliciaux du n-simplexe ∆[n] vers un ensemble simplicial A correspondent ex-
actement aux e´le´ments de l’ensemble An. Comme nos C-pre´cate´gories sont des
objets simpliciaux sur la cate´gorie C, on cherche une construction bifoncto-
rielle Θ respectant les colimites qui a` un ensemble simplicial E et a` un objet
C de C associe une C-pre´cate´gorie et telle que les morphismes de ∆[n]ΘC vers
une C-pre´cate´gorie A correspondent aux morphismes dans C de C vers Am. Si
C est la cate´gorie des ensembles, en prenant pour C le point ∗, on retrouve le
re´sultat de´coulant de Yoneda sur les ensembles simpliciaux.
L’ide´e pour construire ∆[n]ΘC muni de cette proprie´te´ est de conside´rer
∆[n] comme une C-pre´cate´gorie discre`te et de remplacer son n-simplexe non
de´ge´ne´re´ par C et de re´percuter ce changement a` toute la C-pre´cate´gorie par
les applications de faces et de de´ge´ne´rescences. Comme en outre on de´sire
que ∗ΘC commute aux colimites, nous allons de´finir Θ ainsi : a` un ensemble
simplicial X et a` un objet Y de C, on associe une C-pre´cate´gorie XΘY forme´e
sur la C-pre´cate´gorie discre`te X avec les meˆmes objets que X mais dans laquelle
chaque simplexe de X non de´ge´ne´rescence d’un point est remplace´ par Y.
De´finition 3.2.1 Soit C une cate´gorie discre´tisante posse´dant les coproduits.
Soit X un ensemble simplicial et Y un objet de C, on de´finit la C-pre´cate´-
gorie XΘY ainsi :
(XΘY )0 = X0 et, pour n > 0, (XΘY )n = X0
∐( ∐
Xn\sn(X0)
Y
)
ou` sn : X0 → Xn est induite par l’unique application de n vers 0.
On notera Y x l’exemplaire de Y associe a` l’e´le´ment x ∈ Xn\sn(X0).
Soit f un morphisme de ∆ de m vers n. De´finissons le morphisme induit
f ∗ : (XΘY )n → (XΘY )m. Sur la composante X0 de (XΘY )n, f ∗ induit
l’identite´. Pour la composante Y x, il y a deux cas. Si X(f)(x) n’est pas
de´ge´ne´rescence d’un point, alors f ∗ induit l’identite´ entre Y x et Y X(f)(x). Sinon
X(f)(x) est la de´ge´ne´rescence d’un point a ∈ X0 et alors f ∗ induit l’applica-
tion constante a` valeur a de Y x vers X0. On ve´rifie aise´ment que XΘY ainsi
de´fini est une C-pre´cate´gorie.
Nous allons maintenant faire de la construction Θ de´finie ci-dessus un
bifoncteur ∗Θ∗ : ENSSIMP × (C − PC)→ C − PC.
De´finition 3.2.2 Soit C une cate´gorie discre´tisante posse´dant les coproduits.
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- Soient X un ensemble simplicial et g : Y → Y ′ un morphisme de C-pre´cate´-
gories, on de´finit XΘg : XΘY → XΘY ′ de la manie`re suivante :
(XΘg)0 = IdX0 et, pour n > 0, (XΘg)n = IdX0
∐( ∐
Xn\sn(X0)
g
)
.
- Soient Y une C-pre´cate´gorie et f : X → X ′ un morphisme d’ensembles
simpliciaux, on de´finit fΘY : XΘY → X ′ΘY de la manie`re suivante :
(fΘY )0 est l’application f0 : X0 → X ′0 et, pour n strictement positif, on
de´finit (fΘY )n sur chacune des composantes de (XΘY )n. Sur X0, (fΘY )n est
l’application f0. Pour x ∈ Xn\sn(X0) tel que fn(x) n’est pas de´ge´ne´rescence
d’un point, (fΘY )n est l’identite´ de Y
x vers Y fn(x). Pour x ∈ Xn\s
n(X0) tel
que fn(x) est de´ge´ne´rescence d’un point a
′ ∈ X ′o, (fΘY )n est l’application
constante a` valeur a′ de Y x dans X ′0.
Lemme 3.2.3 Soit C une cate´gorie discre´tisante posse´dant les coproduits.
∗Θ∗ : ENSSIMP × (C − PC) → C − PC est un bifoncteur pre´servant les
sommes amalgame´es en chacune de ses composantes.
Preuve :
Il est facile de ve´rifier que, pour tout ensemble simplicial X et pour tout objet Y
de C, XΘ∗ et ∗ΘY sont des foncteurs et que l’on a la proprie´te´ suivante : pour
tout f : X → X ′ morphisme d’ensembles simpliciaux et pour tout g : Y → Y ′
morphisme de C, on a l’e´galite´ fΘY ′ ◦XΘg = X ′Θg ◦ fΘY .
La ve´rification de la pre´servation de la somme amalgame´e en chacune des
variables est imme´diate a` partir de la de´finition, car la somme amalgame´e des
C-pre´cate´gories est la somme amalgame´e niveau par niveau.
CQFD.
A partir de maintenant nous allons essentiellement appliquer cette con-
struction Θ a` deux types d’ensembles simpliciaux.
De´finition 3.2.4
- Pour tout entier m, on de´finit ∆[m] comme l’ensemble simplicial repre´sente´
par m.
- Pour tout entier m strictement positif, on de´finit Υ(m) comme la somme
amalgame´e de m exemplaires de ∆[1] au-dessus de ∆[0] en alternant but et
source. On note im : Υ(m)→ ∆[m] l’inclusion canonique.
On peut se repre´senter ∆[m] comme un m-simplexe mais aussi comme une
cate´gorie engendre´e par m morphismes composables entre m + 1 points dis-
tincts. Et l’on peut se repre´senter Υ(m) comme une suite de m morphismes
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composables entre m+1 points distincts. Ainsi ∆[m] est la cate´gorie associe´e
a` Υ(m).
Nous allons maintenant montrer que le bifoncteur Θ a bien la proprie´te´ que
l’on voulait, a` savoir que les morphismes de ∆[m]ΘC vers une C-pre´cate´gorie A
correspondent aux morphismes dans C de C vers Am.
Proposition 3.2.5 Soit C une cate´gorie discre´tisante posse´dant les copro-
duits et les produits fibre´s au-dessus d’un objet discret.
1) Il existe un isomorphisme naturel en X et en A entre l’ensemble des mor-
phismes de C-pre´cate´gories de ∆[m]ΘX vers A et l’ensemble des morphismes
dans C de X vers Am tels que le morphisme compose´
X → Am → A0 × . . . × A0 est constant (i.e. se factorise par l’objet final de
C), ou` le morphisme Am → A0 × . . .×A0 est induit par les m+1 applications
sommets de 0 vers m.
2) Il existe un isomorphisme naturel en X et en A entre l’ensemble des
morphismes de C-pre´cate´gories de Υ[m]ΘX vers A et l’ensemble des mor-
phismes dans C de X vers A1 ×A0 . . . ×A0 A1 tels que le morphisme compose´
X → A1 ×A0 . . . ×A0 A1 → A0 × . . . × A0 est constant, ou` le morphisme
A1 ×A0 . . .×A0 A1 → A0 × . . .× A0 est induit par les m+1 applications som-
mets de 0 vers 1
∐
0 . . .
∐
0 1.
3) Les deux isomorphismes ci-dessus sont compatibles avec l’inclusion im :
Υ(m)→ ∆[m].
Preuve :
1) Tout d’abord, on remarque que (∆[m]ΘX)n est le coproduit de ∆[m]0 avec
un exemplaire de X pour chaque morphisme de n dans m ne se factorisant
pas par 0. En outre, pour se donner un morphisme de ∆[m]ΘX vers A, il
faut se donner pour chaque entier n des morphismes de (∆[m]ΘX)n vers An
compatibles avec la structure simpliciale. Or pour se donner un morphisme de
(∆[m]ΘX)n vers An, il faut et il suffit de se donner un morphisme de ∆[m]0
vers An et un morphisme de X
f dans An pour tout morphisme f de n dansm
ne se factorisant pas par 0. Par respect de la structure simpliciale, on obtient
les carre´s commutatifs suivants :
XIdm ✲ Am ∆[m]0 ✲ A0 X
Idm ✲ Am
Xf
IdX
❄
✲ An
A(f)
❄
∆[m]0
Id∆[m]0
❄
✲ An
sn
❄
∆[m]0
∗i
❄
✲ A0
A(δi)
❄
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ou` ∗i de´signe l’application constante a` valeur i et δi l’application i-e`me som-
met de 0 vers m envoyant 0 sur i.
Ainsi le premier diagramme montre qu’un morphisme de Xf dans An est
entie`rement de´termine´ par f et la donne´e d’un morphisme de XIdm dans
Am. Quant au morphisme de ∆[m]0 vers An, le deuxie`me diagramme montre
qu’il est entie`rement de´termine´ par la donne´e d’un morphisme de ∆[m]0 vers
A0, c’est-a`-dire par la donne´e de m+1 objets de A (a0, . . . , am). En outre le
troisie`me diagramme montre le morphisme XIdm dans Am compose´ avec les
morphismes induits par les m+1 sommets de m est constant. Ainsi se donner
un morphisme de ∆[m]ΘX vers A, c’est se donner un morphisme de X dans
Am tel que la compose´e avec le morphisme Am → A0 × . . .× A0 est constant
et a pour valeur le m+1-uplet d’objets de A images du morphisme de ∆[m]0
vers A0. Un autre manie`re de le formuler est de dire que la donne´e d’un mor-
phisme de ∆[m]ΘX vers A n’est autre que la donne´e d’un morphisme de X
vers Am(a0, . . . , am) pour un certain (a0, . . . , am) m+1-uplet d’objets de A.
Avec ce qui pre´ce`de, on peut aise´ment construire l’isomorphisme cherche´ et
montrer qu’il est naturel en X et A.
2) La de´monstration est presque identique a` celle du 1). Cette fois-ci, l’ob-
jet (Υ(m)ΘX)n est le coproduit de Υ(m)0 avec un exemplaire de X pour
chaque morphisme de n dans m se factorisant par l’un des morphismes de
faces principales de 1 dansm qui a` 0 et 1 associe i et i+i, pour i compris entre
0 et m-1. Pour des raisons similaires a` celles du 1), se donner un morphisme de
Υ(m)ΘX vers A, c’est se donner m morphismes de X vers A1, un pour chaque
face principale, et tel que leurs compose´es avec le morphisme A1 → A0 × A0,
induit par source et but, sont constantes et ont pour valeur les deux objets
correspondants par l’application de Υ(m)0 vers A0. La` encore, l’isomorphisme
s’en de´duit aise´ment et il est imme´diat de ve´rifier sa naturalite´ en X et A.
3) Ici aussi, il s’agit d’une simple ve´rification. Il faut juste remarquer que
l’on passe de la donne´e de X → Am pour ∆[m]ΘX → A a` celle de
X → A1×A0 . . .×A0A1 pour Υ(m)ΘX → A en composant la premie`re donne´e
par le morphisme de Segal de A au cran m.
CQFD.
On peut reformuler la proposition ci-dessus en disant que, pour tout ob-
jet C de C et pour tout entier n, le foncteur des C-pre´cate´gories vers les
ensembles qui a` une C-pre´cate´gorie A associe le coproduit, sur les m + 1-
uplets (a0, . . . , am) d’objets de A, des ensembles de morphismes de C vers
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Am(a0, . . . , am) est repre´sente´ par ∆[m]ΘC. De meˆme, celui qui a` A associe
le coproduit, sur les m + 1-uplets (a0, . . . , am) d’objets de A, des ensembles
de morphismes de C vers A1(a0, a1) × . . . × A1(am−1, am) est repre´sente´ par
Υ(m)ΘC.
Comme on l’a vu, le fait que les C-pre´cate´gories aient leurs ensembles
d’objets discrets entraˆıne une condition de constance sur les morphismes de X
vers Am pour qu’ils proviennent d’un morphisme de ∆[m]ΘX vers A. Il en est
de meˆme avec Υ(m). Afin de simplifier cette condition de constance, donnons
une condition sur X pour laquelle tout morphisme de X vers Am ou A1 ×A0
. . . ×A0 A1 ve´rifie la constance sur le produit des A0 de la proposition 3.2.5.
Cette condition sera une ge´ne´ralisation de la connexite´.
De´finition 3.2.6 Soit C une cate´gorie admettant un objet final. Un objet X
de C est connexe s’il ve´rifie la proprie´te´ que tout morphisme de X vers un
objet discret se factorise par l’objet final.
Lemme 3.2.7 Soit C une cate´gorie discre´tisante posse´dant les coproduits et
les produits fibre´s au-dessus d’un objet discret. Soient X un objet quelconque
de C et A une C-pre´cate´gorie. Tout morphisme dans C de X vers Am ou
A1×A0 . . .×A0 A1 se factorisant a` travers un objet connexe ve´rifie la condition
de la proposition 3.2.5 et donc correspond univoquement a` un morphisme de
∆[m]ΘX ou de Υ(m)ΘX vers A.
Preuve :
On e´tend le morphisme de X vers Am ou A1 ×A0 . . .×A0 A1 a` l’objet discret
A0 × . . . × A0 en composant par les morphismes induits par les applications
sommets. Comme le morphisme de X vers Am ou A1×A0 . . .×A0A1 se factorise
a` travers un objet connexe X ′, son extension se factorise en un morphisme de
X vers X ′ suivi d’un morphisme de X ′ vers A0×. . .×A0. Par de´finition d’objet
connexe, le morphisme de l’objet connexeX ′ vers l’objet discret A0×. . .×A0 se
factorise a` travers l’objet final et donc l’extension a` A0×. . .×A0 du morphisme
de X vers Am ou A1 ×A0 . . .×A0 A1 aussi, comme compose´e d’un morphisme
se factorisant a` travers l’objet final. Ceci montre que le morphisme de X vers
Am ou A1 ×A0 . . .×A0 A1 ve´rifie la condition de la proposition 3.2.5.
CQFD.
Montrons maintenant que, dans C − PC, la notion de connexite´ posse`de
une caracte´risation simple.
Lemme 3.2.8 Soient C une cate´gorie discre´tisante, Une C-pre´cate´gorie A est
connexe si et seulement si, pour tout couple d’objets (a, b) de A, il existe un
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entier m et une suite d’objets (a0, . . . , am) de A allant de a a` b tel que, pour
i allant de 0 a` m-1, A1(ai, ai+1) est non vide. (On dira alors que a et b sont
relie´s.)
Preuve :
Soit A une C-pre´cate´gorie ve´rifiant la caracte´risation ci-dessus et montrons
que A est connexe. Soit f : A → B un morphisme de C-pre´cate´gories avec
B discret. Soient a et a′ deux objets de A. Par hypothe`se sur A, alors il ex-
iste une suite (a0, . . . , am) d’objets de A allant de a a` a
′, pour un certain
m, et tel que, pour i allant de 0 a` m-1, A1(ai, ai+1) est non vide. Donc son
image par f , B1(f(ai), f(ai+1)), est non vide. Or B est discret donc il vient
que f(ai) et f(ai+1) sont e´gaux. Comme les f(ai) sont e´gaux deux-a`-deux,
alors ils sont tous e´gaux a` un certain objet b de B. En particulier, a et a′ ont
meˆme image par f . Donc f0 est constante (a` valeur b). De ce fait, tous les
An(a0, . . . , an) ont pour image Bn(b, . . . , b) et donc An qui en est le coproduit
(car C est discre´tisante) aussi et ceci quelque soit n. Donc A a pour image le
sous-ensemble {b} de B et donc f est constant a` valeur {b}. Ce qui montre
que A est connexe.
Soit A une C-pre´cate´gorie ne ve´rifiant pas la caracte´risation ci-dessus et
montrons que A n’est pas connexe. Par hypothe`se, il existe deux objets a et
a′ de A tels que pour tout entier m et pour toute suite d’objets (a0, . . . , am)
allant de a a` a′, on a qu’il existe i entre 0 et m-1 tel que A1(ai, ai+1) soit
vide. En particulier, ceci entraˆıne que tout objet relie´ a` a n’est pas relie´ a`
a′ et re´ciproquement. On va construire un morphisme de A vers ∗
∐
∗ de la
manie`re suivante. On envoie tous les objets relie´s a` a sur un exemplaire de
l’objet final, notons-le ∗1, et les autres objets sur l’autre exemplaire de l’objet
final, notons-le ∗2. Comme dans un m-simplexe tous les sommets sont relie´s
entre eux par les areˆtes, par ce qui pre´ce`de, il vient que les m-simplexes sont
de deux types uniquement : ceux dont tous les sommets sont relie´s a` a et ceux
dont aucun sommet n’est relie´ a` a. On envoie donc les premiers sur ∗1 et les
seconds sur ∗2. Ceci nous de´finit bien un morphisme de C-pre´cate´gories de
A vers ∗
∐
∗ qui par construction ne se factorise pas par l’objet final, ce qui
montre que A n’est pas connexe.
CQFD.
Exemple 3.2.9 Dans ENSSIMP, la notion de connexite´ est caracte´rise´ par
le lemme ci-dessus car les ensembles simpliciaux sont des C-pre´cate´gories avec
pour C la cate´gorie des ensembles.
Graˆce a` cette notion de connexite´ et a` sa caracte´risation simple, nous allons
pouvoir utiliser plus facilement les proprie´te´s de la construction Θ qui nous
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permettra de caracte´riser les C-cate´gories faciles et les e´quivalences faciles
de C-cate´gories faciles par des proprie´te´s de rele`vements vis-a`-vis de fle`ches
construites a` partir des ∆[m]ΘX , des Υ(m)ΘX et des familles de fle`ches
caracte´risant objets re´gaux faciles et alliances faciles.
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3.3 Fle`ches ge´ne´ratrices des C-cate´gories faciles
Par de´finition, une C-cate´gorie facile a ses niveaux qui sont des objets
re´gaux faciles et ses morphismes de Segal qui sont des alliances faciles d’objets
re´gaux faciles. Ainsi si A est une C-cate´gorie facile, pour tout entier m, Am
est un objet re´gal facile donc posse`de la proprie´te´ de rele`vement a` droite par
rapport a` la famille F1. Par la construction Θ pre´ce´dente (et sous certaines
conditions de connexite´), ceci revient a` dire que A a la proprie´te´ de rele`vement
a` droite par rapport aux fle`ches de la forme ∆[m]Θf ou` f de´crit F1. Il reste
donc a` formuler par proprie´te´ de rele`vement que les morphismes de Segal sont
des alliances faciles. C’est ce que va faire la construction Boitm(g) que nous
donnons ci-dessous.
De´finition 3.3.1 Soit C une cate´gorie discre´tisante posse´dant les coproduits
et les sommes amalgame´es. Soient m un entier et g : E → F un morphisme
de C. On de´finit la fle`che Boitm(g) de la manie`re suivante. Conside´rons le
diagramme suivant :
Υ(m)ΘE
imΘE✲ ∆[m]ΘE
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
∆[m]Θg
❯
Υ(m)ΘF
Υ(m)Θg
❄
✲ B(m, g)
❄
❍❍❍❍❍❍❍❍❍❍❍❍❍
imΘF
❥
......
∃!Boitm(g)......❘
∆[m]ΘF
On note B(m, g) la somme amalgame´e de Υ(m)ΘF avec ∆[m]ΘE au-dessus
de Υ(m)ΘE. L’exte´rieur du diagramme commute car ∗Θ∗ est un bifoncteur,
donc il existe un unique morphisme de B(m, g) vers ∆[m]ΘF que l’on a note´
Boitm(g).
Lemme 3.3.2 Soit C une cate´gorie discre´tisante posse´dant les coproduits, les
produits fibre´s au-dessus d’un objet discret et les sommes amalgame´es. Soient
A une C-pre´cate´gorie, m un entier et g : E → F un morphisme de C. Con-
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side´rons le diagramme commutatif suivant :
E ✲ Am
(II)
...
...
...
...
...
...
...
...
∃
✸
F
g
❄
✲ A1 ×A0 . . .×A0 A1
Segal
❄
Si le but de g est connexe, alors ce diagramme e´quivaut au diagramme suivant :
B(m, g) ✲ A
..
..
..
..
..
..
..
∃
✒
(II ′)
∆[m]ΘF
Boitm(g)
❄
Preuve :
Comme le but de g est connexe, en appliquant le lemme 3.2.7 et la proposi-
tion 3.2.5, la partie solide du diagramme (II) devient :
Υ(m)ΘE
imΘE✲ ∆[m]ΘE
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆❯
Υ(m)ΘF
Υ(m)Θg
❄
✲ B(m, g)
❄
❍❍❍❍❍❍❍❍❍❍❍❍❥
.....
∃! .....❘
A
Comme la partie solide du diagramme (II) e´quivaut a` la commutativite´ de la
partie exte´rieure du diagramme ci-dessus, il existe bien un unique morphisme
de B(m, g) vers A. C’est ce morphisme qui traduit donc la partie solide du
diagramme (II). Comme F est connexe, en appliquant le lemme 3.2.7 et la
proposition 3.2.5 au rele`vement du diagramme (II), on obtient le rele`vement
du diagramme (II’).
CQFD.
115
Avec cette nouvelle construction Boitm(g) qui repre´sente au niveau des
C-pre´cate´gories ce qui se passe au niveau des morphismes de Segal et avec la
construction ∆[m]Θ∗ qui repre´sente au niveau des C-pre´cate´gories ce qui se
passe au niveau m des C-pre´cate´gories, nous sommes en mesure de donner les
fle`ches ge´ne´ratrices des C-cate´gories faciles.
De´finition 3.3.3 Soit (C,F1,F2) une donne´e de Segal proto-facile dont la
cate´gorie sous-jacente C posse`de les coproduits et les sommes amalgame´es.
On de´finit la famille FG1 des fle`ches ge´ne´ratrices de C-cate´gories faciles de
type 1 comme la famille des morphismes de la forme ∆[m]Θf , avec m un
entier strictement positif et f une fle`che de F1.
On de´finit la famille FG2 des fle`ches ge´ne´ratrices de C-cate´gories faciles de
type 2 comme la famille des morphismes de la forme Boitm(g), avec m un
entier supe´rieur ou e´gal a` deux et g une fle`che de F2. On note FG1 la re´union
des deux familles FG1 et FG2.
On appelle les morphismes de FG1 les fle`ches ge´ne´ratrices de type 1, car ce
sont celles qui caracte´risent la condition 1) de la notion de C-cate´gorie facile. Et
les morphismes de FG2 sont nomme´s les fle`ches ge´ne´ratrices de type 2 car ce
sont celles qui caracte´risent la condition 2) de la notion de C-cate´gorie facile.
La famille FG1, re´union des familles FG1 et FG2, est nomme´e famille des
fle`ches ge´ne´ratrices des C-cate´gories faciles, car ce sont bien par rapport a` ces
fle`ches que les C-cate´gories faciles se rele`vent, comme le montre la proposition
ci-dessous.
Proposition 3.3.4 Soit (C,F1,F2) une donne´e de Segal proto-facile dont la
cate´gorie sous-jacente C posse`de les coproduits et les sommes amalgame´es et
telle que les sources et buts des fle`ches de la famille F1 soient connexes ainsi
que les buts de la famille F2.
Une C-pre´cate´gorie A est une C-cate´gorie facile si et seulement si elle a la
proprie´te´ de rele`vement a` droite par rapport a` la famille FG1 et par rapport a`
la famille FG2.
Preuve :
Tout d’abord, explicitons la de´finition de C-cate´gorie facile. Une C-pre´cate´-
gorie A est une C-cate´gorie facile si :
– 1)pour tout entier m, Am est une cate´gorie facile dans C, c’est-a`-dire
posse`de la proprie´te´ de rele`vement a` droite par rapport aux fle`ches de
la famille F1.
– 2)pour tout entier m supe´rieur ou e´gal a` deux, le morphisme de Segal
Am → A1×A0 . . .×A0A1 est une e´quivalence facile d’objets re´gaux faciles,
c’est-a`-dire posse`de la proprie´te´ de rele`vement a` droite par rapport aux
fle`ches de la famille F2.
116
La condition 1) se traduit par le diagramme suivant :
C ✲ Am
(I)
..
..
..
..
..
..
..
∃
✒
f ∈ F1
D
f
❄
La condition 2) se traduit par le diagramme suivant :
E ✲ Am
(II)
...
...
...
...
...
...
...
...
∃
✸
g ∈ F2
F
g
❄
✲ A1 ×A0 . . .×A0 A1
Segal
❄
Comme les sources et buts des fle`ches de F1 sont connexes, en appliquant suc-
cessivement le lemme 3.2.7 et la proposition 3.2.5, le diagramme (I) e´quivaut
au diagramme suivant :
∆[m]ΘC ✲ A
..
..
..
..
..
..
..
∃
✒
(I ′)
∆[m]ΘD
∆[m]Θf
❄
Ceci montre que la condition 1) est ve´rifie´e si et seulement si le diagramme
(I’) se rele`ve.
Comme en outre les buts des fle`ches de F2 sont connexes alors par le lemme
pre´ce´dent, il vient que le diagramme (II) e´quivaut au diagramme (II’) du
lemme pre´ce´dent. Ceci montre que la condition 2) est ve´rifie´e si et seulement
si le diagramme (II’) se rele`ve.
CQFD.
Exemple 3.3.5 Pour les familles de fle`ches prises dans l’exemple 3.1.2 pour
ENSSIMP, on a que leurs buts sont connexes car les m-simplexes standards
sont connexes au sens de l’exemple 3.2.9.
Passons maintenant a` la caracte´risation par rele`vement des e´quivalences
faciles de C-cate´gories faciles.
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De´finition 3.3.6 Soit (C,F1,F2) une donne´e de Segal proto-facile dont la
cate´gorie sous-jacente C posse`de les coproduits. On de´finit la famille FG2 des
fle`ches ge´ne´ratrices d’e´quivalences faciles comme la famille constitue´e de l’in-
clusion ∅ → ∗ et des morphismes ∆[1]Θg, avec g une fle`che de F2.
Proposition 3.3.7 Soit (C,F1,F2) une donne´e de Segal proto-facile dont la
cate´gorie sous-jacente C posse`de les coproduits et telle que les buts des fle`ches
de la famille F2 soient connexes. Un morphisme f : A → B de C-cate´-
gories faciles est une e´quivalence facile de C-cate´gories faciles si et seulement
si f a la proprie´te´ de rele`vement a` droite par rapport aux fle`ches de la famille
FG2.
Preuve :
Un morphisme f : A→ B de C-cate´gories faciles est une e´quivalence facile de
C-cate´gories faciles si :
– 1’) f0 est surjective,
– 2’) pour tout couple (x, y) d’objets de A, le morphisme dans C f1(x, y) :
A1(x, y)→ B1(f(x), f(y)) est une e´quivalence facile d’objets re´gaux faciles
dans C, c’est-a`-dire se rele`ve a` droite par rapport aux fle`ches de la famille
F2.
La condition 1’) se traduit simplement par le diagramme suivant :
∅ ✲ A
(III)
..
..
..
..
..
..
..
∃
✒
∗
❄
✲ B
f
❄
La condition 2’) se traduit par le diagramme suivant :
E ✲ A1(x, y)
(IV )
..
..
..
..
..
..
..
∃
✒
g ∈ F2
F
g
❄
✲ B1(f(x), f(y))
f1(x, y)
❄
Comme les buts des fle`ches de la famille F2 sont connexes, en utilisant le
lemme 3.2.7 et la proposition 3.2.5, le diagramme (IV) e´quivaut au diagramme
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suivant :
∆[1]ΘE ✲ A
..
..
..
..
..
..
..
∃
✒
(IV ′)
∆[1]ΘF
∆[1]Θg
❄
✲ B
f
❄
CQFD.
Les deux propositions pre´ce´dentes nous assurent donc que les C-cate´gories
faciles et les e´quivalences faciles sont caracte´rise´es par des proprie´te´s de rele`ve-
ment. Ainsi on a muni la donne´e de Segal des C-cate´gories de deux familles
FG1 et FG2 de´finissant par rele`vement les C-cate´gories faciles et les e´qui-
valences faciles de C-cate´gories faciles. Il est alors tout naturel de se demander
si avec ces familles la donne´e de Segal des C-cate´gories n’est pas une donne´e
de Segal proto-facile. Pour cela on va d’abord montrer que les proprie´te´s de
connexite´ que l’on demande aux familles F1 et F2 sont aussi valables sur FG1
et FG2.
Lemme 3.3.8 Soit (C,F1,F2) une donne´e de Segal proto-facile dont la cate´-
gorie sous-jacente C posse`de les coproduits et les sommes amalgame´es et telle
que les sources et buts des fle`ches de la famille F1 soient connexes non vides
ainsi que les buts de la famille F2. Alors les sources et buts de FG1 sont
connexes non vides ainsi que les but de FG2.
Preuve :
Tout d’abord remarquons qu’en dehors de l’inclusion ∅ → ∗, dont le but est
bien connexe et non vide, la famille FG2 est de la forme ∆[1]Θg. Remarquons
ensuite que (∆[m]ΘX)1(x, y) et (Υ(m)ΘX)1(x, x + 1) ne sont autres qu’un
exemplaire de X (celui qui est associe´ a` l’application de 1 dans m qui a` 0 et 1
associe x et y, respectivement x et x+1). Donc si X est non vide, il vient que
∆[m]ΘX et Υ(m)ΘX sont connexes. Leurs ensembles d’objets e´tant non vides,
ils sont eux-meˆmes non vides. Comme par hypothe`se sur la donne´e de Segal
proto-facile, pour tout morphisme f : C → D dans F1, C et D sont connexes
non vides, alors ∆[m]Θf : ∆[m]ΘC → ∆[m]ΘD a bien sa source et son but
connexes et non vides. Ceci montre que les fle`ches de FG1 ont leurs sources et
buts connexes non vides. De meˆme, les buts des fle`ches g : E → F de F2 sont
connexes et non vides, donc les buts des fle`ches ∆[1]Θg : ∆[1]ΘE → ∆[1]ΘF
et Boitm(g) : B(m, g)→ ∆[m]ΘF ont aussi leurs buts connexes et non vides.
Ainsi les buts de fle`ches de FG2 sont connexes non vides. Enfin on remarque
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que B(m, g)1(xi, xi+1) n’est autre qu’un exemplaire de F et donc B(m, g) est
connexe non vide. Ainsi les sources et buts des fle`ches de FG2 sont connexes
non vides.
CQFD.
Lemme 3.3.9 Soit (C,F1,F2) une donne´e de Segal proto-facile dont la cate´-
gorie sous-jacente C posse`de les coproduits et les sommes amalgame´es et telle
que les sources et buts des fle`ches de la famille F1 soient connexes non vides
ainsi que les buts de la famille F2. Alors la donne´e de Segal C − PC de´finie
dans le lemme 1.4.7 munie des familles FG1 et FG2 constitue une donne´e de
Segal proto-facile.
Preuve :
Montrons tout d’abord que les familles FG1 et FG2 sont des ensembles.
Comme (C,F1,F2) est une donne´e de Segal proto-facile, les familles F1 et F2
sont par de´finition des ensembles. Or FG1 est constitue´e des fle`ches de type
∆[n]Θf et Boitm(g) avec f de´crivant F1, g de´crivant F2 etm et n de´crivant N.
Donc FG1 est donc bien un ensemble comme re´union de´nombrable d’ensem-
bles. De meˆme, comme FG2 est constitue´e des fle`ches de type ∆[1]Θg avec g
de´crivant F2 et de la fle`che ∅ → ∗, c’est un ensemble comme re´union d’ensem-
bles. Donc les familles FG1 et FG2 sont des ensembles.
Par la proposition 3.3.4, les C-pre´cate´gories ayant la proprie´te´ de rele`vement
a` droite par rapport a` la famille FG1 sont des C-cate´gories faciles et donc des
C-cate´gorie par le lemme 3.1.7, ce qui donne la premie`re partie de la proprie´te´
8. De meˆme par la proposition 3.3.7, les morphismes de C-cate´gories faciles
ayant la proprie´te´ de rele`vement a` droite par rapport a` la famille FG2 sont
des e´quivalences faciles de C-cate´gories faciles et donc des e´quivalences de C-
cate´gories par le lemme 3.1.7, ce qui donne la premie`re partie de la proprie´te´
10. Comme les produits fibre´s au-dessus d’un objet discret dans C − PC ou
dans sa cate´gorie de morphismes se calculent niveau par niveau et que les
objets re´gaux faciles et les e´quivalences faciles d’objets re´gaux faciles sont
stables par produit fibre´ au-dessus d’un objet discret, par les proprie´te´s 8)
et 10) de la donne´e de Segal proto-facile (C,F1,F2), on obtient que les C-
cate´gories faciles et les e´quivalences faciles de C-cate´gories faciles sont stables
par produit fibre´ au-dessus d’un objet discret. Comme par les lemmes 3.3.4
et 3.3.7, les C-cate´gories faciles sont les objets ayant la proprie´te´ de rele`vement
a` droite par rapport a` FG1 et les e´quivalences faciles de C-cate´gories faciles
sont les morphismes de C-cate´gories faciles ayant la proprie´te´ de rele`vement a`
droite par rapport a` FG2, les secondes parties des proprie´te´s 8 et 10 sont donc
bien ve´rifie´es. Par le lemme 3.3.8, les sources des morphismes de la famille
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FG1 sont connexes et donc tout morphisme de la source d’un morphisme de
FG1 vers un objet discret se factorise par l’objet final. De fait les C-pre´cate´-
gories discre`tes ont la proprie´te´ de rele`vement a` droite par rapport a` FG1, ce
qui donne la proprie´te´ 9.
CQFD.
Nos C-cate´gories faciles e´tant caracte´rise´es par une proprie´te´ de rele`vement
par rapport a` une famille de fle`ches, on va donc pouvoir appliquer toute
la machinerie de´veloppe´e au chapitre pre´ce´dent pour obtenir le proce´de´ de
cate´gorisation tant recherche´.
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3.4 Construction Cat
Nous avons montre´ dans la section pre´ce´dente que la notion de C-cate´-
gorie facile est simple a` manipuler car elle est caracte´rise´e par des proprie´te´s
de rele`vements. En effet, on a montre´ que les C-pre´cate´gories FG1-injectives
correspondent exactement aux C-cate´gories faciles. L’ide´e pour cate´goriser est
donc de prendre la FG1-injectivisation des C-pre´cate´gories. Ainsi on obtiendra
une C-cate´gorie facile associe´e a` travers laquelle tout morphisme de notre C-
pre´cate´gorie vers une C-cate´gorie facile se factorisera. La seule ombre a` ce
tableau idyllique est que l’on veut que ce proce´de´ pre´serve l’homotopie, ce
que l’on est incapable de montrer directement. Aussi a-t-on vu au chapitre
pre´ce´dent l’inte´reˆt d’une I-injectivisation posse´dant la proprie´te´ d’unicite´ de la
factorisation des morphismes a` but I-injectifs. Comme au chapitre pre´ce´dent,
on va construire une telle FG1-injectivisation en se servant de la notion de
marquage partiel des C-pre´cate´gories, qui n’est autre que la notion d’objet
partiellement FG1-marque´e.
De´finition 3.4.1 Soit (C,F1,F2) une donne´e de Segal proto-facile dont la
cate´gorie sous-jacente C posse`de les coproduits et les sommes amalgame´es et
telle que les sources et buts des fle`ches de la famille F1 soient connexes ainsi
que les buts de la famille F2. Une C-pre´cate´gorie partiellement marque´e est
la donne´e d’un couple (A, µ), ou` A est une C-pre´cate´gorie et µ une fonction
d’un ensemble de diagrammes solides de type (I’) et (II’) pour A qui associe a`
chaque diagramme solide de cet ensemble un rele`vement, que l’on dira marque´.
Par abus de langage, on dit qu’un diagramme appartient a` µ pour dire qu’il
appartient au domaine de de´finition de la fonction µ et donc qu’on lui a choisi
un rele`vement.
On remarque que si A est totalement marque´e (i.e. µ contient tous les
diagrammes des fle`ches ge´ne´ratrices de C-cate´gories faciles vers A) alors A
a bien e´videmment la proprie´te´ de rele`vement a` droite par rapport a` toutes
les fle`ches ge´ne´ratrices de C-cate´gories faciles, ce qui fait de A une C-cate´-
gorie facile pour laquelle tous les rele`vements sont marque´s, c’est ce qu’on
appelle une C-cate´gorie marque´e.
De´finition 3.4.2 Soit (C,F1,F2) une donne´e de Segal proto-facile dont la
cate´gorie sous-jacente C posse`de les coproduits et les sommes amalgame´es et
telle que les sources et buts des fle`ches de la famille F1 soient connexes ainsi
que les buts de la famille F2. Une C-cate´gorie marque´e est la donne´e d’un
couple (A, µ), ou` A est une C-cate´gorie facile et µ une fonction de l’ensemble
des diagrammes solides de type (I’) et (II’) pour A qui a` chaque diagramme
solide associe un rele`vement.
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Les notions de C-pre´cate´gorie totalement marque´e et de C-cate´gorie marque´e
sont e´quivalentes, comme on l’a vu plus haut. Il nous reste donc a` de´finir ce
que sont les morphismes de C-pre´cate´gories partiellement marque´es.
De´finition 3.4.3 Soit (C,F1,F2) une donne´e de Segal proto-facile dont la
cate´gorie sous-jacente C posse`de les coproduits et les sommes amalgame´es et
telle que les sources et buts des fle`ches de la famille F1 soient connexes ainsi
que les buts de la famille F2. Un morphisme f : A → B entre les C-pre´cate´-
gories partiellement marque´es (A, µ) et (B, ν) est un morphisme de C-pre´cate´-
gories partiellement marque´es si, pour tout diagramme de µ, son prolongement
par f est un diagramme de ν. On dit que le morphisme pre´serve le marquage.
Un morphisme de C-cate´gories marque´es n’est autre qu’un morphisme de C-
pre´cate´gories partiellement marque´es.
X
e ✲ A X
e ✲ A
f ✲ B
..
..
..
..
..
..
..
r
✒
∈ µ
..
..
..
..
..
..
..
r
✒
....
....
....
....
....
....
....
....
..
f ◦ r
✯
∈ ν
Y
h
❄
Y
h
❄
On obtient ainsi deux cate´gories : C − PCm, la cate´gories des C-pre´cate´-
gories partiellement marque´es et sa sous-cate´gorie pleine C − Cm des C-cate´-
gories marque´es. Tout d’abord, remarquons qu’une meˆme C-cate´gorie facile
peut avoir plusieurs marquages diffe´rents et ainsi peut donner lieu a` plusieurs
C-cate´gories marque´es, il en va de meˆme pour les C-pre´cate´gories. Ainsi nos
deux nouvelles cate´gories ne sont pas des sous-cate´gories de C − PC. En re-
vanche, elles sont toutes deux munies d’un foncteur Oubli vers C − PC qui est
fide`le mais n’est pas plein car tout morphisme ne pre´serve pas le marquage.
En outre on a vu que la notion de C-cate´gorie facile n’est pas stable par limite
mais en revanche celle de C-cate´gories marque´es l’est.
Lemme 3.4.4 Soit (C,F1,F2) une donne´e de Segal proto-facile dont la cate´-
gorie sous-jacente C posse`de les coproduits, les limites et les sommes amal-
game´es et telle que les sources et buts des fle`ches de la famille F1 soient
connexes ainsi que les buts de la famille F2. La cate´gorie C − Cm des C-cate´-
gories marque´es avec les morphismes pre´servant les marquages posse`de les
limites.
Preuve : application directe du lemme 2.1.5 !
Cette notion de marquage va nous permettre de de´finir un proce´de´ de
cate´gorisation qui a` une C-pre´cate´gorie va associer une C-cate´gorie marque´e,
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proce´de´ qui non seulement sera fonctoriel mais servira d’adjoint au foncteur
Oubli des C-cate´gories marque´es vers les C-pre´cate´gories. On nommera ce
proce´de´ Cat. Pour de´finir Cat, on va se servir de la construction EΦ de´finie
au chapitre pre´ce´dent avec pour Φ la famille FG1. Toutefois si l’on veut que
le proce´de´ ainsi de´fini FG1-injectivise bien, c’est-a`-dire cate´gorise bien, il faut
que les fle`ches de Φ, ici de FG1, ait des proprie´te´s de petitesse et que les Φ-
cofibrations soient des monomorphismes. Le lemme suivant nous montre que
si les familles F1 et F2 de la donne´e de Segal proto-facile ont leurs sources et
buts petits alors FG1 aussi.
Lemme 3.4.5 Soit (C,F1,F2) une donne´e de Segal proto-facile dont la cate´-
gorie sous-jacente posse`de les coproduits et les sommes amalgame´es et ve´rifie
les deux proprie´te´s suivantes :
-les sources et buts des fle`ches de la famille F1 sont connexes ainsi que les
buts de la famille F2,
-il existe un cardinal transfini re´gulier strictement supe´rieur a` ℵ0, que l’on
notera α, pour lequel tout morphisme de F1 et F2 a sa source et son but α-
petits au sens 2.3.3.
Alors tout morphisme de FG1 et FG2 a aussi sa source et son but α-petits.
Preuve :
Par construction, (∆[m]ΘX)n et (Υ(m)ΘX)n sont des sommes amalgame´es
d’un ensemble fini avec un coproduit fini d’exemplaire de X. Si X est α-petit
alors (∆[m]ΘX)n et (Υ(m)ΘX)n aussi, par le lemme 2.3.4 et, comme on a
pris α re´gulier et strictement supe´rieur a` ℵ0, par le lemme 2.3.6, ∆[m]ΘX et
Υ(m)ΘX sont α-petits ainsi que B(m, g), somme amalgame´e des pre´ce´dents,
si g est α-petite. Comme, par ailleurs, l’inclusion ∅ → ∗ a sa source et son
but ℵ0-petits, les ensembles FG1 et FG2 ont bien leurs morphismes ayant les
sources et buts α-petits.
CQFD.
Un des corollaires de ce lemme est que la famille FG1 permet l’argu-
ment du petit objet. Ainsi les FG1-cofibrations sont des re´tracts de colim-
ites se´quentielles transfinies de sommes amalgame´es de fle`ches de FG1. Mon-
trons alors que si les re´tracts de colimites se´quentielles transfinies de sommes
amalgame´es de fle`ches de F1 et de F2 sont des monomorphismes, alors les
FG1-cofibrations sont des monomorphismes.
Lemme 3.4.6 Soit (C,F1,F2) une donne´e de Segal proto-facile dont la cate´-
gorie sous-jacente posse`de les colimites et ve´rifie les trois proprie´te´s suivantes :
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-les sources et buts des fle`ches de la famille F1 sont connexes ainsi que les
buts de la famille F2,
-il existe un cardinal transfini re´gulier strictement supe´rieur a` ℵ0, que l’on
notera α, pour lequel tout morphisme de F1 et F2 a sa source et son but
α-petits au sens 2.3.3,
-les F1 ∪ F2 ∪ {∅ → ∗}-cofibrations sont des monomorphismes.
Alors les FG1 ∪ FG2-cofibrations sont des monomorphismes.
Preuve :
Par le lemme pre´ce´dent, les familles FG1 et FG2 permettent l’argument du
petit objet et donc la famille re´union FG1 ∪ FG2 aussi. Ceci permet de car-
acte´riser les FG1 ∪ FG2-cofibrations comme les re´tracts de colimites se´quen-
tielles transfinies de sommes amalgame´es de fle`ches de FG1 ∪FG2. Or niveau
par niveau, les fle`ches de FG1∪FG2 sont des coproduits de fle`ches de F1∪F2∪
{∅ → ∗}. Ainsi nos FG1 ∪ FG2-cofibrations sont donc niveau par niveau des
re´tracts de colimites se´quentielles transfinies de sommes amalgame´es de fle`ches
de F1 ∪F2 ∪ {∅ → ∗}, donc ce sont niveau par niveau des F1 ∪F2 ∪ {∅ → ∗}-
cofibrations. Or par hypothe`se, les F1 ∪ F2 ∪ {∅ → ∗}-cofibrations sont des
monomorphismes. Donc les FG1 ∪ FG2-cofibrations sont niveau par niveau
des monomorphismes. Comme C − PC est une cate´gorie de pre´faisceaux sur C,
les monomorphismes de C − PC sont les monomorphismes niveau par niveau.
Ainsi les FG1∪FG2-cofibrations sont bien des monomorphismes dans C − PC.
CQFD.
Exemple 3.4.7 Les m-simplexes standards et leurs bords ayant un nombre
fini de simplexes non de´ge´ne´re´s sont ℵ0-petits et donc, avec les familles de
fle`ches choisies dans l’exemple 3.1.2, ENSSIMP ve´rifie l’hypothe`se de pe-
titesse de la proposition-de´finition de Cat ci-dessous.
En outre les familles de fle`ches de l’exemple 3.1.2 sont des monomorphismes.
De plus dans ENSSIMP , ∅ → ∗ est un monomorphisme et les monomor-
phismes sont stables par re´tract, somme amalgame´e le long d’un morphisme,
coproduit et comilite se´quentielle transfinie. Ainsi l’hypothe`se concernant les
monomorphismes de la proposition-de´finition de Cat ci-dessous est ve´rifie´e
e´galement.
Nous avons maintenant tous les e´le´ments en main pour pouvoir donner la
proposition-de´finition du proce´de´ de cate´gorisation Cat.
Proposition 3.4.8 (-de´finition) Soit (C,F1,F2) une donne´e de Segal proto-
facile dont la cate´gorie sous-jacente est cocomple`te et ve´rifie les trois proprie´te´s
suivantes :
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-les sources et buts des fle`ches de la famille F1 sont connexes ainsi que les
buts de la famille F2,
-il existe un cardinal transfini re´gulier strictement supe´rieur a` ℵ0, que l’on
notera α, pour lequel tout morphisme de F1 et F2 a sa source et son but
α-petits au sens 2.3.3,
-les F1 ∪ F2 ∪ {∅ → ∗}-cofibrations sont des monomorphismes.
Il existe un foncteur Cat des C-pre´cate´gories vers les C-cate´gories faciles mar-
que´es muni d’une transformation naturelle can entre l’identite´ des C-pre´cate´-
gories et la compose´e de Cat avec le foncteur Oubli des C-cate´gories faciles
marque´es vers les C-pre´cate´gories ayant la proprie´te´ universelle suivante :
pour tout morphisme f : A → B d’une C-pre´cate´gorie quelconque A vers
une C-cate´gorie marque´e (B, λ), il existe un unique morphisme f˜ de Cat(A)
vers B pre´servant le marquage et dont la pre´composition par canA est f .
A
f ✲ B
..
..
..
..
..
..
..
∃!f˜
✒
Cat(A)
canA
❄
Preuve :
Nous allons prendre pour foncteur Cat le plan d’addition de cellules EΦ avec
pour Φ la famille FG1. Les hypothe`ses sur la donne´e de Segal proto-facile
permettent de ve´rifier les hypothe`ses des lemmes 3.4.5 et 3.4.6, ce qui nous
donne que les morphismes de Φ ont leurs sources et buts α-petit et que les
Φ-cofibrations sont des monomorphismes. On peut alors appliquer la propo-
sition 2.6.7, qui nous dit que EΦ est un foncteur a` valeur dans les objets
Φ-injectifs marque´s et que tout morphisme A → B a` but Φ-injectif marque´
se factorise de manie`re unique a` travers le morphisme naturel A→ EΦ(A) en
un morphisme pre´servant le marquage. Or les objets Φ-injectifs marque´s ne
sont autres que les C-cate´gories faciles marque´es, ce qui nous donne que Cat
va dans les C-cate´gories faciles marque´es et ve´rifie la proprie´te´ universelle.
Enfin la transformation naturelle can est induite par le morphisme naturel
A→ EΦ(A).
CQFD.
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Comme on a pu le faire remarquer au sujet du plan d’addition de cellules
EΦ, la factorisation ci-dessus s’applique aussi bien pour les C-cate´gories faciles
mais il n’y aura pas d’unicite´ de la factorisation a` travers Cat(A).
Corollaire 3.4.9 Soit (C,F1,F2) une donne´e de Segal proto-facile dont la
cate´gorie sous-jacente est cocomple`te et ve´rifie les trois proprie´te´s suivantes :
-les sources et buts des fle`ches de la famille F1 sont connexes ainsi que les
buts de la famille F2,
-il existe un cardinal transfini re´gulier strictement supe´rieur a` ℵ0, que l’on
notera α, pour lequel tout morphisme de F1 et F2 a sa source et son but
α-petits au sens 2.3.3,
-les F1 ∪ F2 ∪ {∅ → ∗}-cofibrations sont des monomorphismes.
La construction Cat est un foncteur de C − PC vers C − Cm qui est adjoint a`
gauche du foncteur Oubli, i.e. on a un isomorphisme naturel en A et (B, λ),
induit par le morphisme canA :
HomC−Cm(Cat(A), (B, λ)) = HomC−PC(A,Oubli((B, λ)))
De ce fait, le foncteur Cat pre´serve les colimites.
Preuve :
De la proprie´te´ universelle de´coule l’unicite´ a` isomorphisme pre`s de Cat(A),
ce qui entraˆıne que Cat est en fait un adjoint a` gauche du foncteur Oubli des
C-cate´gories marque´es vers les C-pre´cate´gories. Enfin comme foncteur adjoint
a` gauche, Cat pre´serve les colimites.
CQFD.
On prendra bien garde que, contrairement aux limites, les colimites dans
C − Cm ne sont pas les colimites niveau par niveau dans C − PC des C-pre´cate´-
gories sous-jacentes avec pour marquage la colimites des marquages. Par exem-
ple, pour les (petites) cate´gories, une colimite niveau par niveau de nerfs de
cate´gories n’est pas un nerf de cate´gorie en ge´ne´ral.
Nous avons de´sormais un proce´de´ de cate´gorisation Cat ayant de bonnes
proprie´te´s mais pas encore celle de pre´server le type d’homotopie. Toutefois, il
est inte´ressant de re´capituler les hypothe`ses faites sur la donne´e de Segal proto-
facile qui ont permis la construction Cat. Cela donnera lieu a` la de´finition de
donne´e de Segal pre´-facile et a` une proposition montrant que, pour toute
donne´e de Segal pre´-facile, il existe une cate´gorisation de type Cat.
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De´finition 3.4.10 Une donne´e de Segal pre´-facile est une triplet (C,F1,F2)
constitue´ d’une donne´e de Segal C, dont la cate´gorie sous-jacente est co-
comple`te, et de deux familles F1 et F2 de morphismes de C qui sont des
ensembles satisfaisant les proprie´te´s suivantes :
8) Les objets de C ayant la proprie´te´ de rele`vement a` droite par rapport a` F1
sont des objets re´gaux et sont stables par produit fibre´ au-dessus d’un objet
discret.
9) Les objets discrets de C ont la proprie´te´ de rele`vement a` droite par rapport
a` F1.
10) Les morphismes qui ont la proprie´te´ de rele`vement a` droite par rapport
a` F2 et dont la source et le but sont des objets re´gaux ayant la proprie´te´
de rele`vement a` droite par rapport a` F1 sont des alliances d’objets re´gaux et
le produit fibre´, dans la cate´gorie des morphismes, de deux tels morphismes
au-dessus d’un objet discret a encore la proprie´te´ de rele`vement a` droite par
rapport a` F2.
11) Les sources et buts des fle`ches de la famille F1 sont connexes non vides
ainsi que les buts de la famille F2.
12) Il existe un cardinal transfini re´gulier strictement supe´rieur a` ℵ0, que l’on
notera α, pour lequel tout morphisme de F1 et F2 a sa source et son but
α-petits au sens 2.3.3.
13) Les F1 ∪ F2 ∪ {∅ → ∗}-cofibrations sont des monomorphismes.
On remarque qu’ici nous avons demande´ en hypothe`se 11) en plus de la
connexite´ des sources et buts des fle`ches ge´ne´ratrices leur non vacuite´. Si la
non vacuite´ des sources et buts des fle`ches ge´ne´ratrices est superflue pour
assurer l’existence de Cat, en revanche c’est l’une des hypothe`ses permettant
d’assurer que la donne´e de Segal des C-cate´gories munie des familles FG1 et
FG2 est une donne´e de Segal proto-facile. Montrons maintenant qu’une donne´e
de Segal pre´-facile donne bien lieu a` un foncteur Cat.
Proposition 3.4.11 Soit (C,F1,F2) une donne´e de Segal pre´-facile. Alors il
existe un foncteur Cat de C − PC vers C − Cm qui est adjoint a` gauche du
foncteur Oubli, i.e. on a un isomorphisme naturel en A et (B, λ) :
HomC−Cm(Cat(A), (B, λ)) = HomC−PC(A,Oubli((B, λ)))
De ce fait, le foncteur Cat pre´serve les colimites.
Preuve : c’est juste une reformulation du corollaire pre´ce´dent.
On a de´ja` vu que la cate´gorie C − PC munie des C-cate´gories, des e´qui-
valences de C-cate´gories et des familles FG1 et FG2 forme une donne´e de
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Segal proto-facile. Il est donc inte´ressant de savoir si cette donne´e de Segal
proto-facile est aussi une donne´e de Segal pre´-facile.
Lemme 3.4.12 Soit (C,F1,F2) une donne´e de Segal pre´-facile.
Alors la donne´e de Segal C − PC de´finie dans le lemme 1.4.7 munie des
familles FG1 et FG2 constitue une donne´e de Segal pre´-facile.
Preuve :
On a de´ja` montre´ dans le lemme 3.3.9 qu’avec les familles FG1 et FG2,
la donne´e de Segal sur C − PC des C-cate´gories et e´quivalences de C-cate´-
gories forme une donne´e de Segal proto-facile. Il ne reste donc plus qu’a` mon-
trer que C − PC est cocomple`te et que les familles FG1 et FG2 ve´rifient les
proprie´te´s 11), 12) et 13).
Tout d’abord, comme C − PC est une cate´gorie de pre´faisceaux sur la cate´gorie
C qui est cocomple`te par hypothe`se, alors C − PC est cocomple`te. En outre,
par hypothe`se, les familles F1 et F2 ve´rifient la proprie´te´ 11) de connexite´,
donc , par le lemme 3.3.8, les familles FG1 et FG2 aussi. De meˆme, par hy-
pothe`se, les familles F1 et F2 ve´rifient la proprie´te´ 11) ainsi que la proprie´te´
12) sur la petitesse, donc , par le lemme 3.4.5, les familles FG1 et FG2 ve´rifient
aussi la proprie´te´ 12). Enfin les familles F1 et F2 ve´rifient par hypothe`se les
proprie´te´s 11), 12) et 13), donc, par le lemme 3.4.6, les familles FG1 et FG2
ve´rifient bien la proprie´te´ 13) concernant les monomorphismes.
CQFD.
Graˆce a` notre nouvelle notion de donne´e de Segal pre´-facile, nous avons
assurer l’existence d’un foncteur de cate´gorisation Cat adjoint au foncteur
Oubli des C-cate´gories faciles marque´es vers les C-pre´cate´gories. Cependant
nous ne savons toujours pas si ce proce´de´ pre´serve le type d’homotopie, c’est-
a`-dire si pour toute C-pre´cate´gorie A l’image par Cat du morphisme naturel
canA : A → Cat(A) est une e´quivalence de C-cate´gories. C’est l’objet du
chapitre suivant que de re´soudre ce proble`me.
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Chapitre 4
Pre´servation du type
d’homotopie par cate´gorisation
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Nous avons construit le proce´de´ de cate´gorisation Cat qui est un adjoint
au foncteur Oubli des C-cate´gories faciles marque´es vers les C-pre´cate´gories.
Cependant, pour que cette construction soit une bonne cate´gorisation, nous
lui demandons de pre´server le type d’homotopie des C-pre´cate´gories. Plus
pre´cise´ment, nous voulons que, pour toute C-pre´cate´gorie A, l’image par Cat
du morphisme naturel canA : A → Cat(A) soit une e´quivalence de C-cate´-
gories. Or il est tre`s difficile de montrer directement ce re´sultat. En nous
appuyant sur la proposition 2.7.1, nous savons que si les e´quivalences de C-
cate´gories ve´rifient certaines proprie´te´s, dont celle de ”trois pour deux”, et
si nous trouvons un proce´de´ de cate´gorisation pre´servant l’homotopie des C-
cate´gories, alors notre construction Cat pre´servera le type d’homotopie des
C-pre´cate´gories.
C’est pourquoi nous allons de´buter ce chapitre par montrer les proprie´te´s
que les e´quivalences de C-cate´gories doivent ve´rifier pour satisfaire les hy-
pothe`ses de la proposition 2.7.1. Puis nous poursuivrons cette partie par la
recherche d’une nouvelle cate´gorisation que l’on nommera Bigcat qui aura
justement la proprie´te´ de pre´server le type d’homotopie des C-cate´gories.
Comme cette recherche est assez complique´e, nous allons tout d’abord don-
ner des constructions simples qui non seulement se comportent bien pour la
composition finie et transfinie mais aussi formalisent la somme amalgame´e
avec les fle`ches ge´ne´ratrices de C-cate´gories faciles. La bonne compre´hension
de ces constructions nous me`nera a` des plans d’addition de certaines fle`ches
ge´ne´ratrices de C-cate´gories faciles qui ont la faculte´ de pre´server l’homotopie
des C-cate´gories. Nous pourrons alors de´finir Bigcat comme un plan d’addi-
tion forme´ de tels plans. Nous terminerons ce chapitre par l’application de la
proposition 2.7.1 au triplet Cat, Bigcat, e´quivalences de C-cate´gories.
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4.1 Proprie´te´s des e´quivalences de C-cate´gories
Commenc¸ons cette section en rappelant brie`vement la de´finition d’une
e´quivalence de C-cate´gories. Un morphisme f : A → B entre C-cate´gories est
une e´quivalence de C-cate´gories si :
- l’application d’ensembles τ0(f) : τ0(A)→ τ0(B) est surjective,
- pour tout couple (x, y) d’objets de A, le morphisme f1(x, y) : A1(x, y) →
B1(f(x), f(y)) est une alliance d’objets re´gaux.
Parmi les proprie´te´s demande´es aux e´quivalences de C-cate´gories par la propo-
sition 2.7.1, deux concernent des proprie´te´s du genre ”trois pour deux” et une
demande que les isomorphismes soient des e´quivalences de C-cate´gories. Nous
avons de´ja` cette proprie´te´ par le lemme 1.4.7. Toutefois on va ici montrer un
re´sultat plus ge´ne´ral qui nous assure que les e´quivalences niveau par niveau,
c’est-a`-dire les morphismes de C-cate´gories qui niveau par niveau sont des al-
liances d’objets re´gaux, sont bien des e´quivalences de C-cate´gories. Ce re´sultat
sera souvent tre`s utile car dans de nombreux cas ou` l’on aura a` montrer qu’un
morphisme est une e´quivalence de C-cate´gories, en particulier pour montrer
que Bigcat pre´serve l’homotopie des C-cate´gories, on pourra se re´duire a` mon-
trer que le morphisme est niveau par niveau une alliance d’objets re´gaux.
De´finition 4.1.1 Soit C une donne´e de Segal.
On appelle e´quivalence de C-cate´gories niveau par niveau tout morphisme de
C-cate´gories f tel que :
- f0 est une bijection d’ensembles,
- pour tout entier m > 0, fm est une alliance d’objets re´gaux.
Lemme 4.1.2 Soit C une donne´e de Segal. Alors les e´quivalences de C-cate´-
gories niveau par niveau sont des e´quivalences de C-cate´gories.
Preuve :
Soit f : A→ B une e´quivalence de C-cate´gories niveau par niveau. Comme f0
est une bijection et que, pour tout entier m > 0, fm est une alliance d’objets
re´gaux, alors, pour tout entier n ≥ 0, τ0(fn) est une bijection car τ0 envoie les
alliances d’objets re´gaux et les bijections d’objets discrets sur des bijections
ensemblistes. Ainsi τ1(f) est un isomorphisme de cate´gories, ce qui entraˆıne
que τ0(f) est une bijection. Donc f est bien essentiellement surjective.
Soit (a, a′) un couple d’objets de A. Comme f1(a, a
′) n’est autre que le produit
fibre´ de f1 et de l’identite´ de l’objet final au-dessus de l’isomorphisme f0 × f0
et que les alliances d’objets re´gaux sont stables par produit fibre´ au-dessus
d’un objet discret, il vient que f1(a, a
′) est une alliance d’objets re´gaux, et
donc f est bien pleinement fide`le.
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CQFD.
Un des cas particuliers de ce lemme concerne les morphismes de C-cate´-
gories qui sont niveau par niveau des isomorphismes de C. Comme les iso-
morphismes d’objets re´gaux sont des alliances d’objets re´gaux, les isomor-
phismes niveau par niveau sont bien des e´quivalences de C-cate´gories niveau
par niveau, donc par le lemme ce sont des e´quivalences de C-cate´gories. Ceci
est une autre manie`re de montrer que les isomorphismes de C-cate´gories sont
des e´quivalences de C-cate´gories, ce qui est l’une des trois hypothe`ses sur les
e´quivalences de C-cate´gories de la proposition 2.7.1. Montrons maintenant les
deux autres qui sont du type ”trois pour deux”.
Lemme 4.1.3 Soit C une donne´e de Segal ve´rifiant les proprie´te´s suivantes :
1) La cate´gorie sous-jacente C est une cate´gorie de mode`les ferme´e dont tous
les objets sont cofibrants.
2) Les alliances d’objets re´gaux sont exactement les e´quivalences faibles de la
cate´gorie de mode`les ferme´e C entre objets re´gaux.
3) Le foncteur τ0 est tel que, pour tout objet C de C, τ0(C) est un quotient de
l’ensemble des morphismes dans C de l’objet final vers C.
4) Il existe un objet re´gal contractile K muni de deux morphismes de l’objet
final vers K note´s 0 et 1, et ayant la proprie´te´ suivante : pour tout couple
(f, g) de morphismes de l’objet final vers un objet re´gal C tel que leurs images
par τ0 soient e´gales, il existe un morphisme de K vers C envoyant 0 sur f et
1 sur g.
5) Les e´quivalences faibles de C sont stables par produit dans la cate´gorie des
morphismes de C.
6) Le produit fibre´ d’une e´quivalence faible entre objets re´gaux le long d’une
fibration est une e´quivalence faible.
Alors les e´quivalences de C-cate´gories ve´rifient la proprie´te´ de ”trois pour
deux”, i.e. pour tout couple (f, g) de morphismes de C-cate´gories composables,
si deux morphismes parmi f, g et g ◦ f sont des e´quivalences de C-cate´gories,
alors le morphisme restant est aussi une e´quivalence de C-cate´gories.
Preuve :
Soient f : A → B et g : B → C deux morphismes de C-cate´gories. Sup-
posons d’abord que f et g sont des e´quivalences de C-cate´gories. On a donc
par proprie´te´ du foncteur τ0 que τ0(f) et τ0(g) sont des bijections et donc
τ0(g ◦ f) = τ0(g) ◦ τ0(f) est une bijection comme compose´e de bijections,
ce qui rend g ◦ f essentiellement surjective. En outre, pour tout couple (a, a′)
134
d’objets de A, on a f1(a, a
′) et g1(f(a), f(a
′)) alliances d’objets re´gaux et donc,
par hypothe`se 2), ce sont des e´quivalences faibles. Comme C est une cate´gorie
de mode`les ferme´e et donc ve´rifie l’axiome ”trois pour deux”, il vient que
(g ◦ f)1(a, a′) est une e´quivalence faible entre objets re´gaux, et par 2), une
alliance d’objets re´gaux. D’ou` g ◦ f est pleinement fide`le. On a donc montre´
que si f et g sont des e´quivalences de C-cate´gories, alors g ◦ f aussi.
Supposons maintenant que g ◦f et g sont des e´quivalences de C-cate´gories.
Alors on a τ0(g ◦ f) et τ0(g) bijectifs, ce qui entraˆıne que τ0(f) aussi. De
meˆme, pour tout couple (a, a′) d’objets de A, (g ◦ f)1(a, a′) et g1(f(a), f(a′))
sont des alliances d’objets re´gaux et donc par 2) des e´quivalences faibles, d’ou`,
par l’axiome ”trois pour deux” ve´rifie´ par la cate´gorie de mode`les ferme´e C,
f1(a, a
′) est aussi une e´quivalence faible entre objets re´gaux, donc par 2) une
alliance d’objets re´gaux. Ceci montre que si g ◦ f et g sont des e´quivalences
de C-cate´gories, alors f aussi.
Supposons enfin que g◦f et f sont des e´quivalences de C-cate´gories. Comme
pour le cas pre´ce´dent, on a τ0(g ◦f) et τ0(f) bijectifs, ce qui entraˆıne que τ0(g)
aussi et donc que g est essentiellement surjective. On veut maintenant montrer
que pour tout couple (b, b′) d’objets de B, g1(b, b
′) est une alliance d’objets
re´gaux. On remarque tout d’abord que comme f est essentiellement surjective,
il existe a et a′ objets de A tels que f(a) soit e´quivalent a` b et f(a′) e´quivalent
a` b′. Or f1(a, a
′) et (g ◦f)1(a, a′) sont des alliances d’objets re´gaux et donc par
2) des e´quivalences faibles, d’ou`, par l’axiome ”trois pour deux” ve´rifie´ par la
cate´gorie de mode`les ferme´e C, g1(f(a), f(a′)) est aussi une e´quivalence faible
entre objets re´gaux, donc par 2) une alliance d’objets re´gaux. Nous cherchons
donc a` transmettre cette proprie´te´ a` g1(b, b
′) a` travers les e´quivalences d’objets
f(a) ∼ b et f(a′) ∼ b′.
Pour ce faire, nous allons construire, pour tout objet x de A, un foncteur
F de la cate´gorie comma (x, τ1(A)) vers Ho − C la cate´gorie homotopique
de C, qui a` un objet y de (x,A) associe le remplacement fibrant de A1(x, y),
que l’on notera Af1(x, y). Soit f un morphisme de l’objet final vers A1(y, z)
repre´sentant d’une classe de (x, τ1(A)), nous voulons de´finir F (f).
Conside´rons le morphisme de Segal A2(x, y, z) → A1(x, y) × A1(y, z),
c’est une e´quivalence faible du fait que A est une C-cate´gorie et en util-
isant le lemme 1.3.6 et 2). Comme les morphismes de A1(x, y) et de A1(y, z)
vers leurs remplacements fibrants sont des e´quivalences faibles, par hypothe`se
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5), le morphisme produit A1(x, y) × A1(y, z) → A
f
1(x, y) × A
f
1(y, z) est une
e´quivalence faible et, par l’axiome ”trois pour deux” dans la cate´gorie de
mode`les ferme´e C, sa pre´composition par le morphisme de Segal est aussi une
e´quivalence faible. Comme C est une cate´gorie de mode`les ferme´e, on peut
de´composer l’e´quivalence faible A2(x, y, z)→ A
f
1(x, y)× A
f
1(y, z) en une cofi-
bration triviale suivie d’une fibration, qui par l’axiome ”trois pour deux” sera
aussi triviale. Notons A′2(x, y, z) l’objet par lequel l’e´quivalence se factorise.
Posons A2(x, y, f) le produit fibre´ de la fibration A
′
2(x, y, z) → A
f
1(y, z) le
long du morphisme ∗ → Af1(y, z) induit par f . Par produit fibre´ le long d’un
morphisme d’une fibration, A2(x, y, f) est fibrant. Conside´rons le diagramme
suivant :
A2(x, y, f) ✲ A
′
2(x, y, z)
Af1(x, y)
❄
✲ Af1(x, y)× A
f
1(y, z)
❄
∗
❄
✲ Af1(y, z)
❄
Le diagramme du bas est carte´sien et par de´finition deA2(x, y, f) le diagramme
total est carte´sien. Donc le diagramme du haut est aussi carte´sien et donc
A2(x, y, f) → A
f
1(x, y) est une fibration triviale comme produit fibre´ de la
fibration triviale A′2(x, y, z)→ A
f
1(x, y)×A
f
1(y, z) le long d’un morphisme.
En outre A2(x, y, z)→ A′2(x, y, z) e´tant une cofibration triviale, le morphisme
A2(x, y, z)→ A
f
1(x, z) s’e´tend a` A
′
2(x, y, z), et l’on obtient un morphisme
A2(x, y, f)→ A
f
1(x, z). Conside´rons donc le diagramme suivant :
A2(x, y, f)
∼✲ Af1(x, y)
✠..
..
..
..
..
..
..
∃F (f)
Af1(x, z)
❄
Comme par hypothe`se 1), dans C tous les objets sont cofibrants et que les
objets A2(x, y, f), A
f
1(x, y) et A
f
1(x, z) sont fibrants, ce diagramme existe bien
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dans la cate´gorie homotopique Ho−C. En outre A2(x, y, f)→ A
f
1(x, y) est une
e´quivalence faible dans C, donc sa classe dans Ho − C est un isomorphisme.
En composant sa classe inverse par la classe de A2(x, y, f) → A
f
1(x, z), on
obtient une classe qu’on notera F (f) de Af1(x, y) vers A
f
1(x, z), que l’on peut
concevoir comme la composition homotopique au but par f .
Montrons maintenant que F (f) est inde´pendant du choix du repre´sentant
pour la classe de f . Soit donc g un autre morphisme de l’objet final vers
A1(y, z) ayant meˆme image que f par τ0, donc repre´sentant la meˆme classe que
f dans (x, τ1(A)). Comme A1(y, z) est un objet re´gal comme fibre de l’objet
re´gal A1, par hypothe`se 4), il existe un morphisme de l’objet re´gal contractile
K vers A1(y, z) envoyant 0 sur f et 1 sur g. Soit K
′ l’objet fibrant par lequel
K → A1(y, z)→ A
f
1(y, z) se factorise en cofibration triviale suivie d’une fibra-
tion. Posons P l’objet fibrant produit fibre´ de A′2(x, y, z) → A
f
1(y, z) le long
de K ′ → Af1(y, z). Par produit fibre´ d’une fibration le long d’un morphisme ,
P → K ′ est une fibration. Conside´rons le diagramme :
A2(x, y, f) ✲ ∗
P
❄
✲ K ′
❄
A′2(x, y, z)
❄
✲ Af1(y, z)
❄
Le diagramme du bas et le diagramme total sont carte´siens par de´finition de
P et A2(x, y, f). Donc le diagramme du haut est carte´sien et par suite le mor-
phisme A2(x, y, f)→ P est le produit fibre´ de ∗ → K ′ induit par 0 le long de
P → K ′. CommeK et doncK ′ est contractile, par hypothe`se 6), A2(x, y, f)→
P est une e´quivalence faible comme produit fibre´ d’une e´quivalence faible le
long d’une fibration. il en va de meˆme pour A2(x, y, g) → P (induit par 1).
On obtient ainsi dans Ho−C un isomorphisme entre A2(x, y, f) et A2(x, y, g)
qui entraˆıne l’e´galite´ de F (f) et F (g). Ainsi F (f) est inde´pendant du choix
d’un repre´sentant pour la classe de f .
Pour montrer que F est un foncteur, on remarque tout d’abord que, pour
tout f : y → z et g : z → w, il existe ”g ◦ f” : y → w tel que la classe
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de ”g ◦ f” soit la compose´e de la classe de f avec celle de g, car (x, τ1(A))
est une cate´gorie. On de´finit alors une e´quivalence faible A3(x, y, f, g) →
Af1(x, y) comme on l’a fait pour A2(x, y, f)→ A
f
1(x, y) qui permet de montrer,
comme pour l’inde´pendance du choix de F (f), que F (g) ◦ F (f) et F (”g ◦ f”)
sont e´gales. De meˆme, on construira une e´quivalence faible A2(x, y, Idy) →
Af1(x, y), dont l’inverse homotopique est induit par l’application de de´ge´ne´res-
cence, et qui permet de montrer que F pre´serve l’identite´.
On a ainsi montre´ que F est un foncteur. On en de´duit que si f : ∗ →
A1(y, z) est une e´quivalence entre y et z alors il existe g : ∗ → A1(z, y) tel
que la compose´e des classes de f et de g ainsi que celle des classes de g et de
f sont les identite´s et donc F (f) et F (g) induisent des isomorphismes entre
Af1(x, y) et A
f
1(x, z) dans Ho− C. On montre de manie`re syme´trique que si x
et x′ sont deux objets e´quivalents de A et y un objet fixe´ de A, alors Af1(x, y)
et Af1(x
′, y) sont isomorphes dans Ho− C.
Or nous avons que b ∼ f(a) et b′ ∼ f(a′), donc par ce qui pre´ce`de on
a dans Ho − C des isomorphismes entre Bf1 (b, b
′) et Bf1 (f(a), f(a
′)) et entre
Cf1 (g(b), g(b
′)) et Cf1 (g ◦ f(a), g ◦ f(a
′)). Or on a vu que g1(f(a), f(a
′)) est
une e´quivalence faible, donc par l’axiome ”trois pour deux” son remplacement
fibrant gf1 (f(a), f(a
′)) : Bf1 (f(a), f(a
′))→ Cf1 (g ◦ f(a), g ◦ f(a
′)) est aussi une
e´quivalence faible, et donc sa classe dans Ho − C est un isomorphisme. On
obtient donc que la classe de gf1 (b, b
′) : Bf1 (b, b
′)→ Cf1 (g(b), g(b
′)) dans Ho−C
est un isomorphisme, donc que le remplacement fibrant de g1(b, b
′) est une
e´quivalence faible et par l’axiome ”trois pour deux” que g1(b, b
′) elle-meˆme
est une e´quivalence faible entre objets re´gaux, ce qui par 2) en fait une al-
liance d’objets re´gaux. g est donc pleinement fide`le et comme on a de´ja` montre´
son essentielle surjectivite´, g est une e´quivalence de C-cate´gories. On a ainsi
montre´ que si f et g ◦ f sont des e´quivalences de C-cate´gories alors g aussi.
CQFD.
Corollaire 4.1.4 Sous les hypothe`se du lemme 4.1.3, soient f et g deux mor-
phismes de C-cate´gories tels que f ◦ g soit une e´quivalence de C-cate´gories et
g ◦ f soit l’identite´, alors f et g sont des e´quivalences de C-cate´gories.
Preuve : Par fonctorialite´ de τ0, on a que τ0(f) ◦ τ0(g) est une bijection donc
que τ0(f) est surjectif.
On a en outre que, pour tout couple (x, y) d’objets de la source de f , f1(x, y)◦
g1(f(x), f(y)) est une alliance d’objets re´gaux, donc, par hypothe`se 2), une
e´quivalence faible, et que g1(f(x), f(y)) ◦ f1(x, y) est l’identite´. Comme par
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hypothe`se, C est une cate´gorie de mode`les ferme´e, il vient que f1(x, y) est une
e´quivalence faible entre objets re´gaux, et par 2) une alliance d’objets re´gaux.
Donc f est une e´quivalence de C-cate´gories et, par le lemme 4.1.3 que l’on
vient de montrer, g aussi est une e´quivalence de C-cate´gories.
CQFD.
Nous venons donc de montrer que sous des hypothe`ses assez fortes sur la
cate´gorie C, comme la structure de cate´gorie de mode`les ferme´e par exemple,
les e´quivalences de C-cate´gories ve´rifient les hypothe`ses de la proposition 2.7.1.
Il ne nous reste donc plus qu’a` trouver une construction cate´gorisante pre´servant
l’homotopie des C-cate´gories pour pouvoir appliquer cette proposition. Pour
cela nous allons de´finir de nouvelles constructions formalisant diffe´remment
les sommes amalgame´es par les fle`ches ge´ne´ratrices de C-cate´gories faciles.
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4.2 Constructions Reg et Seg
Afin de construire une cate´gorisation dont on saura montrer la proprie´te´ de
pre´servation d’homotopie des C-cate´gories, nous allons essayer de comprendre
comment les plans d’addition de fle`ches ge´ne´ratrices de C-cate´gories faciles
agissent niveau par niveau sur les C-pre´cate´gories. Les fle`ches ge´ne´ratrices se
re´partissent en deux types : le type 1 a pour fonction de forcer les niveaux
des C-pre´cate´gories a` eˆtre des objets re´gaux, on dira que ces fle`ches re´galisent,
et le type 2 a pour fonction de forcer les morphismes de Segal des C-pre´cate´-
gories a` eˆtre des alliances d’objets re´gaux, on dira que ces fle`ches se´galisent.
Aussi va-t-on donner deux constructions Reg et Seg qui permettront de com-
prendre comment la re´galisation et la se´galisation se passent au niveau de la
cate´gorie C.
Commenc¸ons par la construction Reg. Comme le but est de re´galiser un
niveau particulier d’une C-pre´cate´gorie, il va donc falloir remplacer ce niveau
par son remplacement re´gal. Aussi la construction Reg va-t-elle construire une
nouvelle C-pre´cate´gorie a` partir d’une C-pre´cate´gorie dont on aura modifier
l’un des niveaux.
De´finition 4.2.1 Soit C une cate´gorie discre´tisante, finiment cocomple`te et
ayant les produits d’objets discrets. Soient A une C-pre´cate´gorie, p un entier
strictement positif, B un objet de C et f : Ap → B et g : B → A0 × . . .× A0
des morphismes de C tels que g ◦ f : Ap → A0 × . . . × A0 soit induit par les
applications sommets. On de´finit la C-pre´cate´gorie Reg(A, f, g) de la manie`re
suivante :
Reg(A, f, g)0 = A0 et, pour q strictement positif,
Reg(A, f, g)q = Aq
∐
∐
∆(q,p)0 Ap
( ∐
∆(q,p)0
B
)
ou` ∆(q, p)0 est l’ensemble des applications de q vers p qui ne se factorisent
pas par 0. On notera Bx l’exemplaire de B associe´ a` l’application x : q→ p.
Soit y : r → q un morphisme de ∆. On de´finit le morphisme induit y∗ :
Reg(A, f, g)q → Reg(A, f, g)r ainsi. Sur la composante Aq de Reg(A, f, g)q,
y∗ est le morphisme A(y) : Aq → Ar. Pour la composante Bx, il y a deux
cas. Si x ◦ y : r → p ne se factorise pas par 0, alors y∗ induit l’identite´ de
Bx a` Bx◦y. Sinon x ◦ y se factorise en δi ◦ σ
r, ou` δi : 0 → p est l’application
i-e`me sommet et σr : r → 0 l’unique application de r vers 0. Alors y∗ est la
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compose´e suivante :
Bx
g✲ A0 × . . .×A0
πi ✲ A0
A(σr)✲ Ar
ou` πi est la i-e`me projection. On pourra aise´ment ve´rifier que ceci de´finit bien
le morphisme y∗ et que Reg(A, f, g) est bien une C-pre´cate´gorie munie d’un
morphisme naturel A→ Reg(A, f, g).
Le principe de la construction Seg est semblable a` celui de la construction
Reg. Cette fois il s’agit de se´galiser un morphisme de Segal particulier d’une
C-pre´cate´gorie. Disons que l’on veut se´galiser le morphisme de Segal de niveau
m. Pour cela on va remplacer le niveau m par un objet qui sera en alliance avec
le but du morphisme de Segal de niveau m. La construction Seg pour m va
donc construire une nouvelle C-pre´cate´gorie a` partir d’une C-pre´cate´gorie dont
on aura modifier le niveau m de manie`re a` le mettre en alliance avec le but
du morphisme de Segal de niveau m.
De´finition 4.2.2 Soit C une cate´gorie discre´tisante, finiment cocomple`te et
ayant les produits fibre´s au-dessus d’objets discrets. Soient A une C-pre´cate´-
gorie, m un entier strictement supe´rieur a` un, Q un objet de C et f : Am → Q
et g : Q→ A1×A0 . . .×A0A1 des morphismes de C tels que g◦f : Am → A1×A0
. . .×A0A1 soit le morphisme de Segal. On de´finit la C-pre´cate´gorie Seg(A, f, g)
de la manie`re suivante :
Seg(A, f, g)0 = A0 et, pour q strictement positif,
Seg(A, f, g)q = Aq
∐
∐
∆(q,m)1 Am
( ∐
∆(q,m)1
Q
)
ou` ∆(q,m)1 est l’ensemble des applications de q vers m qui ne se factorisent
pas par les applications de faces principales, i.e. les applications de 1 vers
m qui a` 0 et 1 associe respectivement i et i + 1, pour i compris entre 0 et
m − 1. On notera Qx l’exemplaire de Q associe´ a` l’application x : q → m.
Soit y : r → q un morphisme de ∆. On de´finit le morphisme induit y∗ :
Seg(A, f, g)q → Seg(A, f, g)r ainsi. Sur la composante Aq de Seg(A, f, g)q, y∗
est le morphisme A(y) : Aq → Ar. Pour la composante Q
x, il y a deux cas.
Si x ◦ y : r → m ne se factorise pas par les applications de faces principales,
alors y∗ induit l’identite´ de Qx a` Qx◦y. Sinon x ◦ y se factorise en fpi ◦ τ ,
ou` fpi : 1 → m est l’application i-e`me face principale et τ : r → 1 une
application de´ge´ne´re´e de r vers 1. Alors y∗ est la compose´e suivante :
Qx
g✲ A1 ×A0 . . .×A0 A1
πi+1 ✲ A1
A(τ) ✲ Ar
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ou` πi+1 est la i+1-e`me projection. On pourra aise´ment ve´rifier que ceci de´finit
bien le morphisme y∗ et que Seg(A, f, g) est bien une C-pre´cate´gorie munie
d’un morphisme naturel de A→ Seg(A, f, g).
Le but des constructions Reg et Seg est essentiellement de formaliser la
re´galisation et la se´galisation des C-pre´cate´gories. Aussi s’attend-on a` ce que
les sommes amalgame´es par les fle`ches ge´ne´ratrices des C-cate´gories faciles
s’expriment au moyen de ces constructions.
Lemme 4.2.3 Soit (C,F1,F2) une donne´e de Segal pre´-facile. Soient m un
entier strictement positif, A une C-pre´cate´gorie, f un morphisme de F1 et
g un morphisme de F2. Alors il existe des morphismes η : Am → B, ν :
B → A0 × . . . × A0, φ : Am → P et ψ : P → A1 ×A0 . . . ×A0 A1 de C tels
que ν ◦ η soit le morphisme induit par les applications sommets, ψ ◦ φ soit le
morphisme de Segal de A et tels que la somme amalgame´e de A par ∆[m]Θf
soit e´gale a` Reg(A, η, ν) et la somme amalgame´e de A par Boitm(g) soit e´gale
a` Seg(A, φ, ψ).
Preuve :
Par le lemme 3.2.7, il vient que la somme amalgame´e de A par ∆[m]Θf
e´quivaut dans C a` la somme amalgame´e de Am(x0, . . . , xm) par f , pour un
certain m-uplet (x0, . . . , xm). Prenons donc pour η le morphisme naturel de
Am dans la somme amalgame´e de Am par f et pour ν le morphisme uni-
versel de la somme amalgame´e vers A0 × . . .× A0 induit par les applications
sommets de A et le morphisme constant du but de f vers A0 × . . . × A0 a`
valeur (x0, . . . , xm). Par construction, ν ◦η est bien induit par les applications
sommets. En utilisant la formule de simplification des sommes amalgame´es
suivante :
A
∐
D
(
D
∐
C
B
)
= A
∐
C
B
on trouve facilement que, pour q entier strictement positif, le niveau q de la
somme amalgame´e de A par ∆[m]Θf et Reg(A, η, ν)q sont tous deux e´gaux a`
la somme amalgame´e de Aq par un coproduit de f indexe´ par ∆(q,m)
0.
Par le lemme 3.2.7, un morphisme de la source de Boitm(g) vers A e´quivaut
dans C au diagramme commutatif suivant :
X ✲ Am
Y
g
❄
✲ A1 ×A0 . . .×A0 A1
Segal
❄
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Conside´rons la somme amalgame´e de ce diagramme, posons alors φ le mor-
phisme naturel de Am dans la somme amalgame´e et ψ le morphisme universel
de la somme amalgame´e vers A1 ×A0 . . . ×A0 A1. Par construction, ψ ◦ φ est
bien le morphisme de Segal de A. En utilisant la formule de simplification des
sommes amalgame´es rappele´e ci-dessus, on trouve facilement que, pour q en-
tier strictement positif, le niveau q de la somme amalgame´e de A par Boitm(f)
et Seg(A, φ, ψ)q sont tous deux e´gaux a` la somme amalgame´e de Aq par un
coproduit de g indexe´ par ∆(q,m)1.
CQFD.
Il est inte´ressant de constater que ces deux ope´rations Reg et Seg sont
relie´es entre elles : en effet faire une ope´ration de type Reg sur Am revient a`
faire une ope´ration de type Reg sur A1 suivie d’une ope´ration de type Seg sur
Am. Remarquons au passage que du fait qu’il y ait des applications de m vers
1 qui ne se factorisent pas par une face principale, l’ope´ration Seg ne laisse
pas A1 invariant.
Lemme 4.2.4 Soit C une cate´gorie discre´tisante, finiment cocomple`te et ayant
les produits fibre´s au-dessus d’objets discrets. Soient A une C-pre´cate´gorie, m
un entier strictement supe´rieur a` un, P un objet de C et φ : Am → P et
ψ : P → A0× . . .×A0 des morphismes de C tels que ψ◦φ : Am → A0× . . .×A0
soit induit par les applications sommets. Alors il existe des objets B et Q de
C, des morphismes η : A1 → B, ν : B → A0 × A0, φ′ : Reg(A, η, ν)m → Q et
ψ′ : Q → Reg(A, η, ν)1 ×Reg(A,η,ν)0 . . . ×Reg(A,η,ν)0 Reg(A, η, ν)1 de C tels que
ν◦η : A1 → A0×A0 soit l’application induite par les morphismes source et but,
ψ′ ◦φ′ : Reg(A, η, ν)m → Reg(A, η, ν)1×Reg(A,η,ν)0 . . .×Reg(A,η,ν)0 Reg(A, η, ν)1
soit le morphisme de Segal et que l’on ait la relation suivante :
Reg(A, φ, ψ) = Seg(Reg(A, η, ν), φ′, ψ′)
Preuve :
Prenons pour B la somme amalgame´e de A1 par le coproduit de φ : Am → P
indexe´ par les faces principales (qui induiront le morphisme du coproduit de
Am vers A1). On posera alors η le morphisme naturel de A1 dans la somme
amalgame´e B et ν le morphisme universel de la somme amalgame´e B vers
A0 ×A0 induit par les morphismes source et but de A1 vers A0 et les projec-
tions du morphisme ψ. Par construction, on a bien que ν ◦ η n’est autre que
le morphisme induit par source et but.
Conside´rons maintenant la C-pre´cate´gorie Reg(A, η, ν). On remarque facile-
ment que Reg(A, η, ν)1 n’est autre que B et que le morphisme naturel du co-
produit de P vers la somme amalgame´e B induit un unique morphisme de P
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vers B×A0 . . .×A0B, qui n’est autre que Reg(A, η, ν)1×Reg(A,η,ν)0 . . .×Reg(A,η,ν)0
Reg(A, η, ν)1. Prenons pour Q la somme amalgame´e de P avec Reg(A, η, ν)m
au-dessus de Am, pour φ
′ le morphisme naturel de Reg(A, η, ν)m dans la
somme amalgame´e Q et pour ψ′ le morphisme universel de la somme amal-
game´eQ vers B×A0 . . .×A0B induit par le morphisme de P vers B×A0 . . .×A0B
et par le morphisme de Segal de Reg(A, η, ν). Par construction, on a bien que
ψ′ ◦ φ′ n’est autre que le morphisme de Segal de Reg(A, η, ν).
Pour montrer la relation entre Reg et Seg, on utilise la proprie´te´ suivante
de simplification des sommes amalgame´es :
A
∐
D
(
D
∐
C
B
)
= A
∐
C
B
Par cette formule, Reg(A, η, ν)q, qui est la somme amalgame´e de Aq par un
coproduit de η : A1 → B indexe´ par ∆(q, 1)0, devient la somme amalgame´e
de Aq par un double coproduit de φ : Am → P . Ce double coproduit, e´tant
indexe´ par ∆(q, 1)0 et les faces principales, n’est autre qu’un coproduit indexe´
par les applications de q vers m se factorisant par les faces principales mais
par par 0. Ceci montre que Reg(A, η, ν)q n’est autre que la somme amalgame´e
de Aq avec un coproduit de φ : Am → P indexe´ par les applications de q vers
m se factorisant par les faces principales mais pas par 0.
Toujours par la formule de simplification des sommes amalgame´es e´crite ci-
dessus, Seg(Reg(A, η, ν), φ′, ψ′)q, qui est la somme amalgame´e de Reg(A, η, ν)q
par un coproduit de φ′ : Reg(A, η, ν)m → Q indexe´ par ∆(q,m)1, devient la
somme amalgame´e de Reg(A, η, ν)q par un coproduit de φ : Am → P indexe´
par ∆(q,m)1 . En utilisant l’expression simplifie´e de Reg(A, η, ν)q, on obtient
que Seg(Reg(A, η, ν), φ′, ψ′)q est la somme amalgame´e de Aq avec le copro-
duit d’un coproduit de φ : Am → P indexe´ par ∆(q,m)1 avec un coproduit
de φ : Am → P indexe´ par les applications de q vers m se factorisant par
les faces principales mais pas par 0. Or ce coproduit de coproduit de φ se
simplifie en un simple coproduit indexe´ par l’ensemble des applications de q
vers m qui soit se factorisent par les faces principales mais pas par 0 soit ne se
factorisent pas par les faces principales (e´le´ments de ∆(q,m)1) donc pas par 0
non plus. Or cet ensemble n’est autre que ∆(q,m)0, i.e. celui des applications
de q vers m ne se factorisant pas par 0. Ainsi Seg(Reg(A, η, ν), φ′, ψ′)q est
donc la somme amalgame´e de Aq par un coproduit de φ : Am → P indexe´ par
∆(q,m)0, ce qui est par de´finition Reg(A, φ, ψ)q.
CQFD.
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Cette remarque fondamentale sur les constructions Reg et Seg nous invite
a` partir de maintenant a` lier fortement les ope´rations Reg de niveau 1 et m
avec l’ope´ration Seg de niveau m. Nous allons donc dans la section suivante
envisager une construction prenant en compte ces trois ope´rations.
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4.3 Construction RS
Nous avons de´fini dans la section pre´ce´dente deux constructions Reg et
Seg dont on a vu les relations entre elles. Nous allons donc maintenant de´finir
une nouvelle construction RS qui est en meˆme temps une ope´ration de type
Reg sur le niveau 1 et de type Seg sur le niveau m. Cette ope´ration aura la
bonne proprie´te´ d’eˆtre stable par composition mais e´galement de garder la
trace de certains sous-objets des niveaux 1 et m. Ce dernier point est assez
crucial car c’est lui qui va permettre de suivre les variations de l’homotopie
des C-cate´gories dans les plans d’addition de fle`ches ge´ne´ratrices de C-cate´-
gories faciles. C’est pourquoi nous allons de´finir tout d’abord la notion de C-
pre´cate´gorie (1,m)-peinte qui permet de prendre en compte des parties, dites
peintes, des niveaux 1 et m.
De´finition 4.3.1 Soit C une cate´gorie discre´tisante ayant les produits fibre´s
au-dessus d’objets discrets et soit m un entier strictement supe´rieur a` un. Une
C-pre´cate´gorie (1,m)-peinte est la donne´e d’un triplet (A, i, j) constitue´ d’une
C-pre´cate´gorie A et de deux monomorphismes i : A∗1 → A1 et j : A
∗
m → Am
tels que le morphisme de Segal de A se restreigne en un morphisme de A∗m
vers A∗1 ×A0 . . .×A0 A
∗
1.
Un morphisme de C-pre´cate´gories peinte f : (A, i, j)→ (B, i′, j′) est un mor-
phisme de C-pre´cate´gories tel que f(i) se factorise par i′ et f(j) se factorise
par j′.
De´finition 4.3.2 Soit C une cate´gorie discre´tisante, finiment cocomple`te et
ayant les produits fibre´s au-dessus d’objets discrets. Soient m un entier stricte-
ment supe´rieur a` un, (A, i, j) une C-pre´cate´gorie (1,m)-peinte, B et P des
objets de C et η : A∗1 → B, ν : B → A0 × A0, φ : A
∗
m → P et ψ : P →
B ×A0 . . . ×A0 B des morphismes de C tels que ν ◦ η : A
∗
1 → A0 × A0 soit le
morphisme induit par source et but et ψ ◦ φ : A∗m → B ×A0 . . . ×A0 B soit
la compose´e de la restriction a` A∗m du morphisme de Segal par le produit m
fois du morphisme η. Posons η′ : A1 → B
′ la somme amalgame´e d’η le long
du monomorphisme i, ν ′ : B′ → A0 × A0 le morphisme universel induit par
ν et les morphismes source et but, φ′ : Am → P ′ la somme amalgame´e de
φ le long du monomorphisme j, ψ′ : P ′ → B′ ×A0 . . . ×A0 B
′ le morphisme
universel induit par ψ, le morphisme de Segal et un produit m fois de η′,
φ′′ : Reg(A, η′, ν ′)m → P
′′ la somme amalgame´e de φ′ le long du morphisme
naturel Am → Reg(A, η′, ν ′)m et ψ′′ : P ′′ → B′ ×A0 . . . ×A0 B
′ le morphisme
universel induit par ψ′ et le morphisme de Segal de Reg(A, η′, ν ′). On de´finit
la C-pre´cate´gorie (1,m)-peinte (RS(A, η, ν, φ, ψ), k, l) de la manie`re suivante :
RS(A, η, ν, φ, ψ) = Seg(Reg(A, η′, ν ′), φ′′, ψ′′)
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avec k et l les monomorphismes naturels de B dans RS(A, η, ν, φ, ψ)1, respec-
tivement de P dans RS(A, η, ν, φ, ψ)m. Il est facile de voir que ceci de´finit bien
une C-pre´cate´gorie (1,m)-peinte munie d’un morphisme naturel provenant de
A.
Cette de´finition de la construction RS e´tant un peu complexe, donnons
donc de la construction RS une expression plus simple.
Lemme 4.3.3 Sous les hypothe`ses et les notations de la de´finition pre´ce´dente,
RS(A, η, ν, φ, ψ)0 n’est autre que A0 et, pour tout entier q strictement positif,
RS(A, η, ν, φ, ψ)q est la somme amalgame´e de Aq par le coproduit d’un copro-
duit de η indexe´ par ∆(q, 1)0 avec un coproduit de φ indexe´ par ∆(q,m)1. Les
morphismes sont de´finis de manie`re similaire a` ceux des constructions Reg et
Seg.
Preuve : directe apre`s un petit calcul utilisant la formule de simplification des
sommes amalgame´es :
A
∐
D
(
D
∐
C
B
)
= A
∐
C
B.
Comme on l’a annonce´ plus haut, cette construction RS est stable par
composition mais aussi par colimite se´quentielle transfinie comme le montrent
les deux lemmes suivants.
Lemme 4.3.4 Soit C une cate´gorie discre´tisante, finiment cocomple`te et ayant
les produits fibre´s au-dessus d’objets discrets. Soient m un entier stricte-
ment supe´rieur a` un, (A, i, j) une C-pre´cate´gorie (1,m)-peinte, B, C, P et
Q des objets de C et η : A∗1 → B, ν : B → A0 × A0, η˜ : B → C,
ν˜ : C → A0 × A0, φ : A∗m → P , ψ : P → B ×A0 . . . ×A0 B, φ˜ : P → Q
et ψ˜ : Q→ C×A0 . . .×A0C des morphismes de C tels que ν ◦η : A
∗
1 → A0×A0
soit le morphisme induit par source et but, ν˜ ◦ η˜ : B → A0 × A0 soit le
morphisme ν, ψ ◦ φ : A∗m → B ×A0 . . . ×A0 B soit la compose´e de la restric-
tion a` A∗m du morphisme de Segal par le produit m fois du morphisme η et
ψ˜ ◦ φ˜ : P → C ×A0 . . .×A0 C soit la compose´e du morphisme ψ par le produit
m fois du morphisme η˜. Alors on a la relation suivante :
RS(RS(A, η, ν, φ, ψ), η˜, ν˜, φ˜, ψ˜) = RS(A, η˜ ◦ η, ν˜ ◦ ν, φ˜ ◦ φ, ψ˜ ◦ ψ)
Preuve : application directe de la formule de simplification des sommes amal-
game´es et du lemme de´crivant explicitement RS(A, η, ν, φ, ψ)q.
147
Lemme 4.3.5 Soit C une cate´gorie discre´tisante, cocomple`te et ayant les
produits fibre´s au-dessus d’objets discrets. Soient m un entier strictement
supe´rieur a` un, (A, i, j) une C-pre´cate´gorie (1,m)-peinte, λ un cardinal trans-
fini, η : A∗1 → B la compose´e d’une λ-se´quence dans C de ηi : B
i → Bi+1
et φ : A∗m → P la compose´e d’une λ-se´quence dans C de φi : P
i → P i+1.
Soient pour tout i infe´rieur ou e´gal a` λ des morphismes νi : B
i → A0 × A0
et ψi : P
i → Bi ×A0 . . . ×A0 B
i de C tels que, pour tout i cardinal non limite
infe´rieur ou e´gal a` λ, νi ◦ colim j≤i ηj soit le morphisme induit par source et
but et ψi ◦ colim j≤i φj soit le morphisme induit par le morphisme de Segal
de A et par colim j≤i ηj, et tels que, pour tout i cardinal limite infe´rieur ou
e´gal a` λ, d’une part les morphismes νi et ψi sont les morphismes universels
induits respectivement par les νj et les ψj (avec j strictement infe´rieur a` i),
et d’autre part, νi ◦ colim j<i ηj soit le morphisme induit par source et but et
ψi ◦ colim j<i φj soit le morphisme induit par le morphisme de Segal de A et
par colim j<i ηj. Posons RS
0 = A. Pour i cardinal infe´rieur strictement a` λ,
posons RSi+1 = RS(RSi, ηi, νi, φi, ψi) avec B
i+1 et P i+1 pour partie peinte.
Pour i cardinal limite infe´rieur ou e´gal a` λ, posons RSi = colim j<i RS
j avec
pour partie peinte Bi et P i. Alors on a les relations suivantes :
-si λ est un cardinal limite,
colim
−−−−→
i<λ
RSi = RS(A, η, ν, φ, ψ),
-si λ n’est pas un cardinal limite,
colim
−−−−→
i≤λ
RSi = RS(A, η, ν, φ, ψ).
Preuve : directe a` partir de la forme explicite de RS(A, η, ν, φ, ψ) en utilisant
la commutativite´ des colimites.
La construction RS a e´te´ voulue comme une sorte de ge´ne´ralisation des
ope´rations Reg et Seg. Nous allons montrer que les constructions Reg et Seg
peuvent donc bien s’exprimer au moyen de la construction RS.
Lemme 4.3.6 Soit C une cate´gorie discre´tisante, finiment cocomple`te et ayant
les produits fibre´s au-dessus d’objets discrets. Soient m un entier strictement
supe´rieur a` un et A une C-pre´cate´gorie. On peut exprimer les ope´rations Reg
et Seg en terme d’ope´ration RS de la manie`re suivante :
- Soient f : A1 → B et g : B → A0 × A0 tels que g ◦ f soit induit par source
et but, Reg(A, f, g) n’est autre que RS(A, η, ν, φ, ψ) avec f pour η, g pour ν,
des identite´s pour i, j et φ, et la compose´e du morphisme de Segal avec un
produit m fois de f pour ψ.
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- Soient f : Am → P et g : P → A1 ×A0 . . . ×A0 A1 tels que g ◦ f soit le
morphisme de Segal, Seg(A, f, g) n’est autre que RS(A, η, ν, φ, ψ) avec f pour
φ, g pour ψ, des identite´s pour i, j et η, le morphisme induit par source et but
pour ν.
Preuve : directe a` partir de la forme explicite de RS(A, η, ν, φ, ψ)q.
Comme on l’a de´ja` vu l’ope´ration Reg au niveau m est la compose´e d’une
ope´ration Reg au niveau 1 avec une ope´ration Seg au niveau m. Comme toutes
deux sont des ope´rations RS et que l’ope´ration RS est stable par composition,
l’ope´ration Reg au niveau m est aussi une ope´ration RS.
Notre construction RS permet donc d’exprimer les constructions Reg et Seg
qui expriment quant a` elles les sommes amalgame´es par les fle`ches ge´ne´ratrices
de C-cate´gories faciles. En outre cette construction RS permet de suivre a` la
trace certaines parties des niveaux 1 et m. C’est pourquoi nous allons donc
regarder certains plans d’addition de fle`ches ge´ne´ratrices de C-cate´gories faciles
qui s’expriment au moyen de la construction RS, ce qui nous permettra de
montrer qu’ils pre´servent l’homotopie des C-cate´gories.
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4.4 Construction Cat(1,m)
Comme on l’a vu dans les sections pre´ce´dentes, les sommes amalgame´es
par des fle`ches ge´ne´ratrices de C-cate´gories faciles de type 1 pour les niveaux
1 et m et celles avec des fle`ches de type 2 pour le niveau m sont compatibles
et s’expriment au moyen de la construction RS qui est stable par colimite
se´quentielle transfinie et garde la trace de parties peintes des niveaux 1 et
m. Aussi va-t-on conside´rer le plan d’addition de cellules eΦ,λ avec pour Φ la
famille des fle`ches ci-dessus et montrer que ce plan n’est autre qu’une con-
struction RS.
De´finition 4.4.1 Soit (C,F1,F2) une donne´e de Segal pre´-facile. Soit m un
entier strictement supe´rieur a` un. Notons Φ la famille de morphismes de C-
pre´cate´gories constitue´e des fle`ches de type ∆[1]Θf , ∆[m]Θf et Boitm(g),
avec f dans F1 et g dans F2.
Soit (A, i, j) une C-pre´cate´gorie (1,m)-peinte. De´finissons le plan d’addition
de cellules simple Raj(1, m) pour (A, i, j) comme le plan simple eΦ,1 applique´
a` A mais dans lequel on ne garde que les diagrammes dont les sources des
fle`ches de Φ s’envoyent dans les parties peintes de A.
Lemme 4.4.2 Soit (C,F1,F2) une donne´e de Segal pre´-facile. Soit m un en-
tier strictement supe´rieur a` un.
Pour toute (A, i, j) une C-pre´cate´gorie (1,m)-peinte, il existe des morphismes
η : A1 → B, ν : B → A0 × A0, φ : Am → P et ψ : P → B ×A0 . . .×A0 B de
C tels que ν ◦ η soit induit par les morphismes source et but, ψ ◦ φ soit induit
par le morphisme de Segal de A et par η et tels qu’on ait :
Raj(1, m)(A, i, j) = RS(A, η, ν, φ, ψ)
Cette e´galite´ fait de Raj(1, m)(A, i, j) une C-pre´cate´gorie (1,m)-peinte dont
les parties peintes sont B et P . En outre η est une colimite se´quentielle trans-
finie de sommes amalgame´es de A1 par les fle`ches de F1 et φ une colimite
se´quentielle transfinie de sommes amalgame´es de Am par les fle`ches de F1 et
F2.
Preuve :
Par de´finition, Raj(1, m)(A, i, j) est une somme amalgame´e de A par un co-
produit de fle`ches ge´ne´ratrices de C-cate´gories faciles, ce qui peut se mettre
sous la forme d’une colimite se´quentielle transfinie de sommes amalgame´es par
une fle`che ge´ne´ratrice de C-cate´gories faciles. Or on a vu au lemme 4.2.3 que les
sommes amalgame´e par des fle`ches ge´ne´ratrices de C-cate´gories faciles ne sont
autres que des ope´rations de type RS. Comme en outre les fle`ches ge´ne´ratrices
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de C-cate´gories faciles par lesquelles on fait les sommes amalgame´es ont leurs
sources s’envoyant dans les parties peintes de A, les ope´rations RS sont bien
composables et Raj(1, m)(A, i, j) forme ainsi une colimite se´quentielle trans-
finie d’ope´rations RS au sens du lemme 4.3.5 et donc, par ce lemme, Raj(1, m)(A, i, j)
est bien une ope´ration de type RS. La de´monstration du lemme montre que
le morphisme η (respectivement φ) est une colimite se´quentielle transfinie des
morphismes ηi (respectivement φi). Ces morphismes ηi et φi proviennent de
l’expression des sommes amalgame´es par les fle`ches ge´ne´ratrices de C-cate´-
gories faciles. Une somme amalgame´e par une fle`che de type ∆[1]Θf , ou` f
appartient a` la famille F1, est une ope´ration RS avec pour η le morphisme
naturel de A∗1 dans la somme amalgame´e de A
∗
1 par f et pour φ l’identite´.
Une somme amalgame´e par une fle`che de type ∆[m]Θf , ou` f appartient a` la
famille F1, est une ope´ration RS avec pour η le morphisme naturel de A∗1 dans
la somme amalgame´e de A∗1 par un coproduit de f et pour φ le morphisme
naturel de A∗m dans la somme amalgame´e de A
∗
m par f . Enfin une somme
amalgame´e par une fle`che de type Boitm(g), ou` g appartient a` la famille F2,
est une ope´ration RS avec pour η l’identite´ et pour φ le morphisme naturel
de A∗m dans la somme amalgame´e de A
∗
m par g. Ainsi η est bien une colimite
se´quentielle transfinie de sommes amalgame´es par des fle`ches de F1 et φ une
colimite se´quentielle transfinie de sommes amalgame´es par des fle`ches de F1
et F2.
CQFD.
Ainsi le plan simple Raj(1, m) transforme des C-pre´cate´gories peintes en
C-pre´cate´gories peintes. Il serait tre`s pratique que cette transformation soit
fonctorielle.
Lemme 4.4.3 Soit (C,F1,F2) une donne´e de Segal pre´-facile. Soit m un en-
tier strictement supe´rieur a` un.
La construction Raj(1, m) est en fait un foncteur de la cate´gorie des C-pre´cate´-
gories peintes vers elle-meˆme. De meˆme, tout plan d’addition de cellules con-
stitue´ de plans simples de type Raj(1, m) est un foncteur de la cate´gorie des
C-pre´cate´gories peintes vers elle-meˆme.
Preuve :
Pour montrer le premier re´sultat il suffit d’appliquer le crite`re du lemme 2.4.13.
Soit f : (A, i, j) → (B, i′, j′) un morphisme de C-pre´cate´gories peintes, l’ex-
tension de Raj(1, m)A n’est autre que le plan simple d’addition de cellules
constitue´ par les couples (D, 1) ou` D est de´crit les extensions par f de di-
agrammes de Φ s’envoyant dans les parties peintes de A. Comme f est un
morphisme de C-pre´cate´gories peintes, les extensions par f de diagrammes a`
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valeur dans les parties peintes de A sont justement des diagrammes a` valeur
dans les parties peintes de B. Ceci montre que ces couples (D, 1) sont bien
des couples du plan simple Raj(1, m)B, d’ou` il vient que Raj(1, m) ve´rifie la
condition suffisante pour eˆtre un plan d’addition de cellules fonctoriel.
Le second re´sultat re´sulte du premier auquel on applique le lemme 2.4.11.
CQFD.
Nous avons maintenant un plan d’addition de cellules fonctoriel Raj(1, m)
qui est en fait une ope´ration de type RS. Si l’on veut une Φ-injectivisation qui
soit aussi une ope´ration du type RS, il suffit de prendre un plan d’addition
de cellules compose´ uniquement de Raj(1, m) et qui soit de longueur suff-
isamment grande. Comme on a vu que l’ope´ration RS est stable par colimite
se´quentielle transfinie, on obtiendra qu’un tel plan est encore de type RS.
De´finition 4.4.4 Soit (C,F1,F2) une donne´e de Segal pre´-facile. Soit α un
cardinal transfini re´gulier strictement supe´rieur a` celui qui assure la petitesse
des sources et buts des fle`ches des familles F1 et F2. Soientm un entier stricte-
ment supe´rieur a` un et A une C-pre´cate´gorie. Nous allons de´finir Cat(1, m)(A)
par re´currence transfinie.
Posons A0 = A avec pour partie peinte A1 et Am. Supposons (A
β, iβ, jβ) de´fini
pour un ordinal β < α, alors on pose :
Aβ+1 = Raj(1, m)(Aβ, iβ, jβ),
ses parties peintes e´tant celle du lemme 4.4.2. Soit un ordinal limite γ < α,
supposons (Aβ, iβ, jβ) de´fini pour tout ordinal β < γ, alors on pose :
(Aγ, iγ , jγ) =
(
colim
−−−−→
β<γ
Aβ, colim
−−−−→
β<γ
iβ , colim
−−−−→
β<γ
jβ
)
Par re´currence transfinie, on a bien de´fini pour tout ordinal β < α une C-pre´-
cate´gorie (1,m)-peinte (Aβ , iβ, jβ). Posons donc :
Cat(1, m)(A) = colim
−−−−→
β<α
Aβ
.
Lemme 4.4.5 Soit (C,F1,F2) une donne´e de Segal pre´-facile. Soient m un
entier strictement supe´rieur a` un et A une C-pre´cate´gorie. Alors il existe des
morphismes η : A1 → B, ν : B → A0 × A0, φ : Am → P et ψ : P →
B ×A0 . . .×A0 B de C tels que ν ◦ η soit induit par les morphismes source et
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but, ψ ◦ φ soit induit par le morphisme de Segal de A et par η et tels qu’on
ait :
Cat(1, m)(A) = RS(A, η, ν, φ, ψ).
En outre B et P sont des objets re´gaux faciles, ψ une alliance facile, η est une
colimite se´quentielle transfinie de sommes amalgame´es de A1 par les fle`ches
de F1 et φ une colimite se´quentielle transfinie de sommes amalgame´es de Am
par les fle`ches de F1 et F2.
Preuve :
Par le lemme 4.4.2, Cat(1, m)(A), e´tant une colimite se´quentielle transfinie
d’ope´rations Raj(1, m), s’exprime comme une colimite se´quentielle transfinie
d’ope´rations RS au sens du lemme 4.3.5. Donc d’apre`s ce lemme, Cat(1, m)(A)
est une ope´ration de type RS avec pour η : A1 → B (respectivement φ : Am →
P ) une colimite se´quentielle transfinie des morphismes η (respectivement φ)
apparaissant dans Raj(1, m), eux-meˆmes colimites se´quentielles transfinies de
sommes amalgame´es par des fle`ches de F1 (respectivement par des fle`ches de
F1 et F2), ce qui nous donne la caracte´risation des morphismes η et φ.
Montrons que B est un objet re´gal facile, i.e. se rele`ve par rapport a` la
famille F1. Soit f : X → Y une fle`che de F1 et x : X → B un morphisme
quelconque de C. Comme par hypothe`se X est petit pour un cardinal re´gulier
strictement infe´rieur a` α et que B est une colimite se´quentielle transfinie de Bi,
pour i < α, x se factorise a` travers Bβ pour un certain β < α. Ceci e´quivaut
a` un morphisme de ∆[1]ΘX vers Aβ ne concernant que les parties peintes.
Par de´finition de Aβ+1 comme Raj(1, m)(Aβ, iβ, jβ), A
β+1 est la somme amal-
game´e de Aβ par toutes les fle`ches de type ∆[1]Θh, ∆[m]Θh et Boitm(g) dont
les sources s’envoient dans les parties peintes, avec h dans F1 et g dans F2.
Donc, par le lemme 4.4.2, sa partie peinte Bβ+1 est une colimite se´quentielle
transfinie de sommes amalgame´es par des fle`ches de F1. En particulier, la
somme amalgame´e de Aβ par ∆[1]Θf correspond a` un η qui n’est autre que
le morphisme naturel de Bβ dans la somme amalgame´e de Bβ par f . Donc on
obtient le diagramme commutatif suivant :
X
x ✲ Bβ
Y
f
❄
∃x˜
✲ Bβ+1
❄
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L’extension de x˜ a` B est donc le rele`vement attendu. Donc B se rele`ve par
rapport a` la famille F1, ce qui en fait un objet re´gal facile. On de´montrera
de meˆme, en utilisant ∆[m]Θf , pour f dans F1, que P est un objet re´gal facile.
Montrons maintenant que ψ : P → B ×A0 . . .×A0 B est une alliance facile
d’objets re´gaux, i.e. se rele`ve par rapport a` la famille F2. On remarque que
B×A0 . . .×A0B est bien un objet re´gal comme produit fibre´ d’objets re´gaux au-
dessus d’objets discrets. Conside´rons le diagramme commutatif suivant :
X
x ✲ P
Y
g
❄
y
✲ B ×A0 . . .×A0 B
ψ
❄
avec g dans F2, x et y quelconques. Comme X et Y , par hypothe`se, sont
petits pour un cardinal re´gulier strictement infe´rieur a` α et que ψ est le mor-
phisme universel induit par les ψi pour i < α, ce diagramme se factorise a`
travers ψβ , pour un certain β < α. Ce nouveau diagramme correspond a` un
morphisme de la source du morphisme Boitm(g) vers A
β . Par un argument
similaire au pre´ce´dent, P β+1 est une colimite se´quentielle transfinie de sommes
amalgame´es de fle`ches de F1 et F2 et, en particulier, de g qui provient de la
somme amalgame´e de Aβ par Boitm(g). De ce fait, l’extension du diagramme
avec ψβ en diagramme avec ψβ+1 posse`de un rele`vement, i.e. une fle`che de Y
vers P β+1 faisant commuter les deux parties du diagramme, et son extension
a` P est bien un rele`vement du diagramme de de´part. Donc ψ se rele`ve par
rapport a` la famille F2, ce qui en fait une alliance facile.
CQFD.
Ce plan d’addition de cellules Cat(1, m) s’exprime donc en terme de cons-
truction RS mais avec de bonnes proprie´te´s : en effet les parties peintes de
Cat(1, m) sont des objets re´gaux et la restriction du morphisme de Segal aux
parties peintes est une alliance d’objets re´gaux. Ce sont justement ces bonnes
proprie´te´s qui permettent a` Cat(1, m) de pre´server l’homotopie des C-cate´-
gories.
Lemme 4.4.6 Soit (C,F1,F2) une donne´e de Segal pre´-facile ve´rifiant les
proprie´te´s suivantes :
1) la cate´gorie sous-jacente C est une cate´gorie de mode`les ferme´e,
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2) les alliances d’objets re´gaux sont exactement les e´quivalences faibles de la
cate´gorie de mode`les ferme´e C entre objets re´gaux,
3) la famille F1 est incluse dans la classe des cofibrations triviales de la
cate´gorie de mode`les ferme´e C et la famille F2 dans celle des cofibrations,
4) les e´quivalences faibles sont stables par produit fibre´ au-dessus d’un objet
discret.
Alors pour toute C-pre´cate´gorie C dont les morphismes de Segal sont des
e´quivalences faibles de C, on a que pour tout entier m ≥ 2, le morphisme
canonique C → Cat(1, m)(C) est niveau par niveau une cofibration triviale de
C et Cat(1, m)(C) conserve la proprie´te´ que ses morphismes de Segal sont des
e´quivalences faibles de C.
Preuve :
Soit C une C-pre´cate´gorie dont tous les morphismes de Segal sont des e´qui-
valences faibles de C. On a tout d’abord que Cat(1, m)(C)0 n’est autre que
C0 car les fle`ches ge´ne´ratrices de C-cate´gories faciles sont des isomorphismes
au niveau des objets. Par le lemme 4.4.5, l’ope´ration Cat(1, m)(C), pour un
entier m ≥ 2, n’est autre qu’une ope´ration du type RS avec B et P des objets
re´gaux faciles, η une colimite se´quentielle transfinie de sommes amalgame´es
de fle`ches de la famille F1, ψ une alliance d’objets re´gaux et φ une colimite
se´quentielle transfinie de sommes amalgame´es de fle`ches des familles F1 et F2.
Comme par hypothe`se la famille F1 est incluse dans la classe des cofi-
brations triviales, classe qui, dans la cate´gorie de mode`les ferme´e C, est stable
par colimite se´quentielle transfinie et par somme amalgame´e le long d’un mor-
phisme, il vient que η est une cofibration triviale. De meˆme les familles F1 et
F2 e´tant incluse dans la classe des cofibrations, classe stable dans C par colim-
ite se´quentielle transfinie et par somme amalgame´e le long d’un morphisme,
il vient que φ est une cofibration. Par hypothe`se sur C, son morphisme de
Segal Cm → C1 ×C0 . . .×C0 C1 est une e´quivalence faible. En outre, les e´qui-
valences faibles sont stables par produit fibre´ au-dessus d’un objet discret,
donc le produit fibre´ m fois de η au-dessus de C0 est une e´quivalence faible.
Par axiome ”trois pour deux” dans la cate´gorie de mode`les ferme´e C, la com-
pose´e du morphisme de Segal de C par ce produit fibre´ est encore une e´qui-
valence faible. Or par le lemme 4.4.5, cette compose´e est e´gale a` ψ ◦ φ et
comme ψ est une alliance facile, toujours par ”trois pour deux”, φ est aussi
une e´quivalence faible.
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Pour tout entier q > 0, le morphisme canonique Cq → Cat(1, m)(C)q est
la somme amalgame´e de Cq par un coproduit multiple de η et de φ, donc ce
morphisme est une colimite se´quentielle transfinie de sommes amalgame´es de
η et de φ. Comme η et φ sont des cofibrations triviales et que les cofibrations
triviales sont stables par sommes amalgame´es le long d’un morphisme et par
colimite se´quentielle transfinie, il vient que Cq → Cat(1, m)(C)q est une cofi-
bration triviale.
Conside´rons pour finir le diagramme commutatif suivant :
Cq
Segal ✲ C1 ×C0 . . .×C0 C1
Cat(1, m)(C)q
❄
Segal
✲ Cat(1, m)(C)1 ×C0 . . .×C0 Cat(1, m)(C)1
❄
On vient de prouver que le morphisme vertical de gauche est une e´quivalence fai-
ble. En outre, par stabilite´ des e´quivalences faibles par produit fibre´ au-
dessus d’un objet discret, le morphisme vertical de droite est aussi une e´qui-
valence faible. Comme par hypothe`se les morphismes de Segal de C sont des
e´quivalences faibles, alors par ”trois pour deux” le morphisme de Segal de
Cat(1, m)(C) aussi.
CQFD.
Pour que notre construction Cat(1, m) soit parfaite, nous n’avons plus qu’a`
lui demander d’eˆtre fonctorielle, ce qui est l’objet du lemme suivant.
Lemme 4.4.7 Soit (C,F1,F2) une donne´e de Segal pre´-facile. Soit m un en-
tier strictement supe´rieur a` un.
La construction Cat(1, m) est en fait un foncteur de la cate´gorie des C-pre´cate´-
gories vers elle-meˆme. De meˆme tout plan d’addition de cellules constitue´ de
plans d’addition de cellules de type Cat(1, m) est un foncteur de la cate´gorie
des C-pre´cate´gories vers elle-meˆme.
Preuve :
D’apre`s le lemme 4.4.3, tout plan d’addition de cellules constitue´ de plans
simples de type Raj(1, m) est un foncteur de la cate´gorie des C-pre´cate´-
gories peintes vers elle-meˆme. C’est donc le cas de Cat(1, m). Toutefois le
plan d’addition de cellules Cat(1, m) part des C-pre´cate´gories quelconques et
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tombe dans les C-pre´cate´gories quelconques. Or le fait d’associer a` une C-
pre´cate´gorie quelconque la peinture des niveaux 1 et m tout entier est un
proce´de´ fonctoriel de la cate´gorie des C-pre´cate´gories vers celle des C-pre´cate´-
gories peintes. De meˆme, l’oubli de la peinture est un foncteur des C-pre´cate´-
gories peintes vers les C-pre´cate´gories. Ainsi Cat(1, m) est bien un foncteur
des C-pre´cate´gories vers elles-meˆmes.
Le second re´sultat re´sulte du premier auquel on applique le lemme 2.4.11.
CQFD.
Nous avons donc trouve´ un plan d’addition fonctoriel de fle`ches ge´ne´ratrices
de C-cate´gories faciles Cat(1, m) qui pre´serve l’homotopie des C-cate´gories.
Afin d’obtenir un proce´de´ de cate´gorisation pre´servant l’homotopie des C-
cate´gories, il suffit de construire un plan d’addition qui prendra en compte
tous les Cat(1, m). C’est l’objet de la prochaine section.
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4.5 Construction Bigcat
Graˆce aux sections pre´ce´dentes, nous avons pu exhiber un plan d’addi-
tion de fle`ches ge´ne´ratrices Cat(1, m) qui pre´serve le type d’homotopie des
C-cate´gories. Toutefois ce plan n’ajoute que certaines fle`ches ge´ne´ratrices de
C-cate´gories faciles et pas toutes. En revanche, si l’on conside`re l’ensemble
des Cat(1, m) avec m de´crivant les entiers strictement supe´rieurs a` un, on ob-
tient une famille de plans d’addition qui ensembles prennent toutes les fle`ches
ge´ne´ratrices. Nous allons donc de´finir la cate´gorisation Bigcat comme un plan
d’addition de cellules suivant un ordre et construit a` partir des Cat(1, m),
c’est-a`-dire comme un plan d’addition de cellules de la forme BCat(t), ou`
t va parcourir tous les entiers strictement supe´rieurs a` un et ce un nombre
suffisamment grand de fois pour assurer que le plan Bigcat cate´gorise.
De´finition 4.5.1 Soit (C,F1,F2) une donne´e de Segal pre´-facile. Soit α un
cardinal re´gulier strictement supe´rieur au cardinal re´gulier pour lequel les
sources et buts des fle`ches des familles F1 et F2 sont petites.
Notons Φ la famille FG1 des fle`ches ge´ne´ratrices de C-cate´gories faciles. No-
tons Φ1 la famille constitue´e des fle`ches ge´ne´ratrices de la forme ∆[1]Θf avec
f ∈ F1 et, pour tout entier m ≥ 2, notons Φm la famille constitue´e des fle`ches
ge´ne´ratrices de la forme ∆[m]Θf et Boitm(g) avec f ∈ F1 et g ∈ F2. On a
bien une partition de Φ en Φm pour m ≥ 1.
Posons T l’ordinal transfini α×ℵ0 et t la fonction qui a` tout ordinal (β, n) <
α× ℵ0 associe le couple d’entier (1, n+ 2).
On de´finit alors le plan d’addition de cellules Bigcat comme le plan d’addition
de cellules suivant l’ordre t qui, a` chaque e´tape τ < T , a pour plan d’addition
Cat(t(τ)).
Apre`s avoir de´fini Bigcat, nous allons montrer qu’il s’agit bien d’une
cate´gorisation.
Proposition 4.5.2 Soit (C,F1,F2) une donne´e de Segal pre´-facile.
Bigcat est un foncteur de la cate´gorie des C-pre´cate´gories vers la cate´gories
des C-cate´gories faciles ve´rifiant la proprie´te´ suivante :
pour tout morphisme f d’une C-pre´cate´gorie quelconque A vers une C-cate´-
gorie facile C, il existe un morphisme de C-pre´cate´gories non ne´cessairement
unique de Bigcat(A) vers C dont la pre´compose´e avec le morphisme naturel
de A vers Bigcat(A) est le morphisme f .
Preuve :
Tout d’abord, il est facile de voir que Bigcat est un foncteur car c’est une ap-
plication directe du lemme 4.4.7. Pour avoir le reste de la proposition, il suffit
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de montrer que les hypothe`ses du lemme 2.10.3 sont ve´rifie´es : celles sur Φ et
celle sur t. Avant tout, on remarque que les plans du type Cat(1, m) sont des
plans d’addition de cellules compose´s de plans simples de type Raj(1, m) qui
sont des sous-plans de eΦ1∪Φm,1. Or comme a` la premie`re e´tape de Cat(1, m)
on prend pour parties peintes la totalite´ des niveaux 1 et m, le sous-plan
Raj(1, m) a` cette e´tape n’est autre que eΦ1∪Φm,1 tout entier. Ainsi les plans
Cat(1, m) sont bien du type CatΨ,λ et donc Bigcat est bien du type BCat(t),
ce qui justifie le fait d’utiliser le lemme 2.10.3.
Premie`rement, par hypothe`se (C,F1,F2) est une donne´e de Segal pre´-facile.
Donc les sources et buts des fle`ches des familles F1 et F2 sont petites pour
un certain cardinal re´gulier strictement infe´rieur a` α. Par le lemme 3.4.5, ceci
entraˆıne que les sources des fle`ches de la famille FG1 = Φ sont petites par
rapport a` ce meˆme cardinal. Comme en outre Φ admet une partition, on a
bien ve´rifie´ les hypothe`ses sur Φ.
Comme T est le produit α × ℵ0 dont le cardinal est α, on a bien que le car-
dinal de T est un cardinal re´gulier strictement supe´rieur au cardinal re´gulier
pour lequel les sources des fle`ches de la famille Φ sont petites. Par la suite, on
mettra sur T l’ordre lexicographique.
Soit m ≥ 1 un entier. Montrons que pour tout ordinal (β, n) < T , il existe un
ordinal τ < T plus grand pour lequel t(τ) contient m. Deux cas se pre´sentent.
Sim ≥ n+2, alors l’ordinal (β,m−2) ve´rifie d’une part (β, n) ≤ (β,m−2) < T
et d’autre part t(β,m− 2) = (1, m). Sinon m < n + 2. Comme α est un car-
dinal transfini et que β est strictement infe´rieur a` α alors β + 1 est encore
strictement infe´rieur a` α. Ainsi τ = (β + 1, m− 2) est plus petit strictement
que T mais aussi plus grand que (β, n), car l’ordre est lexicographique. De plus
ce τ ve´rifie bien que t(τ) = (1, m). Ceci montre donc la premie`re condition
sur t.
Il est facile de voir avec notre t que, pour m ≥ 2, t−1(m) n’est autre que
l’ensemble des couples (β,m − 2), avec β < α, dont le cardinal est α =
Card(T ). Pour m = 1, t−1(1) est en fait T tout entier, donc son cardinal est
bien celui de T . Ceci montre la seconde condition sur t.
On peut donc appliquer le lemme 2.10.3 qui nous assure que le re´sultat de
Bigcat est Φ-injectif, c’est-a`-dire est une C-cate´gorie facile, et que Bigcat a
bien la proprie´te´ de factorisation de la proposition.
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CQFD.
Corollaire 4.5.3 Soit (C,F1,F2) une donne´e de Segal pre´-facile. Soit A une
C-pre´cate´gorie. Comme, par la proposition pre´ce´dente, Bigcat(A) est une C-
cate´gorie facile, on peut choisir de la marquer en prenant pour rele`vements
marque´s les premiers qui apparaissent dans l’ordre de la construction. On
obtient alors le re´sultat suivant :
tout morphisme de A vers une C-cate´gorie marque´e C se factorise a` travers un
morphisme pre´servant le marquage de Bigcat(A) vers C, cette factorisation
n’e´tant pas ne´cessairement unique.
Preuve : cela de´coule de la de´monstration de la proposition. CQFD.
Notre nouvelle construction Bigcat est une cate´gorisation compose´e de
plans Cat(1, m) dont on a vu qu’ils pre´servaient l’homotopie des C-cate´gories.
Il serait donc normal que Bigcat pre´serve cette proprie´te´.
Proposition 4.5.4 Soit (C,F1,F2) une donne´e de Segal pre´-facile ve´rifiant
les proprie´te´s suivantes :
1) la cate´gorie sous-jacente C est une cate´gorie de mode`les ferme´e,
2) les alliances d’objets re´gaux sont exactement les e´quivalences faibles de la
cate´gorie de mode`les ferme´e C entre objets re´gaux,
3) la famille F1 est incluse dans la classe des cofibrations triviales de la
cate´gorie de mode`les ferme´e C et la famille F2 dans celle des cofibrations,
4) les e´quivalences faibles sont stables par produit fibre´ au-dessus d’un objet
discret.
Alors pour toute C-cate´gorie A, le morphisme canonique A → Bigcat(A) est
une e´quivalence de C-cate´gories niveau par niveau et une cofibration niveau par
niveau. En particulier A→ Bigcat(A) est une e´quivalence de C-cate´gories.
Preuve :
Tout d’abord on observe que toutes les constructions apparaissant dans la con-
struction Bigcat laissent invariant l’ensemble des objets. Ainsi le morphisme
canonique induit l’identite´ sur l’ensemble des objets. Montrons par re´currence
transfinie que pour tout ordinal τ ≤ T , C → Bigcatτ (C) est niveau par niveau
une cofibration triviale et que les morphismes de Segal de Bigcatτ (C) sont des
e´quivalences faibles dans C. Pour τ = 0, c’est vrai car Bigcat0(C) n’est autre
que C qui est une C-cate´gorie, donc ses morphismes de Segal sont des al-
liances d’objets re´gaux, ce qui par l’hypothe`se 2) montre que ses morphismes
de Segal sont des e´quivalences faibles dans C.
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Supposons la proprie´te´ vraie pour τ < T , alors les morphismes de Segal de
Bigcatτ (C) sont des e´quivalences faibles dans C. Donc Bigcatτ (C) ve´rifie les
hypothe`ses du lemme 4.4.6 et donc Bigcatτ (C) → Cat(t(τ))(Bigcatτ (C)) =
Bigcatτ+1(C) est niveau par niveau une cofibration triviale et les morphismes
de Segal de Cat(t(τ))(Bigcatτ (C)) = Bigcatτ+1(C) sont des e´quivalences fai-
bles. Comme par hypothe`se de re´currence sur τ < T le morphisme naturel
C → Bigcatτ (C) est niveau par niveau une cofibration triviale et que dans la
cate´gorie de mode`les ferme´e C les cofibrations triviales sont stables par com-
position, il vient que le morphisme C → Bigcatτ+1(C) est niveau par niveau
une cofibration triviale. On a donc montre´ l’hypothe`se de re´currence pour τ+1.
Soit τ ≤ T un ordinal limite et supposons l’hypothe`se de re´currence vraie
pour tout τ ′ < τ . Comme C → Bigcatτ (C) est niveau par niveau une colimite
se´quentielle transfinie de cofibrations triviales C → Bigcatτ ′(C) et que les
cofibrations triviales de la cate´gorie de mode`les ferme´e C sont stables par col-
imite se´quentielle transfinie, il vient que niveau par niveau C → Bigcatτ (C)
est une cofibration triviale. Et par un raisonnement identique a` celui de la
de´monstration du lemme 4.4.6, on en de´duit que les morphismes de Segal
de Bigcatτ (C) sont des e´quivalences faibles, ce qui montre l’hypothe`se de
re´currence pour l’ordinal limite τ .
Par re´currence transfinie, on a donc montre´ que pour tout ordinal τ ≤ T
le morphisme naturel C → Bigcatτ (C) est une cofibration triviale niveau
par niveau et que les morphismes de Segal de Bigcatτ (C) sont des e´qui-
valences faibles de C. C’est en particulier le cas pour τ = T , et comme C
et Bigcat(C) sont des C-cate´gories, C → Bigcat(C) est niveau par niveau
une alliance d’objets re´gaux par l’hypothe`se 2), donc c’est bien une e´qui-
valence de C-cate´gories niveau par niveau, et par le lemme 4.1.2, c’est aussi
une e´quivalence de C-cate´gories, ce qui montre la proposition.
CQFD.
La constructionBigcat est donc non seulement un proce´de´ de cate´gorisation
mais aussi une ope´ration qui pre´serve le type d’homotopie des C-cate´gories.
Comme nous avons de´ja` vu que les e´quivalences de C-cate´gories ve´rifient la
proprie´te´ de ”trois pour deux”, nous sommes maintenant en mesure d’appli-
quer la proposition 2.7.1, ce qui est l’objet de la prochaine section.
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4.6 Pre´servation du type d’homotopie par la
construction Cat
Afin de re´soudre la proble`me de la cate´gorisation, nous cherchons a` mon-
trer que la construction Cat adjointe du foncteur oubli des C-cate´gories faciles
marque´es vers les C-pre´cate´gories pre´serve le type d’homotopie des C-pre´cate´-
gories. Or la proposition 2.7.1 nous certifie que Cat a bien cette proprie´te´
si les e´quivalences de C-cate´gories ve´rifient certaines proprie´te´s et s’il existe
une cate´gorisation pre´servant le type d’homotopie des C-cate´gories. Dans les
sections pre´ce´dentes, nous avons justement montre´ que, sous certaines hy-
pothe`ses sur la donne´e de Segal pre´-facile, les proprie´te´s voulues pour les e´qui-
valences de C-cate´gories sont ve´rifie´es et que la construction Bigcat cate´gorise
en pre´servant le type d’homotopie des C-cate´gories. Rassemblons donc ces hy-
pothe`ses qui permettent d’appliquer la proposition 2.7.1, ce qui donnera la
de´finition de donne´e de Segal facile.
De´finition 4.6.1 Une donne´e de Segal pre´-facile (C,F1,F2) est dite facile si
elle ve´rifie les hypothe`ses suivantes :
1) La cate´gorie sous-jacente C est une cate´gorie de mode`les ferme´e dont tous
les objets sont cofibrants.
2) Les alliances d’objets re´gaux sont exactement les e´quivalences faibles de la
cate´gorie de mode`les ferme´e C entre objets re´gaux.
3) Le foncteur τ0 est tel que, pour tout objet C de C, τ0(C) est un quotient de
l’ensemble des morphismes dans C de l’objet final vers C.
4) Il existe un objet re´gal contractile K muni de deux morphismes de l’objet
final vers K note´s 0 et 1, et ayant la proprie´te´ suivante : pour tout couple
(f, g) de morphismes de l’objet final vers un objet re´gal C tel que leurs images
par τ0 soient e´gales, il existe un morphisme de K vers C envoyant 0 sur f et
1 sur g.
5) Les e´quivalences faibles sont stables par produit fibre´ au-dessus d’un objet
discret.
6) Le produit fibre´ d’une e´quivalence faible entre objets re´gaux le long d’une
fibration est une e´quivalence faible.
7) La famille F1 est incluse dans la classe des cofibrations triviales de la
cate´gorie de mode`les ferme´e C et la famille F2 dans celle des cofibrations.
Appliquons maintenant la proposition 2.7.1 au triplet Cat, Bigcat et e´qui-
valence de C-cate´gories lorsque la donne´e de Segal est facile.
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The´ore`me 4.6.2 Soit (C,F1,F2) une donne´e de Segal facile. Alors il existe
un foncteur Cat de la cate´gorie des C-pre´cate´gories vers la cate´gorie des C-
cate´gories faciles marque´es qui est adjoint a` gauche du foncteur Oubli des C-
cate´gories faciles marque´es vers les C-pre´cate´gories et ve´rifiant que pour toute
C-pre´cate´gorie A l’image par Cat du morphisme naturel canA : A → Cat(A)
est une e´quivalence de C-cate´gories.
Preuve :
Les hypothe`ses de la donne´e de Segal assurent, par le lemme 4.1.3 et le corol-
laire 4.1.4, que les e´quivalences de C-cate´gories ve´rifient les deux premie`res
hypothe`ses de la proposition 2.7.1. En outre le fait que les isomorphismes de
C-cate´gories sont des e´quivalences de C-cate´gories est une conse´quence directe
du lemme 4.1.2. Ainsi toutes les hypothe`ses sur les e´quivalences de C-cate´-
gories sont ve´rifie´es.
La proposition 3.3.4 a montre´ que les C-cate´gories faciles sont exactement
les objets FG1-injectifs et la construction Cat de´finie comme le plan EFG1 est
bien un adjoint a` gauche du foncteur Oubli, car la donne´e de Segal est facile,
donc pre´-facile, ce qui permet d’utiliser la proposition 3.4.11.
Enfin la proposition 4.5.4, dont les hypothe`ses sont ve´rifie´es par la donne´e
de Segal facile, montre que le plan fonctoriel d’addition de fle`ches de FG1
nomme´ Bigcat ve´rifie les deux premie`res proprie´te´s de la FG1-injectivisation
mais aussi la troisie`me pour les objets FG1-injectifs, c’est-a`-dire pour les C-
cate´gories faciles. Ceci termine de montrer que les hypothe`ses de la proposi-
tion 2.7.1 sont ve´rifie´es.
On peut alors appliquer cette proposition qui assure que Cat est une FG1-
injectivisation, en particulier ve´rifie la stabilite´ homotopique des C-pre´cate´-
gories.
CQFD.
En fait l’application de la proposition 2.7.1 nous donne plus car elle nous
dit que les morphismes de C-cate´gories faciles sont des e´quivalences de C-
cate´gories si et seulement si leurs images par Cat sont des e´quivalences de
C-cate´gories. Cette remarque va nous permettre d’e´tendre la notion d’e´qui-
valence de C-cate´gories aux C-pre´cate´gories en disant qu’un morphisme de C-
pre´cate´gorie est une e´quivalence si son image par Cat est une e´quivalence de
C-cate´gories.
De´finition 4.6.3 Soit (C,F1,F2) une donne´e de Segal facile. On dit d’un
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morphisme de C-pre´cate´gories que c’est une e´quivalence faible si son image
par Cat est une e´quivalence de C-cate´gories.
Par cette de´finition, nous allons pouvoir rapatrier sur les e´quivalences faibles
les proprie´te´s des e´quivalences de C-cate´gories, comme le ”trois pour deux”
par exemple.
Lemme 4.6.4 Soit (C,F1,F2) une donne´e de Segal facile.
Les e´quivalences faibles de C-pre´cate´gories ve´rifient les proprie´te´s suivantes :
- les isomorphismes de C-pre´cate´gories sont des e´quivalences faibles,
- les morphismes de C-cate´gories faciles sont des e´quivalences faibles si et
seulement si ce sont des e´quivalences de C-cate´gories,
- soient f et g deux morphismes de C-pre´cate´gories composables, si parmi
f, g, g ◦ f deux morphismes sont des e´quivalences faibles alors le troisie`me
aussi,
- soient f et g deux morphismes de C-pre´cate´gories composables, si f ◦ g est
l’identite´ et que g ◦ f est une e´quivalence faible, alors f et g sont des e´qui-
valences faibles.
Preuve :
Comme pour la proposition 4.6.2, on de´montre que les hypothe`ses du corol-
laire 2.7.2, qui sont les meˆmes que celles de la proposition 2.7.1, sont ve´rifie´es,
ce lemme e´tant une conse´quence directe du corollaire 2.7.2 car ici les Φ-e´qui-
valences ne sont autres que les e´quivalences faibles.
CQFD.
En fait, si l’on regarde de plus pre`s, Bigcat ve´rifie un re´sultat plus fort
que celui demande´ par la proposition 2.7.1. En effet, la proposition demande
seulement la pre´servation de l’homotopie pour les C-cate´gories faciles alors que
Bigcat pre´serve l’homotopie pour toutes les C-cate´gories. Aussi si l’on refait
la de´monstration de la proposition 2.7.1 pour les C-cate´gories quelconques, on
obtient les re´sultats suivants.
Lemme 4.6.5 Soit (C,F1,F2) une donne´e de Segal facile.
- Pour toute C-cate´gorie quelconque A, le morphisme naturel A→ Cat(A) est
une e´quivalence de C-cate´gories.
- Pour tout morphisme de C-cate´gories quelconque f : A→ B, on a :
f est une e´quivalence de C-cate´gories si et seulement si f est une e´quivalence faible.
Preuve : c’est la meˆme de´monstration que la proposition 2.7.1 en utilisant le
fait que Bigcat pre´serve l’homotopie de toutes les C-cate´gories et pas seule-
ment des C-cate´gories faciles.
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Il serait e´galement inte´ressant de comparer la notion d’e´quivalence faible
de´finie par Cat avec la notion d’e´quivalence faible qu’on aurait pu de´finir avec
Bigcat.
Lemme 4.6.6 Soit (C,F1,F2) une donne´e de Segal facile.
- Pour toute C-pre´cate´gorie A, le morphisme naturel A→ Bigcat(A) est une
e´quivalence faible de C-pre´cate´gories, c’est-a`-dire son image par Cat est une
e´quivalence de C-cate´gories.
- Pour tout morphisme de C-pre´cate´gories f : A→ B, on a :
f est une e´quivalence faible de C-pre´cate´gories si et seulement si Bigcat(f)
est une e´quivalence de C-cate´gories. Ce qui signifie :
Cat(f) est une e´quivalence de C-cate´gories si et seulement si Bigcat(f) est
une e´quivalence de C-cate´gories.
Preuve :
La premie`re partie du lemme est l’application directe du lemme 2.11.2 dont les
hypothe`ses nomme´es hypothe`ses 2.11.1 ne sont autres que celles de la proposi-
tion 2.7.1 dont on a montre´ qu’elles sont ve´rifie´es par la donne´e de Segal facile.
Pour la seconde partie, conside´rons le diagramme commutatif suivant :
A
f ✲ B
Bigcat(A)
❄
Bigcat(f)
✲ Bigcat(B)
❄
Par la premie`re partie du lemme, les fle`ches verticales sont des e´quivalences fai-
bles de C-pre´cate´gories. En appliquant le lemme 4.6.4, il vient que f est une
e´quivalence faible de C-pre´cate´gories si et seulement si Bigcat(f) est une
e´quivalence faible de C-pre´cate´gories. Or Bigcat(f) est un morphisme de C-
cate´gories faciles, donc toujours par le lemme 4.6.4, Bigcat(f) est une e´qui-
valence faible de C-pre´cate´gories si et seulement si c’est une e´quivalence de
C-cate´gories, ce qui montre la seconde partie du lemme.
CQFD.
Nous avons finalement re´solu notre proble`me de la cate´gorisation, a` savoir
trouver une proce´de´ qui a` une C-pre´cate´gorie associe une C-cate´gorie qui soit
de meˆme type homotopique qu’elle. Pour cela, on a facilite´ la donne´e de Segal
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en lui adjoignant deux familles engendrant certains objets re´gaux et certaines
alliances d’objets re´gaux. Bien suˆr, comme on l’a fait remarquer a` l’e´poque ce
choix est arbitraire et rien ne nous dit que la notion de C-cate´gorie facile n’est
pas trop forte. C’est pourquoi pour e´viter ce phe´nome`ne on a requis pour les
cate´gorisations de pre´server le type d’homotopie.
On a par la suite trouve´ sous quelles hypothe`ses on a une telle cate´gorisation,
c’est ce que l’on a appele´ donne´e de Segal facile, car elle facilite l’obtention
d’une bonne cate´gorisation. Les hypothe`ses de cette donne´e de Segal facile
montre la marge que l’on a dans le choix des familles ge´ne´ratrices d’objets
re´gaux faciles et d’alliances faciles d’objets re´gaux faciles qui permettront une
bonne cate´gorisation.
On remarque aussi que les hypothe`ses des donne´es de Segal faciles sont as-
sez contraignantes car elles demandent a` la cate´gorie C de posse´der une struc-
ture de cate´gorie de mode`les ferme´e, ce qui est tout a` fait normal puisque nous
voulons manipuler des sortes d’e´quivalences faibles que sont les alliances d’ob-
jets re´gaux et nous assurer de leur stabilite´ par colimites. Par ailleurs, toutes
les constructions cate´gorisantes sont en fait des I-injectivisations qui sont des
processus caracte´ristiques de la structure de cate´gorie de mode`les ferme´e.
Aussi allons nous dans le prochain chapitre nous inte´resser a` montrer que
la cate´gorie C − PC avec les monomorphismes et les e´quivalences faibles de
C-pre´cate´gories forme une cate´gorie de mode`les ferme´e. Ceci nous donnera un
bon cadre the´orique aux manipulations homotopiques sur les C-pre´cate´gories.
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Chapitre 5
Structure de cate´gorie de
mode`les ferme´e engendre´e de
manie`re cofibrante sur les
C-pre´cate´gories
167
Apre`s avoir pre´sente´ la notion de cate´gorie enrichie faible sur une cate´gorie
C dans un premier chapitre, nous nous sommes pose´s le proble`me de la cate´-
gorisation : trouver une construction fonctorielle qui a` toute C-pre´cate´gorie as-
socie une C-cate´gorie en pre´servant le type d’homotopie. Les trois chapitres
pre´ce´dents ont e´te´ entie`rement consacre´s a` la re´solution de ce proble`me. A la
fin du chapitre pre´ce´dent, nous avons pu e´tablir a` quelles conditions sur C ce
proble`me posse`de une solution. Parmi ces conditions se trouve la structure de
cate´gorie de mode`les ferme´e et ce n’est pas un hasard. En effet la structure de
cate´gorie de mode`les ferme´e est un bon cadre pour traiter de l’homotopie, des
remplacements fibrants et autres. Et c’est ce que l’on faisait en cherchant a`
re´soudre le proble`me de la cate´gorisation, puisque l’on manipulait les notions
d’alliances et d’objets re´gaux faciles, entre autres.
C’est la raison pour laquelle il paraˆıt tout a` fait indiquer de chercher a`
mettre sur la cate´gorie C − PC des C-pre´cate´gories une telle structure de
cate´gorie de mode`les ferme´e. L’existence de cette structure est en fait une
proprie´te´ de la cate´gorie et de trois classes de ses morphismes que l’on nomme
cofibrations, e´quivalences faibles et fibrations. Comme nous l’avons vu au
chapitre pre´ce´dent, la notion d’e´quivalence de C-cate´gories s’e´tend aux C-
pre´cate´gories par l’interme´diaire de la cate´gorisation Cat et nous dirons d’un
morphisme de C-pre´cate´gories que c’est une e´quivalence faible si son image par
Cat est une e´quivalence de C-cate´gories. Afin de simplifier les de´monstrations,
nous allons prendre pour cofibrations les monomorphismes de C-pre´cate´gories,
c’est-a`-dire les morphismes de C-pre´cate´gories qui niveau par niveau sont des
monomorphismes de C. Enfin comme c’est habituellement le cas dans ce genre
de proble`me, nous de´finirons les fibrations de C-pre´cate´gories comme les mor-
phismes ayant la proprie´te´ de rele`vement a` droite par rapport aux monomor-
phismes qui sont des e´quivalences faibles.
Le but de ce chapitre est donc de montrer que la cate´gorie C − PC des
C-pre´cate´gories avec les cofibrations, e´quivalences faibles et fibrations ainsi
de´finies est bien une cate´gorie de mode`les ferme´e. Pour des raisons de com-
modite´, nous de´montrerons que c’est en fait une cate´gorie de mode`les ferme´e
engendre´e de manie`re cofibrante. Afin d’avoir en teˆte les axiomes de ces struc-
tures, nous de´buterons ce chapitre par un rappel des de´finitions de ces struc-
tures ainsi que par l’e´nonce´ du lemme de reconnaissance de la structure de
cate´gorie de mode`les ferme´e engendre´e de manie`re cofibrante. Puis nous allons
montrer au fur et a` mesure de ce chapitre que la cate´gorie C − PC ve´rifie les
diffe´rentes hypothe`ses de ce lemme. Ce qui nous ame`nera au the´ore`me cen-
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tral de la the`se qui e´nonce a` quelles conditions sur la cate´gorie C la cate´gorie
des C-pre´cate´gories C − PC est une cate´gorie de mode`les ferme´e engendre´e de
manie`re cofibrante avec les trois classes de´finies ci-dessus.
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5.0 Rappels sur la structure de cate´gorie de
mode`les ferme´e engendre´e de manie`re cofi-
brante
Dans cette partie, nous allons surtout faire des rappels concernant la struc-
ture de cate´gorie de mode`les ferme´e due a` Quillen dans [4] et celle de cate´gorie
de mode`les ferme´e engendre´e de manie`re cofibrante. En particulier nous allons
e´noncer le lemme de reconnaissance de la structure de cate´gorie de mode`les
ferme´e engendre´e de manie`re cofibrante de [1].
Commenc¸ons tout d’abord par rappeler la de´finition de cate´gorie de mode`les
ferme´e.
De´finition 5.0.1 Une cate´gorie de mode`les ferme´e est une cate´gorie M mu-
nie de trois classes de morphismes, nomme´s respectivement les cofibrations,
les e´quivalences faibles et les fibrations, et satisfaisant les axiomes suivants :
CM1 : M est comple`te et cocomple`te.
CM2 (axiome ”trois pour deux”) : si f et g sont deux morphismes composables
dansM et si deux morphismes parmi f, g et g◦f sont des e´quivalences faibles
alors le morphisme restant est aussi une e´quivalence faible.
CM3 : Les cofibrations, les e´quivalences faibles et les fibrations sont stables
par re´tracts.
CM4 : Les cofibrations ont la proprie´te´ de rele`vement a` gauche par rapport aux
fibrations triviales (morphismes a` la fois fibrations et e´quivalences faibles). Les
fibrations ont la proprie´te´ de rele`vement a` droite par rapport aux cofibrations
triviales (morphismes a` la fois cofibrations et e´quivalences faibles).
CM5 : Tout morphisme de M posse`de une factorisation (fonctorielle) en une
cofibration triviale suivie d’une fibration ainsi qu’une factorisation (foncto-
rielle) en une cofibration suivie d’une fibration triviale.
Parmi les cate´gories ayant une structure de cate´gorie de mode`les ferme´e,
certaines ont la proprie´te´ que leurs cofibrations et leurs cofibrations triv-
iales sont engendre´es par des ensembles de morphismes, au sens du deuxie`me
chapitre. On dira alors que ces cate´gories ont une structure de cate´gorie de
mode`les ferme´e engendre´e de manie`re cofibrante.
De´finition 5.0.2 Une cate´gorie de mode`les ferme´e engendre´e de manie`re
cofibrante est une cate´gorie de mode`les ferme´e M pour laquelle :
- il existe un ensemble de morphismes I (appele´ ensemble des cofibrations
ge´ne´ratrices) permettant l’argument du petit objet et tel qu’un morphisme
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est une fibration triviale si et seulement s’il a la proprie´te´ de rele`vement a`
droite par rapport a` I.
- il existe un ensemble de morphismes J (appele´ ensemble des cofibrations
triviales ge´ne´ratrices) permettant l’argument du petit objet et tel qu’un mor-
phisme est une fibration si et seulement s’il a la proprie´te´ de rele`vement a`
droite par rapport a` J .
Il est assez courant parmi les cate´gories ayant la structure de cate´gorie
de mode`les ferme´e engendre´e de manie`re cofibrante que leurs cofibrations
soient en fait les monomorphismes. On dira, dans ce cas, que leur cate´gorie de
mode`les ferme´e est engendre´e par monomorphismes.
De´finition 5.0.3 Une cate´gorie de mode`les ferme´e engendre´e par monomor-
phismes est une cate´gorie de mode`les ferme´e engendre´e de manie`re cofibrante
pour laquelle les cofibrations sont exactement les monomorphismes.
Comme nous l’avons annonce´ plus haut, nous allons utiliser un lemme de
reconnaissance de la structure de cate´gorie de mode`les ferme´e engendre´e de
manie`re cofibrante, que l’on trouve dans le papier d’Hirschhorn [1], afin de
montrer que la cate´gorie des C-pre´cate´gories, munie des e´quivalences faibles
de´finies pre´ce´demment, est une cate´gorie de mode`les ferme´e engendre´e par
monomorphismes.
Lemme 5.0.4 (de reconnaissance) SoitM une cate´gorie munie d’une clas-
se de morphismes W (ses e´quivalences faibles) et de deux ensembles de mor-
phismes I et J. Supposons que M ve´rifie les proprie´te´s suivantes :
0) M est comple`te et cocomple`te,
1) W est stable par re´tracts et satisfait a` l’axiome ”trois pour deux” : pour
tout couple (f, g) de morphismes composables, si deux morphismes parmi f, g
et g ◦ f sont dans W alors le morphisme restant est aussi dans W,
2) I et J permettent l’argument du petit objet,
3) Toute J-cofibration est a` la fois une I-cofibration et dans W,
4) Tout morphisme I-injectif est a` la fois J-injectif et dans W,
5) L’une des deux proprie´te´s suivantes est vraie :
- les morphismes a` la fois I-cofibrations et dans W sont des J-cofibrations,
- les morphismes a` la fois J-injectifs et dans W sont I-injectifs.
Alors il existe une structure de cate´gorie de mode`les ferme´e engendre´e de
manie`re cofibrante sur M avec W pour classe des e´quivalences faibles, I pour
ensemble des cofibrations ge´ne´ratrices et J pour ensemble des cofibrations triv-
iales ge´ne´ratrices.
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Munis de ce lemme de reconnaissance, nous allons maintenant pouvoir
montrer que la cate´gorie C − PC avec ses e´quivalences faibles de C-pre´cate´-
gories est une cate´gorie de mode`les ferme´e engendre´e par monomorphismes en
montrant qu’elle ve´rifie les six hypothe`ses du lemme de reconnaissance 5.0.4.
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5.1 Stabilite´ des e´quivalences faibles par re´tracts
Avant de commencer la ve´rification des hypothe`ses du lemme de recon-
naissance 5.0.4 de la structure de cate´gorie de mode`les ferme´e engendre´e de
manie`re cofibrante, re´capitulons les de´finitions des cofibrations, e´quivalences fai-
bles et fibrations des C-pre´cate´gories.
De´finition 5.1.1 (rappel des e´quivalences faibles de C-pre´cate´gories)
Soit (C,F1,F2) une donne´e de Segal facile. On dit d’un morphisme de C-
pre´cate´gories que c’est une e´quivalence faible si son image par Cat est une
e´quivalence de C-cate´gories.
De´finition 5.1.2 Soit (C,F1,F2) une donne´e de Segal facile. On appelle cofi-
brations de C-pre´cate´gories les monomorphismes de C-pre´cate´gories, c’est-a`-
dire les morphismes de C-pre´cate´gories qui niveau par niveau sont des monomor-
phismes de C. On appelle cofibrations triviales de C-pre´cate´gories les monomor-
phismes de C-pre´cate´gories qui sont e´galement des e´quivalences faibles de C-
pre´cate´gories.
De´finition 5.1.3 Soit (C,F1,F2) une donne´e de Segal facile. On appelle fi-
brations de C-pre´cate´gories les morphismes de C-pre´cate´gories ayant la pro-
prie´te´ de rele`vement a` droite par rapport aux cofibrations triviales de C-pre´cate´-
gories. On appelle fibrations triviales de C-pre´cate´gories les fibrations de C-
pre´cate´gories qui sont e´galement des e´quivalences faibles de C-pre´cate´gories.
Apre`s avoir mis au clair les de´finitions des classes de cofibrations, e´qui-
valences faibles et fibrations pour les C-pre´cate´gories, nous sommes a` meˆme
de de´buter la ve´rification des hypothe`ses du lemme de reconnaissance 5.0.4 de
la structure de cate´gorie de mode`les ferme´e engendre´e de manie`re cofibrante.
Pour cela, nous allons toujours nous mettre dans le cas ou` C est munie d’une
donne´e de Segal facile.
L’hypothe`se 0) consiste en la comple´tude et la cocomple´tude de C − PC.
Or comme on ne conside`re que les donne´es de Segal faciles, la cate´gorie C sous-
jacente est toujours une cate´gorie de mode`les ferme´e, donc elle est comple`te
et cocomple`te, ce qui par la proposition 1.2.5 assure que C − PC est comple`te
et cocomple`te.
L’hypothe`se 1) demande aux e´quivalences faibles de C-pre´cate´gories d’eˆtre
stables par re´tracts et par ”trois pour deux”. Comme le lemme 4.6.4 nous
assure la proprie´te´ de ”trois pour deux” des e´quivalences faibles de C-pre´cate´-
gories, il ne reste plus qu’a` montrer leur stabilite´ par re´tract.
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Lemme 5.1.4 Soit (C,F1,F2) une donne´e de Segal pre´-facile ve´rifiant la pro-
prie´te´ suivante :
les alliances d’objets re´gaux sont stables par re´tracts.
Alors les e´quivalences faibles de C − PC sont stables par re´tracts.
Preuve :
Par fonctorialite´ de Cat, montrer que les e´quivalences faibles sont stables par
re´tracts revient a` montrer que les e´quivalences de C-cate´gories entre C-cate´-
gories marque´es sont stables par re´tracts.
Soient donc f : A→ B et g : C → D deux morphismes de C-cate´gories mar-
que´es tels que f soit un re´tract de g et g soit une e´quivalence de C-cate´gories.
Le fait que f est re´tract de g et que τ0 est un foncteur entraˆıne que τ0(f) est
un re´tract de τ0(g). Or on a vu que les e´quivalences de C-cate´gories induisent
des bijections par τ0. Donc τ0(g) est une bijection et comme les bijections en-
semblistes sont stables par re´tracts, il vient que τo(f) est bijectif et donc que
f est essentiellement surjectif.
Notons maintenant i, j, r, et s les morphismes intervenant dans la de´finition
de re´tracts. On a donc les e´galite´s suivantes :
g ◦ i = j ◦ f, f ◦ r = s ◦ g, r ◦ i = IdA et s ◦ j = IdB.
On remarque que pour tout couple (a, a′) d’objets de A, f1(a, a
′) : A1(a, a
′)→
B1(f(a), f(a
′)) est un re´tract de g1(i(a), i(a
′)) : C1(i(a), i(a
′))→ D1(g◦i(a), g◦
i(a′)) car on a les e´galite´s suivantes :
g1(i(a), i(a
′)) ◦ i1(a, a
′) = j1(f(a), f(a
′)) ◦ f1(a, a
′)
f1(a, a
′) ◦ r1(i(a), i(a
′)) = s1(j ◦ f(a), j ◦ f(a
′)) ◦ g1(i(a), i(a
′))
r1(i(a), i(a
′)) ◦ i1(a, a
′) = IdA1(a,a′)
s1(j ◦ f(a), j ◦ f(a
′)) ◦ j1(f(a), f(a
′)) = IdB1(f(a),f(a′)).
Or par hypothe`se, les alliances d’objets re´gaux sont stables par re´tracts.
Comme g est une e´quivalence de C-cate´gories, on a que g1(i(a), i(a′)) est une
alliance d’objets re´gaux et, par conse´quent, f1(a, a
′) aussi comme re´tract du
pre´ce´dent. Ceci montre que f est pleinement fide`le et comme on a de´ja` montre´
que f est essentiellement surjective, il vient que f est une e´quivalence de C-
cate´gories.
CQFD.
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Bien e´videmment si notre donne´e de Segal pre´-facile est facile, alors les al-
liances d’objets re´gaux sont des e´quivalences faibles de la cate´gorie de mode`les
ferme´e C et sont donc stables par re´tracts, ainsi toute donne´e de Segal facile
ve´rifie les hypothe`ses de ce lemme, ce qui finit de montrer l’hypothe`se 1) du
lemme 5.0.4.
A partir de l’hypothe`se 2), interviennent les ensembles ge´ne´rateurs des
cofibrations et des cofibrations triviales, note´s I et J . Nous allons donc les
de´finir dans la section suivante.
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5.2 Ensembles ge´ne´rateurs I et J
La structure de cate´gorie de mode`les ferme´e engendre´e de manie`re cofi-
brante est base´e sur le fait que les cofibrations et les cofibrations triviales
sont engendre´es par certains ensembles note´s I et J . Comme nous avons de´ja`
ve´rifie´ les deux premie`res hypothe`ses du lemme de reconnaissance 5.0.4, il
nous reste a` ve´rifier les quatre dernie`res qui traitent justement de ces ensem-
bles ge´ne´rateurs, que nous devons donc de´finir. Bien que l’on ait pris comme
cofibrations de C-pre´cate´gories les monomorphismes niveau par niveau, nous
allons tant que faire se peut nous placer dans le cadre plus ge´ne´ral ou` les
cofibrations des C-pre´cate´gories sont les cofibrations niveau par niveau.
Pour trouver l’ensemble I des cofibrations ge´ne´ratrices, on remarque tout
d’abord que par de´finition les cofibrations sont niveau par niveau des cofibra-
tions de C. Si C est une cate´gorie de mode`les ferme´e engendre´e de manie`re
cofibrante, alors les cofibrations de C − PC sont niveau par niveau des colim-
ites de sommes amalgame´es par les cofibrations ge´ne´ratrices de C.
Soit f : A → B une cofibration, tout d’abord c’est une injection au niveau
des objets et donc, pour rajouter a` A les e´ventuels objets que B a en plus, on
prend la somme amalgame´e de A par ∅ → ∗.
Supposons maintenant que jusqu’au rang n− 1, f induise des isomorphismes.
On veut alors rajouter a` An ce qui lui manque pour devenir Bn, c’est-a`-dire
faire une colimite de somme amalgame´e par les cofibrations ge´ne´ratrices de
C. On remarque alors que quand on veut rajouter une cofibration ge´ne´ratrice
g : X → Y de C a` An, l’image de Y dans le bord de Bn est de´ja` dans le
bord de An car f induit des isomorphismes jusqu’au rang n− 1. Ainsi si l’on
suppose Y connexe, on obtient le diagramme suivant commutatif :
∆[n]ΘX
∐
∂∆[n]ΘX
∂∆[n]ΘY ✲ A
∆[n]ΘY
Attachn(g)
❄
✲ B
f
❄
Ces conside´rations nous conduisent a` proposer la de´finition suivante pour
l’ensemble ge´ne´rateurs des cofibrations I.
Lemme 5.2.1 (-de´finition) Soit C une cate´gorie discre´tisante munie d’une
structure de cate´gorie de mode`les ferme´e engendre´e de manie`re cofibrante dont
les cofibrations ge´ne´ratrices ont leurs sources et buts α-petits, pour un cardinal
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re´gulier α plus grand qu’ ℵ0. Notons I l’ensemble constitue´ de ∅ → ∗ et des
fle`ches de type Attachn(g) : ∆[n]ΘX
∐
∂∆[n]ΘX ∂∆[n]ΘY → ∆[n]ΘY pour
n > 0 et g : X → Y de´crivant l’ensemble des cofibrations ge´ne´ratrices de C.
Alors I permet l’argument du petit objet au sens 2.3.7.
Preuve :
On remarque que, niveau par niveau, la source d’une fle`che de type Attachn(g)
est la somme disjointe d’un ensemble fini avec un coproduit fini de X et
un coproduit fini de Y et le but est la somme disjointe d’un ensemble fini
avec un coproduit fini de Y . Par hypothe`se, X et Y sont α-petits alors, par
le lemme 2.3.4, chaque niveau des extre´mite´s de Attachn(g) aussi. Et par
lemme 2.3.6, car α est re´gulier et strictement supe´rieur a` ℵ0, il vient que
source et but de Attachn(g) sont α-petits. On a de´ja` vu que ∅ et ∗ sont aussi
α-petits. Donc par le lemme 2.3.8, on a bien que I permet l’argument du petit
objet.
CQFD.
Pour l’ensemble ge´ne´rateur des cofibrations triviales J , nous allons suivre
la de´marche habituelle qui consiste a` ne garder que les classes d’e´quivalence de
cofibrations triviales petites par rapport a` un cardinal fixe´. L’avantage de cette
de´marche est que par de´finition meˆme l’ensemble J ve´rifie l’argument du petit
objet.
Lemme 5.2.2 (-de´finition) Sous les hypothe`ses et notations du lemme pre´-
ce´dent, choisissons un cardinal α′ re´gulier et strictement supe´rieur a` 2α.
Notons J un ensemble de repre´sentants de classe d’isomorphismes de mor-
phismes a` la fois cofibrations niveau par niveau et e´quivalences faibles dont les
sources et buts sont α˜′-petits, au sens de la proposition 5.7.7. Alors J permet
l’argument du petit objet.
Preuve : application directe du lemme 2.3.8.
A part pour la partie concernant l’engendrement des cofibrations triviales
par J , il n’est pas ne´cessaire de savoir quel cardinal limite les cofibrations
triviales de J mais il suffit de savoir que les cofibrations triviales de J sont
limite´es, c’est-a`-dire que leurs sources et buts sont β-petits pour un cardinal
β re´gulier et strictement supe´rieur a` 2ℵ0 , afin que de savoir que J permet
l’argument du petit objet.
Dans cette partie, nous avons non seulement de´fini les ensembles ge´ne´rateurs
des cofibrations et des cofibrations triviales mais aussi montrer qu’ils perme-
ttent l’argument du petit objet sous des hypothe`ses plus contraignante que
177
celles de donne´e de Segal facile car il est ici demande´ a` la cate´gorie C d’eˆtre
une cate´gorie de mode`les ferme´e engendre´e de manie`re cofibrante. Ne´anmoins
nous avons re´gle´ le cas de l’hypothe`se 2) du lemme de reconnaissance 5.0.4.
Il ne reste donc plus que les hypothe`ses 3), 4) et 5). Or l’hypothe`se 3) est
assez difficile a` de´montrer et l’hypothe`se 5) de´coule en partie de la 3). C’est
pourquoi nous allons de´montrer d’abord l’hypothe`se 4), ce qui sera l’objet de
la prochaine section.
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5.3 I engendre les cofibrations de C-pre´cate´-
gories
L’hypothe`se 4) du lemme de reconnaissance 5.0.4 de la structure de cate´gorie
de mode`les ferme´e engendre´e de manie`re cofibrante est en fait constitue´e de
deux parties. Il faut en effet d’une part montrer que les morphismes de C-
pre´cate´gories I-injectifs sont aussi J -injectifs et d’autre part que ce sont des
e´quivalences faibles. Pour montrer le premier point, il suffit de remarquer que
l’ensemble J est un sous-ensemble de la classe des cofibrations. Donc si l’on
montre que I engendre bien les cofibrations, c’est-a`-dire que les cofibrations
sont exactement les I-cofibrations, alors tout morphisme I-injectif se rele`vera
par rapport aux cofibrations, donc en particulier par rapport a` J , ce qui en
fera un morphisme J -injectif.
Comme dans la section pre´ce´dente, nous allons faire ces de´monstrations
le plus possible dans le cas ou` les cofibrations des C-pre´cate´gories sont les
cofibrations niveau par niveau et pas uniquement les monomorphismes. C’est
pourquoi nous commencerons par rappeler des re´sultats de stabilite´ des cofi-
brations.
5.3.1 Stabilite´ des cofibrations dans une cate´gorie de
mode`les ferme´e
Pour la suite, il est important d’avoir a` l’esprit quels re´sultats de sta-
bilite´ les cofibrations ve´rifient dans une cate´gorie de mode`les ferme´e, c’est ce
qu’e´nonce le lemme suivant.
Lemme 5.3.1 Soit C une cate´gorie de mode`les ferme´e, alors les cofibrations
de C forment une sous-cate´gorie contenant les isomorphismes et stable par
re´tract, somme amalgame´e le long d’un morphisme, colimite se´quentielle trans-
finie et coproduit dans la cate´gorie des morphismes.
Preuve :
Comme C est une cate´gorie de mode`les ferme´e, les cofibrations sont exacte-
ment les morphismes qui ont la proprie´te´ de rele`vement a` gauche par rapport
aux fibrations triviales et par le lemme 2.1.3 on a le re´sultat. CQFD.
Bien entendu cette stabilite´ des cofibrations dans la cate´gorie de mode`les
ferme´e C est encore valable pour les cofibrations niveau par niveau de C − PC.
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Corollaire 5.3.2 Soit C une cate´gorie discre´tisante munie d’une structure
de cate´gorie de mode`les ferme´e, alors les cofibrations niveau par niveau de
C − PC ve´rifient les proprie´te´s du lemme pre´ce´dent.
Preuve :
Dans C − PC, les re´tracts et les colimites sont calcule´es niveau par niveau. En
outre les cofibrations de C − PC sont niveau par niveau des cofibrations de C.
D’ou` le re´sultat par le lemme pre´ce´dent. CQFD.
Un autre re´sultat particulie`rement important et utile est celui de la pre´serva-
tion des cofibrations par somme amalgame´e dans la cate´gorie des morphismes.
C’est ce qu’on appelle le lemme du cube pour les cofibrations. Nous allons le
rappeler pour une cate´gorie de mode`les ferme´e C puis pour les cofibrations
niveau par niveau de C − PC.
Lemme 5.3.3 Soit C une cate´gorie de mode`les ferme´e, conside´rons le dia-
gramme suivant :
A ✲ B
❅
❅
❅
❅
❅❘
❅
❅
❅
❅
❅❘
C ✲ D
A′
❄
✲ B′
❄
❅
❅
❅
❅
❅❘
❅
❅
❅
❅
❅❘
C ′
❄
✲ D′
❄
ou´ D et D′ sont les sommes amalgame´es B
∐
AC et B
′
∐′
AC
′.
Si C → C ′ et A′
∐
AB → B
′ sont des cofibrations, alors D → D′ est aussi
une cofibration.
Preuve : dans [1].
Corollaire 5.3.4 Soit C une cate´gorie discre´tisante munie d’une structure
de cate´gorie de mode`les ferme´e, alors les cofibrations niveau par niveau de
C − PC ve´rifient les proprie´te´s du lemme pre´ce´dent.
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Preuve : niveau par niveau on applique le lemme.
5.3.2 Astuce ensembliste
Apre`s ces quelques rappels concernant la stabilite´ des cofibrations, nous
allons de´montrer deux lemmes techniques ge´ne´raux qui servent lorsque l’on
veut montrer qu’une famille de morphismes est bien engendre´e par un ensem-
ble donne´.
Lemme 5.3.5 Soient C une cate´gorie et C′ une sous-cate´gorie de C ayant les
meˆmes objets, contenant les isomorphismes et telle que les isomorphismes ne
se factorisent qu’en isomorphismes dans C′. Supposons que pour tout mor-
phisme j : A→ B de C′, la classe contenant un repre´sentant de chaque classe
d’isomorphismes d’objets C par lequel j se factorise dans C′ est un ensemble.
On a alors les re´sultats suivants :
1) La cate´gorie des pre´faisceaux sur C avec la sous-cate´gorie des morphismes
qui niveau par niveau sont des morphismes de C′ posse`de e´galement cette pro-
prie´te´.
2) Etant donne´ le carre´ commutatif suivant, note´ (j, a, b, p) :
A
a ✲ X
B
j
❄
b
✲ Y
p
❄
avec j morphisme de C′. Est aussi un ensemble la classe contenant un repre´sen-
tant de chaque classe d’isomorphismes de couples (C, c) avec C objet fac-
torisant j dans C′ et tels que la fle`che pointille´e c du diagramme ci-dessous
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existe et fait commuter le diagramme :
A
a ✲ X
❅
❅
❅
❅
❅❘ ..
..
..
..
..
..
..
∃c
✒
C (RP )
✠ 
 
 
 
 
B
j
❄
b
✲ Y
p
❄
On dira que C re´alise avec c un rele`vement partiel du diagramme (j, a, b, p).
Preuve :
Pour la premie`re partie du lemme, il suffit de voir que la classe de repre´sentants
des classes d’isomorphismes de pre´faisceaux factorisant un morphisme de pre´-
faisceaux fixe´ dans la bonne sous-cate´gorie est une sous-classe de la re´union
de´nombrable des classes de repre´sentants des classes d’isomorphismes d’objets
de C factorisant dans C′ un des niveaux du morphisme de pre´faisceaux fixe´. On
obtient le re´sultat 1) en utilisant le fait qu’une re´union de´nombrable d’ensem-
bles est un ensemble et qu’une sous-classe d’un ensemble est un ensemble.
Pour un objet C factorisant j dans C′, la classe des morphismes c de C vers X
est un ensemble, par de´finition de cate´gorie. En outre par hypothe`se, la classe
des repre´sentants des classes d’isomorphismes d’objets C factorisant j dans
C′ est un ensemble. Donc l’union disjointe sur cette ensemble des ensembles
de morphismes c est encore un ensemble. Or la classe des repre´sentants des
classes d’isomorphismes de couples re´alisant le rele`vement partiel s’identifie a`
une sous-classe de cette union disjointe, ce qui en fait un ensemble.
CQFD.
Lemme 5.3.6 Soient C une cate´gorie et C′ une sous-cate´gorie de C ve´rifiant
les hypothe`ses du lemme pre´ce´dent. Si C admet les colimites se´quentielles
transfinies, que C′ admet les colimites se´quentielles transfinies de C pour col-
imites se´quentielles transfinies et si, pour tout carre´ commutatif (j, a, b, p) avec
j morphisme de C′ et p fixe´, l’ensemble contenant un repre´sentant de chaque
classe d’isomorphismes de couples (C, c) re´alisant un rele`vement partiel du di-
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agramme (j, a, b, p) et tels que l’objet C est non isomorphe a` la source de j et
factorise j dans C′, est non vide, alors (j, a, b, p) admet un rele`vement global.
Preuve :
Par proprie´te´ 2) du lemme pre´ce´dent, les repre´sentants des classes d’isomor-
phismes de couples (C, c) forment bien un ensemble. On ordonne cet ensemble
de la manie`re suivante : (C, c) est infe´rieur a` (C ′, c′) s’il existe un morphisme
g de C′ allant de C a` C ′ tel que c′ ◦ g = c. Montrons que cet ensemble est
inductif. Conside´rons une chaˆıne, i.e. un sous-ensemble totalement ordonne´,
(Ci, ci)I∈I . Posons
C = colim
−−−→
i∈I
Ci et c = colim−−−→
i∈I
ci.
Comme chaque Ci factorise j dans C′ alors, par proprie´te´ de colimite et par
hypothe`se sur C′, C factorise j dans C′. De meˆme, comme chaque (Ci, ci)
re´alise un rele`vement partiel du diagramme (j, a, b, p), alors, par proprie´te´ de
colimite, (C, c) aussi. En outre C n’est pas isomorphe a` la source de j sinon
comme les isomorphismes ne se factorisent dans C′ qu’en isomorphismes alors
chaque Ci serait isomorphe a` la source de j, ce qui n’est pas le cas. Donc (C, c)
appartient a` l’ensemble et, comme colimite dans C′, est plus grand que tous
les (Ci, ci), il est donc la borne supe´rieure de la chaˆıne, ce qui montre que
l’ensemble est inductif.
Nous pouvons donc appliquer le lemme de Zorn a` l’ensemble et l’on obtient
qu’il existe un e´le´ment maximal (C ′, c′). Supposons que C ′ ne soit pas iso-
morphe au but de j, alors la partie basse du diagramme (RP) pour C ′ est un
carre´ commutatif dont le morphisme de C ′ vers le but de j est dans C′. Par
hypothe`se, il existe un couple (C ′′, c′′) re´alisant un rele`vement partiel pour la
partie basse de (RP), avec C ′′ non isomorphe a` C ′ et factorisant ce morphisme
dans C′. Mais C ′′ factorise donc j dans C′, n’est pas isomorphe a` la source de
j, sans quoi il serait isomorphe a` C ′, et avec c′′ re´alise en fait un rele`vement
partiel de (j, a, b, p). Donc (C ′′, c′′) est dans l’ensemble et strictement supe´rieur
a` l’e´le´ment maximal (C ′, c′), ce qui est absurde. Donc l’e´le´ment maximal est
bien isomorphe au but de j et donc (j, a, b, p) posse`de un rele`vement global.
CQFD.
5.3.3 Caracte´risation des I-cofibrations
Munis de ces lemmes techniques, nous pouvons de´sormais de´montrer que
I engendre les cofibrations niveau par niveau. Pour cela nous allons d’abord
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montrer que la classe des cofibrations ve´rifie la proprie´te´ du lemme 5.3.6.
Toutefois, nous ne savons montrer ce re´sultat que dans le cas ou` les cofibrations
de C sont les monomorphismes.
Lemme 5.3.7 Soit C une cate´gorie discre´tisante munie d’une structure de
cate´gorie de mode`les ferme´e engendre´e par monomorphismes ve´rifiant les pro-
prie´te´s suivantes :
-les cofibrations ge´ne´ratrices ont leurs sources et buts α-petits, pour un cardinal
re´gulier α plus grand qu’ ℵ0,
-les cofibrations ge´ne´ratrices ont leurs buts connexes,
-les re´unions de deux sous-objets sont exactement les sommes amalgame´es de
ces sous-objets au-dessus de leur intersection.
Soit I l’ensemble de´fini dans le lemme 5.2.1. Alors pour toute cofibration
niveau par niveau j : A → B de C − PC, qui n’est pas un isomorphisme, il
existe un diagramme :
I0
a ✲ A
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
j
❯
I1
i
❄ a˜✲ A
∐
I0
I1
ı˜
❄
❍❍❍❍❍❍❍❍❍❍❍❍❍
b
❥
......
∃!˜......❘
B
avec i appartenant a` I et tel que ı˜ et ˜ sont des cofibrations niveau par niveau
et que la somme amalgame´e A
∐
I0
I1 ne soit pas isomorphe a` A.
Preuve :
Si j n’est pas injective au niveau des objets, il suffit de prendre ∅ → ∗ pour i et
b induit par un objet de B qui n’est pas dans l’image de A par j pour avoir le
re´sultat. Sinon soit n l’entier tel que, pour toutm < n, jm est un isomorphisme
mais jn n’est pas un isomorphisme. Comme jn est une cofibration et que C
est une cate´gorie de mode`les ferme´e engendre´e de manie`re cofibrante, alors il
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existe dans C un diagramme :
I ′0
a′ ✲ An
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
jn
❯
I ′1
i′
❄ a˜′✲ An
∐
I′0
I ′1
ı˜′
❄
❍❍❍❍❍❍❍❍❍❍❍❍
b′
❥
.....
∃!˜n.....❘
Bn
avec i′ cofibration ge´ne´ratrice, ı˜′ et ˜n des cofibrations et la somme amalgame´e
du diagramme non isomorphe a` An. On e´tend ce diagramme aux bords de An
et Bn. f e´tant un isomorphisme jusqu’au rang n−1, il induit un isomorphisme
sur les bords de An et Bn et donc il existe un morphisme naturel de I
′
1 vers
le bord de An faisant commuter le diagramme e´tendu, ce qui nous donne,
par de´finition des fle`ches de type Attachn(i
′) et par connexite´ des buts des
cofibrations ge´ne´ratrices de C, le diagramme suivant :
∆[n]ΘI ′0
∐
∂∆[n]ΘI′0
∂∆[n]ΘI ′1
a ✲ A
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
j
❯
∆[n]ΘI ′1
Attachn(i
′)
❄ a˜ ✲ A˜
˜Attachn(i′)
❄
PPPPPPPPPPPPPPPPPPP
b
q
.....
∃!˜.....❘
B
ou` a et b sont induits respectivement par a′ et b′. Comme la somme amalgame´e
de An par i
′ n’est pas isomorphe a` An, il vient que la somme amalgame´e A˜
de A par Attachn(i
′) n’est pas isomorphe a` A. Comme niveau par niveau
Attachn(i
′) est un coproduit dans la cate´gorie des morphismes de cofibrations
de C (i′ et l’identite´) alors Attachn(i′) est bien une cofibration niveau par
niveau par lemme 5.3.1 et, par le corollaire 5.3.2, sa somme amalgame´e le
long de a aussi. Regardons de plus pre`s le morphisme ˜. Pour m < n, on a
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˜m n’est autre que jm donc une cofibration de C. Au rang n, on a que ˜n est
˜n qui est une cofibration. Pour m > n, on va utiliser la notion de re´union
de sous-objets. Comme j est une cofibration niveau par niveau et que l’on a
suppose´ que les cofibrations de C sont les monomorphismes, alors Am est un
sous-objet de Bm. On a montre´ en outre que ˜n est une cofibration, donc de
meˆme il vient An
∐
I′0
I ′1 est un sous-objet de Bn. Or les relations entre faces
et de´ge´ne´rescences d’un objet simplicial entraˆınent que les de´ge´ne´rescences
sont des monomorphismes et donc, par chaque de´ge´ne´rescence de Bn vers Bm,
An
∐
I′0
I ′1 est un sous-objet de Bm. Pour montrer que ˜m est une cofibration,
nous allons montrer que A˜m est une re´union de sous-objets de Bm. Comme on
a suppose´ que les re´unions de sous-objets dans C sont exactement les sommes
amalgame´es des sous-objets au-dessus de leur intersection, il suffit de mon-
trer que A˜m est une telle somme amalgame´e. Or A˜m est la somme amalgame´e
du sous-objet Am par un coproduit de An
∐
I′0
I ′1 au-dessus d’un coproduit de
An, ces coproduits e´tant indexe´s par les applications de´ge´ne´re´es de An dans
Am. On de´compose cette multiple somme amalgame´e en une suite de sommes
amalgame´es par un seul exemplaire de An
∐
I′0
I ′1 a` chaque e´tape. Or a` chaque
e´tape, on ve´rifie que c’est bien une re´union de sous-objets en utilisant en par-
ticulier le fait que l’intersection dans Bm de Am par An
∐
I′0
I ′1 n’est autre que
An et celle entre deux exemplaires de An
∐
I′0
I ′1 est An−1. On obtient ainsi que
A˜m est une re´union de sous-objets de Bm, donc est lui-meˆme un sous-objet de
Bm, et ainsi ˜m, e´tant l’inclusion du sous-objet, est une cofibration. Comme
par ailleurs Attachn(i
′) est e´le´ment de I, on a montre´ le lemme dans le second
cas.
CQFD.
Graˆce a` ce re´sultat, nous pouvons appliquer le lemme 5.3.6, qui nous per-
mettra de montrer que les morphismes I-injectifs sont exactement ceux ayant
la proprie´te´ de rele`vement a` droite par rapport aux monomorphismes, ce qui
montrera la premie`re partie de l’hypothe`se 4) car les morphismes de J sont
des monomorphismes.
Lemme 5.3.8 Si C est une cate´gorie discre´tisante munie d’une structure de
cate´gorie de mode`les ferme´e engendre´e par monomorphismes qui avec la sous-
cate´gorie des monomorphismes ve´rifie les hypothe`ses suivantes :
-les cofibrations ge´ne´ratrices ont leurs sources et buts α-petits, pour un cardinal
re´gulier α plus grand qu’ ℵ0,
-les cofibrations ge´ne´ratrices ont leurs buts connexes,
-les re´unions de deux sous-objets sont exactement les sommes amalgame´es de
186
ces sous-objets au-dessus de leur intersection,
-pour tout monomorphisme j : A → B, la classe contenant un repre´sentant
de chaque classe d’isomorphismes d’objets C par lequel j se factorise dans la
sous-cate´gorie des monomorphismes est un ensemble,
-les colimites se´quentielles transfinies de la sous-cate´gorie des monomorphismes
de C existent et sont les colimites se´quentielles transfinies de C.
Alors les morphismes I-injectifs sont exactement ceux qui ont la proprie´te´
de rele`vement a` droite par rapport aux monomorphismes. En particulier tout
morphisme I-injectif est J -injectif.
Preuve :
Les monomorphismes ve´rifient trivialement que les isomorphismes ne se fac-
torisent qu’en isomorphismes dans la sous-cate´gorie des monomorphismes.
Avec cette proprie´te´ et les hypothe`ses de ce lemme, on obtient que la cate´gorie
C ve´rifie les hypothe`ses du lemme 5.3.5. En appliquant la proprie´te´ 1) du
lemme 5.3.5, on obtient que C − PC et sa sous-cate´gorie des cofibrations niveau
par niveau ve´rifie les hypothe`ses du lemme 5.3.5. De plus, les colimites de
C − PC e´tant calcule´es niveau par niveau, on conserve sur C − PC la pro-
prie´te´ que les colimites se´quentielles transfinies pour les cofibrations niveau
par niveau sont celles de C − PC.
Conside´rons maintenant le diagramme suivant :
A
a ✲ X
B
j
❄
b
✲ Y
p
❄
avec j une cofibration niveau par niveau et p un morphisme I-injectif. Si j
est un isomorphisme, le diagramme admet un rele`vement naturel. Sinon on
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applique le lemme pre´ce´dent et l’on obtient le diagramme suivant :
I0
a ✲ A
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
j
❯
I1
i
❄ a˜✲ A
∐
I0
I1
ı˜
❄
❍❍❍❍❍❍❍❍❍❍❍❍
b
❥
.....
∃!˜.....❘
B
avec i appartenant a` I, ı˜ et ˜ des cofibrations niveau par niveau et la somme
amalgame´e du diagramme, que l’on notera C, non isomorphe a` A. Comme p
est I-injectif, il a la proprie´te´ de rele`vement a` droite par rapport a` i ainsi que
par rapport a` la somme amalgame´e ı˜ de i le long de a, par le lemme 2.1.3.
Donc C re´alise un rele`vement partiel du diagramme (j, a, b, p). En appliquant
le lemme 5.3.6, il vient que (j, a, b, p) a un rele`vement global. Donc les mor-
phismes I-injectifs ont la proprie´te´ de rele`vement a` droite par rapport aux
cofibrations niveau par niveau.
En outre les morphismes de I sont niveau par niveau des coproduits de cofi-
brations e´le´mentaires, donc ce sont des cofibrations niveau par niveau par
lemme 5.3.1. De la` il vient que les morphismes ayant la proprie´te´ de rele`vement
a` droite par rapport aux cofibrations niveau par niveau se rele`vent en partic-
ulier par rapport aux morphismes de I et sont donc I-injectifs.
Enfin comme par de´finition J est constitue´ de monomorphismes niveau par
niveau et que les morphismes I-injectifs se rele`vent par rapport aux monomor-
phismes, alors ils se rele`vent en particulier par rapport aux morphismes de J ,
ce qui en fait des morphismes J -injectifs.
CQFD.
De ce re´sultat de´coule le fait que l’ensemble I engendre bien les monomor-
phismes, ce qui justifie son nom d’ensemble ge´ne´rateur des cofibrations.
Corollaire 5.3.9 Sous les hypothe`ses du lemme 5.3.8, I engendre les monomor-
phismes, c’est-a`-dire que les monomorphismes sont exactement les I-cofibrations.
En particulier, les monomorphismes sont des re´tracts de colimites se´quentielles
transfinies de sommes amalgame´es de morphismes de I.
188
Preuve : Par le lemme 5.2.1, I permet l’argument du petit objet et, par corol-
laire 2.3.11, il vient que les I-cofibrations sont exactement les re´tracts de
colimites transfinies de sommes amalgame´es de morphismes de I. Or les mor-
phismes de I sont des cofibrations niveau par niveau et par le corollaire 5.3.2,
les cofibrations niveau par niveau sont stables par re´tract, somme amalgame´e
le long d’un morphisme quelconque et colimite se´quentielle transfinie. D’ou`
les I-cofibrations sont des cofibrations niveau par niveau. En outre le lemme
pre´ce´dent montre que les cofibrations niveau par niveau ont la proprie´te´ de
rele`vement a` gauche par rapport aux morphismes I-injectifs, ce qui en fait
des I-cofibrations, par de´finition meˆme de I-cofibrations. Donc les cofibra-
tions niveau par niveau sont exactement les I-cofibrations et donc I engendre
bien les cofibrations niveau par niveau.
CQFD.
La premie`re partie de l’hypothe`se 4) e´tant traite´e, il ne reste plus qu’a`
traiter la seconde. De meˆme que la premie`re partie portant sur les cofibrations
avait ne´cessite´ des rappels, la seconde partie concernant les e´quivalences faibles
demande elle aussi quelques rappels sur la stabilite´ des e´quivalences faibles par
colimite dans une cate´gorie de mode`les ferme´e.
5.3.4 Stabilite´ des e´quivalences faibles dans une cate´gorie
de mode`les ferme´e
La stabilite´ des e´quivalences faibles dans une cate´gorie de mode`les ferme´e est
un sujet assez de´licat. Tre`s souvent elle est couple´e a` des proprie´te´s des cofi-
brations et a` la notion de cate´gorie de mode`les ferme´e propre a` gauche.
De´finition 5.3.10 Une cate´gorie de mode`les ferme´e est propre a` gauche si
toute somme amalgame´e d’une e´quivalence faible le long d’une cofibration est
une e´quivalence faible.
Une fac¸on simple pour une cate´gorie de mode`les ferme´e d’eˆtre propre a`
gauche est d’avoir tous ses objets cofibrants, ce qui est le cas de nos donne´es
de Segal faciles.
Lemme 5.3.11 Une cate´gorie de mode`les ferme´e dont tous les objets sont
cofibrants est propre a` gauche.
Preuve : dans [1]
Le premier re´sultat que nous allons e´noncer est le lemme du cube qui
concerne la stabilite´ des e´quivalences faibles par somme amalgame´e dans
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la cate´gorie des morphismes. Ce lemme ne´cessite l’usage d’une cate´gorie de
mode`les ferme´e propre a` gauche.
Proposition 5.3.12 Soit C une cate´gorie de mode`les ferme´e propre a` gauche,
conside´rons le diagramme suivant :
A ✲ B
❅
❅
❅
❅
❅❘
❅
❅
❅
❅
❅❘
C ✲ D
A′
❄
✲ B′
❄
❅
❅
❅
❅
❅❘
❅
❅
❅
❅
❅❘
C ′
❄
✲ D′
❄
ou´ D et D′ sont les sommes amalgame´es B
∐
AC et B
′
∐′
AC
′.
Si A → A′, B → B′ et C → C ′ sont des e´quivalences faibles et si A → C et
A′ → C ′ sont des cofibrations, alors D → D′ est aussi une e´quivalence faible.
Preuve : dans [1].
Un autre re´sultat important est la stabilite´ des e´quivalences faibles par
colimite se´quentielle transfinie dans la cate´gorie des morphismes. Cette fois
meˆme le fait d’eˆtre propre a` gauche ne suffit pas. Il faudra que la cate´gorie de
mode`les ferme´e soit, en plus d’eˆtre propre a` gauche, simpliciale !
Proposition 5.3.13 Soit C une cate´gorie de mode`les ferme´e simpliciale pro-
pre a` gauche. Soit λ un ordinal transfini et g. : X. → Y. un morphisme de
λ-se´quences tel que pour tout ordinal α < λ, gα : Xα → Yα soit une e´qui-
valence faible et que les morphismes Xα → Xα+1 et Yα → Yα+1 soient des
cofibrations, alors le morphisme induit colim α<λ Xα → colim α<λ Yα est une
e´quivalence faible.
Preuve : dans [1].
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De ce re´sultat de´coule la stabilite´ des e´quivalences faibles par coproduit
dans la cate´gories des morphismes, re´sultat qui lui aussi ne´cessite la simpli-
cialite´ et la proprete´ a` gauche de la cate´gorie de mode`les ferme´e.
Corollaire 5.3.14 Soit C une cate´gorie de mode`les ferme´e simpliciale dont
tous les objets sont cofibrants. Alors un petit coproduit d’e´quivalences faibles
est une e´quivalence faible.
Preuve :
Le coproduit e´tant petit, il est indexe´ par un ensemble, que l’on peut donc bien
ordonner par le the´ore`me de Zermelo. Ainsi notre coproduit est indexe´ par un
ordinal que l’on notera λ et donc il donne lieu a` un morphisme g. : X. → Y.
de λ-se´quences, chacune d’elles e´tant une colimite se´quentielle transfinie de
coproduits de deux fle`ches, i.e. de sommes amalgame´es par des morphismes
de source l’objet initial. Comme par hypothe`se, dans C tous les objets sont
cofibrants, ces morphismes sont des cofibrations et, par stabilite´ des cofibra-
tions par somme amalgame´e le long d’un morphisme dans une cate´gorie de
mode`les ferme´e, g ve´rifie la deuxie`me condition de la proposition pre´ce´dente.
Montrons par re´currence transfinie que g ve´rifie aussi la premie`re condition.
Par hypothe`se, g0 est une e´quivalence faible. Soit α < λ un ordinal, supposons
que l’on ait montre´ que gα est une e´quivalence faible. On a alors le diagramme
suivant :
∅ ✲ B
❅
❅
❅
❅
❅❘
❅
❅
❅
❅
❅❘
Xα ✲ Xα+1
∅
❄
✲ B′
❄
❅
❅
❅
❅
❅❘
❅
❅
❅
❅
❅❘
Yα
gα
❄
✲ Yα+1
gα+1
❄
avec Xα+1 et Yα+1 sommes amalgame´es des faces horizontales du cube et
B → B′ l’une des e´quivalences faibles du coproduit. Comme dans C, tous les
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objets sont cofibrants, alors C est une cate´gorie de mode`les ferme´e propre a`
gauche et, par la proposition 5.3.12, il vient que gα+1 est une e´quivalence faible.
Soit γ < λ un ordinal limite. Supposons que pour tout ordinal α < γ, on ait
montre´ que gα est une e´quivalence faible. Alors gγ est le morphisme induit par
le morphisme de γ-se´quence g. qui ve´rifie bien les hypothe`ses de la proposi-
tion 5.3.13. Comme C est une cate´gorie de mode`les ferme´e simpliciale propre
a` gauche, il vient que gγ est bien une e´quivalence faible. On a donc montre´ par
re´currence transfinie que g ve´rifie aussi l’hypothe`se 1) du lemme 5.3.13, d’ou`
il vient que gλ est une e´quivalence faible. Or gλ est justement le coproduit
d’e´quivalences.
CQFD.
5.3.5 Les morphismes I-injectifs sont des e´quivalences
faibles
Comme l’on vient de montrer la premie`re partie de l’hypothe`se 4), il ne
nous reste plus qu’a` montrer la seconde partie a` savoir que les morphismes I-
injectifs sont des e´quivalences faibles de C-pre´cate´gories. Pour cette de´monstra-
tion, nous avons besoin du re´sultat interme´diaire suivant : si f : A → C est
un morphisme de C-pre´cate´gories surjectif sur les objets et tel que, pour tout
entier q > 0 et pour tout q + 1-uplet (a0, . . . , aq) d’objets de A, le morphisme
fq(a0, . . . , aq) est une e´quivalence faible dans C, alors le morphisme f est une
e´quivalence faible de C-pre´cate´gories. Pour montrer ce re´sultat, nous allons
utiliser la construction Bigcat et suivre a` chaque e´tape ce que devient le mor-
phisme f .
Lemme 5.3.15 Soit (C,F1,F2) une donne´e de Segal facile ve´rifiant la pro-
prie´te´ suivante :
les cofibrations sont stables par produit fibre´ au-dessus d’un objet discret.
Alors pour tout morphisme de C-pre´cate´gories f : A → C surjectif sur les
objets et tel que, pour tout entier q > 0 et pour tout q-uplet (a0, . . . , aq) d’ob-
jets de A, fq(a0, . . . , aq) : Aq(a0, . . . , aq) → Cq(f(a0), . . . , f(aq)) est une e´qui-
valence faible, on a que, pour tout entierm ≥ 2, Cat(1, m)(A)→ Cat(1, m)(C)
posse`de la meˆme proprie´te´ que f .
Preuve :
Tout d’abord on remarque que, comme C est une cate´gorie discre´tisante,
tout morphisme et tout diagramme e´quivaut au coproduit de ses fibres. De
ce fait, Cat(1, m)(A)q(a0, . . . , aq) n’est autre que la somme amalgame´e de
Aq(a0, . . . , aq) par un coproduit de ηA(ai, aj) et de φA(ai0 , . . . , aim), ou` on a
0 ≤ i < j ≤ q et 0 ≤ i0 ≤ . . . ≤ im ≤ q avec im 6= i0+1. En outre ηA(ai, aj) et
192
ψA(ai0 , . . . , aim) sont des e´quivalences faibles comme produits fibre´s au-dessus
d’un objet discret d’e´quivalences faibles (respectivement ηA et ψA, d’apre`s la
de´monstration du lemme 4.4.6). D’ou` pour la meˆme raison, il en est de meˆme
pour le produit des ηA(aik , aik+1) avec k entre 0 et m − 1. Ce raisonnement
reste valable pour la C-pre´cate´gorie C.
Ensuite on remarque que si la source d’une fle`che ge´ne´ratrice s’envoie dans
A alors en composant par f : A → C elle s’envoie aussi dans C. Ainsi toute
somme amalgame´e de Aq, pour un certain entier q, par un coproduit de fle`ches
ge´ne´ratrices s’envoyant dans Aq, posse`de un morphisme vers le meˆme type de
sommes amalgame´es pour Cq. De ce fait il existe un morphisme ηf de BA
vers BC tel que l’on ait ηf ◦ ηA = ηC ◦ f1 et νC ◦ ηf = f0 × f0 ◦ νA. De
meˆme il existe un morphisme φf de PA vers PC tel que φf ◦ φA = φC ◦ fm et
ψC ◦ φf = ηf ×f0 . . .×f0 ηf ◦ψA. Par les e´galite´s ηC(f(ai), f(aj)) ◦ f1(ai, aj) =
ηf(ai, aj)◦ηA(ai, aj) et ψC(f(ai0), . . . , f(aim))◦φf(ai0 , . . . , aim) = ηf(ai0 , ai1)×
. . .× ηf(aim−1 , aim) ◦ ψA(ai0 , . . . , aim) ainsi que par ”trois pour deux” dans la
cate´gorie de mode`les ferme´e C, on a que ηf(ai, aj) et φf(ai0 , . . . , aim) sont
des e´quivalences faibles. Comme les morphismes ηA(ai, aj), φA(ai0 , . . . , aim),
ηC(ai, aj) et φC(ai0 , . . . , aim) ainsi que leurs coproduits sont des cofibrations,
alors par la proposition 5.3.12, il vient que Cat(1, m)(f)q(a0, . . . , aq) est une
e´quivalence faible. En outre, comme la construction Cat(1, m) laisse les objets
invariants, Cat(1, m)(f) est bien surjective sur les objets.
CQFD.
Proposition 5.3.16 Soit (C,F1,F2) une donne´e de Segal facile ve´rifiant les
proprie´te´s suivantes :
1) la cate´gorie de mode`les ferme´e sous-jacente C est une cate´gorie de mode`les
ferme´e simpliciale,
2) les cofibrations sont stables par produit fibre´ au-dessus d’un objet discret.
Alors pour tout morphisme de C-pre´cate´gories f : A → C surjectif sur les
objets et tel que, pour tout entier q > 0 et pour tout q-uplet (a0, . . . , aq) d’ob-
jets de A, fq(a0, . . . , aq) : Aq(a0, . . . , aq) → Cq(f(a0), . . . , f(aq)) est une e´qui-
valence faible, on a que A→ C est une e´quivalence faible dans C − PC.
Preuve :
Par re´currence transfinie, on montre que pour tout ordinal β ≤ T le mor-
phisme fβ : Aβ → Cβ a la meˆme proprie´te´ que f , ou` fβ de´note la β-ie`me
e´tape de Bigcat(f). Le passage d’un ordinal β < T a` son successeur β +1 est
l’application directe du lemme pre´ce´dent.
193
Supposons maintenant l’hypothe`se de re´currence vraie pour tout ordinal γ
infe´rieur a` un ordinal limite β ≤ T . Comme les fibres des morphismes Aq → Aγq
et Cq → C
γ
q sont des cofibrations (de´monstration de la proposition 4.5.4), par
la proposition 5.3.13, il vient que les fibres de fβq : A
β
q → C
β
q sont des e´qui-
valences faibles. Comme en outre les constructions Cat(1, m) pre´servent les
objets, le morphisme fβ reste surjectif, ce qui montre l’hypothe`se de re´currence
pour un ordinal limite.
Par re´currence transfinie, on a montre´ que pour tout ordinal β ≤ T le mor-
phisme fβ : Aβ → Cβ a la meˆme proprie´te´ que f . C’est donc en particulier
le cas pour Bigcat(f) = fT . Ainsi les fibres de Bigcat(f)q : Bigcat(A)q →
Bigcat(C)q sont des e´quivalences faibles entre objets re´gaux, i.e. niveau par
niveau ce sont des alliances d’objets re´gaux. C’est donc en particulier le cas
pour les fibres de Bigcat(f)1 et comme Bigcat(A) et Bigcat(C) sont des C-
cate´gories, il vient que Bigcat(f) : Bigcat(A) → Bigcat(C) est pleinement
fide`le. En outre comme Bigcat(f) est comme f , en particulier surjective sur
les objets, alors Bigcat(f) est essentiellement surjective. Ainsi Bigcat(f) est
une e´quivalence de C-cate´gories, donc, par le lemme 4.6.6, ceci nous donne que
f est une e´quivalence faible.
CQFD.
Ce re´sultat interme´diaire montre´, nous sommes a` meˆme de terminer la
ve´rification de l’hypothe`se 4) du lemme de reconnaissance 5.0.4.
Lemme 5.3.17 Soit (C,F1,F2) une donne´e de Segal facile ve´rifiant les pro-
prie´te´s suivantes :
1) la cate´gorie de mode`les ferme´e sous-jacente C est une cate´gorie de mode`les
ferme´e simpliciale engendre´e par monomorphismes,
2) les cofibrations ge´ne´ratrices ont leurs sources et buts α-petits,
3) les cofibrations ge´ne´ratrices ont leurs buts connexes,
4) les re´unions de deux sous-objets sont exactement les sommes amalgame´es
de ces sous-objets au-dessus de leur intersection,
5) pour tout monomorphisme j : A→ B, la classe contenant un repre´sentant
de chaque classe d’isomorphismes d’objets C par lequel j se factorise dans la
sous-cate´gorie des monomorphismes est un ensemble,
6) les colimites se´quentielles transfinies de la sous-cate´gorie des monomor-
phismes de C existent et sont les colimites se´quentielles transfinies de C.
Alors tout morphisme I-injectif est a` la fois J -injectif et une e´quivalence faible.
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Preuve :
Les hypothe`ses que l’on fait sur la donne´e de Segal facile permettent de ve´rifier
les hypothe`ses du lemme 5.3.8. On obtient donc que tout morphisme I-injectif
est J -injectif.
Toujours d’apre`s ce lemme, les morphismes I-injectifs ont la proprie´te´ de
rele`vement a` droite par rapport aux monomorphismes. Soit f : A → B un
morphisme I-injectif. Ce morphisme est surjectif sur les objets. En effet soit
b un objet de B, on obtient le diagramme commutatif suivant :
∅ ✲ A
..
..
..
..
..
..
..
∃a
✒
∗
❄
b
✲ B
f
❄
Comme ∅ → ∗ est un monomorphisme et que f est I-injectif, le rele`vement
existe, ce qui signifie qu’il existe un objet a de A tel que f(a) est e´gal a` b.
Donc f est bien surjectif sur les objets.
Montrons maintenant que pour tout entier q > 0 et pour tout q-uplet (a0, . . . , aq)
d’objets de A, fq(a0, . . . , aq) est une fibration triviale. Conside´rons donc un
diagramme commutatif du type suivant :
X ✲ Aq(a0, . . . , aq)
..
..
..
..
..
..
..
∃
✒
Y
i
❄
✲ Bq(f(a0), . . . , f(aq))
fq(a0, . . . , aq)
❄
avec i : X → Y un monomorphisme de C. Alors ce diagramme e´quivaut, par
proprie´te´ de la construction Θ, au diagramme suivant :
∆[q]ΘX ✲ A
..
..
..
..
..
..
..
∃
✒
∆[q]ΘY
∆[q]Θi
❄
✲ Bq
f
❄
Comme ∆[q]Θi est niveau par niveau un coproduit du monomorphisme i, il
vient que ∆[q]Θi est un monomorphisme niveau par niveau. Or f est I-injectif,
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donc le rele`vement existe, ce qui montre par e´quivalence des diagrammes que
fq(a0, . . . , aq) a la proprie´te´ de rele`vement a` droite par rapport aux monomor-
phismes, qui sont justement les cofibrations, donc c’est une fibration triviale
dans la cate´gorie de mode`les ferme´e C.
On vient donc de montrer que tout morphisme I-injectif est surjectif sur les
objets et que pour tout entier q > 0 et pour tout q-uplet (a0, . . . , aq) d’objets
de A, fq(a0, . . . , aq) est une fibration triviale donc en particulier une e´qui-
valence faible. Les monomorphismes e´tant stables par produit fibre´ au-dessus
d’un objet discret, toutes les hypothe`ses de la proposition pre´ce´dente sont
donc ve´rifie´es et l’on obtient ainsi que f est lui-meˆme une e´quivalence faible
pour C − PC.
CQFD.
L’hypothe`se 4) du lemme de reconnaissance 5.0.4 est donc ve´rifie´e sous
des hypothe`ses tre`s fortes (et tre`s lourdes) comme le fait que C doit eˆtre une
cate´gorie de mode`les ferme´e simpliciale. Cependant quatre des six hypothe`ses
du lemme de reconnaissance de la structure de cate´gorie de mode`les ferme´e
engendre´e de manie`re cofibrante ont e´te´ ve´rifie´es. On n’a donc plus le choix
que de traiter l’hypothe`se 3).
Cette hypothe`se 3) est de loin la plus difficile a` ve´rifier. On doit en effet
montrer que toute J -cofibration est a` la fois une I-cofibration et une e´qui-
valence faible, c’est-a`-dire une cofibration triviale, vu que l’on a montre´ que les
I-cofibrations sont les monomorphismes. Comme on a vu que J permet l’ar-
gument du petit objet, les J -cofibrations sont en fait des re´tracts de colimites
se´quentielles transfinies de sommes amalgame´es de fle`ches de J . Il suffit donc
de montrer que les cofibrations triviales sont stables par somme amalgame´e et
par colimite se´quentielle transfinie pour montrer que les J -cofibrations sont
des cofibrations triviales, la stabilite´ par re´tract ayant de´ja` e´te´ montre´e.
Les sections suivantes auront donc pour but de montrer cette stabilite´. En
ge´ne´ral cette stabilite´ des cofibrations triviales est difficile a` montrer. Toutefois
dans le cas particulier des cofibrations triviales qui induisent un isomorphisme
sur les objets, ce que nous appellerons iso-cofibrations triviales, cette stabilite´
est assez simple a` montrer. C’est pourquoi nous allons tout d’abord nous
inte´resser a` ces iso-cofibrations triviales.
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5.4 Stabilite´ des iso-cofibrations triviales
5.4.1 Caracte´risation des iso-e´quivalences de C-cate´gories
Nous cherchons a` montrer que les cofibrations triviales sont stables par
somme amalgame´e et colimite se´quentielle transfinie afin de montrer l’hy-
pothe`se 3) du lemme 5.0.4 de reconnaissance de la structure de cate´gorie
de mode`les ferme´e engendre´e de manie`re cofibrante. Dans le cas particulier
ou` ces cofibrations triviales induisent des isomorphismes sur les objets, cette
stabilite´ est plus simple a` montrer. En effet pour montrer ce re´sultat, par
l’interme´diaire de la construction Cat, nous allons nous ramener a` le montrer
pour les iso-cofibrations triviales de C-cate´gories. Or les iso-cofibrations triv-
iales entre C-cate´gories sont exactement les morphismes de C-cate´gories qui
niveau par niveau sont des cofibrations triviales de C. Cette constatation per-
mettra de remonter la stabilite´ des cofibrations triviales dans la cate´gorie de
mode`les ferme´e C aux iso-cofibrations triviales de C-cate´gories.
Mais commenc¸ons d’abord par donner les de´finitions d’iso-e´quivalence de C-
cate´gories et d’iso-cofibration triviale de C-cate´gories.
De´finition 5.4.1 Soit C une donne´e de Segal.
Une e´quivalence de C-cate´gories qui induit un isomorphisme sur les objets
sera nomme´e iso-e´quivalence de C-cate´gories. Une iso-e´quivalence de C-cate´-
gories qui est e´galement un monomorphisme de C-pre´cate´gories sera nomme´e
iso-cofibration triviale de C-cate´gories.
Donnons aussi les de´finitions d’iso-e´quivalence faible de C-pre´cate´gories et
d’iso-cofibration triviale de C-pre´cate´gories.
De´finition 5.4.2 Soit C une donne´e de Segal facile.
Une e´quivalence faible de C-pre´cate´gories qui induit un isomorphisme sur les
objets sera nomme´e iso-e´quivalence faible. Une iso-e´quivalence faible qui est
e´galement un monomorphisme de C-pre´cate´gories sera nomme´e iso-cofibration
triviale de C-pre´cate´gories.
Nous allons maintenant montrer que les iso-e´quivalences de C-cate´gories sont
exactement les morphismes de C-cate´gories qui niveau par niveau sont des al-
liances d’objets re´gaux.
Proposition 5.4.3 Soit C une donne´e de Segal telle que :
-la cate´gorie sous-jacente C est une cate´gorie de mode`les ferme´e simpliciale
dont tous les objets sont cofibrants,
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-les alliances d’objets re´gaux sont exactement les e´quivalences faibles de la
cate´gorie de mode`les ferme´e C entre objets re´gaux,
Alors les trois propositions ci-dessous sont e´quivalentes :
i) A → B est un morphisme entre C-cate´gories tel que, pour tout entier m,
Am → Bm est une alliance d’objets re´gaux.
ii) A → B est un morphisme entre C-cate´gories tel que A0 → B0 est un
isomorphisme et A1 → B1 est une alliance d’objets re´gaux.
iii) A→ B est une iso-e´quivalence de C-cate´gories.
Preuve :
Montrons tout d’abord que iii) implique ii). Soit A → B une e´quivalence de
C-cate´gories telle que A0 → B0 soit un isomorphisme. Il suffit de montrer
que A1 → B1 est une alliance d’objets re´gaux. Comme A0 → B0 est un
isomorphisme, on identifiera les objets de A avec leurs images dans B. Par
de´finition de cate´gorie discre´tisante, le morphisme A1 → B1 n’est autre que
le coproduit des morphismes A1(a, a
′) → B1(a, a′) pour a et a′ de´crivant A0.
Par hypothe`se, comme A→ B une e´quivalence de C-cate´gories, alors tous les
morphismes A1(a, a
′)→ B1(a, a′) sont des alliances d’objets re´gaux. En outre,
d’apre`s les hypothe`ses, on peut identifier les alliances d’objets re´gaux avec les
e´quivalences faibles de la cate´gorie de mode`les ferme´e C entre objets re´gaux.
Comme C est une cate´gorie de mode`les ferme´e simpliciale dont tous les ob-
jets sont cofibrants, par corollaire 5.3.14, A1 → B1 est une alliance d’objets
re´gaux comme coproduit d’alliances d’objets re´gaux.
Montrons maintenant que ii) implique i). Soit f : A → B un morphisme
entre C-cate´gories tel que A0 → B0 est un isomorphisme et A1 → B1 est une
alliance d’objets re´gaux. Soit m ≥ 2 un entier. Conside´rons le diagramme
commutatif suivant :
Am
fm ✲ Bm
A1 ×A0 . . .×A0 A1
❄
✲ B1 ×B0 . . .×B0 B1
❄
ou` les fle`ches verticales sont les morphismes de Segal et la fle`che du bas le
produit fibre´ multiple de f1 au dessus de l’isomorphisme f0. Par stabilite´ des
alliances d’objets re´gaux par produit fibre´ au-dessus d’un objet discret, il vient
que la fle`che du bas est une alliance d’objets re´gaux. En outre A et B sont
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des C-cate´gories, donc leurs morphismes de Segal sont aussi des alliances d’ob-
jets re´gaux. Et par l’axiome ”trois pour deux” dans la cate´gorie de mode`les
ferme´e C, il vient que fm est une alliance d’objets re´gaux.
Enfin le fait que i) implique iii) de´coule directement du lemme 4.1.2.
CQFD.
On remarque, d’apre`s la de´monstration, que pour toute cate´gorie de mode`les
ferme´e discre´tisante, une e´quivalence niveau par niveau est une e´quivalence de
C-cate´gories (voir lemme 4.1.2). En revanche une iso-e´quivalence de C-cate´-
gories n’est une e´quivalence niveau par niveau que dans une cate´gorie de
mode`les ferme´e discre´tisante simpliciale dont tous les objets sont cofibrants.
Comme les monomorphismes de C-pre´cate´gories sont les monomorphismes
niveau par niveau, il de´coule directement de cette proposition que les iso-
cofibrations triviales de C-cate´gories sont exactement les morphismes de C-
cate´gories qui sont niveau par niveau des monomorphismes et des alliances d’ob-
jets re´gaux. Ceci va nous permettre de montrer la stabilite´ des iso-cofibrations
triviales de C-cate´gories par colimite en regardant uniquement ce qui se passe
niveau par niveau. Cependant les colimites de C-cate´gories ne sont pas des
C-cate´gories. Ainsi on obtiendra seulement a` l’arrive´e que les colimites d’iso-
cofibrations triviales de C-cate´gories sont des morphismes de C-pre´cate´gories qui
seront des cofibrations triviales niveau par niveau. Le but de la prochaine sec-
tion est donc de montrer que ces cofibrations triviales niveau par niveau sont
des cofibration triviales de C-pre´cate´gories.
5.4.2 Equivalence faible niveau par niveau
Comme les iso-cofibrations triviales de C-cate´gories sont niveau par niveau
des cofibrations triviales de C et que, dans la cate´gorie de mode`les ferme´e C, les
cofibrations triviales sont stables par somme amalgame´e et colimite se´quentielle
transfinie, on va obtenir que les sommes amalgame´es et les colimites se´quentielles
transfinies d’iso-cofibrations triviales de C-cate´gories sont niveau par niveau
des cofibrations triviales. Or du fait que les colimites de C-cate´gories ne sont
pas en ge´ne´ral des C-cate´gories, on a donc a` faire a` des morphismes de C-
pre´cate´gories qui niveau par niveau sont des cofibrations triviales, ce qui ne
rentre pas dans le cadre de la proposition 4.1.2. Aussi allons-nous montrer dans
cette section que les morphismes de C-pre´cate´gories qui niveau par niveau sont
des e´quivalences faibles de C sont en fait des e´quivalences faibles de C-pre´cate´-
gories. Pour cela nous allons utiliser la construction Bigcat qui permet de
suivre la trace de ces morphismes lors des e´tapes de la cate´gorisation.
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Lemme 5.4.4 Soit (C,F1,F2) une donne´e de Segal facile telle que la cate´gorie
de mode`les ferme´e sous-jacente C est une cate´gorie de mode`les ferme´e simpli-
ciale.
Alors pour tout morphisme de C-pre´cate´gories f : A → C tel que pour tout
entier q ≥ 0 fq : Aq → Cq est une e´quivalence faible et pour tout entier m ≥ 2,
Cat(1, m)(A)→ Cat(1, m)(C) est niveau par niveau une e´quivalence faible.
Preuve :
Tout d’abord on remarque que si la source d’une fle`che ge´ne´ratrice s’envoie
dans A alors en composant par f : A → C elle s’envoie aussi dans C. Ainsi
toute somme amalgame´e de Aq, pour un certain entier q, par un coproduit de
fle`ches ge´ne´ratrices s’envoyant dans Aq, posse`de un morphisme vers le meˆme
type de sommes amalgame´es pour Cq. De ce fait il existe un morphisme ηf de
BA vers BC tel que l’on ait ηf ◦ ηA = ηC ◦ f1 et νC ◦ ηf = f0 × f0 ◦ νA. De
meˆme il existe un morphisme φf de PA vers PC tel que φf ◦ φA = φC ◦ fm et
ψC ◦ φf = ηf ×f0 . . .×f0 ηf ◦ ψA.
Comme on l’a vu dans la de´monstration du lemme 4.4.6, les morphismes η sont
des cofibrations triviales. Comme par hypothe`se f1 est une e´quivalence faible,
par ”trois pour deux” dans la cate´gorie de mode`les ferme´e C, il vient que ηf
est une e´quivalence faible. Et donc son produit fibre´ m-fois au-dessus de l’i-
somorphisme f0 aussi. Toujours d’apre`s la de´monstration du lemme 4.4.6, les
morphismes ψ sont des alliances faciles, donc des e´quivalences faibles et, par
”trois pour deux”, il vient que φf est aussi une e´quivalence faible. Comme C
est une cate´gorie de mode`les ferme´e simpliciale dont tous les objets sont cofi-
brants, il vient par le corollaire 5.3.14 que les coproduits de ηf et de φf sont
des e´quivalences faibles, ainsi que les coproduits de f1 et fm. Encore d’apre`s
la de´monstration du lemme 4.4.6, les morphismes η et φ sont des cofibrations
donc leurs coproduits aussi. On a que Cat(1, m)(f)q est la somme amalgame´e
dans la cate´gorie des morphismes de fq par un coproduit de ηf et de φf au-
dessus d’un meˆme coproduit de f1 et de fm. En outre les coproduits de ηA et
de φA (respectivement ηC et φC) sont des cofibrations donc, par la proposi-
tion 5.3.12, Cat(1, m)(f)q est une e´quivalence faible.
CQFD.
Proposition 5.4.5 Soit (C,F1,F2) une donne´e de Segal facile telle que la
cate´gorie de mode`les ferme´e sous-jacente C est une cate´gorie de mode`les ferme´e
simpliciale.
Alors pour tout morphisme de C-pre´cate´gories f : A → C tel que pour tout
entier q ≥ 0 fq : Aq → Cq est une e´quivalence faible, A → C est une e´qui-
valence faible dans C − PC.
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Preuve :
Par re´currence transfinie, on montre que pour tout ordinal β < T le mor-
phisme fβ : Aβ → Cβ est niveau par niveau une e´quivalence faible, ou` fβ est
la β-ie`me e´tape de Bigcat(f). Le pas de la re´currence d’un ordinal β < T a`
l’ordinal β+1 est exactement le lemme pre´ce´dent. Il ne reste qu’a` comprendre
le pas de la re´currence transfinie pour un ordinal limite β ≤ T . Supposons donc
que pour tout ordinal γ < β, f γ est niveau par niveau une e´quivalence faible.
Comme en outre les morphismes A → Aγ et C → Cγ sont des cofibrations
(de´monstration de la proposition 4.5.4), par la proposition 5.3.13, il vient que
fβ est niveau par niveau une e´quivalence faible, ce qui montre l’hypothe`se de
re´currence pour l’ordinal limite β.
On a donc bien montre´ par re´currence transfinie que pour tout ordinal β < T le
morphisme fβ : Aβ → Cβ est niveau par niveau une e´quivalence faible. C’est
donc en particulier le cas pour fT = Bigcat(f) : Bigcat(A) → Bigcat(C).
Comme Bigcat(f) est niveau par niveau une e´quivalence faible entre ob-
jets re´gaux, i.e. niveau par niveau c’est une alliance d’objets re´gaux, et que
Bigcat(A) et Bigcat(C) sont des C-cate´gories, alors par le lemme 4.1.2, il vient
que Bigcat(f) : Bigcat(A)→ Bigcat(C) est une e´quivalence de C-cate´gories,
donc par le lemme 4.6.6, f est une e´quivalence faible.
CQFD.
Maintenant que nous savons que les e´quivalences faibles niveau par niveau
sont des e´quivalences faibles de C-pre´cate´gories, nous pouvons nous lancer
dans les de´monstrations de stabilite´ des iso-cofibrations triviales.
5.4.3 Sommes amalgame´es d’iso-cofibrations triviales
Avant de montrer le lemme de stabilite´ des iso-cofibrations triviales par
somme amalgame´e le long d’un morphisme, on va montrer un petit lemme
technique qui s’ave`rera utile pour toutes ces questions de somme amalgame´e
de cofibrations triviales.
Lemme 5.4.6 Soit (C,F1,F2) une donne´e de Segal facile. Conside´rons la
somme amalgame´e B
∐
A C de C-pre´cate´gories. Pour montrer que le mor-
phisme canonique C → B
∐
A C est une e´quivalence faible, il faut et il suffit
de montrer que le morphisme canonique Cat(C) → Cat(B)
∐
Cat(A) Cat(C)
est une e´quivalence faible.
Preuve :
C’est l’application directe du lemme 2.11.4 dont les hypothe`ses 2.11.1, qui
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sont en fait celles de la proposition 2.7.1, sont ve´rifie´es par la donne´e de Segal
facile.
CQFD.
Ce lemme technique nous permet donc de de´montrer la stabilite´ des iso-
cofibrations triviales par somme amalgame´e le long d’un morphisme unique-
ment en utilisant les iso-cofibrations triviales de C-cate´gories. Or si Cat trans-
porte bien les e´quivalences faibles sur les e´quivalences de C-cate´gories, par
de´finition meˆme des e´quivalences faibles de C-pre´cate´gories, en revanche il
faut s’assurer que Cat envoie bien les cofibrations sur les cofibrations, ce qui
est l’objet du lemme suivant.
Lemme 5.4.7 Soit (C,F1,F2) une donne´e de Segal facile. Alors les cofibra-
tions sont pre´serve´es par la cate´gorisation Cat.
Preuve :
Tout d’abord on remarque que, la cate´gorisation Cat n’e´tant autre que le
plan d’addition de cellules EΦ, ses plans simples sont du type eΨ,λ, avec pour
Φ la famille FG1 des fle`ches ge´ne´ratrices de C-cate´gories faciles. Ensuite on
rappelle que, comme la donne´e de Segal est facile, alors par le lemme 3.4.6,
les FG1-cofibrations sont des monomorphismes niveau par niveau donc des
monomorphismes de C-pre´cate´gories. En prenant donc pour ensemble Φ la
famille de monomorphismes FG1, il vient d’apre`s le lemme 2.12.1 que les
monomorphismes sont pre´serve´s par la cate´gorisation Cat.
CQFD.
Lemme 5.4.8 Soit (C,F1,F2) une donne´e de Segal facile telle que la cate´gorie
de mode`les ferme´e sous-jacente C est une cate´gorie de mode`les ferme´e simpli-
ciale engendre´e par monomorphismes.
Soit A→ B un morphisme de C-pre´cate´gories a` la fois cofibration et iso-e´qui-
valence faible. Alors sa somme amalgame´e le long d’un morphisme A → C
quelconque est aussi une cofibration et une iso-e´quivalence faible.
Preuve :
Tout d’abord, on remarque que, comme les isomorphismes sur les objets sont
stables par somme amalgame´e le long d’un morphisme, le morphisme canon-
ique C → B
∐
AC est un isomorphisme sur les objets. En outre les cofibra-
tions sont des cofibrations niveau par niveau et, dans la cate´gorie de mode`les
ferme´e C, les cofibrations sont stables par somme amalgame´e le long d’un
morphisme. Donc C → B
∐
A C est aussi une cofibration comme somme amal-
game´e niveau par niveau le long d’un morphisme d’une cofibration niveau par
niveau. Il reste donc a` montrer que c’est une e´quivalence faible, ce qui d’apre`s
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le lemme 5.4.6 revient a` montrer que Cat(C) → Cat(B)
∐
Cat(A) Cat(C) est
une e´quivalence faible. Or ce morphisme est lui-meˆme la somme amalgame´e
de Cat(A)→ Cat(B) le long de Cat(A)→ Cat(C).
Comme par hypothe`se les cofibrations sont les monomorphismes, par le lemme
5.4.7, il vient que Cat(A)→ Cat(B) est une cofibration. En outre Cat pre´serve
les objets et donc Cat(A)→ Cat(B) est un isomorphisme sur les objets ainsi
que sa somme amalgame´e Cat(C) → Cat(B)
∐
Cat(A) Cat(C). Enfin comme
par hypothe`se, A → B est une e´quivalence faible alors Cat(A) → Cat(B)
est une e´quivalence de C-cate´gories. Finalement on obtient que Cat(A) →
Cat(B) est une cofibration et une iso-e´quivalence, et donc par la propo-
sition 5.4.3, c’est une cofibration triviale niveau par niveau. Or la somme
amalgame´e dans C − PC est la somme amalgame´e niveau par niveau. Comme
C est une cate´gorie de mode`les ferme´e, les cofibrations triviales de C sont
stables par somme amalgame´es le long d’un morphisme. Ainsi, on obtient
que Cat(C)→ Cat(B)
∐
Cat(A) Cat(C) est une cofibration triviale niveau par
niveau, comme somme amalgame´e niveau par niveau d’une cofibration triviale
niveau par niveau. Comme c’est aussi un isomorphisme sur les objets, par la
proposition 5.4.5, il vient que Cat(C)→ Cat(B)
∐
Cat(A) Cat(C) est donc une
e´quivalence faible, ce que l’on voulait de´montrer.
CQFD.
5.4.4 Colimites se´quentielles d’iso-cofibrations triviales
Apre`s avoir montre´ la stabilite´ des iso-cofibrations triviales par somme
amalgame´e le long d’un morphisme, nous allons regarder la stabilite´ des iso-
cofibrations triviales par colimite se´quentielle transfinie. Mais comme pre´ce´dem-
ment, nous allons tout d’abord donner un lemme pratique pour ces histoires
de colimites se´quentielles transfinies de cofibrations triviales.
Lemme 5.4.9 Soit (C,F1,F2) une donne´e de Segal facile. Conside´rons une λ-
se´quence (Aα)α<λ de C-pre´cate´gories. Pour montrer que le morphisme canon-
ique A0 → colim α<λ Aα est une e´quivalence faible, il faut et il suffit de mon-
trer que le morphisme canonique Cat(A0)→ colim α<λ Cat(Aα) est une e´qui-
valence faible.
Preuve :
Il s’agit a` nouveau de l’application directe du lemme 2.11.4 dont les hy-
pothe`ses 2.11.1 sont ve´rifie´es par la donne´e de Segal facile.
CQFD.
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Lemme 5.4.10 Soit (C,F1,F2) une donne´e de Segal facile telle que la cate´gorie
de mode`les ferme´e sous-jacente C est une cate´gorie de mode`les ferme´e simpli-
ciale engendre´e par monomorphismes.
Soit (Aα)α<λ une λ-se´quence de C-pre´cate´gories telle que pour tout α < λ le
morphisme Aα → Aα+1 est a` la fois une cofibration et une iso-e´quivalence faible.
Alors le morphisme canonique A0 → colim α<λ Aα est aussi une cofibration
et une iso-e´quivalence faible.
Preuve :
Tout d’abord, on remarque que, les isomorphismes sur les objets e´tant sta-
bles par colimite se´quentielle transfinie, le morphisme A0 → colim α<λ Aα est
un isomorphisme sur les objets. En outre les cofibrations ne sont autres que
les cofibrations niveau par niveau donc elles sont aussi stables par colimite
se´quentielle transfinie car cette colimite se calcule niveau par niveau et que,
C e´tant une cate´gorie de mode`les ferme´e, les cofibrations de C sont stables
par colimite se´quentielle transfinie. Donc A0 → colim α<λ Aα est aussi une
cofibration. Il reste donc a` montrer que c’est une e´quivalence faible, ce qui
d’apre`s le lemme pre´ce´dent revient a` montrer que le morphisme Cat(A0) →
colim α<λ Cat(Aα) est une e´quivalence faible. Or ce morphisme est lui-meˆme
la colimite se´quentielle transfinie des Cat(Aα)→ Cat(Aα+1).
Comme par hypothe`se les cofibrations sont les monomorphismes, par le lemme
5.4.7, il vient que Cat(Aα) → Cat(Aα+1) est une cofibration. En outre Cat
pre´serve les objets et donc Cat(Aα)→ Cat(Aα+1) est un isomorphisme sur les
objets, donc, par colimite se´quentielle transfinie, Cat(A0)→ colim α<λ Cat(Aα)
aussi. Enfin comme par hypothe`se, Aα → Aα+1 est une e´quivalence faible alors
Cat(Aα)→ Cat(Aα+1) est une e´quivalence de C-cate´gories. Finalement on ob-
tient que Cat(Aα) → Cat(Aα+1) est une cofibration et une iso-e´quivalence,
et donc par la proposition 5.4.3, c’est une cofibration triviale niveau par
niveau. Or les colimites se´quentielles transfinies dans C − PC sont les col-
imites se´quentielles transfinies niveau par niveau. Comme C est une cate´gorie
de mode`les ferme´e, les cofibrations triviales de C sont stables par colimite
se´quentielle transfinie. Ainsi, on obtient que Cat(A0) → colim α<λ Cat(Aα)
est une cofibration triviale niveau par niveau, comme colimite se´quentielle
transfinie niveau par niveau de cofibrations triviales niveau par niveau. Comme
c’est aussi un isomorphisme sur les objets, par la proposition 5.4.5, il vient
que Cat(A0) → colim α<λ Cat(Aα) est donc une e´quivalence faible, ce que
l’on voulait de´montrer.
CQFD.
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Pour clore cette section, nous allons aussi donner un re´sultat de sta-
bilite´ des iso-cofibrations triviales par colimite se´quentielle transfinie dans la
cate´gorie des morphismes, en commenc¸ant comme toujours par un petit lemme
pratique.
Lemme 5.4.11 Soit (C,F1,F2) une donne´e de Segal facile. Conside´rons un
morphisme de λ-se´quences (Aα)α<λ → (Bα)α<λ. Pour montrer que le mor-
phisme colim α<λ Aα → colim α<λ Bα est une e´quivalence faible, il faut et il
suffit de montrer que le morphisme
colim α<λ Cat(Aα)→ colim α<λ Cat(Bα) est une e´quivalence faible.
Preuve :
Il s’agit encore une fois de l’application directe du lemme 2.11.4 dont la donne´e
de Segal facile ve´rifie les hypothe`ses.
CQFD.
Lemme 5.4.12 Soit (C,F1,F2) une donne´e de Segal facile ve´rifiant les pro-
prie´te´s suivantes :
1) la cate´gorie de mode`les ferme´e sous-jacente C est une cate´gorie de mode`les
ferme´e simpliciale engendre´e par monomorphismes,
2) les colimites se´quentielles transfinies de la sous-cate´gorie des monomor-
phismes de C existent et sont les colimites se´quentielles transfinies de C.
Soit (Aα)α<λ → (Bα)α<λ un morphisme de λ-se´quences de C-pre´cate´gories tel
que pour tout α < λ les morphismes Aα → Aα+1 et Bα → Bα+1 sont des
cofibrations et le morphisme Aα → Bα est a` la fois une cofibration et une
iso-e´quivalence faible. Alors le morphisme colim α<λ Aα → colim α<λ Bα est
aussi une cofibration et une iso-e´quivalence faible.
Preuve :
Tout d’abord, on remarque que, les isomorphismes sur les objets e´tant sta-
bles par colimite se´quentielle transfinie dans la cate´gorie des morphismes, le
morphisme colim α<λ Aα → colim α<λ Bα est un isomorphisme sur les ob-
jets. En outre les cofibrations ne sont autres que les monomorphismes niveau
par niveau donc elles sont aussi stables par colimite se´quentielle transfinie
dans la cate´gorie des cofibrations car cette colimite se calcule niveau par
niveau et que, par hypothe`se sur C, les monomorphismes de C sont stables par
colimite se´quentielle transfinie dans la cate´gorie des monomorphismes. Donc
colim α<λ Aα → colim α<λ Bα est aussi une cofibration. Il reste donc a` mon-
trer que c’est une e´quivalence faible, ce qui d’apre`s le lemme pre´ce´dent revient
a` montrer que le morphisme colim α<λ Cat(Aα) → colim α<λ Cat(Bα) est
une e´quivalence faible. Or ce morphisme est lui-meˆme la colimite se´quentielle
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transfinie dans la cate´gorie des morphismes des Cat(Aα)→ Cat(Bα). Comme
par hypothe`se les cofibrations sont les monomorphismes, par le lemme 5.4.7,
il vient que les morphismes Cat(Aα)→ Cat(Aα+1), Cat(Bα)→ Cat(Bα+1) et
Cat(Aα)→ Cat(Bα) sont des cofibrations.
Ainsi le morphisme colim α<λ Cat(Aα) → colim α<λ Cat(Bα) est la colim-
ite se´quentielle transfinie dans la cate´gorie des cofibrations des Cat(Aα) →
Cat(Bα). En outre Cat pre´serve les objets et donc Cat(Aα) → Cat(Bα)
est un isomorphisme sur les objets, et, par colimite se´quentielle transfinie
dans la cate´gorie des morphismes, colim α<λ Cat(Aα) → colim α<λ Cat(Bα)
aussi. Enfin comme par hypothe`se, Aα → Bα est une e´quivalence faible alors
Cat(Aα) → Cat(Bα) est une e´quivalence de C-cate´gories. Finalement on ob-
tient que Cat(Aα) → Cat(Bα) est une cofibration et une iso-e´quivalence, et
donc par la proposition 5.4.3, c’est une cofibration triviale niveau par niveau.
Or les colimites se´quentielles transfinies dans la cate´gorie des cofibrations de
C − PC sont les colimites se´quentielles transfinies niveau par niveau dans
la cate´gorie des cofibrations de C. Comme C est une cate´gorie de mode`les
ferme´e simpliciale propre a` gauche, par la proposition 5.3.13, les cofibrations
triviales de C sont stables par colimite se´quentielle transfinie dans la cate´gorie
des cofibrations. Ainsi, on obtient que colim α<λ Cat(Aα)→ colim α<λ Cat(Bα)
est une cofibration triviale niveau par niveau, comme colimite se´quentielle
transfinie niveau par niveau dans la cate´gorie des cofibrations niveau par
niveau de cofibrations triviales niveau par niveau. Comme c’est aussi un iso-
morphisme sur les objets, par la proposition 5.4.5, il vient que colim α<λ Cat(Aα)→
colim α<λ Cat(Bα) est donc une e´quivalence faible, ce que l’on voulait de´montrer.
CQFD.
Jusqu’a` pre´sent, la stabilite´ par somme amalgame´e le long d’un mor-
phisme et par colimite se´quentielle transfinie des cofibrations triviales n’a
e´te´ de´montre´e que pour les iso-cofibrations triviales. Afin de la montrer pour
toutes les cofibrations triviales, nous avons besoin d’un gros re´sultat sur le
produit carte´sien des C-cate´gories, ce qui sera l’objet de la prochaine section.
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5.5 Produit carte´sien de C-cate´gories
Le but de cette section est de montrer que le produit carte´sien de deux
C-pre´cate´gories est e´quivalent au produit carte´sien de leurs cate´gorisations.
De ce re´sultat va de´couler la stabilite´ des e´quivalences faibles de C-pre´cate´-
gories par produit carte´sien qui permettra de terminer la de´monstration de
stabilite´ des e´quivalences faibles de C-pre´cate´gories par somme amalgame´e
le long d’un morphisme et par colimite se´quentielle transfinie. Lorsque l’on
de´montre que le produit carte´sien de deux C-pre´cate´gories est e´quivalent au
produit carte´sien de leurs cate´gorisations, on se rame`ne a` montrer un re´sultat
particulier d’e´quivalence entre des C-pre´cate´gories. Ce re´sultat fait intervenir
la notion de C-pre´cate´gorie librement ordonne´es.
5.5.1 C-pre´cate´gories librement ordonne´es
L’ide´e principale d’une C-pre´cate´gorie librement ordonne´e est que son en-
semble d’objet est muni d’un ordre total pour lequel il n’existe de morphisme
entre deux objets que s’il existe une chaˆıne ordonne´e d’objets adjacents relie´s
par un morphisme. Donnons en une de´finition plus pre´cise.
De´finition 5.5.1 Soit C une cate´gorie de mode`les ferme´e discre´tisante. Une
C-pre´cate´gorie A est librement ordonne´e si son ensemble d’objets A0 est fini
et muni d’un ordre total ve´rifiant les trois proprie´te´s suivantes :
i) pour toute suite d’objets (a0, . . . , am) non ordonne´e dans A, Am(a0, . . . , am)
est l’ensemble vide,
ii) pour toute suite ordonne´e d’objets (a0, . . . , am) dans A, le morphisme
Am(a0, . . . , am) → A1(a0, am), induit par l’application de 1 dans m qui a` 0
et 1 associe 0 et m, est une e´quivalence faible dans la cate´gorie de mode`les
ferme´e C,
iii) pour tout objet a de A, A1(a, a) est un point.
On dira que A est librement ordonne´e stricte, si on demande pour la proprie´te´
ii) un isomorphisme au lieu d’une e´quivalence faible.
Voici quelques exemples importants de C-pre´cate´gories librement ordonne´es.
Lemme 5.5.2 Soit C une cate´gorie discre´tisante posse´dant les coproduits et
les sommes amalgame´es.
-Pour tout objet X de C et pour tout entier m, les C-pre´cate´gories ∆[m]ΘX
et Υ[m]ΘX sont librement ordonne´es strictes.
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-Pour tout morphisme f de C et pour tout entier m ≥ 2, la source du mor-
phisme Boitm(f) est une C-pre´cate´gories librement ordonne´e stricte et les
morphismes∆[m]Θf et Boitm(f) sont des isomorphismes sur les objets pre´ser-
vant strictement l’ordre.
Preuve :
∆[m]ΘX a pour ensemble d’objets Hom∆(0,m), qui est un ensemble fini a`
m+ 1 e´le´ments. En identifiant les applications de 0 dans m avec leur image,
on obtient ainsi un ordre total naturel sur ∆[m]ΘX0. On obtient le meˆme or-
dre sur les objets de Υ[m]ΘX et par suite sur ceux de la source de Boitm(f).
Soient q > 0 un entier et (x0, . . . , xq) une suite d’objets de ∆[m]ΘX0. On
remarque que la suite (x0, . . . , xq) s’identifie a` une application de q dans m si
et seulement si cette suite est ordonne´e et qu’elle s’identifie a` une application
de q dans m se factorisant par 0 si et seulement si tous les xi sont identiques.
En utilisant cette remarque ainsi que la de´finition de ∆[m]ΘX , il vient que
∆[m]ΘXq(x0, . . . , xq) est l’ensemble vide si la suite n’est pas ordonne´e, un
point si elle est constante et X si la suite est ordonne´e non constante. Dans
ces deux derniers cas, le morphisme ∆[m]ΘXq(x0, . . . , xq)→ ∆[m]ΘX1(x0, xq)
n’est autre que l’identite´ du point, respectivement de X . Ceci montre que
∆[m]ΘX est une C-pre´cate´gorie librement ordonne´e stricte.
Pour Υ[m]ΘX , on remarque qu’une suite (x0, . . . , xq) d’objets de Υ[m]ΘX0
s’identifie a` une application de q dansm se factorisant par une face principale
si et seulement si la suite est ordonne´e et que l’on ait : xq = x0+1. Avec cette
remarque et la de´finition de Υ[m]ΘX , on obtient que Υ[m]ΘXq(x0, . . . , xq)
est le vide si la suite n’est pas ordonne´e, un point si la suite est constante, X
si la suite est ordonne´e a` extre´mite´s adjacentes et le vide sinon. Dans ces trois
derniers cas, le morphisme Υ[m]ΘXq(x0, . . . , xq) → Υ[m]ΘX1(x0, xq) n’est
autre que l’identite´ du point, respectivement de X et de l’ensemble vide. Ceci
montre que Υ[m]ΘX est une C-pre´cate´gorie librement ordonne´e stricte.
Enfin avec les remarques ci-dessus et la de´finition de Boitm(f), on obtient
que B(m, f)q(x0, . . . , xq) est le vide si la suite n’est pas ordonne´e, un point
si la suite est constante, Y si la suite est ordonne´e a` extre´mite´s adjacentes
et X sinon. Dans ces trois derniers cas, le morphisme B(m, f)q(x0, . . . , xq)→
B(m, f)1(x0, xq) n’est autre que l’identite´ du point, respectivement de Y et de
X . Ceci montre que la source de Boitm(f) est une C-pre´cate´gorie librement
ordonne´e stricte.
Pour finir, on termine en constatant que ∆[m]Θf et Boitm(f) induisent par
de´finition l’identite´ sur les objets.
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CQFD.
Comme il n’est pas toujours facile de maˆıtriser les C-pre´cate´gories li-
brement ordonne´es et encore moins de ve´rifier qu’un morphisme entre elles
pre´serve l’ordre, nous allons donner une condition suffisante simple pour qu’un
morphisme entre C-pre´cate´gories librement ordonne´es pre´serve l’ordre.
Lemme 5.5.3 Soit C une cate´gorie de mode`les ferme´e discre´tisante tel qu’il
n’existe aucun morphisme de but l’ensemble vide qui ne soit pas un isomor-
phisme. Soit f : A → B un morphisme entre C-pre´cate´gories librement or-
donne´es. Si A a la proprie´te´ que, pour tout couple ordonne´ d’objets adjacents
(a, a′) dans A, A1(a, a
′) n’est pas isomorphe a` l’ensemble vide, alors f est un
morphisme pre´servant l’ordre des objets.
Preuve :
Par l’absurde, si f ne pre´serve pas l’ordre des objets, il existe un couple or-
donne´ d’objets adjacents (a, a′) tel que le couple (f(a), f(a′)) ne soit pas or-
donne´. Alors, comme B est librement ordonne´, on a que B1(f(a), f(a
′)) est
l’ensemble vide, tandis que par hypothe`se A1(a, a
′) n’est pas isomorphe a`
l’ensemble vide. Ainsi f1(a, a
′) : A1(a, a
′) → B1(f(a), f(a′)) envoie un objet
non isomorphe a` l’ensemble vide dans l’ensemble vide, ce qui contredit l’hy-
pothe`se sur C.
CQFD.
La notion de C-pre´cate´gories librement ordonne´es est stable par certaines
ope´rations. Nous allons dans le lemme suivant le montrer pour les ope´rations
dont nous nous servirons par la suite.
Lemme 5.5.4 Soit C une cate´gorie de mode`les ferme´e discre´tisante simpli-
ciale dont tous les objets sont cofibrants et dont les cofibrations et les e´qui-
valences faibles sont stables par produit fibre´ au-dessus d’un objet discret.
1) Si A et B est des C-pre´cate´gories librement ordonne´es alors A × B aussi
et si elles sont strictes alors A× B e´galement.
2) Soient f : A→ B et g : A→ C deux morphismes entre C-pre´cate´gories li-
brement ordonne´es pre´servant l’ordre des objets. Si f pre´serve strictement
l’ordre des objets et que g est une cofibration induisant un isomorphisme sur
les objets, alors la somme amalgame´e B
∐
A C est une C-pre´cate´gorie libre-
ment ordonne´e. Si A, B et C sont strictes, leur somme amalgame´e aussi.
3) Soient β un ordinal quelconque et A la colimite d’une β-se´quence de C-
pre´cate´gories librement ordonne´es (Aα)α<β telle que, pour tout α < β, les
morphismes Aα → Aα+1 soient des cofibrations niveau par niveau induisant
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un isomorphisme sur les ensembles d’objets pre´servant leur ordre. Alors A est
une C-pre´cate´gorie librement ordonne´e.
Preuve :
1) Tout d’abord on remarque que le produit des C-pre´cate´gories n’est autre
que le produit niveau par niveau. Ainsi l’ensemble des objets de A×B est fini
comme produit d’ensembles finis et on lui donnera comme ordre total l’ordre
lexicographique :
(a, b) ≤ (a′, b′) si a < a′ ou (a = a′ et b ≤ b′).
Soient m > 0 un entier et ((a0, b0), . . . , (am, bm)) une suite de points de A×B.
On a l’e´galite´ suivante :(
A×B
)
m
(
(a0, b0), . . . , (am, bm)
)
= Am(a0, . . . , am)× Bm(b0, . . . , bm).
Si la suite n’est pas ordonne´e, alors il existe un indice i entre 0 et m−1 tel que
(ai, ai+1) n’est pas ordonne´ ou bien ai et ai+1 sont e´gaux et (bi, bi+1) n’est pas
ordonne´. Comme A et B sont librement ordonne´s, l’un des deux termes du
produit est l’ensemble vide, ce qui entraˆıne que le produit aussi est l’ensemble
vide, ce qui prouve i) pour A× B.
Si la suite est ordonne´e, comme A et B sont librement ordonne´s, les mor-
phismes Am(a0, . . . , am) → A1(a0, am) et Bm(b0, . . . , bm) → B1(b0, bm) sont
des e´quivalences faibles (respectivement des isomorphismes) donc leur produit
aussi par stabilite´ des e´quivalences faibles (respectivement des isomorphismes)
par produit, ce qui prouve ii) (respectivement ii)-strict) pour A× B.
Si la suite est constante, commeA etB sont librement ordonne´s, Am(a0, . . . , am)
et Bm(b0, . . . , bm) sont des points et donc leur produit aussi, ce qui montre iii)
pour A × B. Donc A × B est librement ordonne´ (respectivement librement
ordonne´ strict) si A et B le sont.
2) Tout d’abord on remarque que la somme amalgame´e des C-pre´cate´gories n’est
autre que la somme amalgame´e niveau par niveau. Comme g0 est un isomor-
phisme pre´servant l’ordre, on identifiera par la suite les objets de A avec leurs
images dans C. En outre, l’isomorphisme g0 entraˆıne un isomorphisme entre
B0 et B
∐
AC0, ce qui, d’une part, montre que B
∐
AC0 est un ensemble fini
et, d’autre part, munit ainsi B
∐
AC0 de l’ordre total induit par celui de B0.
Encore une fois, on identifiera les objets de B0 et de B
∐
A C0 via cet isomor-
phisme. Soient m > 0 un entier et (b0, . . . , bm) une suite d’objets de B
∐
A C.
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Si b0, . . . , bm sont dans l’image de f0, on a l’e´galite´ suivante :(
B
∐
A
C
)
m
(b0, . . . , bm) = Bm(b0, . . . , bm)
∐(∐
a∈f−1(b) Am(a)
)
( ∐
a∈f−1(b)
Cm(a)
)
,
ou` a est une notation pour une suite d’objets (a0, . . . , am) de A et ou` a ∈ f−1(b)
signifie que les images de a0, . . . , am par f sont respectivement b0, . . . , bm.
Sinon on a :
(
B
∐
A C
)
m
(b0, . . . , bm) = Bm(b0, . . . , bm), auquel cas i), ii) et iii)
sont ve´rifie´es car B les ve´rifie. Il reste donc a` montrer que les trois proprie´te´s
sont vraies pour b0, . . . , bm dans l’image de f0.
Tout d’abord on remarque que le fait que f pre´serve strictement l’ordre en-
traˆıne que f est injective et donc pour toute suite (b0, . . . , bm) dans l’image
de f0, il existe une unique suite (a0, . . . , am) telle que son image par f soit
(b0, . . . , bm). Ainsi on obtient l’e´galite´ suivante :(
B
∐
A
C
)
m
(b0, . . . , bm) = Bm(b0, . . . , bm)
∐
Am(a0,...,am)
Cm(a0, . . . , am).
Si la suite n’est pas ordonne´e, comme f pre´serve l’ordre, la suite (a0, . . . , am)
ayant pour image (b0, . . . , bm) par f ne sera pas non plus ordonne´e. Comme
A, B et C sont librement ordonne´es, chaque terme de la somme amalgame´e
est vide, donc la somme amalgame´e aussi, ce qui montre i). Si la suite est
constante, comme f pre´serve strictement l’ordre, la suite (a0, . . . , am) ayant
pour image (b0, . . . , bm) par f l’est aussi. Comme A, B et C sont librement
ordonne´es, chaque terme de la somme amalgame´e est un point, donc la somme
amalgame´e aussi, ce qui montre iii).
Si la suite est ordonne´e mais non constante, comme f pre´serve l’ordre, la suite
(a0, . . . , am) ayant pour image (b0, . . . , bm) par f le sera aussi. Comme A, B
et C sont librement ordonne´es (respectivement librement ordonne´es strictes),
les morphismes Am(a0, . . . , am) → A1(a0, am), Bm(b0, . . . , bm) → B1(b0, bm)
et Cm(a0, . . . , am)→ C1(a0, am) sont des e´quivalences faibles (respectivement
des isomorphismes). Comme par hypothe`se g est une cofibration niveau par
niveau donc g1 et gm sont des cofibrations de la cate´gorie de mode`les ferme´e C.
Comme en outre, par hypothe`se, les cofibrations sont stables par produit fibre´
au-dessus d’un objet discret, g1(a0, am) et gm(a0, . . . , am) sont des cofibra-
tions. Enfin, comme on a suppose´ que tous les objets de C sont cofibrants,
en appliquant la proposition 5.3.12, on obtient que B
∐
ACm(b0, . . . , bm) →
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B
∐
AC1(b0, bm) est une e´quivalence faible, ce qui montre ii). Le cas strict est
plus facile car la somme amalgame´e d’isomorphismes dans la cate´gorie des
morphismes est un isomorphisme.
3) Tout d’abord on remarque que la colimite se´quentielle transfinie des C-
pre´cate´gories n’est autre que la colimite se´quentielle transfinie niveau par
niveau. Comme pour tout ordinal α < β, le morphisme Aα → Aα+1 induit un
isomorphisme au niveau des objets pre´servant l’ordre, on identifiera donc via
ces isomorphismes les ensembles d’objets des Aα. Ainsi l’ensemble des objets
de A sera donc isomorphe a` ceux-ci, ce qui permet de montrer qu’il est fini et
muni d’un ordre total. Soit m > 0 un entier et (a0, . . . , am) une suite d’objets
de A. On a l’e´galite´ suivante :
Am(a0, . . . , am) = colim−−−−→
α<β
(Aα)m(a0, . . . , am).
Si la suite n’est pas ordonne´e, comme les Aα sont librement ordonne´s, chaque
terme de la colimite est l’ensemble vide et donc la colimite aussi, ce qui montre
i) pour A. Si la suite est constante, pour la meˆme raison, chaque terme de la
colimite est le point et donc la colimite aussi, ce qui montre iii) pour A. Enfin si
la suite est ordonne´e mais non constante, alors comme les Aα sont librement or-
donne´s, pour tout α < β, les morphismes (Aα)m(a0, . . . , am)→ (Aα)1(a0, am)
sont des e´quivalences faibles. Or par hypothe`se, pour tout α < β, les mor-
phismes Aα → Aα+1 sont des cofibrations niveau par niveau donc les mor-
phismes (Aα)1(a0, am)→ (Aα+1)1(a0, am) et (Aα)m(a0, . . . , am)→
(Aα+1)m(a0, . . . , am) sont des cofibrations, car les cofibrations sont stables par
produit fibre´ au-dessus d’un objet discret. Comme, par hypothe`se, C est une
cate´gorie de mode`les ferme´e simpliciale dont tous les objets sont cofibrants,
par la proposition 5.3.13, on obtient que Am(a0, . . . , am)→ A1(a0, am) est une
e´quivalence faible, ce qui montre ii) pour A.
CQFD.
On remarque dans la de´monstration que pour qu’une somme amalgame´e
de C-pre´cate´gories librement ordonne´es, le long d’une cofibration induisant
un isomorphisme sur les objets, ve´rifie ii) et iii), il faut que le second mor-
phisme pre´serve l’ordre strictement. Or lors des constructions Cat ou Bigcat,
les sommes amalgame´es par les fle`ches ge´ne´ratrices, qui sont des cofibrations
induisant des isomorphismes sur les objets, n’ont pas cette proprie´te´. De ce
fait nos deux proce´de´s de cate´gorisation ne pre´servent pas la notion de C-pre´-
cate´gorie librement ordonne´e. Dans la section suivante, nous allons construire
une autre cate´gorisation, dite re´duite, qui pre´servera les C-pre´cate´gories libre-
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ment ordonne´es. Pour cela, nous regarderons de plus pre`s les marquages des
C-cate´gories essentiellement au niveau des de´ge´ne´rescences.
5.5.2 Cate´gorisation re´duite
Lorsqu’on a de´fini le marquage des C-pre´cate´gories, on a fait des choix ar-
bitraires parmi les rele`vements possibles d’un meˆme diagramme. Mais on n’a
jamais demande´ que ces choix soient compatibles entre eux. C’est ce que l’on
va demander a` un marquage dit ”canonique”. La seule compatibilite´ entre les
diagrammes qui pose proble`me dans la cate´gorisation d’une C-cate´gorie libre-
ment ordonne´e est celle due aux applications de de´ge´ne´rescence de la struc-
ture simpliciale. Aussi avant de de´finir la notion de C-pre´cate´gories marque´es
canoniquement, va-t-on de´finir tout d’abord celle de diagrammes de´ge´ne´re´s.
De´finition 5.5.5 Soit (C,F1,F2) une donne´e de Segal facile. Soit (d, h) un
diagramme de C − PC se factorisant par un diagramme (d′, h′) comme dans
le diagramme commutatif suivant :
X
d ✲ A
❅
❅
❅
❅
❅
e
❘  
 
 
 
 
d′
✒
Y
h
❄
X ′
❅
❅
❅
❅
❅
e′
❘
Y ′
h′
❄
On dira que le diagramme (d, h) est une de´ge´ne´rescence du diagramme (d′, h′)
le long de (e, e′) dans les cas suivants :
-si h est de la forme ∆[m]Θf , avec f dans F1, et h′ est soit un ∆[k]Θf , avec
0 < k < m, soit l’identite´ du point,
-si h est de la forme Boitm(g), avec g dans F2, et h′ est soit un Boitk(g), avec
1 < k < m, soit l’identite´ de ∆[1]Θb(g), soit l’identite´ du point.
De´finition 5.5.6 Soit (C,F1,F2) une donne´e de Segal facile. Une C-pre´cate´-
gorie partiellement marque´e (A, µ) est marque´e canoniquement si, pour tout
diagramme (d, h) de µ se factorisant par un diagramme (d′, h′) le long de
(e, e′), on a :
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-si h′ est une fle`che ge´ne´ratrice, alors le diagramme (d′, h′) est lui aussi dans
µ et le rele`vement marque´ de (d, h) est la compose´e de celui de (d′, h′) par e′,
-si h′ est une identite´, alors le rele`vement marque´ de (d, h) est la compose´
d′ ◦ e′.
X
d ✲ A ∈ µ
❅
❅
❅
❅
❅
e
❘....
....
....
..
r ◦ e′
....
....
....
..✯
 
 
 
 
 
d′
✒
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
.
r
✕
Y
h
❄
X ′
❅
❅
❅
❅
❅
e′
❘
Y ′
h′
❄
De meˆme que la notion de C-pre´cate´gorie partiellement marque´e a donne´
lieu a` celle de C-cate´gorie marque´e, on a aussi une notion naturelle de C-cate´-
gorie canoniquement marque´e.
De´finition 5.5.7 Soit (C,F1,F2) une donne´e de Segal facile. Une C-cate´-
gorie marque´e (A, µ) est marque´e canoniquement si, en tant que C-pre´cate´-
gorie, elle est marque´e canoniquement au sens ci-dessus.
Il est important de voir que si un morphisme d’une C-pre´cate´gorie partielle-
ment marque´e canoniquement vers une C-pre´cate´gorie partiellement marque´e
pre´serve le marquage alors la restriction du marquage de la C-pre´cate´gorie but
aux rele`vements marque´s induits par le marquage de la C-pre´cate´gorie source
est canonique.
On obtient avec ces de´finitions deux sous-cate´gories pleine de C − PCm :
C − PCmc, la sous-cate´gorie pleine des C-pre´cate´gories partiellement marque´es
canoniquement et la sous-cate´gorie pleine C − Cmc des C-cate´gories marque´es
canoniquement. Tout d’abord, remarquons que par construction Cat et Bigcat
ne sont pas canoniquement marque´s car on y prend des sommes amalgame´es
pour des diagrammes de´ge´ne´re´s et que ces sommes amalgame´es serviront de
rele`vements marque´s pour ces diagrammes. Ensuite, C − PCmc et C − Cmc sont
toutes deux munies d’un foncteur Oubli vers C − PC qui est fide`le mais n’est
pas plein car tout morphisme ne pre´serve pas le marquage. En outre la notion
de C-cate´gorie marque´e canoniquement est stable par limite.
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Lemme 5.5.8 Soit (C,F1,F2) une donne´e de Segal facile. La cate´gorie C − Cmc
des C-cate´gories marque´es canoniquement avec les morphismes pre´servant les
marquages est stable par limites.
Preuve : application directe du lemme 2.1.5 !
Cette notion de marquage canonique va nous permettre de de´finir un
proce´de´ de cate´gorisation re´duite qui a` une C-pre´cate´gorie va associer une C-
cate´gorie marque´e canoniquement, proce´de´ qui non seulement sera fonctoriel
mais servira d’adjoint au foncteur Oubli des C-cate´gories marque´es canonique-
ment vers les C-pre´cate´gories.
Commenc¸ons par pre´senter une construction qui a` une C-pre´cate´gorie par-
tiellement marque´e canoniquement associe une C-pre´cate´gorie partiellement
marque´e canoniquement ayant la proprie´te´ de se relever par rapport aux
fle`ches qui ne se relevaient pas dans la premie`re.
Proposition 5.5.9 (-de´finition) Soit (C,F1,F2) une donne´e de Segal facile.
Soit (A, µ) une C-pre´cate´gorie partiellement marque´e canoniquement, il existe
une C-pre´cate´gorie partiellement marque´e canoniquement (Rajc(A, µ), ν) mu-
nie d’un morphisme rajc : (A, µ) → (Rajc(A, µ), ν) pre´servant le marquage,
telle que :
1) pour tout diagramme des fle`ches de FG1 vers A n’appartenant pas a` µ,
l’extension du diagramme par rajc appartient a` ν,
2) pour toute C-pre´cate´gorie partiellement marque´e canoniquement (B, λ) et
pour tout morphisme f de A vers B pre´servant le marquage tels que, pour tout
diagramme des fle`ches de FG1 vers A n’appartenant pas a` µ, l’extension du di-
agramme par f appartient a` λ, il existe un unique morphisme f˜ de Rajc(A, µ)
vers B pre´servant le marquage et dont la pre´composition par rajc est f .
X ✲ A
f ✲ B ∈ λ A
f ✲ B
....
....
....
....
....
....
....
....
..✯
..
..
..
..
..
..
..
∃!f˜
✒
Y
FG1 ∋
❄
..............
∈ ν
✲ Rajc(A, µ)
rajc
❄
Rajc(A, µ)
rajc
❄
Preuve :
On construit Rajc(A, µ) de la manie`re suivante : on prend la somme amal-
game´e de A avec les fle`ches ge´ne´ratrices appartenant a` des diagrammes non
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de´ge´ne´re´s et non inclus dans µ. Quant a` rajc, il s’agit du morphisme naturel
de A vers la somme amalgame´e Rajc(A, µ). Le marquage ν de Rajc(A, µ) est
de´fini ainsi : pour les diagrammes pour A appartenant a` µ, leurs extensions par
rajc appartiennent a` ν, et donc par construction rajc pre´serve le marquage.
Pour les diagrammes non de´ge´ne´re´s pour A n’appartenant pas a` µ, leurs ex-
tensions par rajc ont pour rele`vements marque´s dans ν les morphismes na-
turels des buts des fle`ches ge´ne´ratrices vers la somme amalgame´e Rajc(A, µ).
Enfin pour les diagrammes de´ge´ne´re´s pour A n’appartenant pas a` µ, on a
deux cas. S’ils sont de´ge´ne´rescences de diagrammes de fle`ches ge´ne´ratrices,
leurs extensions par rajc ont pour rele`vements marque´s dans ν ceux induits
par les rele`vements marque´s des diagrammes non de´ge´ne´re´s dont ils sont les
de´ge´ne´rescences. Pour que cette dernie`re de´finition ait un sens, il faut que
tout diagramme de´ge´ne´re´ ne soit la de´ge´ne´rescence que d’un diagramme non
de´ge´ne´re´, ce qui est le cas ici. Si les diagrammes sont de´ge´ne´rescences de di-
agrammes avec l’identite´, les rele`vements marque´s dans ν de leurs extensions
par rajc seront les extensions par rajc des morphismes des buts des fle`ches
ge´ne´ratrices vers A via l’objet de l’identite´. Et donc par construction le mar-
quage de (Rajc(A, µ), ν) est canonique et (Rajc(A, µ), ν) munie de rajc ve´rifie
bien la proprie´te´ 1). En outre, cette construction est bien de´finie car C − PC
est une cate´gorie admettant les coproduits et les sommes amalgame´es calcule´es
niveau par niveau.
Pour (B, λ) et f : A → B ve´rifiant la condition de la proprie´te´ 2), le di-
agramme ci-dessus, avec f et B a` la place de rajc et Rajc(A, µ) et ou` le
morphisme
∐
X→Y ∈FG1
X→A/∈µ
Y → B est celui induit par la condition de la proprie´te´
2) pour B et f , commute et donc il existe un unique morphisme de la somme
amalgame´e Rajc(A, µ) vers B. Ce morphisme pre´compose´ par rajc donne f
et il pre´serve le marquage, car f et rajc pre´servent le marquage de A, que
pre´compose´ par un rele`vement de Rajc(A, µ) non induit par µ (i.e. provenant
de
∐
X→Y ∈FG1
X→A/∈µ
Y → Rajc(A, µ)) et non de´ge´ne´re´, il devient le rele`vement cor-
respondant pour B (qui est une des composantes de
∐
X→Y ∈FG1
X→A/∈µ
Y → B) et
enfin car B est marque´ canoniquement . En outre, la pre´servation du mar-
quage impose´e au morphisme de Rajc(A, µ) dans B, le fait que Rajc(A, µ) est
une somme amalgame´e et que les FG1-cofibrations sont des monomorphismes
entraˆınent comme pour EΦ que ce morphisme est uniquement de´termine´ par
la condition de la proprie´te´ 2) pour B et donc est unique, ce qui de´montre la
proposition-de´finition.
CQFD.
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Tout d’abord remarquons que pour toute C-cate´gorie facile C munie d’un
morphisme g : A → C, la construction ci-dessus fournit un morphisme de
Rajc(A, µ) vers C dont la pre´composition par rajc redonne g. Toutefois il
existe autant de tels morphismes que de marquages canoniques possibles sur
C. Mais pour un marquage canonique fixe´ et a` suppose´ que g pre´serve alors
le marquage, il existe un unique morphisme de Rajc(A, µ) vers C dont la
pre´composition par rajc redonne g et qui pre´serve le marquage (c’est une
application directe de la proposition pre´ce´dente aux C-cate´gories marque´es
canoniquement).
Par ailleurs la proprie´te´ 2) de la proposition-de´finition assure l’unicite´ a` iso-
morphisme pre`s de la construction Rajc et entraˆıne sa fonctorialite´ en (A, µ).
Proposition 5.5.10 (-de´finition) Soit (C,F1,F2) une donne´e de Segal facile.
Soit A une C-pre´cate´gorie quelconque, il existe une C-cate´gorie marque´e canon-
iquement Catc(A) munie d’un morphisme can
c
A : A → Catc(A) et ayant la
proprie´te´ universelle suivante :
pour toute C-cate´gorie marque´e canoniquement (B, λ) munie d’un morphisme
f issu de A, il existe un unique morphisme f˜ de Catc(A) vers B pre´servant
le marquage et dont la pre´composition par cancA est f .
A
f ✲ B
..
..
..
..
..
..
..
∃!f˜
✒
Catc(A)
cancA
❄
Preuve :
Soit α un cardinal re´gulier strictement plus grand que le plus petit cardinal
re´gulier pour lequel les sources et buts des fle`ches de F1 et F2 sont petites.
Nous allons construire Catc(A) par re´currence transfinie. Posons :
(A0, µ0) = (A, ∅) et can
c
0 = IdA
Supposons (Aβ, µβ) et can
c
β : A→ A
β de´finis pour un ordinal β < α, alors on
pose :
(Aβ+1, µβ+1) = (Rajc(A
β, µβ), ν) et can
c
β+1 = rajc ◦ can
c
β
Soit un ordinal limite γ < α, supposons (Aβ, µβ) et can
c
β : A → A
β de´finis
pour tout ordinal β < γ, alors on pose :
(Aγ, µγ) =
(
colim
−−−−→
β<γ
Aβ , colim
−−−−→
β<γ
µβ
)
et cancγ = colim−−−−→
β<γ
cancβ
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Par re´currence transfinie, on a bien de´fini pour tout ordinal β < α une C-
pre´cate´gorie partiellement marque´e canoniquement (Aβ, µβ) munie d’un mor-
phisme cancβ : A→ A
β. Posons donc :
Catc(A) =
(
colim
−−−−→
β<α
Aβ , colim
−−−−→
β<α
µβ
)
et cancA = colim−−−−→
β<α
cancβ
Cette construction est bien de´finie car C − PC admet les coproduits, les sommes
amalgame´es et les colimites se´quentielles transfinies par proposition 1.2.5 et
par construction Catc(A) est partiellement marque´e canoniquement.
Montrons que Catc(A) est totalement marque´e. Soit X → Y une fle`che de
FG1 et X → Catc(A) un morphisme quelconque. Par le lemme 3.4.5 , X
source d’un morphisme de FG1 est α-petit, alors, par de´finition 2.3.3 de α-
petit, le morphisme X → Catc(A) se factorise a` travers un Aβ pour un certain
β < α. On a alors deux cas. Si X → Y posse`de un rele`vement par rapport
a` Aβ marque´ dans µβ alors son extension par A
β → Catc(A) est dans la col-
imite des µβ et donc est marque´ pour Catc(A). Si en revanche X → Y ne se
rele`ve pas par rapport a` Aβ , alors par la proprie´te´ 1) de la construction Rajc,
son extension par Aβ → Rajc(Aβ , µβ) = Aβ+1 appartient a` µβ+1 et donc son
extension par Aβ+1 → Catc(A) est dans la colimite des µβ et donc est marque´
pour Catc(A). Ainsi Catc(A) est totalement marque´e, ce qui fait de Catc(A)
une C-cate´gorie marque´e.
Soit (B, λ) une C-cate´gorie marque´e canoniquement munie d’un morphisme
f : A→ B. Construisons par re´currence transfinie le morphime f˜ : Catc(A)→
B faisant commuter le diagramme de la proposition. Au cran 0, on a bien f 0 :
A0 → B qui n’est autre que f pre´servant le marquage et tel que f 0 ◦can0 = f .
Supposons construit fβ : Aβ → B pre´servant le marquage tel que fβ◦canβ = f
pour β < α, alors par la proprie´te´ 2) de la construction Rajc, il existe un mor-
phisme fβ+1 : Rajc(A
β, µβ) = A
β+1 → B pre´servant le marquage et dont la
pre´composition par rajc est f
β d’ou` il vient que :
fβ+1 ◦ canβ+1 = f
β+1 ◦ rajc ◦ canβ = f
β ◦ canβ = f
ce que l’on voulait.
Soit maintenant un ordinal limite γ < α et supposons construit, pour tout
β < γ, fβ : Aβ → B pre´servant le marquage tel que fβ ◦ canβ = f . Par
proprie´te´ universelle de la colimite, il existe un morphisme f γ : colimAβ =
Aγ → B pre´servant le marquage, colimite des marquages µβ, et telle que
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f γ ◦ canγ = f . Par re´currence transfinie, on a donc pour tout β < α des mor-
phismes fβ : Aβ → B pre´servant le marquage tel que fβ ◦canβ = f . On de´finit
alors f˜ : Catc(A) → B comme colimite des f
β pour β < α et, par proprie´te´
de colimite, f˜ pre´serve le marquage et pre´compose´ par (canc)A redonne bien
f . Cette construction est bien de´finie car C − PC posse`de les coproduits, les
sommes amalgame´es et les colimites se´quentielles transfinies. En outre, le fait
d’imposer a` f˜ de pre´server le marquage, allie´ au fait que les FG1-cofibrations
sont des monomorphismes, entraˆıne l’unicite´ de f˜ et ainsi Catc(A) ve´rifie la
proprie´te´ universelle de la proposition.
CQFD.
On peut remarquer que la construction de la factorisation ci-dessus s’ap-
plique aussi bien pour les C-cate´gories faciles mais, comme on l’a de´ja` remarque´
pour la construction Rajc, il n’y aura pas d’unicite´ de la factorisation a` travers
Catc(A).
Comme la cate´gorisation Cat, la cate´gorisation re´duite Catc est un adjoint
a` gauche du foncteur oubli des C-cate´gories canoniquement marque´es vers les
C-pre´cate´gories.
Corollaire 5.5.11 Soit (C,F1,F2) une donne´e de Segal facile. La construc-
tion Catc est un foncteur de C − PC vers C − Cmc qui est adjoint a` gauche du
foncteur Oubli, i.e. on a un isomorphisme naturel en A et (B, λ), induit par
le morphisme cancA :
HomC−Cmc(Catc(A), (B, λ)) = HomC−PC(A,Oubli((B, λ)))
De ce fait, le foncteur Catc pre´serve les colimites.
Preuve :
De la proprie´te´ universelle de Catc(A) de´coule son unicite´ a` isomorphisme
pre`s, ce qui entraˆıne la fonctorialite´ de la construction Catc et la naturalite´
de cancA en A, mais aussi que Catc est en fait un adjoint a` gauche du foncteur
Oubli des C-cate´gories marque´es canoniquement vers les C-pre´cate´gories. En-
fin comme foncteur adjoint a` gauche, Catc pre´serve les colimites.
CQFD.
Comme nous venons de construire un troisie`me proce´de´ de cate´gorisation,
il est tre`s utile de le comparer avec Cat notamment pour ve´rifier si les notions
d’e´quivalences faibles induites par ces deux cate´gorisations sont les meˆmes.
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Lemme 5.5.12 Soit (C,F1,F2) une donne´e de Segal facile. Alors pour toute
C-pre´cate´gorie A, le morphisme canonique cancA : A → Catc(A) est une
e´quivalence faible de C − PC et, pour tout morphisme de C-pre´cate´gories f :
A→ B, f est une e´quivalence faible si et seulement si Catc(f) est une e´qui-
valence de C-cate´gories.
Preuve :
On peut modifier le marquage de Bigcat(A) afin qu’il devienne canonique. De`s
lors il existe un unique morphisme pre´servant le marquage de Catc(A) vers
Bigcat(A) factorisant bcanA. De plus, Catc(A) e´tant une C-cate´gorie marque´e,
il existe un morphisme (non ne´cessairement unique) pre´servant le marquage
de Bigcat(A) vers Catc(A). Comme pour Cat(A) (c’est-a`-dire comme dans la
de´monstration de la proposition 2.7.1), on montre que ces morphismes sont
des e´quivalences de C-cate´gories si A est une C-cate´gorie facile, on en de´duit
par ”trois pour deux” pour les e´quivalences de C-cate´gories que cancA : A →
Catc(A) est une e´quivalence de C-cate´gories si A est une C-cate´gorie facile.
Puis toujours de la meˆme manie`re que pour Cat(A), en utilisant la pro-
prie´te´ universelle de Catc(A) et ”trois pour deux” pour les e´quivalences de
C-cate´gories, on montre que pour toute C-pre´cate´gorie A l’image par Catc du
morphisme canonique cancA est une e´quivalence de C-cate´gories. Ceci montre
que Catc est une bonne cate´gorisation.
En utilisant alors le lemme 2.11.2 avec la cate´gorisation Catc, on obtient que,
pour tout morphisme de C-pre´cate´gories f , Catc(f) est une e´quivalence de C-
cate´gories si et seulement si Bigcat(f) l’est. Or par le lemme 4.6.6, Bigcat(f)
est une e´quivalence de C-cate´gories si et seulement si Cat(f) l’est, ceci montre
la seconde partie du lemme.
Comme en outre on a de´ja` montre´ que, pour toute C-pre´cate´gorie A, l’image
par Catc du morphisme canonique can
c
A est une e´quivalence de C-cate´gories,
la seconde partie du lemme que l’on vient de prouver montre que cancA est
bien une e´quivalence faible de C-pre´cate´gories.
CQFD.
Nous avons donc bien une nouvelle cate´gorisation Catc qui induit la meˆme
notion d’e´quivalence faible que Cat. Comme nous l’avons introduite afin de
pre´server la notion de C-pre´cate´gories librement ordonne´es, nous allons main-
tenant montrer que Catc conserve bien cette notion.
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5.5.3 Equivalence de C-pre´cate´gories librement ordonne´es
L’utilite´ d’avoir conside´re´ les marquages canoniques et d’avoir construit
une cate´gorisation ne prenant plus de sommes amalgame´es de diagrammes
de´ge´ne´re´s est que cette cate´gorisation re´duite pre´serve la notion de C-pre´cate´-
gories librement ordonne´es et permettra ainsi de donner un crite`re pratique
pour montrer qu’un morphisme de C-pre´cate´gories librement ordonne´es est
une e´quivalence faible, notion difficile a` manipuler par ailleurs. Commenc¸ons
donc par montrer e´tape par e´tape que la cate´gorisation re´duite Catc pre´serve
bien la notion de C-pre´cate´gories librement ordonne´es. Comme les hypothe`ses
sur la donne´e de Segal facile qui assurent ce re´sultat sont valables pour tous les
autres re´sultats de cette partie, nous allons d’abord e´noncer ces hypothe`ses.
Hypothe`ses 5.5.13 Soit (C,F1,F2) une donne´e de Segal facile ve´rifiant les
proprie´te´s suivantes :
1) la cate´gorie de mode`les ferme´e sous-jacente C est une cate´gorie de mode`les
ferme´e simpliciale,
2) il n’existe aucun morphisme de but l’ensemble vide qui ne soit pas un iso-
morphisme,
3) les cofibrations sont stables par produit fibre´ au-dessus d’un objet discret.
Lemme 5.5.14 Supposons vraies les hypothe`ses 5.5.13.
Si (A, µ) est une C-pre´cate´gorie librement ordonne´e et partiellement marque´e
canoniquement, alors Rajc(A, µ) est librement ordonne´e. De plus pour tout
couple ordonne´ d’objets de A adjacents (a, a′), le morphisme
(
rajcA
)
1
(a, a′) :
A1(a, a
′) → Rajc(A)1(a, a
′) est une cofibration triviale de la cate´gorie de
mode`les ferme´e C.
Preuve :
Par construction, Rajc(A) est une somme amalgame´e de A par un coproduit
de fle`ches ge´ne´ratrices qui sont toutes des isomorphismes sur les objets. Ainsi
la construction Rajc laisse les objets invariants et donc Rajc(A)0 qui n’est
autre que A0 est bien un ensemble fini totalement ordonne´.
Comme Rajc(A) est une somme amalgame´e de A par un coproduit de fle`ches
ge´ne´ratrices indexe´ par les diagrammes non de´ge´ne´re´s et non inclus dans µ,
on peut le de´velopper comme une colimite se´quentielle transfinie de sommes
amalgame´es par une fle`che ge´ne´ratrice d’un diagramme non de´ge´ne´re´ et non
inclus dans µ. Non seulement ces fle`ches ge´ne´ratrices sont des cofibrations
entre C-pre´cate´gories librement ordonne´es strictes induisant l’identite´ sur les
objets, d’apre`s le lemme 5.5.2, mais toute fle`che ge´ne´ratrice h : X → Y ve´rifie
la proprie´te´ que, pour tout couple ordonne´e (x, x′) d’objets adjacents de X ,
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X1(x, x
′) n’est pas isomorphe a` l’ensemble vide, car d’apre`s la de´monstration
du lemme 5.5.2, X1(x, x
′) n’est autre que la source d’une fle`che de F1 ou le
but d’une fle`che de F2 qui sont non isomorphes a` l’ensemble vide par hy-
pothe`se. Ainsi par le lemme 5.5.3, tout morphisme de la source d’une fle`che
ge´ne´ratrice vers A pre´serve l’ordre, et meˆme strictement car n’apparaissent
dans Rajc(A, µ) que celles des diagrammes non de´ge´ne´re´s. Ainsi la somme
amalgame´e par une fle`che ge´ne´ratrice d’un diagramme non de´ge´ne´re´ et non
inclus dans µ ve´rifie les hypothe`ses du 2) du lemme 5.5.4, ce qui en fait
une C-pre´cate´gorie librement ordonne´e. Ainsi Rajc(A, µ) devient une colim-
ite se´quentielle transfinie de C-pre´cate´gories librement ordonne´es ve´rifiant les
hypothe`ses du 3) du lemme 5.5.4, ce qui fait de Rajc(A, µ) une C-cate´gorie li-
brement ordonne´e.
Soit (a, a′) un couple ordonne´ d’objets adjacents de A. Rajc(A, µ)1(a, a
′) n’est
autre que la somme amalgame´e de A1(a, a
′) par un coproduit de h1(x, x
′),
avec h une fle`che ge´ne´ratrice d’un diagramme (d, h) non de´ge´ne´re´ et non in-
clus dans µ et x et x′ des objets de la source de h s’envoyant par d sur a et
a′. Comme on l’a vu ci-dessus, d pre´serve strictement l’ordre, donc est une
injection au niveau des objets. Ceci entraˆıne que le couple (x, x′) est unique
et ordonne´ mais surtout que x et x′ sont adjacents. Si h est de type ∆[m]Θf
alors h1(x, x
′) n’est autre que f , qui e´tant dans F1 est une cofibration triviale.
Si h est de type Boitm(g) alors h1(x, x
′) n’est autre que l’identite´ du but de
g, donc une cofibration triviale. Comme par hypothe`se, C est une cate´gorie
de mode`les ferme´e simpliciale dont tous les objets sont cofibrants, par corol-
laire 5.3.14, le coproduit des h1(x, x
′) est une e´quivalence faible et aussi une
cofibration comme coproduit de cofibrations. Par stabilite´ des cofibrations
triviales par somme amalgame´e le long d’un morphisme dans la cate´gorie de
mode`les ferme´e C, il vient que rajc1(a, a
′) est une cofibration triviale.
CQFD.
Lemme 5.5.15 Supposons vraies les hypothe`ses 5.5.13.
Si A est une C-pre´cate´gorie librement ordonne´e alors Catc(A) est librement
ordonne´e. De plus pour tout couple ordonne´ d’objets de A adjacents (a, a′),
le morphisme
(
cancA
)
1
(a, a′) : A1(a, a
′) → Catc(A)1(a, a
′) est une cofibration
triviale de la cate´gorie de mode`les ferme´e C.
Preuve :
Il est facile de voir que la construction Catc laisse les objets invariants. Ainsi
Catc(A)0 n’est autre que A0 ensemble fini totalement ordonne´.
Par construction, Rajc(A) est une somme amalgame´e de A par un coproduit
de cofibrations induisant l’identite´ sur les objets donc le morphisme naturel
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A→ Rajc(A) est une cofibration induisant l’identite´ sur les objets. Par cette
remarque et par le lemme pre´ce´dent, il vient que Catc(A) est une colimite
se´quentielle transfinie de C-pre´cate´gories librement ordonne´es ve´rifiant les hy-
pothe`ses du 3) du lemme 5.5.4, ce qui en fait une C-cate´gorie librement or-
donne´e.
On conclut simplement en remarquant que
(
cancA
)
1
(a, a′) est une colimite
se´quentielle transfinie de cofibrations triviales, d’apre`s le lemme pre´ce´dent, ce
qui en fait une cofibration triviale par stabilite´ des cofibrations triviales par
colimite se´quentielle transfinie dans la cate´gorie de mode`les ferme´e C.
CQFD.
Nous avons donc montre´ que la cate´gorisation re´duite pre´serve les C-
pre´cate´gories librement marque´es mais aussi l’homotopie de leurs espaces de
morphismes entre objets adjacents. C’est cette dernie`re proprie´te´ qui nous per-
mettra de montrer qu’un morphisme de C-pre´cate´gories librement ordonne´es
pre´servant l’ordre et induisant sur chaque espace de morphismes entre ob-
jets adjacents une e´quivalence faible est lui-meˆme une e´quivalence faible de
C-pre´cate´gories. Afin de montrer cette proposition, donnons un lemme qui
permet de simplifier la de´monstration de celle-ci.
Lemme 5.5.16 Supposons vraies les hypothe`ses 5.5.13.
Soient A une C-pre´cate´gorie librement ordonne´e et (x0, . . . , xm) une suite or-
donne´e d’objets de A deux-a`-deux adjacents. Alors les morphismes
Catc(A)m(x0, . . . , xm)→ Catc(A)1(x0, xm),
Catc(A)m(x0, . . . , xm)→ Catc(A)1(x0, x1)× . . .× Catc(A)1(xm−1, xm) et
A1(x0, x1)×. . .×A1(xm−1, xm)→ Catc(A)1(x0, x1)×. . .×Catc(A)1(xm−1, xm)
sont des e´quivalences faibles de C.
Preuve :
A e´tant une C-pre´cate´gorie librement ordonne´e, par le lemme pre´ce´dent, on a
que Catc(A) est librement ordonne´e. D’ou` par le ii) des C-pre´cate´gories libre-
ment ordonne´es, on a que Catc(A)m(x0, . . . , xm) → Catc(A)1(x0, xm) est une
e´quivalence faible. Comme Catc(A) est une C-cate´gorie, Catc(A)m(x0, . . . , xm)→
Catc(A)1(x0, x1)× . . .×Catc(A)1(xm−1, xm) est une alliance d’objets re´gaux,
donc c’est une e´quivalence faible. Enfin comme les xi sont deux-a`-deux adja-
cents, par le lemme pre´ce´dent, on obtient que les morphismes A1(xi, xi+1)→
Catc(A)1(xi, xi+1) sont des e´quivalences faibles et donc leur produit
A1(x0, x1)×. . .×A1(xm−1, xm)→ Catc(A)1(x0, x1)×. . .×Catc(A)1(xm−1, xm)
aussi.
CQFD.
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Proposition 5.5.17 Supposons vraies les hypothe`ses 5.5.13.
Si f : A→ B est un morphisme entre C-pre´cate´gories librement ordonne´es qui
induit un isomorphisme sur les objets pre´servant l’ordre et tel que, pour tout
couple ordonne´ d’objets de A adjacents (a, a′), f1(a, a
′) : A1(a, a
′)→ B1(a, a′)
est une e´quivalence faible de C, alors f est une e´quivalence faible dans C − PC.
Preuve :
Pour montrer que f est une e´quivalence faible, d’apre`s le lemme 5.5.12, il
suffit de montrer que Catc(f) est une e´quivalence de C-cate´gories. Comme la
construction Catc laisse invariant les objets et que f est un isomorphisme sur
les objets alors Catc(f) aussi, donc Catc(f) est essentiellement surjectif.
Montrons maintenant que pour tout couple d’objets (a, a′) de A, le morphisme
Catc(f)1(a, a
′) est une e´quivalence faible dans C. Pour cela nous allons raison-
ner par disjonction des cas.
Si a et a′ sont e´gaux, alors, comme Catc(A) et Catc(B) sont librement or-
donne´es, car A et B le sont, il vient par le iii) des C-pre´cate´gories librement
ordonne´es que Catc(f)1(a, a
′) n’est autre que l’identite´ du point.
Si a et a′ sont distincts, comme A0 est totalement ordonne´, on a soit a < a
′
soit a > a′. Dans ce deuxie`me cas, comme Catc(A) et Catc(B) sont librement
ordonne´es, car A et B le sont, il vient par le i) des C-pre´cate´gories librement
ordonne´es que Catc(f)1(a, a
′) n’est autre que l’identite´ de l’ensemble vide.
Il ne reste donc plus qu’a` traiter le cas ou` a < a′. Nous diviserons ce cas
en deux sous-cas. Tout d’abord si a et a′ sont adjacents, alors (cancA)1(a, a
′) et
(cancB)1(a, a
′) sont des e´quivalences faibles par le lemme 5.5.15 et f1(a, a
′) est
une e´quivalence faible par hypothe`se sur f . Comme on a l’e´galite´ Catc(f)1(a, a
′)◦
(cancA)1(a, a
′) = (cancB)1(a, a
′)◦f1(a, a′), par ”trois pour deux” dans la cate´gorie
de mode`les ferme´e C, il vient que Catc(f)1(a, a′) est une e´quivalence faible.
Terminons donc par le cas a < a′ avec a et a′ non adjacents. Comme A0 est un
ensemble fini et totalement ordonne´, il existe une suite ordonne´e (a0, . . . , am)
d’objets de A deux-a`-deux adjacents telle que a0 = a et am = a
′. En appliquant
le lemme pre´ce´dent, il vient que Catc(A)m(x0, . . . , xm) → Catc(A)1(x0, xm)
est une e´quivalence faible, de meˆme pour B, et par ”trois pour deux” dans
la cate´gorie de mode`les ferme´e C, on obtient que Catc(f)1(a, a′) est une e´qui-
valence faible si et seulement si Catc(f)m(a0, . . . , am) l’est. De la meˆme manie`re,
le fait que Catc(A)m(x0, . . . , xm)→ Catc(A)1(x0, x1)×. . .×Catc(A)1(xm−1, xm)
et A1(x0, x1)×. . .×A1(xm−1, xm)→ Catc(A)1(x0, x1)×. . .×Catc(A)1(xm−1, xm)
soient des e´quivalences faibles, d’apre`s le lemme pre´ce´dent, montre, par ”trois
pour deux” dans C, que Catc(f)m(a0, . . . , am) est une e´quivalence faible si
224
et seulement si
∏
Catc(f)1(ai, ai+1) l’est et que
∏
Catc(f)1(ai, ai+1) est une
e´quivalence faible si et seulement si
∏
f1(ai, ai+1) l’est. Donc Catc(f)1(a, a
′)
est une e´quivalence faible si et seulement si
∏
f1(ai, ai+1) l’est, par transi-
tivite´ de l’e´quivalence logique. Or comme les ai sont deux-a`-deux adjacents,
par hypothe`se, les morphismes f1(ai, ai+1) sont des e´quivalences faibles ainsi
que leur produit, dans la cate´gorie de mode`les ferme´e C.
CQFD.
Cette proposition sera utile pour de´montrer la proposition sur le produit
des e´quivalences faibles dans C mais c’est e´galement un crite`re tre`s simple pour
de´montrer que certains morphismes sont des e´quivalences faibles. Ce crite`re
va nous permettre en particulier de montrer que les fle`ches ge´ne´ratrices sont
des cofibrations triviales.
Corollaire 5.5.18 Supposons vraies les hypothe`ses 5.5.13.
Les fle`ches ge´ne´ratrices de la famille FG1 sont des cofibrations triviales de
C − PC.
Preuve
Comme a` chaque niveau les fle`ches ge´ne´ratrices sont des coproduits de fle`ches
de F1 ou F2 et que ces dernie`res sont des cofibrations par de´finition de la
donne´e de Segal facile, alors par stabilite´ des cofibrations par coproduit dans
la cate´gorie de mode`les ferme´e C, il vient que les fle`ches ge´ne´ratrices sont des
cofibrations niveau par niveau.
Par le lemme 5.5.2, les fle`ches ge´ne´ratrices sont des morphismes de C-pre´cate´-
gories librement ordonne´es strictes qui induisent l’identite´ sur les objets. Donc
par la proposition pre´ce´dente, il suffit de montrer que, pour toute fle`che
ge´ne´ratrice h et pour tout couple ordonne´ (x, y) d’objets adjacents de la source
de h, h1(x, y) est une e´quivalence faible.
Si h est du type ∆[m]Θf , avec f dans F1, alors h1(x, y) n’est autre que f ,
d’apre`s la de´monstration du lemme 5.5.2. Or f est une cofibration triviale,
donc une e´quivalence faible.
Si h est du type Boitm(g), avec g dans F2, alors h1(x, y) n’est autre que l’i-
dentite´ du but de g, d’apre`s la de´monstration du lemme 5.5.2. Donc c’est une
e´quivalence faible.
CQFD.
Comme nous avons maintenant en main tous les outils ne´cessaires pour
montrer le re´sultat cherche´ sur le produit carte´sien de C-cate´gories, nous allons
consacrer la prochaine partie a` la de´monstration de ce re´sultat.
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5.5.4 Produit d’e´quivalence faibles des C-pre´cate´gories
Le but de cette section est d’e´tudier le produit carte´sien des C-pre´cate´-
gories et son comportement vis-a`-vis de la cate´gorisation. Avant d’e´noncer le
the´ore`me de cette section, inte´ressons-nous au lemme technique suivant.
Lemme 5.5.19 Soit (C,F1,F2) une donne´e de Segal facile telle que la cate´gorie
de mode`les ferme´e sous-jacente C est une cate´gorie de mode`les ferme´e simpli-
ciale engendre´e par monomorphismes.
Soient A → A′, B → B′ et C → C ′ des iso-cofibrations triviales. Supposons
que le morphisme A′
∐
AC → C
′ soit une cofibration. Alors leur somme amal-
game´e B
∐
A C → B
′
∐
A′ C
′ est aussi une iso-cofibration triviale.
Preuve :
Par le lemme 5.4.8, le morphisme C → A′
∐
A C est une iso-cofibration triv-
iale comme somme amalgame´e le long de A → C de l’iso-cofibration triv-
iale A → A′. Par proprie´te´ universelle de la somme amalgame´e A′
∐
A C,
il existe un morphisme A′
∐
AC → C
′ dont la pre´composition par l’iso-
cofibration triviale C → A′
∐
AC n’est autre que l’iso-cofibration triviale
C → C ′. Par l’axiome ”trois pour deux” dans C − PC pour les isomorphismes
sur les objets et pour les e´quivalences faibles, on obtient que A′
∐
A C → C
′
est une iso-e´quivalence faible. Or par hypothe`se, c’est aussi une cofibration.
Donc c’est une iso-cofibration triviale. En outre le morphisme B
∐
AC →
B′
∐
B(B
∐
A C) est une iso-cofibration triviale comme somme amalgame´e le
long de B → B
∐
A C de l’iso-cofibration triviale B → B
′, par lemme 5.4.8.
Or B′
∐
B(B
∐
A C) n’est autre que B
′
∐
AC. Donc on a obtenu que le mor-
phisme B
∐
AC → B
′
∐
A C est une iso-cofibration triviale. Toujours par le
lemme 5.4.8, le morphisme B′
∐
A C → (B
′
∐
A C)
∐
A′
∐
A C
C est une iso-
cofibration triviale comme somme amalgame´e le long de A′
∐
AC → B
′
∐
A C
de l’iso-cofibration triviale B
∐
AC → B
′
∐
A′ C
′. Or (B′
∐
A C)
∐
A′
∐
A C
C
n’est autre que B′
∐
A′ C
′. Donc le morphisme B′
∐
A C → B
′
∐
A′ C
′ est
une iso-cofibration triviale. Enfin on remarque que le morphisme universel
B
∐
AC → B
′
∐
A′ C
′ est une iso-cofibration triviale comme compose´e des iso-
cofibrations triviales B
∐
AC → B
′
∐
A C et B
′
∐
A C → B
′
∐
A′ C
′.
CQFD.
The´ore`me 5.5.20 Soit (C,F1,F2) une donne´e de Segal facile ve´rifiant les
proprie´te´s suivantes :
1) la cate´gorie sous-jacente C est une cate´gorie de mode`les ferme´e simpliciale
engendre´e par monomorphismes,
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2) les cofibrations ge´ne´ratrices de la cate´gorie de mode`les ferme´e engendre´e
de manie`re cofibrante C ont leurs sources et buts α-petits, pour un cardinal
re´gulier α plus grand qu’ ℵ0,
3) les cofibrations ge´ne´ratrices de C ont leurs buts connexes,
4) les re´unions de deux sous-objets sont exactement les sommes amalgame´es
de ces sous-objets au-dessus de leur intersection,
5) pour tout monomorphisme j : A→ B de C, la classe contenant un repre´sentant
de chaque classe d’isomorphismes d’objets C par lequel j se factorise dans la
sous-cate´gorie des monomorphismes est un ensemble,
6) les colimites se´quentielles transfinies de la sous-cate´gorie des monomor-
phismes de C existent et sont les colimites se´quentielles transfinies de C,
7) il n’existe aucun morphisme de but l’ensemble vide qui ne soit pas un iso-
morphisme.
Soient A et B deux C-pre´cate´gories. Alors le morphisme A× B → Cat(A)×
Cat(B) est une iso-cofibration triviale.
Afin de de´montrer ce the´ore`me, nous allons tout d’abord faire les re´ductions
suivantes.
Lemme 5.5.21 Supposons vraies les hypothe`ses du the´ore`me 5.5.20.
Le the´ore`me 5.5.20 e´quivaut au re´sultat suivant, qu’on notera (I) :
pour toute C-pre´cate´gorie B et pour toute fle`che C → D ge´ne´ratrice de C-cate´-
gories faciles, le morphisme C ×B → D × B est une iso-cofibration triviale.
Preuve :
Le re´sultat (I) est un corollaire e´vident du the´ore`me, donc il suffit de montrer
que le the´ore`me de´coule du re´sultat (I) pour avoir l’e´quivalence cherche´e.
Supposons donc le re´sultat (I) vrai. Soit A une C-pre´cate´gorie, pour tout
morphisme de la source C d’une fle`che ge´ne´ratrice de C-cate´gories faciles vers
A, on obtient par lemme 5.4.8 que le morphisme A×B → (A
∐
C D)×B est une
iso-cofibration triviale comme somme amalgame´e le long de C×B → A×B de
l’iso-cofibration triviale C×B → D×B. Or le morphisme A×B → Cat(A)×
B s’obtient comme une colimite se´quentielle transfinie de tels morphismes
et donc, par lemme 5.4.10, c’est une iso-cofibration triviale. De meˆme, on
peut montrer que Cat(A) × B → Cat(A) × Cat(B) est une iso-cofibration
triviale. Ainsi par composition, A × B → Cat(A) × Cat(B) est encore une
iso-cofibration triviale, ce qui montre le the´ore`me.
CQFD.
Lemme 5.5.22 Supposons vraies les hypothe`ses du the´ore`me 5.5.20.
Le re´sultat (I) est e´quivalent au re´sultat (II) suivant :
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pour tout objet X de C, pour tout entier n et pour toute fle`che E → F
ge´ne´ratrice de C-cate´gories faciles de type 2, le morphisme E × ∆[n]ΘX →
F ×∆[n]ΘX est une iso-cofibration triviale.
Preuve
Il est facile de voir que le re´sultat (II) est un cas particulier du re´sultat (I). Il
suffit donc de montrer que (II) implique (I). Tout d’abord, on peut remarquer
que le re´sultat (I) est toujours vrai si la fle`che ge´ne´ratrice C → D est de type
1. En effet, dans ce cas, cette fle`che est de la forme ∆[m]ΘC ′ → ∆[m]ΘD′,
avec C ′ → D′ un e´le´ment de F1, donc une cofibration triviale dans C. Donc
pour tout entier n, on a que Cn → Dn est une cofibration triviale dans
C comme coproduit de cofibrations triviales dans la cate´gorie de mode`les
ferme´e C. Par hypothe`se sur la cate´gorie de mode`les ferme´e C, il vient que
(C × B)n → (D × B)n est aussi une cofibration triviale comme produit des
cofibrations triviales Cn → Dn et IdBn. Comme en outre C → D est un
isomorphisme sur les objets alors C × B → D × B aussi et, par la proposi-
tion 5.4.5, il vient que c’est aussi une cofibration triviale. Comme le re´sultat
(I) est toujours vrai pour les fle`ches ge´ne´ratrices de type 1, on doit donc seule-
ment montrer que (II) implique (I) pour les fle`ches ge´ne´ratrices de type 2. Par
le corollaire 5.3.9, on a que les I-cofibrations sont exactement les cofibrations.
Donc les objets, e´tant tous cofibrants, sont des re´tracts d’un objet qui est
une colimite se´quentielle transfinie de sommes amalgame´es d’e´le´ments de I
a` partir de l’objet initial. Si B est un re´tract de B′, alors E × B → F × B
est un re´tract de E × B′ → F × B′ de manie`re e´vidente . Comme les e´qui-
valences faibles de C − PC sont stables par re´tracts par lemme 5.1.4, il suffit
de montrer (I) pour les objets B colimites se´quentielles transfinies de sommes
amalgame´es d’e´le´ments de I.
Montrons maintenant le re´sultat (*) suivant : soient E×A→ F×A, E×B →
F × B et E × C → F × C des iso-cofibrations triviales, alors leur somme
amalgame´e E × (B
∐
A C) → F × (B
∐
A C) aussi. Ce re´sultat de´coule du
lemme 5.5.19 si l’on montre que (F ×A
∐
E×AE × C)→ F × C est une cofi-
bration. Or on peut remarquer que le produit fibre´ de F×A et E×C au-dessus
de F × C n’est autre que E × A. Donc par hypothe`se sur C, on obtient que
niveau par niveau le morphisme de la somme amalgame´e dans F ×C est une
cofibration. Ce qui montre le re´sultat (*).
Les C-pre´cate´gories de la forme ∂∆[n]ΘX sont des sommes amalgame´es de
C-pre´cate´gories de la forme ∆[m]ΘX . Donc comme on suppose (II) vrai, on
obtient par le re´sultat (*) que (I) est vraie pour les C-pre´cate´gories de la forme
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∆[m]ΘX et ∂∆[n]ΘX . En outre les sources et but des fle`ches de I sont des
sommes amalgame´es de C-pre´cate´gories de la forme ∂∆[n]ΘX et ∆[m]ΘX ,
donc toujours par re´sultat (*), on obtient que (I) est vrai pour les sources
et but des fle`ches de I. Donc toujours par (*), on obtient que (I) est en-
core vrai pour les sommes amalgame´es de sources et buts de fle`ches de I.
Par lemme 5.4.12, les colimites se´quentielles transfinies d’iso-cofibrations triv-
iales le long de cofibrations sont des iso-cofibrations triviales. Comme I est
contenu dans les cofibrations, les morphismes obtenus comme sommes amal-
game´es de E ×B ou de F ×B par les fle`ches de I sont des cofibrations, donc
par le lemme 5.4.12, (I) est vrai pour les colimites se´quentielles transfinies de
sommes amalgame´es d’e´le´ments de I, donc, comme on l’a vu ci-dessus, pour
leurs re´tracts et finalement pour toute C-pre´cate´gorie, car ce sont toutes des
re´tracts de tels objets.
CQFD.
Lemme 5.5.23 Supposons vraies les hypothe`ses du the´ore`me 5.5.20.
Le re´sultat (II) est e´quivalent au re´sultat (III) suivant :
pour tous objets X et Y de C et pour tout entier m et n, le morphisme
(Υ(m)ΘX) × (∆[n]ΘY ) → (∆[m]ΘX) × (∆[n]ΘY ) est une iso-cofibration
triviale.
Preuve :
Encore une fois (III) de´coule clairement de (II). Il suffit donc de montrer
que (III) implique (II). Supposons donc (III) vrai. Soit E → F une fle`che
ge´ne´ratrice de type 2, elle s’e´crit donc (Υ(m)ΘF ′)
∐
Υ(m)ΘE′(∆[m]ΘE
′) →
∆[m]ΘF ′, avec E ′ → F ′ une cofibration de C. On va appliquer le lemme 5.5.19
aux donne´es suivantes : A = (Υ(m)ΘE ′) × (∆[n]ΘY ), A′ = (∆[m]ΘE ′) ×
(∆[n]ΘY ), B = B′ = (∆[m]ΘE ′)× (∆[n]ΘY ), C = (Υ(m)ΘF ′)× (∆[n]ΘY ),
C ′ = (∆[m]ΘF ′) × (∆[n]ΘY ). On a bien par (III) que A → A′ et C → C ′
sont des iso-cofibrations triviales, de meˆme que B → B′ qui n’est autre que
l’identite´. On peut facilement remarquer que A′×C′C n’est autre que A, ce qui
par hypothe`se sur C, nous donne que A′
∐
AC → C
′ est une cofibration. Donc
par lemme 5.5.19, on obtient que B
∐
AC → B
′
∐
A′ C
′ est une iso-cofibration
triviale, i.e. que E ×∆[n]ΘY → F ×∆[n]ΘY en est une.
CQFD.
Apre`s toutes ces re´ductions, nous aboutissons au fait que pour de´montrer
le the´ore`me 5.5.20, il faut et il suffit de montrer le re´sultat (III). C’est donc
ce que nous allons faire.
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Preuve du the´ore`me 5.5.20
Les lemmes pre´ce´dents nous montrent que, pour de´montrer le the´ore`me, il
faut et il suffit de de´montrer le re´sultat (III). Tout d’abord on remarque que
Υ(m)ΘX → ∆[m]ΘX est une cofibration et un isomorphisme sur les objets
donc son produit par l’identite´ de ∆[n]ΘY aussi. Montrons donc que ce pro-
duit est une e´quivalence faible.
Posons A = (Υ(m)ΘX) × (∆[n]ΘY ) et B = (∆[m]ΘX) × (∆[n]ΘY ). Les
ensembles d’objets de A et de B sont identiques et consistent en l’ensemble
Ob des couples (i, j) avec 0 ≤ i ≤ m et 0 ≤ j ≤ n. Soit S un sous-ensemble
de Ob, on note A{S} et B{S} les sous-C-pre´cate´gories pleines de A et de B
ayant S pour ensemble d’objets.
On conside`re divers sous-ensembles de Ob. Les rectangles R de taille m′ × n′
sont de´finis comme l’ensemble des couples (i, j) tel que 0 ≤ i ≤ m′ et
0 ≤ j ≤ n′. Un rectangle de taille m′ × n′ sera dit rogne´ de m′′ si les couples
(i, j) tel que 0 ≤ i ≤ m′′, avec m′′ < m′ et j = n′ n’y sont plus. Une queue est
une suite de couples (ik, jk)0≤k≤r telle que ik−1 ≤ ik ≤ ik+1 et jk−1 ≤ jk ≤ jk+1.
Enfin un rectangle a` queue de taille m′ × n′ est la re´union d’un rectangle de
taille m′ × n′ avec une queue de premier terme (m′, n′) et de dernier terme
(m,n). De meˆme on peut de´finir un rectangle rogne´ a` queue.
Mettons sur Ob l’ordre lexicographique, ce qui fait de Ob un ensemble totale-
ment ordonne´. Montrons par re´currence sur (m′, n′) que pour tout rectangle
R de taille m′ × n′ a` queue, le morphisme A{R} → B{R} est une e´qui-
valence faible.
Le rang initial (0, 0) correspond aux queues allant de (0, 0) a` (m,n). Nous
allons en fait montrer le re´sultat pour toutes les queues. Soit S une queue, mon-
trons d’abord que A{S} et B{S} sont des C-pre´cate´gories librement ordonne´es
strictes. Tout d’abord, d’apre`s le lemme 5.5.2, les C-pre´cate´gories Υ(m)ΘX ,
∆[m]ΘX et ∆[n]ΘY sont des C-pre´cate´gories librement ordonne´es strictes.
Il en est donc de meˆme pour leurs produits A et B par le lemme 5.5.4, car
on a munit Ob de l’ordre lexicographique. Comme A{S} et B{S} sont des
sous-C-pre´cate´gories pleines des C-pre´cate´gories librement ordonne´es strictes
A et B et que S est muni de l’ordre induit par celui de Ob, alors ce sont aussi
des C-pre´cate´gories librement ordonne´es strictes. On remarque en outre que
pour x < y adjacents dans S, par de´finition de S, ceci signifie que si x = (i, j)
alors y vaut soit (i, j+1) soit (i+1, j) soit (i+1, j+1). Dans le premier cas,
A1(x, y) et B1(x, y) valent tous les deux ∗×Y , dans le deuxie`me X×∗ et dans
le troisie`me X ×Y , car Υ(m)ΘX et ∆[m]ΘX ont les meˆmes composantes sur
les morphismes principaux. Ceci montre que, pour tout couple ordonne´ (x, y)
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d’objets adjacents de S, on a que A{S}1(x, y) et B{S}1(x, y) sont e´gaux. On
peut alors appliquer la proposition 5.5.17 au morphisme de C-pre´cate´gories li-
brement ordonne´es strictes A{S} → B{S} qui est l’identite´ sur l’ensemble
des objets S, ce qui entraˆıne que A{S} → B{S} est une e´quivalence faible et
donc montre le rang (0, 0) de la re´currence.
Supposons montre´e l’hypothe`se de re´currence pour les rectangles a` queue de
taille m′′×n′′, avec (m′′, n′′) infe´rieur a` (m′, n′). Remarquons tout d’abord que
si (m′, n′) est de la forme (0, n′) ou (m′, 0), les rectangles a` queue correspon-
dant sont des queues allant de (0, 0) a` (m,n), et donc l’hypothe`se de re´currence
est vraie par le cas (0, 0). Il faut donc montrer l’hypothe`se de re´currence pour
(m′, n′) avec m′ > 0 et n′ > 0. Pour cela, nous allons nous servir des rectangles
rogne´s. On remarque en effet que les rectangles a` queue de taille m′×n′ rogne´s
de m′−1 ne sont autres que les rectangles a` queue de taille m′× (n′−1) pour
lesquels l’hypothe`se de re´currence est ve´rifie´e. On remarque en outre que les
rectangles a` queue de taillem′×n′ rogne´s de 0 ne sont autres que les rectangles
a` queue de taille m′ × n′ pour lesquels on veut montrer que l’hypothe`se de
re´currence est ve´rifie´e. Pour cela, on va montrer par re´currence sur 1 ≤ i ≤ m′
que l’hypothe`se est vraie pour les rectangles a` queue rogne´s de m′− i de taille
m′× n′. Le cran initial 1 a de´ja` e´te´ vu. Supposons l’hypothe`se vraie pour une
rognure de m′ − i et montrons-la pour une rognure de m′ − (i+ 1). Notons S
un rectangle a` queue rogne´ de m′ − i− 1. Notons x l’extre´mite´ de la rognure,
i.e. le point (m′ − i− 1, n′). Notons d’abord S¯ le sous-rectangle a` queue de S
de taille m′× n′ rogne´ de m′− i. Notons Sx le sous-rectangle a` queue de S de
taille (m′ − i − 1)× (n′ − 1) dont la queue passe par x et notons S¯x le sous-
rectangle a` queue de S de la meˆme taille mais dont la queue e´vite x en passant
directement de (m′ − i− 1, n′− 1) a` (m′ − i, n′). On a donc que S n’est autre
que la somme amalgame´e de S¯ avec Sx au-dessus de S¯x. On en de´duit que
A{S} n’est autre que la somme amalgame´e de A{S¯} avec A{Sx} au-dessus
de A{S¯x}, de meˆme pour B{S}. Par hypothe`se de re´currence, on a que les
morphismes A{S¯x} → B{S¯x}, A{S¯} → B{S¯} et A{Sx} → B{Sx} sont des
iso-cofibrations triviales, en outre A{S¯} ×B{S¯} B{S¯
x} n’est autre que A{S¯x},
ce qui par hypothe`se sur C, nous donne que A{S¯}
∐
A{S¯x}B{S¯
x} → B{S¯} est
une cofibration. Donc on peut appliquer le lemme 5.5.19 et on obtient que
A{S} → B{S} est une iso-cofibration triviale, ce qui montre l’hypothe`se pour
les rognures de taille m′ − i− 1. Par re´currence, on obtient l’hypothe`se vraie
pour les rognures nulles donc pour les rectangles a` queue de taille m′ × n′, ce
qui montre l’hypothe`se de re´currence au rang (m′, n′). Et donc par re´currence,
on obtient que A{S} → B{S} est une e´quivalence faible pour les rectangles a`
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queue de taille m × n, donc pour S = Ob, ce qui signifie que A→ B est une
e´quivalence faible. Comme en outre on a vu que c’est aussi une iso-cofibration,
on a montre´ que c’est une iso-cofibration triviale.
CQFD.
Le the´ore`me sur le produit des cate´gorisations montre´, nous pouvons main-
tenant en de´duire la stabilite´ des e´quivalences faibles de C-pre´cate´gories par
produit carte´sien.
Corollaire 5.5.24 Supposons vraies les hypothe`ses du the´ore`me 5.5.20.
Soient A→ A′ et B → B′ des e´quivalences faibles alors leur produit A×B →
A′ × B′ est aussi une e´quivalence faible.
Preuve :
Conside´rons le diagramme suivant :
A× B ✲ A′ × B′
Cat(A)× Cat(B)
❄
✲ Cat(A′)× Cat(B′)
❄
Par le the´ore`me 5.5.20, les fle`ches verticales de ce diagramme sont des e´qui-
valences faibles. Donc par l’axiome ”trois pour deux” dans C − PC, mon-
trer que A × B → A′ × B′ est une e´quivalence faible e´quivaut a` montrer
que Cat(A) × Cat(B) → Cat(A′) × Cat(B′), qu’on notera f , est une e´qui-
valence faible.
Comme on l’a vu a` la proposition 3.3.4, une C-cate´gorie facile est un objet
ayant une proprie´te´ de rele`vement a` droite. Or par le lemme 2.1.3, les objets
ayant une proprie´te´ de rele`vement a` droite sont stables par produit carte´sien.
Donc les produits Cat(A) × Cat(B) et Cat(A′) × Cat(B′) sont des C-cate´-
gories faciles. Ainsi f est une e´quivalence faible si et seulement si c’est une e´qui-
valence de C-cate´gories, par le lemme 4.6.5. Or f est le produit des morphismes
Cat(A) → Cat(A′) et Cat(B) → Cat(B′), qu’on notera respectivement f1 et
f2. Par hypothe`se, f1 et f2 sont des e´quivalences de C-cate´gories. Comme τ0 est
un foncteur pre´servant les produits, on a que τ0(f) = τ0(f1)×τ0(f2). Or τ0(f1)
et τ0(f2) sont des isomorphismes car f1 et f2 sont des e´quivalences de C-cate´-
gories, donc τ0(f) est un isomorphisme, i.e. f est essentiellement surjective.
De meˆme f(x, y) est le produit de f1(x, y) et de f2(x, y) qui sont des e´qui-
valences faibles de C car f1 et f2 sont des e´quivalences de C-cate´gories. Or par
232
hypothe`se sur C, le produit d’e´quivalences faibles est une e´quivalence faible,
donc f(x, y) est une e´quivalence faible, i.e. f est pleinement fide`le. On a donc
montre´ que f est une e´quivalence de C-cate´gories.
CQFD.
Ce re´sultat sur la stabilite´ des e´quivalences faibles par produit carte´sien est
le dernier ingre´dient dont on avait besoin pour pouvoir de´montrer la stabilite´
des cofibrations triviales par somme amalgame´e le long d’un morphisme et
par colimite se´quentielle transfinie, ce que nous allons faire dans la prochaine
section.
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5.6 Stabilite´ des cofibrations triviales
Afin de montrer l’hypothe`se 3) du lemme de reconnaissance 5.0.4 de la
structure de cate´gorie de mode`les ferme´e engendre´e de manie`re cofibrante,
nous devons montrer la stabilite´ des cofibrations triviales par somme amal-
game´e le long d’un morphisme et par colimite se´quentielle transfinie. Par fonc-
torialite´ de Cat, cela revient a` le montrer pour les cofibrations triviales de C-
cate´gories. Or nous avons de´ja` un tel re´sultat pour les iso-cofibrations triviales.
L’ide´e pour montrer que les sommes amalgame´es le long d’un morphisme des
cofibrations triviales sont des cofibrations triviales est de faire une re´currence
transfinie sur la diffe´rence entre le nombre d’objets du but de la cofibration
triviale et celui de sa source. Comme le re´sultat sur les iso-cofibrations triv-
iales correspond au cas 0, cas de de´part de la re´currence transfinie, nous allons
tout d’abord chercher a` montrer le pas de la re´currence qui fait passer d’un
ordinal a` son successeur.
5.6.1 Stabilite´ par somme amalgame´e de certaines cofi-
brations triviales
Nous allons donc tenter de montrer que toute cofibration triviale, dont le
but a un objet de plus que la source, est stable par somme amalgame´e. Comme
ce re´sultat va utiliser le the´ore`me 5.5.20, nous allons e´noncer ses hypothe`ses.
Hypothe`ses 5.6.1 Soit (C,F1,F2) une donne´e de Segal facile ve´rifiant les
proprie´te´s suivantes :
1) la cate´gorie de mode`les ferme´e sous-jacente C est une cate´gorie de mode`les
ferme´e simpliciale engendre´e par monomorphismes,
2) les cofibrations ge´ne´ratrices de la cate´gorie de mode`les ferme´e engendre´e
de manie`re cofibrante C ont leurs sources et buts α-petits,
3) les cofibrations ge´ne´ratrices de C ont leurs buts connexes,
4) les re´unions de deux sous-objets sont exactement les sommes amalgame´es
de ces sous-objets au-dessus de leur intersection,
5) pour tout monomorphisme j : A→ B de C, la classe contenant un repre´sentant
de chaque classe d’isomorphismes d’objets C par lequel j se factorise dans la
sous-cate´gorie des monomorphismes est un ensemble,
6) les colimites se´quentielles transfinies de la sous-cate´gorie des monomor-
phismes de C existent et sont les colimites se´quentielles transfinies de C,
7) il n’existe aucun morphisme de but l’ensemble vide qui ne soit pas un iso-
morphisme.
234
Le fait qu’une cofibration triviale de C-cate´gories ait son but posse´dant
un objet de plus que sa source se produit en particulier si l’objet du but qui
n’est pas dans l’image de la source est isomorphe a` un objet dans l’image de la
source. C’est en effet un cas particulier d’essentielle surjectivite´. Un tel couple
d’objet est repre´sente´ par l’intervalle des ensembles simpliciaux. Nous allons
donc commencer par montrer que le morphisme naturel d’une C-cate´gorie vers
sa somme amalgame´e par l’intervalle des ensembles simpliciaux est bien une
cofibration triviale.
Lemme 5.6.2 Supposons vraies les hypothe`ses 5.6.1.
Soit I¯ le groupo¨ıde constitue´ de deux objets note´s 0 et 1 et d’un isomorphisme
entre eux note´ u. Pour toute C-cate´gorie A et pour tout objet a de A, le
morphisme A → A
∐
0 I¯, induit par l’identification de a ∈ A et de 0 ∈ I¯, est
une cofibration triviale.
Preuve :
Tout d’abord on remarque que l’objet a de A de´finit un unique morphisme de
0 vers A, de meˆme l’objet 0 de I¯ de´finit un unique morphisme de 0 vers I¯.
Notons alors B la somme amalgame´e de A avec I¯ au-dessus de ces morphismes
et notons i, respectivement j, le morphisme canonique de I¯, respectivement de
A, vers B. Ensuite on remarque que A → A
∐
0 I¯ est une cofibration comme
somme amalgame´e de la cofibration 0→ I¯ le long du morphisme 0→ A.
Posons h : I¯ × I¯ → I¯ × I¯ le foncteur entre groupo¨ıdes de´fini ainsi : h(0, 0) =
(0, 0), h(0, u) = (0, u), h(0, u−1) = (0, u−1), h(0, 1) = (0, 1), h(u, 0) = (u, 0),
h(u, u) = (0, u), h(u, u−1) = (u, u−1), h(u, 1) = (0, 1), h(u−1, 0) = (u−1, 0),
h(u−1, u) = (u−1, u), h(u−1, u−1) = (0, u−1), h(u−1, 1) = (0, 1), h(1, 0) = (1, 0),
h(1, u) = (u−1, u), h(1, u−1) = (u, u−1), h(1, 1) = (0, 1). On remarque que B×I¯
n’est autre que la somme amalgame´e de I¯ × I¯ et de A× I¯ au-dessus de 0× I¯.
Conside´rons le diagramme suivant :
0× I¯
a× Id✲ A× I¯
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
j × Id
❯
I¯ × I¯
0× Id
❄ i× Id✲ B × I¯
j × Id
❄
❍❍❍❍❍❍❍❍❍❍❍❍
(i× Id) ◦ h
❥
❅
❅
∃!f
❅
❅❘
B × I¯
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Le diagramme e´tant commutatif, par universalite´ de la somme amalgame´e
B × I¯, il existe un unique morphisme f : B × I¯ → B × I¯ tel que f|I¯×I¯ soit
la compose´e (i × Id) ◦ h et f|A×I¯ soit le morphisme j × Id. En identifiant B
avec B × 0, notons i0, respectivement i1, les inclusions Id× 0 : B → B × I¯ et
Id×1 : B → B× I¯. On calcule aise´ment que f ◦ i0 n’est autre que i0 mais que
f ◦ i1 est le morphisme (j ◦ r)× 1, ou` r est la re´traction de B dans A de´finie
ainsi. Conside´rons le diagramme suivant :
0
a ✲ A
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
Id
❯
I¯
0
❄ i ✲ B
j
❄
❍❍❍❍❍❍❍❍❍❍❍❍
a ◦ ∗
❥
❅
❅
∃!r
❅
❅❘
B
ou` ∗ est l’unique morphisme de I¯ vers 0. Le diagramme e´tant commutatif,
par universalite´ de la somme amalgame´e B, il existe un unique morphisme
r : B → A tel que r ◦ j = IdA et r ◦ i = a ◦ ∗.
Posons maintenant g : B × I¯ → B comme e´tant la compose´e de f avec la
premie`re projection. On obtient facilement que g◦i0 = IdB et que g◦i1 = j◦r.
Or les morphismes 0 : 0→ I¯ et 1 : 0→ I¯ sont e´videmment des e´quivalences de
C-cate´gories. Par le corollaire 5.5.24, il vient que i0 = Id × 0 et i1 = Id × 1
sont aussi des e´quivalences faibles. Comme on a l’e´galite´ g ◦ i0 = IdB, par
l’axiome ”trois pour deux” dans C − PC, le morphisme g est aussi une e´qui-
valence faible. Toujours par cet axiome, on obtient que j ◦ r = g ◦ i1 est
une e´quivalence faible. Ainsi les morphismes j et r ont la proprie´te´ suivante :
r ◦ j = Id et j ◦ r est une e´quivalence faible, donc par le lemme 4.6.4, j et r
sont des e´quivalences faibles.
CQFD.
Bien e´videmment ce cas n’est pas le cas ge´ne´ral pour l’essentielle surjec-
tivite´. Pour repre´senter bien comme il faut l’essentielle surjectivite´ d’un mor-
phisme de C-cate´gories, il faudrait un intervalle, qu’on notera J¯ , qui repre´sentaˆt
un couple d’objets e´quivalents dans une cate´gorie. En supposant que l’on
posse`de un tel intervalle J¯ , montrons alors que le morphisme naturel d’une
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C-cate´gorie vers sa somme amalgame´e avec cet intervalle J¯ est une cofibration
triviale.
Lemme 5.6.3 Supposons vraies les hypothe`ses 5.6.1 et supposons qu’il existe
une C-cate´gorie J¯ munie de deux objets note´s 0 et 1 et ayant les proprie´te´s
suivantes :
- pour toute C-cate´gorie facile A et pour tout couple d’objets e´quivalents a et
b de A, il existe un morphisme de J¯ vers A envoyant 0 sur a et 1 sur b,
- pour toute C-cate´gorie A et pour tout morphisme de J¯ vers A, les images de
0 et 1 par ce morphisme sont des objets e´quivalents dans A,
- notons L¯, la sous-C-cate´gorie pleine de J¯ d’objet 0, alors il existe un mor-
phisme p : J¯ → L¯ envoyant 0 et 1 sur 0 qui est une e´quivalence de C-cate´gories.
Pour toute C-cate´gorie A et pour tout morphisme de L¯ vers A, le morphisme
A→ A
∐
L¯ J¯ est une cofibration triviale.
Preuve :
Tout d’abord on remarque que A→ A
∐
L¯ J¯ est une cofibration comme somme
amalgame´e de la cofibration L¯ ⊂ J¯ le long de L¯→ A.
Comme I¯ est une C-cate´gorie facile dans laquelle 0 et 1 sont isomorphes, il
existe un morphisme q : J¯ → I¯ envoyant 0 sur 0 et 1 sur 1. Il existe donc
un morphisme r : J¯ → L¯ × I¯ induit par p et q. Par corollaire 5.5.24, le mor-
phisme produit Id × 0 : L¯ × 0 → l¯ × I¯ est une e´quivalence faible. Par la
suite, on confondra L¯× 0 et L¯. Comme on a l’e´galite´ pr1 ◦ (Id× 0) = Id, par
l’axiome ”trois pour deux” dans C − PC, la premie`re projection pr1 est une
e´quivalence faible. En outre comme on a pr1 ◦ r = p et que par hypothe`se p
est une e´quivalence faible, par l’axiome ”trois pour deux”, il vient que r est
une e´quivalence faible. En outre il est facile de voir que r est un isomorphisme
sur les objets, donc r est une iso-e´quivalence de C-cate´gories.
Posons B comme e´tant la somme amalgame´e de A avec L¯ × I¯ au-dessus de
L¯ et C la somme amalgame´e de A avec J¯ au-dessus de L¯. On applique le
lemme 5.5.19 aux iso-e´quivalences faibles IdL¯, IdA et r qui en ve´rifient les
hypothe`ses et on obtient que C → B est une iso-e´quivalence faible.
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Conside´rons maintenant le diagramme commutatif suivant :
0
0 ✲ I¯
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
(0 ◦ ∗)× Id
❯
L¯
❄
✲ L¯
∐
0
I¯
❄
❍❍❍❍❍❍❍❍❍❍❍❍
Id× 0
❥
❅
❅
∃!
❅
❅❘
L¯× I¯
Par le lemme pre´ce´dent, le morphisme L¯→ L¯
∐
0 I¯ est une e´quivalence faible
et par le corollaire 5.5.24, le morphisme Id × 0 aussi. Par l’axiome ”trois
pour deux” pour C − PC, il vient que le morphisme L¯
∐
0 I¯ → L¯ × I¯ est
une e´quivalence faible. En outre, ce morphisme est aussi une iso-cofibration,
donc c’est une iso-cofibration triviale. Or sa somme amalgame´e le long de
L¯
∐
0 I¯ → A
∐
0 I¯ n’est autre que le morphisme A
∐
0 I¯ → B qui, par le
lemme 5.4.8, est aussi une iso-cofibration triviale. Or par le lemme pre´ce´dent,
le morphisme A → A
∐
0 I¯ est une cofibration triviale, donc par ”trois pour
deux” dans C − PC, la compose´e A→ B aussi. Enfin on remarque que A→ B
est la compose´e de A→ C avec l’e´quivalence faible C → B, ce qui par ”trois
pour deux” nous montre que A→ C est une e´quivalence faible.
CQFD.
Puisque la somme amalgame´e d’une C-cate´gorie par l’intervalle J¯ revient
a` rajouter un objet a` la C-cate´gorie qui soit e´quivalent a` l’un de ses objets
et qu’en outre cette ope´ration est une cofibration triviale, il en de´coule que
prendre la somme amalgame´e d’une C-cate´gorie quelconque par une cofibration
triviale de C-cate´gories dont le but a un objet de plus que la source va encore
donner une cofibration triviale.
Lemme 5.6.4 Supposons vraies les hypothe`ses 5.6.1 et supposons qu’il existe
une C-cate´gorie J¯ munie de deux objets note´s 0 et 1 et ayant les proprie´te´s
suivantes :
- pour toute C-cate´gorie facile A et pour tout couple d’objets e´quivalents a et
b de A, il existe un morphisme de J¯ vers A envoyant 0 sur a et 1 sur b,
- pour toute C-cate´gorie A et pour tout morphisme de J¯ vers A, les images de
0 et 1 par ce morphisme sont des objets e´quivalents dans A,
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- notons L¯, la sous-C-cate´gorie pleine de J¯ d’objet 0, alors il existe un mor-
phisme p : J¯ → L¯ envoyant 0 et 1 sur 0 est une e´quivalence de C-cate´gories.
Soit A → B une cofibration triviale entre C-cate´gories faciles telle que B
ait exactement un objet de plus que A, alors pour toute C-cate´gorie C et pour
tout morphisme de A vers C, le morphisme C → C
∐
AB est une cofibration
triviale.
Preuve :
Soit A′ la sous-C-cate´gorie pleine de B ayant pour objets les images de ceux
de A par le morphisme A → B. Ainsi on obtient que A → A′ est une iso-
cofibration triviale. Par l’axiome ”trois pour deux” dans C − PC, on obtient
que A′ ⊂ B est aussi une cofibration triviale avec B ayant un objet de plus
que A′. Or C
∐
AB est aussi la somme amalgame´e de C
∐
AA
′ et de B au-
dessus de A′. Si on montre le lemme pour l’inclusion A′ ⊂ B, on obtient
que C
∐
AA
′ → C
∐
AB est une e´quivalence faible. Or par le lemme 5.4.8,
C → C
∐
AA
′ est aussi une e´quivalence faible car A → A′ est une iso-
cofibration triviale. Et par ”trois pour deux”, leur compose´e C → C
∐
AB
est une e´quivalence faible, ce qu’il fallait de´montrer.
Montrons donc le lemme pour l’inclusion A′ ⊂ B. Soit A′ → D un mor-
phisme quelconque. On remarque tout d’abord que D → D
∐
A′ B est une
cofibration comme somme amalgame´e de la cofibration A′ ⊂ B le long d’un
morphisme.
Notons b l’objet de B0 \ A′0. Comme A
′ ⊂ B est une e´quivalence de C-cate´-
gories, il existe un objet a de A′ tel que a soit e´quivalent a` b dans B. Donc,
comme B est une C-cate´gorie facile, il existe un morphisme de J¯ vers B en-
voyant 0 et 1 respectivement sur a et b. La sous-C-cate´gorie pleine L¯ de J¯
s’envoie par ce morphisme dans A′ car A′ est pleine et contient a l’image de 0.
Soit E la somme amalgame´e A′
∐
L¯ J¯ . Par proprie´te´ universelle de E, il existe
un morphisme de E vers B factorisant celui de J¯ vers B car ce dernier envoie
L¯ dans A′. Or par le lemme pre´ce´dent, A′ → E est une cofibration triviale
et comme A′ ⊂ B est une e´quivalence faible, par ”trois pour deux”, E → B
aussi. En outre on peut remarquer que c’est un isomorphisme sur les objets.
Comme B est une C-cate´gorie, l’iso-e´quivalence faible E → B se factorise
par Cat(E). Par la proposition 4.6.2, le morphisme canonique E → Cat(E)
est une iso-cofibration triviale. Et donc par ”trois pour deux”, Cat(E) → B
est une iso-e´quivalence faible entre C-cate´gories. Par la proposition 5.4.3, c’est
niveau par niveau une e´quivalence faible. Soitm un entier. En appliquant dans
la cate´gorie de mode`les ferme´e C propre a` gauche le lemme du cube pour les
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e´quivalence faibles a` IdA′m, IdDm et Cat(E)m → Bm, et les cofibrations A
′
m →
Cat(E)m et A
′
m → B
′
m on obtient que (D
∐
A′ Cat(E))m → (D
∐
A′ B)m est
une e´quivalence faible. Comme en outre Cat(E) → B est un isomorphisme
sur les objets alors D
∐
A′ Cat(E)→ D
∐
A′ B aussi et donc c’est une iso-e´qui-
valence faible, par la proposition 5.4.5. Par le lemme pre´ce´dent, le morphisme
D → D
∐
L¯ J¯ est une cofibration triviale, or D
∐
L¯ J¯ n’est autre que D
∐
A′ E.
En outre, le morphisme D
∐
A′ E → D
∐
A′ Cat(E) est une iso-cofibration triv-
iale, comme somme amalgame´e le long d’un morphisme de l’iso-cofibration
triviale E → Cat(E) par le lemme 5.4.8. Donc par ”trois pour deux”, les
compose´es successives D → D
∐
A′ Cat(E) puis D → D
∐
A′ B sont des e´qui-
valences faibles, ce qui montre le lemme pour l’inclusion A′ ⊂ B.
CQFD.
Ce re´sultat montre donc la stabilite´ par somme amalgame´e le long d’un
morphisme des cofibrations triviales dont le but a un objet de plus que la
source, ce que l’on peut conside´rer comme le pas de la re´currence transfinie
permettant de passer d’un ordinal a` son successeur. Nous devons donc main-
tenant regarder ce qu’il se passe pour les ordinaux limites, ce qui va correspon-
dre a` montrer la stabilite´ par colimite se´quentielle transfinie des cofibrations
triviales.
5.6.2 Stabilite´ des cofibrations triviales par colimite
se´quentielle transfinie
L’argument clef pour montrer la stabilite´ par colimite se´quentielle trans-
finie des cofibrations triviales de C-cate´gories est le fait que les colimites
se´quentielles transfinies de C-cate´gories le long de cofibrations restent des C-
cate´gories.
Lemme 5.6.5 Soit C une donne´e de Segal telle que :
- la cate´gorie sous-jacente C est une cate´gorie de mode`les ferme´e simpliciale
propre a` gauche,
- les colimites se´quentielles transfinies d’objets re´gaux le long de cofibrations
sont des objets re´gaux,
- les alliances d’objets re´gaux sont exactement les e´quivalences faibles de la
cate´gorie de mode`les ferme´e C entre objets re´gaux.
Alors les colimites se´quentielles transfinies de C-cate´gories le long de cofi-
brations niveau par niveau sont des C-cate´gories.
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Preuve : Soit (Aα)α<λ une λ-se´quence de C-cate´gories telle que pour tout α le
morphisme Aα → Aα+1 soit une cofibration. Notons Aλ la colimite se´quentielle
transfinie des (Aα)α<λ. On remarque tout d’abord que pour tout entier m, A
λ
m
est la colimite se´quentielle transfinie des objets re´gaux Aαm ou` les morphismes
Aαm → A
α+1
m sont des cofibrations. Par hypothe`se sur C, ceci nous donne que,
pour toutm, Aλm est un objet re´gal. Par stabilite´ des objets re´gaux par produit
fibre´ au-dessus des objets discrets, les Aλ1×. . .×A
λ
1 sont aussi des objets re´gaux,
mais e´galement les colimites des Aα1 × . . .×A
α
1 . On obtient donc le diagramme
commutatif suivant :
A0m
✲ A1m
✲ . . . ✲ Aλm
A01 × . . .×A
0
1
❄
✲ A11 × . . .× A
1
1
❄
✲ . . . ✲ Aλ1 × . . .×A
λ
1
❄
ou` les fle`ches horizontales sont des cofibrations et les fle`ches verticales sont les
morphismes de Segal. Comme pour tout α < λ, les Aα sont des C-cate´gories,
les morphismes de Segal sont des alliances d’objets re´gaux, donc des e´qui-
valences faibles. Et comme C est une cate´gorie de mode`les ferme´e simpliciale
propre a` gauche, par la proposition 5.3.13, la colimite du diagramme ci-dessus
est aussi une e´quivalence faible. Donc les morphismes de Segal de Aλ sont des
e´quivalences faibles entre objets re´gaux, i.e des alliances d’objets re´gaux, et
donc Aλ est bien une C-cate´gorie.
CQFD.
Cette proprie´te´ assez inattendue des C-cate´gories va nous permettre de
de´montrer assez aise´ment la stabilite´ des cofibrations triviales par colimite
se´quentielle transfinie.
Proposition 5.6.6 Soit (C,F1,F2) une donne´e de Segal facile ve´rifiant les
proprie´te´s suivantes :
1) la cate´gorie de mode`les ferme´e sous-jacente C est une cate´gorie de mode`les
ferme´e simpliciale engendre´e par monomorphismes,
2) les colimites se´quentielles transfinies d’objets re´gaux le long de cofibrations
sont des objets re´gaux.
Les cofibrations triviales sont stables par colimite se´quentielle transfinie.
Preuve : Soit (Aα)α<λ une λ-se´quence telle que pour tout α le morphisme
Aα → Aα+1 soit une cofibration triviale. Notons Aλ la colimite se´quentielle
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transfinie des (Aα)α<λ. On remarque tout d’abord que A
0 → Aλ est une cofi-
bration comme colimite se´quentielle transfinie de cofibrations. Par le lemme
pratique 5.4.9, pour montrer que A0 → Aλ est une e´quivalence faible, il
faut et il suffit de montrer que Cat(A0) → colim α<λ Cat(Aα) est une e´qui-
valence faible. D’apre`s le lemme 5.4.7, les morphismes Cat(Aα)→ Cat(Aα+1)
sont des cofibrations. On peut donc appliquer le lemme pre´ce´dent aux Cat(Aα),
ce qui nous donne que colim α<λ Cat(A
α) est une C-cate´gorie. Notons cette C-
cate´gorie B. Ainsi on doit montrer que Cat(A0)→ B est une e´quivalence faible
entre C-cate´gories, i.e. est une e´quivalence de C-cate´gories.
Comme τ0(Cat(A
0) → B) est la colimite des τ0(Cat(Aα) → Cat(Aα+1)) qui
sont des bijections, car les Cat(Aα)→ Cat(Aα+1) sont des e´quivalences de C-
cate´gories, et que les bijections sont stables par colimite se´quentielle transfinie,
il vient que τ0(Cat(A
0)→ B) est une bijection et donc que Cat(A0)→ B est
essentiellement surjective.
Soit (x, y) un couple d’objets de Cat(A0). Comme les morphismes Cat(Aα)→
Cat(Aα+1) sont des injections sur les objets, car ce sont des cofibrations, on
notera encore (x, y) l’image du couple (x, y) dans les Cat(Aα). Or le mor-
phisme Cat(A0)1(x, y) → B1(x, y) n’est autre que la colimite se´quentielle
transfinie des Cat(Aα)1(x, y) → Cat(A
α+1)(x, y) qui sont des cofibrations
triviales car les Cat(Aα) → Cat(Aα+1) sont des cofibrations et des e´qui-
valences de C-cate´gories. Comme C est une cate´gorie de mode`les ferme´e, les
cofibrations triviales sont stables par colimite se´quentielle transfinie et donc
Cat(A0)1(x, y) → B1(x, y) est une cofibration triviale, ce qui montre que
Cat(A0)→ B est pleinement fide`le.
CQFD.
Maintenant que nous avons montre´ le pas de la re´currence transfinie pour
passer d’un ordinal a` son successeur et aussi celui pour les ordinaux limites, il
ne nous reste plus qu’a` conclure la re´currence transfinie, autrement dit a` prou-
ver la stabilite´ par somme amalgame´e le long d’un morphisme des cofibrations
triviales.
5.6.3 Stabilite´ des cofibrations triviales par somme amal-
game´e
Comme de coutume, nous allons tout d’abord montrer la stabilite´ par
somme amalgame´e pour les cofibrations triviales de C-cate´gories de laquelle
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va de´couler celle pour les C-pre´cate´gories. Comme elle provient des deux pas de
re´currence de´ja` montre´s, nous allons recueillir les hypothe`ses faisant marcher
ces deux pas.
Hypothe`ses 5.6.7 Soit (C,F1,F2) une donne´e de Segal facile ve´rifiant les
proprie´te´s suivantes :
1) la cate´gorie de mode`les ferme´e sous-jacente C est une cate´gorie de mode`les
ferme´e simpliciale engendre´e par monomorphismes,
2) les cofibrations ge´ne´ratrices de la cate´gorie de mode`les ferme´e engendre´e
de manie`re cofibrante C ont leurs sources et buts α-petits,
3) les cofibrations ge´ne´ratrices de C ont leurs buts connexes,
4) les re´unions de deux sous-objets sont exactement les sommes amalgame´es
de ces sous-objets au-dessus de leur intersection,
5) pour tout monomorphisme j : A→ B de C, la classe contenant un repre´sentant
de chaque classe d’isomorphismes d’objets C par lequel j se factorise dans la
sous-cate´gorie des monomorphismes est un ensemble,
6) les colimites se´quentielles transfinies de la sous-cate´gorie des monomor-
phismes de C existent et sont les colimites se´quentielles transfinies de C,
7) il n’existe aucun morphisme de but l’ensemble vide qui ne soit pas un iso-
morphisme,
8) les colimites se´quentielles transfinies d’objets re´gaux le long de cofibrations
sont des objets re´gaux,
9) il existe une C-cate´gorie J¯ munie de deux objets note´s 0 et 1 et ayant les
proprie´te´s suivantes :
- pour toute C-cate´gorie facile A et pour tout couple d’objets e´quivalents a et
b de A, il existe un morphisme de J¯ vers A envoyant 0 sur a et 1 sur b,
- pour toute C-cate´gorie A et pour tout morphisme de J¯ vers A, les images de
0 et 1 par ce morphisme sont des objets e´quivalents dans A,
- notons L¯, la sous-C-cate´gorie pleine de J¯ d’objet 0, alors il existe un mor-
phisme p : J¯ → L¯ envoyant 0 et 1 sur 0 qui soit une e´quivalence de C-cate´-
gories.
Lemme 5.6.8 Supposons vraies les hypothe`ses 5.6.7.
Les cofibrations triviales entre C-cate´gories faciles sont stables par somme
amalgame´e le long d’un morphisme de C-cate´gories quelconque.
Preuve :
Soit λ un cardinal transfini. Soit A → B une cofibration triviale de C-cate´-
gories faciles telle que le cardinal de l’ensemble B0 \A0 est infe´rieur a` λ et soit
A → C un morphisme de C-cate´gories quelconque. Montrons par re´currence
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transfinie sur β ≤ λ que C → C
∐
AB est une cofibration triviale. Le cas
β = 0 est celui des iso-cofibrations triviales, cas traite´ par le lemme 5.4.8.
Supposons la proprie´te´ vraie au rang β et montrons-la pour β + 1. Soit B′0
un sous-ensemble de B0 contenant A0 et ayant un objet de moins que B0 et
soit B′ la sous-C-cate´gorie pleine de B d’objets B′0, en tant que sous-cate´gorie
pleine d’une C-cate´gorie facile c’est encore une C-cate´gorie facile. Ainsi le mor-
phisme A → B′ est une cofibration triviale de C-cate´gories faciles telle que
Card(B′0 \ A0) = β et donc par hypothe`se de re´currence, C → C
∐
AB
′ est
une cofibration triviale. En outre B′ ⊂ B est une cofibration triviale de C-
cate´gories faciles telle que Card(B0 \B′0) = 1, donc par le lemme 5.6.4, pour
tout morphisme de C-cate´gories B′ → D, le morphisme D → D
∐
B′ B est
une cofibration triviale. C’est vrai en particulier pour D = C
∐
AB
′, ce qui
donne que C
∐
AB
′ → C
∐
AB est une cofibration triviale. Et par l’axiome
”trois pour deux” dans C − PC, la compose´e C → C
∐
AB est une cofibration
triviale, ce qui montre la proprie´te´ au rang β + 1.
Supposons la proprie´te´ vraie pour tous γ < β, avec β ordinal limite, et
montrons-la pour β. On peut construire par re´currence transfinie une suite
croissante de sous-ensembles (Bγ0 )γ≤β telle que B
0
0 n’est autre que A0, que
Bγ+10 = B
γ
0
∐
∗, que Bγ0 =
⋃
δ<γ B
δ
0 pour γ ordinal limite et que B
β
0 soit B0.
Ceci donne lieu a` une suite croissante (Bγ)γ≤β de sous-C-cate´gories pleines de
B, donc de C-cate´gories faciles. On a pour tout γ < β que Bγ → Bγ+1 est
une cofibration triviale de C-cate´gories faciles telle que Card(Bγ+10 \B
γ
0 ) = 1,
donc par le lemme 5.6.4, il vient que C
∐
AB
γ → (C
∐
AB
γ)
∐
Bγ B
γ+1 =
C
∐
AB
γ+1 est une cofibration triviale. On obtient ainsi que C
∐
AB
0 →
C
∐
AB est la colimite se´quentielle transfinie des cofibrations triviales
C
∐
AB
γ → C
∐
AB
γ+1, ce qui, par la proposition 5.6.6, est bien une cofibra-
tion triviale. Comme par proprie´te´ au rang 0, le morphisme C → C
∐
AB
0 est
une cofibration triviale car A→ B0 est une iso-cofibration triviale de C-cate´-
gories, la compose´e C → C
∐
AB est une cofibration triviale par ”trois pour
deux”, ce qui montre la proprie´te´ au rang β.
CQFD.
Maintenant que la stabilite´ par somme amalgame´e le long d’un morphisme
des cofibrations triviales est prouve´e pour les C-cate´gories, ce n’est plus qu’un
jeu d’enfant de l’avoir pour les C-pre´cate´gories.
Proposition 5.6.9 Supposons vraies les hypothe`ses 5.6.7.
Les cofibrations triviales sont stables par somme amalgame´e le long d’un mor-
phisme quelconque.
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Preuve :
Soient A → B une cofibration triviale et A → C un morphisme quelconque.
Tout d’abord on remarque que C → C
∐
AB est une cofibration comme
somme amalgame´e de la cofibration A → B le long d’un morphisme. Il ne
reste donc plus qu’a` montrer que c’est une e´quivalence faible. Or par le lemme
pratique 5.4.6, il vient que pour montrer que C → C
∐
AB est une e´qui-
valence faible, il faut et il suffit de montrer que Cat(C)→ Cat(C)
∐
Cat(A) Cat(B)
est une e´quivalence faible. Comme par hypothe`se, A→ B est une cofibration,
alors par le lemme 5.4.7, Cat(A) → Cat(B) est une cofibration de C-cate´-
gories faciles, qui en outre est triviale car A → B est une e´quivalence faible.
Par le lemme pre´ce´dent, on obtient que Cat(C)→ Cat(C)
∐
Cat(A) Cat(B) est
une e´quivalence faible.
CQFD.
Si l’on tire le bilan de cette section, nous avons prouve´ que les cofibrations
triviales sont stables par somme amalgame´e le long d’un morphisme et par
colimite se´quentielle transfinie. Par ailleurs, nous avions au pre´alable mon-
trer que les cofibrations et les e´quivalences faibles sont stables par re´tracts.
Ceci nous donne que les re´tracts de colimites se´quentielles transfinies de cofi-
brations triviales sont des cofibrations triviales. C’est donc en particulier le
cas pour les fle`ches de J , ce qui montre que les J -cofibrations sont des cofi-
brations triviales. Or ce re´sultat n’est autre que l’hypothe`se 3) du lemme de
reconnaissance 5.0.4 de la structure de cate´gorie de mode`les ferme´e engendre´e
de manie`re cofibrante.
Corollaire 5.6.10 Supposons vraies les hypothe`ses 5.6.7.
Les J -cofibrations sont a` la fois des I-cofibrations et des e´quivalences faibles.
Preuve :
Par de´finition, J est contenu dans l’intersection de la classe des I-cofibrations
et de celle des e´quivalences faibles. Or cette intersection de classes est stable
par re´tracts, par somme amalgame´e le long d’un morphisme d’apre`s la propo-
sition pre´ce´dente, et par colimite se´quentielle transfinie d’apre`s la proposi-
tion 5.6.6. Comme la classe des J -cofibrations est constitue´e des re´tracts de
colimites se´quentielles transfinies de sommes amalgame´es d’e´le´ments de J , car
J permet l’argument du petit objet, on obtient finalement que la classe des
J -cofibrations est incluse dans l’intersection de celle des I-cofibrations avec
celle des e´quivalences faibles.
CQFD.
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Cinq sur les six hypothe`ses du lemme 5.0.4 ont e´te´ montre´es. Il ne reste
plus qu’a` montrer la dernie`re, ce qui est l’objet de la section suivante.
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5.7 J engendre les cofibrations triviales
La dernie`re hypothe`se du lemme 5.0.4 de reconnaissance de la structure
de cate´gorie de mode`les ferme´e engendre´e de manie`re cofibrante, propose un
choix. Soit on caracte´rise les morphismes I-injectifs, soit l’on montre que J
engendre les cofibrations triviales. C’est cette deuxie`me possibilite´ que nous
avons choisie. Comme nous avons montre´ dans la section pre´ce´dente que les J -
cofibrations sont des cofibrations triviales, nous devons donc montrer l’autre
sens. Ceci e´quivaut a` montrer que les cofibrations triviales ont la proprie´te´ de
rele`vement a` gauche par rapport aux morphismes J -injectifs. Pour cela nous
allons utiliser le meˆme type de de´monstration que lorsqu’on a montre´ que I
engendre les monomorphismes. Le seul proble`me qui va se poser dans cette
me´thode est de montrer les hypothe`ses du lemme technique 5.3.6. Mais tout
d’abord commenc¸ons par donner quelques proprie´te´s sur la cate´gorisation Cat
qui seront utiles pour la re´solution de ce proble`me.
5.7.1 Lemmes techniques sur Cat
Le premier re´sultat concerne la pre´servation par la cate´gorisation Cat de
l’intersection des sous-objets.
Lemme 5.7.1 Soit (C,F1,F2) une donne´e de Segal facile telle que les re´unions
de deux sous-objets sont exactement les sommes amalgame´es de ces sous-objets
au-dessus de leur intersection.
Soient A et B deux sous-C-pre´cate´gories d’une C-pre´cate´gorie C. Alors on a :
Cat(A ∩ B) = Cat(A) ∩ Cat(B)
Preuve :
Tout d’abord remarquons que Cat n’est autre que la construction EΦ, com-
pose´e des plans simples eΦ,1, avec pour ensemble Φ la famille FG1 des fle`ches
ge´ne´ratrices de C-cate´gories faciles. D’autre part, comme on a suppose´ la
donne´e de Segal facile, le lemme 3.4.6 nous assure que les FG1-cofibrations sont
des monomorphismes. Enfin avec l’hypothe`se sur les re´unions de sous-objets,
toutes les hypothe`ses du lemme 2.12.2 sont ve´rifie´es, ce qui nous donne le
re´sultat voulu.
CQFD.
Le second re´sultat montre que la cate´gorisation Cat pre´serve la petitesse.
Plus pre´cise´ment, si l’on se donne un cardinal α, il existe un cardinal α′ plus
grand qu’α tel que la cate´gorisation par Cat de toute C-pre´cate´gorie α-petite
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est α′-petite. il est important de remarquer que le cardinal α′ ne de´pend que
d’α et non pas de la C-pre´cate´gorie α-petite que l’on veut cate´goriser.
Lemme 5.7.2 Soit (C,F1,F2) une donne´e de Segal pre´-facile.
Soit α′ un cardinal re´gulier strictement supe´rieur a` 2α, ou` l’on note α un
cardinal re´gulier strictement plus grand que celui pour lequel les familles F1 et
F2 sont petites. Alors il existe un cardinal re´gulier α′′ strictement supe´rieur a`
α′ tel que, pour toute C-pre´cate´gorie α′-petite A, Cat(A) est α′′-petite.
Preuve :
Comme dans la de´monstration pre´ce´dente, on rappelle que Cat n’est autre
que le plan EΦ, avec pour Φ la famille FG1 des fle`ches ge´ne´ratrices de C-cate´-
gories faciles. Notons β le plus petit cardinal re´gulier pour lequel les familles
F1 et F2 sont β-petites. Par le lemme 3.4.5, il vient que la famille FG1 des
fle`ches ge´ne´ratrices de C-cate´gories faciles est encore β-petite. Alors le plan EΦ
compose´ des plans simples eΦ,1 est de longueur le plus petit cardinal re´gulier
supe´rieur a` β. Or par hypothe`se celui-ci est infe´rieur ou e´gal a` α. Ainsi on a
que α′, e´tant par hypothe`se strictement supe´rieur a` 2α, est bien strictement
supe´rieur a` deux puissance la longueur de Cat et aussi strictement supe´rieur a`
deux puissance le cardinal re´gulier pour lequel FG1 est petit. Les hypothe`ses
du lemme 2.12.3 e´tant ve´rifie´es, on peut appliquer ce lemme qui nous donne
le re´sultat de´sire´.
CQFD.
Le troisie`me re´sultat que nous allons donner concerne encore la petitesse
mais cette fois il s’agit d’un re´sultat plus subtil. En effet on se donne une
C-pre´cate´gorie A quelconque et l’on cherche a` montrer qui si l’on connaˆıt une
sous-C-pre´cate´gorie petite, notons-la C, de la cate´gorise´e Cat(A), alors il existe
une sous-C-pre´cate´gorie petite B de A dont la cate´gorise´e Cat(B) contient C.
Lemme 5.7.3 Soit (C,F1,F2) une donne´e de Segal facile dont la cate´gorie
sous-jacente est une cate´gorie de mode`les ferme´e engendre´e par monomor-
phismes.
Soit α′ un cardinal re´gulier strictement supe´rieur a` 2α, ou` l’on note α le plus
petit cardinal re´gulier strictement plus grand que celui pour lequel les familles
F1 et F2 sont petites.
Pour tout C-pre´cate´gorie t et pour tout p sous-C-pre´cate´gorie α′-petite de
Cat(t), il existe une sous-C-pre´cate´gorie α′-petite p′ de t telle qu’on ait :
p ⊂ Cat(p′) ⊂ Cat(t).
Preuve :
Par construction, Cat(t) est la colimite se´quentielle transfinie d’une α-se´quence
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de C-pre´cate´gories partiellement marque´es note´e (tβ , µβ)β≤α telle que
(tβ+1, µβ+1) = eΦ,1(t
β , µβ), ou` l’on note Φ la famille FG1 des fle`ches ge´ne´ratrices
de C-cate´gories faciles. Montrons par re´currence transfinie sur β ≤ α que, pour
tout β ≤ α, pour toute sous-C-pre´cate´gorie partiellement marque´e α′-petite
(p, ν) de (tβ , µβ), il existe p
′ ⊂ t α′-petit tel que (p, ν) ⊂ Cat|β(p
′) ⊂ (tβ, µβ),
ou` Cat|β est une notation pour la construction Cat stoppe´e a` l’e´tape β. Si
β = 0, comme t0 n’est autre que t, pour p′ il suffit de prendre p.
Supposons le re´sultat vrai au rang β < α, montrons-le pour le rang β + 1.
Soit donc (p, ν) ⊂ (tβ+1, µβ+1) α′-petit. On remarque que (tβ+1, µβ+1) =
eΦ,1(t
β, µβ). Or par construction, eΦ,1(t
β , µβ) est une somme amalgame´e mul-
tiple de tβ par les diagrammes de fle`ches ge´ne´ratrices de C-cate´gories faciles
a` valeurs dans tβ non contenus dans µβ. p e´tant une sous-C-pre´cate´gorie α′-
petite de eΦ,1(t
β, µβ), p ne peut rencontrer qu’un cardinal γ < α
′ de buts de
fle`ches ge´ne´ratrices. Notons p′′ la re´union dans tβ de tβ ∩ p et des images dans
tβ des sources des fle`ches ge´ne´ratrices dont le but est rencontre´ par p. Par
le lemme 3.4.5, comme les sources et buts des fle`ches de F1 et F2 sont pe-
tites pour un cardinal re´gulier strictement infe´rieur a` α alors ceux des fle`ches
ge´ne´ratrices aussi. On obtient donc bien une sous-C-pre´cate´gorie de tβ qui est
bien α′-petite comme re´union sur γ+1 < α′ de sous-C-pre´cate´gories α′-petites.
Prenons pour marquage de p′′ la restriction de celui de tβ. Par la de´monstration
du lemme 5.4.7, eΦ,1(p
′′, µ′′) est bien une sous-C-pre´cate´gorie de eΦ,1(tβ, µβ).
En outre, elle contient tβ∩p ainsi que les buts de toutes les fle`ches ge´ne´ratrices
dont la source s’envoie dans p′′, ce qui nous redonne bien tous les buts que ren-
contrent p. Donc eΦ,1(p
′′, µ′′) contient bien p. Quant a` son marquage, il s’agit de
la restriction de celui de eΦ,1(t
β, µβ) a` eΦ,1(p
′′, µ′′) qui contient la restriction du
marquage de eΦ,1(t
β, µβ) a` p, lui-meˆme plus gros que ν. On a donc montre´ qu’il
existe (p′′, µ′′) ⊂ (tβ , µβ) α′-petit tel que (p, ν) ⊂ eΦ,1(p′′, µ′′) ⊂ (tβ+1, µβ+1).
En appliquant l’hypothe`se de re´currence a` (p′′, µ′′) ⊂ (tβ, µβ), il vient qu’il
existe p′ ⊂ t α′-petit tel que (p′′, µ′′) ⊂ Cat|β(p′) ⊂ (tβ, µβ). En appliquant
la construction eΦ,1 a` ce re´sultat et en utilisant la pre´servation des cofibra-
tions par cate´gorisation du lemme 5.4.7, il vient eΦ,1(p
′′, µ′′) ⊂ Cat|β+1(p′) ⊂
(tβ+1, µβ+1). Or on a vu plus haut que (p, ν) ⊂ eΦ,1(p′′, µ′′). D’ou` il vient que
(p, ν) ⊂ eΦ,1(p′′, µ′′) ⊂ Cat|β+1(p
′) ⊂ (tβ+1, µβ+1), ce qui montre l’hypothe`se
au rang β + 1.
Supposons le re´sultat vrai pour tout γ < β, avec β ≤ α ordinal limite, et mon-
trons le pour le rang β. Soit donc (p, ν) ⊂ (tβ, µβ) α′-petit. Comme (tβ, µβ)
est la colimite se´quentielle transfinie des (tγ , µγ), on obtient que (p, ν) est la
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colimite se´quentielle transfinie des (p ∩ tγ , ν ∩ µγ). En appliquant l’hypothe`se
de re´currence a` chaque (p ∩ tγ, ν ∩ µγ) α′-petits car p l’est, on obtient une
β-se´quence de pγ ⊂ t α
′-petits tels que (p ∩ tγ , ν ∩ µγ) ⊂ Cat|γ(pγ) ⊂ (t
γ , µγ).
Posons p′ la colimite se´quentielle transfinie des pγ . Comme chaque pγ est inclus
dans t, alors leur colimite p′ aussi. En outre p′ est α′-petit comme colimite in-
dexe´e par β ≤ α < α′ de C-pre´cate´gories α′-petites. Comme la cate´gorisation
pre´serve les cofibrations, par le lemme 5.4.7, pour tout γ < β, on obtient que
Cat|γ(pγ) ⊂ Cat|γ(p
′) ⊂ (tγ , µγ). Donc on en de´duit que pour tout γ < β,
(p ∩ tγ , ν ∩ µγ) ⊂ Cat|γ(p′) ⊂ (tγ , µγ). En outre A → eΦ,1(A) est une cofi-
bration comme somme amalgame´e de cofibrations (les fle`ches ge´ne´ratrices) le
long d’un morphisme par la de´monstration du lemme 5.4.7, donc pour tout
γ < β, on a que Cat|γ(p
′) ⊂ Cat|β(p
′). Ainsi pour tout γ < β, on a que
(p ∩ tγ, ν ∩ µγ) ⊂ Cat|β(p
′) ⊂ (tβ , µβ), d’ou`, comme (p, ν) est la colimite des
(p ∩ tγ, ν ∩ µγ), il vient que (p, ν) ⊂ Cat|β(p′) ⊂ (tβ , µβ). Ceci montre l’hy-
pothe`se de re´currence au rang β.
Par re´currence transfinie, on a donc montre´ que l’hypothe`se de re´currence est
vraie pour tout β ≤ α. En particulier, elle est vraie au rang α, ce qui donne
le re´sultat suivant : pour toute sous-C-pre´cate´gorie partiellement marque´e α′-
petite (p, ν) de Cat(t), il existe p′ ⊂ t α′-petit tel que (p, ν) ⊂ Cat(p′) ⊂
Cat(t). Pour avoir le re´sultat du lemme, il suffit de remarquer que toute sous-
C-pre´cate´gorie p de Cat(t) est naturellement une sous-C-pre´cate´gorie partielle-
ment marque´e de Cat(t) avec pour marquage la restriction a` p de celui de
Cat(t).
CQFD.
Ce dernier re´sultat est tre`s important car il assure que si l’on a des infor-
mations sur la cate´gorise´e d’une C-pre´cate´gorie qui sont contenues dans une
sous-C-pre´cate´gorie petite de cette cate´gorise´e, alors nous sommes capable
d’extraire de la C-pre´cate´gorie de de´part une sous-C-pre´cate´gorie petite dont
la cate´gorise´e contienne elle-aussi ces informations. Ceci est en particulier tre`s
utile si l’on veut montrer qu’un morphisme de C-pre´cate´gories est une cofi-
bration triviale, car il faut en fait montrer que le cate´gorise´e du morphisme
est une e´quivalence de C-cate´gories. Or le re´sultat que l’on vient de montrer
nous permettra de travailler directement sur la cofibration triviale et non sur
sa cate´gorise´e.
Un corollaire imme´diat de ce re´sultat est que si deux objets d’une C-pre´-
cate´gorie sont des objets e´quivalents dans la cate´gorise´e, il existe une sous-C-
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pre´cate´gorie petite de la C-pre´cate´gorie de de´part dont la cate´gorise´e assure
l’e´quivalence des deux objets. Pour cela, nous allons supposer de nouveau
l’existence de l’intervalle J¯ repre´sentant l’e´quivalence d’objets d’une C-cate´-
gorie, mais nous lui demanderons aussi une proprie´te´ de petitesse afin de
pouvoir lui appliquer le re´sultat que l’on vient de montrer.
Corollaire 5.7.4 Soit (C,F1,F2) une donne´e de Segal facile dont la cate´gorie
sous-jacente est une cate´gorie de mode`les ferme´e engendre´e par monomor-
phismes ve´rifiant les proprie´te´s suivantes :
1) il existe dans C − PC une C-cate´gorie J¯ munie de deux objets note´s 0 et 1
et ayant les proprie´te´s suivantes :
a) pour toute C-cate´gorie facile A et pour tout couple d’objets e´quivalents a et
b de A, il existe un morphisme de J¯ vers A envoyant 0 sur a et 1 sur b,
b) pour toute C-cate´gorie A et pour tout morphisme de J¯ vers A, les images
de 0 et 1 par ce morphisme sont des objets e´quivalents dans A,
c) notons L¯, la sous-C-cate´gorie pleine de J¯ d’objet 0, alors il existe un mor-
phisme p : J¯ → L¯ envoyant 0 et 1 sur 0 qui soit une e´quivalence de C-cate´-
gories,
2) il existe dans C − PC une C-pre´cate´gorie J¯pre α-petite dont la cate´gorisation
est J¯ et ve´rifiant e´galement la proprie´te´ a) de J¯ , ou` l’on note α le plus petit
cardinal re´gulier strictement plus grand que celui pour lequel les familles F1
et F2 sont petites.
Soit α′ un cardinal re´gulier strictement supe´rieur a` 2α.
Soit A une C-pre´cate´gorie et soient (x, y) un couple d’objets e´quivalents de
Cat(A). Alors il existe une sous-C-pre´cate´gorie α′-petite A′ de A telle que
(x, y) soient e´quivalents dans la sous-C-cate´gorie Cat(A′) de Cat(A).
Preuve :
Comme x et y sont e´quivalents dans Cat(A), par proprie´te´ de J¯pre, il ex-
iste un morphisme de J¯pre dans Cat(A) envoyant 0 et 1 sur x et y. Comme
par hypothe`se, J¯pre est α-petit, donc son image J dans Cat(A) aussi et on
peut lui appliquer le lemme pre´ce´dent, ce qui nous donne qu’il existe une
sous-C-pre´cate´gorie A′ de A qui d’une part est α′-petite et d’autre part ve´rifie
J ⊂ Cat(A′) ⊂ Cat(A). Ainsi le morphisme de J¯pre dans Cat(A) se fac-
torise par Cat(A′). Par proprie´te´ de Cat, on obtient donc un morphisme de J¯ ,
cate´gorisation de J¯pre, dans Cat(A′) envoyant 0 et 1 sur x et y, ce qui signifie
que x et y sont e´quivalents dans Cat(A′).
CQFD.
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Apre`s tous ces lemmes techniques sur la cate´gorisation Cat, nous pouvons
maintenant nous attaquer a` la ve´rification des hypothe`ses du lemme tech-
nique 5.3.6 concernant les engendrements.
5.7.2 Sous-cofibrations triviales a` sources et buts α′-
petits
Le principal proble`me qui survient lorsque l’on veut montrer les hypothe`ses
du lemme 5.3.6 pour J est justement de pouvoir extraire d’une cofibration
triviale quelconque une sous-cofibration triviale qui est dans J , c’est-a`-dire
une sous-cofibration triviale petite. L’ide´e pour faire cela est de prendre une
sous-C-pre´cate´gorie petite du but et de montrer que la restriction de la cofi-
bration triviale a` cette sous-C-pre´cate´gorie petite est encore une cofibration
triviale. Malheureusement ce n’est pas aussi simple car la restriction d’une cofi-
bration triviale n’est en ge´ne´ral pas une cofibration triviale. Il va donc falloir
forcer cette proprie´te´, ce que nous allons faire en deux temps. Tout d’abord,
nous allons forcer l’essentielle surjectivite´ par l’interme´diaire d’une ope´ration
a(.) qui conserve la petitesse et qui est essentiellement base´e sur l’application
du corollaire que l’on vient de montrer au sujet d’objets e´quivalents dans une
C-pre´cate´gorie.
Lemme 5.7.5 Soit (C,F1,F2) une donne´e de Segal facile dont la cate´gorie
sous-jacente est une cate´gorie de mode`les ferme´e engendre´e par monomor-
phismes ve´rifiant les proprie´te´s suivantes :
1) il existe dans C − PC une C-cate´gorie J¯ munie de deux objets note´s 0 et 1
et ayant les proprie´te´s suivantes :
a) pour toute C-cate´gorie facile A et pour tout couple d’objets e´quivalents a et
b de A, il existe un morphisme de J¯ vers A envoyant 0 sur a et 1 sur b,
b) pour toute C-cate´gorie A et pour tout morphisme de J¯ vers A, les images
de 0 et 1 par ce morphisme sont des objets e´quivalents dans A,
c) notons L¯, la sous-C-cate´gorie pleine de J¯ d’objet 0, alors il existe un mor-
phisme p : J¯ → L¯ envoyant 0 et 1 sur 0 qui soit une e´quivalence de C-cate´-
gories,
2) il existe dans C − PC une C-pre´cate´gorie J¯pre α-petite dont la cate´gorisation
est J¯ et ve´rifiant e´galement la proprie´te´ a) de J¯ , ou` l’on note α le plus petit
cardinal re´gulier strictement plus grand que celui pour lequel les familles F1
et F2 sont petites.
Soit α′ un cardinal re´gulier strictement supe´rieur a` 2α.
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Pour toute cofibration triviale f : s → t, il existe une construction a(.) qui a`
toute sous-C-pre´cate´gorie α′-petite p de t associe une sous-C-pre´cate´gorie α′-
petite a(p) comprise entre p et t telle que le morphisme f|a(p) : a(p)∩ s→ a(p)
ve´rifie que pour tout objet y de p, il existe un objet x de a(p)∩ s tel que y soit
e´quivalent a` x dans Cat(a(p)).
Preuve :
Soit p une sous-C-pre´cate´gorie α′-petite de t et soit y un objet de p. Comme f
est une e´quivalence faible, Cat(f) est essentiellement surjective. Donc il existe
un objet x de s tel que y et x soient e´quivalents dans Cat(t). Par le corollaire
pre´ce´dent, il vient qu’il existe une sous-C-pre´cate´gorie α′-petite d(y) de t telle
que x et y soient e´quivalents dans Cat(d(y)) ⊂ Cat(t).
Posons maintenant ay(p) = p∪ d(y). Comme re´union de deux sous-C-pre´cate´-
gories de t α′-petites, ay(p) est bien une sous-C-pre´cate´gorie de t α′-petite et
qui par construction contient p. En outre comme par le lemme 5.4.7, les cofibra-
tions sont stables par cate´gorisation, Cat(ay(p)) est comprise entre Cat(d(y))
et Cat(t), donc x et y sont e´quivalents dans Cat(ay(p)) ⊂ Cat(t). Enfin on
remarque que x est un objet a` la fois de s et de ay(p), car x appartient a` d(y).
Donc le morphisme ay(p) ∩ s→ ay(p) ve´rifie la proprie´te´ du lemme pour y.
De´finissons enfin a(p) comme la re´union des ay(p) pour y de´crivant l’ensemble
des objets de p. Comme p est α′-petit, cet ensemble est de cardinal stricte-
ment infe´rieur a` α′. En outre comme chaque ay(p) est une sous-C-pre´cate´-
gorie α′-petite de t contenant p, par hypothe`se sur α′, il vient que a(p) est une
sous-C-pre´cate´gorie α′-petite de t contenant p. Montrons que a(p) ∩ s→ a(p)
ve´rifie la proprie´te´ du lemme. Soit y un objet de p. Par construction de ay(p),
il existe x objet de ay(p)∩s donc de a(p)∩s tel que x soit e´quivalent a` y dans
Cat(ay(p)) ⊂ Cat(a(p)) ⊂ Cat(t).
CQFD.
Apre`s avoir traite´ de l’essentielle surjectivite´, donnons une construction
b(.) qui va forcer la pleine fide´lite´ des restrictions de cofibrations triviales tout
en gardant stable la petitesse.
Lemme 5.7.6 Soit (C,F1,F2) une donne´e de Segal facile dont la cate´gorie
sous-jacente est une cate´gorie de mode`les ferme´e engendre´e par monomor-
phismes telle que les re´unions de deux sous-objets sont exactement les sommes
amalgame´es de ces sous-objets au-dessus de leur intersection.
Soit α′ un cardinal re´gulier strictement supe´rieur a` 2α, ou` l’on note α le plus
petit cardinal re´gulier strictement plus grand que celui pour lequel les familles
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F1 et F2 sont petites.
Alors il existe α¯′ un cardinal re´gulier strictement supe´rieur a` α′ tel que pour
toute cofibration triviale f : s → t, il existe une construction b(.) qui a` toute
sous-C-pre´cate´gorie α′-petite p de t associe une sous-C-pre´cate´gorie α¯′-petite
b(p) comprise entre p et t telle que le morphisme f|b(p) : b(p) ∩ s → b(p)
ve´rifie la proprie´te´ suivante : pour tout couple (x, y) d’objets de s ∩ p, il ex-
iste un objet α¯′-petit D compris entre Cat(p)1(x, y) et Cat(t)1(x, y) tel que
D ∩ Cat(s)1(x, y) → D est une sous-cofibration triviale a` source et but α¯′-
petits de la cofibration Cat(f|b(p))1(x, y).
Preuve :
Soit p une sous-C-pre´cate´gorie α′-petite de t. Pour tout couple de points (x, y)
de s∩p, comme f est une cofibration triviale, Cat(f)1(x, y) est une cofibration
triviale dans C. Comme p est α′-petit, alors par le lemme 5.7.2, Cat(p) est α′′-
petite, avec α′′ > α′ cardinal re´gulier inde´pendant de p, et donc Cat(p)1(x, y)
aussi. En outre comme les cofibrations sont stables par cate´gorisation par le
lemme 5.4.7, Cat(p)1(x, y) est un sous-objet re´gal de Cat(t)1(x, y). Comme
C est une cate´gorie de mode`les ferme´e engendre´e de manie`re cofibrante, elle
ve´rifie la proposition suivante. On applique alors la proposition suivante a`
la cofibration triviale de C Cat(f)1(x, y) : Cat(s)1(x, y) → Cat(t)1(x, y) et
au sous-objet α′′-petit Cat(p)1(x, y) de Cat(t)1(x, y). Il existe donc un ob-
jet α˜′′-petit Dx,y, avec α˜′′ > α
′′ un cardinal re´gulier inde´pendant de f et p,
tel que Dx,y est compris entre Cat(p)1(x, y) et Cat(t)1(x, y), tel que Dx,y ∩
Cat(s)1(x, y)→ Dx,y soit une sous-cofibration triviale de Cat(f)1(x, y). Consi-
de´rons D′x,y la somme amalgame´e de Cat(p) par ∆[1]ΘDx,y au-dessus de
∆[1]ΘCat(p)1(x, y). Comme cette somme amalgame´e n’est autre que la sous-
C-pre´cate´gorie de Cat(t) engendre´e par les α˜′′-petits Cat(p) et Dx,y, on ob-
tient que D′x,y est une sous-C-pre´cate´gorie α˜
′′-petite de Cat(t). En appliquant
le lemme 5.7.3 a` la sous-C-pre´cate´gorie α˜′′-petite D′x,y de Cat(t), il vient
qu’il existe une sous-C-pre´cate´gorie α˜′′-petite b′x,y(p) de t telle que D
′
x,y ⊂
Cat(b′x,y(p) ⊂ Cat(t)).
On pose maintenant bx,y(p) = p ∪ b′x,y(p) qui est bien une sous-C-pre´cate´-
gorie α˜′′-petite de t comme re´union de telles C-pre´cate´gories. En outre par con-
struction, bx,y(p) contient p. Par stabilite´ des cofibrations par cate´gorisation
du lemme 5.4.7, il vient que Cat(bx,y(p)) contient Cat(b
′
x,y(p)) qui elle-meˆme
contenait D′x,y. En outre (D
′
x,y)1(x, y) contient Dx,y. Donc au final, on a que
Dx,y ⊂ Cat(bx,y(p))1(x, y) ⊂ Cat(t)1(x, y).
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On de´finit maintenant b(p) comme la re´union des bx,y(p) pour x et y de´crivant
l’ensemble des objets de p dont le cardinal est strictement infe´rieur a` α′ car p
est α′-petit. Donc par hypothe`se sur α˜′′, on obtient que b(p) est une sous-C-
pre´cate´gorie α˜′′-petite de t contenant p. Montrons que f|b(p) : b(p)∩s→ b(p) a
la proprie´te´ du lemme. Soit (x, y) un couple d’objets de s∩ p, alors comme on
l’a vu ci-dessus, il existe un objet Dx,y α˜′′-petit compris entre Cat(p)1(x, y) et
Cat(t)1(x, y) et tel que Dx,y ∩ Cat(s)1(x, y) → Dx,y est une cofibration triv-
iale. On remarque que la source et le but de cette dernie`re sont bien α˜′′-petits
car Dx,y et donc Dx,y ∩ Cat(s)1(x, y) sont α˜′′-petits. Or Dx,y est inclus dans
Cat(bx,y(p))1(x, y) donc dans Cat(b(p))1(x, y). Ainsi Dx,y ∩ Cat(s)1(x, y) →
Dx,y est bien une sous-cofibration triviale a` source et but α˜′′-petits de la cofi-
bration Cat(b(p))1(x, y) ∩ Cat(s)1(x, y) → Cat(b(p))1(x, y) qui n’est autre
que Cat(f|b(p))1(x, y) car Cat commute aux intersections par le lemme 5.7.1.
Comme α˜′′ est inde´pendant de p et de f mais seulement de α′′ qui lui meˆme
ne de´pend que de α′, en posant α¯′ = α˜′′, on a le re´sultat attendu.
CQFD.
En appliquant un nombre transfini de fois les ope´rations a(.) et b(.), nous
allons transformer toute restriction de cofibration triviale en cofibration triv-
iale et ce tout en pre´servant la petitesse. Si donc pour une cofibration triviale
quelconque, on extrait de son but une sous-C-pre´cate´gorie petite, en appli-
quant un tel proce´de´ a` la restriction de la cofibration triviale a` cette sous-C-
pre´cate´gorie petite, on obtiendra une sous-cofibration triviale petite de notre
cofibration triviale de de´part, re´sultat auquel nous voulions arriver.
Proposition 5.7.7 Soit (C,F1,F2) une donne´e de Segal facile ve´rifiant les
proprie´te´s suivantes :
1) la cate´gorie de mode`les ferme´e sous-jacente C est une cate´gorie de mode`les
ferme´e simpliciale engendre´e par monomorphismes,
2) les cofibrations ge´ne´ratrices de la cate´gorie de mode`les ferme´e engendre´e de
manie`re cofibrante C ont leurs sources et buts α-petits, ou` l’on note α le plus
petit cardinal re´gulier strictement plus grand que celui pour lequel les familles
F1 et F2 sont petites,
3) les cofibrations ge´ne´ratrices de C ont leurs buts connexes,
4) les re´unions de deux sous-objets sont exactement les sommes amalgame´es
de ces sous-objets au-dessus de leur intersection,
5) pour tout monomorphisme j : A→ B de C, la classe contenant un repre´sentant
de chaque classe d’isomorphismes d’objets C par lequel j se factorise dans la
sous-cate´gorie des monomorphismes est un ensemble,
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6) les colimites se´quentielles transfinies de la sous-cate´gorie des monomor-
phismes de C existent et sont les colimites se´quentielles transfinies de C,
7) il n’existe aucun morphisme de but l’ensemble vide qui ne soit pas un iso-
morphisme,
8) les colimites se´quentielles transfinies d’objets re´gaux le long de cofibrations
sont des objets re´gaux,
9) il existe une C-cate´gorie J¯ munie de deux objets note´s 0 et 1 et ayant les
proprie´te´s suivantes :
a) pour toute C-cate´gorie facile A et pour tout couple d’objets e´quivalents a et
b de A, il existe un morphisme de J¯ vers A envoyant 0 sur a et 1 sur b,
b) pour toute C-cate´gorie A et pour tout morphisme de J¯ vers A, les images
de 0 et 1 par ce morphisme sont des objets e´quivalents dans A,
c) notons L¯, la sous-C-cate´gorie pleine de J¯ d’objet 0, alors il existe un mor-
phisme p : J¯ → L¯ envoyant 0 et 1 sur 0 qui soit une e´quivalence de C-cate´-
gories,
10) il existe dans C − PC une C-pre´cate´gorie J¯pre α-petite dont la cate´gorisation
est J¯ et ve´rifiant e´galement la proprie´te´ a) de J¯ .
Soit α′ un cardinal re´gulier strictement supe´rieur a` 2α.
Alors il existe α˜′ un cardinal re´gulier strictement supe´rieur a` α′ tel que pour
toute cofibration triviale f : s → t et pour toute sous-C-pre´cate´gorie α′-petite
p de t, il existe une sous-C-pre´cate´gorie α˜′-petite p′ comprise entre p et t telle
qu’on ait le diagramme suivant :
s ∩ p′
⊂ ✲ p′
s
⊂
❄ ⊂ ✲ t
⊂
❄
ou` les fle`ches horizontales sont des e´quivalences faibles. Dans ce cas, l’inclu-
sion de s ∩ p′ dans p′ est dans J , si α′ vaut le cardinal de la de´finition de J ,
et la cofibration triviale s→ t se factorise a` travers s∪p′ en deux cofibrations
triviales.
Preuve :
Supposons que le cardinal α˜′ existe et qu’il existe p′ α˜′-petit compris entre p
et t ve´rifiant le diagramme ci-dessus. Montrons d’abord que s ∩ p′ → p′ est
dans J , si α′ vaut le cardinal de la de´finition de J . On a de´ja` que s∩ p′ → p′
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est une cofibration triviale. Or par hypothe`se, p′ et donc s ∩ p′ sont α˜′-petits
donc s ∩ p′ → p′ est une cofibration triviale a` source et but α˜′-petits, i.e. un
e´le´ment de J .
Toujours avec la supposition ci-dessus, montrons maintenant que la cofibra-
tion triviale s → t se factorise a` travers s ∪ p′ en deux cofibrations triviales.
Conside´rons le diagramme cocarte´sien suivant :
s ∩ p′
⊂ ✲ p′
s
⊂
❄ ⊂✲ s ∪ p′
⊂
❄
Comme les cofibrations triviales sont stables par somme amalgame´e le long
d’un morphisme par proposition 5.6.9 et que s ∩ p′ → p′ est une cofibration
triviale, alors s → s ∪ p′ est une cofibration triviale. En outre, s et p′ sont
des sous-C-pre´cate´gories de t, donc en utilisant le fait que s∪ p′ soit la somme
amalgame´e de s et p′ au-dessus de leur intersection, par hypothe`se sur C, il
vient que le morphisme universel s ∪ p′ → t est une inclusion donc une cofi-
bration. Comme enfin la pre´composition de ce morphisme par la cofibration
triviale s → s ∪ p′ n’est autre que la cofibration triviale s → t, par l’axiome
”trois pour deux” dans C, il vient que s ∪ p′ → t est une e´quivalence faible.
Donc s ∪ p′ → t est bien une cofibration triviale et s → t se factorise donc
bien par s ∪ p′ en deux cofibrations triviales.
De´finissons p′ et α˜′ par re´currence. Soit p′0 = p et α
′
0 = α
′. Supposons p′n
et α′n construits pour n ≥ 0, alors on pose p
′
n+1 = b(a(p
′
n)) et α
′
n+1 = α¯
′
n,
au sens du lemme pre´ce´dent. Enfin on de´finit p′ comme la colimite des p′n
pour n ∈ N et α˜′ comme le plus petit cardinal re´gulier majorant l’ensemble
{α′n, n ∈ N}, ce qui existe par les proprie´te´s des cardinaux. Il est facile de voir
qu’a` chaque e´tape le cardinal de´fini de´pend uniquement de α′. On remarque,
comme α˜′ > ℵ0 est re´gulier et est supe´rieur strictement a` chaque α′n, que p
′ est
α˜′-petit comme re´union de´nombrable de C-pre´cate´gories α′n-petites. Comme
p′ est une re´union croissante de C-pre´cate´gories comprises entre p et t alors
p′ aussi. Il ne reste donc qu’a` montrer la proprie´te´ de s ∩ p′ → p′. Comme
c’est clairement une inclusion, montrons que c’est une e´quivalence faible, i.e.
montrons que Cat(s ∩ p′)→ Cat(p′) est une e´quivalence de C-cate´gories.
257
Soit y un objet de p′. Comme p′ est une colimite, il existe un entier n tel
que y soit un objet de p′n. Appliquons la construction a(.) a` p
′
n, on obtient
alors l’existence d’un objet x de a(p′n) ∩ s tel que x soit e´quivalent a` y dans
Cat(a(p′n)). Comme b(a(p
′
n)) qui n’est autre que p
′
n+1 contient a(p
′
n), que p
′
contient p′n+1 et que les cofibrations sont stables par cate´gorisation par le
lemme 5.4.7, il vient que x appartient a` p′ ∩ s et que x est e´quivalent a` y dans
Cat(p′), ce qui montre l’essentielle surjectivite´ de Cat(s ∩ p′)→ Cat(p′).
Soit (x, y) un couple d’objets de p′ ∩ s. Il existe donc un entier n tel que
ce couple appartienne a` p′n donc a` a(p
′
n). On applique la construction b(.)
a` tous les a(p′m) pour m ≥ n et, en utilisant la commutation de Cat avec
l’intersection du lemme 5.7.1, l’on obtient le diagramme suivant :
Cat(p′m ∩ s)1(x, y)
⊂✲ Cat(a(p′m) ∩ s)1(x, y)
⊂✲ Dmx,y ∩ Cat(s)1(x, y)
⊂✲ Cat(p′m+1 ∩ s)1(x, y)
Cat(p′m)1(x, y)
⊂
❄ ⊂✲ Cat(a(p′m))1(x, y)
⊂
❄ ⊂ ✲ Dmx,y
⊂˜
❄ ⊂✲ Cat(p′m+1)1(x, y)
⊂
❄
Les fle`ches Cat(p′m∩s)1(x, y)→ Cat(p
′
m)1(x, y) et D
m
x,y∩Cat(s)1(x, y)→ D
m
x,y
alternant, on obtient que la colimite pour m ≥ n des Cat(p′m ∩ s)1(x, y) →
Cat(p′m)1(x, y), qui n’est autre que Cat(p
′ ∩ s)1(x, y) → Cat(p′)1(x, y), est
e´gale a` la colimite des Dmx,y ∩ Cat(s)1(x, y) → D
m
x,y. En utilisant la proposi-
tion 5.3.13 dans C, on obtient que la colimite des cofibrations triviales Dmx,y ∩
Cat(s)1(x, y)→ Dmx,y est une e´quivalence faible. Or comme cette dernie`re est
e´gale a` Cat(p′∩s)1(x, y)→ Cat(p′)1(x, y), ceci montre que Cat(p′∩s)1(x, y)→
Cat(p′)1(x, y) est une e´quivalence faible et donc que Cat(s∩p′)→ Cat(p′) est
pleinement fide`le.
CQFD.
Nous avons donc de´montre´ le re´sultat qui permet d’extraire de toute cofi-
bration triviale une cofibration triviale petite, c’est-a`-dire un e´le´ment de J .
Nous avons donc maintenant en notre possession l’outil majeur permettant
de ve´rifier les hypothe`ses du lemme 5.3.6 qui montrera l’engendrement des
cofibrations triviales par J .
5.7.3 Engendrement des cofibrations triviales par J
Afin de de´montrer la dernie`re hypothe`se du lemme de reconnaissance 5.0.4
de la structure de cate´gorie de mode`les ferme´e engendre´e de manie`re cofi-
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brante, nous devons ve´rifier les hypothe`ses du lemme 5.3.6 qui permettra de
montrer que J engendre les cofibrations triviales. Or nous venons de montrer
l’argument de base qui permet de ve´rifier les hypothe`ses du lemme 5.3.6. Aussi
va-t-on en re´colter les hypothe`ses, qui serviront pour toute cette partie.
Hypothe`ses 5.7.8 Soit (C,F1,F2) une donne´e de Segal facile ve´rifiant les
proprie´te´s suivantes :
1) la cate´gorie de mode`les ferme´e sous-jacente C est une cate´gorie de mode`les
ferme´e simpliciale engendre´e par monomorphismes,
2) les cofibrations ge´ne´ratrices de la cate´gorie de mode`les ferme´e engendre´e de
manie`re cofibrante C ont leurs sources et buts α-petits, ou` l’on note α le plus
petit cardinal re´gulier strictement plus grand que celui pour lequel les familles
F1 et F2 sont petites,
3) les cofibrations ge´ne´ratrices de C ont leurs buts connexes,
4) les re´unions de deux sous-objets sont exactement les sommes amalgame´es
de ces sous-objets au-dessus de leur intersection,
5) pour tout monomorphisme j : A→ B de C, la classe contenant un repre´sentant
de chaque classe d’isomorphismes d’objets C par lequel j se factorise dans la
sous-cate´gorie des monomorphismes est un ensemble,
6) les colimites se´quentielles transfinies de la sous-cate´gorie des monomor-
phismes de C existent et sont les colimites se´quentielles transfinies de C,
7) il n’existe aucun morphisme de but l’ensemble vide qui ne soit pas un iso-
morphisme,
8) les colimites se´quentielles transfinies d’objets re´gaux le long de cofibrations
sont des objets re´gaux,
9) il existe une C-cate´gorie J¯ munie de deux objets note´s 0 et 1 et ayant les
proprie´te´s suivantes :
a) pour toute C-cate´gorie facile A et pour tout couple d’objets e´quivalents a et
b de A, il existe un morphisme de J¯ vers A envoyant 0 sur a et 1 sur b,
b) pour toute C-cate´gorie A et pour tout morphisme de J¯ vers A, les images
de 0 et 1 par ce morphisme sont des objets e´quivalents dans A,
c) notons L¯, la sous-C-cate´gorie pleine de J¯ d’objet 0, alors il existe un mor-
phisme p : J¯ → L¯ envoyant 0 et 1 sur 0 qui soit une e´quivalence de C-cate´-
gories,
10) il existe dans C − PC une C-pre´cate´gorie J¯pre α-petite dont la cate´gorisation
est J¯ et ve´rifiant e´galement la proprie´te´ a) de J¯ .
Sous ces hypothe`ses, nous savons donc extraire de toute cofibration triviale
un e´le´ment de J , ce qui entraˆıne que les fle`ches J -injectives se rele`vent aussi
par rapport aux cofibrations triviales quelconques.
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Lemme 5.7.9 Supposons vraies les hypothe`ses 5.7.8.
Les fle`ches J -injectives sont exactement les fle`ches ayant la proprie´te´ de
rele`vement a` droite par rapport aux cofibrations triviales.
Preuve :
Tout d’abord comme J est un sous-ensemble de la classe des cofibrations
triviales, les fle`ches ayant la proprie´te´ de rele`vement a` droite par rapport aux
cofibrations triviales ont en particulier cette proprie´te´ vis-a`-vis des e´le´ments
de J donc sont J -injectives. Il reste donc a` montrer l’autre sens.
Conside´rons maintenant le diagramme commutatif suivant :
A
a ✲ X
B
j
❄
b
✲ Y
p
❄
avec j une cofibration triviale et p une fle`che J -injective. Si j est un iso-
morphisme, le diagramme admet un rele`vement naturel. Sinon il existe une
sous-C-pre´cate´gorie D α′-petite de B non incluse dans j(A) mais d’intersec-
tion non vide avec j(A), ou` α′ est le cardinal de la de´finition de J . Par la
proposition pre´ce´dente, il existe une sous-C-pre´cate´gorie α˜′-petite D′ comprise
entre D et B tel que A ∩ D′ → D′ soit une sous-cofibration triviale de j a`
source et but α˜′-petits. En particulier A ∩D′ → D′ est un e´le´ment de J . On
a donc le diagramme suivant :
A ∩D′
⊂ ✲ A
a ✲ X
D′
∈ J
❄
⊂
✲ B
j
❄
b
✲ Y
p
❄
Comme p est J -injective, le diagramme exte´rieur admet un rele`vement θ.
Conside´rons maintenant la re´union A∪D′. Par hypothe`se sur D, cette re´union
n’est pas isomorphe a` A. D’apre`s la proposition pre´ce´dente, j se factorise a`
travers A ∪ D′ en deux cofibrations triviales dont la premie`re est l’inclusion
canonique iA : A→ A∪D
′ et la seconde j′ : A∪D′ → B. Avec ce qui pre´ce`de
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on obtient le diagramme commutatif suivant :
A ∩D′
⊂ ✲ A
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
a
❯
D′
∈ J
❄
i′D
✲ A ∪D′
iA
❄
❍❍❍❍❍❍❍❍❍❍❍❍
θ
❥
❅
❅
∃!φ
❅
❅❘
X
Comme la partie exte´rieure du grand diagramme commute par proprie´te´ de
θ et que A ∪D′ est une somme amalgame´e, il existe un unique morphisme φ
de A ∪D′ vers X tel que φ ◦ iA = a et φ ◦ iD = θ. De la` il vient les e´galite´s
suivantes :
p ◦ φ ◦ iA = p ◦ a = b ◦ j = b ◦ j
′ ◦ iA
p ◦ φ ◦ i′D = p ◦ θ = b ◦ j
′ ◦ i′D
Comme p ◦ φ et b ◦ j′ ont meˆme valeur sur les injections canoniques, par pro-
prie´te´ universelle de la somme amalgame´e A∪D′, on obtient que p◦φ = b◦ j′.
Ainsi A∪D′ re´alise un rele`vement partiel du diagramme (j, a, b, p) avec A∪D′
non isomorphe a` A. En appliquant le lemme 5.3.6, il vient que (j, a, b, p)
posse`de un rele`vement global. Ceci montre que les morphismes J -injectifs
ont la proprie´te´ de rele`vement a` droite par rapport aux cofibrations triviales.
CQFD.
Comme l’on vient de montrer que les morphismes J -injectifs sont ex-
actement ceux qui se rele`vent par rapport aux cofibrations triviales, on ob-
tient donc que les cofibrations triviales sont des J -cofibrations, c’est-a`-dire
des morphismes ayant la proprie´te´ de rele`vement a` gauche par rapport aux
morphismes J -injectifs. Comme avec l’hypothe`se 3) du lemme de reconnais-
sance 5.0.4, on a montre´ que les J -cofibrations sont des cofibrations triviales,
on a donc bien que J engendre les cofibrations triviales.
Corollaire 5.7.10 Supposons vraies les hypothe`ses 5.7.8.
J engendre les cofibrations triviales.
Preuve :
Le lemme pre´ce´dent montre que les cofibrations triviales ont la proprie´te´ de
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rele`vement a` gauche par rapport aux fle`ches J -injectives. Donc par de´finition
de J -cofibrations comme fle`ches ayant la proprie´te´ de rele`vement a` gauche par
rapport aux fle`ches J -injectives, les cofibrations triviales sont des J -cofibra-
tions. En outre le corollaire 5.6.10 montre que les J -cofibrations sont des
cofibrations triviales. Donc les cofibrations triviales sont exactement les J -
cofibrations, ce qui montre que J engendre les cofibrations triviales.
CQFD.
Avec ce re´sultat d’engendrement des cofibrations triviales par J , qui me´rite
donc bien son nom d’ensemble des cofibrations triviales ge´ne´ratrices, nous
venons de ve´rifier la dernie`re hypothe`se du lemme 5.0.4 de reconnaissance
de la structure de cate´gorie de mode`les ferme´e engendre´e de manie`re cofi-
brante. Nous pouvons donc maintenant donner le the´ore`me central qui e´tablit
que la cate´gorie C − PC des C-pre´cate´gories avec les monomorphismes et les
e´quivalences faibles de C-pre´cate´gories forme bien une cate´gorie de mode`les
ferme´e.
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5.8 The´ore`me central
Comme la ve´rification des six hypothe`ses du lemme 5.0.4 de reconnais-
sance de la structure de cate´gorie de mode`les ferme´e engendre´e de manie`re
cofibrante a donne´ lieu a` un bon nombre d’hypothe`ses, nous allons dans un
premier temps les rassembler dans une e´bauche de the´ore`me sur la cate´gorie
de mode`les ferme´e engendre´e de manie`re cofibrante des C-pre´cate´gories, puis
les retravailler afin d’obtenir une meilleure formulation de ce dernier.
5.8.1 Ebauche du the´ore`me central
En regroupant tous les re´sultats pre´ce´dents, on obtient l’e´bauche du the´o-
re`me central suivante :
The´ore`me 5.8.1 (-central (e´bauche)) Soit (C,F1,F2) une donne´e de Se-
gal proto-facile ve´rifiant les proprie´te´s suivantes :
A) la cate´gorie sous-jacente C est une cate´gorie de mode`les ferme´e engendre´e
de manie`re cofibrante simpliciale dont tous les objets sont cofibrants,
B) il n’existe aucun morphisme de but l’ensemble vide qui ne soit pas un
isomorphisme,
C) les re´unions de deux sous-objets sont exactement les sommes amalgame´es
de ces sous-objets au-dessus de leur intersection,
D) les objets discrets sont stables par limites dans C,
E) les colimites se´quentielles transfinies d’objets re´gaux le long de cofibrations
sont des objets re´gaux,
F) le foncteur τ0 est tel que, pour tout objet re´gal C de C, τ0(C) est un quotient
de l’ensemble des morphismes dans C de l’objet final vers C,
G) il existe un objet re´gal contractile K muni de deux morphismes de l’objet
final vers K note´s 0 et 1, et ayant la proprie´te´ suivante : pour tout couple
(f, g) de morphismes de l’objet final vers un objet re´gal C tel que leurs images
par τ0 soient e´gales, il existe un morphisme de K vers C envoyant 0 sur f et
1 sur g,
H) les F1 ∪ F2 ∪ {∅ → ∗}-cofibrations sont des monomorphismes,
I) les sources et buts des fle`ches de la famille F1, ainsi que les buts de la
famille F2, sont connexes et non isomorphes a` l’ensemble vide,
J) il existe un cardinal transfini re´gulier strictement supe´rieur a` ℵ0, que l’on
notera α, pour lequel tout morphisme de F1 et F2 a sa source et son but
α-petits au sens 2.3.3,
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K) la famille F1 est incluse dans la classe des cofibrations triviales de la
cate´gorie de mode`les ferme´e C et la famille F2 dans celle des cofibrations,
L) les alliances d’objets re´gaux sont exactement les e´quivalences faibles de la
cate´gorie de mode`les ferme´e C entre objets re´gaux,
M) le produit fibre´ d’une e´quivalence faible entre objets re´gaux le long d’une
fibration est une e´quivalence faible,
N) les cofibrations et les e´quivalences faibles sont stables par produit fibre´ au-
dessus d’un objet discret,
O) les cofibrations de C sont les monomorphismes,
P) les isomorphismes ne se factorisent qu’en isomorphismes dans la sous-
cate´gorie des cofibrations de C,
Q) les colimites se´quentielles transfinies de la sous-cate´gorie des cofibrations
de C existent et sont les colimites se´quentielles transfinies de C,
R) pour toute cofibration j : A→ B de C, la classe contenant un repre´sentant
de chaque classe d’isomorphismes d’objets C par lequel j se factorise dans la
sous-cate´gorie des cofibrations est un ensemble,
S) les cofibrations ge´ne´ratrices de la cate´gorie de mode`les ferme´e engendre´e
de manie`re cofibrante C ont leurs buts connexes,
T) les cofibrations ge´ne´ratrices de C ont leurs sources et buts α-petits,
U) il existe une C-cate´gorie J¯ munie de deux objets note´s 0 et 1 et ayant les
proprie´te´s suivantes :
a) pour toute C-cate´gorie facile A et pour tout couple d’objets e´quivalents a et
b de A, il existe un morphisme de J¯ vers A envoyant 0 sur a et 1 sur b,
b) pour toute C-cate´gorie A et pour tout morphisme de J¯ vers A, les images
de 0 et 1 par ce morphisme sont des objets e´quivalents dans A,
c) notons L¯, la sous-C-cate´gorie pleine de J¯ d’objet 0, alors il existe un mor-
phisme p : J¯ → L¯ envoyant 0 et 1 sur 0 qui soit une e´quivalence de C-cate´-
gories,
V) il existe dans C − PC une C-pre´cate´gorie J¯pre α-petite dont la cate´gorisation
est J¯ et ve´rifiant e´galement la proprie´te´ a) de J¯ .
Alors C − PC admet une structure de cate´gorie de mode`les ferme´e engendre´e
de manie`re cofibrante avec pour e´quivalences faibles les morphismes dont la
cate´gorisation est une e´quivalence de C-cate´gories, pour I l’ensemble constitue´
de ∅ → ∗ et des fle`ches de type Attachn(g) : ∆[n]ΘX
∐
∂∆[n]ΘX ∂∆[n]ΘY →
∆[n]ΘY pour n > 0 et g : X → Y de´crivant l’ensemble des cofibrations
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ge´ne´ratrices de C, et pour J l’ensemble des classes d’e´quivalence de mor-
phismes a` la fois cofibrations niveau par niveau et e´quivalences faibles dont les
sources et buts sont petits par rapport a` un cardinal re´gulier bien choisi.
Preuve :
D’apre`s le lemme 5.0.4 de reconnaissance de cate´gorie de mode`les ferme´e en-
gendre´e de manie`re cofibrante, il y a cinq axiomes a` montrer.
Tout d’abord il faut que C − PC soit comple`te et cocomple`te, ce qui est le cas
d’apre`s la proposition 1.2.5.
Le premier axiome est la stabilite´ des e´quivalences faibles par re´tract donne´e
par le lemme 5.1.4 ainsi que l’axiome ”trois pour deux” pour les e´quivalences fai-
bles donne´ quant a` lui par le lemme 4.6.4.
Le deuxie`me axiome est que I et J ve´rifient l’argument du petit objet, ce qui
est montre´ par les lemmes 5.2.1 et 5.2.2.
Le troisie`me axiome est que toute J -cofibration est a` la fois une I-cofibration
et une e´quivalence faible, ce qui nous est donne´ par le corollaire 5.6.10.
Le quatrie`me axiome est que tout morphisme I-injectif est a` la fois J -injectif
et une e´quivalence faible, ce que montre le lemme 5.3.17.
Enfin le corollaire 5.7.10 montre l’une des deux proprie´te´s e´quivalentes du
dernier axiome, a` savoir que les morphismes a` la fois I-cofibrations et e´qui-
valences faibles sont des J -cofibrations.
CQFD.
Cependant il convient aussi de remarquer que certaines hypothe`ses per-
mettent d’en e´liminer d’autres. En effet, l’hypothe`se O) demande que les cofi-
brations de C soient des monomorphismes. De ce fait l’hypothe`se P) ne porte
plus que sur les monomorphismes et elle est donc trivialement vraie. Il en est
de meˆme pour la premie`re partie de l’hypothe`se N). De plus l’hypothe`se B)
entraˆıne que la fle`che ∅ → ∗ est un monomorphisme. L’hypothe`se O) mod-
ifie aussi l’e´nonce´ de l’hypothe`se K), ce qui entraˆıne que les familles F1 et
F2 sont des familles de monomorphismes. Comme A) postule que C est une
cate´gorie de mode`les ferme´e, les cofibrations, qui par l’hypothe`se O) sont ex-
actement les monomorphismes, sont stables re´tracts, sommes amalgame´es et
colimites se´quentielles transfinies. Ainsi les F1 ∪ F2 ∪ {∅ → ∗}-cofibrations
sont des monomorphismes, ce qui rend triviale l’hypothe`se H). En outre, si
dans l’hypothe`se A) l’on demande directement que la cate´gorie de mode`les
ferme´e engendre´e de manie`re cofibrante soit une cate´gorie de mode`les ferme´e
engendre´e par monomorphismes, alors l’hypothe`se O) devient redondante. Par
ailleurs, le fait d’identifier les cofibrations et les monomorphismes changent la
nature des hypothe`ses Q) et R) qui ne portent donc plus sur la structure de
265
cate´gorie de mode`les ferme´e mais directement sur la structure de cate´gorie
de C. Ainsi on peut trier ou modifier les hypothe`ses ci-dessus obtenues par
regroupement des re´sultats pre´ce´dents et donner de nouvelles de´finitions plus
pertinentes au vu de ces hypothe`ses.
5.8.2 Remaniement des hypothe`ses du the´ore`me cen-
tral et nouvelles de´finitions
Tout d’abord, regroupons les hypothe`ses portant directement sur la cate´-
gorie de base C. Comme on conside`re une donne´e de Segal proto-facile sur C,
il faut que C soit discre´tisante et posse`de les produits fibre´s de deux objets
au-dessus d’un objet discret. Les hypothe`ses B), C) et D) portent e´galement
sur C et les deux dernie`res supposent que C est comple`te et cocomple`te. Enfin
comme on l’a vu ci-dessus, le fait pour le the´ore`me central d’identifier cofibra-
tions et monomorphismes entraˆıne que les hypothe`ses Q) et R) portent elles
aussi sur C. Avec toutes ces hypothe`ses ainsi qu’avec la de´finition de cate´gorie
discre´tisante, on peut de´finir une nouvelle notion de cate´gorie discre´tisante di-
rectement utilisable pour le the´ore`me central.
De´finition 5.8.2 Une cate´gorie C est une cate´gorie bien discre´tisante si elle
ve´rifie les proprie´te´s suivantes :
-elle est comple`te et cocomple`te,
-pour tout morphisme Z → X vers un objet discret, on a
Z =
∐
x∈X
Z(x),
-Enssj ◦Discret est naturellement isomorphe a` l’identite´ de la cate´gorie des
ensembles,
-les objets discrets sont stables par limites dans C,
-il n’existe aucun morphisme de but l’ensemble vide qui ne soit pas un isomor-
phisme,
-les re´unions de deux sous-objets sont exactement les sommes amalgame´es de
ces sous-objets au-dessus de leur intersection,
-les colimites se´quentielles transfinies de la sous-cate´gorie des monomorphismes
de C existent et sont les colimites se´quentielles transfinies de C,
-pour tout monomorphisme j : A→ B de C, la classe contenant un repre´sentant
de chaque classe d’isomorphismes d’objets C par lequel j se factorise dans la
sous-cate´gorie des monomorphismes est un ensemble.
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Regardons maintenant les hypothe`ses concernant uniquement la donne´e
de Segal. Ce sont les hypothe`ses E) et F). Parmi ces hypothe`ses, l’hypothe`se
F) donne une description concre`te du foncteur τ0, aussi va-t-on donner la
de´finition de donne´e de Segal concre`te a` une donne´e de Segal base´e sur une
cate´gorie bien discre´tisante et ve´rifiant les hypothe`ses E) et F).
De´finition 5.8.3 Une donne´e de Segal (C, Cc, Ceq, τ0) est dite concre`te si :
-la cate´gorie sous-jacente C est bien discre´tisante,
-les colimites se´quentielles transfinies d’objets re´gaux le long de monomor-
phismes sont des objets re´gaux,
-le foncteur τ0 est tel que, pour tout objet re´gal C de (C), τ0(C) est un quotient
de l’ensemble des morphismes dans C de l’objet final vers C.
Comme les hypothe`ses H), I) et J) sont de´ja` contenues dans la notion de
donne´e de Segal pre´-facile, on va obtenir la notion de donne´e de Segal pre´-
facilite´e qui ne sera autre qu’une donne´e de Segal concre`te et pre´-facile.
De´finition 5.8.4 Une donne´e de Segal pre´-facile (C,F1,F2) est une donne´e
de Segal facilite´e si la donne´e de Segal sous-jacente est concre`te,
On remarque que les hypothe`ses G), K), L) et M) sont des hypothe`ses
demande´es dans la de´finition de donne´e de Segal facile. L’hypothe`se N) n’y est
qu’a` moitie´ par sa partie concernant les e´quivalences faibles. Quant aux autres
hypothe`ses de la donne´e de Segal facile, elles sont de´ja` prises en charge dans
les de´finitions pre´ce´dentes. Ainsi une donne´e de Segal facilite´e sera simplement
une donne´e de Segal facile et pre´facilite´e ou encore une donne´e de Segal facile
et concre`te.
De´finition 5.8.5 Une donne´e de Segal facile (C,F1,F2) est dite donne´e de
Segal facilite´e si la donne´e de Segal pre´-facile sous-jacente est une donne´e de
Segal pre´-facilite´e.
Ou ce qui revient au meˆme :
Une donne´e de Segal facile (C,F1,F2) est une donne´e de Segal facilite´e si la
donne´e de Segal sous-jacente est concre`te,
L’hypothe`se A) demande a` la cate´gorie de mode`les ferme´e sous-jacente C
d’une donne´e de Segal facilite´e d’eˆtre une cate´gorie de mode`les ferme´e en-
gendre´e de manie`re cofibrante simpliciale dont tous les objets sont cofibrants
et l’hypothe`se O) demande que les cofibrations soient les monomorphismes.
On peut donc regrouper ces deux hypothe`ses en une, comme on l’avait de´ja` fait
remarquer plus haut, en demandant a` la cate´gorie de mode`les ferme´e C d’eˆtre
une cate´gorie de mode`les ferme´e simpliciale engendre´e par monomorphismes.
En revanche, on n’a plus a` demander que ses objets soient tous cofibrants, car
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ceci est de´ja` une hypothe`se de la donne´e de Segal facile.
Si l’on regarde les hypothe`ses concernant la cate´gorie de mode`les ferme´e
engendre´e par monomorphismes, on trouve les hypothe`ses S) et T) qui portent
sur les cofibrations ge´ne´ratrices de la cate´gorie de mode`les ferme´e engendre´e
par monomorphismes. Comme le fait de demander a` la cate´gorie de mode`les
ferme´e de base C d’eˆtre engendre´e par monomorphisme se justifie en ceci que
cela permet de simplifier la de´monstration de la structure de cate´gorie de
mode`les ferme´e sur les C-pre´cate´gories et leurs e´quivalences faibles, nous allons
de´finir une notion de donne´e de Segal facilitante (pour la structure de cate´gorie
de mode`les ferme´e) qui prendra en charge ces hypothe`ses d’engendrement par
monomorphismes.
De´finition 5.8.6 Soit (C,F1,F2) une donne´e de Segal facilite´e, on dit qu’elle
est facilitante si :
-la cate´gorie de mode`les ferme´e sous-jacente C est cate´gorie de mode`les ferme´e
simpliciale engendre´e par monomorphismes,
-les cofibrations ge´ne´ratrices de la cate´gorie de mode`les ferme´e engendre´e de
manie`re cofibrante C ont leurs buts connexes,
-les cofibrations ge´ne´ratrices de C ont leurs sources et buts α-petits.
Toutes les hypothe`ses ont e´te´ prises en charge par cette notion de donne´e de
Segal facilitante a` l’exception des deux dernie`res hypothe`ses U) et V) qui con-
cernent l’existence d’un bon intervalle J¯ pour repre´senter l’e´quivalence d’ob-
jets dans les C-cate´gories. Aussi va-t-on de´finir la notion pour une donne´e de
Segal facilitante d’eˆtre munie d’un bon intervalle pour les C-cate´gories.
De´finition 5.8.7 Soit (C,F1,F2) une donne´e de Segal facilitante, on dit qu’elle
admet un bon intervalle pour les C-cate´gories si :
-il existe une C-cate´gorie J¯ munie de deux objets note´s 0 et 1 et ayant les
proprie´te´s suivantes :
a) pour toute C-cate´gorie facile A et pour tout couple d’objets e´quivalents a et
b de A, il existe un morphisme de J¯ vers A envoyant 0 sur a et 1 sur b,
b) pour toute C-cate´gorie A et pour tout morphisme de J¯ vers A, les images
de 0 et 1 par ce morphisme sont des objets e´quivalents dans A,
c) notons L¯, la sous-C-cate´gorie pleine de J¯ d’objet 0, alors il existe un mor-
phisme p : J¯ → L¯ envoyant 0 et 1 sur 0 qui soit une e´quivalence de C-cate´-
gories,
-il existe dans C − PC une C-pre´cate´gorie J¯pre α-petite dont la cate´gorisation
est J¯ et ve´rifiant e´galement la proprie´te´ a) de J¯ .
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Avec toutes ces de´finitions, nous pouvons donner un e´nonce´ plus simple du
the´ore`me central, puisqu’il suffit d’eˆtre une donne´e de Segal facilitante munie
d’un bon intervalle pour les C-cate´gories afin de ve´rifier toutes les hypothe`ses
de l’e´bauche du the´ore`me central.
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5.8.3 Enonce´ du the´ore`me central
Voici donc le nouvel e´nonce´ du the´ore`me central qui est bien plus simple
que celui de l’e´bauche du fait qu’il prenne en compte les nouvelles de´finitions
de´gage´es pre´ce´demment de l’analyse de la foule des hypothe`ses de l’e´bauche
du the´ore`me central.
The´ore`me 5.8.8 (central) Soit (C,F1,F2) une donne´e de Segal facilitante
admettant un bon intervalle pour les C-cate´gories. Alors C − PC admet une
structure de cate´gorie de mode`les ferme´e engendre´e par monomorphismes avec
pour e´quivalences faibles les morphismes dont la cate´gorisation est une e´qui-
valence de C-cate´gories, les ensembles ge´ne´rateurs des cofibrations et des cofi-
brations triviales e´tant respectivement les ensembles I et J .
La preuve est bien e´videmment celle de l’e´bauche du the´ore`me central.
Bien que cet e´nonce´ soit plus agre´able a` l’oeil que celui de l’e´bauche, il est
cependant extreˆmement dense car derrie`re la notion de donne´e de Segal facili-
tante se cache une multitude d’hypothe`ses que l’e´bauche du the´ore`me centrale,
oˆ combien rebutante, a ne´anmoins l’avantage d’exposer clairement. Apre`s le
balayage des hypothe`ses triviales des sections pre´ce´dentes, nous sommes en
mesure de donner un meilleur e´nonce´ de notre e´bauche. Aussi c’est en fait
le nouvel e´nonce´ de l’e´bauche du the´ore`me central qui nous servira par la
suite pour ve´rifier qu’une donne´e de Segal proto-facile ve´rifie les hypothe`ses
du the´ore`me central.
The´ore`me 5.8.9 (-central (e´bauche 2)) Soit (C,F1,F2) une donne´e de Se-
gal proto-facile ve´rifiant les proprie´te´s suivantes :
A’) la cate´gorie sous-jacente C est une cate´gorie de mode`les ferme´e engendre´e
par monomorphismes simpliciale,
B’) il n’existe aucun morphisme de but l’ensemble vide qui ne soit pas un
isomorphisme,
C’) les re´unions de deux sous-objets sont exactement les sommes amalgame´es
de ces sous-objets au-dessus de leur intersection,
D’) les objets discrets sont stables par limites dans C,
E’) les colimites se´quentielles transfinies d’objets re´gaux le long de monomor-
phismes sont des objets re´gaux,
F’) le foncteur τ0 est tel que, pour tout objet re´gal C de C, τ0(C) est un quotient
de l’ensemble des morphismes dans C de l’objet final vers C,
G’) il existe un objet re´gal contractile K muni de deux morphismes de l’objet
final vers K note´s 0 et 1, et ayant la proprie´te´ suivante : pour tout couple
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(f, g) de morphismes de l’objet final vers un objet re´gal C tel que leurs images
par τ0 soient e´gales, il existe un morphisme de K vers C envoyant 0 sur f et
1 sur g,
H’) les sources et buts des fle`ches de la famille F1, ainsi que les buts de la
famille F2, sont connexes et non isomorphes a` l’ensemble vide,
I’) il existe un cardinal transfini re´gulier strictement supe´rieur a` ℵ0, que l’on
notera α, pour lequel tout morphisme de F1 et F2 a sa source et son but
α-petits au sens 2.3.3,
J’) la famille F1 est incluse dans la classe des cofibrations triviales de la
cate´gorie de mode`les ferme´e engendre´e par monomorphismes C et la famille
F2 dans celle des cofibrations,
K’) les alliances d’objets re´gaux sont exactement les e´quivalences faibles de la
cate´gorie de mode`les ferme´e C entre objets re´gaux,
L’) le produit fibre´ d’une e´quivalence faible entre objets re´gaux le long d’une
fibration est une e´quivalence faible,
M’) les e´quivalences faibles sont stables par produit fibre´ au-dessus d’un objet
discret,
N’) les colimites se´quentielles transfinies de la sous-cate´gorie des monomor-
phismess de C existent et sont les colimites se´quentielles transfinies de C,
O’) pour tout monomorphisme j : A → B de C, la classe contenant un
repre´sentant de chaque classe d’isomorphismes d’objets C par lequel j se fac-
torise dans la sous-cate´gorie des monomorphismes est un ensemble,
P’) les cofibrations ge´ne´ratrices de la cate´gorie de mode`les ferme´e engendre´e
de manie`re cofibrante C ont leurs buts connexes,
Q’) les cofibrations ge´ne´ratrices de C ont leurs sources et buts α-petits,
R’) il existe une C-cate´gorie J¯ munie de deux objets note´s 0 et 1 et ayant les
proprie´te´s suivantes :
a) pour toute C-cate´gorie facile A et pour tout couple d’objets e´quivalents a et
b de A, il existe un morphisme de J¯ vers A envoyant 0 sur a et 1 sur b,
b) pour toute C-cate´gorie A et pour tout morphisme de J¯ vers A, les images
de 0 et 1 par ce morphisme sont des objets e´quivalents dans A,
c) notons L¯, la sous-C-cate´gorie pleine de J¯ d’objet 0, alors il existe un mor-
phisme p : J¯ → L¯ envoyant 0 et 1 sur 0 qui soit une e´quivalence de C-cate´-
gories,
S’) il existe dans C − PC une C-pre´cate´gorie J¯pre α-petite dont la cate´gorisation
est J¯ et ve´rifiant e´galement la proprie´te´ a) de J¯ .
Alors C − PC admet une structure de cate´gorie de mode`les ferme´e engendre´e
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de manie`re cofibrante avec pour e´quivalences faibles les morphismes dont la
cate´gorisation est une e´quivalence de C-cate´gories, pour I l’ensemble constitue´
de ∅ → ∗ et des fle`ches de type Attachn(g) : ∆[n]ΘX
∐
∂∆[n]ΘX ∂∆[n]ΘY →
∆[n]ΘY pour n > 0 et g : X → Y de´crivant l’ensemble des cofibrations
ge´ne´ratrices de C, et pour J l’ensemble des classes d’e´quivalence de mor-
phismes a` la fois cofibrations niveau par niveau et e´quivalences faibles dont les
sources et buts sont petits par rapport a` un cardinal re´gulier bien choisi.
Maintenant que nous avons obtenu une belle structure de cate´gorie de
mode`les ferme´e sur les C-pre´cate´gories, nous allons voir un exemple de C-
pre´cate´gories ayant cette structure par ve´rification des hypothe`ses du the´ore`me
central.
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Chapitre 6
Cate´gories de Segal
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Comme on l’a vu dans l’exemple 1.3.3, la cate´gorie des ensembles simpli-
ciaux, avec pour objets re´gaux les ensembles simpliciaux quelconques, pour
alliances d’objets re´gaux les e´quivalences faibles d’ensembles simpliciaux (i.e.
les morphismes dont les re´alisations ge´ome´triques induisent des isomorphes
sur les groupes d’homotopie) et pour τ0 la compose´e des foncteurs re´alisation
ge´ome´trique et composante connexe, forme une donne´e de Segal. Les C-pre´cate´-
gories pour cette donne´e de Segal sont les pre´cate´gories de Segal, les C-cate´-
gories sont les cate´gories de Segal et les e´quivalences de C-cate´gories sont les
e´quivalences de cate´gories de Segal, ces trois notions e´tant celles de´finies dans
[2].
En outre avec pour F1 la famille vide et pour F2 la famille des inclusions
des bords des simplexes standards dans ces derniers, la cate´gorie des ensembles
simpliciaux forme une donne´e de Segal proto-facile, ce que l’on a vu dans l’ex-
emple 3.1.2. Pour cette donne´e de Segal proto-facile, les objets re´gaux faciles
sont les ensembles simpliciaux quelconques et les alliances faciles sont les e´qui-
valences faibles d’ensembles simpliciaux qui sont aussi des fibrations de Kan.
Nous allons montrer que cette donne´e de Segal proto-facile ve´rifie les hy-
pothe`ses du the´ore`me central afin d’obtenir une structure de cate´gorie de
mode`les ferme´e sur les pre´cate´gorie de Segal.
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6.1 Ve´rification des premie`res hypothe`ses du
the´ore`me central
Afin de montrer que le the´ore`me central s’applique au cas des pre´cate´gories
de Segal, nous devons montrer que les dix-neuf hypothe`ses de l’e´bauche 2 du
the´ore`me central sont ve´rifie´es par la donne´e de Segal proto-facile de l’exem-
ple 3.1.2. Nous commencerons par montrer les dix-sept premie`res hypothe`ses,
ce qui nous permettra par la suite d’utiliser tous les re´sultats de cette the`se
ne faisant pas intervenir l’intervalle J¯ .
Lemme 6.1.1 La donne´e de Segal proto-facile sur les ensembles simpliciaux
de´finies dans l’exemple 3.1.2 ve´rifie les hypothe`ses A’) a` Q’) de l’e´bauche 2 du
the´ore`me central.
Preuve :
L’hypothe`se A’) est un re´sultat classique sur les ensembles simpliciaux, voir en
particulier [1]. En effet ceux-ci forment une cate´gorie de mode`les ferme´e sim-
pliciale dont tous les objets sont cofibrants avec pour cofibrations les monomor-
phismes et pour e´quivalences faibles les morphismes dont la re´alisation ge´ome´trique
induit des isomorphismes sur les groupes d’homotopie, or comme ceux-ci ne
sont autres que les alliances d’objets re´gaux, ceci montre l’hypothe`se K’). De
plus cette cate´gorie de mode`les ferme´e est engendre´e de manie`re cofibrante
avec pour cofibrations ge´ne´ratrices les inclusions des bords des simplexes stan-
dards dans ces derniers et pour cofibrations triviales ge´ne´ratrices les inclusions
des cornes des simplexes standards dans ces derniers.
Comme la cate´gorie des ensembles simpliciaux est une cate´gorie de pre´faisceaux
d’ensembles dont les limites et colimites sont calcule´es niveau par niveau, les
hypothe`ses B’), C’) et D’), e´tant ve´rifie´es par la cate´gorie des ensembles, sont
donc vraies pour les ensembles simpliciaux. En outre comme on l’a vu ci-
dessus, les cofibrations sont les monomorphismes. Or ceux-ci sont en fait les
injections niveau par niveau, donc l’hypothe`se N’), e´tant ve´rifie´e avec les injec-
tions ensemblistes, est aussi vraie avec les cofibrations d’ensembles simpliciaux.
L’hypothe`se E’) est triviale car les objets re´gaux sont les ensembles simplici-
aux quelconques et que la cate´gorie des ensembles simpliciaux est cocomple`te.
L’hypothe`se F’) de´coule de la de´finition du foncteur composante connexe π0
et du fait que les points de la re´alisation ge´ome´trique d’un ensemble simplicial
sont exactement les morphismes de ∆[0] vers cet ensemble simplicial.
L’hypothe`se G’) est ve´rifie´e facilement si on prend pour K l’intervalle I¯, i.e.
le nerf du groupo¨ıde a` deux objets et un unique isomorphisme entre ceux-ci.
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Pour les hypothe`ses H’), I’) et J’), la partie concernant la famille F1 est triv-
iale car F1 est vide. La famille F2 est forme´e par les inclusions des bords
des simplexes standards dans ces derniers. Comme les cofibrations sont les
monomorphismes, la famille F2 est bien incluse dans la classe des cofibra-
tions, ce qui montre la partie de l’hypothe`se J’) concernant F2. Les buts des
fle`ches de F2 sont les simplexes standards. Or ceux-ci sont connexes au sens
de l’exemple 3.2.9 et non vides d’apre`s l’exemple 3.3.5, ce qui montre la par-
tie de l’hypothe`se H’) concernant F2. Enfin les sources et buts des fle`ches de
F2, e´tant les simplexes standards et leurs bords, sont α-petits pour α = 2ℵ0
d’apre`s l’exemple 3.4.7, ce qui montre la partie de l’hypothe`se I’) concernant
F2.
Comme les cofibrations ge´ne´ratrices ne sont autres que les inclusions des
bords des simplexes standards dans ces derniers, l’ensemble des cofibrations
ge´ne´ratrices est donc F2. Ainsi comme F2 ve´rifie les hypothe`ses H’) et J’),
alors l’ensemble des cofibrations ge´ne´ratrices ve´rifie les hypothe`ses P’) et Q’).
Pour montrer l’hypothe`se L’), conside´rons le diagramme carte´sien suivant :
A ✲ B
C
❄ g ✲✲ D
f ∼
❄
Appliquons le foncteur re´alisation ge´ome´trique a` ce diagramme. Comme le
foncteur re´alisation ge´ome´trique pre´serve les produits fibre´s, on obtiendra
encore un diagramme carte´sien dans la cate´gorie des espaces topologiques.
Comme f est une e´quivalence faible d’ensembles simpliciaux, sa re´alisation
ge´ome´trique est une e´quivalence d’homotopie faible. Comme g est une fibra-
tion de la cate´gorie de mode`les ferme´e des ensembles simpliciaux, sa re´alisation
ge´ome´trique est une fibration de la cate´gorie de mode`les ferme´e des espaces
topologiques. Comme dans la cate´gorie de mode`les ferme´e des espaces topologiques
tous les objets sont fibrants, cette cate´gorie de mode`les ferme´e est propre a`
droite. Ainsi le produit fibre´ de l’e´quivalence d’homotopie faible |f | entre ob-
jets fibrants le long de la fibration |g| est une e´quivalence d’homotopie faible.
Or ce produit fibre´ n’est autre que la re´alisation ge´ome´trique de A → C par
pre´servation du produit fibre´ par re´alisation ge´ome´trique, ce qui montre que
A→ C est bien une e´quivalence faible et donc que l’hypothe`se L’) est ve´rifie´e.
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Le foncteur re´alisation ge´ome´trique et les foncteurs des groupes d’homotopie
πi pre´servent les produits fibre´s. Ainsi la re´alisation ge´ome´trique du produit
fibre´ de deux e´quivalences faibles n’est autre que le produit fibre´ de deux e´qui-
valences d’homotopie faibles. En appliquant a` ce dernier les foncteurs πi, on
obtient des produits fibre´s de deux isomorphismes qui sont donc eux-meˆmes
des isomorphismes. Ainsi la re´alisation ge´ome´trique du produit fibre´ de deux
e´quivalences faibles induit des isomorphismes sur les groupes d’homotopie et
donc le produit fibre´ des deux e´quivalences faibles est une e´quivalence faible.
Ceci montre l’hypothe`se M’).
Pour terminer les ve´rifications d’hypothe`ses, il reste juste a` montrer que l’hy-
pothe`se O’) est vraie et ceci n’est autre que le lemme 5.3.5, car comme on
l’a fait remarquer plus haut la cate´gorie des ensembles simpliciaux est une
cate´gorie de pre´faisceaux d’ensembles et que la cate´gorie des ensembles ve´rifie
l’hypothe`se O’).
CQFD.
Il ne nous reste donc plus qu’a` montrer l’existence de l’intervalle J¯ pour
les pre´cate´gories de Segal pour pouvoir appliquer le the´ore`me central au cas
des ensembles simpliciaux. Toutefois l’existence d’un tel intervalle ne´cessite la
notion de groupo¨ıde de Segal ainsi que l’e´quivalence des the´ories homotopiques
de ces groupo¨ıdes de Segal et des espaces topologiques.
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6.2 Groupo¨ıde de Segal
Pour montrer l’existence d’un bon intervalle J¯ pour les C-cate´gories de Se-
gal, nous allons introduire, plus pre´cise´ment rappeler, la notion de groupo¨ıde
de Segal. En effet l’intervalle J¯ a pour vocation de repre´senter la notion
d’e´quivalence d’objets dans une cate´gorie de Segal. Comme deux objets sont
e´quivalents s’il existe un morphisme de l’un a` l’autre qui est inversible a` ho-
motopie pre`s, on voit apparaˆıtre le lien entre J¯ et la notion de groupo¨ıde de
Segal : l’intervalle J¯ devra eˆtre un groupo¨ıde de Segal. Aussi avant de constru-
ire l’intervalle J¯ et de montrer que c’est un groupo¨ıde de Segal, nous allons
rappeler la de´finition de groupo¨ıde de Segal et passer en revue les principales
proprie´te´s de ces derniers.
6.2.1 Groupes d’homotopie d’un groupo¨ıde de Segal
Commenc¸ons tout d’abord par rappeler la notion de groupo¨ıde de Segal
de´finie dans [2].
De´finition 6.2.1 Une cate´gorie de Segal A est un groupo¨ıde de Segal si τ1(A)
est le nerf d’un groupo¨ıde au sens des cate´gories. Les morphismes de groupo¨ıdes
de Segal sont les morphismes de pre´cate´gories de Segal et les e´quivalences de
groupo¨ıdes de Segal sont les e´quivalences de cate´gories de Segal.
Si la notion d’e´quivalence pour les groupo¨ıdes de Segal est la meˆme que
pour les cate´gories de Segal, il existe cependant une caracte´risation de l’e´qui-
valence entre groupo¨ıdes de Segal par l’interme´diaire de la notion de groupes
d’homotopie d’un groupo¨ıde de Segal.
De´finition 6.2.2 Soit A un groupo¨ıde de Segal, on de´finit ses groupes d’ho-
motopie de la manie`re suivante :
- π0(A) = τ0(A),
- pour tout objet a de A, π1(A, a) = π0(|A1(a, a)|)
- pour i > 1 et pour tout objet a de A, πi(A, a) = πi−1(|A1(a, a)|, Ida).
Ces groupes d’homotopie de groupo¨ıdes de Segal sont bien fonctoriels
comme compose´es de foncteurs et, pour i > 1, ils sont bien munis d’une struc-
ture de groupes. Afin de montrer que ces groupes d’homotopie caracte´risent
les e´quivalences entre groupo¨ıdes de Segal, nous allons introduire la notion de
groupo¨ıde de Segal simplement connexe pour laquelle une telle caracte´risation
a lieu.
De´finition 6.2.3 Un groupo¨ıde de Segal est simplement connexe si son π0 et
tous ses π1 sont triviaux.
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Lemme 6.2.4 Soit f : A→ B un morphisme de groupo¨ıdes de Segal.
Si A et B sont simplement connexes, alors f est une e´quivalence de cate´gories
de Segal si et seulement si π0(f) est une bijection d’ensembles et que, pour
tout i > 0 et pour tout objet a de A, πi(f, a) est un isomorphisme.
Preuve :
On a de´ja` vu que f est essentiellement surjective si et seulement si τ0(f) est
une bijection ensembliste. Or τ0(f) n’est autre que π0(f). Ainsi l’essentielle
surjectivite´ est caracte´rise´e en terme de π0.
Par de´finition, f est pleinement fide`le si et seulement si f1(x, y) est une e´qui-
valence faible d’ensembles simpliciaux pour tout couple (x, y) d’objets de A.
Or f1(x, y) est une e´quivalence faible d’ensembles simpliciaux si et seulement
si π0(|f1(x, y)|) est une bijection et, pour tout j > 0 et pour tout objet g
de A1(x, y), πj(|f1(x, y)|, g) est un morphisme de groupes. Ainsi on obtient
que si f est pleinement fide`le, alors, pour tout objet a de A, f1(a, a) est une
e´quivalence faible donc π0(|f1(a, a)|) est une bijection et, pour tout j > 0, les
πj(|f1(a, a), Ida|) sont des isomorphismes de groupes, c’est-a`-dire que, pour
tout i > 0, les πi(f1(a, a), a) sont des isomorphismes.
Montrons que si pour tout i > 0 et pour tout objet a de A, πi(f, a) est
un isomorphisme et que π0(f) est bijective, alors f est pleinement fide`le. Pour
cela montrons que, pour tout couple (x, y) d’objets de A, f1(x, y) est une e´qui-
valence faible. Deux cas se pre´sentent.
Si A1(x, y) est vide, alors ne´cessairement B1(f(x), f(y)) est vide. Sinon il
existe un morphisme entre f(x) et f(y) et, comme B est un groupo¨ıde de Se-
gal, ce morphisme est une e´quivalence entre f(x) et f(y), qui ont donc meˆme
image dans τ0(B). Or τ0(f) est une bijection par hypothe`se, donc x et y ont
meˆme image dans τ0(A) ce qui contredit la vacuite´ de A1(x, y).
Si A1(x, y) est non vide, alors il existe un objet g de A1(x, y) qui est une
e´quivalence entre x et y car A est un groupo¨ıde de Segal. En utilisant la
de´monstration du lemme 4.1.3, ceci entraˆıne que dans la cate´gorie homo-
topique des ensembles simpliciaux les remplacements fibrants Af1(x, y) et A
f
1(x, x)
sont e´quivalents. De meˆme, par l’e´quivalence f(g) dans B entre f(x) et f(y),
on obtient que Bf1 (f(x), f(y)) et B
f
1 (f(x), f(x)) sont e´quivalents. Et par l’axio-
me ”trois pour deux” dans la cate´gorie de mode`les ferme´e des ensembles
simpliciaux, il vient que le remplacement fibrant de f1(x, y) est une e´qui-
valence faible si et seulement si celui de f1(x, x) l’est. Or tout ensemble sim-
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plicial est e´quivalent a` son remplacement fibrant, d’ou` toujours par l’axiome
”trois pour deux”, les remplacements fibrants de f1(x, y) et de f1(x, x) sont
des e´quivalences faibles si et seulement si f1(x, y) et f1(x, x) le sont. Par tran-
sitivite´ de l’e´quivalence logique, on a donc obtenu que f1(x, y) est une e´qui-
valence faible si et seulement si f1(x, x) l’est.
Ainsi pour montrer que f est pleinement fide`le, on en est re´duit a` mon-
trer que f1(x, x) est une e´quivalence faible pour tout objet x de A. Pour
cela il faut montrer que |f1(x, x)| est une e´quivalence d’homotopie faible,
i.e. que π0(|f1(x, x)|) est une bijection, ce qui est vrai car par hypothe`se
π1(f, x) = π0(|f1(x, x)|) est une bijection, et que, pour tout objet h de A1(x, x)
et pour tout j > 0, les πj(|f1(x, x)|, h) sont des isomorphismes de groupes.
On sait que c’est vrai quand h vaut l’identite´ de x, car par hypothe`se les
πj(f, x) = πj(|f1(x, x)|, Idx) sont des isomorphismes de groupes. Or A est
simplement connexe donc il existe un chemin γ de Idx vers h qui induit un iso-
morphisme de πj(|A1(x, x), Idx|) vers πj(|A1(x, x), h|), pour j > 0. L’image de
ce chemin par |f1(x, x)| induit un isomorphisme de πj(|B1(f(x), f(x)), Idf(x)|)
vers πj(|B1(f(x), f(x)), f(h)|), pour j > 0. On obtient alors le diagramme
commutatif suivant :
πj(|A1(x, x), Idx|)
πj+1(f, x) ✲ πj(|B1(f(x), f(x)), Idf(x)|)
πj(|A1(x, x), h|)
γ ∗ . ∗ γ−1
❄
πj(|f1(x, x), h|)
✲ πj(|B1(f(x), f(x)), f(h)|)
|f1(x, x)|(γ
❄
) ∗ . ∗ |f1(x, x)|(γ)
−1
Par hypothe`se, πj+1(f, x) est un isomorphisme de groupes et par ce qui pre´ce`de
les fle`ches verticales sont aussi des isomorphismes de groupes. On en de´duit
donc que πj(|f1(x, x), h|) est bien un isomorphisme de groupes, pour j > 0.
Donc f1(x, x) est une e´quivalence faible pour tout objet x de A et, par ce qui
pre´ce`de, ceci entraˆıne que pour tout couple (x, y) d’objets de A, f1(x, y) est
une e´quivalence faible et par conse´quent que f est pleinement fide`le.
CQFD.
On remarque en regardant la de´monstration de pre`s que pour f : A→ B
morphisme de groupo¨ıdes de Segal quelconques, on a :
- l’essentielle surjectivite´ de f e´quivaut a` la bijectivite´ de π0(f),
- si f est une e´quivalence de cate´gories de Segal, alors f induit des isomor-
phismes sur tous les πi.
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En revanche la re´ciproque n’est vraie que pour les groupo¨ıdes de Segal sim-
plement connexes.
Apre`s ces quelques rappels, nous allons maintenant passer a` la de´finition
de l’intervalle J¯ .
6.2.2 Proto-groupo¨ıde de Segal
Pour de´finir l’intervalle J¯ , nous allons en fait passer par la construction de
la pre´cate´gorie de Segal J¯pre dont la cate´gorisation sera justement J¯ . Or cette
pre´cate´gorie de Segal J¯pre doit repre´senter elle-aussi l’e´quivalence d’objets
dans les cate´gories de Segal, donc, comme on l’a fait remarquer plus haut, elle
repre´sente en fait les morphismes inversibles a` homotopie pre`s. Cependant
cette notion n’a de sens que dans les cate´gories de Segal, ce que J¯pre n’est
pas. C’est la raison pour laquelle nous allons de´finir une notion de morphisme
quasi-inversibles dans une pre´cate´gorie de Segal ainsi qu’une notion de proto-
groupo¨ıde de Segal qui permettront de comprendre ce qu’est un e´le´ment d’une
pre´cate´gorie de Segal qui aura vocation a` eˆtre inversible dans la cate´gorisation
de cette pre´cate´gorie, mais aussi ce qu’est une pre´cate´gorie de Segal dont la
cate´gorisation est un groupo¨ıde de Segal.
De´finition 6.2.5 Une pre´cate´gorie de Segal A est un proto-groupo¨ıde de Segal
si, pour tout e´le´ment u de A1 qui n’est pas l’areˆte exte´rieure d’un simplexe, il
existe un e´le´ment v de A1, deux e´le´ments T1 et T2 de A2 et deux morphismes
α et β de l’intervalle I¯ dans A1 tels que :
-u = δ0,1(T1) = δ1,2(T2) et v = δ1,2(T1) = δ0,1(T2),
-α(0) = δ0,2(T1) et α(1) = Ids(u),
-β(0) = δ0,2(T2) et β(1) = Ids(v).
On dira alors que l’e´le´ment u est proto-inversible.
Il est clair que tout groupo¨ıde de Segal est un proto-groupo¨ıde de Se-
gal. Nous allons maintenant montrer que les pre´cate´gories de Segal proto-
groupo¨ıdiques sont bien des pre´cate´gories de Segal dont la cate´gorisation est
un groupo¨ıde de Segal. Nous allons montrer ce re´sultat en plusieurs e´tapes.
Supposons dans un premier temps que la cate´gorisation pre´serve la notion
de proto-groupo¨ıde, alors le re´sultat de la cate´gorisation est une cate´gorie de
Segal proto-groupo¨ıdique. Montrons donc qu’une telle cate´gorie de Segal est
en fait un groupo¨ıde de Segal.
Lemme 6.2.6 Toute cate´gorie de Segal proto-groupo¨ıdique est un groupo¨ıde
de Segal.
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Preuve :
Soit A une cate´gorie de Segal proto-groupo¨ıdique. Soit φ un morphisme de la
cate´gorie τ1(A). Deux cas se pre´sentent.
Si φ n’est pas une compose´e de morphismes de τ1(A), alors ses repre´sentants f
dans A1 non plus. Et comme A est un proto-groupo¨ıde, f est proto-inversible.
Donc il existe v, T1, T2, α, β le rendant proto-inversible. Or les morphismes
α, β : I¯ → A1 signifient par proprie´te´ de I¯ que δ0,2(T1) ∼ Ids(f) et δ0,2(T2) ∼
Idb(f). Donc dans τ1(A), on obtient que v¯ ◦ f¯ = Idb(f) et f¯ ◦ v¯ = Ids(f), i.e.
que φ = f¯ est inversible.
Si φ est une compose´e, il existe un n-uplet de morphismes (φ1, . . . , φn) qui ne
sont pas des compose´s et tels que φ en soit la compose´e. Comme A est proto-
groupo¨ıdique, d’apre`s ce qui pre´ce`de, les φi sont des isomorphismes pour i de
1 a` n. Donc leur compose´e φ aussi.
Ainsi tous les morphismes de τ1(A) sont des isomorphismes et donc τ1(A)
est un groupo¨ıde.
CQFD.
Avec ce re´sultat, il ne reste donc plus qu’a` prouver que la cate´gorisation
pre´serve la notion de proto-groupo¨ıde pour montrer que la cate´gorisation d’un
proto-groupo¨ıde de Segal est un groupo¨ıde de Segal.
Lemme 6.2.7 Si A est un proto-groupo¨ıde de Segal, alors Cat(A) est un
groupo¨ıde de Segal.
Preuve :
Le proce´de´ de cate´gorisation consiste en une colimite se´quentielle transfinie
de sommes amalgame´es par des fle`ches ge´ne´ratrices. Celles-ci sont de deux
types. Comme, pour la donne´e de Segal que l’on conside`re sur les ensembles
simpliciaux, la famille FG1 est vide, regardons de plus pre`s la famille FG2.
Cette dernie`re est forme´e par les fle`ches de type Boitm(f) ou` f appartient a`
F2. En outre tous les morphismes du but de Boitm(f) vers A (ou vers l’une des
e´tapes de la cate´gorisation) correspondent a` des diagrammes du type suivant :
∂∆[n] ✲ Am
∆[n]
❄
✲ A1 ×A0 . . .×A0 A1
❄
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Or les e´le´ments de A1 apparaissant dans ce diagramme sont les projections
des images dans A1 ×A0 . . . ×A0 A1 des objets de ∂∆[n] et de ∆[n]. Comme
∂∆[n] et ∆[n] ont les meˆmes objets pour n > 0, seules les fle`ches de type
Boitm(f) avec f : ∅ → ∗ modifient (en en rajoutant) des e´le´ments de A1. Plus
explicitement, Boitm(∅ → ∗) n’est autre que Υ(m) → ∆[m] dont le rajout
e´quivaut a` donner une compose´e a` un m-uplet de morphismes composables.
On en conclut donc que les e´le´ments de Cat(A)1 correspondent tous a` des
n-uplets d’e´le´ments de A1 non compose´s d’autres e´le´ments.
Soit φ un morphisme de τ1(Cat(A)). Par ce qui pre´ce`de, c’est la compose´e
d’un n-uplet (φ1, . . . , φn) de morphismes composables de τ1(A) qui ne sont
pas des compose´s d’autres morphismes. Or ces derniers sont inversibles dans
τ1(A) car A est un proto-groupo¨ıde de Segal. Donc ils sont aussi inversibles
dans τ1(Cat(A)). Comme toute compose´e d’inversibles est inversible, φ est
inversible, donc τ1(Cat(A)) est un groupo¨ıde.
CQFD.
Avec cette notion de proto-groupo¨ıde de Segal, on peut mieux formuler
l’existence et les proprie´te´s de la pre´cate´gorie de Segal J¯pre. En outre si l’on
demande que J¯pre soit un proto-groupo¨ıde de Segal, alors, par le re´sultat que
l’on vient de montrer, sa cate´gorisation J¯ sera bien un groupo¨ıde de Segal.
Proposition 6.2.8 (-de´finition) Il existe un proto-groupo¨ıde de Segal J¯pre
ayant deux objets note´s 0 et 1 et un morphisme note´ u de 0 a` 1 et qui ve´rifie
la proprie´te´ suivante :
pour toute pre´cate´gorie de Segal A et pour tout e´le´ment f de A1 proto-inversible,
il existe un morphisme de J¯pre vers A envoyant u sur f .
Preuve :
Donnons une construction pour J¯pre. On commence par prendre le coproduit
de deux ∆[0] note´s 0 et 1. On prend ensuite la somme amalgame´e de ce co-
produit avec un coproduit de deux ∆[1] note´s u et v sur un coproduit de deux
∆[0]
∐
∆[0] telle que s(u) = 0 = b(v) et b(u) = 1 = s(v). Puis prenons la
somme amalgame´e de ce qui pre´ce`de par un coproduit de deux ∆[2] note´s T1
et T2 sur un coproduit de deux ∆[1]
∐
∆[1] telle que δ0,1(T1) = u = δ1,2(T2) et
δ1,2(T1) = v = δ0,1(T2). Enfin conside´rons la somme amalgame´e de la construc-
tion pre´ce´dente par un coproduit de deux ∆[1]ΘI¯ note´s α et β sur un copro-
duit de deux ∆[1]
∐
∆[1] telle que α → (δ0,2(T1), Id0) et β → (δ0,2(T2), Id1).
Il est facile de voir que J¯pre ainsi de´fini est bien un proto-groupo¨ıde de Segal.
La proprie´te´ de J¯pre est e´galement e´vidente car il suffit d’envoyer u sur f et
v, T1, T2, α, β sur les e´le´ments rendant f proto-inversible.
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CQFD.
Le proto-groupo¨ıde de Segal J¯pre e´tant de´fini, on peut maintenant e´noncer
l’existence et les proprie´te´s de sa cate´gorisation J¯ .
Proposition 6.2.9 (-de´finition) Il existe un groupo¨ıde de Segal J¯ ayant
deux objets e´quivalents note´s 0 et 1 ve´rifiant la proprie´te´ suivante : pour toute
cate´gorie de Segal facile A et pour tout couple (a, b) d’objets de A e´quivalents,
il existe un morphisme de J¯ vers A envoyant 0 et 1 sur a et b.
Preuve :
Posons J¯ = Cat(J¯pre). Comme J¯pre est proto-groupo¨ıdique par de´finition, sa
cate´gorisation J¯ est bien un groupo¨ıde de Segal, d’apre`s le lemme pre´ce´dent.
En outre, le fait que u soit un morphisme proto-inversible entre 0 et 1 dans
J¯pre assure que u est inversible a` homotopie pre`s dans J¯ , donc que 0 et 1 sont
e´quivalents dans J¯ .
Soit A une cate´gorie de Segal facile et a et b deux de ses objets ayant la pro-
prie´te´ d’eˆtre e´quivalents. Ceci signifie qu’il existe un morphisme f de 0 vers 1
qui est inversible a` homotopie pre`s, en particulier f est proto-inversible. Par
de´finition de J¯pre, il existe donc un morphisme de J¯pre vers A envoyant u sur
f , donc 0 et 1 sur a et b. Comme A est une cate´gorie facile, ce morphisme se
factorise par Cat(J¯pre) = J¯ .
CQFD.
On a donc bien de´fini un intervalle J¯ qui reconnaˆıt les objets e´quivalents
d’une cate´gorie de Segal facile. Toutefois pour que cet intervalle ve´rifie la
partie c) de l’hypothe`se R’) de l’e´bauche 2 du the´ore`me central, il va falloir
au pre´alable montrer qu’une e´quivalence entre groupo¨ıdes de Segal e´quivaut
a` une e´quivalence d’homotopie faible entre leurs re´alisations ge´ome´triques.
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6.3 The´orie homotopique des groupo¨ıdes de
Segal
L’ide´e pour montrer qu’il existe une e´quivalence de cate´gories de Segal en-
tre l’intervalle J¯ et sa sous-cate´gorie de Segal pleine d’objet 0 est de travailler
au niveau des re´alisations ge´ome´triques de J¯ et de sa sous-cate´gorie de Segal
pleine d’objet 0. Evidemment cela n’est re´alisable que si l’on montre qu’une
e´quivalence entre groupo¨ıdes de Segal e´quivaut a` une e´quivalence d’homotopie
faible entre leurs re´alisations ge´ome´triques. Afin de montrer ce re´sultat, nous
allons montrer l’e´quivalence des the´ories homotopiques des groupo¨ıdes de Se-
gal et des espaces topologiques en nous inspirant de l’e´quivalence de the´ories
homotopiques entre les ensembles simpliciaux et les espaces topologiques. Mais
commenc¸ons tout d’abord par de´finir la re´alisation ge´ome´trique des groupo¨ıdes
de Segal.
6.3.1 Re´alisation ge´ome´trique
Comme les pre´cate´gories de Segal sont des ensembles bi-simpliciaux, il
existe une re´alisation ge´ome´trique naturelle les concernant.
De´finition 6.3.1 Le foncteur re´alisation ge´ome´trique |.| des pre´cate´gories de
Segal est la compose´e de l’inclusion des pre´cate´gories de Segal dans les en-
sembles bi-simpliciaux avec le foncteur re´alisation ge´ome´trique des ensembles
bi-simpliciaux.
Comme nous voulons e´tudier de pre`s la re´alisation ge´ome´trique de l’in-
tervalle J¯ , nous allons chercher un espace topologique simple avec lequel sa
re´alisation est homotope. Cependant comme J¯ est de´fini comme un cate´gorise´,
il est vraiment difficile de calculer sa re´alisation, ce qui n’est pas le cas du
proto-groupo¨ıde de Segal J¯pre dont il est le cate´gorise´. Commenc¸ons donc par
trouver a` quel espace est homotope J¯pre.
Lemme 6.3.2 |J¯pre| est homotope a` une sphe`re.
Preuve :
Comme le foncteur |.| pre´serve les colimites par compose´e de foncteurs pre´ser-
vant les colimites, on obtient que |J¯pre| est la colimite des re´alisations ge´o-
me´triques des e´le´ments dont J¯pre est la colimite, a` savoir deux points 0 et
1, deux segments u et v, deux triangles T1 et T2 et deux disques α et β,
re´alisations ge´ome´triques de ∆[1]ΘI¯.
Montrons que |J¯pre| est isomorphe a` un cylindre ferme´. Conside´rons le cylindre
ouvert R× [0, 1]/(x, y) ∼ (x+ 1, y). Envoyons alors 0 sur le point (0, 1), 1 sur
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le point (1/2, 0), u sur le segment {t(0, 1)+ t′(1/2, 0), t+ t′ = 1, 0 ≤ t, t′ ≤ 1},
v sur le segment {t′(1, 1)+ t(1/2, 0), t+ t′ = 1, 0 ≤ t, t′ ≤ 1}, T1 sur le triangle
{t(0, 1)+t′(1/2, 0)+t′′(1, 1), t+t′+t′′ = 1, 0 ≤ t, t′, t′′ ≤ 1} et T2 sur le triangle
{t(1/2, 0) + t′(1, 1) + t′′(3/2, 0), t+ t′ + t′′ = 1, 0 ≤ t, t′, t′′ ≤ 1}. Il est facile de
voir d’une part que cela de´finit bien une application de |J¯pre| prive´ des deux
disques α et β vers le cylindre ouvert, et d’autre part que cette application est
bijective. Le disque α se colle sur |J¯pre| prive´ des deux disques de la manie`re
suivante : le bord du disque se colle sur le cercle re´alisation ge´ome´trique de
δ0,2(T1). Or ce dernier s’envoie dans le cylindre sur le bord haut du cylindre
({(t, 1), 0 ≤ t ≤ 1}). Ainsi le disque α correspond au couvercle du haut du
cylindre. De meˆme, le disque β correspond au couvercle du bas du cylindre.
Donc |J¯pre| est bien isomorphe a` un cylindre ferme´, i.e. avec ses couvercles, et
ainsi |J¯pre| est bien homotope a` une sphe`re.
CQFD.
Bien entendu ceci ne re´pond pas a` la question du type d’homotopie de
la re´alisation de J¯ . Ne´anmoins J¯ est la cate´gorisation de J¯pre et, comme la
re´alisation ge´ome´trique commute aux colimites, la re´alisation ge´ome´trique de
J¯ n’est autre que la ”cate´gorisation” de la re´alisation ge´ome´trique de J¯pre.
Il faut donc montrer que cette ”cate´gorisation” des re´alisations ge´ome´triques
conserve l’homotopie. Plus pre´cise´ment, il s’agit de faire une colimite se´quen-
tielle transfinie de sommes amalgame´es a` partir des re´alisations ge´ome´triques
des fle`ches ge´ne´ratrices des cate´gories de Segal faciles. Comme la cate´gorie des
espaces topologiques est une cate´gorie de mode`les ferme´e, il suffit de montrer
que les re´alisations ge´ome´triques des fle`ches ge´ne´ratrices des cate´gories de
Segal faciles sont des cofibrations triviales d’espaces topologiques pour montrer
que la ”cate´gorisation” des re´alisations ge´ome´triques conserve l’homotopie.
Lemme 6.3.3 La re´alisation ge´ome´trique d’une fle`che de FG2 est une cofi-
bration triviale dans la cate´gorie de mode`les ferme´e T OP.
Preuve :
Tout d’abord on remarque que la re´alisation ge´ome´trique pre´serve les cofibra-
tions comme compose´e de foncteurs les pre´servant. Ainsi comme les fle`ches
de FG2 sont des cofibrations, leurs re´alisations ge´ome´triques e´galement. Pour
montrer que les re´alisations ge´ome´triques des fle`ches de FG2 sont des e´qui-
valences d’homotopie faibles, on prendra bien garde de ne pas dire que c’est
par pre´servation des e´quivalences faibles par re´alisation ge´ome´trique, car un tel
re´sultat sur les pre´cate´gories de Segal n’existe pas. En revanche, on calculera
explicitement ce que valent les re´alisations des fle`ches de FG2 et on observera
aise´ment que ce sont des inclusions d’espaces topologiques dont la source est
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un re´tract par de´formation du but. Ces calculs sont assez semblables, pour ne
pas dire identiques, a` ceux de Tamsamani dans [6]. Ainsi les re´alisations des
fle`ches de FG2 sont des e´quivalences d’homotopie faibles.
CQFD.
Graˆce a` ce re´sultat, nous pouvons maintenant montrer que les re´alisations
ge´ome´triques d’une pre´cate´gorie de Segal et de sa cate´gorisation sont homo-
topes.
Lemme 6.3.4 Soit A une pre´cate´gorie de Segal. Alors |canA| : |A| → |Cat(A)|
est une e´quivalence d’homotopie faible.
Preuve :
Comme le foncteur re´alisation ge´ome´trique pre´serve les colimites, la re´alisation
de canA est la colimite se´quentielle transfinie commenc¸ant avec la re´alisation
ge´ome´trique de A de sommes amalgame´es le long d’un morphisme des re´alisa-
tions ge´ome´triques des fle`ches ge´ne´ratrices. Ici les seules fle`ches ge´ne´ratrices
appartiennent a` FG2 car FG1 est vide. Or, d’apre`s le lemme pre´ce´dent les
re´alisations ge´ome´triques de ces fle`ches sont des cofibrations triviales dans
T OP . Comme T OP est une cate´gorie de mode`les ferme´e, les cofibrations
triviales sont stables par sommes amalgame´es le long d’un morphisme et par
colimite se´quentielle transfinie. Donc la re´alisation de canA est une cofibration
triviale, donc en particulier une e´quivalence d’homotopie faible.
CQFD.
Comme nous avons de´ja` montre´ que la re´alisation ge´ome´trique de J¯pre
est homotope a` une sphe`re, il de´coule de la pre´servation de l’homotopie des
re´alisations ge´ome´triques par cate´gorisation que la re´alisation ge´ome´trique de
l’intervalle J¯ est aussi homotope a` une sphe`re.
Corollaire 6.3.5 |J¯ | est faiblement homotope a` une sphe`re.
Preuve :
Comme |J¯pre| est homotope a` une sphe`re et que J¯ n’est autre que Cat(J¯pre),
alors |J¯| est faiblement homotope a` une sphe`re par le lemme pre´ce´dent ap-
plique´ a` J¯pre.
CQFD.
Avant de se pre´occuper de montrer qu’il existe un morphisme entre l’in-
tervalle J¯ et sa sous-cate´gorie pleine d’objet 0 dont la re´alisation ge´ome´trique
est une e´quivalence d’homotopie, montrons tout d’abord que pour prouver
qu’un morphisme de groupo¨ıdes de Segal est une e´quivalence de cate´gories de
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Segal il faut et il suffit de montrer que sa re´alisation ge´ome´trique est une e´qui-
valence d’homotopie. Comme nous avons un foncteur re´alisation ge´ome´trique
des pre´cate´gories de Segal vers les espaces topologiques, de´finissons un fonc-
teur singulier des espaces topologiques vers les pre´cate´gories de Segal.
6.3.2 Foncteur singulier des espaces topologiques vers
les groupo¨ıdes de Segal
Pour de´finir un foncteur singulier qui a` tout espace topologique associe une
pre´cate´gorie de Segal, comme pour la re´alisation ge´ome´trique, on va remarquer
que la cate´gorie des pre´cate´gories de Segal est une sous-cate´gorie pleine de celle
des ensembles bi-simpliciaux.
De´finition 6.3.6 Soit X un espace topologique. On de´finit SSing(X) de la
manie`re suivante : on conside`re d’abord le foncteur covariant ∆[.] : ∆ →
ENSSIMP qui a` un entier n associe l’ensemble simplicial ∆[n]. On prend
son produit avec lui-meˆme∆[.]×∆[.] : ∆×∆→ ENSSIMP×ENSSIMP et
on le compose avec le bi-foncteur covariant ∗Θ∗ : ENSSIMP×ENSSIMP →
ENSSIMP − PC. Puis on compose cela par le foncteur re´alisation ge´ome´trique
des pre´cate´gories de Segal |.| : ENSSIMP −PC → T OP qui est covari-
ant. Enfin on compose le tout avec le foncteur contravariant HomT OP(., X) :
T OP → ENS. Le re´sultat de toutes ces compositions est un foncteur con-
travariant de ∆×∆ vers ENS que l’on notera Sing(X).
On peut re´sumer par la formule suivante :
SSing(X) = HomT OP(|∆[.]Θ∆[.]|, X)
Bien e´videmment cette construction est bien fonctorielle et a` valeurs dans
les pre´cate´gories de Segal.
Lemme 6.3.7 La construction SSing(.) est un foncteur covariant de la cate´-
gorie des espaces topologiques vers celle des pre´cate´gories de Segal, appele´
foncteur singulier.
Preuve :
La fonctorialite´ de SSing(.) vient de la fonctorialite´ deHomT OP(|∆[.]Θ∆[.]|, X)
en X . Par construction SSing(X) est un ensemble bi-simplicial. Pour mon-
trer que c’est une pre´cate´gorie de Segal, il faut montrer que SSing(X)0 est
un ensemble discret. Pour cela il suffit de remarquer que par construction les
∆[0]Θ∆[m], pour m ≥ 0, sont tous e´gaux entre eux et valent ∆[0] et que
les applications entre eux induites par la cate´gorie simpliciale ∆ valent toute
l’identite´ de ∆0. Comme HomT OP(., X) est un foncteur a` X fixe´, il vient que
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tous les SSing(X)0,m sont e´gaux entre eux et que les morphismes dus a` la
structure simpliciale en le second indice sont tous des identite´s. Ceci montre
que SSing(X)0 est discret et donc que SSing(X) est une pre´cate´gorie de Se-
gal pour tout espace topologique X .
CQFD.
Comme pour les ensembles simpliciaux le foncteur singulier est adjoint
au foncteur re´alisation ge´ome´trique, on s’attend a` ce que ce soit aussi le cas
ici. L’ide´e pour montrer cette adjonction est d’utiliser le lemme de Yoneda.
Donnons donc une sorte de lemme de Yoneda pour les pre´cate´gories de Segal.
Lemme 6.3.8 Pour toute pre´cate´gorie de Segal A et pour tout couple (m,n)
d’entiers, l’ensemble Am,n est naturellement isomorphe a` l’ensemble des mor-
phismes de pre´cate´gories de Segal allant de ∆[m]Θ∆[n] vers A.
Preuve :
Par proprie´te´ de la construction Θ, on a un isomorphisme naturel entre l’ensem-
ble des morphismes dans C − PC de ∆[m]ΘX vers A envoyant le m+ 1-uplet
d’objets (0, . . . , m) de ∆[m]ΘX sur lem+1-uplet d’objets (a0, . . . , am) de A et
l’ensemble des morphismes dans C de X vers Am(a0, . . . , am). Ceci est en parti-
culier vrai pour C = ENSSIMP . En outre, par Yoneda, l’ensemble des mor-
phismes dans ENSSIMP de ∆[n] vers Am(a0, . . . , am) est naturellement iso-
morphe a` l’ensemble (Am(a0, . . . , am))n qui n’est autre que Am,n(a0, . . . , am),
par bi-simplicialite´ de A. Ceci montre que l’ensemble des morphismes dans
ENSSIMP − PC de ∆[m]Θ∆[n] vers A envoyant le m + 1-uplet d’objets
(0, . . . , m) de ∆[m]ΘX sur le m + 1-uplet d’objets (a0, . . . , am) de A est na-
turellement isomorphe a` l’ensemble Am,n(a0, . . . , am). Comme l’ensemble Am,n
est le coproduit des Am,n(a0, . . . , am) avec (a0, . . . , am) de´crivant le produit m
fois de l’ensemble A0 avec lui-meˆme, il vient que l’ensemble des morphismes
dans ENSSIMP −PC de ∆[m]Θ∆[n] vers A est naturellement isomorphe a`
l’ensemble Am,n.
CQFD.
Comme par ce simili-lemme de Yoneda, un e´le´ment de Am,n est repre´sente´
par la pre´cate´gorie de Segal ∆[m]Θ∆[n], il vient que toute pre´cate´gorie de
Segal n’est autre qu’une colimite de ces pre´cate´gories e´le´mentaires ∆[m]Θ∆[n].
Corollaire 6.3.9 Toute pre´cate´gorie de Segal A est naturellement isomorphe
a` la colimite des ∆[m]Θ∆[n], pour m,n ∈ N, indexe´ par les ensembles de
morphismes de pre´cate´gories de Segal de ∆[m]Θ∆[n] vers A.
Preuve : c’est une conse´quence imme´diate de l’isomorphisme naturel du lemme
pre´ce´dent. CQFD.
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De ce re´sultat de´coule l’adjonction entre le foncteur singulier et le foncteur
re´alisation ge´ome´trique des pre´cate´gories de Segal.
Corollaire 6.3.10 Le foncteur singulier SSing est adjoint a` droite du fonc-
teur re´alisation ge´ome´trique.
Preuve :
Soient A une pre´cate´gorie de Segal et X un espace topologique. Par le corol-
laire pre´ce´dent, A est naturellement isomorphe a` la colimite des ∆[m]Θ∆[n].
Donc comme |.| est un foncteur pre´servant les colimites, |A| est naturellement
isomorphe a` la colimite des |∆[m]Θ∆[n]|. Par proprie´te´ universelle de la col-
imite, il vient que HomT OP(|A|, X) est naturellement isomorphe a` la colimite
desHomT OP(|∆[m]Θ∆[n]|, X). Or cet ensemble n’est autre que SSing(X)m,n,
qui par le lemme pre´ce´dent est naturellement isomorphe a` l’ensemble des mor-
phismes de pre´cate´gories de Segal de ∆[m]Θ∆[n] dans SSing(X). Ainsi
HomT OP(|A|, X) est naturellement isomorphe a` la colimite des
HomENSSIMP−PC(∆[m]Θ∆[n], SSing(X)). Par le corollaire pre´ce´dent, A est
isomorphe a` la colimite des ∆[m]Θ∆[n]. Donc par proprie´te´ universelle de la
colimite, il vient que la colimite desHomENSSIMP−PC(∆[m]Θ∆[n], SSing(X))
est naturellement isomorphe a` HomENSSIMP−PC(A, SSing(X)).
On a donc bien que HomT OP(|A|, X) est naturellement isomorphe a`
HomENSSIMP−PC(A, SSing(X)).
CQFD.
Cependant de meˆme que le foncteur singulier des ensembles simpliciaux
tombe dans les ensembles simpliciaux fibrants de Kan, le foncteur singulier
SSing tombe dans les groupo¨ıdes de Segal.
Lemme 6.3.11 Pour tout espace topologique X, la pre´cate´gorie de Segal
SSing(X) est un groupo¨ıde de Segal.
Preuve :
On a de´ja` vu que SSing(X) est une pre´cate´gorie de Segal pour tout espace
topologique X . Montrons tout d’abord que cette pre´cate´gorie de Segal est une
cate´gorie de Segal facile, i.e. se rele`ve par rapport aux fle`ches de la famille
FG2, puisque la famille FG1 est vide. Conside´rons alors un diagramme du
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type suivant :
A
g✲ SSing(X)
..
..
.∃?
..
..
.
✒
B
f ∈ FG2
❄
Par adjonction des foncteurs SSing et |.|, on obtient alors le diagramme
e´quivalent suivant :
|A|
|g| ✲ X
..
..
.∃?
..
..
.
✒
|B|
|f |
❄
Comme dans la de´monstration de la pre´servation du type d’homotopie de
la re´alisation ge´ome´trique par cate´gorisation, en calculant explicitement les
re´alisations ge´ome´triques des fle`ches de FG2, on trouve que ce sont des inclu-
sions munies de re´tractions qui en font des e´quivalences d’homotopie faibles.
Soit r : |B| → |A| la re´traction de |f |, on a donc que r ◦ |f | = Id|A|. Alors la
compose´e |g| ◦ r qui va de |B| vers X ve´rifie l’e´galite´ suivante :
(|g| ◦ r) ◦ |f | = |g| ◦ (r ◦ |f |) = |g| ◦ Id|A| = |g|.
Donc |g| ◦ r est un rele`vement du second diagramme. Comme par adjonction
des foncteurs SSing et |.|, les deux diagrammes sont e´quivalents, alors le pre-
mier diagramme se rele`ve, ce qui montre que SSing(X) se rele`ve par rapport
aux fle`ches de FG2. Ainsi SSing(X) est une cate´gorie de Segal facile.
Montrons maintenant que SSing(X) un groupo¨ıde de Segal, i.e. que
τ1(SSing(X)) est un groupo¨ıde. Soit u un morphisme de τ1(SSing(X)) et f
un e´le´ment de SSing(X)1 repre´sentant la classe u. f est donc une application
continue de |∆[1]Θ∆[0]|, qui n’est autre que le segment [0, 1], vers X , donc f
est un chemin de X . Conside´rons alors f−1 le chemin inverse de f . Notons v
sa classe dans τ1(SSing(X)). Comme les chemins compose´s f
−1 ◦ f et f ◦ f−1
sont homotopes aux chemins constants Ids(f) et Idb(f), dans τ1(SSing(X))
ceci se traduit par le fait que v ◦ u et u ◦ v sont des identite´s, donc que u est
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inversible d’inverse v. On a donc montre´ que τ1(SSing(X)) est un groupo¨ıde,
donc que SSing(X) est un groupo¨ıde de Segal.
CQFD.
Ainsi pour tout espace topologique X , SSing(X) est un groupo¨ıde de
Segal. De ce fait, le groupo¨ıde de Segal SSing(X) posse`de des groupes d’ho-
motopie qu’il serait inte´ressant de comparer a` ceux de l’espace topologique
X .
Lemme 6.3.12 Pour tout espace topologique X, les groupes d’homotopie du
groupo¨ıde de Segal SSing(X) sont isomorphes naturellement a` ceux de X.
Preuve :
Pour commencer, remarquons que la re´alisation ge´ome´trique de ∆[1]Θ∆[0]
est le segment [0, 1], qui est l’espace topologique caracte´risant les chemins.
La re´alisation ge´ome´trique de ∆[1]Θ∆[1] est le carre´ [0, 1] × [0, 1] quotiente´
par la relation suivante : (0, y) ∼ (0, y′) et (1, y) ∼ (1, y′). Or cet espace
topologique caracte´rise les homotopies de chemins a` extre´mite´s fixes. Pour
n > 1, la re´alisation ge´ome´trique de ∆[1]Θ∆[n] est le cylindre de base un
n-simplexe [0, 1] × [0, 1]n quotiente´ par la relation suivante : (0, Y ) ∼ (0, Y ′)
et (1, Y ) ∼ (1, Y ′). Cet espace topologique caracte´rise les compositions de n
homotopies entre n+ 1 chemins ayant les meˆmes extre´mite´s.
De ces constatations de´coulent les identifications suivantes : SSing(X)1,0 est
l’ensemble des chemins de X , SSing(X)1,1 est l’ensemble des homotopies de
chemins de X a` extre´mite´s fixes et, pour n > 1, SSing(X)1,n est l’ensemble
des compositions de n homotopies de chemins de X a` extre´mite´s fixes. Or
ceci n’est autre que l’ensemble simplicial Sing(X [0,1]), image de l’espace des
chemins de X par le foncteur singulier des ensembles simpliciaux. De meˆme,
on obtient que l’ensemble simplicial SSing(X)1(x, x) n’est autre que l’ensem-
ble simplicial Sing(Ω(X, x)), image de l’espace des lacets de X en x par le
foncteur singulier des ensembles simpliciaux.
Comme on a vu au lemme pre´ce´dent que SSing(X) est un groupo¨ıde de
Segal, on peut donc parler de ses groupes d’homotopie. Soit n > 1, on a par
de´finition des groupes d’homotopie d’un groupo¨ıde de Segal que
πn(SSing(X), x) = πn−1(|SSing(X)1(x, x)|, Idx).
Or on a vu ci-dessus que SSing(X)1(x, x) n’est autre que Sing(Ω(X, x)).
Comme en outre le couple de foncteurs (|.|, Sing) forme une paire d’e´qui-
valences de Quillen entre la cate´gorie des ensembles simpliciaux et celle des
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espaces topologiques, la re´alisation ge´ome´trique de Sing(Ω(X, x)), donc de
SSing(X)1(x, x), est naturellement isomorphe a` Ω(X, x). Ainsi
πn−1(|SSing(X)1(x, x)|, Idx) est naturellement isomorphe au groupe
πn−1(Ω(X, x), Idx) qui n’est autre que πn(X, x), par proprie´te´ de Ω(X, x).
On a donc montre´ que pour tout entier n > 1, les groupes d’homotopie
πn(SSing(X), x) et πn(X, x) sont naturellement isomorphes. Et on montre
de manie`re similaire que le groupe d’homotopie π1(SSing(X), x), qui par
de´finition n’est autre que π0(|SSing(X)(1, 1)|), est naturellement en bijec-
tion avec π0(Ω(X, x)), qui n’est autre que π1(X, x). Ceci au passage munit
π1(SSing(X), x) d’une structure de groupe.
Comme on l’a vu pre´ce´demment, SSing(X)1 est en fait Sing(X
[0,1]) et donc
sa re´alisation est naturellement isomorphe a` X [0,1], car (|.|, Sing) est une
paire d’e´quivalences de Quillen. Ainsi τ1(SSing(X))1, qui par de´finition vaut
π0(|SSing(X)1|), est naturellement en bijection avec π0(X [0,1]). Comme tout
e´le´ment de τ1(SSing(X))1 est une classe repre´sente´ par un chemin de X et
que toute classe est inversible car SSing(X) est un groupo¨ıde de Segal, tout
chemin repre´sente dans τ1(SSing(X)) une e´quivalence entre ses extre´mite´s.
Ceci montre que si deux points de X sont dans la meˆme composante con-
nexe, comme alors il existe un chemin les liant et que ce chemin repre´sente
une e´quivalence entre eux, par ce qui pre´ce`de, alors ces deux points ont meˆme
classe dans τ0(SSing(X)) = π0(SSing(X)). Re´ciproquement, si deux points
de SSing(X) sont e´quivalents, il existe un isomorphisme dans τ1(SSing(X))
qui est une classe dont tous les repre´sentants sont des chemins liant ces deux
points qui sont, par conse´quent, dans la meˆme composante connexe. Ainsi
on a montre´ que le morphisme identique entre les objets de SSing(X) et les
points de X induit une bijection entre les ensembles quotients π0(SSing(X))
et π0(X).
CQFD.
Ce re´sultat d’e´quivalence de notions homotopiques entre X et SSing(X)
entraˆıne le fait que toute e´quivalence d’homotopie faible entre espaces topologiques
donne lieu par le foncteur singulier SSing a` une e´quivalence de cate´gories de
Segal entre groupo¨ıdes de Segal.
Corollaire 6.3.13 Soit f : X → Y une application continue d’espaces topologiques
simplement connexes. Si f est une e´quivalence d’homotopie faible alors SSing(f)
est une e´quivalence de cate´gories de Segal.
Preuve :
Par le lemme pre´ce´dent, les groupes d’homotopie des groupo¨ıdes de Segal
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SSing(X) et SSing(Y ) sont naturellement isomorphes a` ceux de X et Y .
Comme f est une e´quivalence d’homotopie faible, i.e. induit des isomorphismes
sur les groupes d’homotopie de X et Y , ce re´sultat entraˆıne que SSing(f) in-
duit des isomorphismes sur les groupes d’homotopie des groupo¨ıdes de Segal
SSing(X) et SSing(Y ). Toutefois comme on l’a vu au lemme 6.2.4, cela ne
suffit pas a` montrer que SSing(f) est une e´quivalence de cate´gories de Segal,
sauf si SSing(X) et SSing(Y ) sont simplement connexes. Or ceci est vrai
car X et Y sont simplement connexes par hypothe`se et que ces derniers ont
meˆmes groupes d’homotopie que SSing(X) et SSing(Y ).
CQFD.
Ici l’hypothe`se de simple connexite´ est ne´cessaire car, dans ce cas, un mor-
phisme de groupo¨ıde de Segal induisant des isomorphismes sur les groupes
d’homotopie est une e´quivalence de cate´gories de Segal.
Graˆce a` ce re´sultat, nous avons fait un premier pas dans la de´monstration
de l’e´quivalence entre e´quivalences de groupo¨ıdes de Segal et e´quivalences d’ho-
motopie de leurs re´alisations ge´ome´triques. Afin d’aller plus avant sur cette
voie, nous avons besoin d’introduire la notion de cate´gories topologiques, car
Segal a montre´ sur les groupo¨ıdes topologiques un re´sultat fondamental pour
ces histoires d’e´quivalence de the´ories homotopiques (voir [6]).
6.3.3 Groupo¨ıde topologique
Pour de´finir la notion de cate´gorie topologique, nous devons tout d’abord
nous donner une donne´e de Segal sur les espaces topologiques. Comme nous
voulons que les cate´gories topologiques ne soient pas trop e´loigne´es des cate´-
gories de Segal, nous allons nous inspirer de la donne´e de Segal de´finissant les
cate´gories de Segal pour de´finir les e´le´ments constitutifs de la donne´e de Segal
qui va de´finir les cate´gories topologiques.
Proposition 6.3.14 (-de´finition) La cate´gorie T OP munie des notions suiv-
antes forme une donne´e de Segal :
-un espace topologique re´gal est un espace topologique quelconque,
-une alliance d’espaces topologiques re´gaux est une e´quivalence d’homotopie
faible,
-le foncteur de troncature τ0 des espaces topologiques re´gaux est le foncteur
composante connexe π0,
Pour cette donne´e de Segal, les C-pre´cate´gories seront appele´es les pre´cate´gories
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topologiques, les C-cate´gories les cate´gories topologiques et les e´quivalences de
C-cate´gories les e´quivalences de cate´gories topologiques.
Preuve : les proprie´te´s de donne´e de Segal se ve´rifient tre`s facilement.
De meˆme que nous avons de´fini la notion de groupo¨ıde de Segal pour les
cate´gories de Segal, nous allons pareillement de´finir une notion de groupo¨ıde
topologique pour les cate´gories topologiques.
De´finition 6.3.15 Une cate´gorie topologique A est un groupo¨ıde topologique
si τ1(A) est le nerf d’un groupo¨ıde au sens des cate´gories. Les morphismes de
groupo¨ıdes topologiques sont les morphismes de pre´cate´gories topologiques et
les e´quivalences de groupo¨ıdes topologiques sont les e´quivalences de cate´gories
topologiques.
Comme le foncteur re´alisation ge´ome´trique des ensembles simpliciaux per-
met de passer de la cate´gorie ENSSIMP a` la cate´gorie T OP tout en pre´-
servant la notion de donne´e de Segal, nous allons voir comment le foncteur
induit des pre´cate´gories de Segal aux pre´cate´gories topologiques se comporte
vis-a`-vis des notions de cate´gorie, de groupo¨ıde et d’e´quivalence.
Lemme 6.3.16 Notons |.|simp le foncteur re´alisation ge´ome´trique des en-
sembles simpliciaux. Ce foncteur induit un foncteur, que l’on notera iden-
tiquement, de la cate´gorie des pre´cate´gories de Segal vers la cate´gorie des
pre´cate´gories topologiques pre´servant les notions de cate´gorie, d’e´quivalence de
cate´gories, de groupo¨ıde et de τ0. Plus pre´cise´ment, on a :
1) A est une cate´gorie de Segal si et seulement si |A|simp est une cate´gorie
topologique,
2) pour toute cate´gorie de Segal A, on a que τ1(A) = τ1(|A|simp), en particulier
τ0(A) = τ0(|A|simp),
3) soit f est un morphisme de cate´gories de Segal, f est une e´quivalence de
cate´gories de Segal si et seulement si |f |simp est une e´quivalence de cate´gories
topologiques,
4) soit A une cate´gorie de Segal, A est un groupo¨ıde de Segal si et seulement
si |A|simp est un groupo¨ıde topologique.
Preuve :
1) Soit A une pre´cate´gorie de Segal. La pre´cate´gorie topologique |A|simp n’est
autre que la compose´e du pre´faisceau A avec le foncteur |.|simp. Comme le fonc-
teur re´alisation ge´ome´trique des ensembles simpliciaux pre´serve les produits
fibre´s, les morphismes de Segal de |A|simp ne sont autres que les re´alisations
ge´ome´triques de ceux de A. Or ces derniers sont des e´quivalences faibles
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d’ensembles simpliciaux par de´finition si et seulement si leurs re´alisations
ge´ome´triques sont des e´quivalences d’homotopie faibles. Ainsi les morphismes
de Segal de A sont des e´quivalences faibles d’ensembles simpliciaux si et seule-
ment si les morphismes de Segal de |A|simp sont des e´quivalences d’homotopie
faibles, ce qui signifie que A est une cate´gorie de Segal si et seulement si |A|simp
est une cate´gorie topologique. Ceci montre la premie`re partie du lemme.
2) Par de´finition, la cate´gorie τ1(A) est obtenue par composition du pre´faisceau
A par le foncteur τ0 des ensembles simpliciaux. Or ce dernier n’est autre que la
compose´e du foncteur re´alisation ge´ome´trique des ensembles simpliciaux avec
le foncteur composante connexe des espaces topologiques. On a donc l’e´galite´
ci-dessous :
τ1(A) = π0 ◦ |.|simp ◦ A = π0 ◦ |A|simp = π0(|A|simp).
D’un autre coˆte´, pour une cate´gorie topologique B, la cate´gorie τ1(B) est
obtenue par composition du pre´faisceau B par le foncteur τ0 des espaces
topologiques qui n’est autre que le foncteur composante connexe π0. Par ce
qui pre´ce`de, comme A est une cate´gorie de Segal, |A|simp est une cate´gorie
topologique, donc la cate´gorie τ1(|A|simp) est la compose´e du pre´faisceau |A|simp
par le foncteur π0. On a donc l’e´galite´ suivante :
τ1(|A|simp) = π0 ◦ |A|simp = π0(|A|simp).
En comparant les e´galite´s, il vient que τ1(A) et τ1(|A|simp) sont e´gaux par
de´finition meˆme des τ1. Comme en outre τ0(A) est l’ensemble des classes d’i-
somorphismes d’objets de la cate´gorie τ1(A) et que τ0(|A|simp) est l’ensem-
ble des classes d’isomorphismes d’objets de la cate´gorie τ1(|A|simp), l’e´galite´
des deux cate´gories τ1(A) et τ1(|A|simp) entraˆıne celle des ensembles τ0(A) et
τ0(|A|simp), ce qui montre la deuxie`me partie du lemme.
4) En outre dire qu’une cate´gorie de Segal A est un groupo¨ıde de Segal c’est
dire que τ1(A) est le nerf d’un groupo¨ıde, et dire que la cate´gorie topologique
|A|simp est un groupo¨ıde topologique c’est dire que τ1(|A|simp) est un nerf de
groupo¨ıde. Or l’e´galite´ des cate´gories τ1(A) et τ1(|A|simp) entraˆıne que A est
un groupo¨ıde de Segal si et seulement si |A|simp est un groupo¨ıde topologique,
ce qui montre la quatrie`me partie du lemme.
3) Soit f un morphisme de cate´gories de Segal. L’e´galite´ entre les τ0 des
cate´gories de Segal et de leurs cate´gories topologiques re´alise´es entraˆıne l’e´galite´
entre τ0(f) et τ0(|f |simp). Ainsi on obtient que f est essentiellement surjective
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si et seulement si |f |simp l’est. En outre comme la re´alisation ge´ome´trique
des ensembles simpliciaux pre´serve les produits fibre´s, il vient que, pour tout
couple d’objets (x, y) de la source de f , (|f |simp)1(x, y) n’est autre que la
re´alisation ge´ome´trique de f1(x, y). Ainsi on obtient que f1(x, y) est une e´qui-
valence faible d’ensembles simpliciaux si et seulement si (|f |simp)1(x, y) est une
e´quivalence d’homotopie faible, ce qui signifie que f est pleinement fide`le si et
seulement si |f |simp l’est. On a donc bien montre´ que f est une e´quivalence de
cate´gories de Segal si et seulement si |f |simp est une e´quivalence de cate´gories
topologiques, ce qui montre la troisie`me partie du lemme.
CQFD.
Nous venons donc de montrer que la notion d’e´quivalence de cate´gories de
Segal est e´quivalente a` celle d’e´quivalence de cate´gories topologiques. Ainsi
le proble`me de l’e´quivalence entre e´quivalences de groupo¨ıdes de Segal et
e´quivalences d’homotopie faibles de leurs re´alisations ge´ome´triques devient
un proble`me d’e´quivalence entre e´quivalences de groupo¨ıdes topologiques et
e´quivalences d’homotopie faibles de leurs re´alisations ge´ome´triques. Nous al-
lons donc maintenant montrer que la re´alisation ge´ome´trique d’une e´qui-
valence entre groupo¨ıdes topologiques est une e´quivalence d’homotopie faible.
Pour cela, de´finissons d’abord une re´alisation ge´ome´trique des pre´cate´gories
topologiques.
De´finition 6.3.17 Comme les pre´cate´gories topologiques peuvent eˆtre vues
comme des ensembles simpliciaux dont les niveaux admettent une structure
topologique (compatible avec la structure simpliciale), on de´finit le foncteur
|.|top de re´alisation ge´ome´trique des pre´cate´gories topologiques de la manie`re
suivante.
Soit A une pre´cate´gorie topologique, la re´alisation ge´ome´trique de l’ensemble
simplicial sous-jacent a` A est de la forme suivante :
|A|simp =
(∐
n≥0
∆[n]×An
)
/ ∼
ou` la relation d’e´quivalence est induite de la structure simpliciale et ou` les An
sont conside´re´s comme des ensembles, i.e. des espaces topologiques discrets.
Alors on pose :
|A|top =
(∐
n≥0
∆[n]× An
)
/ ∼
La formule est la meˆme que pour |A|simp mais cette fois les An gardent leurs
topologies propres. Ces topologies e´tant compatibles avec la structure simpli-
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ciale qui engendre la relation d’e´quivalence ∼, la topologie quotient de |A|top
a bien un sens.
La re´alisation ge´ome´trique des pre´cate´gories topologiques de´finie, nous
pouvons montrer que les re´alisations ge´ome´triques d’e´quivalences de cate´gories
topologiques entre groupo¨ıdes topologiques sont des e´quivalences d’homotopie
faibles.
Proposition 6.3.18 Le foncteur |.|top ve´rifie les deux proprie´te´s suivantes :
- si f est une e´quivalence de cate´gories topologiques entre groupo¨ıdes topologiques
alors |f |top est une e´quivalence d’homotopie faible,
- pour tout groupo¨ıde topologique Φ, on a un isomorphisme naturel entre τ0(Φ)
et π0(|Φ|top).
Preuve :
Pour de´montrer cette proposition, nous nous servirons du the´ore`me de Segal
cite´ dans [6] qui s’e´nonce ainsi :
Si Φ est un groupo¨ıde topologique, alors :
- pour tout objet x, y de Φ, le morphisme naturel Φ1(x, y)→ Cheminx,y(|Φ|top)
est une e´quivalence d’homotopie faible,
- l’injection naturelle Φ0 → |Φ|top induit une bijection de τ0(Φ) avec τ0(|Φ|top),
qui n’est autre que π0(|Φ|top).
La deuxie`me partie du the´ore`me de Segal nous donne directement la seconde
partie de la proposition. Il ne reste donc plus qu’a` montrer la premie`re partie
de la proposition.
Soit f : Φ → Ψ une e´quivalence de cate´gories topologiques entre groupo¨ıdes
topologiques. Conside´rons le diagramme commutatif suivant :
τ0(Φ)
τ0(f) ✲ τ0(Ψ)
π0(|Φ|top)
∼=
❄
π0(|f |top)
✲ π0(|Ψ|top)
∼=
❄
Comme f est une e´quivalence de cate´gories topologiques, f est essentiellement
surjective, i.e. τ0(f) est une bijection ensembliste. Comme, en outre, Φ et Ψ
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sont des groupo¨ıdes topologiques, on peut leur appliquer le the´ore`me de Segal
dont la seconde partie nous donne la bijectivite´ des deux fle`ches verticales.
D’ou` |f |top induit une bijection sur les π0.
Conside´rons maintenant le diagramme commutatif suivant :
Φ1(x, y)
f1(x, y) ✲ Ψ1(f(x), f(y))
Cheminx,y(|Φ|top)
∼
❄
✲ Cheminf(x),f(y)(|Ψ|top)
∼
❄
Comme f est une e´quivalence de cate´gories topologiques, f est pleinement
fide`le, i.e. f1(x, y) est une e´quivalence d’homotopie faible. En outre comme Φ
et Ψ sont des groupo¨ıdes topologiques, on peut leur appliquer le the´ore`me de
Segal dont la premie`re partie nous donne le fait que les deux fle`ches verticales
sont des e´quivalences d’homotopie faibles. Comme les e´quivalences d’homo-
topie faibles ve´rifient l’axiome ”trois pour deux”, le morphisme entre espaces
de chemins est aussi une e´quivalence d’homotopie faible. En particulier si
x = y, on obtient une e´quivalence d’homotopie faible entre les espaces de
lacets Ω(|Φ|top, x) et Ω(|Ψ|top, f(x)), i.e. |f |top induit des isomorphismes des
πj(Ω(|Φ|top, x), Idx) vers les πj(Ω(|Ψ|top, f(x)), Idf(x)) pour j ≥ 0. Par ailleurs
par proprie´te´s des espaces de lacets, on a les e´galite´s suivantes :
πj(Ω(|Φ|top, x), Idx) = πj+1(|Φ|top, x),
πj(Ω(|Ψ|top, f(x)), Idf(x)) = πj+1(|Ψ|top, f(x)).
Ainsi on a obtenu que |f |top induit des isomorphismes de groupes sur les πi
pour i > 0. Comme on a vu pre´ce´demment que |f |top induit une bijection
sur les π0, on a bien que |f |top est une e´quivalence d’homotopie faible, ce qui
montre la premie`re partie de la proposition.
CQFD.
Comme les notions d’e´quivalence de cate´gories topologiques et d’e´qui-
valence de cate´gories de Segal sont e´quivalentes, on obtient donc que tout
morphisme de groupo¨ıdes de Segal qui est une e´quivalence de cate´gories de
Segal se re´alise ge´ome´triquement en une e´quivalence d’homotopie faible.
Corollaire 6.3.19 Soit f : A→ B un morphisme de groupo¨ıdes de Segal. Si
f est une e´quivalence de cate´gories de Segal alors sa re´alisation ge´ome´trique
|f | est une e´quivalence d’homotopie faible.
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Preuve :
Soit f une e´quivalence de cate´gories de Segal entre groupo¨ıdes de Segal, alors
par le lemme 6.3.16, le morphisme de pre´cate´gories topologiques |f |simp est une
e´quivalence de cate´gories topologiques entre groupo¨ıdes topologiques. Par la
proposition pre´ce´dente, il vient que ||f |simp|top est une e´quivalence d’homotopie
faible. Or le foncteur re´alisation ge´ome´trique des ensembles bi-simpliciaux
et le foncteur compose´ |.|top ◦ |.|simp sont naturellement isomorphes. Donc la
re´alisation ge´ome´trique |f | de f est bien une e´quivalence d’homotopie faible.
CQFD.
On obtient e´galement comme corollaire de la proposition pre´ce´dente un
re´sultat tre`s utile pour la suite qui compare la troncature τ0 d’un groupo¨ıde
de Segal avec le groupe d’homotopie π0 de sa re´alisation.
Corollaire 6.3.20 Pour tout groupo¨ıde de Segal A, on a un isomorphisme
naturel entre τ0(A) et π0(|A|).
Preuve :
Soit A un groupo¨ıde de Segal. Par le lemme 6.3.16, |A|simp est un groupo¨ıde
topologique et le foncteur |.|simp pre´serve les τ0. Ainsi τ0(A) est e´gal a` τ0(|A|simp)
qui par la proposition pre´ce´dente est naturellement isomorphe a` π0(||A|simp|top).
Comme |A| est home´omorphe a` ||A|simp|top, on a bien que τ0(A) est naturelle-
ment isomorphe a` π0(|A|).
CQFD.
Nous avons de´sormais en main tous les atouts nous permettant de montrer
qu’un morphisme de groupo¨ıdes de Segal est une e´quivalence de cate´gories de
Segal si et seulement si sa re´alisation ge´ome´trique est une e´quivalence d’homo-
topie faible. La de´monstration de ce re´sultat fait l’objet de la partie suivante.
6.3.4 Caracte´risation par re´alisation ge´ome´trique des
e´quivalences de groupo¨ıdes de Segal
Afin de montrer l’e´quivalence entre e´quivalences de groupo¨ıdes de Segal et
e´quivalences d’homotopie faibles de leurs re´alisations ge´ome´triques, nous al-
lons de´montrer toute une se´rie de lemmes sur la pre´servation de la notion d’ho-
motopie par re´alisation ge´ome´trique comme par foncteur singulier. De´butons
par le fait que tout groupo¨ıde de Segal est e´quivalent au groupo¨ıde de Segal
re´sultant de l’application du foncteur singulier a` sa re´alisation ge´ome´trique.
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Lemme 6.3.21 Pour tout groupo¨ıde de Segal A, le morphisme naturel A →
SSing(|A|), donne´ par l’unite´ de l’adjonction des foncteurs SSing et |.|, est
une e´quivalence de cate´gories de Segal
Preuve :
Notons η le morphisme naturel de A vers SSing(|A|). Montrons que c’est une
e´quivalence de cate´gories de Segal. Calculons tout d’abord τ0(SSing(|A|)).
Comme, d’apre`s le lemme 6.3.11, SSing(|A|) est un groupo¨ıde de Segal, par
de´finition de son π0, on a que π0(SSing(|A|)) n’est autre que τ0(SSing(|A|)).
En outre, on a par le lemme 6.3.12 que les groupes d’homotopie de SSing(|A|)
sont naturellement isomorphes a` ceux de |A|. Ainsi π0(SSing(|A|)) est na-
turellement isomorphe a` π0(|A|) et donc τ0(η) n’est autre que le morphisme
naturel de τ0(A) dans π0(|A|) qui est une bijection par le corollaire pre´ce´dent
applique´ au groupo¨ıde de Segal A. Ceci montre qu’ η est essentiellement sur-
jective.
Montrons qu’η est aussi pleinement fide`le, i.e. que, pour tout couple (x, y)
d’objets de A, η1(x, y) est une e´quivalence faible d’ensembles simpliciaux,
donc que |η1(x, y)|simp est une e´quivalence d’homotopie faible. D’apre`s la
de´monstration du lemme 6.3.12, on a que SSing(|A|)1(x, y) n’est autre que
l’ensemble simplicial Sing(Cheminx,y(|A|)). Ainsi |η1(x, y)|simp est un mor-
phisme de |A1(x, y)|simp dans |Sing(Cheminx,y(|A|))|simp. Or les foncteurs
Sing et |.|simp re´alisent une e´quivalence de Quillen entre les ensembles sim-
pliciaux et les espaces topologiques. En particulier, le morphisme naturel de
|Sing(Cheminx,y(|A|))|simp dans Cheminx,y(|A|) induit par l’adjonction est
une e´quivalence d’homotopie faible. Pre´compose´e par |η1(x, y)|simp on ob-
tient le morphisme naturel de |A1(x, y)|simp dans Cheminx,y(|A|). Comme
la re´alisation ge´ome´trique des ensembles simpliciaux commute aux produits
fibre´s, on a que |A1(x, y)|simp n’est autre que (|A|simp)1(x, y) et comme |A| et
||A|simp|top sont home´omorphes, on obtient que la compose´e de |η1(x, y)|simp
par le morphisme d’adjonction n’est autre que le morphisme naturel de
(|A|simp)1(x, y) vers Cheminx,y(||A|simp|top). Or A est un groupo¨ıde de Se-
gal donc par le lemme 6.3.16, |A|simp est un groupo¨ıde topologique. On peut
donc lui appliquer le the´ore`me de Segal que l’on a rappele´ au de´but de la
de´monstration de la proposition pre´ce´dente, ce qui nous donne que le mor-
phisme naturel de (|A|simp)1(x, y) vers Cheminx,y(||A|simp|top) est une e´qui-
valence d’homotopie faible. En outre ce morphisme n’est autre que la compose´e
de |η1(x, y)|simp par le morphisme d’adjonction qui est une e´quivalence d’ho-
motopie faible, donc, comme les e´quivalences d’homotopie faibles ve´rifient l’ax-
iome ”trois pour deux”, |η1(x, y)|simp est aussi une e´quivalence d’homotopie
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faible. Ainsi η1(x, y) est bien une e´quivalence faible d’ensembles simpliciaux,
ce qui montre la pleine fide´lite´ d’η. Comme on a de´ja` vu qu’η est essentielle-
ment surjective, on a bien montre´ qu’η est une e´quivalence de cate´gories de
Segal.
CQFD.
Ce re´sultat a un corollaire tre`s inte´ressant qui montre que les groupes d’ho-
motopie des groupo¨ıdes de Segal sont isomorphes a` ceux de leurs re´alisations
ge´ome´triques.
Corollaire 6.3.22 Les groupes d’homotopie d’un groupo¨ıde de Segal sont na-
turellement isomorphes a` ceux de sa re´alisation ge´ome´trique.
Preuve :
Par le lemme pre´ce´dent, pour tout groupo¨ıde de Segal A, le morphisme naturel
d’adjonction A → SSing(|A|) est une e´quivalence de cate´gories de Segal. Or
A est un groupo¨ıde de Segal par hypothe`se et SSing(|A|) est un groupo¨ıde
de Segal par le lemme 6.3.11, donc A → SSing(|A|) est une e´quivalence de
cate´gories de Segal entre groupo¨ıdes de Segal. Par la remarque qui suit le
lemme 6.2.4, A→ SSing(|A|) induit des isomorphismes au niveau des groupes
d’homotopie des groupo¨ıdes de Segal. En outre, d’apre`s le lemme 6.3.12, les
groupes d’homotopie de SSing(|A|) sont naturellement isomorphes a` ceux
de |A|. Ainsi les groupes d’homotopie du groupo¨ıde de Segal A sont isomor-
phes a` ceux de SSing(|A|), car l’unite´ de l’adjonction est une e´quivalence de
cate´gorie de Segal entre groupo¨ıdes de Segal, et les groupes d’homotopie de
SSing(|A|) sont naturellement isomorphes a` ceux de |A| par le lemme 6.3.12.
Par composition des isomorphismes naturels, on obtient bien que les groupes
d’homotopie du groupo¨ıde de Segal A sont naturellement isomorphes a` ceux
de |A|.
CQFD.
On remarque au passage que la bijection naturelle des π1 des groupo¨ıdes
de Segal avec ceux de leurs re´alisations ge´ome´triques munissent les π1 des
groupo¨ıdes de Segal d’une structure de groupe.
On en arrive alors au re´sultat tant attendu de l’e´quivalence entre les notions
d’e´quivalence de groupo¨ıdes de Segal et d’e´quivalence d’homotopie faible de
leurs re´alisations ge´ome´triques.
Corollaire 6.3.23 Si f : A → B est un morphisme de groupo¨ıdes de Segal
simplement connexes, alors les e´nonce´s suivants sont e´quivalents :
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i) f : A→ B est une e´quivalence de cate´gories de Segal,
ii) |f | : |A| → |B| est une e´quivalence d’homotopie faible.
Preuve :
On a de´ja` montre´ au corollaire 6.3.19 que i) implique ii). Montrons donc la
re´ciproque. Soit f : A → B un morphisme de groupo¨ıdes de Segal simple-
ment connexes dont la re´alisation ge´ome´trique est une e´quivalence d’homo-
topie faible. Montrons qu’alors f est une e´quivalence de cate´gories de Segal.
Comme par hypothe`se, |f | est une e´quivalence d’homotopie faible, elle induit
des isomorphismes entre les groupes d’homotopie de |A| et de |B|. Or l’on a,
d’apre`s le corollaire pre´ce´dent, que, comme A et B sont des groupo¨ıdes de Se-
gal, leurs groupes d’homotopie sont naturellement isomorphes a` ceux de leurs
re´alisations ge´ome´triques. Ainsi f induit des isomorphismes sur les groupes
d’homotopie des groupo¨ıdes de Segal A et B. Or par hypothe`se A et B sont
simplement connexes donc on peut appliquer le lemme 6.2.4 a` f , ce qui nous
donne que f est bien une e´quivalence de cate´gories de Segal. On a donc montre´
que ii) implique i).
CQFD.
Encore une fois on constate que l’hypothe`se de simple connexite´ inter-
vient dans la de´monstration de cette e´quivalence. Avant de clore cette partie,
montrons le re´sultat dual a` celui du lemme 6.3.21.
Corollaire 6.3.24 Pour tout espace topologique X, le morphisme naturel
|SSing(X)| → X, donne´ par la co-unite´ de l’adjonction des foncteurs SSing
et |.|, est une e´quivalence d’homotopie faible.
Preuve :
Notons ǫ la co-unite´ de l’adjonction. Montrons que c’est une e´quivalence d’ho-
motopie faible. Conside´rons SSing(ǫ), c’est un morphisme de groupo¨ıdes de
Segal de SSing(|SSing(X)|) vers SSing(X) d’apre`s le lemme 6.3.11. Par
ailleurs l’unite´ de l’adjonction η : SSing(X)→ SSing(|SSing(X)|) applique´e
au groupo¨ıde de Segal SSing(X) est une e´quivalence de cate´gories de Segal
par le lemme 6.3.21. Or la compose´e SSing(ǫ) ◦ η n’est autre que l’iden-
tite´ de SSing(X), car les foncteurs SSing et |.| sont adjoints par le corol-
laire 6.3.10. Comme les hypothe`ses de A’) a` Q’) de l’e´bauche 2 du the´ore`me
central sont ve´rifie´es par la donne´e de Segal de´finissant les cate´gories de Se-
gal, l’axiome ”trois pour deux” est vrai pour les e´quivalences de cate´gories
de Segal, ce qui entraˆıne que SSing(ǫ) est une e´quivalence de cate´gories de
Segal. Comme en outre c’est une e´quivalence de cate´gories de Segal entre
groupo¨ıdes de Segal, elle induit des isomorphismes entre les groupes d’ho-
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motopie de SSing(|SSing(X)|) et de SSing(X) d’apre`s la remarque suiv-
ant le lemme 6.2.4. Or par le lemme 6.3.12, les groupes d’homotopie de
SSing(|SSing(X)|) et de SSing(X) sont naturellement isomorphes a` ceux
de |SSing(X)| et de X . Ainsi ǫ induit des isomorphismes entre les groupes
d’homotopie de |SSing(X)| et de X , ce qui fait de ǫ une e´quivalence d’homo-
topie faible.
CQFD.
Nous savons maintenant que, pour montrer qu’un morphisme de groupo¨ıdes
de Segal est une e´quivalence de cate´gories de Segal, il faut et il suffit de montrer
que sa re´alisation ge´ome´trique est une e´quivalence d’homotopie faible. Nous
pouvons donc utiliser ce re´sultat pour montrer que l’intervalle J¯ est e´quivalent
a` sa sous-cate´gorie de Segal pleine d’objet 0, ce qui terminera la ve´rification
des hypothe`ses du the´ore`me central et ainsi montrera que les pre´cate´gories de
Segal avec leurs e´quivalences faibles forment une cate´gorie de mode`les ferme´e.
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6.4 Cate´gorie de mode`les ferme´e sur les pre´-
cate´gories de Segal
Afin de pouvoir appliquer l’e´quivalence entre e´quivalences de groupo¨ıdes de
Segal et e´quivalences d’homotopie faibles de leurs re´alisations ge´ome´triques a`
l’intervalle J¯ , il faut tout d’abord s’assurer que ce dernier est bien simplement
connexe.
Lemme 6.4.1 Le groupo¨ıde de Segal J¯ est simplement connexe.
Preuve :
Par de´finition, J¯ est un groupo¨ıde de Segal. D’apre`s le corollaire 6.3.22, les
groupes d’homotopie des groupo¨ıdes de Segal sont naturellement isomorphes a`
ceux de leurs re´alisations ge´ome´triques. Or la re´alisation ge´ome´trique de J¯ est
faiblement homotope a` une sphe`re par le corollaire 6.3.5. Comme la sphe`re est
un espace topologique simplement connexe, alors la re´alisation ge´ome´trique de
J¯ aussi. Donc le π0 et les π1 de la re´alisation ge´ome´trique de J¯ sont triviaux et,
comme le π0 et les π1 de J¯ leur sont naturellement isomorphes, on a bien que
J¯ a son π0 et ses π1 triviaux, ce qui en fait un groupo¨ıde de Segal simplement
connexe.
CQFD.
Nous pouvons donc bien appliquer l’e´quivalence des notions d’e´quivalences
a` l’intervalle J¯ et montrer au niveau de sa re´alisation ge´ome´trique qu’il est
bien en e´quivalence avec sa sous-cate´gorie de Segal pleine d’objet 0.
Lemme 6.4.2 Il existe un morphisme p : J¯ → J¯ envoyant 0 et 1 sur 0 qui a
la proprie´te´ d’eˆtre une e´quivalence de cate´gories de Segal.
Preuve :
Tout d’abord de´finissons p. Pour ce faire, de´finissons un morphisme ppre de J¯pre
dans J¯ . Comme J¯ est une cate´gorie facile marque´e, car c’est une cate´gorisation
d’une pre´cate´gorie de Segal, nous ne parlerons que des e´le´ments marque´s
quand on parlera de ”compose´es”. L’ide´e est de dire que 0 est e´quivalent
a` lui-meˆme dans le groupo¨ıde de Segal J¯ par l’interme´diaire de w et de son
inverse w, ou` on note w l’e´le´ment δ0,2(T1). La compose´e w
2 est homotope de
deux fac¸ons a` Id0. On va conside´rer deux homotopies distinctes entre w
2 et
Id0. La premie`re est simplement α ∗ α. La seconde est la compose´e des ho-
motopies suivantes : on part de l’homotopie entre w2 et v ◦ u ◦ v ◦ u puis on
fait celle entre v ◦ u ◦ v ◦ u et v ◦ x ◦ u, ou` x de´note δ0,2(T2), puis on fait
Idv ∗ β ∗ Idu qui aboutit a` v ◦ Id1 ◦ u, puis on fait celle entre v ◦ Id1 ◦ u et
w et on termine par α. Pour simplifier nous noterons α ◦ β cette homotopie.
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Ainsi le morphisme ppre : J¯pre → J¯ est de´fini ainsi : 0 et 1 s’envoient sur 0, u
et v sur w, T1 et T2 sur le triangle (w,w, w
2), α sur α ∗ α et β sur α ◦ β. Ceci
de´finit bien un morphisme ppre de J¯pre vers J¯ . Comme J¯ est une cate´gorie
facile marque´e, par proprie´te´ universelle de la cate´gorisation, ce morphisme
se factorise de manie`re unique a` travers canJ¯pre. Notons alors p l’unique mor-
phisme de J¯ dans lui-meˆme qui pre´compose´ par canJ¯pre redonne p
pre.
Montrons que p ainsi de´fini est une e´quivalence de cate´gories de Segal. Comme,
par le lemme pre´ce´dent, p est un morphisme entre groupo¨ıdes de Segal sim-
plement connexes, d’apre`s le corollaire 6.3.23, il faut et il suffit de montrer
que |p| est une e´quivalence d’homotopie faible pour montrer que p est une
e´quivalence de cate´gories de Segal. Comme |ppre| se factorise en l’e´quivalence
|canJ¯pre| suivie de |p|, par l’axiome ”trois pour deux” dans la cate´gorie de
mode`les ferme´e T OP , montrer que |p| est une e´quivalence d’homotopie faible
e´quivaut a` montrer que |ppre| en est une.
Pour cela, on va construire un objet interme´diaire entre J¯pre et J¯ . Pour fa-
ciliter la lecture, au lieu de dire par quelle fle`che ge´ne´ratrice je fais la somme
amalgame´e, je dirai quelle compose´e ou quelle homotopie je veux rajouter. On
part de J¯pre et on veut lui rajouter dans l’ordre : le morphisme compose´ w2,
l’homotopie compose´e α ∗α, les morphismes compose´s v ◦u ◦ v ◦u et v ◦x ◦u,
les homotopies entre v ◦ u et w, entre u ◦ v et x, puis entre v ◦ u ◦ v ◦ u et w2,
entre v ◦ u ◦ v ◦ u et v ◦ x ◦ u, puis l’homotopie compose´e Idv ∗ β ∗ Idu, puis
l’homotopie compose´e α ◦ β. Notons J¯ ′ le re´sultat de ce sous-plan d’addition
fini de Cat(J¯pre).
On remarque aise´ment que ppre se factorise a` travers l’inclusion de J¯ ′ dans J¯ .
En outre comme J¯ ′ est construit a` partir de J¯pre par des sommes amalgame´es
avec des fle`ches ge´ne´ratrices, dont on a vu que les re´alisations ge´ome´triques
sont des cofibrations triviales, et que la re´alisation ge´ome´trique respecte les
colimites, il vient que l’inclusion de |J¯pre| dans |J¯ ′| est une cofibration triviale,
comme suite de sommes amalgame´es le long d’un morphisme de cofibrations
triviales dans la cate´gorie de mode`les ferme´e T OP. Ceci montre que |J¯ ′| est
faiblement homotope a` la sphe`re.
Regardons maintenant de pre`s l’image de la sphe`re |J¯pre| dans |J¯ ′|. Les deux
triangles T1 et T2 s’envoyent sur le triangle (w,w, w
2), le disque α sur le disque
α∗α et le disque β sur le disque α◦β. Donc |J¯pre| s’envoie sur la sphe`re de grand
cercle w2 et de calottes α ∗α et α ◦β munie d’une collerette contractile qu’est
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(w,w, w2), et ceci en envoyant calottes sur calottes. Ainsi la co-restriction de
|ppre| a` |J¯ ′| est homotope a` l’identite´ de la sphe`re.
Comme la re´alisation ge´ome´trique pre´serve les colimites et que J¯ ′ est une
partie de Cat(J¯pre) qui n’est autre que J¯ , l’inclusion de |J¯ ′| dans |J¯ | est
une colimite se´quentielle transfinie de sommes amalgame´es le long d’un mor-
phisme des re´alisations ge´ome´triques des fle`ches ge´ne´ratrices. Or on a vu,
dans la de´monstration du fait que |canA| est e´quivalence d’homotopie faible,
que les re´alisations ge´ome´triques des fle`ches ge´ne´ratrices sont des cofibrations
triviales. Comme T OP est une cate´gorie de mode`les ferme´e, les cofibrations
triviales sont stables par colimite se´quentielle transfinie et par somme amal-
game´e le long d’un morphisme, d’ou` l’on tire que l’inclusion de |J¯ ′| dans |J¯ |
est une cofibration triviale. Par l’axiome ”trois pour deux” dans T OP , la
compose´e |ppre| est une e´quivalence d’homotopie faible, et comme |canJ¯pre| est
une e´quivalence d’homotopie faible, toujours par ”trois pour deux”, il vient
que |p| est une e´quivalence d’homotopie faible. On conclut que p est une e´qui-
valence de cate´gories de Segal entre groupo¨ıdes de Segal simplement connexes
par le corollaire 6.3.23.
CQFD.
Comme nous avions montre´ auparavant que l’intervalle J¯ ve´rifie les parties
a) et b) de l’hypothe`se R’) de l’e´bauche 2 du the´ore`me central et que J¯pre
ve´rifie l’hypothe`se S’), ce dernier re´sultat finit de montrer que la donne´e de
Segal proto-facile de´finissant les cate´gories de Segal admet une bon intervalle
pour les cate´gories de Segal.
Corollaire 6.4.3 La donne´e de Segal facile sur les ensembles simpliciaux
de´finie dans l’exemple 3.1.2 ve´rifie les hypothe`ses R’) et S’) de l’e´bauche 2
du the´ore`me central.
Preuve :
Montrons d’abord l’hypothe`se R’). La partie a) de l’hypothe`se R’) est ve´rifie´e
par de´finition de J¯ . Toujours par de´finition de J¯ , ses deux objets 0 et 1 sont
e´quivalents. Donc leurs images par un morphisme de cate´gories de Segal quel-
conque sont encore e´quivalentes, ce qui montre la partie b) de l’hypothe`se R’).
Notons maintenant L¯ la sous-cate´gorie pleine de J¯ d’objet unique 0. L’in-
clusion de L¯ dans J¯ est une e´quivalence de cate´gories de Segal car d’une part,
comme 1 est e´quivalent a` 0 dans J¯ , l’inclusion est essentiellement surjective,
et d’autre part, comme L¯ est une sous-cate´gorie pleine de J¯ , l’inclusion est
pleinement fide`le. Remarquons que l’e´quivalence p du lemme pre´ce´dent se fac-
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torise par l’inclusion de L¯ dans J¯ . Par l’axiome ”trois pour deux” pour les
pre´cate´gories de Segal, qui est vrai car la donne´e de Segal de l’exemple 3.1.2
ve´rifie les hypothe`ses A’) a` Q’) de l’e´bauche 2 du the´ore`me central, il vient
que le morphisme J¯ → L¯ est une e´quivalence de cate´gories de Segal, ce qui
montre la partie c) de l’hypothe`se R’).
Par de´finition de J¯pre, J¯pre ve´rifie la partie a) de l’hypothe`se R’). De plus, par
construction, J¯ est la cate´gorisation de J¯pre. Pour montrer que l’hypothe`se S’)
est ve´rifie´e, il ne reste plus qu’a` montrer que J¯pre est α-petit. Par construction,
J¯pre est une colimite constitue´e de deux ∆[0], de deux ∆[1], de deux ∆[2] et de
deux ∆[1]ΘI¯. Or tous ces e´le´ments sont de´nombrables donc α-petits car dans
la de´monstration du lemme 6.1.1 on a pris α = 2ℵ0 > ℵ0. Comme colimite
finie de pre´cate´gories de Segal α-petites, J¯pre est α-petit, ce qui termine la
ve´rification de l’hypothe`se S’).
CQFD.
Ceci termine la ve´rification des dix-neuf hypothe`ses de l’e´bauche 2 du
the´ore`me central par la donne´e de Segal sur les ensembles simpliciaux qui en-
gendre la notion de cate´gorie de Segal. Ainsi le the´ore`me central peut s’appli-
quer a` cette donne´e de Segal, ce qui montre que la cate´gorie des pre´cate´gories
de Segal avec leurs e´quivalences faibles est une cate´gorie de mode`les ferme´e.
The´ore`me 6.4.4 La cate´gorie des pre´cate´gories de Segal au sens [2] ad-
met une structure de cate´gorie de mode`les ferme´e avec pour cofibrations les
monomorphismes et pour e´quivalences faibles les morphismes de pre´cate´gories
de Segal dont la cate´gorisation est une e´quivalence de cate´gories de Segal au
sens [2].
Preuve :
D’apre`s le lemme 6.1.1 et le corollaire pre´ce´dent, la donne´e de Segal proto-
facile sur les ensembles simpliciaux engendrant la notion de cate´gorie de Segal
(celle de l’exemple 3.1.2) ve´rifie les hypothe`ses A’) a` S’) de l’e´bauche 2 du
the´ore`me central. On peut donc lui appliquer le the´ore`me central, ce qui nous
donne le re´sultat.
CQFD.
Ce re´sultat non seulement permet de de´montrer l’existence de la cate´gorie
de mode`les ferme´e pour les cate´gories de Segal de´crite dans [2] mais sert
e´galement d’application d’une part de la the´orie des cate´gories enrichies faibles
de´veloppe´e dans cette the`se et d’autre part au the´ore`me central munissant ces
cate´gories enrichies faibles d’une cate´gorie de mode`les ferme´e traduisant leurs
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the´ories homotopiques.
En bilan de tout ce long et fastidieux expose´, nous pouvons dire qu’il reste
encore du travail a` faire dans ce domaine. Tout d’abord, il serait inte´ressant de
montrer que la cate´gorie de mode`les ferme´e obtenue avec le the´ore`me central en
ve´rifie aussi les hypothe`ses. En effet, dans ce cas, nous pourrions directement
munir les n-cate´gories enrichies faibles d’une structure de cate´gorie de mode`les
ferme´e. Ensuite il serait bon de montrer d’autres exemples d’applications du
the´ore`me central et (mais peut-eˆtre cela revient-il au meˆme) de rede´montrer
le the´ore`me central avec des hypothe`ses moins contraignantes. Si en effet nous
pouvions nous de´barrasser de l’hypothe`se demandant aux cofibrations d’eˆtre
les monomorphismes, nous pourrions alors appliquer le the´ore`me au cas des
n-cate´gories de Tamsamani, ce qui rede´montrerait l’existence de la cate´gorie
de mode`les ferme´e sur ces cate´gories faibles de´montre´e dans [5]. Enfin il serait
e´galement inte´ressant de voir si l’on ne peut pas construire une the´orie encore
plus ge´ne´rale de cate´gories faibles enrichies en regardant ce qui se passe si l’on
essaie de prendre une autre cate´gorie que la cate´gorie simpliciale ∆ comme
cate´gorie de base pour la de´finition des cate´gories enrichies faibles.
Je conclurai ce travail tout d’abord en remerciant cordialement les courageux
lecteurs qui auraient eu la te´me´rite´ de lire tout ou partie de ma the`se. Mais
e´galement je consacrerai mon dernier chapitre a` analyser les apports de mes
quatre anne´es de the`se en termes de compe´tences professionnelles.
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Chapitre 7
Projet de the`se et compe´tences
311
Quatre ans de ma vie ont e´te´ consacre´s presque entie`rement a` un seul pro-
jet : une the`se de Mathe´matiques Pures intitule´e “Cate´gories enrichies faibles.”
Je vais tenter d’expliquer en quelques mots le sujet de cette the`se qui a mo-
bilise´ le plus gros de mon e´nergie durant une si longue pe´riode.
Deux the´ories principales fondent actuellement les Mathe´matiques. Si la
premie`re nomme´e the´orie des ensembles consiste en l’e´tude des objets mathe´-
matiques pris individuellement, la seconde plus re´cente, dite the´orie des cate´-
gories, vise a` mode´liser les structures mathe´matiques. En effet la cate´gorie cor-
respondant a` une structure donne´e est constitue´e par les objets mathe´matiques
munis de cette structure et par les liens entre ces objets respectant la structure.
En particulier, la structure de cate´gorie donne lieu a` la cate´gorie des cate´gories
dans laquelle les liens entre cate´gories forment eux aussi une cate´gorie. C’est un
premier exemple de cate´gorie enrichie (ici sur les cate´gories). Plus ge´ne´ralement,
une cate´gorie enrichie est une cate´gorie dont les liens forment une structure.
L’adjectif faible rajoute´ au compose´ “ cate´gorie enrichie” signifie seulement
que les liens de la cate´gorie conside´re´e ne sont pas toujours composables.
Le sujet de la the`se est donc d’une part de mettre en place une the´orie des
cate´gories enrichies faibles qui permette de de´finir une structure commune
aux diffe´rents exemples rencontre´s dans ce domaine et d’autre part de munir
ces cate´gories enrichies faibles d’une structure permettant de faire des calculs
dans cette the´orie.
Si ce sujet a bien un inte´reˆt au niveau de la recherche mathe´matique comme
je vais le montrer plus loin, il est cependant tre`s inte´ressant de se demander
ce que moi j’ai bien pu retirer de cette expe´rience relativement longue. En
particulier, une question se pose : en quoi ces quatre anne´es consacre´es a`
une the`se de Mathe´matiques Pures ont-elles pu m’eˆtre profitables au niveau
de l’insertion professionnelle. Afin de faire un retour sur mes quatre ans de
the`se et d’e´tudier plus en de´tail ces points importants, je vais tout d’abord
exposer les motivations qui ont conduit a` cette the`se. Puis je vais examiner les
principales e´tapes du de´roulement de la the`se et je terminerai par une mise au
point sur les compe´tences acquises durant ces quatre anne´es aussi bien dans le
travail de la the`se meˆme que dans les autres travaux que j’ai eu a` faire durant
cette pe´riode.
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7.1 En amont de la the`se ...
Pour commencer, je vais analyser comment je me suis retrouve´ a` traiter
un tel sujet. Pour tenter de de´nouer les diffe´rentes causes qui ont abouti a` la
situation actuelle, je vais tout d’abord expliquer mes motivations personnelles
concernant la the`se. Puis j’aborderai les motivations de l’e´quipe qui m’a ac-
cueilli.
Pour comprendre ce qui m’a pousse´ a` faire une the`se de Mathe´matiques
Pures concernant les cate´gories, il me faut remonter a` la maˆıtrise. Ce fut en
effet l’anne´e dans mon cursus scolaire ou` j’entendis pour la premie`re fois par-
ler de la the´orie des cate´gories. Mon gouˆt pour la Logique et les fondements
des Mathe´matiques, qui jusqu’alors furent mes principales motivations pour
poursuivre des e´tudes supe´rieures en Mathe´matiques Pures, me firent tout
de suite accrocher a` cette the´orie toute nouvelle pour moi et posse´dant une
puissance a` mes yeux infiniment plus grande que la the´orie des ensembles
que j’avais e´tudie´e jusqu’alors. La matie`re nomme´e topologie alge´brique, dans
laquelle j’avais rencontre´ les cate´gories pour la premie`re fois et qui e´tait ap-
profondie en DEA, me fit pre´fe´rer la poursuite des e´tudes de Mathe´matiques
a` la pre´paration des concours de l’enseignement public qui constituait pour
moi l’entre´e dans la vie active.
C’est ve´ritablement en DEA que le domaine de ma the`se allait se pre´ciser.
En effet en DEA le troisie`me trimestre correspond a` la re´daction d’un me´moire.
Ma nouvelle marotte qu’e´tait pour lors la the´orie des cate´gories me poussa a`
chercher un directeur de me´moire qui me permettrait de travailler dans ce do-
maine. Apre`s quelques difficulte´s, je finis par trouver Andre´ Hirschowitz qui
me proposa de travailler sur les articles de Carlos Simpson, le cre´ateur d’une
the´orie de cate´gories faibles d’ordre supe´rieur. Le sujet du me´moire fut donc
de lire et de re´diger une petite partie d’une pre´-publication de Simpson. Mes
capacite´s de compre´hension d’articles mathe´matiques lie´es a` ma capacite´ de
vulgarisation des the´ories mathe´matiques amene`rent Andre´ Hirschowitz a` me
proposer de faire ma the`se sur les pre´-publications de Simpson. Outre l’inte´reˆt
de cette proposition, ce fut la perspective d’obtenir le plus haut diploˆme du
cursus universitaire et le titre de docteur e`s sciences qui fut de´terminante dans
mon choix de continuer mes e´tudes par une the`se de Mathe´matiques Pures
plutoˆt que de me lancer dans la pre´paration des concours d’entre´e a` l’e´ducation
nationale, meˆme si cette dernie`re option constituait alors mon projet profes-
sionnel.
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Conside´rons maintenant les motivations d’Andre´ Hirschowitz qui l’ont
pousse´ a` me proposer de faire une the`se sur les the´ories de Simpson. Tout
d’abord il faut pre´ciser qu’Andre´ Hirschowitz travaillait souvent en collabo-
ration avec Carlos Simpson qui e´tait encore a` l’e´poque a` Toulouse mais qui
rejoignit l’e´quipe d’Andre´ Hirschowitz a` Nice l’anne´e d’apre`s. L’anne´e suiv-
ante, un de ses anciens e´le`ves vint lui aussi a` Nice, faisant ainsi de l’e´quipe
nic¸oise une e´quipe a` la pointe de la recherche sur les cate´gories faibles d’ordre
supe´rieur, les champs supe´rieurs et leurs applications. Il est a` noter a` ce pro-
pos que l’e´quipe nic¸oise a organise´ la premie`re confe´rence internationale sur
les cate´gories faibles d’ordre supe´rieur avec leurs applications a` la ge´ome´trie
alge´brique.
Toutefois il existe aux USA, au Canada, au Royaume-Uni ou en Australie
d’autres the´ories sur le meˆme the`me qui sont en intense de´veloppement avec
des techniques et des re´sultats plus ou moins avance´s selon les e´quipes. En
outre, si l’e´quipe nic¸oise est l’une des plus avance´es dans ce domaine, tous ses
re´sultats et ses the´ories sont base´s sur un the´ore`me fondamental de Carlos
Simpson non publie´ dans une revue mathe´matique et dont la preuve contient
des passages qui n’ont pas fait l’objet d’une clarification. Aussi l’enjeu de
ma the`se est de mettre au point la preuve de ce the´ore`me et d’exploiter les
ide´es de cette preuve pour formuler une the´orie plus ge´ne´rale permettant une
meilleure compre´hension de ces the´ories de cate´gories faibles d’ordre supe´rieur.
L’impact principal qui en est attendu par l’e´quipe nic¸oise est d’assurer par la
publication de ma the`se un statut stable au the´ore`me de Simpson et ainsi de
permettre d’utiliser ses me´thodes et d’avoir un acce`s plus compre´hensible au
travail de pionnier de Simpson qui, s’il reste non publie´, se serait de lui-meˆme
condamne´ a` disparaˆıtre dans l’oubli.
Il est donc clair que la conjonction simultane´e de mon inte´reˆt a` faire une
the`se dans le domaine des cate´gories avec celui d’Andre´ Hirschowitz de publier
des travaux reprenant et exploitant les ide´es originales mais non publie´es de
la the´orie des cate´gories faibles d’ordre supe´rieur de Simpson a e´te´ le point
de de´part d’un travail de quatre ans dont il est inte´ressant de connaˆıtre les
diffe´rentes e´tapes afin de mieux comprendre ce que j’en ai retire´.
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7.2 Au cours de la the`se ...
Je vais maintenant analyser le de´roulement de la the`se. Pour de´buter cette
analyse, je commencerai par e´valuer les risques et les avantages que comportait
la the`se en elle-meˆme. Puis je m’attarderai sur l’encadrement et le financement
de la the`se avant de terminer par un expose´ des principales e´tapes de la the`se.
Un des aspects importants et re´currents de ces quatre anne´es passe´es a`
faire une the`se a e´te´ la gestion des risques inhe´rents a` ce travail. Aussi est-il
inte´ressant de se demander en quoi la the`se e´tait-elle risque´e et quels avan-
tages comportait-elle qui purent m’e´viter d’abandonner malgre´ de fre´quentes
crises de de´couragement. Bien e´videmment de´ja` en DEA, mes camarades
et moi-meˆme avions e´te´ avertis de la difficulte´ intrinse`que aux the`ses de
Mathe´matiques Pures qui re´side en une tre`s grande abstraction. En revanche,
ma the`se concernant essentiellement la de´monstration ge´ne´ralise´e d’un the´ore`me
a` la preuve non formate´e, le risque principal qui en de´coule est de pouvoir ne
rien trouver. En effet contrairement a` beaucoup d’autres the`ses mathe´matiques,
la mienne n’est pas une compilation, d’au plus une centaine de pages, de divers
re´sultats plus au moins lie´s entre eux mais au contraire un immense e´difice de
trois cents pages dont le point culminant est la de´monstration du the´ore`me
de Simpson. Si la preuve est fausse, incomple`te ou si l’on n’arrive pas a` prou-
ver un des re´sultats interme´diaires, tout s’e´croule. Le fait que cette the`se
n’aboutisse qu’a` un tout ou rien a e´te´ l’un des aspects de cette the`se des plus
de´moralisants. En outre l’un des corollaires de cette spe´cificite´ de ma the`se est
que la the`se ne peut donner lieu a` aucune autre publication qu’elle-meˆme une
fois acheve´e, ce qui est un handicap dans la recherche d’un poste de maˆıtre de
confe´rence.
Heureusement la the`se comportait aussi des avantages qui m’ont permis
de surmonter les graves moments de de´pression. Tout d’abord, en elle-meˆme
la the`se concerne un domaine de la recherche mathe´matique re´cent en pleine
e´bullition et tre`s porteur d’avenir mathe´matique. Ce domaine, comme on l’a vu
pre´ce´demment, correspondait a` un domaine qui m’inte´ressait. Meˆme s’il a fallu
faire la the`se pour prendre la ve´ritable mesure de ce domaine, la the´orie des
cate´gories s’est ave´re´e aussi passionnante que je l’espe´rais. En outre, il est im-
portant de remarquer que pendant ces quatre anne´es de the`se, j’ai eu l’oppor-
tunite´ d’enseigner en DEUG premie`re anne´e. En effet, premier de ma promo-
tion a` l’issue du DEA, j’ai obtenu le poste de moniteur, c’est-a`-dire d’apprenti
enseignant-chercheur ayant une charge d’enseignement correspondant a` un
tiers de la charge d’enseignement d’un enseignant-chercheur titulaire. De plus
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apre`s mes trois anne´es de monitorat, j’ai obtenu un poste d’ATER d’un an,
c’est-a`-dire un poste d’enseignant-chercheur temporaire avec une demi-charge
d’enseignement. Or ces enseignements m’ont ve´ritablement permis d’acque´rir
de l’assurance tout au long de ces quatre anne´es. Face a` la de´stabilisation
morale et psychique due a` la the`se, le fait de pouvoir maˆıtriser un savoir et
de l’enseigner a` des e´tudiants a` peine plus jeunes que moi-meˆme a e´te´ tre`s
re´confortant, tre`s inte´ressant et tre`s enrichissant. En effet l’enseignement m’a
toujours attire´. De plus j’ai eu la chance de pouvoir enseigner dans des e´quipes
pe´dagogiques soude´es qui avaient une ve´ritable re´flexion pe´dagogique et me
permettaient souvent d’appliquer mes propres me´thodes. Enfin a` travers l’en-
seignement du raisonnement scientifique, j’ai pu enseigner mes domaines de
pre´dilection, a` savoir la Logique et les fondements des Mathe´matiques, ce qui
me permettait d’ailleurs de faire un retour sur mon propre travail de the`se dont
le domaine touche par certains endroits a` ces domaines. Dans le meˆme ordre
d’ide´es, lors de groupes de travail au laboratoire de Mathe´matiques, on me
demandait souvent d’exposer des sujets ayant trait a` la the´orie des cate´gories,
ce qui me permettait d’approfondir mes connaissances dans ce domaine et m’a
souvent aide´ a` certains endroits de la the`se tout en me redonnant confiance
en moi-meˆme.
Si les avantages apporte´s par la the`se ont pu contrebalancer l’incertitude
lie´e aux risques inhe´rents a` mon sujet de the`se, l’encadrement a lui aussi joue´
un grand roˆle tout au long de la the`se. Comme je l’ai dit pre´ce´demment, plus
j’avanc¸ais dans ma the`se et plus l’e´quipe d’Andre´ Hirschowitz a accueilli de
spe´cialistes de la the´orie de Simpson. Aussi puis-je dire que j’ai e´te´ tre`s bien en-
toure´ : Simpson lui-meˆme a e´te´ tre`s souvent disponible, son ancien e´le`ve Toen
n’a pas he´site´ a` venir nous aider lorsque nous bloquions a` certains endroits de
la preuve du the´ore`me de Simpson. Pour en revenir au de´roulement de la the`se,
c’est Andre´ Hirschowitz qui, m’ayant propose´ une the`se sur la the´orie de Simp-
son, a dirige´ effectivement ma the`se meˆme s’il n’est pas mon directeur officiel
pour cette the`se. Andre´ Hirschowitz a toujours e´te´ tre`s disponible, en parti-
culier lorsque la the`se posait de graves proble`mes meˆme si, je dois l’avouer,
j’ai toujours pre´fe´re´ trouver les solutions aux proble`mes par moi-meˆme plutoˆt
que de lui demander de l’aide, sauf bien entendu dans les rares cas de blocage
total sur certaines questions. Ceci s’est traduit par des re´unions avec Andre´
Hirschowitz assez irre´gulie`res et assez espace´es dans le temps, phe´nome`ne
amplifie´ par l’e´loignement ge´ographique de nos deux bureaux. Quant a` Jean-
Michel Lemaire qui m’a fait l’honneur de diriger officiellement ma the`se, je
lui dois e´galement beaucoup car, meˆme s’il a suivi d’assez loin ma the`se dont
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le domaine ne correspond pas a` son domaine de recherche, il s’y est toutefois
beaucoup inte´resse´, m’a soutenu lors de moments difficiles et a apporte´ sur
ma the`se un point de vue exte´rieur au sujet qui m’a e´te´ tre`s enrichissant.
Au vu de cet encadrement, il est naturel de se poser la question du couˆt
de la the`se. Tout d’abord, conside´rons mon propre salaire. Pendant mes trois
premie`res anne´es, e´tant moniteur, j’ai rec¸u un double salaire : 6.100 F net par
mois pour la the`se et 1.800 F net par mois pour les enseignements. Lors de
ma quatrie`me anne´e, j’ai e´te´ paye´ en tant qu’A.T.E.R. (Attache´ Temporaire
a` l’Enseignement et a` la Recherche) 7.400 F net par mois, ce salaire com-
prenant a` la fois the`se et enseignement. Ajoutons a` cela mes de´placements a`
des colloques et a` des e´coles d’e´te´ qui se montent a` 8.500 F. Au total (avec
les enseignements) mes quatre anne´es sont revenues a` environ 375.000 F net.
Andre´ Hirschowitz m’a consacre´ un vingtie`me de son temps durant ces qua-
tre anne´es, ce qui se chiffre a` environ 92.000 F net. Comme le temps passe´
par mon directeur de the`se, Simpson et les autres chercheurs de Nice m’ayant
aide´ est ne´gligeable par rapport au temps passe´ avec Andre´ Hirschowitz et
par ailleurs souvent ine´valuable, on peut dire qu’au total la the`se aura couˆte´
environ un demi-million de francs franc¸ais (∼= 470.000F ). Il est a` noter que
ce couˆt ne prend pas en compte la fraction du budget d’infrastructure, de la
bibliothe`que et du re´seau informatique du laboratoire, d’une part car cette
fraction est difficilement e´valuable et d’autre part car le budget du laboratoire
ne m’a pas e´te´ communique´.
Enfin je vais terminer cette partie par une bre`ve description des principales
e´tapes de la the`se. La premie`re phase d’une dure´e d’environ un an fut surtout
une phase d’apprentissage et d’approfondissement de la the´orie de Simpson
avec des essais de de´finition de nouvelles cate´gories faibles d’ordre supe´rieur.
A la fin de cette pe´riode, l’ide´e de parame´trer les de´finitions de´ja` existantes
de cate´gories faibles d’ordre supe´rieur m’obligea a` revenir au the´ore`me central
de Simpson et a` le comprendre en de´tail. Lors de cette lecture approfondie
de ce the´ore`me, je de´couvris une erreur dans la preuve, erreur qui fut tre`s
aise´ment rectifie´e par Carlos Simpson et qui amena Andre´ Hirschowitz a` me
proposer de reprendre la preuve du the´ore`me afin d’en exploiter les ide´es dans
un cadre plus ge´ne´ral. Ceci ouvre la deuxie`me phase consistant en la relec-
ture et la compre´hension du the´ore`me de Simpson qui dura environ un an.
La preuve comprise dans ses grandes lignes, la troisie`me phase d’aussi un an
fut celle de la tentative de ge´ne´ralisation du the´ore`me, ce qui nous amena aux
principaux proble`mes rencontre´s pendant cette the`se et aussi a` la pe´riode qui
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faillit voir mon abandon. Apre`s beaucoup d’e´nergie et de te´nacite´ mais aussi
graˆce a` l’important soutien d’Andre´ Hirschowitz, cette pe´riode se termina
avec l’e´claircissement des derniers points obscurs dans la preuve de Simpson.
Commenc¸a alors la quatrie`me phase de la the`se qui fut celle de la re´daction
d’un the´ore`me dont la preuve exploite les ide´es de la preuve de Simpson mais
dans un cadre plus ge´ne´ral et qui donna lieu a` la cre´ation de la the´orie des
cate´gories enrichies faibles. Cette pe´riode d’un an fut aussi celle de la re´daction
de la the`se. Au final, l’un des principaux proble`mes rencontre´s dans la preuve
de Simpson laisse l’e´nonce´ du the´ore`me ge´ne´ral de ma the`se incomplet dans
le sens ou` la manie`re dont on a re´solu le proble`me n’a pas e´te´ suffisamment
bonne pour que mon the´ore`me s’applique dans tous les cas que l’on voulait
regarder. Ceci laisse encore du travail pour ame´liorer la the`se et c’est l’une
des motivations qui m’ont pousse´ a` demander une seconde anne´e d’ATER.
Apre`s avoir explique´ en quelques lignes les principales caracte´ristiques du
de´roulement de mes quatre anne´es de the`se, je vais essayer de de´terminer en
quoi ces anne´es m’ont e´te´ be´ne´fiques, en particulier pour mon avenir profes-
sionnel.
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7.3 En aval de la the`se ...
Dans cette dernie`re partie, je vais analyser les retombe´es de ces quatre
anne´es de the`se essentiellement en termes de compe´tences acquises durant la
the`se. J’essayerai au fur et a` mesure de jauger l’impact de ces acquis sur mon
avenir professionnel. Je commencerai par de´velopper les compe´tences mises en
oeuvre pour la the`se, puis celle pour l’enseignement, enfin j’exposerai quelques
conse´quences de mon initiative personnelle durant ces quatre anne´es.
Bien e´videmment, les premie`res retombe´es de la the`se auxquelles on pense
naturellement s’expriment en terme de connaissances mathe´matiques : the´ories
des ensembles, des cate´gories, des cate´gories faibles d’ordre supe´rieur, des fais-
ceaux, des champs, des topoi, de l’homotopie et des cate´gories de mode`les
ferme´es. Ces savoirs sont en outre interdisciplinaires car certains ont trait aux
fondements des Mathe´matiques et par la` a` la Logique, a` l’E´piste´mologie et
donc a` la Philosophie. Mais ils sont aussi transversaux car ces meˆmes savoirs
ont a` la fois une importance pour la recherche mathe´matique mais aussi pour
l’enseignement de la me´thodologie en premie`re anne´e de DEUG et permettent
un retour didactique sur l’enseignement des Mathe´matiques en DEUG.
Comme cela est clair dans les nouvelles maquettes de DEUG, le savoir
mathe´matique n’est pas seulement confine´ dans un amas de connaissances
mais il comporte e´galement toute une me´thodologie a` la fois interdisciplinaire,
comme la lecture suivie et l’analyse approfondie des articles, l’exposition d’une
the´orie de´ja` connue ou d’un travail de recherche, mais aussi une me´thodologie
caracte´ristique a` la matie`re comme la rigueur mathe´matique, la de´monstration
d’un re´sultat mathe´matique et la mise en place d’une the´orie globale ge´ne´ralisant
des the´ories particulie`res existantes. Mais la principale compe´tence me´thodologique
que ma the`se ne´cessitait est de savoir faire une construction d’un degre´ de com-
plexite´ e´norme pour aboutir a` un unique re´sultat (300 pages pour de´montrer
un seul the´ore`me !), ce qui pose des proble`mes de cohe´rence monstrueux et
demande de bonnes prises de recul, entre autres. Cette dernie`re compe´tence
est un atout assez rare qui me sera suˆrement utile dans ma vie professionnelle
ainsi d’ailleurs que les me´thodes de base interdisciplinaires, et ce quel que soit
mon devenir professionnel. Je dois rajouter a` cela la faculte´ que j’ai acquise
durant ces quatre anne´es a` ge´rer mais aussi a` surmonter les de´primes pro-
fondes et courantes intrinse`ques au travail d’un chercheur en Mathe´matiques
Pures, de´primes que j’ai analyse´es dans la partie pre´ce´dente. Cette te´nacite´
face a` de fre´quents moments de de´moralisation est, je le crois, une qualite´
assez recherche´e dans la vie active.
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Outre le travail de the`se, les enseignements mene´s durant ces quatre anne´es
ont eux aussi exige´ des compe´tences particulie`res. Comme je l’ai de´ja` e´voque´,
j’ai eu l’occasion de participer a` divers enseignements dans lesquels j’ai eu
une part active au niveau de la pe´dagogie a` adopter. J’ai e´galement par-
ticipe´ a` la conduite de nouvelles me´thodes pe´dagogiques qui ont ne´cessite´
une grande adaptabilite´ aux situations nouvelles ou inattendues, une capacite´
d’inte´gration a` une e´quipe pe´dagogique ainsi qu’un apprentissage du travail en
e´quipe, une remise en question permanente due au caracte`re interactif de ces
me´thodes et enfin un e´norme investissement. La mise en place de ces me´thodes
m’a e´galement amene´ a` conduire une re´flexion didactique et e´piste´mologique
et a` e´changer avec des philosophes et des didacticiens. La re´ussite de ces
me´thodes m’a aussi mene´ a` devoir exposer lors de confe´rences sur l’enseigne-
ment et a` e´crire un article sur mon enseignement de la me´thodologie en
premie`re anne´e de DEUG.
Si tout ceci m’a donne´ une expe´rience a` la fois unique et riche au niveau
de l’enseignement, cette expe´rience lie´e d’une part a` mes e´checs re´pe´te´s aux
concours de l’enseignement secondaire et d’autre part a` ce que vivent mes
proches dans l’e´ducation nationale m’a plutoˆt convaincu de ne pas enseigner
en-dessous du DEUG. Aussi mon projet professionnel initial (depuis la licence)
d’inte´grer l’e´ducation nationale s’est assez vite vu transmue´ en un nouveau
projet : celui d’inte´grer la fonction publique. Bien e´videmment, la question
qu’il est alors naturel de poser est pourquoi ne pas envisager le concours de
maˆıtre de confe´rence. La re´ponse est aise´e : c’est tout simplement parce que
ce concours est un Nirvaˆna auquel tendent toutes les bonnes aˆmes alors que
seules celles qui ont rec¸u la graˆce pourront, non sans peine, y acce´der (pour
leur bonheur ?).
A l’image de mes enseignements, ces quatre anne´es ont montre´ que je suis
capable de m’impliquer e´norme´ment mais aussi de faire preuve d’initiative :
outre mon implication dans la the`se et les innovations mathe´matiques que j’ai
apporte´es graˆce a` une bonne interaction avec l’e´quipe d’Andre´ Hirschowitz,
en plus de mes initiatives pe´dagogiques dont j’ai de´ja` parle´, j’ai cre´e´ et anime´
divers groupes de travail soit avec des the´sards mathe´maticiens sur les champs,
les axiomatiques des ensembles, les cardinaux transfinis et les cate´gories en-
richies faibles, soit avec des philosophes et des logiciens sur la the´orie des
cate´gories et des topoi et sur les logiques de´viantes (intuitionnistes, modales,
para-consistantes ...) Je pense que ma capacite´ d’inte´gration dans diverses
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e´quipes en meˆme temps ainsi que ma capacite´ a` organiser des groupes de
travail intra et inter-e´quipe seront des atouts importants pour ma future vie
professionnelle.
Une autre grande preuve de mes capacite´s d’investissement, d’initiative
mais aussi d’adaptabilite´ a` de nouvelles situations est ma participation a` la
coordination de la premie`re anne´e de DEUG MASS ainsi que la responsabilite´
du module de me´thodologie (UMED2). Ceci m’a oblige´ a` apprendre a` cre´er
un emploi du temps, a` ge´rer des salles, des horaires de modules et des horaires
d’enseignants (avec leurs contraintes personnelles...) mais aussi a` ge´rer les ef-
fectifs d’e´tudiants re´partis en plusieurs groupes. En tant que responsable de
module, j’ai duˆ aussi m’occuper de la mise en place d’un programme compati-
ble avec les impe´ratifs de la maquette, cre´er une e´quipe pe´dagogique, organiser
les examens, ge´rer les notes et participer aux de´libe´rations. Je pense que tout
cet investissement purement be´ne´vole de ma part (car non paye´ ni demande´
par les statuts de moniteur ou d’ATER) est tre`s important pour mon avenir
professionnel que je vois en ce moment plutoˆt dans l’administration publique.
Il est donc aise´ de constater au vu de ce qui pre´ce`de que ces quatre anne´es
ont e´te´ tre`s riches et tre`s remplies et m’ont permis d’acque´rir bon nombre
de compe´tences dont certaines seront, je pense, tre`s utiles pour mon avenir
professionnel. Que peut-on donc tirer comme conclusion ge´ne´rale concernant
cette the`se ?
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7.4 En guise de conclusion ...
Pour re´sumer ce qui pre´ce`de, je peux dire que la the`se m’a apporte´ une
bonne culture mathe´matique mais aussi un avant-gouˆt du travail adminis-
tratif, du travail en e´quipe et des expose´s a` des colloques. J’ai pu aussi me
de´couvrir des qualite´s jusqu’alors insoupc¸onne´es telles l’initiative, l’inte´gration
et l’adaptabilite´ qui se sont exprime´es surtout dans les enseignements et les
travaux d’ordre administratif, ce qui est assez encourageant pour mon avenir
professionnel.
En conclusion, je dirai que la the`se m’a apporte´ un certain savoir-faire qui
sera tre`s certainement utile pour ce a` quoi je me destine, a` savoir la fonction
publique, mais aussi un savoir et un diploˆme que j’espe`re pouvoir valoriser dans
ma future vie professionnelle. Il n’est peut-eˆtre pas inutile de rappeler que je
n’ai pas du tout fait ma the`se en vue d’un quelconque projet professionnel,
comme je l’ai explique´ dans la premie`re partie. Ne´anmoins, j’ai pu retirer de
ces quatre anne´es un maximum d’expe´riences et d’enseignements personnels et
surtout le sujet de ma the`se, sur lequel je n’avais pas d’ide´es re´elles avant de ne
l’aborder en the`se, s’est trouve´ a` la hauteur de mes espe´rances. Aussi, malgre´
de gros moments de “de´prime”, je peux re´ellement dire que je ne regrette
absolument pas d’avoir fait cette the`se qui m’a permis ve´ritablement de vivre
une expe´rience somme toute courte mais si dense et, de toute manie`re, unique
dans ma vie.
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Re´sume´ :
Cette the`se est consacre´e a` la de´monstration d’un the´ore`me montrant
l’existence d’une structure de cate´gorie de mode`les ferme´e concernant les
cate´gories faiblement enrichies. Il faut au pre´alable de´finir les notions de
cate´gories faiblement enrichies et d’e´quivalence de cate´gories faiblement en-
richies de telle manie`re que ces notions recouvrent diverses notions de´ja` ex-
istantes de cate´gories faibles d’ordre supe´rieur telles les cate´gories de Segal,
les n-cate´gories de Tamsamani et les n-cate´gories strictes. Afin de de´montrer
notre the´ore`me, nous devons mettre au point une the´orie de plans d’addition
de cellules sur le mode`le de l’argument du petit objet a` la Quillen. Nous termi-
nons ce travail en montrant que notre the´ore`me recouvre le cas des cate´gories
de Segal. Ce dernier re´sultat ne´cessite de montrer une adjonction “groupo¨ıde
fondamental-re´alisation ge´ome´trique” entre les groupo¨ıdes de Segal et les es-
paces topologiques.
English title :
Weak enriched categories.
Abstract :
This thesis is devoted to the proof of a theorem showing the existence of
a closed model category structure for weakly enriched categories. It requires
first of all the definitions of weakly enriched categories and equivalences of
weakly enriched categories such that these definitions recover some existing
notions of higher order weak categories, for example Segal categories, Tam-
samani n-categories and strict n-categories. In order to prove our theorem, we
elaborate a theory of plans for cell addition following the approach of the small
object argument a` la Quillen. We conclude this work with the proof that our
theorem recovers the case of Segal categories. This last result requires a fun-
damental groupoid-geometric realization adjunction between Segal groupoids
and topological spaces.
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