We introduce methodology for analysing the mean size-and-shape and covariance matrix of landmark data that are collected over time. Motivated by a study of DNA damage, we study some permutation based tests for investigating significant differences in the structure of the mean and the variability/covariance of size-and-shape of point sets which evolve over time. The covariance matrix tests make use of some recently introduced metrics for comparing covariance matrices. We demonstrate that the tests have the correct significance level in various simulation studies, and we also investigate the relative power of the tests. Finally we apply the procedures to the DNA datasets, providing practical insights into different types of DNA damage.
Introduction
In many applications, it is of interest to test the equality of two covariance matrices of size-and-shape data collected from two populations. By 'size-and-shape' we mean the geometrical properties of an object that are unchanged by translation and rotation (Dryden and Mardia, 2016) . Our motivating example is to understand the differences in size-and-shapes between damaged versus undamaged DNA molecules (Jiranusornkul and Laughton, 2008) . The issue is important because it sheds light on a key question in molecular recognition, namely how DNA repair proteins locate a region of damage. The damaged regions may appear to have only very slight modifications in structure, within a vast excess of normal, and structurally dynamic DNA. Comparing size-and-shape distributions of damaged and undamaged DNA modelcules could also be useful for finding cures for diseases stemming from damaged DNA strands, such as amyotrophic lateral sclerosis (ALS), Huntington's disease (Ahmad, 2010 ) and Cockayne's syndrome (Friedberg et al., 1995) .
The problem of testing the equality of two covariance matrices is, however, well known to be statistically challenging because the covariance matrix is positive definitive and often of high dimensionality. The traditional likelihood ratio tests may fail for high dimensional problems (Bai et al., 2009) . Advances in comparing highdimensional covariance matrices include Schott (2007) ; Srivastava and Yanagihara (2010) ; Li and Chen (2012) ; Cai et al. (2013) . However, these tests may not be ideal for our DNA size-and-shape problem. For one reason, they are often built upon either the norms defined on the Euclidean space (e.g., Frobenius norm) or the assumption of normal populations. An alternative based on an L ∞ -norm is given by Chang et al. (2017) . The space of covariance matrices is most naturally described as non-Euclidean and we consider a variety of different metrics, taking into account temporal correlations.
The motivating DNA dataset comes from the molecular dynamics (MD) simulations conducted by Jiranusornkul and Laughton (2008) to simulate the structure and dynamics of DNA duplexes. Our analysis focuses on six undamaged DNA molecules, labeled AGA, AGC, AGG, TGA, TGC, and TGT and their respective damaged counterparts AFA, AFC, AFG, TFA, TFC, and TFT. Here the four letters A, C, G, and T in undamaged DNA molecules represent the four nucleotide bases of a DNA strand: adenine, cytosine, guanine, thymine. These six undamaged molecules encode different genetic information: TGC and TGT for the amino acid Cysteine, AGA and AGG for the amino acid Arginine, AGC for the amino acid Serine, and TGA, as a stop codon, does not form an amino acid but signals the termination of the polypeptide chain (Petsko and Ringe, 2004) . Given an undamaged DNA molecule, its damaged counterpart is generated by replacing guanine with FapydG, which is one of the most prevalent guanine-derived lesions formed under O2-deficient conditions by ionizing radiation and other agents that produce reactive oxygen species (Jiranusornkul and Laughton, 2008; Douki et al., 1997; Pouget et al., 2000; Crespo-Hernández and Arce, 2004) . Take the pair of TGC and TFC as an example. The initial dodecamer DNA duplex of TGC consists of 2 × 12 bases d(CTTTTGCAAAAG) 2 . The damaged counterpart TFC is then generated by replacing the middle base G with F such that the dodecamer becomes d(CTTTTFCAAAAG) · d(CTTTTGCAAAAG). Other pairs are simulated in a similar manner.
The biological question of interest is: does the introduction of a site of damage into each of these different DNA sequences produce a consistent structural or dynamic 'signature' that the repair protein could use to recognise it?
The configuration of DNA is recorded for every picosecond (1 × 10 −12 seconds) and consists of the xy zcoordinates of 22 landmarks which are located at the phosphorous atoms in duplex DNA (Dryden et al., 2002) . Thus, each observation can be represented as a 22 × 3 matrix whose rows and columns correspond to landmarks and dimensions respectively. A total of 2500 one-picosecond observations are collected for each molecule. In summary, the dataset consists of times series of 22 × 3 data matrices X M i where i = 1, 2, . . . , 2500 indexes observations and M ∈ {AGA, AGC, AGG, TGA, TGC,TGT, AFA, AFC, AFG, TFA, TFC, TFT} indexes molecules.
Background

Generalized Procrustes analysis and tangent space
As our interests lie in the differences in size-and-shape rather than the relative rotations and locations, we eliminate the differences due to arbitrary translation and rotation via generalized Procrustes analysis (GPA). GPA involves minimizing the sum of squares (Gower, 1975; Goodall, 1991; Dryden and Mardia, 2016) :
Stat over rotations Γ i and translations γ i , i = 1, . . . , n. It can be also shown that the minimization problem of (1) is equivalent to minimizing
− µ|| 2 with respect to Γ i , γ i , and µ, where µ is the mean size-andshape. LetΓ i andγ i be the Procrustes estimators of rotation and translation and let X R i = X iΓi + 1 kγ T i be the i th registered observation after Procrustes analysis.
The size-and-shape space is difficult to work with directly because of its nonhomogeneous nature (Kendall et al., 1999) , in particular it is a non-Euclidean manifold with singularities. The Procrustes tangent space provides a Euclidean approximation to facilitate statistical inference, and this is appropriate when the data are reasonably concentrated as in our DNA application. The tangent coordinates for X i at µ denoted as T i are given by (Dryden and Mardia, 2016) T
is the estimated k × m mean shape matrix. The tangent coordinates satisfy two constraints After obtaining the tangent coordinates T i of the size-and-shapes, we now wish to estimate the covariance matrix. However, there are two challenges in this task: the constraints due to both the tangent space and positive definiteness, and the proliferation of parameters due to high dimension.
Let u be a km × q matrix with orthonormal columns in the directions of strictly positive variability in the tangent space at the mean µ. We can project into the lower q-dimensional sub-space of the tangent space which has full rank covariance matrix by pre-multiplying the tangent co-ordinate km-vector vec(T i ) by the transpose of u, where vec(T i ) is the km-vector formed by stacking the columns of T i . For example, u could be formed with columns as eigenvectors of the covariance matrix of the tangent co-ordinates corresponding to the q directions of strictly positive variability. Alternatively, we can select q of the tangent co-ordinates in order to work with full-rank covariance matrices, and this will be our approach. For our 3D DNA dataset there are k = 22 landmarks and hence we work with the full rank covariance matrices from q = 3k − 6 = 60 co-ordinates.
Factored model
A factored covariance structure given by Σ r ⊗ Σ c where Σ r is a r × r covariance matrix and Σ c is a c × c covariance matrix. Such covariance structures can be estimated using the following algorithm (Dutilleul, 1999) , which gives the maximum likelihood estimate for the factored covariance matrix assuming multivariate normal data.
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m (y) makes a matrix of m columns and r rows from the mr × 1 vector y by making the elements 1, . . . , r of y column 1, elements (r + 1), . . . , (2r ) of y column 2, . . . , and elements Once the algorithm has converged, the maximum likelihood estimates of Σ c and Σ r are Σ c and Σ r , respectively. Since the maximum likelihood estimates can only be found up to a scale factor, each matrix is normalized by so that trace(Σ c ) = c and the scale factors cancel in the product. We will use the factored model in analysis of the 3D DNA Procrustes registered data by decomposing using r = 20 and c = 3 dimensions for a factored covariance structure in q = 60 dimensions of the tangent space to size-and-shape space.
Distances between covariance matrices
A key step in comparing two covariance matrices is to choose distance metrics that quantify their differences. Our first dissimilarity measure is motivated by the classical Box's M test (Box, 1949) which is a likelihood ratio test of homogeneity of two or more covariance matrices. In the case of two covariances of dimension p, the Box's M test statistic M is given by
where n i and S i are the sample size and the unbiased estimator of the covariance matrix of the i th population, n = n 1 + n 2 is the total sample size, and
is the pooled estimator. Box's M has an asymptotic chi-square distribution and often works well for lower-dimensional problems such as p ≤ 5 (Mardia et al., 1979) . In shape analysis, the dimension p is usually large, causing the approximation of the asymptotic distributions to fail. Nevertheless, we could regard the Box's M test statistic M as a dissimilarity measure between two covariance matrices S 1 and S 2 and develop a permutation test based upon it. In the example of DNA sizeand-shapes, the estimates from the factored models in Section 2.2 will be used as S 1 and S 2 . Other metrics considered are: Riemannian distance, Procrustes distance, Procrustes shape distance, Cholesky distance, power distance, Euclidean distance, log Euclidean distance, and Riemannian Le distance. Given two covariance matrices S 1 and S 2 , we give the definition of these distances in the following list. Note that ||F|| = trace(F T F) denotes the Frobenius norm and O(k) denotes the space of orthogonal matrix of size k.
1. The Riemannian distance (e.g., Pennec, 2006; Fletcher and Joshi, 2007) :
where log(S i ) is the natural log of the matrix S i and can be found by first applying the eigendecomposition
with log(Λ i ) being a diagonal matrix of the logarithm of the diagonal elements of Λ i on the diagonal. (Dryden et al., 2009 ):
The Procrustes distance
where the matrices S 1/2 i
are the symmetric square root matrices determined by the spectral decomposition
3. The Procrustes shape distance (Dryden et al., 2009 ):
|| S 
and L S i is a lower triangular matrix with positive entries along the diagonal.
5. The Power distance (Dryden et al., 2009 ):
where the symmetric matrices
The value of α used in this analysis is set at 0.5, the symmetric square root case.
6. The Euclidean distance (e.g., Meyer, 2000) :
7. The Log Euclidean distance (Arsigny et al., 2007) :
8. The Riemannian Le distance (Su et al., 2011) :
Note that the Procrustes distances above could alternatively use the Cholesky decomposition instead of the symmetric square root (Dryden et al., 2009) , although the Cholesky decomposition is not available for matrices with zero eigenvalues, which is a disadvantage. A few important properties of these distances are worth noting. First, the Riemannian distance is affine invariant. That is, for a general square matrix, A,
. Second, the Riemannian distance, Log-Euclidean distance, Procrustes shape distance, and Box's M statistic are scale invariant meaning that for c > 0, d(cS 1 , cS 2 ) = d(S 1 , S 2 ). Finally, except for the Cholesky distance, all other distance measures are rotation invariant, meaning that for an orthogonal matrix
The distances can all be computed using the function distcov in the shapes library in R (Dryden, 2017) .
In this paper we will use the covariance distances to construct test statistics to investigate differences in the structure of size-and-shape variability between the undamaged and damaged molecules for the six types of DNA: AGA, AGC, AGG, TGA, TGC, TGT, where the damaged versions have the middle 'G' replaced by 'F'.
Exploratory data analysis
Canonical variate analysis
We initially visualize the data using canonical variate analysis (Timm, 2002) carried out by the shapes.cva function in the R shapes package (Dryden, 2017) . The left hand panel of Figure 1 displays variate scores for each of the six pairs of DNA molecules. As can be seen, the differences in mean shape structure between the damaged and undamaged molecules appear to be substantial for the AFC-AGC, TFT-TGT, and TFA-TGA molecule pairs (right column) but smaller for the AFA-AGA, AFG-AGG, and TFC-TGC molecule pairs (left column). The pattern is more apparent in the right hand panel of Figure 1 where the changes of the mean canonical variate scores from the undamaged to the damaged molecules are shown. In fact, the damaged molecule means are all lower in terms of the second canonical variate score, and those beginning with T are higher in the first canonical variate scores. As expected there are strong temporal correlations in the data, and inspection of the autocorrelation function (ACF) and partial ACF suggest that first order autoregressive models may be reasonable for the dominant principal component (PC) scores (figures not shown).
Mean shape differences
In a classical two-sample multivariate normal model, James' statistic can be used to test the mean differences without assuming equal covariances between the two populations (James, 1954; Seber, 1984) . The test statistic is equivalent to the Hotelling T 2 test statistic (Hotelling, 1931) when the sample sizes are equal. However, the test is based on some strict parametric assumptions about the population and can be often improved by nonparametric procedures (Wasserman, 2006; Hall and Wilson, 1991; Amaral et al., 2007) . For our DNA application we use permutation tests (Good, 1994) , with sub-sampling to account for temporal correlation. 
wherev D and S v D (v U and S v U ) are the sample mean and covariance matrix of {v i,D }( {v i,U }), and † represents the Moore-Penrose generalized inverse (Amaral et al., 2007) . Specifically, we first evaluate (3) for the observed samples {T i,D } and {T i,U } and denote this value as J 2 0 . Next, we permute the tangent coordinates between groups to form two new sets of tangent coordinates, evaluate (3) again but for the permuted samples, and denote its value as J 2 1 . After repeating the permutation procedure h times and obtain J To account for the temporal autocorrelation we thin out the data so that we select every 100th, 50th, and 25th observation, which leads to sample sizes of size n 1 = n 2 ∈ {25, 50, 100} respectively, and we take h = 1000. In Table 1 we see that there are significant size-and-shape differences in all but the AFA-AGA pair when n i = 100 at the 5% level. When n i = 50 the pairs AFA-AGA, AFG-AGG and TFC-TGC are not significantly different, and these are the pairs in the left hand column of Figure 1 . Clearly AFA-AGA is the pair with the smallest mean size-and-shape difference between damaged and undamaged. Naturally there is a trade-off between removing correlation and reducing power when thinning. 
Permutation tests for covariance matrices
Tests for covariance matrices with unequal mean shapes and temporal dependence
We now develop a procedure for testing the difference of covariance matrices in the presence of unequal means and temporal correlation. A test without considering the autocorrelations ignores the decrease of the effective sample size, thus underestimates parameter uncertainty, causing higher false rejections. To account for the correlation, we build time series models, which enable a pre-whitening method to remove the autocorrelation (Dryden et al., 2010) . The residuals might be regarded as "uncorrelated" and can be analyzed by permutation test methods.
The pre-whitening step starts with the registration of DNA shapes in pairs based on the GPA described in Section 2.1. We then find the first PC score of the tangent coordinates and fit an AR(1) model to it. Let ψ be the estimated AR coefficient and Σ n be n × n implied autocorrelation matrix. Then, the inverse of Σ n can be expressed:
In other applications other temporal structures may be appropriate, e. n , which can be obtained for example, through Cholesky decomposition. Assume that all coordinates follow the same AR(1) process as the first PC. Then those transformed tangent coordinates can be regarded as serially uncorrelated (approximately). Although the temporal structure may appear to vary among tangent coordinates, we prefer this single AR(1) model for all coordinates because it has the least amount of parameters to fit and also appear to be adequate in capturing most of the dependence structure in the DNA data. Admittedly, residual dependence structure might remain in the pre-whitened data, and so a block permutation step is implemented to safeguard against the remaining autocorrelations (as described below in step 8). The permutation test for testing equal covariances operates on the pre-whitened data.
1. Carry out pooled GPA on the combined dataset of the damaged/undamged pair to obtain the registered data {X T by replacing ψ in Equation (4) 
Simulation study
We carry out a simulation study generating the synthetic configuration matrix time series {X i,D } and {X i,U } for damaged and undamaged DNA from AR(1) models:
where the residuals {e i,D } and {e i,U } are serially independent and normally distributed with zero mean and covariance matrices Σ D and Σ U , respectively. For the mean size-and-shapes µ D and µ U , we allow them to be unequal and close to the real DNA size-and-shapes, for example, of the TGC and TFC molecules. Let A and B be the mean size-and-shapes of the authentic undamaged TGC and damaged TFC samples. We register A and B using OPA, treating the undamaged mean A as the reference size-and-shape and the damaged mean B as the size-and-shape to be transformed. After registration, we let A be the centered mean size-and-shape and B be the Procrustes registered shape and then set µ U = A µ D = B for the simulation. For the covariance matrices Σ U and Σ D , we set Σ U = Σ D = Σ * U where Σ * U is the covariance matrix of the undamaged TGC in the size study and choose them to be different in the power study. We consider ρ ∈ {0, 0.5, 0.9, 0.99}, which covers a wide range of autocorrelation levels. In each simulation, we generate 2500 observations from (5) and then apply a block sampling method with block size equal to b = 100 and permutation replication h = 300. We repeat the simulation 1000 times to empirically estimate size and power. Table 2 displays the simulated size for the landmark size k = 22 at a 5% significance level for different correlations. All simulated test sizes are close to the nominal value of 0.05, suggesting that the pre-whitening method generally produces the correct size regardless of the strength of temporal dependence. To investigate power we set Σ U and Σ D in the data generating process (5) to be different by letting
and Σ * U are the observed covariance matrices for molecules TGC and TFC and κ ∈ (0, 1). Figure 2 plots the power functions against κ under various scenarios differing in ρ, with k = 22 landmarks. All curves are upward sloping, indicating that the power increases as the value of κ increases. This is because the assumed value for Σ D departs further from Σ U as κ becomes larger. The distances that give tests with the highest power are the Riemannian, log-Euclidean and Box's M tests with the Riemannian Le very close too. Next best are the Procrustes distance, the Procrustes shape and the Power distance based tests. The Cholesky distance and finally the Euclidean distances are the least powerful here. Note that the simulated data were multivariate normal so it is not surprising that Box's M test is the most powerful here. The test based on the Riemannian distance gives almost the same results in our simulations as that based on Box's M test, and an explanation is given in the following. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 S 2 | + log|
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where
− 1, and we use log(1 + x) = x + O(x 2 ). The square of the Riemannian distance
Hence, if s i are close to 1, with g = 2 groups and n 1 = n 2 , then the Box's M statistic and the square of the Riemannian distance are linearly related to the first order terms, and permutation tests based on M and d R will be very similar.
Proof
Using log( 1 x ) = −log(x), T 2 can be expressed as,
Stat
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Application to DNA dataset
We now apply the proposed covariance matrix test procedure to the real DNA dataset of configurations described in Section 1. We first register the dataset for each individual molecule using GPA; choose an AR(1) model based on ACF and PACF plots; and then fit an AR(1) model to the first principal component scores of the vector tangent coordinates. The estimated AR coefficients are large, ranging from 0.9675 for AGC to 0.9999 for AFA. Based on these coefficients, we apply the test procedure with pre-whitening for comparing the covariance matrices between the pair of damaged and undamaged molecules. To date, there seems to be no significant experimental study on how the rate of repair of this type of DNA damage depends on the sequence context in which it is found. This work suggests that damage to guanine bases in AGA and TGT contexts may be particularly hard for repair systems to detect (AGA in mean and covariance, TGT in covariance structure). Hence these observations are of particular biological significance.
Discussion
Some limitations of the current version of the test suggest interesting future work. We have used a factored model throughout in order to have a parsimonious model, which is sensible given the roles of landmarks being recorded in three dimensions. Other covariance structures, such as full covariance matrices, sparse covariance/inverse covariance matrices, or sparse models based on a low number of principal components could also be explored using the same types of non-Euclidean distances and non-parametric tests. Also, implementation could be quicker by directly computing the time series residuals of each individual tangent vector component.
The test does not indicate the source of the differences between covariance matrices. For example, it might be interesting to tell if the difference is due to variances or correlations. The analysis of correlation matrices would also be worth exploring for the detection of the correlation structure differences. Also, describing the patterns of differences in covariance matrices is of great interest.
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