A practical method to infer CO 2 sources, sinks, and fluxes from measured mean concentration profiles is proposed and field-tested in a uniform pine forest using eddy covariance measurements. The proposed method computes the velocity statistics from a second-order closure model and uses these statistics to infer profiles of scalar fluxes using a scalar-flux budget. The model input requirements are leaf area density profile, mean shear stress at the canopy top, and measured concentration profiles within and just above the canopy. In contrast to the localized near-field (LNF) theory the model does not assume zero vertical velocity skewness, negligible advective effects, and local vertical homogeneity in the near-field concentration. The model results compared well with eddy covariance CO 2 flux measurements inside the canopy and reproduced qualitatively much of the physiologically known daytime evolution of the CO 2 source-sink profile.
Introduction
Estimating carbon dioxide (CO 2 ) sources, sinks, and vertical fluxes within and above forested canopies continues to be a critical research problem in biosphere-atmosphere exchange processes [Wofsy et al., 1993] , contemporary ecological research [Baldocchi and Harley, 1995] , and air pollution science [Gao et al., 1993] . The underlying approach in such problems is to exploit the natural mixing properties of turbulence within and above vegetation. Traditional turbulent dispersion theories are typically used to predict the concentration field of a scalar entity such as CO 2 in space and time from a given source-sink distribution. In practice, it is often the source-sink strength (S c ) distribution that is required, and such a distribution is impractical to measure at scales much larger than the leaf scale. Since the mean CO 2 concentration profiles are more readily measured within the canopy than the source-sink distribution, the problem, commonly termed as the "inverse problem," reduces to inferring the source-sink distributions from mean concentration profiles [Raupach, 1988 [Raupach, , 1989a .
One of the main difficulties in describing turbulent transport within vegetation is the local imbalance between turbulent production and dissipation. Such imbalance typically leads to "nonlocal gradient" or "countergradient" flows and the ultimate failure of the so-called K theory, which relates the mean turbulent flux (F c ) to the mean concentration (C ) gradient by
where z is the height above the ground surface and K( z) is the local eddy diffusivity. The limitations of K theory have been well recognized (see, for example, Raupach [1988] and Wilson [1989] for review) and documented by many field measurements [e.g., Denmead and Bradley, 1985] . Efforts to circumvent this limitation over the past decade resulted in two main approaches: Lagrangian dispersion models (e.g., localized nearfield theory or LNF, random-flight models) and higher-order Eulerian closure models. Both approaches can be formulated to account for the existence of countergradient flow. However, the Lagrangian approach, specifically LNF put forth by Raupach [1989a, b] , has been used successfully to infer scalar sources, sinks, and fluxes from field-measured concentration profiles [Raupach et al., 1992; Katul et al., 1997a] . As discussed by Raupach [1988 Raupach [ , 1989a , the LNF approach cannot incorporate vertical velocity skewness variation, strong inhomogeneity in "near-field" effects, and advective transport. For strongly skewed turbulent flows, the more elaborate random flight particle trajectory models also proved to be illsuited for such "inverse problems" since they are stochastically noisy and may suffer from nonunique inversion, involve a large number of particle releases (Ͼ10 4 ), and may not satisfy certain realizability constraints [Thomson, 1987] .
In this study, we develop and test a second-order closure model that explicitly infers scalar source-sink and flux profiles from measured mean scalar concentration profiles within a uniform canopy. In contrast to LNF, the proposed approach allows for nonzero vertical velocity skewness, strong inhomogeneity in vertical source strength variation, and mean velocity variation within the canopy. Equally important, the model data needs are identical to the LNF approach [e.g., Katul et al., 1997a] . The proposed model is tested with eddy covariance CO 2 flux measurements within a 12-year-old even-aged managed loblolly pine stand at the Duke Forest near Durham, North Carolina.
are then used in a higher-order closure model for scalar transport to estimate the turbulent flux profile from the mean scalar concentration profile. We describe next the momentum closure model used to calculate the needed velocity statistics and then the scalar closure model.
Momentum
For a steady state, adiabatic flow, the time and horizontally averaged equations for momentum and Reynolds stresses are
where x i ( x 1 ϭ x, x 2 ϭ y, x 3 ϭ z) are the longitudinal, lateral, and vertical directions, respectively; u i (u 1 ϭ u, u 2 ϭ v, u 3 ϭ w) are the instantaneous velocity components along x i ; p is the static pressure normalized by the air density; is the kinematic viscosity; ( ⅐ ) and ͗ ⅐ ͘ denote time and horizontal averaging, respectively; and primes and double primes denote departures from the temporal and horizontal averaging operators, respectively, as discussed by Raupach and Shaw [1982] . The averaging involves a conventional Reynolds averaging with respect to time, followed by a decomposition into horizontal averages and fluctuations in space of the time-averaged quantities, and finally, the application of the horizontal averaging operator to the transport equations. All double-prime terms in (1) arise because of horizontal averaging the multiply connected air spaces within the vegetation volume; hence they are directly related to vegetation effects on the flow statistics. Note that the horizontal averaging operator does not commute with the differentiation for spatial fluctuations of pressure or with the second derivatives of velocity. While the adiabatic assumption may not be reasonable for very stable atmospheric conditions (which we do not consider in this study), recent large eddy simulations (LES) by Shen and Leclerc [1997] and Dwyer et al. [1997] suggest that thermal effects on first and second moments are minor within and just above the canopy.
The closure approximations for the mean momentum equations are
where C d is a drag coefficient and A is the plant area density at height x 3 . Such an approximation assumes that the form drag by the canopy can be modeled as a general drag force and that the viscous drag can be neglected (relative to the form drag). The closure for the Reynolds stress equations are similar to those proposed by Mellor [1973] , Mellor and Yamada [1974] , and Wilson and Shaw [1977] :
͗͘␦ ik where q ϭ ͌ ͗uЈ i uЈ i ͘ is a characteristic turbulent velocity; ͗͘ is the mean rate of viscous dissipation; 1 , 2 , and 3 are characteristic length scales for the triple-velocity correlation, the pressure-velocity gradient correlations, and the viscous dissipation, respectively; and C w is a constant. The simplified model for the dissipation rate was found reasonable for smooth-wall boundary layer flows [Reynolds and Cebeci, 1976] and the near-neutral and near-convective atmospheric boundary layer (ABL) by Andren [1990] . However, LES simulations by Moeng and Wyngaard [1989] and level 2.5 closure models by Canuto et al. [1994] have demonstrated otherwise. Recent arguments by Abdella and McFarlane [1997] suggest that the closure model of the dissipation rate is reasonable within the convective boundary layer (CBL) if an appropriate dissipation characteristic length scale 3 is selected. Wilson [1988] proposed a two-length-scale model for the dissipation rate to account for the different length scale responsible for converting wake production to dissipation. It is unclear whether the addition of such a mechanism improves the overall estimation of the flow statistics relevant to scalar transport. To date, detailed turbulent kinetic energy dissipation rate profile measurements are scarce for within canopy turbulence; hence the performance of this closure model has not been rigorously assessed.
As with typical second-order closure models, the triplevelocity products are closed using a gradient-diffusion approximation, the pressure-velocity gradients are modeled on return-to-isotropy principles following Mellor [1973] , Donaldson [1973] , and Lumley [1978] , and the viscous dissipation is assumed isotropic and dependent on the local turbulence intensity [Mellor, 1973] . Whether these approximations are valid for the canopy sublayer remains to be thoroughly investigated given their partial failure for the CBL as discussed by Wyngaard [1986, 1989] . Upon replacing these approximations in (1) and assuming horizontal homogeneity, the secondorder closure model, as originally proposed by Wilson and Shaw [1977] for canopy turbulence, reduces to
with the length scales defined by j ϭ a j L͑ z͒; j ϭ 1, 2, 3
where k(ϭ 0.4) is Von Karman's constant, ⌬z is the depth increment defined by the discretization interval used to solve (4), ␣ is an empirical constant to be determined experimentally (see Appendix A), and a 1 , a 2 , a 3 , and C w can be determined such that the flow conditions well above the canopy reproduce established surface layer similarity relations [Monin and Yaglom, 1971] . The numerical values of these constants are tabulated in Table 1 and were determined from measurements and similarity relations by Shaw et al. [1974] . With estimates of the five constants (a 1 , a 2 , a 3 , C w , and ␣) the five ordinary differential equations in (4) can be solved iteratively for the five flow variables ͗u ͘, ͗uЈwЈ͘, ͗uЈ 2 ͘, ͗v 2 ͘, ͗wЈ 2 ͘. While several other higher-order closure models have been proposed [Albini, 1981; Wilson, 1988] , the Wilson and Shaw [1977] model is parsimonious in terms of complexity and required number of input parameters and generally reproduces well the first-and second-order statistics, including ͗u ͘, ͗uЈwЈ ͘, ͗uЈ 2 ͘, ͗vЈ 2 ͘, ͗wЈ 2 ͘. Third-order closure models have been proposed and used in canopy turbulence [e.g., Meyers and Paw U, 1986 ], yet the agreement between modeled and measured velocity variances was no better than that reported by Wilson and Shaw [1977] for a similar canopy. As noted by Sreenivasan [1982] , Raupach [1988], and Launder [1996] , increasing closure order and model complexity does not necessarily lead to increasing the model's predictive skill. Since ͗u ͘, ͗uЈwЈ͘, and ͗wЈ 2 ͘ are the critical variables for the scalar closure model, the second-order closure model of Wilson and Shaw [1977] is appropriate for representing the critical velocity moments despite questionable approximations such as the gradient-diffusion form for the triple-velocity covariance, the dissipation rate model, and the assumed length scale. The relationship between these velocity statistics and scalar transport is considered next.
Scalar Transport
2.2.1. Second-Order Closure Model. For a steady state planar-homogeneous, high Reynolds and Peclet numbers flow, with time and horizontal averaging as above, the scalar continuity and turbulent vertical flux equations are [Finnigan, 1985; Raupach, 1988; Wilson, 1989 ]
where S c is the source (or sink) term due to mass release (or uptake) by the ensemble of leaves within the averaging plane, and D c is the molecular diffusion coefficient of scalar C. By neglecting the scalar drag and waving source production terms in (6), no new terms are introduced by the horizontalaveraging operation in contrast to (5).
Closure Approximations.
The closure approximation for the flux transport term ͗wЈwЈcЈ͘, derived by Meyers and Paw U [1987] , is adopted and is given by
The pressure gradient-scalar covariance is modeled after Finnigan [1985] without the waving-source production (i.e., rigid canopy) and is given by
where C 4 is a similarity constant (see Table 1 ) and the timescale ϭ q 2 /͗͘ may vary with height. As discussed by Moeng and Wyngaard [1989] , (8) did not reproduce well the pressurescalar covariance in the CBL as simulated by LES because of differences in timescales between updrafts and downdrafts; that is, one timescale is not sufficient to capture the differences in top-down and bottom-up diffusion. Hence there is no reason to believe that the different timescales of the ejecting and sweeping fluid in the canopy [see Katul et al., 1997b] might not produce similar limitations to (8). To compute the flux profile from the mean concentration profile, (7) and (8) are combined [1987] with (6) and rewritten, after some algebra, as a diffusion-like equation:
where
The scalar-relevant velocity statistics (e.g., ͗ w Ј w Ј͘ and ͗wЈwЈwЈ͘) as well as the relaxation timescale () are computed via the second-order closure model of Wilson and Shaw [1977] . The coefficients A 1 ( z), A 2 ( z), and A 3 ( z) are only dependent on the velocity statistics profile. The mean scalar concentration profile is directly measured and is only used to compute A 4 ( z). The above equation can be solved for ͗wЈcЈ͘, which upon differentiation with respect to z provides the source profile (S c ) from (5). The upper boundary condition at z ϭ h is chosen such that ͗wЈcЈ͘ is A 4 (h)/A 3 (h). Since the soil respiration is not known, a reasonable boundary condition is a near-constant flux with height variation at z ϭ 0 just above the soil surface but well below the source/sink effects of the leaves.
Hence the boundary conditions for (9) are
For z/h Ͼ 1, ͗wЈcЈ͘ is assumed constant identical to its value at z/h ϭ 1. This upper boundary condition ensures that S c and d͗wЈcЈ͘/dz are identical to zero above the canopy. If atmospheric surface layer (ASL) concentration profile measurements were available, then the upper boundary condition can be readily formulated to match the ASL flux. If the study objective is to infer CO 2 sources and sinks within the canopy volume, much of the concentration profile measurements are typically performed within the canopy. The boundary condition in (10) only requires that gradients in C near z/h ϭ 1 be known and hence does not demand intensive sampling above the canopy. A main advantage of this proposed approach is the ease of incorporating non-Gaussian velocity statistics (e.g., nonzero ͗wЈwЈwЈ͘ in A 4 ) and advective scalar transport vis-à-vis the random walk (or flight) trajectory models commonly used to calculate the dispersion matrix in Lagrangian models [see Raupach, 1988; Baldocchi, 1992] .
Before field testing our approach, we investigated the robustness of the above formulation using the strips wind tunnel (WT) data to ensure that the above formulation can predict single source strength and its location using measured mean temperature profile. The WT experiment is a useful benchmark for testing the proposed approach because (1) the heat source strength and location were precisely known ( z/h ϭ 0.8), (2) the mean temperature profile was extensively sampled with height and accurately measured, (3) the velocity statistics profiles, including third moments, were also extensively sampled in the vertical and accurately measured, (4) the "effective" leaf area density does not vary with height, and (5) the measured friction velocity (u * ϭ 1.03 m s
Ϫ1
) was constant with downstream distance, suggesting that the flow statistics are one-dimensional above the canopy. The comparison between model calculations and the WT measurements by Coppin et al. [1986] and Raupach [1988] are discussed in Appendix B for both velocity and scalar statistics. From Appendix B the proposed formulation reproduced well the sensible heat flux profile and the associated planar source strength inside the roughness elements. Care should be taken in extrapolating these results to canopy flows since the WT experiment does not well represent an extensive canopy (see Appendix B). Hence how well the proposed approach reproduces CO 2 fluxes within an extensive forested system having a complex source (and sink) distribution is considered next.
Experiment
An experiment was carried out on September 19, 1994, in a 1000 m ϫ 300 m 12-year-old managed Pinus taeda L. (loblolly pine) stand patch within the Blackwood division of the Duke Forest in Durham, North Carolina (35Њ98Ј N, 79Њ8Ј W, elevation ϭ 163 m). The canopy height (h) is 13 m. Further details about the site and the experiment can be found in the works of Ellsworth et al. [1995] and Katul et al. [1997a, b] . For completeness a brief review of the measurement setup is presented.
The three velocity components (U 1 , U 2 , U 3 ) and air temperature (T) were measured using a Gill triaxial ultrasonic anemometer at 14 m above the ground surface. The measurements were corrected for transducer shadowing effects and rotated so that the U 1 is aligned along the mean longitudinal wind direction at the canopy top every 20 min. The triaxial sonic anemometer measurements were used to drive the second-order closure model of Wilson and Shaw [1977] using measured u * at the canopy top. A Campbell Scientific (CA27) one-dimensional sonic anemometer, located at 9 m above the ground surface, was also available during this experiment. The CA27 sonic inside the canopy was located at least 60 cm (4 times the path length) from the nearest leaf to avoid any potential interference between the reflected sonic wave from the CA27 sonic transducer and the waving motion of the leaves.
A fast response LICOR 6262 CO 2 /H 2 O gas analyzer with 10 Hz sampling was used to measure the CO 2 vertical flux at 9.0 m in concert with the vertical velocity measurements from the CA27. The peak-to-peak noise level for the CO 2 output channel was below 0.3 ppm. A Campbell Scientific Krypton hygrometer (KH 2 O), colocated with the CA27 at 9.0 m was used to check tube attenuation and lag response time of the LICOR 6262 water vapor signal [see Katul et al., 1997a] .
The measurements of mean CO 2 profiles were carried out using a LICOR 6252 gas analyzer at six levels (ϭ 1, 3, 6, 9, 12, and 19.5 m) above the ground surface, sequentially. The concentration measurements at each level required 1.25 min dwell time in order to purge the existing air and for the gas analyzer to determine the 1 min average CO 2 concentration. These CO 2 concentration time series were combined to construct 20 min average at each of the six levels synchronized with the eddy covariance runs. Each level was sampled for ϳ3 min with 1 min at the beginning, 1 min at middle, and 1 min at the end of each 20 min interval. The time variation of the 20 min mean concentration profile at each level was shown by Katul et al. [1997a] . The experiment resulted in 29 runs, each of 20 min duration.
The shoot silhouette area index, a value analogous to the leaf area index (LAI), was measured in the vertical at increments of 1 m by a pair of LICOR LAI 2000 plant canopy analyzers on September 9 and is shown in Figure 1 . Linear interpolation was used to estimate A at other depths within the canopy. The total LAI for the stand was 3.1 m 2 m Ϫ2 at the time of the experiment.
Results and Discussion
Since the estimation of the scalar sources-sinks and fluxes requires the velocity field, we present first the computed velocity statistics from the second-order closure model of Wilson and Shaw [1977] . The sources-sinks and fluxes computed from the scalar closure model and the measured mean concentration field are presented next. Comparisons with the eddycovariance-measured CO 2 fluxes as well as a sensitivity analysis to several parameters, particularly skewness, drag coefficient, and errors in concentration measurements are discussed. The closure constants used in these simulations are shown in Table  1 .
Modeling the Velocity Field
The computed ͗u ͘/u * , ͗uЈwЈ͘/u * 2 , ͗wЈ 2 ͘/u * 2 , and ͗wЈ 3 ͘/u * 3 along with the measured normalized leaf area density ( Ah) are shown as a function of the normalized height ( z/h) in Figure 1 . As with many canopy-flow turbulence measurements, the mean wind speed inside the canopy is low and the momentum extraction by the foliage is large in the upper one half of the canopy. The computed vertical velocity skewness is negative with a peak coinciding with the level of maximum leaf area density as found in other canopy experiments [Meyers and Baldocchi, 1991; Shaw and Seginer, 1987] . We also note that the performance of this closure model was tested by a velocity data set collected in 1997 at the same stand with good agreement between predicted and measured velocity statistics reported by Katul and Albertson [1998] . The velocity profiles in Figure 1 are used in the scalar higher-order closure model.
Modeling the Source-Sink Profile From Concentration Measurements
For each 20 min run, (9) is solved for the flux profile using the measured mean concentration profile. The mean concentration and concentration gradient at the computational grid nodes were determined using a cubic-spline interpolation discussed by Press et al. [1992] . The cubic-spline coefficients were derived from the six mean CO 2 concentration measurements every time step. The source-sink profile is then computed using (5). The temporal evolution of the measured mean concentration profile and the modeled source-sink and flux profiles are shown in Plate 1. The model correctly predicted a strong positive CO 2 source strength in the deeper layers of the canopy due to soil-plant respiration and a strong CO 2 sink in the upper layers of the canopy due to assimilation by the sunlit foliage.
Comparison With Eddy Covariance Measurements
Since eddy covariance CO 2 flux measurements were available at z ϭ 9 m (i.e., inside the canopy), a comparison between modeled and measured CO 2 fluxes at this height was performed in Figure 2 , showing the time series of measured and predicted CO 2 fluxes as well as a 1Ϻ1 scatterplot comparison. Good agreement between the predicted and the measured CO 2 fluxes is noted (see Table 2 for regression statistics of the comparison). We note that during the early morning hours (0800 -0900) the measured eddy covariance flux at 9 m is positive (but small), suggesting that soil and plant respiration are still the dominating flux contributors vis-à-vis foliage CO 2 assimilation. The closure model, with concentration measurements at only four levels inside the canopy, correctly predicted the respiration dominance for these morning hours. In fact, on the basis of the simulated source-sink profiles in Plate 1, much of the soil-plant respiration component is concentrated in the lower 3 m of the canopy; however, the influence of this respiration on the net vertical atmospheric CO 2 fluxes persisted up to 9 m in the early morning hours. The temporal evolution of the source profile is in qualitative agreements with "leaf-level flux measurements" by Ellsworth et al. [1995] .
Sensitivity Analysis
For practical implementation of this approach, it is necessary to examine how sensitive the flux calculations are to C d , modeled skewness profiles, and errors in concentration measurements. We choose these three sensitivity tests because (1) C d is commonly not known a priori and cannot be determined from single-point velocity measurements above the canopy, (2) the gradient-diffusion closure approximation poorly describes third moments such as ͗wЈwЈwЈ͘ inside the canopy [see Katul and Albertson, 1998 ], and (3) concentration measurements inside vegetation commonly make use of multiport systems connected to one-gas analyzer (presumably to reduce instrumentation offset biases) and therefore are susceptible to small averaging period errors (which can be as large as 10%). These three sensitivity tests are considered next. 4.4.1. Sensitivity to drag coefficient. For many forested ecosystems, C d varies between 0.15 and 0.3 [Raupach and Thom, 1981] . Figure 3 illustrates how such a C d variation modifies modeled velocity profiles for C d ϭ 0.15, 0.2 (present value), and 0.3. From Figure 3 it is clear that large variations in drag mainly influence the vertical velocity standard deviation gradients (vis-à-vis the magnitude of vertical velocity standard deviations). These gradients are critical to the proposed approach as evidenced by (9). In these sensitivity analyses, boundary conditions are unaltered. The modeled and measured CO 2 fluxes inside the canopy (at z ϭ 9 m) are compared in Table 2 for these three C d values. It is clear from Table 2 that the regression slope and standard error of estimate (SEE) were proportionately influenced by the drag coefficient variation. Given the uncertainty in a priori selecting drag coefficients, the proposed approach is sensitive to C d .
Sensitivity to modeled ͗www͘.
Whether the computed sources-sinks and fluxes are sensitive to ͗wЈwЈwЈ͘ can be "conservatively" assessed by setting the last two terms in A 4 to zero and retaining only the production term; that is, in the limit, the flow has zero-vertical velocity skewness. We found that model calculations for the flux at 9 m did not substantially Katul et al. [1997a] : slope, 0.98; intercept, Ϫ0.05; R 2 , 0.58; and SEE, 0.16, for the same data set. The coefficient of determination (R 2 ), the standard error of estimate (SEE), the slope, and the intercept are shown. Here modeled ͗wЈwЈwЈ͘ is based on the closure approximations in equation (4); zero refers to setting ͗wЈwЈwЈ͘ to zero at all levels in the flow domain, ͗C m ( z)͘ original refers to the unperturbed or measured mean concentration profile, ϩ␦ and Ϫ␦ refer to positive and negative perturbation to the measured mean concentration at z ϭ 9 m (height of the eddy covariance measurements), and severe or mild refer to the magnitude of ␦ as described in section 4.4.3. For reference the regression comparison between measured and LNF modeled CO 2 fluxes at z ϭ 9 m for the same data set [see Katul et al., 1997a] are also shown.
differ from the measurements whether ͗wЈwЈwЈ͘ is set to zero or computed using (3), except for a minor marginal bias as evidenced by the regression results in Table 2 for all runs. Hence the proposed approach is not sensitive to skewness. This skewness insensitivity was also demonstrated for the LNF approach at the same stand by Katul et al. [1997a] .
4.4.3. Sensitivity to concentration measurement errors. Since the eddy covariance measurements were performed at 9 m, we performed this sensitivity analysis by perturbing the measured mean concentration at 9 m with positive and negative increments. Hence concentration gradients above and below 9 m are both altered. All other profile measurements (i.e., the remaining five levels) are unaltered. These increments were chosen to reflect perturbations normally encountered in field experiments (hereinafter referred to as mild) and severe perturbations as a limit for low-resolution gas analyzers. The perturbations (␦) were ␦ ϭ Ϯ0.1͉(C m (9) Ϫ C m (19.5)͉ for mild and ␦ ϭ 0.1͉(C m (1) Ϫ C m (19.5)͉ for severe, where C m ( z) is the measured concentration at height z. The mild perturbations represent a 10% error in the gradient between the eddy covariance measurement height and the free atmosphere (at 19.5 m); the severe perturbation represents 10% of the maximum measurable difference in mean concentration. The comparison between model predictions and measurements of CO 2 fluxes at z ϭ 9 m for the perturbed concentration profiles (positive and negative perturbations) is shown in Table 2 . From Table 2 it is evident that the approach is not sensitive to mild perturbations commonly encountered in field experiments but is sensitive to the extreme perturbations. Such sensitivity is expected because this approach does not utilize potential redundancies in concentration measurements (unlike the LNF approach of Raupach [1989a, b] ).
Conclusions
A second-order closure model for scalar transport that infers the source and flux profiles from measured scalar concentration profiles was proposed and tested for CO 2 within a uniform pine forest. Model inputs include the mean shear stress (u * ) at the canopy top ( z/h ϭ 1), the leaf area density profile, and the mean CO 2 concentration profile. These input measurements are identical to the localized near-field (LNF) theory inputs proposed by Raupach [1989a, b] . Rather than assume an arbitrary vertical velocity variance profile distribution as in the work of Raupach [1989a, b] , a second-order closure model for computing the mean momentum and turbulent stresses was used to estimate the velocity statistics profiles inside the canopy. In contrast to LNF, the proposed approach is not restricted to (1) zero skewness, (2) negligible advective transport, and (3) near-field homogeneity. The proposed model was tested in a uniform pine forest using eddy covariance CO 2 flux measurements at z/h ϭ 0.75. The model reproduces well many physiological features pertaining to the CO 2 source-sink distribution. Also, good agreement between modeled and measured eddy covariance CO 2 flux measurements inside the canopy was found.
In conclusion, while the proposed model inputs are analogous to LNF, we do not recommend that such an approach replace but be used in concert with LNF to infer the complex source/sink distribution of scalar entities within vegetation. The present approach and LNF are derived from very different approximations to the scalar-transport equations; hence agreement by the two methods provides the necessary confidence in the realism and uniqueness of the modeled source/sink profiles. and the momentum roughness height ( z 0 ) set at 0.1h. The five ordinary differential equations (ODEs) for the velocity statistics were first discretized by central differencing of all derivatives. An implicit numerical scheme was constructed for each ODE with the boundary conditions stated above. The tridiagonal system, resulting from the implicit forms of these discretized equations, was solved using the Tridag routine in the work of Press et al. [1992, pp. 42-43] for each second-order ODE to produce the turbulent statistic profile. Profiles for all variables were initially assumed, and a variant of the relaxation scheme described by Wilson [1988] was used for all computed variables. Relaxation factors as small as 5% were necessary in the iterative scheme because of the irregularity in the LAI profile. Convergence is achieved when the maximum difference between two successive iterations for q did not exceed 0.1%. We ran the closure models for ⌬z ϭ 0.01, 0.02, 0.05, and 0.1 cm and checked that all solutions were independent of ⌬z.
A3. Determination of C 4
For an ASL with negligible flux divergence and upon combining (6) and (8), we obtain
in the ASL results in C 4 ϭ 9.9 if A w and A q are 1.22 and 6.5, respectively (which is the value reported by Andre et al. [1978, 1981] and Meyers and Paw U [1987] ). However, LES simulations by Moeng and Wyngaard [1986] demonstrate that the scalar flux destruction term (with C 4 determined from analogous analysis to the above) is about a factor of 2 too large. For this reason we reduced C 4 by 2 and assumed C 4 ϭ 5.0. With such an assumption the flux-transport contribution to the scalar flux budget remains significant in the ASL and is consistent with scalar dissipation calculations by Hsieh and Katul [1997] .
Appendix B: Model Testing for Single Planar Source Using the Strips Wind Tunnel Data
To investigate the robustness of the proposed approach, we considered the wind tunnel (WT) experiment by Coppin et al. [1986] on heat dispersion within a model canopy. The canopy, of height h ϭ 60 mm, consisted of 10-mm-wide by 1-mm-deep bluff elements, spaced in a regular diamond array. The heat source, placed at 0.8 hours, consisted of an array of 0.25-mmdiameter heated wires, stretched across the WT with streamwise distance of 22 mm. With a free stream velocity of 11.25 m s Ϫ1 the heat was nonbuoyant and acted as a passive tracer. The WT floor was insulated with polystyrene foam to insure zero flux at the ground surface [Coppin et al., 1986] . Defining a leaf area index and its associated drag is ill-suited for the WT; nonetheless, Raupach [1988] used an "effective" or "equivalent" leaf area density for these bluff elements to be 0.23 in analogy to canopy flows. This experiment provides a benchmark data set to test the proposed formulation. However, as in many WT laboratory experiments aimed at modeling canopy flows, several limitations must be recognized:
1. The measured u /u * (ϭ 1.8) in WT was lower than its ASL counterpart. Spectral analysis by Coppin et al. [1986] confirmed the absence of large-scale inactive eddies that typically contribute to u but not u * for the WT data. 2. Given the roughness elements orientation in relation to the small leaf area density, the "extensive canopy" approximation is not well reproduced by the WT strips experiment. This is perhaps most evident upon closer examination of the veloc- Figure A1 . Comparison between measured and modeled flow statistics for the Strips Wind Tunnel experiment. The normalized leaf area density ( A h), the modeled normalized source strength (S c h/u * T * ), the normalized measured temperature profile (͗T͘/T * ), the modeled normalized mean velocity (͗u͘/u * ), the modeled normalized turbulent stress (͗uw͘/u * 2 ), the modeled normalized vertical and horizontal velocity standard deviations ( w /u * and u /u * ), and the modeled normalized third moment (͗www͘/u * 3 ) are presented as a function of the normalized height ( z/h). The plus symbols are measured quantities digitized by us from published figures in Raupach [1988] and Coppin et al. [1986] . The dotted line indicates the heat source location ( z/h ϭ 0.8).
ity statistics. The magnitude of the mean velocity, u , and w are large near the ground surface in contrast to many canopy flow experiments. In fact, both ͗u ͘/u * and u /u * changed by only a factor of 2 over the entire canopy height.
3. The rapid transition in leaf area density from its constant value to zero around z/h ϭ 1 is not representative. In fact, the WT setup enhances generation of wake vortices at the top of each bluff element that can contaminate the velocity and scalar statistics in the vicinity of z/h ϭ 0.8 to 1.0 [e.g., Raupach, 1988, Figure 2d] . Table 3 summarizes the closure constants and boundary conditions used for model calculations as well as the source of data used in the comparison. The modeled length scale included a zero-plane displacement d correction so that above the canopy, L( z) ϭ k( z Ϫ d), where d is determined from the "center of pressure" method as in the works of Thom [1971] and Shaw and Pereira [1982] , and is given by
With the ͗uЈwЈ͘ profile modeled by second-order closure principles, d can be readily computed within the iterative scheme.
Using the boundary conditions and closure constants in Table  3 , the model results are compared to measurements in Figure  A1 . Reasonable agreement between predictions and measurements is noted (though the velocity statistics were much better reproduced for the actual pine forest as in the work of Katul and Albertson, 1998] ). The added (and erroneous) artificial source at z/h ϭ 1 is due to the rapid skewness decay and the abrupt change in A (which is not common for natural vegetation). 
