Abstract. The main goal of this paper is to present a new algorithm bounding the regularity and "alpha" (the lowest degree of existing hypersurface) of a linear system of hypersurfaces (in P n ) passing through multiple points in general position. To do the above we formulate and prove new theorem, which allows to show non-specialty of linear system by splitting it into non-special (and simpler) systems. As a result we give new bounds for multiple point Seshadri constants on P 2 .
Introduction
In what follows we assume that the ground field K is of characteristic zero. Let n ≥ 2, let d ∈ Z, let m 1 , . . . , m r ∈ N. By L n (d; m 1 , . . . , m r ) we denote the linear system of hypersurfaces (in P n := P n (K)) of degree d passing through r points p 1 , . . . , p r in general position with multiplicities at least m 1 , . . . , m r . The dimension of such system is denoted by dim L n (d; The problem of classifying special systems has been widely studied by many authors, especially for n = 2 (most of papers included in reference section deal with the case n = 2; there are many others). For low multiplicities (i.e. bounded by some constant) the classification is known, it begun with [Hir 85], where the case m 1 = · · · = m r ≤ 3 was solved; special systems with (arbitrary) multiplicities up to 11 has been classified in [Dum-Jar 07]; the homogeneous case (m 1 = · · · = m r ) with multiplicities up to 42 in [Dum 07]; quasi-homogeneous case (m 1 = · · · = m r−1 , m r arbitrary) for m 1 = 5 (for m 1 < 5 the classification is also done) in . For r ≤ 9 the classical result is due to Nagata ([Nag 59]). In the general case (n ≥ 3) we note that very few is known, results concern either low multiplicities (m 1 = · · · = m r = 2, n arbitrary) (see , [Cha 01]), or few points (r ≤ 8, n = 3 in ).
For a system of multiplicities m 1 , . . . , m r and n ≥ 2 we define (after Harbourne The second number is often called the regularity. Observe that for d < α n (m 1 , . . . , m r ) the system L n (d; m 1 , . . . , m r ) is empty, similarly, for d ≥ τ n (m 1 , . . . , m r ) the system L n (d; m 1 , . . . , m r ) is nonspecial. More information about α 2 and τ 2 can be found in [Har 02] and [Har 05]. Note that usually (for small values of n) the conjectured values of α n and τ n are known (for n = 2 by Harbourne-Hirschowitz conjecture (see e.g. [Hir 89]); for n = 3 the conjecture can be found in ; for n ≥ 4 in many cases we can guess), which gives upper bound for α n and lower bound for τ n . In this paper we present a new algorithm to bound α n (from below) and τ n (from above). We study the behavior of this algorithm for τ 2 and α n for n = 2, 3, 4. Additionally we give new bounds on multiple point Seshadri constants on P 2 .
The paper is organized as follows: Next section is devoted to present main facts used in the paper. Theorem 1 is the main tool and (as author believes) is interesting on its own. Other theorems are (more or less) known. In section 3 we present two algorithms (called NSsplit and NSglue). Both are used to show non-specialty of a given system. The first one tries to split system into many smaller (i.e. lower degree, less multiplicities) systems (it is more probable to find a suitable criterion of non-specialty for a small system; some of such criterions are given in section 2). The second one uses Thm. 1 to "glue" multiplicities, which allows usage of birational isomorphism (Thm. 3). In section 4 we present examples of bounds on τ 2 , α 2 , α 3 and α 4 . We focus on quasi-homogeneous systems (for explanation see Thm. 14). The bounds (especially for regularity) are (as far as author knows) much better than bounds known before. In the last section we show how our method, together with Thm. 16 (proposed by Eckl), can be used to produce bounds on multiple point Seshadri constant on P 2 .
Main tools
In Ciliberto and Miranda proposed a method of computing the dimension of a linear system in P 2 by splitting the problem into several ones (possibly easier). Similar method (based on splitting) was used by Biran ([Bir 99]) to prove ampleness and nefness of divisors on blow-ups of P 2 . Our theorem uses the same concept, but the proof is completely different and works in any dimension (n ≥ 2).
In the proof of Theorem 1 we will use the reduction method introduced in [Dum 07]. We must adapt this method to the n-dimensional case. The following notations are used only in the proof of Theorem 1.
Every system L n (d; m 1 , . . . , m r ) can be considered as a vector space
The space V = V n (d; m 1 , . . . , m r ) is said to be non-special if dim K V = edim V , which is equivalent to the non-specialty of L n (d; m 1 , . . . , m r ).
By V n (d) we understand the space of all polynomials of degree at most d with no conditions imposed. Let
be a linear function which maps f to a collection of all partial derivatives of f up to degree m j − 1 evaluated at p j . Put
It is easy to observe that Define the multidegree function mdeg on P by setting Proof of Theorem 1. Consider the space V n (d; m s+1 , . . . , m r , k + 1). Since a translation T : K n −→ K n produces an isomorphism of V n (d; m s+1 , . . . , m r , k + 1) based on p s+1 , . . . , p r , p r+1 with the same space based on T (p s+1 ), . . . , T (p r ), T (p r+1 ), we may assume that p r+1 = (0, . . . , 0). Now the space V n (d; m s+1 , . . . , m r , k + 1) is nothing else than the space V n (d, k; m s+1 , . . . , m r ) of polynomials generated (over K) by the set {x 
Observe that
. . , m r ), so both M 1 and M 2 have maximal rank. Now, let us consider the case vdim
Observe that M ′ is a square submatrix of M of size rows(M ). It is enough to show that det M ′ = 0 to complete the proof.
Let D ℓ be the set of monomials indexing columns of M
given by taking the columns indexed by elements of C. Now we can compute
However, for any x β1 ∈ D 1 and x β2 ∈ D \ D 1 we have |β 1 | < |β 2 |, which leads to a contradiction. The case vdim L 1 ≤ −1 and vdim L 2 ≤ −1 can be done similarly.
where
Proof. The proof for n = 2 is well-known. In [Laf-Uga 06] we can find the proof for n = 3 and that idea can be applied to arbitrary n. Namely, using projective change of coordinates assume p 1 , . . . , p n+1 to be fundamental ones. The system L n (d; m 1 , . . . , m r ) is equivalent to the system of hypersurfaces L n (M ; m n+2 , . . . , m r ) generated by the set
which completes the proof.
Geometrically speaking, the system Cr(L) is an image of L by a birational transformation. Such transformation (in P 2 ) is often reffered as to Cremona transformation. In what follows we use the name "birational transformation" to denote Cr operation.
Proof. The proof for n = 3 can be found in [Laf-Uga 06], we use the same reasoning. Consider the situation as in the previous proof. Since
is one-to-one and its image corresponds to the system
Geometrically speaking, the hyperplane passing through the first n points is in the base locus of L n (d; m 1 , . . . , m r ) and can be "taken out".
Definition 5. We say that L n (d; m 1 , . . . , m r ) is in standard form if d < 0 or the following holds:
• m 1 , . . . , m r are non-increasing,
Proof. The following set of instructions allows to transform any system L into a standard form.
• sort multiplicities in non-increasing order,
and go back to the first step,
and go back to the first step. Observe that each time (in steps 2 and 3) the degree of L decreases and the dimension does not change.
The
Proof. The case d < 0 is obvious. If m 2 ≤ 1 and L n (d; m 1 , . . . , m r ) is in standard form then m j ≤ 1 for j = 2, . . . , r. Each point of muliplicity one (or zero) imposes an independent condition.
Remark 7. It is known that we can perform Cr operation on the system with (n − 1)d − n j=1 m j < 0. This leads to negative multiplicities, which can be properly understood using divisors on the blow-up of P n in r points. However, it is easy to show (using Thms 
Proof. Use birational transformation. 
Algorithms
To bound α n and τ n it is sufficient to find an algorithm, which, given n, d, m 1 , . . . , m r , returns either non-special (and then the system L n (d; m 1 , . . . , m r ) is non-special), or not-decided. We will focus on such algorithms. The answer special is also allowed (of course only if L n (d; m 1 , . . . , m r ) is special).
Let us assume we are given a collection (called Eclass) of non-special systems. We will assume that if L ∈ Eclass then also Cr(L) and Hp(L) are in Eclass. The first algorithm (NSsplit) makes use of Theorem 1 and tries to show non-specialty of a given system by splitting it into systems belonging to Eclass.
Algorithm NSsplit
Input: n ≥ 2, d, m 1 , . . . , m r ∈ N Output: non-special or not-decided or special.
. . , m r ) ∈ Eclass then return non-special; for each {i 1 , . . . , i s } ⊂ {1, . . . , r} and 0 ≤ k < d do {j 1 , . . . , j r−s } ←− {1, . . . , r} \ {i 1 , . . . , i s };
. . , m jr−s ); if v ≥ 0 and a1 = non-special and a2 = non-special then return non-special; end for each return not-decided;
The above algorithm can be implemented in a more subtle way, for example for v < 0 we can skip the next two steps (running NSsplit). Also one can use criterions of specialty to avoid running NSsplit on special systems. Algorithm NSsplit is very slow for systems with many multiplicities. Therefore we will present another algorithm, which does not search through the tree of all possibilities, but tries to "glue" some multiplicities. The aim is to obtain multiplicities relatively big with respect to the degree, i.e. (n − 1)d < n+1 j=1 m j , and use birational transformation(s).
Proof. Follows from Theorem 1.
The algorithm NSglue depends on two sets (Eclass and Gclass) of non-special systems. The set Gclass containing systems of the form L n (k; m ×s ) should be relatively small and should contain systems with virtual dimensions close to −1.
Algorithm NSglue
) and a = non-special then return non-special; end for each return not-decided;
Therefore in order to show non-specialty of a system with non-negative (resp. non-positive) virtual dimension we must use "glueing" systems (from Gclass) with non-negative (resp. non-positive) virtual dimension. In both cases the virtual dimension after "glueing" will go closer to −1.
Example 10. Let us show how NSglue works with the system L 2 (5918; 4000, 1000 ×19 ). Put Eclass := {L : L is non-special by Crit. 1 or 2},
By Crit. 4 the set Gclass contains non-special systems of dimension m + 1. ×3 , 4 ×7 ) ≥ 31. Glueing 4 points of multiplicity 4 we get the system L 2 (31; 22, 9 ×4 , 4 ×3 ). The standard form is equal to L 2 (13; 4 ×4 ), which is non-special.
Example 11. Let us consider the system L = L 2 (d; m ×21 , h). We will show that if 197d−42(21m+h) < 0 then L is empty. By Thm. 9 it is enough to show that
The system L ′ has 10 base points, say p 1 , . . . , p 4 with multiplicity 2m, p 5 , . . . , p 9 with multiplicity m and p 10 with multiplicity h. We perform birational transformations based on triples of points (allowing negative multiplicities, see Rem. 7), according to the following sequence (of numbers of points): (1, 2, 3), (4, 5, 6 ), (4, 7, 8), (4, 9, 10), (1, 2, 3), (5, 6, 7), (8, 9, 10), (5, 6, 7), (1, 2, 3), (4, 5, 6), (4, 7, 8), (4, 9, 10), (1, 2, 3) . After all computations (done by hand or with Singular procedure available at [Dum 08]) we get the system
. This result allows to bound the Seshadri constant of O P 2 (1) for 22 points in general position (see Prop. 15). 
By Crit. 5 the set Gclass contains non-special systems (this criterion does not work for all m, but even in the worst case it works for m ≥ 5; for m ≤ 4 everything is known, see e.g. [Cil-Mir 00]). The implementation of NSglue with the above classes can be found and downloaded from [Dum 08]. The work is done in FreePascal. For a very large family of quasi-homogeneous systems our algorithm gives better bounds than any other one. In [Har-Roé 07] we can find a list of homogeneous systems for r = 10, . . . , 99 being not a square (one system for each r). They are conjectured to be empty, but the authors of [Har-Roé 07] were unable to show this using known algorithms. For 64 of these systems the algorithm NSglue gives the expected answer, for 18 we must use NSsplit. Only for r = 10, 11 our algorithms do not work.
We will present only few examples, first two of them appearing in [Har-Roé 07], four of them proposed in [Mon 07]. In the Tab. 1 one can find results the auhor was able to find using known algorithms (for convenience, we present the difference between bound and conjectured value). For α 2 they were all obtained by one of Harbourne/Roé's algorithms (using [Har 08] or by author own implementation for quasi-homogeneous case; the author is not sure that they are the best), for τ 2 the bounds were either computed with Fig. 1 each dot denotes the success -the bound of τ 2 is equal to its conjectured value, the same rule is used to present results for α 2 on Fig.  2 . The graphs presenting partial successes (the difference is not greater that some constant) and those situations, when bound for α 2 is not less that conjectured by Nagata (see the last section) can be found at [Dum 08].
Bounding τ 2 with NSglue is much easier than bounding α 2 , since, for any m, there exists non-special system with very low positive virtual dimension (vdim L 2 (3m; m ×9 ) = 1), which is not true for systems based on s 2 points and negative virtual dimension. For n = 3 we will consider homogeneous systems and use NSglue with Eclass = {L : L is non-special by Crit. 1}, ×8 ) is empty. We begin with system L 4 (13; 5 ×50 ), glue points to obtain L 4 (13; 9 ×6 , 5 ×2 ) and use Crit. 1 to show that the last system is empty.
Our algorithm can also be used in higher dimension. Observe that usually, for n ≥ 3,
. . , m r ). It follows that the birational transformation is useless in proving regularity for n ≥ 3.
Bounds for Seshadri constants
Let p 1 , . . . , p r ∈ P 2 be points in general position. Define the Seshadri constant of the line bundle
The famous Nagata Conjecture (see [Nag 59]) states (in the language of Seshadri constants) that
, so we may look for lower bounds for Seshadri constant. We will use the following fact: Since NSglue works better for regularity (than for α 2 ) we will rather make use of the following Theorem Table 4 . Lower bounds for ε(O P 2 (1), r) for r = 10, . . . , 24 
Studying behavior of
NSglue for n = 2 and homogeneous systems we may observe that it works very well for r = k 2 − 1, on the other hand the worst results are obtained for r = k 2 + 1 and, surprisigly, r = 13. One may ask if NSglue can compute Seshadri constant, i.e. if
