ABSTRACT As the basic problem of the real-time strategy (RTS) games, AI planning has attracted wide attention of researchers, but it still remains as a huge challenge due to its large searching space and realtime nature. The situation may get worse when the planning in RTS games is implemented under a partially observable environment considering the existence of the fog-of-war. Given the recorded past positions of an agent, it would be helpful if the targets' next position can be predicted based on the recorded data since this will increase the certainty of the target. Therefore, this paper proposes a fuzzy theory-based single belief state generation method named FTH to do what based on multi-layer information sets extracted from the history position information. Besides, we incorporate the FTH generation method into adversarial hierarchical task network repairing (AHTNR) planning algorithm, which can be used for the prediction of the unit's position and task planning. Finally, we carry out an empirical study based on the µRTS game and validate its effectiveness by comparing its performance with that of other state-of-the-art algorithms.
context for task planning. As the recent studies show, following agents' track, the record of their movement, can be helpful to estimate the position of agents and the battlefield environment.
The degree of belief is a description of agent knowledge about the environment. By using belief and expectation to decision theory, to find the maximum action, is the basic approach to plan in non-deterministic environment [9] . Belief refers to the agents' understanding of the environment, which may not be the same as the real world [10] . By incorporating all possible situations, a space with possible branches are constructed, which is called belief space. During its construction, the game state can be divided into observable determinate state and unobservable non-determinate state. Maintaining the belief space is the core issue of handling the partially observable environment. The state estimation problem here, in essence, is transformed into the problem of belief space generation problem. Stochastic methods represented by the Markov decision process are used to simplify the analysis of the belief space by enduing weights to different branches [11] . However, the applicability of the Markov method has been greatly limited. Because RTS games require players to make quick decisions, the use of Markov decision process in planning can bring a large number of branches and make it harder to obtain a decision quickly. Thus, it's very necessary to find a simple and efficient method for automatic planning in a partially observable environment.
Determinism is a state reasoning method different from stochastic reasoning, which aims to transfer the nondetermination factors into deterministic ones [12] . Based on expert knowledge, current transformation methods can quickly generate a deterministic decision scenario for planners to plan without changing the planning process, which reduces the reasoning process in the partially observable environment [13] . In addition to the expert knowledge, history information also contains useful information about the environment, the use of which can probably improve the accuracy of state reasoning. However, most of the previous works only focus on using expert knowledge for the state generation, without considering neglecting the use of history information. Although some recent works have considered using historical information to predict the unobserved state, their prediction results are not good enough when the track record of the agent has the serious discontinuous deletion.
To deal with this prediction problem, we consider introducing the fuzzy theory method into the state reasoning process. Fuzzy theory method is an extensible reasoning method, which has been applied in lots of fields, such as automation control, pattern recognition, medical diagnosis, and weather forecasting [14] [15] [16] . By treating the predicting problem as a black box, the fuzzy theory can generate accurate results by eliminating the misunderstanding and controversy of previous data, and can work well with fewer data, which is very suitable for the track prediction based on discontinuous history information [17] . Therefore, with regard to the partially observable environment, this paper presents a new belief state generation method, FTH, by introducing the fuzzy theory method into deterministic reasoning based on history information. Subsequently, the proposed state generation method FTH is incorporated into Adversarial Hierarchical Task Network Repairing (AHTNR) planning algorithm (FTH-AHTNR) to handle the task planning problem in the partially observable environment. In order to validate the proposed algorithm, an experiment based on FTH-AHTNR and other state-of-theart search methods widely used in RTS games design, was conducted on µRTS game.
The remainder of this paper is organized as follows. Related works are given in Section II. The problem of state generation in the planning of RTS games under the partially observable environment is described and formulated in Section III. In the following, a fuzzy-theory based state generation method is proposed in Section IV. Experimental results are presented in Section VI. Finally, we conclude the paper and present an indication of future work in Section VII.
II. RELATED WORKS A. PLANNING IN PARTIALLY OBSERVABLE RTS GAMES
There are two groups of methods for following an agent's track and predicting future state: top-down methods and bottom-up methods. Both methods aim to reason the unobserved state and generate a belief state space for planning, then convert the partially observable environment into fully observable environment [18] .
Top-down methods research on player's planning strategy. By reasoning game state from the whole environment, the method can grasp the whole environment and ignore the detail of each agent. But if the generated domain knowledge of the game is insufficient and the opponent model has not been accurately established, the estimation will be biased. The bottom-up method focuses on the agent's action and ignores the action execution logic, which means reasoning the game state from single agent's view. By tracking the position of single agent, this method can avoid a large number of errors on the position evaluation which is caused by the inaccuracy of the opponent's modeling. The historical position of each particle is considered to make the calculation more accurate. But the intrinsic links and influence relationships between agents cannot be taken into consideration. Considering the short decision time in RTS game, this work selects the bottom-up method.
Two categories of methods have been used for generating the uncertainty state in bottom-up method: stochastic method and determination method. The stochastic method generates the state with probabilistic statistics, which includes Markov model and machine learning technique [11] , [19] . Hladky et al. applied Hidden semi-Markov models and particle filter in the prediction of the opponent's positions and proved it can perform better than the average human expert in First-Person Shooter games [20] . Beaulac et al. used Hidden Markov Models to estimate the unknown position of the moving target in a defined environment [21] . In [22] , a prediction method using particle filter was proposed to track the opponent's location over multiple time horizons. Kalman Filter and RTS-smoother were extended to an alternative approach to estimate the position in GPS software receiver [23] . Wang et al. modified the tracking model based on adaptive observing particle filtering algorithm and optimized noise [24] . A particle-based approach was given to estimate the location of the enemy units being encountered, and the parameters are automatically learned by mining a corpus of expert StarCraft replays [25] . However, a large amount of data to be collected and the short decision time, have restricted greatly the use of probabilistic methods in the planning, which may bring a huge search space.
Determination method manages states with an information set and analyzes the games with perfectly observable environment [13] . The deletion of information can make the game tree more complex even for simple games. In response to this situation, researchers have attempted to utilize approximation methods to simplify the game state. In [26] [5] . By sampling a single belief state to be consistent with all the past observations, Uriarte and Ontanon proposed a single belief state generation method for partially observable RTS games [12] .
B. FUZZY THEORY REASONING METHOD
Fuzzy theory is a classic theory for solving uncertainty problem, which regards the random parameter as gray quantity changing within a certain range [27] . It is used to calculate and predict the dominant factor in a complex system to reveal the changing rules of the system and predict future developments. The main feature of the fuzzy theory is its capability to forecast future data with only a few data. Compared with other predicting methods, fuzzy theory reasoning method requires fewer data. Additionally, by simple modeling it can reach high prediction accuracy especially for short time prediction [28] .
GM (1, 1) method is a typical fuzzy theory reasoning method, which expresses a time series in the form of a differential equation using the intermediate information [29] . The model is mainly applied in complex systems, which are nonlinear, internal randomness, coupled with the variability of the external environment. With limited history data, GM (1, 1) model can easily grasp the details of internal changes by reasoning the trend [11] .
Position prediction algorithm based on Incremental Repetition Weighing Queue Strategy (IRWQS) and the fuzzy feature is proposed to predict the dynamic terrain change [30] . Deng et al. proposed a fuzzy tracking system for irregular movement object [31] . A modified fuzzy control method was proposed to improve the dynamic response effect and reach high position precision [32] . Li et al. used historical trajectory data to obtain candidate next positions, and a position prediction system which utilizes not only spatial but also temporal regularity of object mobility has been proposed [33] .
The fuzzy theory has also been used in the game field. In the RoboCup soccer simulation 2D league, an opponent's position prediction method using SIRMs fuzzy models is proposed [34] . A hybrid solution is proposed with the assumption that the path prediction for a given player is related to nearby objects or players [35] . Compared with the traditional integral method, a new fuzzy integral for game decision-making was proposed in [17] , which achieved a better result in Warcraft III. Aiming to handle the shortcomings of traditional tracking algorithm, a path tracking algorithm with variable preview distance was proposed in [36] .
III. PROBLEM DESCRIPTION AND FORMULATION
This section presents the description of a partially observable environment in RTS games. At first, information sets including observed_state, actual_state and belief_state are constructed. During the game, their state information is recorded respectively, and the time series of three states are generated. Secondly, the state generation context in RTS games is analyzed.
A. DESCRIPTION OF RTS GAME UNDER PARTIALLY OBSERVABLE ENVIRONMENT
The process of RTS games can be described by state, action and transformation function, as shown in Figure 1 . State S i represents the whole information at game time i. Action A i = (α i , β i ) is the set of two players' action at time i, in which alpha and are the actions of the player and player, respectively. After all the agents' actions are executed, the game state will transfer from state S i to S i+1 with transformation function S i+1 = Result(α i , β i , S i , ξ ), where ξ is the error value, which is caused by the non-determination event. Normally, the function Result() is determined by the battle rules and damage function.
In the partially observable environment, the game state S i can be sorted as observed_state, actual_state and belief_state. Observed_state refers to the information among the player's observation scope, including terrain information, player's own agent information, and observed enemy information. Actual_state refers to the real state including the whole environment information. Belief_state refers to the maintenance of the historical observation state, the historical belief state, and the current observation state. Generating the player's belief state is a key issue for solving the planning problem in partially observable environment.
With the description of the information set, the definition of belief state extensions is represented as a state's information set. The task planning is the correspondence between belief state and action, instead of the correspondence between actual state and action. The RTS game under the partially observable environment can be described as follows:
• P represents the current state set that has been observed.
• H represents the history state set, which consists of the record in a period of game time.
• B = P ∪ H is the belief state set.
• R(p) → b represents the updating strategy by which the planner converts the current observed state p to the belief state b.
• S represents the world state set, which consists of all information relevant to the planning process.
• γ denotes the state transfer function. If s ∈ S, γ (s, o) defines the transition of the state s when an action o is executed.
B. STATE GENERATION IN PARTIALLY OBSERVABLE RTS GAMES
Since the simulation speed in RTS games is very fast, it's not necessary for the agent to find the optimal strategy in every decision time. Therefore, sufficiently sampling a game state that approximates the real game state is enough for planning method. In RTS games, two approaches can be used to handle the unobserved information for planning: pre-control and post-control strategy. The first one perceives the environment of game by active sensing action, while the later one obtains the unobserved environment information with information reasoning strategy. Agents in RTS games have lots of attributes, such as life, position, fire power, and mobility. In RTS games, each agent has radar with finite sensor area, and the player can obtain the game environment from the combination of all agents' sensor area, which is partially observable. The visibility of agent's attributes has different influence on planning. For example, in some case, the enemy agent's life won't change unless player's agents attack it, which means the agent's life is inferable even if the agent is out of radar's range. In order to focus on the state generation algorithm, this paper focuses on the agent's position property. Table 1 shows some typical historical sets of an agent's visibility. In case 1, the agent can be observed during all the time, which can be seen similarly as recorded in a fully observable environment. In case 2, the agent can be observed only at the latest recent time. In case 3 and case 4, the agent can be observed in discontinuous time. The different cases in Table 1 show that the state generation needs to be flexible to handle different complex situations. The generation method is to generate a reasonable state for the player to plan in the next game time. The core issues for state generation method are: (1) generating from sequence time serial observation; (2) distinguishing and eliminating the useless observation and (3) dynamically adjusting the generation strategy according to different situations.
IV. FUZZY-THEORY BASED STATE GENERATION ALGORITHM WITH HISTORY INFORMATION
To construct a player's belief state and generate planning context of history information, a fuzzy-theory based state generation method with history information (FTH) is proposed in this section. First, the information set updating strategy in the planning process is given. Besides, a history-based state generation method is present, which uses the latest two observed game time information to generate the state. On the basis of the history-based generation scheme, the fuzzy gray predicting method is further used for the prediction of unobserved states for the discontinuous history information.
A. INFORMATION SET UPDATING STRATEGY
Probabilistic and determination methods are commonly used to handle the state generation problem. Both methods can generate reasonable belief state and construct information set about the environment. Since the planning in RTS games is under short decision time, in this work, we choose the determination method to handle this problem. Determination method is a suitable approach to convert the nondeterministic information into deterministic information, which means converting the unobserved state into a belief state. The process of information sets updating strategy is shown in Figure 2 . First, a player gets the observation information at time i. Then the observed information is updated and saved into the observable information set is with observed information and check out the non-deterministic information from unobserved information set. By using state generation method to reason the belief state for a player according to its preference, the belief state information set is updated. Next, the player gets the new observed state at time i + 1 and check it with the belief state at time i. With the feedback function, the generation function can be adjusted to a proper degree suitable for the case. 
B. SINGLE BELIEF STATE REASONING WITH HISTORY INFORMATION
To handle the agent's state predicting problem, Georgeff et al. [10] has proposed a single belief state generation method. By using a combination of domain knowledge and inference process to maintain a single belief state, an estimation of the next game state is given. Three strategies: goal seekers (GS), imperfect memory (IM), perfect memory (PM) are proposed to sample a single state by making use of the observed state to generate the belief state. For instance, when dealing with unobserved units, the IM strategy chooses the last known enemy unit location as the inferred position. These strategies can quickly generate the belief state, however, both characteristics of adversarial antagonism and the units' history information have been neglected.
As the analysis before, learning the history information of the agent can be helpful to predict its unobserved state. Therefore, in this section, we present a scheme for the prediction with historical record. In order to make use of history information, based on Uriarte's method, a history-based single belief state generation method is first proposed to obtain the unobserved game state. The method can reason from the latest one or two history state, which is applicable with an observation of the latest game state. First, the information sets of units' positions are created, which consists of the history state set, observed state set and belief state set. Among them, history state set records the history information of each unit, which has multi-layers to record periods of history state, observed state set records the current information of each unit, and belief state set records the belief state prediction results of each unit which are reasoned from history state set and current state set.
During each planning process, the information sets are updated accordingly. By checking the unit's state, if it is observable in the current state set, then it will be recorded in belief state set. If it is unobservable in current state set but observable in history state set, then different history sets' records about the unit is compared and the position of the highest frequency or the nearest reachable position to the observation area is chosen as the unit's belief state. Then the generated belief state set is used for planning and decision.
In single belief state reasoning method present above, the agent should be able to be observed at a continuous time period which is close to the time point at which the position of the agent is to be predicted. Without loss of generality, we take the case 2 in Table 1 as an example, in which the agent can be observed in the latest time period. To illustrate the characteristics more directly, Figure 3 shows the scenes applicable to the history-based belief state reasoning method. In the figure, (a) shows the real track of the agent at four times. (b) and (c) show different partially observed situations. (b) shows a situation where the agent can be observed at the latest three times, while (c) shows the situation where the agent can be observed at the latest two times. The next position of the agent is to be predicted, which may be A or B. As shown, in both situations, before the time to be predicted, the information of the agent is known among the period of at least continuous two times.
C. FUZZY-THEORY BASED STATE GENERATION
The history-based single belief state reasoning method illustrated above can handle situations like case 2 in Table 1 , in which the recent game state can be observed. But for the discontinuous situation like case 3 and case 4, it is not suitable to handle. Without loss of generality, here we take case 4 for example. Figure 4 graphically shows the discontinuous situations derived from case 4. As shown, before the current state, there are four time-points [t 1 , t 2 , t 3 , t 4 ]. t 1 and t 4 are the furthest and closest to the current state. (b) and (c) show the situations where the positions at t 3 and t 2 , respectively, are unknown. In this case, even though the agents are not observed in the current time, the agent's target has not changed. By utilization of the previous state information of the agent, the history-based method can generate an accurately predicted result of the agent's track. Therefore, for the simple case where the latest state is known, the historybased method is still able to handle.
However, more complicated situations exist. Figure 5 shows two more complex examples derived from the case 4 in Table 1 . Both (b) and (c) can only be observed in discontinuous time. In (b), the largest interval between the timepoints with the known state in 2, while in (c), the largest time interval is 6. Therefore, by comparing the real track (black line) with the reasoned track (red line), in (b), the historybased reasoning method can still generate a similar track, however, in (c), the generated track is very different from the real one. In this case, the history-based generation is not suitable. As Figure 4 and Figure 5 show, the possible situations of case 4 are far more complex than case 2.
In response to the incapability in dealing with the discontinuous situation like case 4, on the basis of history-based single belief state reasoning method presented previously, the fuzzy grey predicting algorithm is further used to minimize the error with discontinuous data. Fuzzy grey theory is a method for handling uncertainties with fewer data and information. By analyzing the history information, the concept of system information abstraction is quantified and modeled, and the model is optimized to predict the unknown data. GM (1, 1) is a basic grey prediction model. By accumulating the irregular raw data and obtaining the series with strong regularity, GM (1, 1) model can generate a model from the obtained data to predict future data. As an exponential prediction model, the new data sequence is obtained by cumulative generation or subtraction generation. With the establishment of differential equation model, the original sequence is simulated and the future prediction is generated. By calculating the accumulative matrix, the coefficients can be obtained. Using the least square method to calculate constant, prediction function can be inferred. Denote the inertia coefficient, the position of the agent, and the correction error at time t as k t , x t , and ε t . For the trajectory tracking problem, time serial data can be modified as:
where x i and x i+1 refer to the agent position at time i and i+1, respectively. Here, we performed the calculation of k i using the model GM (1, 1) with the previous observation values.
Therefore, the position at time i + 1 is decided by the position at time i and corrected by the position of the other time.
In the calculation of the k value, two tricks are added to the predicting method: the cut-off method and the comparison method. The cut-off method is to ensure the data's usability, while the comparison method is to dynamically adjust the predicting function. Since the unit's goal is constantly changing, and there is no aftereffect between the targets. In RTS games, the unit can only execute one task at one time. Therefore, when the unit has a new moving target, it will change its original trajectory. For the calculation of acceleration, it is necessary to increase the cutoff and smoothing. The purpose of cut-off is to calculate the weight of the state value with a long history. If the acceleration vector is too large, it will exceed the set threshold and be cut off. The error refers to the difference between the observed value and the predicted value.
The k value can be considered as the direction of movement of the unit at time t, then the difference k i between k i+1 and k i can be regarded as the acceleration direction of the unit, which is determined by the unit's goal. By calculating the acceleration, the unit's maneuver direction at a certain time can be obtained. For one unit, the calculating is started from the most recent observation value, which means the proposed algorithm is backtracked. The acceleration of two adjacent observed states are calculated. When the acceleration turning radius is greater than 45 degrees, the k value will be cut off. The calculation is shown as follows:
VOLUME 7, 2019 The comparison between observed state and belief state is used to verify whether the k value is accurate. A framework of the adjusting process of k is shown in Figure 6 . For example, in order to predict the state at time t − 1, the belief state at time t − 1 is calculated to obtain the next position, and the observed state at t − 2 is calculated to get the next position. If they are consistent, the calculation function of k retains the same. If not, the parameter ρ in (3) is adjusted according to:
At time i, the inconsistency between the observed state and the belief state has occurred. Figure 6 shows the adjusting process of k value.
The influence of ε in (2) is mainly reflected in the addition of random disturbances considering that the agent movement has a certain probability range. For example, due to the limited computing time, the agent may not reach the optimal position and will stay in place. On the other hand, the agent may receive a new task and change its original direction. Therefore, a random error ε is added to make a random judgment for four directions as ε = {p|(1, 0), (−1, 0), (0, 1), (0, −1)}.
According to the analysis above, the proposed FTH algorithm can be concluded as follows. Line 1-14 show the same process as history-based generation algorithm. 
V. FUZZY-THEORY BASED AHTNR ALGORITHM
To validate our proposed FTH state generation method, we have incorporated FTH into the AHTNR algorithm (FTH-AHTNR in short). AHTNR algorithm is a modified algorithm of Adversarial Hierarchical Task Network algorithm (AHTN). With failed task repair functionality, AHTNR algorithm can address following problems: An HTN description extended by adding the elements essential task, phase, and exit condition is employed to enhance its capability for expressing complex relationships among tasks and for accommodating the impacts of the environment. Second, a monitoring strategy based on the extended HTN description to identify all tasks affected by a failed task. And a novel strategy for repairing failed tasks based on a prioritized list of alternative plans is developed. The priorities of alternative plans are generated by sorting all nodes of the game search tree according to their primary features, and we employ the valid alternative plan with the highest priority to repair the failed task. AHTNR can reduce time consumption by taking advantage of historical information and repair failed tasks. Appling FTN into AHTNR algorithm can test the FTN state generation method more accurate.
The overall framework of PO-AHTNR algorithm is illustrated in Figure 1 , consisting of four components: state reasoning component, plan generation component, execution component, and task repairing component. In each planning cycle, player for which we can treat as commander agent, execute the planning process following these four components.
Comparing with AHTNR algorithm framework, state reasoning component is added to form the belief state. For AHTNR algorithm, the game state is fully observable, so the AHTN algorithm can generate the original plan. But in partially observable environment, we cannot obtain the whole world state, so we use the state reasoning component to obtain. In each decision cycle, state reasoning component executes reasoning when there are units without task. First, sensing strategy is used to obtain more information about 79326 VOLUME 7, 2019 FIGURE 7. Overall framework of the AHTNR algorithm.
the environment. After that, by analyzing the belief state, state reasoning component combines the current observed information with the history information to construct belief state, which is the input of plan generation component.
Plan generation component works out the unit actions for execution component. AHTN algorithm generates the best plan to plan execution component and provides a list of alternative plans to the task repair component. Execution component executes the plan and sends failed tasks to task repairing component. The task repairing component selects suitable alternative plan, repairs the failed tasks and returns the repaired tasks to plan generation component.We use the fuzzy theory based state generation in the state reasoning component.
VI. EXPERIMENT A. EXPERIMENTAL ENVIRONMENT AND SETTINGS
In order to verify the proposed algorithm, we conduct the experiment on a free-software µRTS game (https://githubs.com/santiontanon/microrts), which has already been used in several researches to validate new algorithms for RTS games. Figure 8 shows a screenshot of a µRTS game, in which two players compete to destroy the opponent's units.
An empirical study is conducted to compare the performances based on FTH-AHTNR and other state-of-the-art search algorithms developed for RTS games. 1 It should be noted that, as a comparison, the single belief state reasoning method based on history information (PO in short) illustrated in section IV-B, which uses the latest observed record of the units as the prediction of the state, has also been applied in AHTNR algorithm, named PO-AHTNR algorithm. The 9 algorithms that are tested in µRTS games are listed as follows:
• Random: a random strategy AI that randomly executes actions.
• Worker-Rush: a hard-coded strategy AI only producing workers and commanding them to attack the enemies immediately.
• UCT: a Monte-Carlo AI, which uses an extended implementation to accommodate simultaneous and continuous actions and employs a single belief state strategy.
• AHTN: an AHTN AI with flexible domain knowledge.
• AHTNR: an AHTNR AI with flexible domain knowledge.
1 https://github.com/yangweilong/fuzzy-theory. • PO-AHTN: an AHTN AI with PO belief state generation strategy.
• FTH-AHTN: an AHTN AI with FTH belief state generation strategy.
• PO-AHTNR: an AHTNR AI with PO belief state generation strategy.
• FTH-AHTNR: an AHTNR AI with FTH belief state generation strategy.
The flexible HTN domain knowledge was inserted in muRTS. In this domain knowledge, operators, tasks and methods of HTN algorithm are defined. The operators are primitive tasks which are compound and the methods mean the approaches of achieving the tasks. This flexible domain knowledge contains 12 operators and provides 49 methods for 9 types of tasks.
Three maps of various sizes, M1 (8×8 tiles), M2 (12 × 12 tiles), and M3 (16 × 16 tiles), are used in our experiments. The maximum limit of the game time for both M1 and M2 are set as 3000 cycles, and M3 is set as 10000 cycles. In order to compare the algorithms, a round-robin tournament is conducted. From various starting positions, each algorithm plays against all other algorithms in games for 20 times as player 1 and player 2, respectively, under each of the three different maps (9 × 8 × 40 × 3 = 8640 games in total).
B. PERFORMANCE MEASURES
In order to make the results comparable and believable, in all competitions, both players begin with a single base, an equivalent resource value, and a single worker. In order to evaluate their performances, algorithms in each comparison is scored. The algorithm that wins in the game is awarded 1 point. When in the event of a tie, both algorithms are awarded 0.5 points.
The CPU time is also recorded which reflected the planning time of each steps.
C. RESULTS AND ANALYSIS
Two aspects of the proposed methods are considered. First, the performance of the FTH-AHTNR is compared to that of PO-AHTNR, AHTNR, and other state-of-the-art search algorithms developed for RTS games. Secondly, the accuracy of the proposed FTH state generation method is tested. The average scores of the algorithms in three maps are compared.
Since the data is collected from both players, the average score of each algorithm is calculated from the 40 games. Figure 9 presents the average score of each algorithm under three maps. The scores are obtained from the round-robin competitions with respect to the CPU time from 20ms to 200ms. According to the results, the proposed FTH-AHTNR algorithm outperforms all other algorithms on all maps under different CPU times. Both FTH-AHTNR and PO-AHTNR outperform AHTNR because the consideration of the unobserved environment can make a more comprehensive plan with the available units and resources. Similarly, Both FTH-AHTN and PO-AHTN outperform AHTN algorithms. The proposed FTH-AHTNR algorithm has outperformed PO-AHTNR algorithm because it has better use of history information.
From the perspective of CPU time, with the change of CPU time, the performances of all AI players change very little for all three maps. The reason is that AI player only requires little time to make decisions. However, the performance will deteriorate when the CPU time is very short. Additionally, from the perspective of the map scale, the performances of the algorithms vary little with the change of map scale. The results from the first and the second maps are very similar, in both of which FTH-AHTNR has run top on all other algorithms. The results change in the third map. At 160ms CPU time, the performance of the FTH-AHTNR has been outperformed by the PO-AHTNR. But at other CPU times, FTH-AHTNR has acquired the highest score. Because the performances of all AI players are very stable with the change of CPU time, in subsequent experiments, a single CPU time setting of 100ms is employed to verify other aspects. Figure 10 shows the average score of each algorithm at 100ms. Similarly, our proposed FTH-AHTNR outperformed all other algorithms in three maps, and the following is PO-AHTNR, which has used history information in the state prediction. With respect to other algorithms, we note that Worker-Rush algorithm performs better than UCT and AHTN algorithm. It is because that the environment is partially observable. The Worker-Rush algorithm is a scripted method, which means it is less influenced by the environment than the other intelligent planning methods. In regard to the map scale, both FTH-AHTNR and PO-AHTNR have obtained the highest scores in the experiment under the map M2. It is reasonable for the phenomenon. When the scale of the map is small, unit will change its goal more frequently, make the prediction more difficulty, while in map M3, more units are produced which lead to a more complex environment that the used domain knowledge cannot adapt to. Figure 11 shows the average decision times of UCT, AHTN, AHTNR, PO-AHTNR, and the proposed FTH-AHTNR algorithm obtained over 20 games against with the 9 algorithms. We find that the AHTNR cost more time than AHTN. This is caused by the repairing algorithm. And our proposed FTH state generation method cost more time than using PO belief state generation method. FTH-AHTNR cost 23% more than PO-AHTNR and FTH-AHTN cost an average 20% time more than PO-AHTN. This is caused by the addition operation in reasoning the belief state. We can see that while competing with simple algorithm, or nonstate generation algorithm, the PO and FTH algorithms need less decision time than AHTN. However, the time increment is within one order of magnitude compared to the decision time of AHTNR or AHTN algorithm. The FTH-AHTNR cost 73.8% more time than AHTNR, and the PO-AHTNR cost 60.4% more time than AHTNR. The FTH-AHTN cost 19.9% more time than AHTN, and the PO-AHTN cost 9.8% more time than AHTN. Therefore, although FTH-AHTNR algorithm or PO-AHTNR algorithm requires greater decision time than AHTNR, it is within an acceptable range. • Original: do not generate the unobserved state.
• Last-position method: use the last observed position as the generated position.
• High-frequency method: use the highest frequency position as the generated position.
• Average method: use the average position as the generated position. All the generation methods are applied in the AHTN algorithm, and the results are the average normalized score of the corresponding results. As shown in Table 2 , all the generated algorithms have an improvement compared to the original algorithm. In the initial state observed situation, PO method can have a 13.8% improvement of the best performed comparison method, for which the FTH method is 14.9%. For the initial state unobserved situation, PO method performs similar to the average position method, and the FTH method can have an 8% increment compared with the average position method.
VII. CONCLUSION AND FUTURE WORK
In summary, this work has performed both experimental and theoretical study of state generation method in the partially observable environment based on history information. With regard to the tracking following, a description of partially observable game state employing three additional elements denoted as history state set, observed state set and belief state set is first introduced to express the player's comprehension about the partially observed environment. Based on the information set arranged from the history information, a single belief state generation method is proposed to handle planning in a partially observable game. Besides, the fuzzy grey prediction method is further introduced into the prediction for the discontinuous history state. Additionally, the proposed state generation algorithm has been employed in AHTNR algorithm for the planning of RTS games. The experimental results in µRTS game successfully verify the algorithm's effectiveness.
In future work, the FTH state generation algorithm can be extended in multiple directions. The generation process of game state can be modified by using the learning method. In addition, we note that combining the stochastic and deterministic methods may achieve a better performance in some cases. Action-effect unknown situation is another research area for planning in non-deterministic environment. We note that the knowledge of game has a significant influence on the performance of planning in action-effect unknown situation. Therefore, an improved method using automatic encoding technique may enhance the planning performance. He is the author of more than 20 academic papers. He has also undertaken more than ten projects, including the National Natural Science Foundation of China, the Defense Basic Scientific Research Projects, and the Provincial-Level Projects. His research interests include HLA/RTI, and parallel and distributed simulation systems.
