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バックプロパゲーション学習の並列化について 305
プロセッサ間の通信によるところが大きいと考えられる。
また，方法１では学習パターン数の増加に伴い，並列化率が上昇しており学習パターン
数が多いほど並列化が高いと言える。一方，方法２においては学習パターン数が増加して
も並列化率は殆ど変化しない。従って，並列計算機によるＢＰ学習の並列化においては，
一括修正法による入力パターン毎の並列化の方が優れていると言える。しかし，これらの
方法ではＣＰＵ効果分のスピードアップを図るのは難しく，今後は新たなＮＮの学習アルゴ
リズムについても併せて検討していく予定である。
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Artificialneuralnetworkhasbeengenerallyusedasanartificialintelligencetoolin
variousscientificandengineeringfields、
Especially,backpropagationlearningalgorithmiswidelyusedinlearning,recogni‐
tionandclassification・Thisbackpropagationruleisverysiｍｐｌｅｉｎｖａｒｉｏｕｓａpplica‐
tions・However，ｉｔｈａｓｏｎｌｙｏｎｅｄｒａｗｂａｃｋ；ｔｈａｔｉｓｔｏｓａｙ，itistime-consumingin
learningprocesslnordertoconquerthisdrawbackoftime-consumingincalculation，
alotofimprovementhavebeenproposed
Inthispaper，weinvestigatetheparallelizationofbackpropagationlearning
algorithmtoincreasetheefficiencyoflearningprocess．
