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In extremal combinatorics, it is often convenient to work in the context of partially ordered sets.
First let us establish some notation and definitions. As general references on the subject of partially ordered sets we recommend [I; 28, Chapter 31.
Definitions
A partially ordered set (poset) is a set together with a binary relation which is reflexive, antisymmetric, and transitive.
Let P be a (finite) graded poset, P=P,UP,U...UP,;PjistheithrankofP,andweletpi=\P,l bethenumberof elements of rank i. Every maximal chain of P passes through exactly one element of each of the subsets Pi, starting from rank 0, and going up through rank 1, then rank 2, etc. The posets we will consider will be graded and each maximal chain will have length n (that is, n + 1 elements).
The rank generating function of P is the polynomial F(P, q) = Cy=, piq'y and it is a useful construct in the study of various properties of P. The poset properties in which we are interested here are: rank symmetry (i.e., pi=pn_i, for i= 0 to n), * Partially supported by NSF grant #DMS-8401376.
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0166-218X/91/$03.50 rank unimodality (i.e., there is j such that pO sp, 5 .--'pj'pj+ I 2 -a. zp,), and the Spernerproperty (defined below). Of course, if a poset is both rank symmetric and rank unimodal, then the middle rank(s) achieve the maximum cardinality among all the ranks of P. An antichain is a subset A c P no two elements of which are comparable in P. Clearly, in a graded poset each rank Pi is an antichain and hence maxA IA 1~ maxipi, where A ranges over the antichains in P. If equality holds, then we say that the poset P is Sperner. Thus, in a Sperner poset the largest rank provides an antichain of maximum cardinality, but there may exist other antichains of maximum cardinality as well. So, if a poset P is known to be rank symmetric, rank unimodal, and Sperner, then we know that the maximum cardinality of an antichain in P is the cardinality of its middle rank(s). Figure 1 shows a poset of rank 1 which is not Sperner (the largest pi equals 3 while the poset contains an antichain of cardinality 4) and the boolean aIgebra Bs which is Sperner.
Many interesting problems can be formulated in terms of the Sperner property of some poset. An important example is the boolean algebra B,, which is the poset of all subsets of an n-element set ordered by inclusion.
In B, the rank of an element is given by its cardinality, and there are pi = (7) elements of rank i. We Sperner's theorem can be stated without reference to posets: given an n-element set, what is the maximum number of subsets you can select so that none of the subsets contains another? Sperner's result says that one cannot exceed (tnn/21), which can be achieved by taking all the subsets of cardinality
[n/2].
There are many refinements and generalizations of the Sperner property, but we will keep things simple by considering only the Sperner property.
elements from consecutive ranks, we only need to exhibit an order raising operator mapping elements to linear combinations of elements from the next rank. This is easier because the set of linear combinations is much larger than the rank itself, so there are many more possibilities for an order raising operator than for an order matching.
Proof. Look at the matrix of the linear transformation U with respect to the bases r=p;, and let us assume that the row and column indexing is such that the r by r minor formed by the first r columns is not zero. In particular, there must exist a nonzero term in the expansion of this determinant.
Permute the rows if necessary so that the diagonal term of this minor is nonzero, that is, each diagonal entry in the matrix is nonzero. But, if the ith diagonal entry is nonzero, it means that when U is applied to xi, the element yi appears with nonzero coefficient in U(x,). Since U is order raising this means further that x1 is covered by y,, and that I =yi
gives an order matching ,u: Pi-P;+, . Cl
Applications
Let us first apply this result to the boolean algebra. Alternatively, an order matching for B,, can be exhibited, by giving an explicit association of each element of B, of rank k, k<n/2, with a particular element which covers it (or which it covers, if k>n/2). This however is not so easy. In the case of our approach, it will suffice to map each element of B, of rank k, k<n/2, to a linear combination of all the elements which cover it. The linear algebra will do the work for us and supply an order matching, by ensuring that in the linear combinations associated with different elements of rank k, a different element has nonzero coefficient. We will need to prove only that the linear transformation is one-to-one if k<n/2 and onto if km/2.
Let us do the simplest thing and take U: QB, --$ QB, defined by U(S)= c TEC+CSj T; that is, to each subset SEB, we associate the sum of all the subsets which cover it. Let r/j = U / cB,,j,, i.e., r/j is the restriction of U to the jth rank of B n'
Theorem 2.2. With the notation established above, if k<n/2, then U, is one-toone, and dually, if kzn/2, then Uk is onto.
The second part of the theorem follows from the first because B, is self-dual, that is, there is a bijection f : B, --t B,, such that S c T implies f (T) c_ f (S) ; the complementation map serves as f. So, in view of the duality, we can restate this theorem as: the incidence matrix between the k-element subsets and the (k + 1)-element subsets of an n-element set has full rank. This result has many different proofs which have appeared in the literature; we will give here what we believe to be a particularly elegant new proof.
Proof. Define a second linear transformation, Dj : Q((B,)j+ Q(B,)j_l (D for down), which maps a subset to the sum of the subsets covered by it and so is dual to Uj; namely, Dj (S) = C TE cmcsl T, for each SE (B,)j. The crucial observation for this proof is that Uj and D/+1 are adjoints (with respect to the bases Pi and Pj+,) since their matrices (with respect to these bases) are transposes of one another.
We claim that for each k.
where Ik is the pk by pk identity matrix, and the linear transformations are multiplied from right to left. Indeed, apply the left-hand side to a generic k-element set S; now, in the resulting linear combination of k-element subsets, single out the coefficient of an arbitrary but fixed set S'E (Bn)k. The set S' will have coefficient equal to the number of ways in which it can be obtained from S by first adjoining and then deleting an element, minus the number of ways in which it can be obtained from S by first deleting and then adjoining an element. This is possible at all in precisely two situations: either S = S' or else S and S' have k -1 elements in common. In the first situation the coefficient of S' is (n -k) -k = n -2k, because there are n-k possibilities for an element to be adjoined to S and then removed, and k possibilities for an element to be removed from S and then added back. In the second situation the coefficient is 1 -1 = 0 because the element to be adjoined and then deleted as well as the element to be deleted and then adjoined are completely determined by S and S'. Hence, the claim is true. Now, since Cl,-, is the adjoint of Dk, the product U,_,Dk is a positive semidefinite matrix, and thus it has only nonnegative eigenvalues. If k < n/2, then the matrix (n -2k)I, is positive definite, so the sum U,-,D, + (n -2k)Z, has only positive eigenvalues and therefore it is invertible. But, by the claim above, this expression equals Dk+, U,. Finally, if the composition of the two operators is invertible, then the first one is one-to-one and the second is onto. Consequently, if k<n/2, then U, is one-to-one, completing the proof of the first part of the theorem. A dual argument yields the existence of matchings between successive ranks above the middle rank of B,. 0
The previous theorem and two propositions give Sperner's theorem as a corollary. While there are other elegant proofs of the fact that B, is Sperner, we will see that our algebraic approach to the Sperner property is justified by a number of other applications.
Variations of the above application to the boolean algebra will provide results which are quite hard to obtain otherwise.
The vector space lattice
Perhaps the most straightforward variation is the application to the poset of subspaces of a finite dimensional vector space over a finite field. Thus, let us consider the field with q elements, Eq4' and the set E: of all n-tuples of elements of Eq4;
this forms a vector space of dimension n over the field lFq. We will prove the 
is positive if k< n/2, and by reasoning exactly as in the case of B, we obtain that Dk+, r/k is invertible, and hence uk is one-to-one. Thus, there exists an order matching pk + pk+ 1, if k<n/2. Similarly (or by using the fact that L,,(q) is self-dual), we deduce the existence of an order matching Pk+ 1 -+ Pk in the case when kr n/2. 0 So, our general set-up shows that the poset of subspaces of a finite dimensional vector space over Fq ordered by inclusion has the Sperner property. This result too has other proofs which are simpler than the algebraic proof we gave. The fact that U, has full rank was first shown by Kantor [15] by a more complicated argument. We have mentioned that in the case of the boolean algebra B, it is not so easy, but it is possible, to give an explicit order matching Pk --, Pk+, for k<n/2. However, we believe that for L,(q) no explicit order matching is known.
Let us generalize the subspace lattice, at least when q is a prime, to the lattice of subgroups of a finite Abelian p-group. Figure 2 shows the Hasse diagram of L (2, r,(2) = L(Z/4Z x Z/22), the lattice of subgroups of the product of a cyclic group of order 22=4 with a cyclic group of order 2'=2. Clearly, it has an antichain of 4 elements and maximum rank size 3, so it is not Sperner.
For the special case when all numbers in the sequence h are equal, the following conjecture was made (source unknown) several years ago, and is still open: While the equivalence of conditions (i) and (ii) is very surprising, condition (iii) removes some of the mystery of (i) and (ii). The third condition characterizes all the lattices satisfying (i), and then (ii) can be verified. It is well known [1, 5] that every finite complemented modular lattice is a product of projective geometries and boolean algebras. So condition (iii)@) says that the complemented intervals must be projective geometries of the same order, q. It also allows for q = 1, in which case, complemented intervals are isomorphic to boolean algebras.
Let us return to the conjectured Sperner property of LA for k = (k, k, . . . , k). The case k= 1 gives, as mentioned earlier, the subspace lattice L,(p), and the Sperner property holds as discussed in our previous application.
We will now apply our algebraic approach to prove that the conjecture is true if k=2. Proof. We consider again the two operators Uj and Dj, and we obtain the relation
for every x of rank j. If x and y are elements of rank j, xfy, there is at most one way to go up one rank and then down one rank in order to get from x to y, else the least upper bound of x and y would not be well defined. Similarly, there is at most one way to go down one rank and then up one rank in order to get from x to y. It is immediate from the definition of modularity that going up, then down from x to y is possible if and only if going down and then up from x to y is possible. Thus, if the lattice is modular, then every element x is an eigenvector as above. AS before, we have the commutation relation Dj+ , Uj = Uj_ 1 Dj + A, only now A is a diagonal matrix rather than a multiple of the identity matrix. Now, if k=2 we can check that )C'(x)/ -IC-(x)l >O for every subgroup x whose order is less than pn, that is, which lies in the lower half of the lattice Lcznr(p). Thus, when j<n, the diagonal matrix A is positive definite, and the proof of the existence of an order matching up to the middle rank is completed as in the case of the subspace lattice. Finally, duality gives an order matching for the upper half of the lattice. 0
The conjecture is still open in the case k = 3.
Group actions on posets
We now bring further algebraic machinery into the picture by tying in the linear algebra with group actions on a poset.
Let P be a (finite) poset, and Aut(P) be the group of automorphisms of P, i.e., order preserving bijections on P. Consider a group of automorphisms of P, G c Aut(P). The poset is partitioned into orbits under the action of G, and the orbit of an element x E P is Gx = { gx: g E G} . Now, the quotientposet P/G consists of the orbits under G ordered as follows: Gx< Gy in P/G if xly in P. In other words, one orbit is less than another if some element from the former is less than some element from the latter. It is easy to verify that this indeed defines a partial ordering on P/G. Again, to keep things simple, we will look at applications to the boolean algebras. The automorphism group of B, is isomorphic to the symmetric group S,. S, per- This is a standard way to convert a permutation representation to a linear representation.
Let us make an elementary but crucial observation: the order raising operator U "commutes" with the action of G. Rigorously put, for all x E QB,, and all g E G we have U(gx) = g(U(x)). To prove this fact, it suffices to verify it for x E B,, since B, is a basis for QB,, , and U is linear. If x E B, and g E Aut(B,), then we have C'(gx) =g(C'(x)), and therefore, U(gx) = CYEc+(g,) y = Cucs(c+(Xj) y = c zcC'(x) gz=g. &EC+(*) z=g(U(x)). We omit the argument that B,/G is rank symmetric. It requires a separate (easy)
proof that the action of any permutation on the i-element subsets is isomorphic to its action on the (n -i)-element subsets. q
I. Applications
Now let us look at some examples where our theorem about quotient posets is applied.
Graphs
First we present a straightforward example which is an application to graphs. We take n = (';') for some positive integer m, and we regard the elements of B, as the labeled simple graphs on m vertices as follows. Identify each of the II=(~)
elements of the underlying set of B, with a different unordered pair of two distinct points out of a set of m points. In turn, such a pair represents an edge between the two points, and each labeled simple graph is identified with its set of edges.
Moreover, the order relation in B,:, translates into the edge inclusion ordering on the set of labeled simple graphs on m points. As the group G, take the symmetric group S,, which permutes the m points. to a subgraph of another? The answer is: you cannot do better than taking all the graphs having half the total possible number of edges: this is originally due to Pouzet and Rosenberg [23] ). So all these results fall out of the algebraic machinery that we have set up.
It is easy to see that this type of argument will work equally well for other structures on vertex sets: directed graphs, posets, topologies, etc.: it is a very general approach. Now we want to look at a less obvious application, that is, we will look at a problem where it is not so apparent that the poset under investigation is the quotient poset of a boolean algebra. The poset L(m, n) is a (distributive) lattice for any m and n, and is one of the most interesting posets. We have just shown that it is a quotient of a boolean algebra, so our general theorem says that it is rank symmetric, rank unimodal, constitutes a theorem which goes back to Sylvester in the nineteenth century, whose proof is not easy. Sylvester's proof uses invariant theory, a method similar to the techniques presented in the next part of this paper. 
Integer partitions

The Lie algebra sl(2, C)
We continue with the topic of raising and lowering operators and their relevance to poset properties, this time from the point of view of the Lie algebra sl (2, C) . Much of what we present here is due to Robert Proctor. First, what is sl(2, C)? It is the set of all 2 by 2 matrices with complex entries, and whose trace, i.e., sum of the diagonal entries, is zero. It is a vector space of dimension 3 over the field of complex numbers, since the vector space of 2 by 2 matrices has dimension 4, and the linear condition that the trace be zero lowers the dimension by 1. Aside from the complex vector space structure, sl(2, C) has a binary operation called the bracket operation, [A,B] =AB-&I, the commutator of the two matrices. With this bracket operation, the 2 by 2 complex matrices having trace zero form a Lie algebra. For our purposes it is not necessary that the reader be familiar with the theory of Lie algebras, but the interested reader is referred to Humphreys' book [12] .
The connection between sl(2, C) and our investigation of poset properties is based on raising and lowering operators.
Let P be a graded poset, and consider now the vector space c)P, working with the complex rather than the rational field. Suppose that we have an order raising operator 
(-A)dim w ch(BA, A) = (-l)dim " ch(ABJ).
A better known fact is the special case when V= W, which asserts that the two characteristic polynomials are equal.
One final preparatory item pertains to notation: for any linear transformation A : CP + CP, we denote by Aj = A lop, the restriction of A to the vector subspace generated by the ith rank of P. The addition of (n -2i)Ii to UDi increases each eigenvalue by n -2i, SO we have further
Apply now to Di and U,_, on the right-hand side the fact from linear algebra mentioned above. We obtain the further equality
Ch(DU;, A) = (-A + (n -2i))P'-Pf+' Ch(DUi_ I, ~ -(n -2i)).
Thus, we have expressed the characteristic polynomial of DUi in terms of the characteristic polynomial of DUi_ , . It now follows easily by induction that all eigenvalues of DUi are positive if i<n/2. q Why is it useful to look at sl(2, C) when we want to do combinatorics? The reason is that algebraists have studied sl(2, C) and have determined many linear representations of it, i.e., linear operators on some vector space I/whose span is a Lie algebra isomorphic to sl(2,C). So we can look at any one of these representations and see if it corresponds to a poset situation of the kind we have described. That is, we can look at any one of these representations and try to find a basis for I/which is a poset P, and in terms of which three of the operators on I/ behave just like U, D and H with regard to P. If we succeed at this, then the theorem above applies and we know that the poset P is rank symmetric, rank unimodal, and Sperner. Note that while this plan of action may seem somewhat backward (we start in the realm of Lie algebras and then come upon a poset with interesting combinatorial properties), therein lies much of the power of this approach: it helps not only prove that a poset is interesting, but also discover interesting posets. Furthermore, in certain cases (such as the first two of our next examples) it may be possible, once we have obtained the poset P and the raising and lowering operators via Lie algebra information, to give an alternate, combinatorial proof without reference to sl(2, C) and its representation, although we do need the Lie algebra in order to discover the results. This was first done by Proctor. On the other hand, we will also see applications where no elementary proof of the identity UD -DU= H is known and, at present, the use of Lie algebras seems to be essential. These representations were classified through the efforts of Killing, Cartan, and others. Later Dynkin (with further work by Kostant) showed that 9 contains sl(2, C) as a subalgebra in a certain canonical way, and that the representation @ restricts to an "interesting" representation of sl(2, C). Therefore we can go through the theory of representations of semisimple Lie algebras and see in what cases does the restriction of Qi to sl(2, C) give combinatorially interesting results. We give the two most interesting examples we know.
Applications
I. 1. 3-dimensional Ferrers diagrams
Take % = sl(n, C), the Lie algebra formed by the n by n complex matrices having trace zero. For @ we take a certain representation of it known as the rth fundamental representation, 1 5 r-5 n -1.
Upon analyzing the structure of this representation and understanding how it acts when restricted to sl(2, C), it turns out that it has a basis which behaves like a poset. This basis was first described by Gelfand and Zetlin [lo] , while Proctor [24] (4) is rank unimodal and perhaps it can be checked whether it is Sperner. Also, there is no nice formula for the number of elements of FD(k).
Partitions into distinct summands
We give now a second application of the representation theory of Lie algebras, where we find a ?J and @ which lead to a poset of combinatorial interest with a number theoretic application. % will be a Lie algebra known as so(2n + 1, C), and the representation @ will be a famous representation of degree m = 2" discovered by I?. Cartan, called the spin representation.
After going through the work of understanding how sl(2,C) sits inside so(2n + 1, C) and how the spin representation restricts to sl(2, C), we seek a basis for the restriction of the representation whose elements can be indexed by the elements of a poset. We get an s1(2,C)-poset, hence rank symmetric, rank unimodal, and Sperner, which we denote M(n). This result is very easy to state but no simple proof of it is known. Other proofs use algebraic techniques similar to those we used here, or analytic techniques, including computer aided estimates [20] . To date there is no proof of the rank unimodality of M(n) analogous to O'Hara's proof of the unimodality of the qbinomial coefficients. It would be interesting to find a conceptual, combinatorial proof.
We now turn to a nice number theoretic application of the fact that the poset M(n) has the Sperner property.
A conjecture of Erdiis and Moser, and more
Consider an n-element set SC fR of real numbers, and a real number a. Let f(Sa)= ({TcS:
CiET i = G> j, that is, f (S, a) denotes the number of subsets of S the sum of whose elements is a. For example, if S= { 1,2,3,4,5} and a =7, the subsets { 3,4}, { 2,5}, { 1,2,4) are the only subsets of S whose elements add up to 7, and so f ({ 1,2,3,4 ,5}, 7) = 3. We also take the sum of the elements of the empty set to be zero. We ask the following question: given n, how large can f(S,a) be?
In other words, for given n, what is t(n) := max{f(S, a): SC IR, ISI = n, a E L?}?
It does not take much experimentation to observe that in order to maximize f(S, a), the elements of S must be "nicely" and "uniformly" situated in IR. By contrast, if the elements of S are chosen at random from R and are linearly independent over the rationals, then no two subsets of S have equal sums of elements. There are two very plausible conjectures:
Conjecture 4.3. Zf SC I?+ and ISI = n, then
If we allow negative real numbers, we can achieve a larger number of subsets with equal sum:
Conjecture 4.4 (Erdos and Moser). Zf SC IR and S= 2n + 1, then f(S,a)If({-n,-n+l,..., n},O).
A similar conjecture exists for sets S of even cardinality. The following lemma, proved before the development of the algebraic machinery, shows that these conjectures are related to the lattice M(n).
Lemma 4.5 (Lindstrom [16]). Zf the poset M(n) is Spewer, then Conjecture 4.3 holds.
Proof. Suppose S is a set of positive real numbers, S = { aI, a2, . . . , a,}, and that the elements of S are arranged increasingly, aI < a2 < ... <a,.
We claim that if two subsets of S have equal sums of their elements, then the sets of subscripts of the elements in the two subsets are incomparable in M(n). Suppose otherwise, i.e., and, say, r<s, i,ljl, izsj2 ,..., i$j,. Since the elements of S were indexed in increasing order, this implies that aj, I aj, , a;, I aj2, . . . , a;, I ajr. On the other hand, the sums of these elements must be equal, so we must have T=.s, and ai, = aj* for all llklr. The claim is now proved, and so any family of subsets of S which have the same sum of elements corresponds to an antichain in M(n) of the same size. Thus, f (S, a) cannot exceed the size of the largest antichain in M(n). 0
We have just mentioned that it follows from properties of the spin representation of so(2n + 1, C) that the poset M(n) is rank symmetric (this can be seen easiIy by complementation), rank unimodal and Sperner. Therefore the largest antichain in M(n) has size equal to the size of the middle rank, which is f({ 1,2, . . . , n}, [i(' l1 )]); hence Conjecture 4.3 is true. We can also prove Conjecture 4.4. We must look at the poset M(n) x M(n) *, the product of M(n) and its dual. The elements of M(n) will represent subsets of positive reals and those of M(n)* will represent subsets of negative reals. In the product poset, an element will correspond to the union of a subset of positives and a subset of negatives. Through an argument similar to that used for M(n), it can be shown that M(n) x M(n) * is Sperner, as well as rank symmetric and rank unimodal, and Conjecture 4.4 follows. This is basically the only known proof for Conjecture 4.4 (though it is possible by elementary reasoning [22] to deduce the Sperner property of M(n) x M(n) * from that of M(n)). However, this is a case when the references to Lie algebras can be completely removed from the proof [24] . We consider the poset M(n) or M(n) xM(n)*, and the details can be worked out so that the operators I/ and D are defined explicitly and the relation UD -DCJ= H is verified by purely combinatorial arguments. The final algebraic machine we will see in connection with Lie algebras is the hard Lefschetz theorem, a theorem which lies in the realm of algebraic geometry. It is a way of obtaining representations of s1(2,C), but this time we do not know how to make them explicit and find a combinatorial proof even by hindsight.
The hard Lefschetz theorem
Start out with a smooth, irreducible, complex projective variety X of complex dimension d. Again, we will not need full grasp of the technical points. Roughly speaking, complex means we will work over the field of complex numbers; aprojective variety is the set of solutions of a system of homogeneous polynomial equations, so the solutions lie in a projective space (i.e., if a nonzero solution is multiplied by a nonzero complex number, then it remains a solution);
smooth can be thought of as meaning that as a topological space inside the ambient projective space, the variety has no singularities -it is a topological manifold; irreducible in this context means connected. As a topological space, every complex projective variety, not necessarily smooth or irreducible, has associated with it its (singular) cohomology ring. Let us try to describe some properties of this ring. We will take coefficients in C, since complex coefficients will turn out to be the most natural choice for the hard Lefschetz There is also a multiplication on H*(X), giving it the structure of a graded ring, i.e., H'(X)H/(X) c H"j(X). The ith cohomology group of X (over C) is H'(X). Now, we intersect our projective variety X with a generic hyperplane &which lies in the ambient projective space. The intersection .%YfIX is a subvariety of X, and in algebraic geometry there is a standard construction which associates to a closed subvariety an element of the cohomology ring. Since our complex hyperplane has real codimension 2, we obtain some element called the "class of a hyperplane section", [&fl X] = w E H2(X) in the second cohomology group. We consider two linear transformations from H*(X) to itself. The first is given by multiplication by the class of hyperplane section, and we denote it by o as well:
0-I : H*(X) -+ H*(X),
so, because H*(X) is a graded ring and o has degree 2, we have o(H'(X)) G #+2(X).
A second transformation we want to consider is y : H*(X) -+ H*(X),
y(x)=(i-d)x, if xEH'(X), so each H'(X) is an eigenspace for y with eigenvalue i-d.
We now come to the hard Lefschetz theorem, a very deep result, which also has an interesting history associated with the names of Lefschetz, Hodge, Chern, and others. Lefschetz stated the theorem, although not in terms of sl(2, C), but his proof had some gaps. Hodge gave the first correct proof using his theory of harmonic integrals, and later Chern gave a proof involving sl(2, C). Finally, Deligne fixed the gaps in Lefschetz's original proof by resorting to incredibly powerful machinery.
Our statement of the theorem is not the original one, rather it is most convenient for our purposes.
Theorem 4.6 (The hard Lefschetz theorem).
There exists on H*(X) = H*(X, C) a (unitary) scalar product such that if we let o * be the adjoint of o with respect to this scalar product, then
span,{c0,y,w*}=s1(2,C).
The scalar product mentioned in the theorem is one which is natural from the point of view of differential geometry. Another way of phrasing the theorem is that there is a natural representation sl(2,C) -+gl(H*(X, C)), that is, the elements of sl(2, C) act as linear transformations on H*(X, C). In particular, it follows as before that o*w -oo* = y, and the same arguments used before yield:
(This symmetry property also follows from PoincarC duality, which applies because X is smooth, and hence it is an orientable manifold.)
Also, w : H'(X) + H'+ 2(X) is one-to-one if i < d and onto if ir d.
Note that in this situation we do not necessarily have a poset, we have only a representation of sl(2, C). We can try to find the right basis for the cohomology so that o acts as an order raising operator. This is not always easy to do, but at least we have a purely numerical result which we will find useful in proving that combinatorially interesting sequences are unimodal. projective variety, in a very natural way, the set of all k-dimensional subspaces of a complex n-dimensional vector space. The computation of the cohomology and Betti numbers goes back to Ehresmann [9] who showed that P2,_, = 0 while
Thus, by applying the preceding corollary, we derive again (though this is a harder proof) the unimodality of the q-binomial coefficients. 
A(p,n,k):= ({n~S,:d,(n)=k)(.
We wish to study the distribution of the statistic dp and determine properties of the sequence {A(~,n,k)}~. They did so, by considering a certain variety, the "Hessenberg variety", which occurs in the theory of Hessenberg forms of matrices. Their motivation was from the point of view of numerical analysis and computer science, where it is of interest to work with matrices in an efficient way. They proved:
Theorem 4.9 (DeMari and Shayman [S]). The Hessenberg variety X=Xn,p is a smooth irreducible complex projective variety such that & + 1(X) = 0 and &(X) = A(p,n, k), for all k.
Now we can apply the hard Lefschetz theorem to this variety (specifically, the last corollary of it that we stated), and get: Our last topic will turn out to be another application of the hard Lefschetz theorem, but first we will present a fair amount of background, which for the most part is independent of the previous parts of this paper. Fig. 10 is ($5) .
A generalization of Euler's formula was known to geometers of the nineteenth century, but they did not have a correct proof until Poincare invented algebraic topology.
This generalization is the so-called Euler-Poincart formula, and Poincare's 1893 proof itself had an error which he corrected in 1899. Only much later, in the 1950's, a nonalgebraic, purely geometric proof was found. For an interesting discussion of the history of the Euler-Poincare formula, see Ill, Section 8.61. A natural question then is: is every triangulation of a sphere the boundary complex of some simplicial polytope? In the case of 2-dimensional spheres the answer is yes, and constitutes Steinitz's theorem: all 2-spheres are polytopal. However, for spheres of dimension 3 or higher, the answer is no; there exist nonpolytopal spheres. The first one was found by Griinbaum in 1965 [ll] , and now it is known [13] that there are many more nonpolytopal than polytopal spheres. Asymptotic formulae show that the nonpolytopal spheres completely dominate the polytopal ones. We will look now at what can be said about the f-vector of triangulations of spheres, and what more can be said in the case of polytopal spheres. In fact, it will be better to look not at thef-vector itself, but at a related, equivalent vector. If A is a (d-1) to the f-vector, but it will turn out to be a more natural combinatorial object. From the definition, it follows immediately that ho = 1, hi =fo -d, and 1; hi= fd_, . For example, for the 3-dimensional octahedron, which is a simplicial polytope, the h-vector is (1,3,3,1) . Notice that this h-vector is symmetric.
In fact, this is true in general about the h-vector of triangulations of spheres, and we get additional linear relations satisfied in the case of triangulations of spheres. These relations are called the Dehn-Sommerville equations. This statement is indeed very plausible, because a larger number of i-dimensional faces helps have a larger number of j-dimensional faces. However, there is no known straightforward proof that there exists a triangulation which maximizes all numbers of faces simultaneously.
Theorem 4.12 (Dehn-Sommerville equations).
If A is a triangulation of the (d-
Significant progress was made on the UBC. In particular,
McMullen proved three results:
(Ml) The UBC holds for simplicial polytopes.
McMullen proved this special case of the UBC using the fact that the boundary complex of a (simplicial) polytope is shellable. Unfortunately, since there do exist nonshellable triangulations of spheres, McMullen's proof cannot settle the full conjecture. On the other hand, a byproduct of his proof is:
(M2) If P is a simplicial polytope, then h,?O for each i.
One can also ask whether this is true for spheres.
(M3) If the h-vector satisfies the inequalities hip (n-dti~l), then the UBC holds.
Thus, McMullen proved a sufficient condition for the UBC for spheres. In view of this evidence and partial results, the big question is whether the UBC holds indeed for triangulations of spheres. We will succeed in proving that it does using algebraic techniques, namely certain results from commutative algebra.
e(2) Commutative algebra. The main algebraic object on which we will concentrate is called a standard graded algebra. K will be a field and R = R,@R, @ 1.. a vector space over K which is the direct sum of subspaces indexed by the nonnegative integers.
Furthermore, R is a commutative ring with unity, R,= K and R is generated by R, as a K-algebra. We assume that dim, R, < 03, which says that R is finitely generated as an algebra. Finally, the statement that R is graded means that RiRj~ Ri+j. Such R is called a standard graded algebra.
For example, K [xl, x2, . . . , x,] , the ring of polynomials in n variables with coefficients in the field K, in which we define the degree of each variable to be 1, is a standard graded algebra over K. The 
where the coefficients hi form the h-vector of the simplicial complex.
Observe that while in general the degree of the numerator may be arbitrarily large compared to that of the denominator, in the case of the face ring of a simplicial complex the degree of the numerator cannot exceed the degree of the denominator. Also, the Krull dimension of the face ring is the dimension of the simplicial complex augmented by one unit. Thus, this proposition relates parameters of the simplicial complex with parameters of the face ring, and in particular, it brings the h-vector into the picture, relating it to the algebra.
An immediate consequence of our previous discussion is: Note that since H(R,i) is the dimension of a vector space, it is nonnegative, so the g-conjecture says in particular that the h-vector of a simplicial polytope must be a unimodal sequence. The unimodality of the h-vector was conjectured earlier by McMullen and Walkup under the name of "the generalized lower bound conjecture" (GLBC) because, in turn, it implies the "lower bound conjecture" (LBC). The LBC concerns the minimum possible number of faces of each dimension in a triangulation of a sphere on n vertices. The LBC was proved by Barnette [3] , while the GLBC remained open as did the g-conjecture.
It is interesting that McMullen made the g-conjecture based on numerical evidence, and there was no proof for either the necessity or the sufficiency of the condition in the conjecture. The g-conjecture is now known to be true. We give an outline of the results and methods used in its proof.
Theproof of the sufficiency requires that given a vector h which satisfies the conditions above, we construct a polytope having h as its h-vector. This was done by Billera and Lee in 1979 [4] using a very ingenious inductive argument which we will not describe here.
The proof of the necessity relies on the use of some further algebraic machinery, namely the theory of toric varieties, which was created by Demazure in 1970, and Suppose we have a vector h which is the h-vector of a simplicial polytope P. The idea is to associate with P a certain algebraic variety which is a special case of a so-called toric variety. However, this cannot be done with an arbitrary polytope, and we will have to put some conditions on P. First Recalling the hard Lefschetz theorem, this implies further that there exists OE H2(X(P)) such that multiplication by o gives a one-to-one map w : H2"-"(X(P)) + H2'(X(P)) for each i, 1 <is [d/2]. Now, the ring we are seeking will be
R = H*(X(P))/(o).
Since o raises the degree by 2 units, we have Because o is a free involution, there exists a linear homogeneous system of parameters 8,, e2, . . . . 6, with the additional property that for each i we have ~(0~) = -Bi.
In particular, the ideal generated by these 0,'s is fixed by o, and therefore the group It is not too difficult to compute the dimension of the subspace of Ai which is fixed pointwise under the group action. The dimension of this invariant subspace turns out to be +(hj+ (f)), and cannot exceed the dimension hi of Ai. Thus, +(h;+ (f))lhj, proving the theorem. 0
Just as in the case of general simplicial polytopes rather than triangulations of spheres, we can say more if we assume that the centrally symmetric triangulation is polytopal: d =d(P).
Recall that we have associated a toric variety X(P) with the polytope P. If the polytope is centrally symmetric, then the group Z/22 acts on X(P), hence, induces an action on the cohomology ring E/*(X(P)), and its action can be shown (using general considerations from algebraic geometry) to commute with the multiplication by the element o EH'(X(P)) of the hard Lefschetz theorem. This is entirely analogous to the poset situation where the raising operator commutes with the group action.
All this leads to the following additional condition for the h-vector of a simplicial centrally symmetric polytope: for is [d/2], not only must hi-hi_ 1 be nonnegative, as for all simplicial polytopes, but
This fact was conjectured by Bjorner and it implies an earlier conjecture of Bat-any and Lovasz. Recall that they had proved that given a simplicial centrally symmetric d-polytope P, the smallest possible number of facets (maximum dimension faces) is 2d. They also had a conjectured value for the smallest possible number of idimensional faces for any number 2n of vertices, i.e., for the quantity min(J;: P simplicial centrally symmetric polytope, dim P = d, f. = 2n). The conjecture of Barany and Lovasz is implied by the (now proved) conjecture of Bjorner.
Open questions
We close with a few interesting open problems in this area. Maybe the most central open problem in this area is whether the g-conjecture, or just the unimodality of the h-vector, ho< h2 5 ... 5 hLd,21, still holds for triangulations of spheres. Recall that the proof which we have presented of the g-conjecture for simplicial polytopes depended on the association of toric varieties with simplicial polytopes.
This cannot be done for spheres in general. Although it is possible to associate varieties with a certain class of spheres which includes the simplicial polytopes, these varieties are not projective, so the proof based on the hard Lefschetz theorem does not apply, and we do not get new results.
Another question that can be asked is what can be said about nonsimplicial polytopes.
Here are three interesting conjectures in this direction. For example, the cube achieves this bound. Unfortunately, there are many more polytopes which achieve this bound as well, and they have different values for the f,'s. This seems to be the cause for the difficulty of this conjecture. The value d= 5 corresponding to k = 2 is best possible since in three dimensions, the dodecahedron has only pentagonal 2-dimensional faces and in four dimensions there is a regular polytope whose 3-dimensional faces are all dodecahedra, so all its 2-dimensional faces are pentagons as well. Thus, 5 dimensions is the minimum for d.
Conjecture 5.2 (Kupitz
For some results on nonsimplicial polytopes related to the intersection homology of toric varieties, see [29] . I 
