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ABSTRACT 
 
 This thesis describes the use of Principal Component Analysis (PCA) as a statistical 
method to identify key indicators of degradation in nuclear power plant cable insulation. Seven 
kinds of single-point data were measured on cross-linked polyethylene (XLPE) that had 
undergone aging at various doses and dose rates of gamma radiation from a cobalt 60 source, and 
at various elevated temperatures. To find the key indicators of degradation of aged cable 
insulation, PCA was used to reduce the dimensionality of the data set while retaining the 
variation present in the original data set. The analysis revealed that, for material aged at both 60 
°C and at 90 °C, oxidation induction time and elongation at break data have the greatest negative 
correlations with the total dose to which the sample has been exposed. Furthermore, multiple 
linear regression models were used to construct equations that predict the values of one 
dimension as a function of dose rate and total dose (number of days of exposure). In this data set, 
oxidation induction time was found to be the only dimension that was successfully predicted via 
multiple regression equations for XLPE samples aged at both 60 °C and at 90 °C.
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CHAPTER 1.  INTRODUCTION  
 
1.1 Background of Nuclear power plant cable insulator degradation 
The world is in a constant need for energy. To satisfy the increasing demand for energy it 
is necessary to consider the use of all types of energy sources.  Nuclear energy plays an 
important role in the diverse supply of electricity due to its high reliability, efficiency and ability 
to maintain clean air by not emitting greenhouse gases. Currently there are 99 operating nuclear 
power reactors in the United States. The oldest operating reactor is in Oyster Creek, New Jersey, 
in operation from 1969 [1]. It takes ten to 15 years to plan and build a Nuclear Power plant 
(NPP). Continued safe operation of existing NPPs is, therefore, desirable to meet energy 
demands in the country. Nuclear power plants in the USA receive an initial license from Nuclear 
Regulatory Commission (NRC) allowing them to operate for 40 years. At the end of the 40 
years, the nuclear power plant operating companies can apply for a 20-year license extension 
(with potential for subsequent license extension for 20 years). License extension of NPPs is a 
critical process since it is needed to ensure that all the instruments and components of a NPP are 
safe and at a reliable operational level for another 20 years. Components of the NPPs are 
exposed to constant radiation, heat and moisture conditions. When taking into account the 
continuous use of NPPs over 40 years, the damage cause by these aging parameters on the 
components of NPPs can be substantially high. Out of all the components of a NPP, the items 
that are most vulnerable for radiation and thermal degradation are power cables and concrete 
components [2]. In this study, we are concentrating on degradation of insulation materials in 
low-voltage instrumentation and control cables in NPPs. Degradation in cable insulation material 
can cause cable fires, moisture intrusion and loss of functionality, which will put the safe 
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functionality of NPPs in danger. Not all the electrical equipment in a NPP are exposed to aging 
factors to the same extent. Some of the electrical equipment hence cables are exposed to harsh 
aging conditions while the others exposed to moderate or non-radiation aging. Therefore, when 
considering the aged cables, we need to take the whole spectrum of aging cables in to 
consideration. [3,4]  
 
1.2 Research Question 
The main idea of this thesis is to explore the Principal component analysis (PCA) as a statistical 
tool for analyzing data sets with large number dimensions. In this study we created a large 
number of data from different characterization methods and we need to find which 
characterization method/s shows considerable effect on aging conditions and how they correlate 
with other characterization methods. This is hard to accomplish to when the data set has large 
number of dimensions and large number of samples measured on each dimension.  In this study 
we explore PCA, a dimension reduction method to retrieve which characterization method/s has 
more effect on aging conditions. Furthermore, we have used Multiple Linear Regression 
Analysis (MLR) to predict the values of some characterization methods in terms of aging 
conditions and in terms of aging conditions combined with other characterization methods. 
 
1.3 Characterization methods used in assessing cable insulation materials  
Five characterization methods were applied to the aged samples. Details of these 
characterization methods are given in chapter 2. When measuring the density and mass loss, 
insulation material from both straw samples and that of intact conductor samples (WC) were 
used. 
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1.4 Principal Component Analysis (PCA) 
Principal Component Analysis (PCA) is a standard statistical tool used in analyzing 
multidimensional data [5]. It is widely used in almost all areas of research where manipulation of 
large numbers of attributes is necessary. It is a non-parametric method useful for obtaining 
relevant information from a complex data set.  
PCA is used to reduce the dimensionality of a data set, which consists of a large number 
of interrelated attributes, while retaining as much of the variation present in the original data set 
as possible [6, 7]. This process is done by linear transformation of the original set of attributes 
into a smaller set of attributes called principal components (PCs). Principal components are 
uncorrelated and ordered so that the first few retain most of the variation present in all of the 
original attributes. The basic steps of a PCA are given [8-11] in Figure 1.1. 
 
 
 
 
 
 
 
 
 
Figure 1.1: Flow chart of the basic steps of PCA. 
The first step in PCA is to identify the attributes (dimensions) of interest for the experiment. 
Then, the number of samples that are needed to measure the attributes is determined.  
Analyze and construct the data as a p x q matrix, where p 
is the number of attributes and q is the number of samples 
 
Standardize the data and calculate the correlation matrix 
Calculate eigenvalues and eigenvectors of the correlation 
matrix 
 
Examine and interpret the eigenvalues and eigenvectors 
 
Calculate the transformed values and plot or further 
analyze the transformed values 
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PCA is a least-squares method, which assigns large loadings in the PCA output to attributes with 
large variance. Since the data set contains attributes of different units and scales it is necessary to 
standardize the data matrix so that each dimension has variance 1.0. This scaling makes all 
coordinate axes, corresponding to the various dimensions, have the same length, which in turn 
gives each attribute the same influence on the PC model. A covariance matrix is calculated using 
the scaled values. 
The cumulative percentage of eigenvalues gives the percent variability of the data set. The values 
of the eigenvectors (original dimension) of each PC (which vary from -1 to +1) can be 
interpreted as an index of the combined action or contrast of the original dimensions. We select 
only the PC that contribute the greatest variability to the data, which allows us to reduce the 
dimensionality of the data significantly. 
The ability to present data findings in a few informative plots is one of the very attractive 
features of PCA. The score plot of PC shows the groupings of samples, outliers and other 
patterns in the data set.  Loading plots make it possible to identify which attribute is 
corresponding to outliers, if any, and which attributes are responsible for grouping of samples. 
The directions in the score plot correspond directly to the direction in the loading plot. Hence, 
superposition of the two types of plot gives a simultaneous display of both objects and attributes. 
It is a choice of the user to inspect these two plots as one or two separate plots.  
In this study, PCA is used to identify characterization methods that show maximum variation and 
to extract key indicators of aged cable insulator material. The characterization data set consists of 
data from five characterization methods. The anticipated outcome of applying PCA is to develop 
a small number of PCs, lower than the number of measurement types, to provide a reasonable 
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characterization of the data set measured on the aged polymer material. The JMP Pro 12 software 
is used for the analysis presented here [12]. 
 
1.5 Regression Analysis  
Regression Analysis is a statistical tool for investigating the relationship between variables. 
Regression model has been vastly used in every aspect of research sciences [13-15] Regression 
Analysis has been discovered independently by both mathematicians Carl Friedrich and Adrien 
Marie Legendre in the 18th century. The regression models consist of unknown parameters 
(coefficients), independent variables and dependent variables. The most essential feature of 
regression is the use of least squares method. Least Square method is a way to use data to make 
quantitative predictions. Estimates for the parameters are obtained by minimizing the sum of 
squares of differences between the observed values and the predicted values under the model 
[16]. Linear regression, where the dependent variable is a linear combination of parameters 
(coefficients). In simple linear regression, there is one dependent variables and one independent 
variable, equation 1.1.  In Multiple linear regression (MLR) there can be several independent 
variables of functions if independent variables, equation 1.2. 
                              𝑦 =  𝛽0 + 𝛽1𝑥1 +  𝜀                                                                   (1.1) 
                              𝑦 =  𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2  + ⋯+ 𝛽𝑘𝑥𝑘 +  𝜀                                (1.2) 
Multiple linear regression is used in this study. The JMP Pro 12 software is used for the analysis 
presented here [12]. 
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1.6 Organization of this Thesis  
Chapter 2 presents the sample preparation and characterization methods used to construct 
the data set that used in the statistical analysis of this thesis. Here, all the experimental methods 
are discussed in detail. Chapter 3 discusses the theory of PCA, with the construction and 
geometrical interpretation of PCA. Theory of multiple regression analysis also discussed here.  
Chapter 4 applies the PCA for data obtained from characterization methods. In addition to 
applying PCA to extract the key features of the degradation, the special features of PCA, such as 
grouping, outliers are also presented in this chapter. In addition, chapter 4 contains models of the 
multiple regression analysis.  Finally, the summary of research, conclusions and areas to improve 
and future research are discussed in Chapter 5. 
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CHAPTER 2.  CHARACTERIZATION METHODS AND ANALYSIS  
 
2.1   Sample preparation 
To understand the damage done by persistent radiation and heating to cable insulation 
material, several characterization methods were performed on accelerated aged samples. The 
accelerated aging was done at the High Exposure Facility at Pacific Northwest National 
Laboratory.  Three sets of samples were prepared and aged under Co-60 radiation for three 
different temperatures; 115, 90 and 60 °C [17]. The samples used in aging are commercially 
available white XLPE cable insulation material extracted from RSCC 2/C 16AWG cable 
(product code 146-0021). The samples that are identified as with-conductor (WC) have the 
conducting cable inside the insulator whereas those identified as ‘straw’ samples have the 
conductor removed from the insulation. In this discussion, we focus on presenting the 
effectiveness of PCA in handling characterization data and, for this reason; we limit the 
discussion to samples aged under radiation at 90 °C and 60 °C only. The samples were aged for 
different dose rates varying from 120 Gy/h to 540 Gy/h and for different periods of 5, 10, 15, 20, 
and 25 days (Table 4.1). The total radiation dose received by the samples at each temperature 
ranges between 0 and 324 kGy for total radiation time of 0 to 25 days. A separate sample sets 
that were only thermally aged at 90 °C and at 60 °C for 5, 10, 15, 20 and 25 days were 
characterized. Figure 1.2 shows a set of white XLPE insulation samples aged at 90°C.  
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Figure 1.2: Samples thermally aged at 90 °C and radiation aged 230 Gy/h for 5 days. Samples 
labeled A-C are straw samples and sample D contains the intact central conductor (WC). 
 
2.2 Characterization Methods 
In this study, five characteristic methods were applied to the samples aged at 90 °C, 60 
°C under gamma radiation and aged under the same temperatures without gamma radiation.    
2.2.1   Mass Loss    
Mass loss is a physical change that can give information about possible oxidation 
reactions occurring in the material during the aging process. The weight of each sample was 
recorded both before and after the nuclear/thermal aging process. Mass loss was calculated by 
subtracting final mass from initial mass. Mass loss is presented as a percentage of initial mass. 
The balance used for the mas measurements is OHAUS Discovery DV314C, which has a 
maximum weighing capacity of 310g with an uncertainty of ± 0.1mg. Mass loss data were 
collected at Pacific North National Lab (PNNL), before and after the samples being aged under 
gamma radiation at 60 °C and at 90 °C. 
2.2.2   Elongation-at-break (EAB) 
Elongation at break (EAB), a commonly used tensile testing parameter to measure the aging 
degradation in cable insulation material. Elongation-at-break (EAB) tests were conducted following 
the procedure outlined in IEC/IEEE 62582-3. Here, the sample was pulled using a tensile strength 
machine until the sample breaks. Our tubular ‘straw’ samples are too small to enable dumbbell 
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samples to be cut from them and hence EAB tests are conducted directly on the tubular samples. The 
tubular samples are prepared by removing the conductor from lengths of the insulation material. The 
overall length of a sample is 60 mm. End tabs are needed to prevent breakage of the sample in the 
grips of the tensile testing machine that are tightened evenly and firmly to avoid slippage between 
the sample and the grips. The end tab is gray cross-linked polyethylene tubing with an inner 
diameter of 0.3175 mm and a length of 10 mm. The gauge length, that is the length between the two 
end tabs, is 30 mm. The testing strain rate is 50 mm/min. The load exerted on the sample and the 
corresponding distance between the grips are recorded during the test using an automated recording 
system. The test continues until the sample breaks. EAB testing was done at Iowa State University, 
with the help of an undergraduate research assistant. 
2.2.3   Indenter modulus (IM) 
Indenter modulus (IM), measure compressive modulus provides an indication of material 
aging in cable insulation. A useful nondestructive, measurement technique has shown a 
correlation with thermal and/or gamma aging in many different fields [18, 19]. IM measurements 
were carried out on samples with conductor (WC) using an indenter polymer aging monitor 
(IPAM) from the Analysis and Measurement Services Corporation. The indenter modulus is 
calculated from the change in force vs deformation on the insulation material (figure 2.1). The 
indenter probe was clamped onto a wire and during operation; a rounded pyramidal tip was 
pressed into the cable insulation with increasing force while the insulation deformation was 
recorded in millimeters. The Indenter test was done on 6-7 points on each aged cable sample. 
The resulting IM was reported in units of Nm-1. Indenter Modulus data were collected on aged 
samples at Pacific North National Lab (PNNL). 
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Figure 2.1: Conceptual diagrams for Indenter modulus measurements. 
2.2.4   Density 
Density is a physical property that can give insights into the crosslinking and/or oxidation 
reactions take place during the aging process. Two experiments were carried out using “straw” 
samples and WC samples. For the cables with conductors, the insulation was cut using a wire 
cutter and pulled out as a straw. The density of each cable insulation material was measured 
using Archimedes’ principle, which states that every solid body immersed in a fluid loses weight 
by an amount equal to that of the fluid it displaces. Each sample was cut to 1 cm long and then 
cut lengthwise into three pieces, which were used for measurements. The samples were cut 
lengthwise to avoid the buildup of air bubbles inside the straw, once immersed in the liquid. 
Experiments were carried out using ethanol as the immersing liquid. Ethanol was used to avoid 
the forming of bubbles. The experimental setup for the density measurement is shown in Figure 
2.2. Density measurements were conducted during the thesis work. 
𝑰𝑴 =
𝚫𝑭
𝚫𝑿
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Figure 2.2:  The setup of the density measurement. Container A and B represent the respective 
sample holders in air and in liquid. 
 
2.2.5   Oxidation induction time (OIT) 
Oxidation Induction Time (OIT) is a measure of the amount of thermo-oxidative 
stabilizers present in a commercial polymer such as the XLPE studied here. OIT is a 
measurement of time at which the oxidation of the sample occurs when heated under a constant 
temperature at the presence of oxygen. In this study, the static OIT method, which has high 
sensitivity for the degree of stabilization, is used.  The tests were conducted using a TA 
Instruments Q2000 differential scanning calorimeter (DSC). Samples with masses approximately 
10 mg each were heated at 15 °C /min from ambient to 230 °C in nitrogen gas at a flow rate of 
50 ml/min. When the sample reached the temperature of 230 °C, the temperature was held 
constant for two minutes and then the gas was changed to oxygen at the same flow rate as 
nitrogen. The sample is held at the constant temperature of 230 °C until the exothermic oxidation 
reaction occurred.  The oxidation reaction is identified by the increase in heat flow over a given 
threshold value of 5 mW/g. A typical DSC plot showing how OIT is obtained is given in Figure 
3. The oxidation induction time is measured from the time the purge gas is switched from 
Mass of the sample in air = Ma 
 
Mass of the sample in liquid = Ml 
 
Density of the liquid = þ 
  
Density of the sample =       Ma                
                                                             (Ma – Ml)/ þ    
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nitrogen to oxygen to the time that the heat flow increases by 0.1 mW/g. Some of the OIT 
measurements were conducted during the course of this thesis. 
 
 
   
 
 
 
 
Figure 2.3:  OIT plot for sample exposed for a total dose of 54.0 kGy at 90 °C. 
 
 
 
 
 
 
 
 
 
 
Oxidation Induction Time 
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CHAPTER 3.  PRINCIPAL COMPONENT ANALYSIS 
  
3.1 Definition of PCA 
The main goal of PCA is to reduce the dimensionality in a set of correlated attributes 
into a smaller set of uncorrelated attributes that explain the majority of the variation in the 
original attributes. 
The sample data matrix of n number of samples that are resulted to k number of 
characterization methods can be represented by matrix X, where 
                                 X = [
𝑥11 ⋯ 𝑥1𝑘
⋮ ⋱ ⋮
𝑥𝑛1 ⋯ 𝑥𝑛𝑛
]                                                                 (3.1) 
A deviate matrix D, is constructed by mean-centering the data of the matrix X. This is done by 
subtracting the mean of the data from each data point. Mean centering removes the arbitrary bias 
from measurements. 
                                             𝐷 =  [
𝑥11 − 𝑋1̅̅ ̅ ⋯ 𝑥1𝑛 − 𝑋𝑘̅̅ ̅
⋮ ⋱ ⋮
𝑥𝑛1 − 𝑋𝑘̅̅ ̅ ⋯ 𝑥𝑛𝑛 − 𝑋𝑘̅̅ ̅
]                                             (3.2) 
The covariance matrix of the data set S, is constructed by, 
                                                        S = 
𝐷.𝐷𝑇
𝑛
                                                                                                (3.3) 
Resulting  
 
                                                       S = [
𝑐11 ⋯ 𝑐1𝑘
⋮ ⋱ ⋮
𝑐𝑘1 ⋯ 𝑐𝑘𝑘
]                                                                  (3.4) 
Where, 
                              𝐶𝑖𝑗= 1/n {(𝑥𝑖 − 𝑋?̅?) (𝑥𝑗 − 𝑋?̅?)}  (𝑖, 𝑗 = 1,2, … , 𝑘)                                             (3.5) 
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The variance and the covariance of covariance matrix are absolute numbers. Hence, when the 
variables of the covariance matrix are not measured in the same units then the covariance or 
variances cannot be compared. The variables that has larger values in the measurements will give 
larger variances while the variables with smaller values in the measurements giving smaller 
variances. To avoid the scale-dependency of the covariance matrix it is useful to normalize the 
data by dividing each matrix element by its standard deviation. 
 Normalized matrix element  𝐶𝑖𝑗,        
                                                    𝐶𝑖𝑗 = 
𝐶𝑖𝑗
√𝑉𝑎𝑟(𝑖) .𝑉𝑎𝑟(𝑗)
    (𝑖, 𝑗 = 1,2, … , 𝑘)                                          (3.6) 
Variance of ith element is given as 𝑉𝑎𝑟(𝑖). The maximum variation the ith and jth variable can 
have is 𝑉𝑎𝑟(𝑖) and 𝑉𝑎𝑟(𝑗) respectively. Therefore, the correlation between ith and jth variable, 
𝐶𝑖𝑗, can never exceed √𝑉𝑎𝑟(𝑖) . 𝑉𝑎𝑟(𝑗) resulting the maximum value a covariance matrix 
element to one.  For two variables that are uncorrelated, the covariance is zero (Cij = Cji = 0). 
Correlation matrix is symmetric due to the fact, Cij = Cji and it is always real and positive 
definite. 
The main goal of PCA is to reduce the dimensions of the data set while keeping the 
maximum variation of the original dataset. The covariance matrix defines both the spread 
(variance) and the orientation (covariance) of the data set. Hence, a K x K covariance matrix 
along with the mean values of the variables can completely explain a normally distributed K 
dimensional data set. 
Matrix diagonalization is a process of converting a square matrix in to a special type of 
matrix called diagonal matrix, which shares the same fundamental properties of the original 
square matrix. Matrix diagonalization is same as transforming the original variables into a 
special set of new variables, in which the matrix takes the canonical form. In other words, it is 
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same as finding the eigenvalues of the square matrix. These eigenvalues will be the diagonal 
elements of the resulting diagonal matrix. Eigenvectors, results from the diagonalization are the 
new set of variables correspond to the diagonal matrix.  
To represent the correlation matrix with directions and magnitudes (vectors), we need to 
diagonalize the correlation matrix, S. 
                                    𝑆𝑣𝑖⃗⃗⃗  =  𝜆𝑖𝑣𝑖⃗⃗⃗                (𝑖 = 1,2, … , 𝑘)                                            (3.7) 
Where 𝜆𝑖 is a scalar value called eigenvalue and 𝑣𝑖⃗⃗⃗   is the corresponding eigenvector of the 
correlation matrix, S. 
                                                𝑆𝑣𝑖⃗⃗⃗  − 𝜆𝑖𝑣𝑖⃗⃗⃗  = 0                                                                         (3.8) 
                                  (𝑆 − 𝜆𝑖𝐼)𝑣𝑖⃗⃗⃗  = 0                                                                         (3.9) 
Where I is the identity matrix of the same dimensions as S. If 𝑣  is not a null-vector, then 
equation 3.9 can only be define if  (𝑆 − 𝜆𝑖𝐼)  is not invertible. If a square matrix is not invertible 
then its determinant is zero. 
                                  𝐷𝑒𝑡(𝑆 − 𝜆𝑖𝐼) = 0                                                                   (3.10) 
Solving equation 3.10 gives a set of k eigenvalues and their corresponding orthogonal 
eigenvectors.  
3.1.1 Practical Interpretation of eigenvalues and eigenvectors 
Equation 3.7 is valid for each eigenvalue-eigenvector pair of the correlation matrix. 
Equation 3.11 represents the equation 3.8 in matrix notation. 
                                         𝑆𝑉 −  𝐿𝑉 = 0                                                                             (3.11) 
Where V is a K x K matrix where the columns are the eigenvectors of S and L is the diagonal 
matrix where the non-zero (diagonal) elements are the eigenvalues of S. Since L is an 
eigenvalue, eq. 3.11 can be arranged as, 
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                                         𝑆𝑉 −  𝑉𝐿 = 0                                                                                   (3.12) 
Multiplying both sides of the equation by 𝑉−1                                                                                    
                                         𝑆 = 𝑉𝐿𝑉−1                                                                                        (3.13) 
Equation 3.13 presents correlation matrix as a function of its eigenvalues and eigenvectors. 
Equation 3.13 is called the eigen-decomposition of the correlation matrix.  This can be 
obtained using a Singular Value Decomposition algorithm. Diagonalizing the correlation matrix 
decomposes the original correlation matrix into a sequence of rotation and scaling operations on 
original data. The rotation matrix (V) is defined by the eigenvectors of the correlation matrix and 
the scaling matrix (L) is given by the diagonal matrix whose non-zero elements are the 
corresponding eigenvalues.  An eigenvalue of the diagonal matrix represents a variance and the 
eigenvector that correspond to the eigenvalue is a vector that represents the direction of the 
variance. Hence arranging the eigenvalues in the order of highest to the lowest gives an ordered 
orthogonal basis that in the order of greatest variance to the smallest.  
3.1.2 Projection of original data into eigenvectors 
The eigen-decomposition transform the original k correlated variables (X1, X2, … , Xk) in 
to a k new uncorrelated variables Z1, Z2,…..Zk . The transformation matrix is given by, 
                                         V=[ 𝑣𝑖 … 𝑣𝑘 ]                                                                                  (3.14) 
Hence, eigenvectors are given by a k x k matrix. Using this eigenvector matrix, original data set 
may be transformed to matrix Z, 
                                                 Z = VT(x−?̅?)                                                                         (3.15) 
Here x 𝑎𝑛𝑑 ?̅? are k x 1 vectors of observations on the original variables and their means. The 
transformed variables Z are called as principal components or PCs. The ith principal component 
is given by eq. 3.16 will have mean zero and variance 𝜆𝑖. Note that principal components are 
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generally centered at zero. Therefore, all the original variables are subtracted by their mean 
values. The estimated scores for the ith subject on the n th centered PC is,  
                     𝑧𝑛𝑖= 𝑣𝑛1
  (𝑥1𝑖 − 𝑋1̅̅ ̅) + 𝑣𝑛2
  (𝑥2𝑖 − 𝑋2̅̅ ̅)  +…+𝑣𝑛𝑘
  (𝑥𝑘𝑖 − 𝑋𝑘̅̅ ̅)     (n≤ 𝑘)              (3.16)                                                                                                                   
The Main feature of PCA is to reduce the dimensions of the original data set while trying 
to keep the maximum variance of the data set. If all the principal components were kept then 
100% of variance of the original data set can be achieved. The practical purpose of PCA is to 
reduce the dimensions while keeping defined amount of variation of the original data set. If only 
n number of PCs are kept from an original data set of k variables, then the amount of variance 
that remains is given by equation 3.17. 
                                    𝑐 =  
∑ 𝜆𝑖
𝑛
𝑖=1
∑ 𝜆𝑗
𝑘
𝑗=1
                                                                              (3.17) 
3.1.3 Choosing the number of Eigenvalues 
Choosing the number of principal components that represents the original data set is one 
of the key features in PCA. The number of principal components that has a practical significance 
is determined by the eigenvalues One of the simple but arbitrary rules-of-thumb is to consider 
the principal components, which have eigenvalues of one or greater as having practical 
significance. Table 3.1 gives an example of typical set of principal components and eigenvalues 
that and percent variability given by each eigenvalue. In this case, the value of the first three 
eigenvalues are greater than one therefore, the first three components (which account for about 
84% of the total variability) can be taken as components of practical of significance. Another 
rule-of-thumb used to decide the number of practically significant PCs, is to use a Scree plot 
(Figure 3.1). A Scree Plot is a plot of number of principal components versus eigenvalue. The 
way to determine the number of PCs is to ‘keep only PCs before the elbow in the Scree Plot’.  
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For an example, the Scree Plot shown in Figure 3.1 the elbow shape starts at principal 
component 2 or 3, hence, one can pick 2 or 3 PCs. 
Neither of the methods described above are not perfect methods, therefore, most practical 
way to determine the number of PCs is to combine the two methods and find a number of PCs 
that satisfies them both  
Table 3.1: Example of Eigenvalues of the correlation matrix. 
 
Principal 
Component 
     
Eigenvalue 
Percentage of variability     
Component            Cumulative 
1 3.5552 50.788 50.788 
2 1.2704 18.149 68.938 
3 1.0483 14.975 83.913 
4 0.6365 9.093 93.006 
5 0.2943 4.204 97.211 
6 0.1024 1.463 98.674 
7 0.0928 1.326 100.000 
 
 
Figure 3.1: Example of a Scree Plot of PCA eigenvalues.  
 
Elbow Shape 
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3.2 Multiple Linear Regression Model 
Multiple Linear Regression Model (MLR) relates a dependent variable (y) to a set of 
quantitatively independent variables (xi). It is a direct extension of a polynomial regression 
model in one independent variable (14). 
Multiple linear regression model can be written as, 
                              𝑦 =  𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯+ 𝛽𝑘𝑥𝑘 +  𝜀                                  (3.18) 
Here the independent variables, xi can be qualitative independent variables, independent 
variables raised to powers and cross product terms involving the independent variables. The 
simplest type of multi linear regression model is a first-order model. Here there are no cross-
product terms or terms in powers of independent variables. For first-order models, the parameter 
𝛽0 is the y-intercept. The y-intercept may or may not give an interpretation itself, it may be used 
only as a part of the prediction equation. The β1, β2…., βk are called partial slopes. In the first-order 
multiple regression model, β1 represents the expected change in y for a unit increase in 𝑥1 when 
all other 𝑥𝑖  are held constant. To account for deviations of actual y values from their predicted 
values the random error term, 𝜀  is added to the equation. The formal assumptions for the random 
error are, that for all values of i, the errors have expected value zero:𝐸(𝜀𝑖) = 0, the errors all 
have the same variance: 𝑉𝑎𝑟(𝜀𝑖) =  𝜎𝑖
2, the errors are independent of each other and the errors 
are all normally distributed. 
The model is called as the Multiple linear regression model, but as it states above, when 
not used as a first-order model, this model can be used for polynomial models. So, the word 
“linear” here refers to how the βi s are entered in to the model not how the independent 
variables(xi) appear in the model.  
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The problem in regression analysis is to find the best straight-line prediction. Finding the 
best-straight line is based on squared prediction error. This method finds the values of intercept, 
?̂?0 and slopes, ?̂?𝑖that minimizes the total squared prediction error, equation 3.19. 
                 ∑ (𝑦𝑖 − ?̂?𝑖𝑖 )
2 =  ∑ [ 𝑦𝑖 − (?̂?0𝑖 + ?̂?𝑖1𝑥𝑖1  + ⋯+ ?̂?𝑖𝑘𝑥𝑖𝑘)]
2   i = 1, … , n         (3.19) 
                                                      ?̂?𝑖 = ?̂?0 + ?̂?𝑖1𝑥𝑖1 + ⋯+ ?̂?𝑖𝑘𝑥𝑖𝑘                                             (3.20) 
Here, ?̂?𝑖is the predicted dependent variable and ?̂?0 and ?̂?𝑖 are predicted intercept and slope. The 𝑦𝑖  
is the measured dependent variable.  
3.2.1 Basic steps of Multiple Linear Regression 
The underline idea of the Multiple Linear Regression is predicting one continuous 
dependent variable from a set of independent (predictor) variables. There are several methods 
available to construct an optimal regression equation which explains the variance in a continuous 
dependent variable by a set of independent variables.  
Backward elimination was used in the process of selecting a regression line. The 
backward elimination reduces the set of independents to those that are necessary and account for 
as much of the variance as is accounted for by the total set.  Here all the independent variables 
are entered the equation first, equation 3.21. 
                              𝑦 =  𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯+ 𝛽𝑘𝑥𝑘 +  𝜀                                  (3.21) 
Then, k number of tests are carried out to check the hypothesis, 𝐻0𝑗 ∶ 𝛽𝑗 = 0, j=1, 2, …, k . Using 
the F-test value for Fi corresponding for 𝐻0𝑖 ∶ 𝛽𝑖 = 0 or using t-test value where ti value is 
compared to a critical value of t0. There are two possible results from these tests. 
Result 1: If ti < t0 then 𝑥𝑖 can be deleted and the new original model is given in equation 3.22. 
          𝑦 =  𝛽0 + 𝛽1𝑥1 + ⋯+ 𝛽𝑖−1𝑥𝑖−1 + 𝛽𝑖+1𝑥𝑖+1 + ⋯+ 𝛽𝑘𝑥𝑘 +  𝜀                 (3.22)   
Now equation 3.22 is tested again. 
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Result 2: If ti > t0, then the original model is a better chose.               
This elimination process enables to get the reduce set of independent variables from a 
larger set eliminating unnecessary independent variables and predicting the dependent variable 
with variables that are meaningful and has a statistical significance. The variables (xi) are 
considered significant with a 95% of confidence level if p-values<0.05. 
The multiple linear regression equation is constructed from a set of samples (test set) then 
the accuracy of the constructed equation is tested using another set of samples (validation set). 
The data set is divided into two sets so the test set that used to fit the model is different from 
validation set used to evaluate the established model. Different combinations of independent 
variables and the number of samples in test and validation sets are used until the best multiple 
linear regression equation is obtained. 
The validity of MLR model is measured by p value and R2 value. R2, coefficient of 
multiple correlation is a statistical way of measuring how close a dependent variable can be 
predicted using a linear function of a set of independent variables. It is the correlation between 
predicted values of the variables and actual values of the variables. Coefficients of multiple 
correlation lies between 0 and 1. The higher values of the coefficient the better the dependent 
variable is being predicted by independent variables. 
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CHAPTER 4.  RESULTS AND DISCUSSION 
 
4.1 General PCA Classification Scheme 
To visualize the effect of total dose, in aged samples, PCA plots show the pattern of 
radiation aging on different characterization methods. The first step of constructing a PCA plot is 
to construct a correlation matrix using the using the data set of 37 samples and their 
corresponding 7 attributes at each temperature. Then the eigenvalues and eigenvectors of the 
correlation matrix were calculated. The number of principal components that have practical 
significance are determined using eigenvalues. The eigenvectors are constructed from linear 
combinations of original attributes in the data set. The coefficients of each original attribute give 
the index of agreement or disagreement in the original attributes towards the new dimension 
(principal component). Finally, a loading plot where, selected eigenvalues (PCs) and 
corresponding eigenvectors are plotted, is used to visualize the variation of original attributes on 
the selected PCs and a score plot where, selected PCs and samples that were transformed in to 
these PCs are plotted to identify possible grouping and outliers in the sample set. The 
superposition of score and loading plots (bi plot) is used to give an overall description of the 
sample set with respect to original attributes. 
 
4.2 Classification of samples aged at 90 °C 
Table 4.1 shows all the characterization data that results from the characterization 
methods mentioned in Chapter 2, for samples aged at 90 °C.  
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Table 4.1: Characterization data measured on XLPE WC samples aged at 90 °C ordered by 
increasing total dose. 
 
    
 
 
  Row 
Number 
 
 
Days 
Exposed 
(Days) 
Dose 
Rate 
(Gy/h) 
Total 
Dose 
(kGy) 
 OIT 
(min) 
 IM  
(Nm-1) 
Straw % 
Mass Loss 
 
WC  
% 
Mass 
Loss EAB 
WC 
Density 
(g/cm3) 
Straw 
Density 
(g/cm3) 
1 0 0 0.0 48.5 102.6 0.00 0.00 2.5 1.32 1.34 
2 5 130 15.6 45.9 104.5 0.08 0.78 1.6 1.35 1.40 
3 5 140 16.8 42.1 105.6 0.10 0.01 2.1 1.32 1.39 
4 5 230 27.6 37.1 107.3 0.04 0.03 2.2 1.33 1.38 
5 10 130 31.2 37.3 101.6 0.07 0.02 2.1 1.33 1.38 
6 10 140 33.6 35.7 102.5 0.05 0.00 1.5 1.3 1.39 
7 5 350 42.0 35.4 106.5 0.08 0.03 1.3 1.33 1.40 
8 15 120 43.2 32.3 102.9 0.09 0.04 1.7 1.32 1.39 
9 15 150 54.0 30.2 103.3 0.06 0.01 1.5 1.33 1.40 
10 10 230 55.2 30.2 105.6 0.07 0.02 1.3 1.34 1.37 
11 20 120 57.6 28.0 105.2 0.07 0.03 1.5 1.33 1.37 
12 15 170 61.2 27.7 107.2 0.09 0.03 1.9 1.33 1.39 
13 20 140 67.2 26.3 108.2 0.09 0.04 1.5 1.33 1.40 
14 20 150 72.0 25.5 106.7 0.09 0.03 1.6 1.32 1.38 
15 25 120 72.0 27.4 103.1 0.04 0.02 1.1 1.34 1.40 
16 15 210 75.6 25.5 105.6 0.09 0.02 1.5 1.32 1.39 
17 25 130 78.0 25.2 101.6 0.02 0.02 1.4 1.33 1.39 
18 25 130 78.0 26.1 104.2 0.03 0.00 1.9 1.31 1.39 
19 15 230 82.8 25.9 106.0 0.09 0.01 1.8 1.32 1.39 
20 25 160 96.0 23.2 101.9 0.05 0.02 2.2 1.34 1.39 
21 25 170 102.0 23.3 103.7 0.07 0.02 1.9 1.34 1.40 
22 10 450 108.0 26.8 102.0 0.04 -0.01 1.8 1.33 1.39 
23 15 300 108.0 23.2 110.7 0.01 0.01 1.8 1.34 1.40 
24 25 180 108.0 21.3 101.5 0.06 0.02 2.2 1.34 1.39 
25 20 230 110.4 22.7 108.6 0.03 0.01 2.0 1.34 1.39 
26 25 200 120.0 19.0 102.4 0.06 0.00 1.4 1.34 1.39 
27 25 210 126.0 18.4 101.5 0.05 0.00 1.8 1.34 1.40 
28 25 240 144.0 19.2 101.7 0.01 0.01 1.9 1.33 1.39 
29 15 450 162.0 17.0 114.0 -0.01 0.01 1.4 1.32 1.40 
30 20 350 168.0 14.6 110.4 0.07 0.01 1.0 1.32 1.41 
31 25 280 168.0 15.5 104.7 -0.01 0.01 1.0 1.32 1.37 
32 25 300 180.0 15.2 105.3 0.00 -0.01 1.5 1.33 1.38 
33 20 380 182.4 14.8 112.5 0.01 0.01 1.1 1.33 1.38 
34 15 540 194.4 15.0 115.1 0.01 -0.01 0.9 1.34 1.39 
35 25 350 210.0 12.5 105.1 0.00 -0.01 1.7 1.34 1.38 
36 25 490 294.0 11.8 104.8 -0.08 -0.05 1.0 1.34 1.38 
37 25 540 324.0 10.7 111.8 -0.10 -0.05 1.5 1.34 1.37 
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4.2.1 Classification using Eigenvalues   
The eigenvalues resulted from the correlation matrix of data set in Table 4.1 are given in 
Table 4.2. The seven eigenvalues presented in Table 4.2 are ordered from the highest to the 
lowest variability of the data set. Following the rules-of thumb presented in section 3.3, the first 
three principal components give 75.5 % of the total variability. According to the Scree Plot 
shown in Figure 4.1 it is not clear whether keeping two or three principal components is better. 
However, if we choose to keep only two principal components then the total variability of the 
original data set is reduced to 61%. One of the aims of PCA is to reduce the dimensions whiles 
keeping the maximum variability of the original data set, therefore we decided that our data 
matrix is best described by three principal components  
Table 4.2: Eigenvalues of the correlation matrix for samples aged at 90 °C 
 
Principal 
Component Eigenvalue 
     Percentage of variability           
Component                Cumulative 
1 2.7023 38.605 38.605 
2 1.5499 22.142 60.747 
3 1.0357 14.796 75.543 
4 0.6887 9.838 85.380 
5 0.5115 7.307 92.688 
6 0.3551 5.072 97.760 
7 0.1568 2.240 100.000 
 
 
Figure 4.1: Scree Plot of PCA eigenvalues for data analyzed for samples aged at 90 °C.  
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4.2.2 Classification using Eigenvectors   
The eigenvectors, the index of the combined action or contrast of the original dimensions 
are given in Table 4.3. The eigenvectors are scaled from +1 to -1. The variables that have 
statistically significant positive or negative value, (the bolded values in the table) work as an 
index of agreement or disagreement of change in the original variables. For example, the first 
principal component gives high positive values to both WC and Straw % Mass Loss, OIT and 
EAB. Hence, the first PC gives information about the Mass loss effect on thermal 
characterization method and on mechanical characterization methods. The second PC relates to 
straw density, Mass loss in both Straw and WC samples versus EAB and IM, which relates to 
physical property versus mechanical property. The third PC gives relationship about WC 
samples versus IM data, recalling that IM characterization was applied to samples with 
conductor intact.  In addition, the third PC shows a relationship between IM and EAB, which 
represent the mechanical properties of conductor intact versus Straw cables. 
The first three principal components described above give some indications about the 
nature of the differences in aged samples.  In Figure 4.2, a Loading Plot of selected PCs depict 
the above eigenvectors for easy interpretation.  
Table 4.3: Eigenvectors for all seven principal components; PC – Principal component. 
Attributes PC 1 PC 2 PC 3 PC 4 PC 5 PC 6 PC 7 
 OIT 0.48972  -0.21299  -0.08836 0.26350  -0.13975 0.77406  -0.13735 
 IM  -0.31460 0.33384  -0.34664 0.74663 0.30430 0.07311 0.11842 
Straw % Mass Loss 0.52031 0.32494  -0.01047 0.00109  -0.10441  -0.12303 0.77300 
WC % Mass Loss 0.48603 0.31555  -0.03397 0.27732  -0.23201  -0.46115  -0.56538 
EAB 0.34450  -0.43570 0.25582 0.18012 0.73368  -0.23462 0.01624 
WC Density  -0.17245 0.07979 0.86727 0.37602  -0.24540 0.07049 0.07182 
Straw Density 0.07635 0.66470 0.23060  -0.34981 0.47396 0.32813  -0.21095 
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Figure 4.2: Loading Plot of first two PCs, which contribute to 60.7 % of the total variance.  
4.2.3 Special features of PCA plots 
The score plot gives information about grouping or outliers and other patterns in the 
sample set. Analyzing the score plot given in Figure 4.3(a), it is clear that this data matrix can be 
grouped into total dose of high and low samples. The higher total dose samples are towards the 
left side of the plot and the lower total dose samples are towards the right side of the plot. This 
segregation indicates that the radiation could substantially affect the results of characterization 
methods. PCA is a least-squares method, which means that outliers may influence the results 
unduly. It is essential to find and eliminate outliers before making the final PCA analysis, 
therefore. There are two possible outliers appearing in the Score Plot of Figure 4.3(a), labeled as 
Row: 1 and Row: 2. Row: 1 (refer Table 4.1) represents the pristine sample, which has not been 
exposed to thermal, or radiation aging. As a result, one should expect this sample to possess 
deviant properties in comparison with the aged samples. On the other hand. Row: 2 represents a 
sample exposed to thermal and gamma radiation aging but whose characterization properties 
1.0 
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deviate from those of the rest of the aged samples. This sample is regarded as an outlier, 
therefore. Directions in the score plot correspond directly to the directions in the loading plot 
(Figure 4.3(b)). The vertical direction separates the Row 2 from the other samples. Consider 
overlapping the score plot and loading plot. The variables that are in the same area as the outlier 
are the variable that cause the outlier. Therefore, variables far from zero in the vertical direction 
are responsible for the outlier of Row 2. In this case, Straw density and WC % Mass Loss are the 
variables that cause Row 2 an outlier. The data sets for Straw density and WC % Mass Loss were 
analyzed and found that there was a typo in recording data for WC % Mass Loss that cause an 
error in the WC % Mass Loss.  
 
                                      (a)                                                                        (b) 
 
Figure 4.3: (a) Score plot of the first two PCs gives information about grouping of samples. 
Samples in the score plot are color coded from dark to light, where the darkest symbol represents 
the sample with maximum total dose of 320 kGy and the lightest symbol represents 15.6 kGy. 
The color density variation shows the variation of the total dose. The possible outliers are labeled 
according to their row number in Table 1. (b) Loading plot, shows variables causes the outlier. 
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The WC % Mass Loss in Row:2 of the Table 4.1 was corrected as 0.03. Figure 4.4 shows 
a score plot calculated after correcting the WC % Mass Loss data for the sample in Row: 2. 
Comparing Figures 4.3 (a) and 4.4 correcting for the outlier leads to a much better separation 
between samples that were exposed to high and low total doses. All the eigenvalues, 
eigenvectors, given in table 4.2 and 4.3 and the scree plot, loading plot and the superimpose of 
score and loading plots in figure 4.1, 4.2 and 4.5 respectively are derived from calculations made 
after correcting for the outlier. 
 
        
Figure 4.4: Score plot of the same data as shown in Figure 4.3 (a), calculated after correcting the 
data for the outlier at Row: 2. 
 
 
For simultaneous analysis of the variables and objects the score and loading plots can be 
superposed, Figure 4.5. By looking at the positions of highly radiated samples in the plot of 
Figure 4.5, it is easy to understand which variables are responsible for separation of samples 
according to the total dose. OIT, EAB, Straw, and WC % Mass loss are aligned with lower total 
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dose to higher total dose, the positive eigenvector values of these variables in Principal 
Component 1 indicates that they negatively correlate with increasing total dose. On the other 
hand, IM data, which has a negative eigenvalue, is superimposed in Figure 4.5 upon samples of 
higher total dose, indicating positive correlation with increasing total dose. The eigenvalue of 
straw density is extremely small on the horizontal axis, indicating that straw density shows no 
correlation with total dose. By contrast, WC density shows a moderate correlation with the 
increase of total dose. 
 
                          
Figure 4.5: Superposition of score and loading plots. 
4.2.4 Discussion 
Usefulness of PCA as an outlier detector was analyzed here. When working with massive 
data matrixes it is possible to get some incorrect data entries due to human and instrumental 
error. PCA allows identifying the outlier in the score plots and using the superposition of score 
and loading plots it is very convenient to single out the possible attributes that cause the outlier. 
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4.3 Classification of samples aged at 60 °C 
Table 4.4 shows all the characterization data that results from the characterization 
methods mentioned in Chapter 2, for samples aged at 60 °C. Here the samples were aged under 
the same radiation conditions as mentioned in section 4.2, while keeping the radiation 
environment at 60 °C. 
4.3.1 Classification using Eigenvalues   
The eigenvalues resulted from the correlation matrix of data set in Table 4.4 are given in 
Table 4.5. There are seven eigenvalues resulted from the diagonalization of the correlation 
matrix. Following the rules of thumb explained in section 3.3, first three PCs have eigenvalues 
greater than one and they account for 83.9% of the total variability of the sample set. According 
to the scree plot shown in Figure 4.6, the first two PCs describes the variability of the data set. 
However, addition of all three PCs give a cumulative variance of 83% and if only the first two 
PCs were used that will be 68.9%. Therefore, three PCs can be considered as the number of PCs 
with practical significance.  
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Table 4.5: Eigenvalues of the correlation matrix of samples aged at 60 °C. 
 
Principal 
Component 
     
Eigenvalue 
Percentage of variability     
Component            Cumulative 
1 3.5552 50.788 50.788 
2 1.2704 18.149 68.938 
3 1.0483 14.975 83.913 
4 0.6365 9.093 93.006 
5 0.2943 4.204 97.211 
6 0.1024 1.463 98.674 
7 0.0928 1.326 100.000 
 
  
Figure 4.6: Scree Plot of PCA eigenvalues for samples aged at 60 °C.  
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Table 4.4: Characterization data measured on XLPE WC samples aged at 60 °C ordered by 
increasing total dose. 
 
    
 
 
  Row 
Number 
 
 
Days 
Exposed 
(Days) 
Dose 
Rate 
(Gy/h) 
Total 
Dose 
(kGy) 
 OIT 
(min) 
 IM  
(Nm-1) 
Straw % 
Mass Loss 
 
WC  
% 
Mass 
Loss EAB 
WC 
Density 
(g/cm3) 
Straw 
Density 
(g/cm3) 
1 0 0 0.0 48.5 102.6 0.00 0.00 2.5 1.32 1.34 
2 5 130 15.6 47.8 88.4 -0.01 0.00 1.7 1.34 1.34 
3 5 140 16.8 48.4 86.9 0.01 0.01 1.6 1.34 1.33 
4 5 230 27.6 46.0 85.1 0.02 -0.01 2.1 1.34 1.33 
5 10 130 31.2 45.1 92.3 -0.04 0.01 2.1 1.35 1.32 
6 10 140 33.6 43.8 88.4 -0.02 -0.03 1.8 1.35 1.36 
7 5 350 42.0 44.5 87.6 -0.01 -0.01 1.7 1.34 1.33 
8 15 120 43.2 42.2 89.6 -0.04 -0.01 2.2 1.32 1.32 
9 15 150 54.0 40.9 87.9 -0.04 -0.03 1.1 1.34 1.38 
10 10 230 55.2 40.8 91.3 -0.04 -0.03 2.2 1.33 1.31 
11 20 120 57.6 39.1 89.6 -0.07 -0.02 1.3 1.34 1.31 
12 15 170 61.2 39.8 89.7 -0.06 -0.02 2.0 1.33 1.32 
13 20 140 67.2 47.2 91.8 -0.06 -0.04 1.0 1.34 1.35 
14 20 150 72.0 38.3 88.4 -0.06 -0.01 2.2 1.34 1.34 
15 25 120 72.0 39.0 90.5 -0.06 -0.02 1.0 1.33 1.33 
16 15 210 75.6 33.3 87.5 -0.06 -0.03 1.2 1.34 1.33 
17 25 130 78.0 31.9 90.0 -0.11 -0.03 1.1 1.33 1.35 
18 25 130 78.0 37.6 90.4 -0.04 -0.02 1.0 1.33 1.33 
19 15 230 82.8 36.1 90.3 -0.06 -0.04 1.8 1.33 1.34 
20 25 160 96.0 34.5 89.3 -0.08 -0.04 1.7 1.33 1.34 
21 25 170 102.0 35.5 90.3 -0.02 -0.03 0.2 1.32 1.35 
22 10 450 108.0 37.1 89.6 -0.07 -0.05 1.8 1.33 1.34 
23 15 300 108.0 35.0 90.8 -0.09 -0.04 0.7 1.34 1.32 
24 25 180 108.0 33.7 89.2 -0.08 -0.04 0.7 1.31 1.35 
25 20 230 110.4 37.4 91.9 -0.06 -0.04 1.5 1.31 1.35 
26 25 200 120.0 30.8 89.6 -0.06 -0.05 1.3 1.32 1.35 
27 25 210 126.0 32.9 92.6 -0.02 -0.05 0.9 1.33 1.36 
28 25 240 144.0 31.1 93.1 -0.09 -0.06 0.9 1.33 1.31 
29 15 450 162.0 26.2 91.4 -0.15 -0.06 0.8 1.34 1.33 
30 20 350 168.0 24.2 89.0 -0.10 -0.06 0.9 1.34 1.32 
31 25 280 168.0 30.5 96.3 -0.08 -0.07 0.6 1.31 1.33 
32 25 300 180.0 25.8 91.0 -0.13 -0.07 0.4 1.32 1.32 
33 20 380 182.4 24.2 90.7 -0.13 -0.06 1.0 1.33 1.33 
34 15 540 194.4 19.1 92.1 -0.16 -0.09 0.2 1.33 1.33 
35 25 350 210.0 28.1 91.9 -0.18 -0.07 0.7 1.34 1.33 
36 25 490 294.0 21.5 92.8 -0.21 -0.10 0.1 1.34 1.32 
37 25 540 324.0 22.6 95.7 -0.23 -0.12 0.1 1.34 1.33 
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4.3.2 Classification using Eigenvectors   
The first principal component, PC 1 is responsible for the 51% of the total variability of 
the dataset. PC 1 has higher eigenvectors for WC and Straw % Mass Loss, OIT and EAB. It is 
useful to note that the same eigenvectors contribute for the maximum variation in data set aged at 
90 °C (Section 4.2.2). PC 2 has high eigenvectors for IM and WC Density. Therefore, 
information about aged intact cables at 90 °C can be derived using PC 2. PC 3 has higher index 
for EAB and Straw Density, which are physical and mechanical properties of the straw cables. In 
addition, PC 3 gives relatively good index for IM and EAB, where tensile strength and 
compression strength are compared. 
Table 4.6: Eigenvectors for all seven principal components; PC – Principal component 
 PC 1 PC 2 PC 3 PC 4 PC 5 PC 6 PC 7 
 OIT 0.49762 0.07045 0.07597 0.20618 0.27225  -0.20736  -0.76290 
 IM  -0.20785 0.51819 0.47005 0.64512 0.14047 0.04036 0.17259 
WC % Mass Loss  0.50422 0.00577 0.10193  -0.07805 0.22439  -0.60230 0.56226 
Straw % Mass Loss 0.48868 0.18558  -0.06128  -0.12360 0.33483 0.74139 0.21436 
EAB 0.44296 0.02592 0.29491 0.07825  -0.83502 0.11221 0.01335 
WC Density 0.09183  -0.75629  -0.04892 0.60711 0.08674 0.14615 0.14049 
Straw Density 0.10715 0.34554  -0.81840 0.38110  -0.19726  -0.09490 0.07870 
 
4.3.3 Special features of PCA plot 
The score plot shown in Figure 4.7 (a) shows a grouping of samples with respect to total 
dose. Sample with higher to lower total dose are aligned with the direction of PC1 from left to 
right. A similar grouping was observed for samples aged at 90 °C (section 4.2.3).  OIT and EAB 
are oppositely correlated to increase in the total dose of the samples. This implicates that the 
highly radiated the sample, it loses the antioxidants in the sample and are subjected to 
combustion within a short time period. Moreover, becomes weaker in stencil strength due to 
oxidation of bonds where the bulky atoms which cause a steric hindrance for crystal formation. 
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                                       (a)                                                                        (b) 
Figure 4.7: (a) Score plot of the first two PCs of samples aged radially aged at 60 °C. Samples in 
the score plot are color coded from dark to light, where the darkest symbol represents the sample 
with maximum total dose of 320 kGy and the lightest symbol represents 15.6 kGy. The color 
density variation shows the variation of the total dose. (b) Loading plot, for the same data matrix. 
 
                         
Figure 4.8: Superposition of score and loading plots for samples aged at 60 °C. 
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4.3.4 Discussion 
Samples aged at 60 °C shows a similar trend as that of sampled aged at 90 °C. It is clear 
that, for both temperatures WC and Straw Density does not show a considerable correlation with 
total dose. Since mass loss, a parameter that strongly relates to density shows a noticeable 
correlation with total dose, it is useful to analyses the possible errors in density measurements 
that can cause any possible false correlations. These experimental errors in density 
measurements are discussed in section 5.1.  
 
4.4 Classification of combined samples aged at both 60 °C and at 90 °C  
To analyze the effect of temperature on radiation aged cable samples, a set of samples 
were radiated under same radiation conditions but at different temperatures. The data given in, 
respective rows of both Table 4.1 and Table 4.4 are radiation aged for same number of days at 
the same dose rate, but at temperatures 90 °C and at 60 °C respectively. Therefore, the data for 
principal component analysis were taken from combining these two tables in to one table. Since 
the data table used in this analysis is a combination of Table 4.1 and Table 4.4, the combined 
table of data is not presented as a new table to avoid repetition of tables of data. Note that there 
are 37 samples and 14 attributes in this analysis.  
4.4.1 Classification using Eigenvalues 
 The eigenvalues resulted from the correlation matrix of combined data set are given in 
Table 4.7. Considering the values of the eigenvalue and the position of elbow in the scree plot 
(Figure 4.9), it is clear that the first four eigenvalues, which gives a cumulative percentage of 
variability of 76.7%, have a practical significance in representing the original data set. The 
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ability to abstract the useful data from these eigenvalues are discussed under section 4.4.2, 
Classification of eigenvalues. 
Table 4.7: Eigenvalues of the correlation matrix for combined set of samples aged separately at 
90° C and at 60 °C. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9: Scree Plot of PCA eigenvalues for the combined data set of 90° C and at 60 °C. 
Principal 
Component 
 
Eigenvalue 
     Percentage of variability        
Component            Cumulative 
1 6.0433 43.166 43.166 
2 2.2004 15.717 58.884 
3 1.4704 10.503 69.387 
4 1.0304 7.360 76.747 
5 0.8649 6.178 82.925 
6 0.6206 4.433 87.357 
7 0.5328 3.806 91.163 
8 0.3554 2.539 93.701 
9 0.2479 1.771 95.472 
10 0.2203 1.573 97.045 
11 0.1757 1.255 98.300 
12 0.1202 0.859 99.159 
13 0.0876 0.626 99.785 
14 0.0301 0.215 100.000 
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4.4.2 Classification using Eigenvectors 
Table 4.8 shows all 14 principal components and the eigenvectors for each of the PC. 
Eigenvectors of principal component 1 shows a good negative correlation between OIT and 
Straw /WC Mass Loss. The essence of decreasing oxidation induction time is that the samples 
loose more thermo-oxidative substances while aging for higher total dose. Mass loss was 
measured from subtracting mass of the sample after aging from that of before aging (Minitial –
Mfinal). Therefore, negative correlation of mass loss with increasing total dose implements that 
there is an increase in mass with increase of total dose. This indicates that during the radiation 
aging, there are other chemical or physical reaction happens inside the cables that give rise to the 
total mass of the cable. This behavior was observed at the analysis of individual temperatures at 
section 4.2.2 and in section 4.3.2 where EAB also show the similar relationship. This combined 
analysis provides a clear picture that the most variation (PC1) of this combined data set is given 
by the variation of Straw % Mass Loss and OIT due to the reasons discussed above. Elevated 
eigenvalues of IM and WC Density at 60 °C in the second principal component gives 
information about the wire intact aged samples at 60 °C and the other significant eigenvector 
values, such as Straw Density and EAB at 90 °C gives mechanical and Physical properties at 90 
°C. Wire intact sample aging at 90 °C (IM and WC Density) and straw insulator density 
information at 60 °C is given in the third principal component. The fourth principal component 
denotes information about physical properties of the 90 °C wire intact samples. By analyzing all 
four principal components, it is clear only the first principal component gives a comparison 
relationship between the two temperatures. However, other PCs can be useful in case of looking 
in to their highlighted attributes. 
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4.4.3 Special features of the PCA plots 
The score plot and the loading plot for the combined analysis is given in Figure 4.10 (a & 
b). The score plot shows that the combined data was grouped into total dose of high and low 
samples are in agreement with grouping observed for analysis of data at 90 °C and 60 °C. 
Pristine sample stands out of the rest of the samples but is not considered as an outlier for the 
same reasons discussed in section 4.2.3. 
 The main objective of combining the data aged at 60 °C and at 90 °C was to analyze the effect 
of temperature on radiation aging. From the eigenvector analysis in section 4.4.2 it is clear that 
only the PC1 gives an insight to temperature relevance of the aging of cables. Therefore, 
analyzing of PC1 and PC2 is adequate for this purpose. The same attribute measured on samples 
aged at 60 °C and at 90 °C are outlined using ellipses of the same color in Figure 4.10 (b). 
Except for attributes WC Density and IM, it is clear that the eigenvectors of all the other 
attributes measured on samples aged at 60 °C show a higher correlation with radiation aging than 
that of samples aged at 90 °C. WC Density does not show a trend with sample aging and IM data 
at 90 °C shows a higher correlation with radiation aging than that at 60 °C, in opposition to the 
above observations.  This means that the compression modulus (IM) is more weakly affected by 
aging at the aging temperature of 60 °C than at 90 °C         
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                                    (a)           (b) 
Figure 4.10: (a) Score plot, (b) Loading plot of the first two PCs of combined data at 90° C and 
at 60 °C. 
4.4.4 Discussion 
 It should be noted that the percentage of the variability of the first eigenvalue did not 
change tremendously compared to that of first eigenvalues discussed in sections 4.2.1 and 4.3.1. 
As a result, the variation in data between the two aging temperatures are not substantially 
different. However, almost all the attributes aged at 60 °C show slightly more variation with total 
dose when compared with the same attributes for the samples aged at 90 °C. Hence, 60 °C can be 
identified as the temperature that is more vulnerable to aging.  
 
 
 
v
v
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Table 4.8: Eigenvectors for all seven principal components of the combined set of samples aged separately at 90° C and at 60 °C. 
Numbers that are bolded give a larger contribution to the variance in each PC as defined within the JMP software; PC – Principal 
component 
  PC 1 PC 2 PC 3 PC 4 PC 5 PC 6 PC 7 PC 8 PC 9 PC 10 PC 11 PC 12 PC 13 PC 14 
90-OIT 0.36086  -0.13377  -0.11922 0.12248 0.18435 0.17079 0.18394 0.10692  -0.38727  -0.18371 0.19223 0.07501 0.14808  -0.68266 
90-IM  -0.19356 0.20934  -0.39699  -0.18076  -0.00102 0.77517  -0.21403  -0.06377  -0.19585 0.04490  -0.02716 0.14183 0.00703 0.12804 
90-WC% Mass Loss 0.30477 0.21148 0.02250  -0.41256  -0.21412 0.15755 0.05323 0.16594 0.39694  -0.13349  -0.48585  -0.29595  -0.02922  -0.30129 
90-Straw% Mass Loss 0.32463 0.28044 0.07765  -0.17445  -0.18846  -0.01072 0.00906  -0.11581 0.35532 0.04006 0.43436 0.63810  -0.07455  -0.03358 
90-EAB 0.22283  -0.29920 0.20518 0.06077 0.21228 0.06378  -0.85322 0.07713 0.13639 0.03713  -0.04406 0.04612  -0.00489  -0.08881 
90-WC Density  -0.11243 0.02416 0.37883  -0.40725 0.75280 0.13273 0.21810  -0.17490 0.10167 0.01829 0.03872 0.00147 0.04712 0.02317 
90-Straw Density 0.01991 0.58338 0.24588 0.06713 0.04341  -0.01018  -0.12124 0.46454  -0.18895 0.41181 0.27159  -0.28405 0.02469  -0.03842 
 60-OIT 0.37566  -0.08579  -0.02457 0.08898 0.13595 0.16293 0.12267 0.17308  -0.05451  -0.24109 0.15341  -0.17935  -0.72355 0.33563 
60-IM  -0.15051  -0.52989  -0.01442  -0.02758  -0.08275 0.27092 0.24952 0.52522 0.35208 0.32540 0.19162 0.04016 0.09480 0.00839 
60-WC% Mass Loss 0.38861  -0.00047  -0.04511  -0.05636 0.01691 0.03219 0.01627 0.12966  -0.01950  -0.32222 0.14698  -0.14493 0.65079 0.50500 
60-Straw% Mass Loss 0.36760  -0.06866 0.01867  -0.05834 0.07596  -0.08470 0.13670 0.12980  -0.33880 0.45217  -0.53025 0.40069 0.00422 0.21666 
60-EAB 0.33823  -0.14533  -0.19392  -0.04290  -0.05014 0.05231 0.03497  -0.54295 0.07256 0.54497 0.20644  -0.42183 0.02799  -0.01260 
60-WC Density 0.05144 0.25440  -0.50193 0.46030 0.46784  -0.09023 0.04031 0.08463 0.44709 0.06375  -0.15025 0.05514 0.05534  -0.01957 
60-Straw Density 0.06624 0.07605 0.53183 0.59047  -0.13499 0.45187 0.16757  -0.22312 0.12633  -0.01226  -0.17936 0.01920 0.09409 0.02363 
 
 
 
 
 
 
4
0
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4.5 Classification of combined samples aged at both 60 °C and at 90 °C with only 
thermally aged samples. 
To analyze the effect of radiation on radiation aged cable samples at 90 °C and at 60 
°C, a set of samples were only thermally aged and the characteristic methods discussed on 
chapter 2 were performed on them. Four sets of samples were separately thermally aged for 
5, 10, 15 and 20 days. Characterization data for these only thermally aged samples are given 
in Table 4.9. Data matrix for principal component analysis was constructed using Table 4.1, 
Table 4.4 and table 4.9 is given in Table A1 in Appendix A. Note that the Row number, 
which is merely an identification of a sample, is unique for each sample and consistent 
throughout this thesis, but does not give any meaning in terms of aging sample. 
4.5.1 Classification using Eigenvalues 
 The eigenvalues resulted from the correlation matrix of combined data set described 
in section 4.5 are given in Table 4.7. The first eigenvalue, which cover variability of 52.6%, 
of the total variability of the data set and the first four eigenvalues, encase the total variability 
of 81.7%.  Scree plot given in Figure 4.11 shows a clear distinction between the first PC and 
the other three consecutive PCs. Therefore, considering first two PCs as the principal 
components of practical significance is adequate for this matrix. 
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Table 4.10: Eigenvalues of the correlation matrix for combined set of samples radiation, 
thermally aged at 90° C and at 60 °C, and only thermally aged at the same temperatures. 
 
Principal 
Component 
     
Eigenvalue 
Percentage of variability     
Component            Cumulative 
1 7.3614 52.582 52.582 
2 1.5751 11.251 63.833 
3 1.4988 10.705 74.538 
4 0.9993 7.138 81.676 
5 0.6169 4.407 86.082 
6 0.4772 3.408 89.491 
7 0.4647 3.319 92.810 
8 0.3152 2.252 95.062 
9 0.2304 1.645 96.707 
10 0.2037 1.455 98.162 
11 0.1086 0.776 98.938 
12 0.0699 0.499 99.437 
13 0.0483 0.345 99.783 
14 0.0304 0.217 100.000 
 
 
 
Figure 4.11: Scree Plot of PCA eigenvalues for combined set of samples radiation and 
thermally aged at 90 °C and at 60 °C and only thermally aged at the same temperatures. 
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4.5.2 Classification using Eigenvectors 
Table 4.11 shows all 14 principal components and the eigenvectors for each of the 
PCs. In PC1, the significance of eigenvectors follows the same pattern as the significance of 
eigenvectors in PC1, when no only thermally aged samples were presented only with a 
slightly less intensity. Hence, following the discussion on section 4.4.2, it is clear that the 
chemical or physical reaction that give rise to the increase in mass is due to the effect of 
radiation and not necessarily due to an effect in thermal aging. PC 2, pertained to EAB and 
Straw Density at both temperatures, indicates a negative correlation between the tensile 
strength and the physical properties of the samples. This relationship was not observed in 
section 4.4.2, when only thermally aged samples were not added to the data matrix. Hence, a 
relationship between EAB and Straw Density is decreasing with the increase on radiation. PC 
3 shows significant variations in Straw Density and WC % Mass Loss at 90 °C and that of 
IM at 60 °C. However, these attributes that correspond to these variations do not fall in to 
useful categorizations. 
4.5.3 Special features of the PCA plots 
The score plot and the loading plot for the combined data set for 90° C and at 60 °C 
with thermally only sample data are given in Figure 4.12 (a & b). The score plot follows the 
same pattern as of the score plots in the sections 4.2-4.4, where there is a grouping of both 
radiation and thermally aged samples into total dose of high and low samples. In sections 4.4, 
the separation of samples with total dose was coincide with the direction of PC1, whereas 
here the separation is diagonally in between PC1 and PC2. The position of the pristine 
sample is aligned with the thermally and radiation aged samples towards the low total dose. 
This placement of pristine is in perfect agreement considering that the pristine has the lowest 
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total dose. The four samples that are only thermally aged has formed a grouping towards the 
right of the score plot. To understand the affect for this separation, the sample set was 
analyzed separately in its respective temperatures. 
Score and loading plots for samples radiation, thermally aged, and only thermally 
aged at 90 °C are given in Figure 4.14. Here the grouping of score plot is following the same 
pattern as when there are no thermally aged samples in the analysis (section 4.2.3). Only 
thermally aged samples are placed on the lowest side of the total dose in the score plot and 
pristine sample, which has no radiation or thermal aging, is grouped separately. The 
attributes give rise to the separation in total dose are OIT, EAB, Straw, IM and WC % Mass 
loss are same as that of when there are no only thermally aged samples in the analysis. The 
analysis of radiation and thermally aged samples with only thermally aged samples at 60 °C 
are given in Figure 4.15. Unlikely to the similar analysis on 90 °C, at 60 °C the radiation and 
thermally aged samples with only thermally aged samples do not follow the same pattern of 
that of radiation and thermally aged samples without only thermally aged samples. Addition 
of radiation has a major impact on the attribute, IM in PC1. The other attributes that had 
higher correlation when there are no only thermally aged samples in the analysis maintain the 
same high correlation with the addition of only thermally aged samples. Analyzing the data 
sets aged at 90 °C and 60 °C separately, it was clear that the IM data measured in the absence 
of radiation at 60 °C is responsible for the slope change in the score plot. Further, comparing 
the values of IM data measured at 60 °C in Table 4.4 and Table 4.9 it is apparent that when 
there is no radiation, the value of IM data has increased by a magnitude of 10. Hence, the 
addition of radiation at 60 °C has weakened the compression strength of the cable insulation 
material. For samples aged at 90 °C, the difference in IM data between those aged with 
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5 
radiation and without radiation is negligible. The effect of radiation at 60 °C gives higher 
variation on the overall principal component analysis (Figure 4.12) and, as a result, the 
overall PCA plots follow a similar pattern to that when only data for samples aged at 60 °C 
are present.  
 
 
 
 
                                       (a)                                                                           (b) 
Figure 4.12: (a) Score plot, (b) Loading plot of the first two PCs of combined data at 90° C 
and at 60 °C with their thermally only aged samples. 
Only 
thermally 
aged 
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Figure 4.13: Superposition of score and loading plots for of combined data at 90° C and at 60 
°C with their thermally only aged samples. 
 
 
Figure 4.14: (a) Score plot, (b) Loading plot of the first two PCs data at 90 with their 
thermally only aged samples. 
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thermally 
aged 
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Figure 4.15: (a) Score plot, (b) Loading plot of the first two PCs data at 90 °C with their 
thermally only aged samples. 
 
4.5.4 Discussion 
 It should be noted that the effect of samples aged at 60 °C has the most variation in the 
attributes; hence, out of temperatures 90 °C and 60 °C, 60 °C is the temperature that is most 
vulnerable for radiation degradation.  Attribute IM is strongly impacted by the addition of 
radiation for samples aged at 60 °C. 
 
Only 
thermally 
aged 
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Table 4.9: Characterization data for these only thermally aged samples aged at 90 °C and at 60 °C.  
 
    
 
 
  Row 
Number 
 
 
Days 
Exposed 
(Days) 
Dose 
Rate 
(Gy/h) 
Total 
Dose 
(kGy) 
 90-
OIT 
(min) 
 90-IM  
(Nm-1) 
90-
Straw 
% Mass 
 Loss 
 
90-WC  
% Mass 
Loss 
90-
EAB 
90-WC 
Density 
(g/cm3) 
90-
Straw 
Density 
(g/cm3) 
 60-
OIT 
(min) 
 60-IM  
(Nm-1) 
60-
Straw 
%Mass 
 Loss 
 
60-WC  
% Mass 
Loss 
60-
EAB 
60-WC 
Density 
(g/cm3) 
60-
Straw 
Density 
(g/cm3) 
1 0 0 0.0 48.5 102.6 0.00 0.00 2.5 1.32 1.34 48.5 102.6 0.00 0.00 2.5 1.32 1.34 
38 5 0 0.0 
 
 
48.5 97.6 0.04 0.14 1.9 1.32 1.40 53.8 105.0 0.04 0.05 1.90 1.40 1.40 
39 10 0 0.0 48.0 101.8 0.04 0.20 1.6 1.31 1.38 48.4 100.7 0.01 0.08 1.50 1.41 1.39 
40 15 0 0.0 46.8 100.3 0.07 0.20 2.1 1.32 1.37 53.3 100.5 0.03 0.11 1.70 1.38 1.37 
41 20 0 0.0 44.7 99.8 0.08 0.27 2.2 1.31 1.39 53.6 101.4 0.02 0.11 1.40 1.39 1.37 
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Table 4.11: Eigenvectors for all seven principal components of the combined set of samples radiation and thermal aged at 90° C and at 
60 °C and only thermally aged at the same temperatures. Numbers that are bolded has a statistical significance variance; PC – 
Principal component 
  PC 1 PC 2 PC 3 PC 4 PC 5 PC 6 PC 7 PC 8 PC 9 PC 10 PC 11 PC 12 PC 13 PC 14 
90-OIT 0.34010  -0.11098  -0.04989  -0.04914 0.10814  -0.23434 0.28506  -0.08916  -0.35540  -0.00222 0.03591 0.13522  -0.29655  -0.69099 
90-IM -0.23402 0.02005 0.13786  -0.48966 0.43641 0.35720 0.50582 0.29914  -0.08549 0.00598 0.07037 0.04935  -0.01569 0.08769 
90-WC% Mass Loss 0.29544  -0.01126 0.27107  -0.11999 0.31081 0.26242  -0.44818 0.17263 0.10078 0.06986  -0.50623  -0.14508 0.20574  -0.30640 
90-Straw% Mass Loss0.32001 0.12642 0.23572  -0.07749 0.12335 0.15511  -0.29511 0.04123 0.24880  -0.27924 0.46789 0.02245  -0.56621 0.10996 
90-EAB 0.20913  -0.33000  -0.18428 0.38968  -0.11723 0.71759 0.27147  -0.17722 0.13941  -0.06807  -0.00768 0.00969 0.00853  -0.05897 
90-WC Density -0.18727  -0.15097 0.10431 0.59852 0.69366  -0.24427 0.04501 0.00551 0.11320  -0.09152 0.07270 0.03347 0.04419 0.02467 
90-Straw Density -0.02043 0.25056 0.70539 0.21082  -0.17053 0.07033 0.20849  -0.20674 0.01956 0.50667 0.11049  -0.02732 0.00355  -0.06689  
60-OIT 0.34399  -0.14933 0.02775 0.02707 0.08254  -0.12215 0.16987  -0.02717  -0.32200 0.05966  -0.12928  -0.69897  -0.16306 0.40920 
60-IM 0.16413 0.38180  -0.53189 0.05559 0.27424 0.11713  -0.11212 0.02439 0.01499 0.63764 0.16279 0.01840  -0.06431 0.03761 
60-WC% Mass Loss 0.34620  -0.14384 0.10736  -0.02593 0.07047  -0.07481 0.02156  -0.09417  -0.16728 0.10749  -0.31008 0.67592  -0.07441 0.47882 
60-Straw% Mass Loss0.34874  -0.02637 0.08594 0.02486 0.00461 0.02418  -0.08276 0.17578  -0.32640  -0.10052 0.53880 0.06198 0.64760 0.03401 
60-EAB 0.24945  -0.44195  -0.01202  -0.20939  -0.05548  -0.30838 0.19953 0.16778 0.64732 0.28493 0.12569  -0.03911 0.11990  -0.02035 
60-WC Density 0.24648 0.44729  -0.06197  -0.16968 0.17986  -0.09033 0.26857  -0.56542 0.29437  -0.31401  -0.09841  -0.05317 0.27541 0.02445 
60-Straw Density 0.22570 0.43802  -0.02175 0.32426  -0.19902  -0.08328 0.30830 0.63870 0.13261  -0.18918  -0.21416 0.04245  -0.03134 0.00415
4
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4.6   Regression – Construction of universal equation for measuring damage in 
radiation aged samples 
4.6.1 General Regression Classification Scheme 
The general idea in this section is to build multiple regression equations that enable to 
predict an attribute (dependent variable) used in this study in terms of one or more of 
independent variables. The independent variables are Dose Rate, Days Exposed, Total Dose 
and all the attributes measured at 90° C and at 60 °C. Here attributes from both 90° C and at 
60 °C are combined to get possible relationships between these two aging temperatures. The 
data set used here is same as the data set used in section 4.4. The data set consists of data 
from 37 samples. From this set, data from 19 samples were taken as the training set and data 
from the remaining 18 samples were taken as the validation set. The training set was chosen 
from every other sample in increasing order of total dose, to avoid subjective errors.  The 
numerical equations describing the relation between the dependent and independent variables 
were obtained by a multiple linear regression model (MLR). The results of the MLR model 
were assed based on the p value and R2 value. The p value for each independent variable tests 
the null hypothesis that the coefficient is equal to zero. At the 95% of confident level, a low p 
value (< 0.05) indicates that you can reject the null hypothesis. Therefore, the independent 
variables with low p values give meaningful addition to the prediction equation. R2, also 
known as the coefficient of determinant, is a statistical measure of how close the data are to 
the fitted regression line. R2 is defined as the percentage of response variable variation that is 
explained by a linear model. General equation for R2 is given in equation 4.1. 
 R2 = Explained variation / Total variation                                                             (4.1) 
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R2 can take values between 0 and 100%, where 0% indicates that the model explains 
none of the variability of the response data around its mean and 100% indicates that the 
model explains all the variability of the response data around its mean.  
4.6.2 Fitting equations for the training set 
Fourteen attributes (seven on each temperature) were available to be used as 
dependent variables. One attribute was picked at a time as the dependent variable and the 
statistically significant independent variables for each dependent variable were selected using 
a backward elimination procedure. The only dependent variables that could give statistically 
significant models were 60-OIT and 90-OIT. The MLR models for predicting these variables 
are discussed below. 
  
4.6.3 MLR model for 60-OIT 
Predicting 60-OIT from radiation aging conditions 
 The first equation was modeled to predict the 60-OIT value when other experimental 
data are not available and only aging conditions are available. Hence the independent 
variables used here are Days Exposed and Dose Rate. Note that Total dose was added to the 
initial model but was eliminated in the backward elimination process because it was not 
statistically significant. The MLR results for this model are given in Table 4.12. The 
Predictive equation is given in equation 4.2. 
 
60-OIT (min) = (54.35 ± 2.03) + ( -0.570 ± 0.010) Days Exposed (Days)  
                + (-0.040 ± 0.006) Dose Rate (Gy/h), R2 =0.865                                          (4.2) 
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Table 4.12: MLR results for model predicting 60-OIT with aging conditions only.  
Parameter Coefficients Standard Error P 
Intercept 54.35 2.03 <.0001 
Days Exposed -0.570 0.010 <.0001 
Dose Rate -0.040 0.006 <.0001 
 
Equation 4.2 was applied to the validation set and the predicted values were 
calculated. The error (accuracy) of the model is determined by comparing the average actual 
value and the average predicted value as given in equation 4.3. The percent error is 
calculated using equation 4.4. 
Error = Average Actual variable –  Average Predicted variable                        (4.3) 
Percent Error =
(Average Actual variable – Average Predicted variable)
Average Actual variable
∗ 100                (4.4)    
The average error given by the MLR model for predicting 60-OIT using aging 
condition is 1.9 min, which is 5.3%.  The R2 value is only 0.86 but considering the p values 
being much lower than 0.05, equation 4.2 can be the best equation to predict the 60-OIT 
values with respect to aging conditions. 
Predicting 60-OIT from radiation aging conditions and other attributes 
The ability to retrieve the value of one attribute using the known values of one or 
more attributes which were measured under the same radiation aging conditions is a very 
useful concept in cable characterization methods. A backward elimination method was used 
to find the most suitable independent variables that contribute for a statistically significant 
MLR model with radiation aging conditions. Only 60-EAB was eligible to use as an 
independent variable with the radiation conditions with a p value less than 0.05 at 95% 
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confident level. The MLR results for this model are given in Table 4.13. The Predictive 
equation is given in equation 4.5. 
60-OIT (min) = (43.37 ± 5.24) + (-0.389 ± 0.120) Days Exposed (Days) 
                 + (-0.030 ± 0.007) Dose Rate (Gy/h)  
                + (3.840 ±1.718) 60-EAB (dimensionless ratio),     R2 =0.8993                 (4.5)  
Table 4.13: MLR results for model predicting 60-OIT with aging conditions and with the 
attribute, 60-EAB.  
Parameter Coefficients Standard Error P 
Intercept 43.37 5.24 <.0001 
Days Exposed -0.389 0.120 0.0057 
Dose Rate  -0.030 0.007 0.0010 
60-EAB 3.840 1.718 0.0411 
 
Equations 4.3 and 4.4 were used to calculate the average error and percent average 
error of predicting 60-OIT using the model given in equation 4.5. Here the average error is 
2.7 min. which is 7.5% of the average actual OIT value.  Equation 4.5 has a higher R2 value 
but the p value for 60-EAB, 0.04, is close to the default critical value of 0.05. Hence it is 
reasonable to assume the errors given by 60-EAB being so close to be rejected as a 
coefficient, contributes to the increase in error between actual and predicted 60-OIT values. 
Equation 4.5 is not the best equation to represent the prediction of 60-OIT with radiation 
aging conditions, but it was the only equation that has at least one independent measurable 
variable in the prediction equation. 
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4.6.4 MLR model for 90-OIT 
Predicting 90-OIT from radiation aging conditions 
The MLR results for the prediction equation for 90-OIT value when other 
experimental data are not available and only aging conditions are available is given in Table 
4.14 and the prediction equation is given in equation 4.6. 
Table 4.14: MLR results for model predicting 90-OIT with aging conditions only.  
Parameter Coefficients Standard Error P 
Intercept    49.91 1.54 <.0001 
Days Exposed  -0.890 0.075 <.0001 
Dose Rate  -0.038 0.005 <.0001 
 
90-OIT (min) = (49.91 ± 1.54) + ( -0.890 ± 0.075) Days Exposed (Days) 
                    + (-0.038 ± 0.005) Dose Rate (Gy/h)      R2 =0.9449                           (4.6) 
The average error of predicting 90-OIT using equation 4.3 is 0.2 min. This is 0.8% 
error of the actual 90-OIT value. The high R2 value and the p values of all the coefficients 
being much less than 0.05 combined with the low average error proves that equation given in 
4.6 is a good model to calculate 90-OIT for a given radiation aging condition. 
Predicting 90-OIT from radiation aging conditions and other attributes 
MLR was constructed using radiation aging conditions and independent variables 90-
WC % Mass Loss and 90-EAB. These variables were the only independent variables that 
were statistically significant when used with radiation aging conditions. The MLR results for 
this model are given in Table 4.15. The Prediction equation is given in equation 4.3. 
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90-OIT (min) = (40.35 ± 3.54) + (-0.809 ± 0.061) Days Exposed (Days)  
                       + (-0.029 ± 0.005) Dose Rate (Gy/h)  
                       + (9.73 ± 2.85) 90-WC % Mass Loss (dimensionless ratio)   
                       + (3.38 ± 1.42) 60-EAB (dimensionless ratio) R2 =0.9725              (4.7) 
Table 4.15: MLR results for model predicting 90-OIT with aging conditions and with the 
attributes, 90-WC % Mass Loss and 90-EAB. 
Parameter Coefficients Standard Error p 
Intercept 40.35 3.54 <.0001 
Days Exposed  -0.809 0.061 <.0001 
Dose Rate  -0.029 0.005 <.0001 
90-WC % Mass 
Loss 
9.73 2.85 0.0042 
60-EAB 3.38 1.42 0.0321 
  
The error in predicting 90-OIT using equation 4.7 is 1.7 min, which is 7% of the 
average actual error. This percent error is similar to that for 60-OIT. In both cases R2 takes a 
higher value but the EAB in both 60-OIT and 90-OIT being close to the critical value 0.05, 
could increase the error.  
Predicting 90-OIT from radiation aging conditions and with respect to 60-OIT 
Prediction of a variable aged at one temperature using the measurement of the same 
variable aged at a different temperature is very useful in identifying temperature effects on 
characterization methods. Using a MLR model, 90-OIT was predicted using 60-OIT and 
radiation aging conditions. MLS results are given in table 4.16 and equation 4.8 gives the 
prediction equation. 
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90-OIT (min) = (23.84 ± 8.30) + (-0.617 ± 0.105) Days Exposed (Days) 
                + (-0.017 ± 0.007) Dose Rate (Gy/h) 
                + (0.480 ± 0.151) 60-OIT (min),  R2 =0.9670                                       (4.8) 
Table 4.16: MLR results for model predicting 90-OIT with aging conditions and with the 
attribute, 60-OIT.  
Parameter Coefficients Standard Error p 
Intercept 23.84 8.30 0.0116 
Days Exposed  -0.617 0.105 <.0001 
Dose Rate  -0.017 0.007 0.0181 
60-OIT 0.480 0.151 0.0063 
 
The average error of the equation 4.8 is -0.7 min and accounts for 3% of the average 
actual OIT value. With R2 at a higher value of 0.9670 and all the p values for the coefficients 
being e critical value of 0.05, equation 4.8 can be taken as a good equation for predicting 90-
OIT with respect to 60-OIT under different aging conditions. 
 
4.6.5 Discussion 
Prediction of a dependent variable when the aging conditions are known or when aging 
conditions and other variable/s are known is useful in fields where destructive 
characterizations methods are not feasible all the time. Also, if the data from one 
characterization method is already available then the results from a different characterization 
method can be calculated using the equations formulated by the MLR model. The intercept of 
the prediction equation is the expected mean value of the dependent variable when all the 
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independent variables are equal to zero. If the independent variables in the prediction 
equation can never be zero, then the intercept of the prediction equation has no intrinsic 
meaning. In equations 4.2 and 4.6 the intercept gives the expected mean value of dependent 
variable when all the independent variables are zero, which is close to the value of the 
pristine. In equations 4.5, 4.7 and 4.8, the intercept has no intrinsic meaning since the 
independent variables other than dose rate and days exposed cannot necessarily be zero. 
Linear relationships to predict 90-OIT (min) and 60-OIT (min) were obtained within the 
range of dose rates 0 – 540 Gy/h and the range of days exposed of 5 – 25 days. Therefore, the 
prediction equations stated above are valid for use within the same ranges of dose rates and 
days exposed. 
When comparing the prediction values for OIT at 90° C and at 60 °C only using 
aging conditions as coefficients, it is apparent that OIT values predicted at 90° C have lower 
average error. The average error in predicted OIT values in both temperatures increases as 
additional independent variables are added. However, the overall error in predicted OIT 
values for both temperatures is low (less than 8%). This confirms that any of the MLR 
equations presented in this section are acceptable as regressions equation for predicting OIT 
values. 
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CHAPTER 5.  SUMMARY AND CONCLUSIONS 
 
5.1 Summary of Research 
Samples aged in the presence of gamma radiation at both 60 °C and at 90 °C show a 
lack of correlation between their measured density and the total radiation dose to which they 
were exposed, for both WC and straw samples (section 4.3.4). The average densities and 
standard deviations of density measurements are given in Table 5.1 and show that there is not 
much variation in the measurement. 
The Pearson correlation plots for the above attributes with total dose are given in 
Figure 5.1. Here the correlation coefficients (r) are calculated to a confidence level of 95%.  
It is clear that none of these attributes shows a correlation at 95% confidence level. 
 
Table 5.1: Average and standard deviations for density measurements measured on both 
straw and conductor intact cable insulation materials. 
 Average density (g/cm3) Standard Deviation 
(±)(g/cm3) 
Straw cable at 90 °C 1.39 0.01 
WC cable at 90 °C 1.33 0.01 
Straw cable at 60 °C 1.33 0.02 
WC cable at 60 °C 1.33 0.01 
 
59 
 
 
Figure 5.1: Pearson correlation plots of measured straw/WC sample density with total dose to 
which they were exposed, at both 90 °C and 60 °C. 
Possible reasons for the lack of correlation between these parameters may be the size of the 
cable insulator sample used to measure density and the liquid used for immersing the sample. 
The insulation samples were cut into ~1 cm lengths and then each piece was split lengthwise 
into three pieces. Hence, the mass of the final sample was in the region of 15 – 300 mg. 
When using Archimedes’ principle to measure the density, the up-thrust from the immersing 
liquid can be measured more accurately if the sample is heavy. However, the sample masses 
used here were likely not sufficiently large to give a repeatable up-thrust for the same 
sample. Ethanol was used as the immersant to avoid air bubble formation on the sample 
surface. However, the volatility of ethanol can give changes to its density, which can 
propagate into the errors in the calculated density of the sample. To avoid this error, the 
density of ethanol was measured at different intervals and the average value was used in the 
calculation of sample density. 
The identification of outliers in the data set is a reliable and a significant feature in 
PCA. Identification of an outlier and the attribute(s) that cause it permits it to be eliminated 
so that the overall quality of the data is improved. This feature has been exemplified in 
section 4.2.3 of this thesis.  
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In PCA, it is possible to analyze various meaningful combinations of the same sample 
set. Sections 4.2 and 4.3 give the information about the attribute response to two different 
aging temperatures. When these two sample sets are combined together, in section 4.4, we 
can draw conclusions about the temperature effect on the cable polymer aging. 
For all four sections of this thesis that are concerned with data classification via PCA 
(sections 4.2 - 4.5), the loading plots and score plots are plotted for two PCs: PC1 and PC2. 
The combinations of other PCs, such as PC2 vs PC3, PC2 vs PC4…etc., have also been 
analyzed but in these analyzes it was not possible to derive any special features that give rise 
to aging.  It is important to note that the coefficients of IM and WC Density and Straw 
Density have statistically significant values, Tables 4.3, 4.6, 4.8 and 4.11. hence should have 
been analyzed as principal coefficients of interest.  Principal component analysis depends on 
the accuracy of the data, however, and as described earlier in this section, the density 
measurements are not very accurate. Hence, PC3 which shows the relationships with density 
was not analyzed in detail and extensive plots of additional PC analysis are not presented in 
this thesis. Some examples of score and loading plots are given in Appendix B, however, for 
four combinations of PCs from the data given in section 4.5. 
Multiple regression analysis models provide a satisfactory result for predicting the 
outcome of OIT measurements on XLPE samples whose radiation aging conditions are 
known and fall within the bounds of radiation conditions studied here. Unfortunately, the 
model could not provide statistically satisfied models for data measured using other 
characterization methods. This may be due to the lack of sensitivity of the other 
characterization methods to material property changes resulting from the thermal and 
radiation aging.  
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5.2 Conclusions / Future work 
PCA is indeed a useful statistical method to abstract special features from a data set 
with a high number of attributes. The ability to group features of similar kinds, and find 
outliers in the data set, are special characteristics of the method. The most attractive feature 
of PCA is the ability to plot the whole data set in one or more 2D plots, and by analyzing 
each plot one can expose all the information embedded in the data set. Having one plot that 
reveals groupings and outliers with the attributes that cause those is a distinguishing feature 
that cannot be observed in Pearson correlation plots or any other correlation related plots.   
From PCA applied to analyze data measured upon aged XLPE samples, in this work, 
OIT is shown to exhibit a strong correlation with aging conditions, as eminent in PCA plots. 
The strong correlation between OIT and the aging conditions is a strong factor in obtaining a 
satisfactory MLR model relating OIT and aging conditions. 
A multiple linear regression model is very effective for predicting dependent 
variables using independent variables. The accuracy of the prediction model depends on the 
accuracy of the data that are used to construct the prediction model. For example, in this data 
set we were able to build prediction models for OIT data only, due to the reason that other 
variables do not show sufficiently good correlations with aging conditions, over the range of 
aging conditions studied.  However, the above argument may not correct. The reason for this 
is that we have tested the model for only a linear relationship, but we have not analyzed the 
model for polynomial relationships. In future, it would be useful to analyze the polynomial 
relationships between the dependent and independent variables before coming to a 
conclusion that only OIT gives a satisfactory MLR model.  
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Finally, we can come to a conclusion that samples are more susceptible to aging at 60 
°C than at 90 °C which is shown by the increase in variation in almost all the attributes with 
total dose aged at 60 °C comparing to that of samples aged at 90 °C. In PCA, for both aging 
temperatures, OIT shows the largest variation with total dose. This indicates that OIT is a 
good indicator to identify the degradation of nuclear power plant cable insulation material. 
Furthermore, OIT was the only attribute that gives a satisfactorily prediction equations using 
the MLR model. This is due to the adequate variation in OIT with aging conditions. 
Combining the results gained from both PCA and MLR, it is clear that OIT is indeed a good 
characterization method to identify the degradation of nuclear power plant cable insulation 
material. 
63 
 
REFERENCES 
(1) The official website of the Nuclear Energy Institute: https://www.nei.org/Knowledge-
Center/Nuclear-Statistics/US-Nuclear-Power-Plants.  Accessed 14 July 2017 
(2) D. J. Naus, C. B. Oland, B. R. Ellingwood, ‘Report on Aging of Nuclear Power Plant 
Reinforced Concrete Structures’ Division of Engineering Technology Office of Nuclear 
Regulatory Research U.S. Nuclear Regulatory Commission Washingtson, DC. 
(3) International Atomic Energy Agency Series, ‘Assessing and Managing Cable Aging in 
Nuclear Power Plants’; No. NP-T-3.6, International Atomic Energy Agency, PO Box 100 
1400 Vienna, Austria. 
(4)  K.L Simmons, L.S. Fifield, M.P. Westman, J. R. Tedeschi, A.M. Jones, M. Prowant, A. 
F. Pardini, P. Ramuhalli, ‘Determining Remaining Useful Life of Aging Cables in Nuclear 
Power Plants- Interim Status for FY2014, Milestone Report M3LW-140R04022, Pacific 
Northwest National Laboratory Richland, Washington 99352.   
(5)  K. Pearson  "On Lines and Planes of Closest Fit to Systems of Points in 
Space,"  Philosophical Magazine. 2 (11), 559–572, 1901. 
(6) H. Hotelling “Analysis of a complex of statistical attributes into principal 
components”. Journal of Educational Psychology, 24, 417–441, and 498–520, 1933. 
(7) J.V. Gulmine and L. Akcelrud, "Correlation between structure and accelerated artificial 
ageing of XLPE", Eur. Polym. J, Vol.42, pp. 553-562, Mar 2006. 
(8) J. N. R. Jeffers, (1967) “Two Case Studies in the Application of Principal Component 
Analysis” Journal of the Royal Statistical Society. Series C (Applied Statistics), Vol. 16, 
No. 3 (1967), pp. 225-236. 
(9) I.T. Jolliffe IT (2002) “Principal Component Analysis” New York: Springer Verlag. 
(10) S. Wold, K. Esbensen, P. Geladi, “Principal Component Analysis” Chemometrics and 
Intelligent Laboratory Systems, 2 (1987) 37-52. 
(11)  F. Khabbaz, A.-C. Albertsson and S. Karlsson, "Chemical and morphological changes of 
environmentally degradable polyethylene films exposed to thermo-oxidation", Polym. 
Degrad. Stab., Vol. 63, pp. 127-138, 1999. 
(12) JMP®, Version 12.0.1. SAS Institute Inc., Cary, NC, 1989-2007. 
64 
 
(13) Liu, Jin Jin, et al. "Simultaneous quantitative analysis of three components in mixture 
samples based on NIR spectra with temperature effect." Analytical Methods 9.13 (2017): 
2076-2081. 
(14) Morais, Camilo LM, et al. "Determination of serum protein content using cell phone 
image analysis." Analytical Methods 8.34 (2016): 6458-6462. 
(15) Jiang, Haihong, et al. "Potential Pathogenesis and Biomarkers of Kidney Cancer-Related 
Stroke." Medical Science Monitor: International Medical Journal of Experimental and 
Clinical Research 23 (2017): 2292. 
(16) Ott, R., L., Longnecker, M., ‘An Introduction to Statistical Methods and Data Analysis’, 
Fifth edition, Thompson Learning Inc. 
(17) S. Liu, L. Fifield “Methods for setting up accelerating aging setup” manuscript in 
preparation. 
(18) E. M. Arvia, R. T. Sheldon, N. Bowler, “A Capacitive Test Method for Cable Insulation 
Degradation Assessment”, Annual Report Conference on Electrical Insulation and 
Dielectric Phenomena, 2004. 
(19) D. M. William, D. Puterbaugh, “Extended material testing research and technical 
enhancements of IPAM3 equipment for determining aging of wire insulation in aircraft”, 
Research and Development Washington, DC 20591.  
 
 
 
 
 
 
 
67 
 
APPENDIX A 
 
CHARACTERIZATION DATA MEASURED ON XLPE SAMPLES AGED AT 90 °C AND AT 60 °C WITH RADIATION 
AND WITHOUT RADIATION AGING 
Table A1: Characterization data measured on XLPE samples aged at 90 °C and at 60 °C with radiation and without radiation aging. 
 
    
 
 
  Row 
Number 
 
 
Days 
Exposed 
(Days) 
Dose 
Rate 
(Gy/h) 
Total 
Dose 
(kGy) 
 90-
OIT 
(min) 
 90-IM  
(Nm-1) 
90-
Straw 
% Mass 
 Loss 
 
90-WC  
% Mass 
Loss 
90-
EAB 
90-WC 
Density 
(g/cm3) 
90-
Straw 
Density 
(g/cm3) 
 60-
OIT 
(min) 
 60-IM  
(Nm-1) 
60-
Straw 
%Mass 
 Loss 
 
60-WC  
% Mass 
Loss 
60-
EAB 
60-WC 
Density 
(g/cm3) 
60-
Straw 
Density 
(g/cm3) 
1 0 0 0.0 48.5 102.6 0.00 0.00 2.5 1.32 1.34 48.5 102.6 0.00 0.00 2.5 1.32 1.34 
2 5 130 15.6 45.9 104.5 0.08 0.78 1.6 1.35 1.40 47.8 88.4 -0.01 0.00 1.7 1.34 1.34 
3 5 140 16.8 42.1 105.6 0.10 0.01 2.1 1.32 1.39 48.4 86.9 0.01 0.01 1.6 1.34 1.33 
4 5 230 27.6 37.1 107.3 0.04 0.03 2.2 1.33 1.38 46.0 85.1 0.02 -0.01 2.1 1.34 1.33 
5 10 130 31.2 37.3 101.6 0.07 0.02 2.1 1.33 1.38 45.1 92.3 -0.04 0.01 2.1 1.35 1.32 
6 10 140 33.6 35.7 102.5 0.05 0.00 1.5 1.3 1.39 43.8 88.4 -0.02 -0.03 1.8 1.35 1.36 
7 5 350 42.0 35.4 106.5 0.08 0.03 1.3 1.33 1.40 44.5 87.6 -0.01 -0.01 1.7 1.34 1.33 
8 15 120 43.2 32.3 102.9 0.09 0.04 1.7 1.32 1.39 42.2 89.6 -0.04 -0.01 2.2 1.32 1.32 
9 15 150 54.0 30.2 103.3 0.06 0.01 1.5 1.33 1.40 40.9 87.9 -0.04 -0.03 1.1 1.34 1.38 
10 10 230 55.2 30.2 105.6 0.07 0.02 1.3 1.34 1.37 40.8 91.3 -0.04 -0.03 2.2 1.33 1.31 
11 20 120 57.6 28.0 105.2 0.07 0.03 1.5 1.33 1.37 39.1 89.6 -0.07 -0.02 1.3 1.34 1.31 
12 15 170 61.2 27.7 107.2 0.09 0.03 1.9 1.33 1.39 39.8 89.7 -0.06 -0.02 2.0 1.33 1.32 
13 20 140 67.2 26.3 108.2 0.09 0.04 1.5 1.33 1.40 47.2 91.8 -0.06 -0.04 1.0 1.34 1.35 
14 20 150 72.0 25.5 106.7 0.09 0.03 1.6 1.32 1.38 38.3 88.4 -0.06 -0.01 2.2 1.34 1.34 
15 25 120 72.0 27.4 103.1 0.04 0.02 1.1 1.34 1.40 39.0 90.5 -0.06 -0.02 1.0 1.33 1.33 
16 15 210 75.6 25.5 105.6 0.09 0.02 1.5 1.32 1.39 33.3 87.5 -0.06 -0.03 1.2 1.34 1.33 
17 25 130 78.0 25.2 101.6 0.02 0.02 1.4 1.33 1.39 31.9 90.0 -0.11 -0.03 1.1 1.33 1.35 
18 25 130 78.0 26.1 104.2 0.03 0.00 1.9 1.31 1.39 37.6 90.4 -0.04 -0.02 1.0 1.33 1.33 
19 15 230 82.8 25.9 106.0 0.09 0.01 1.8 1.32 1.39 36.1 90.3 -0.06 -0.04 1.8 1.33 1.34 
20 25 160 96.0 23.2 101.9 0.05 0.02 2.2 1.34 1.39 34.5 89.3 -0.08 -0.04 1.7 1.33 1.34 
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21 25 170 102.0 23.3 103.7 0.07 0.02 1.9 1.34 1.40 35.5 90.3 -0.02 -0.03 0.2 1.32 1.35 
22 10 450 108.0 26.8 102.0 0.04 -0.01 1.8 1.33 1.39 37.1 89.6 -0.07 -0.05 1.8 1.33 1.34 
23 15 300 108.0 23.2 110.7 0.01 0.01 1.8 1.34 1.40 35.0 90.8 -0.09 -0.04 0.7 1.34 1.32 
24 25 180 108.0 21.3 101.5 0.06 0.02 2.2 1.34 1.39 33.7 89.2 -0.08 -0.04 0.7 1.31 1.35 
25 20 230 110.4 22.7 108.6 0.03 0.01 2.0 1.34 1.39 37.4 91.9 -0.06 -0.04 1.5 1.31 1.35 
26 25 200 120.0 19.0 102.4 0.06 0.00 1.4 1.34 1.39 30.8 89.6 -0.06 -0.05 1.3 1.32 1.35 
27 25 210 126.0 18.4 101.5 0.05 0.00 1.8 1.34 1.40 32.9 92.6 -0.02 -0.05 0.9 1.33 1.36 
28 25 240 144.0 19.2 101.7 0.01 0.01 1.9 1.33 1.39 31.1 93.1 -0.09 -0.06 0.9 1.33 1.31 
29 15 450 162.0 17.0 114.0 -0.01 0.01 1.4 1.32 1.40 26.2 91.4 -0.15 -0.06 0.8 1.34 1.33 
30 20 350 168.0 14.6 110.4 0.07 0.01 1.0 1.32 1.41 24.2 89.0 -0.10 -0.06 0.9 1.34 1.32 
31 25 280 168.0 15.5 104.7 -0.01 0.01 1.0 1.32 1.37 30.5 96.3 -0.08 -0.07 0.6 1.31 1.33 
32 25 300 180.0 15.2 105.3 0.00 -0.01 1.5 1.33 1.38 25.8 91.0 -0.13 -0.07 0.4 1.32 1.32 
33 20 380 182.4 14.8 112.5 0.01 0.01 1.1 1.33 1.38 24.2 90.7 -0.13 -0.06 1.0 1.33 1.33 
34 15 540 194.4 15.0 115.1 0.01 -0.01 0.9 1.34 1.39 19.1 92.1 -0.16 -0.09 0.2 1.33 1.33 
35 25 350 210.0 12.5 105.1 0.00 -0.01 1.7 1.34 1.38 28.1 91.9 -0.18 -0.07 0.7 1.34 1.33 
36 25 490 294.0 11.8 104.8 -0.08 -0.05 1.0 1.34 1.38 21.5 92.8 -0.21 -0.10 0.1 1.34 1.32 
37 25 540 324.0 10.7 111.8 -0.10 -0.05 1.5 1.34 1.37 22.6 95.7 -0.23 -0.12 0.1 1.34 1.33 
38 5 0 0.0 
 
 
48.5 97.6 0.04 0.14 1.9 1.32 1.40 53.8 105.0 0.04 0.05 1.90 1.40 1.40 
39 10 0 0.0 48.0 101.8 0.04 0.20 1.6 1.31 1.38 48.4 100.7 0.01 0.08 1.50 1.41 1.39 
40 15 0 0.0 46.8 100.3 0.07 0.20 2.1 1.32 1.37 53.3 100.5 0.03 0.11 1.70 1.38 1.37 
41 20 0 0.0 44.7 99.8 0.08 0.27 2.2 1.31 1.39 53.6 101.4 0.02 0.11 1.40 1.39 1.37 
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APPENDIX B 
 
SUPERPOSITION PLOTS FOR ADDITIONAL PCS, ANALYZED ON 
CHARACTERIZATION DATA MEASURED ON XLPE SAMPLES AGED AT 90 °C 
AND AT 60 °C WITH RADIATION AND WITHOUT RADIATION AGING 
 
 
Figure B1: Superposition plots of PC1 to PC4 analyzed on characterization data measured on 
XLPE samples aged at 90 °C and at 60 °C with radiation aging. 
 
 
