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INTEGRAL CLOSURE OF IDEALS IN EXCELLENT LOCAL RINGS
(A corrected version)
Donatella Delfino and Irena Swanson
This paper was published in J. Algebra, 187 (1997), 422-445. We are grateful to Ray
Heitmann for pointing out that Theorem 2.7 in the published version is wrong. Fortunately,
the main results of the paper are still true. We give new proofs here.
1 Introduction
In [1] Brianc¸on and Skoda proved, using analytic methods, that if I is an ideal in the
convergent power series ring C{x1, . . . , xn} then In, the integral closure of In, is contained
in I. Extensive work has been done in the direction of proving “Brianc¸on-Skoda type
theorems”, that is, statements about I t being contained in (I t−k)#, where k is a constant
independent of t, and # is a closure operation on ideals (cf. [5], [6], [8], [11]).
In this paper we study the following related problem: given an ideal I of a Noetherian
local ring (R,m), find a “linear” integer-valued function f(n) such that I +mn ⊆ I+mf(n)
for all n or for all sufficiently large n.
An element x of R is said to be in the integral closure J of an ideal J if it satisfies a
relation of the form xn+α1x
n−1+α2xn−2+. . .+αn = 0, with αt ∈ J t for all t. We first observe
that if (R,m) is a noetherian local ring which is complete in the m-adic topology, then
there exists an integer-valued function f(n), with limn→∞ f(n) = ∞, such that I +mn ⊆
I + mf(n). To see this, we use the fact that I = ∩
V
φ
V
−1(IV ), where the intersection is
over all discrete valuation domains V which are R algebras via φ
V
and whose maximal
ideal contracts to m. With this it is easily shown that ∩
n
I +mn = I. By Chevalley’s
theorem ([12, p. 270]) (for R/I and the descending sequence of ideals {I +mn / I}n) then
I +mn ⊆ I + mf(n) for some function f(n) such that limn→∞ f(n) = ∞. Chevalley’s
theorem does not help in determining the order of growth of f(n), and, in fact, it cannot
because it takes into account only the topology determined by a given descending sequence
of ideals. By also considering the algebraic properties of the sequence we prove a stronger
statement:
The main theorem. Let (R,m) be an excellent local ring. Let I be an ideal of R. Then
there exists a positive integer c such that
I +mn ⊆ I +m⌊n/c⌋ for all n.
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If I is m-primary, then the theorem holds trivially. Indeed, large powers of m are
contained in I, so I +mn = I ⊆ I +mn if n >> 0.
Rees proved in [7] that if J is an ideal of an analytically unramified local noetherian
ring then Jn ⊆ Jn−k for a constant k and all n ≥ k. If J = m then Rees’ theorem yields a
special case of the main theorem of this paper.
In general we only know the existence of a positive integer c for which the theorem is
satisfied, but we can give an explicit bound for some classes of ideals (see Examples 4.1,
4.2, Proposition 3.2).
Our proof of the main result would be greatly simplified (see comments after Proposition
3.8) if we could use the following conjecture, known as the Linear Artin Approximation
Theorem:
Conjecture 1.1 (Linear Artin Approximation Theorem) Let (R,m, k) be a complete local
ring. Suppose we have a system of (finitely many) equations in t variables over R and we
know that the system has a solution Z modulo ml. Assume that if J is the ideal generated
by the polynomials defining the equations, then J ∩ R = (0). Then the system has a true
solution U such that Z − U ∈ m⌊l/c⌋Rt, where c is a constant independent of l.
The Linear Artin Approximation theorem was announced by Spivakovsky in [10]. How-
ever, there is no proof of the theorem, in that generality, in the literature. Lejeune-Jalabert
and Hickel proved the case when the ring is an isolated hypersurface singularity (cf. [3],
[2]) and gave an explicit bound for c. We use Lejeune-Jalabert’s bound in Example 4.12.
We get around using the general Linear Artin Approximation Theorem by actually proving
a special case of it in the process (see comment after Proposition 3.8).
We close the introduction by summarizing the structure of this paper. Section 2 proves
that it suffices to show that the main theorem holds for principal ideals in complete inte-
grally closed domains. Section 3 is devoted to the proof of the main theorem for principal
ideals in rings as above and also contains the proof of a special case of the Linear Artin
Approximation Theorem. Section 4 provides explicit bounds for the constant c in several
cases of interest.
The authors are grateful to Melvin Hochster and Craig Huneke for many conversations
regarding this material. We learned much from Professor Hochster’s insight.
2 Some reductions
In this section we prove that it is sufficient to prove the main theorem in case (R,m) is a
complete normal (that is, integrally closed) local domain and I is a principal ideal. We do
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this in several steps.
We start with a lemma which may justify the modified notation (⋆) below:
Lemma 2.1 Let R be a Noetherian ring and I and J arbitrary ideals. Let K be the radical
of J . Then there exists an integer valued f(n) tending to infinity such that I +Kn ⊆
I +Kf(n) for all n if and only if there exists an integer valued g(n) tending to infinity such
that I + Jn ⊆ I + Jg(n) for all n.
Moreover, f grows linearly if and only if g does.
Proof: As R is Noetherian, there exists an integer k such that Kk ⊆ J .
First we assume the existence of f . Then
I + Jn ⊆ I +Kn ⊆ I +Kf(n) ⊆ I + J⌊f(n)/k⌋.
Now we assume the existence of g. Then
I +Kn ⊆ I + J⌊n/k⌋ ⊆ I + Jg(⌊n/k⌋) ⊆ I +Kg(⌊n/k⌋).
In both cases it is clear that linear growth of one function implies the linear growth of
the other.
We now set up some notation to express this and other more general cases: In a Noethe-
rian ring R with ideals I and J we consider the existence of a constant c such that
I + Jn ⊆ I + J⌊n/c⌋ (⋆)
for all n. If there exists such a c, we say that (⋆) holds in R for I and J .
With this, the lemma implies that (⋆) holds in (R,m) for I and an m-primary ideal if
and only if the main theorem holds in R.
We use notation (⋆) also in the following reduction to the principal ideal case:
Proposition 2.2 If (⋆) holds in every excellent local ring (R,m) for every principal ideal
I and for m, then (⋆) holds in every excellent local ring (R,m) for every ideal I and for m.
Proof: Let I be an arbitrary ideal in an excellent local ring (R,m). We want to prove that
(⋆) holds in R for I and m.
We first let S be the extended Rees ring R[It, t−1], where t is an indeterminate over
R. Let M be the maximal homogeneous ideal mS + ItS + t−1S of S. As S is a finitely
generated R algebra, S and SM (localization at M) are both excellent rings. Moreover
IS ⊆ t−1S. By assumption (⋆) holds in SM for t−1SM and MSM . This means that there
exists a positive integer c such that
t−1SM +MnSM ⊆ t−1SM +M ⌊n/c⌋SM
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for all n.
Now let x be in I +mn. Then as R ⊆ SM , x ∈ ISM +MnSM ⊆ t−1SM +MnSM ⊆
t−1SM +M ⌊n/c⌋SM . To finish the proof it thus suffices to show
(
t−1SM +M ⌊n/c⌋SM
)
∩R =
I + m⌊n/c⌋. First observe that by the one-to-one correspondence of M-primary ideals in
S and MSM primary ideals in SM we have
(
t−1SM +M ⌊n/c⌋SM
)
∩ S = t−1S +M ⌊n/c⌋.
Thus it suffices to prove that
(
t−1S +M ⌊n/c⌋
)
∩ R = I + m⌊n/c⌋. But IS + M ⌊n/c⌋ =
IS + (mS + It)⌊n/c⌋ is a graded ideal whose graded piece of degree 0 is I + (m)⌊n/c⌋, which
finishes the proof.
Thus from now on we may assume that I is a principal ideal. The next goal is to replace
R by a complete Noetherian local domain. The first step is to pass to the completion of R.
This will ensure that all the relevant finitely generated R-algebras which are reduced have
module-finite integral closures in their total rings of fractions. We use this property on
Rred, the quotient of R by the ideal
√
0 of the nilpotent elements. By using the Artin-Rees
lemma we conclude that then the main theorem holds in R if it holds in the integral closure
S of Rred. This S is a direct sum of domains, each of the domains being of the form S/P
for some minimal prime P of S. We prove that if (⋆) holds in each S/P for the image of I
and the maximal ideal of S/P , then (⋆) also holds in S for IS and mS.
Since the image of a principal ideal in any algebra is still principal, by the reductions
above we end up with a principal ideal in a complete local normal domain. The rest of this
section is just proving that we may make these reductions.
(Comment: If we try to go modulo all the minimal primes before normalizing, we cannot
conclude (⋆) for R from knowing (⋆) in all domain quotients, as R need not be a direct
sum of such domains.)
Lemma 2.3 Let (R,m) be an excellent local ring and let R̂ be the m-adic completion of
R. If the theorem holds in R̂, it also holds in R.
Proof: By assumption there exists a positive integer c such that IR̂ +mnR̂ ⊆ IR̂+m⌊n/c⌋R̂
for all n. Now let x ∈ I +mn. Then
x ∈ I +mnR̂ ∩ R ⊆ (I +mn)R̂ ∩ R
⊆
(
IR̂ +m⌊n/c⌋R̂
)
∩R
=
(
IR̂ +m⌊n/c⌋R̂
)
∩R
(by [4, Examples v, iv p. 800 and Lemma 2.4])
= I +m⌊n/c⌋.
Lemma 2.3 is the only place where the excellence of the ring is used.
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Lemma 2.4 Let (R,m) be a Noetherian local ring. If the theorem holds in Rred = R/
√
0,
then it also holds in R.
Proof: By assumption there exists a positive integer c such that IRred +mnRred ⊆ IRred+
m⌊n/c⌋Rred for all n. Now we use the fact that for any ideal I in R, the integral closure of
I in R is the same as the preimage in R of the integral of IRred in Rred. This implies
I +mn ⊆ preimage of (IRred +m⌊n/c⌋Rred) = I +m⌊n/c⌋.
These two lemmas say that it is enough to prove the main theorem for complete local
reduced rings. The next lemma will enable us to normalize such a ring:
Lemma 2.5 Let (R,m) be a Noetherian local ring and I an ideal in R. If (⋆) holds in a
module-finite extension S of R for IS and mS, then the main theorem holds in R.
Note that S may not be local.
Proof: As S is a finite R-module, IS ∩ R = I. Also, the inclusion R/I ⊆ S/IS is module-
finite so by the Artin-Rees Lemma there exists an integer k such that (mnS + IS)/IS ∩
R/I ⊆ (mn−kR + I)/I for all n.
Now we use the assumption that there exists a positive integer c such that
IS + (mS)n ⊆ IS + (mS)⌊n/c⌋
for all n. Thus
I +mn ⊆ IS + (mS)n ∩ R ⊆ (IS + (mS)⌊n/c⌋) ∩ R
for all n. We rewrite this modulo I and IS:
I +mnR/I ⊆ (m⌊n/c⌋S + IS)/IS ∩ R/I ⊆ (m⌊n/c⌋−k + I)/I.
Hence I +mn ⊆ I + m⌊n/c⌋−k. It is easy to show that there exists a positive integer c′
(c(k + 1) will do) such that ⌊n/c⌋ − k ≥ ⌊n/c′⌋ for all n. Thus the final version says that
I +mn ⊆ I +m⌊n/c′⌋ for all n.
We have now reduced to the following situation: S is the integral closure of a reduced
complete local ring (R,m) in its total field of fractions. Thus S is an integrally closed
reduced Noetherian ring, module-finite over R and with finitely many maximal prime ideals
P1, . . . , Pl all containing mS. Also, S is complete in the mS-adic topology and S/mS has
dimension zero. It follows that S is a direct sum of finitely many domains, each domain
being of the form S/P for some minimal prime P of S, or better yet, each domain being
of the form SPi for some i:
S = lim
←−
S/mkS = lim
←−
S/P k1 × · · · × lim←− S/P
k
l = SP1 × · · · × SPl.
5
Note that mSPi is Pi-primary. The following lemma will reduce the proof of the main
theorem to these complete normal local domains:
Lemma 2.6 Let R = R1 × · · · × Rl be a direct sum of rings. Let I and m be ideals in R.
If (⋆) holds in each Ri for IRi and mRi, then it also holds in R for I and m.
Proof: We will use the fact that for any ideal J in R,
JR = JR1 × · · · × JRl and JR = JR1 × · · · × JRl.
By assumption there exist positive integers ci such that
IRi +mnRi ⊆ IRi +m⌊n/ci⌋Ri
for all n and all i = 1, . . . , l. Let c = max{c1, . . . , cl}. Thus the inclusions above also hold
when each ci is replaced by c. With this,
I +mn = IR1 +mnR1 × · · · × IRl +mnRl
⊆ (IR1 +m⌊n/c⌋R1)× · · · × (IRl +m⌊n/c⌋Rl)
= IR1 × · · · × IRl + m⌊n/c⌋R1 × · · · ×m⌊n/c⌋Rl
= I +m⌊n/c⌋.
So we reached the main goal of Section 2: we started with an arbitrary excellent local
ring (R,m) with an arbitrary ideal I. By Proposition 2.2 we may assume that I is principal.
By Lemmas 2.3 and 2.4 we may assume that R is complete in the m-adic topology and
that it has no nonzero nilpotents. By Lemmas 2.5, 2.6 and 2.1, we may then assume that
R is a complete normal local domain.
With these reductions, the proof of the main theorem for principal ideals I in complete
local normal domains is given in the next section.
3 Proof of the main theorem
Before proving the main theorem for complete normal local domains, we consider some
special cases:
Proposition 3.1 (Rees) Let I be a radical ideal in a complete Noetherian local ring
(R,m). Then there exists an integer k such that for all n ≥ k, I +mn ⊆ I +mn−k.
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Proof: Let (−)′ denote going modulo I = √I = I. Then R′ is a complete reduced local
ring, hence analytically unramified. Thus by [7, Theorem 1.4] there exists an integer k such
that (m′)n ⊆ (m′)n−k. It follows that:
(I +mn)′ ⊆ I ′ + (m′)n = (m′)n ⊆ (m′)n−k,
hence I +mn ⊆ mn−k + I.
One may naively think that the inclusion I +mnR ⊆ I +mn−kR for some constant k and
all n sufficiently large holds in general. However, this is false. Indeed, let K be a field,
x, y variables over K, and R = K[[x, y]]. Then (xyn/2)2 = x2yn ∈ (x2R + mnR)2 for all
even positive integers n, so xyn/2 ∈ x2R +mnR. However, there is no constant k such that
xyn/2 ∈ (x2, xyn−k−1, yn−k)R for all n >> 0.
Proposition 3.2 Let (D, µ) be an analytically unramified local ring and let x be a variable
over D. Let R = D[[x]] and m = µR + (x)R the maximal ideal of R. Then xtR +mn ⊆
xtR +m⌊n/c⌋ for some positive integer c and for all n.
Moreover, if the powers of µ are integrally closed in D, then c = t works. In particular,
if D is a regular local ring, c = t works.
Proof: The variable x induces a natural grading on R.
Step one: We prove that there exists a positive integer c such that xtR + µnR ⊆ xtR+
µ⌊n/c⌋R when n is a multiple of t.
As the ideal xtR + µnR is graded, so is its integral closure. Let axl be a homogeneous
element of this integral closure with a ∈ D. We may assume that l < t. We write the
equation of integral dependence:
(axl)k + b1(ax
l)k−1 + b2(axl)k−2 + · · ·+ bk = 0
for some homogeneous bi ∈ (xtR + µnR)i. We may assume that each summand in the
equation above has x-degree precisely lk. Thus bi ∈ (xtR + µnR)i ∩ (x)li. Write bi = xliai
for some ai ∈ D ∩ ((xtR + µnR)i : xli). As all these ideals are graded,
D ∩ ((xtR + µnR)i : xli) =
i∑
j=0
xtjµn(i−j)R :
D
xli =
∑
tj≤li
µn(i−j)D ⊆ µni/t,
where the last line follows from tj ≤ li and l < t. Thus after dividing the integral equation
for axl above by xlk, we see that a is integral over µn/t. As D is analytically unramified, by
Proposition 3.1 there exists an integer k such that µn ⊆ µn−k for all n. Thus there exists
an integer c ≥ t (c = t(k + 1) will do) such that µn ⊆ µ⌊n/c⌋ for all n. This proves that
axl ∈ xtR + µ⌊n/c⌋R whenever n is divisible by t.
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Note that c = t works if the powers of µ are integrally closed.
Step two: We prove that for the c from Step 1, xtR + µnR ⊆ xtR + µ⌊n/c⌋R for all n.
Write n = qc+ r for some integers q and r with 0 ≤ r < c. Then
xtR + µnR ⊆ xtR + µqcR
⊆ xtR + µqR by Step 1
= xtR + µ⌊n/c⌋R.
Step three: We prove that for the c from Step 1, xtR +mnR ⊆ xtR+m⌊n/c⌋R for all n.
If c > n, ⌊n/c⌋ = 0 so m⌊n/c⌋ = R and the inclusion holds trivially. So we now assume
that t ≤ c ≤ n. Then xtR +mnR = xtR + xnR + µnR = xtR + µnR. By the previous step
then xtR +mnR ⊆ xtR + µ⌊n/c⌋R ⊆ xtR +m⌊n/c⌋R, so done.
A similar proof works if xt is replaced by a monomial in several variables. However, the
following useful lemma enables an alternate proof to be given in Corollary 3.5:
Lemma 3.3 Assume I = J∩K, where J and K are integrally closed ideals. If the theorem
holds for J and K then it holds for I.
Proof: By assumption J +mn ⊆ J +m⌊n/c⌋ and K +mn ⊆ K +m⌊n/c⌋. Let z ∈ I +mn.
Then z ∈ (J +m⌊n/c⌋)∩ (K +m⌊n/c⌋). Write z = j +m1 = k+m2, where m1, m2 ∈ m⌊n/c⌋.
By the Artin-Rees Lemma
j − k ∈ m⌊n/c⌋ ∩ (J +K) = m⌊n/c⌋−c1(mc1 ∩ (J +K)) ⊆ m⌊n/c⌋−c1(J +K)
⊆ m⌊n/c⌋−c1J +m⌊n/c−c1⌋K
⊆ m⌊n/c⌋−c1 ∩ J +m⌊n/c⌋−c1 ∩K.
Then j−k = x+y, where x ∈ m⌊n/c⌋−c1 ∩J and y ∈ m⌊n/c⌋−c1 ∩K, so j−x ∈ J , k+y ∈ K
and j − x = k + y. Finally j = k + y + x ∈ J ∩K +m⌊n/c⌋−c1.
Corollary 3.4 Let fR be a principal ideal in a local normal domain (R,m). If the theorem
holds for each primary component of fR then it holds for fR.
Proof: Consider a primary decomposition of fR: fR = Q1 ∩ · · · ∩Qr. Since R is a normal
domain all the Qi have height 1. Moreover, Qi = (fR)√Qi ∩ R so each Qi is integrally
closed as (fR)√Qi is. We now apply Lemma 3.3.
In this corollary we used the fact that the principal ideals are integrally closed in normal
domains. Now by applying Corollary 3.4 and Proposition 3.2 we obtain the following:
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Corollary 3.5 Let D be an analytically unramified local ring and x1, . . . , xv variables over
D. Let R = D[[x1, . . . , xv]] and let m be the maximal ideal. Let I = (x
t1
1 · · ·xtvv )R. Then
I +mn ⊆ I +m⌊n/c⌋ for some positive integer c and for all n.
Also, if I is generated by powers of some of the variables, the main theorem also holds
in R for I. The proof uses linear algebra arguments and is given in Section 4.
Proposition 3.6 Let (D,mD) be a complete local ring, x1, . . . , xv variables over D, R =
D[[x1, . . . , xv]], f ∈ R. Assume that there exists an integer h such that:
i) the coefficients of xiv in f are in (mD, x1, . . . , xv−1) for 0 ≤ i < h;
ii) the coefficient of xhv in f is not in (mD, x1, . . . , xv−1).
Then the main theorem holds for fR.
Proof: We can apply Weierstrass Preparation Theorem and write f = uf ∗, where u is a
unit in D[[x1, . . . , xv−1]] and f ∗ is a monic polynomial in D[[x1, . . . , xv−1]][xv]. Without
loss of generality we may replace f by f ∗. Let A = D[[x1, . . . , xv−1]]. Let A′ be a finite
(local) extension of A such that in S = A′[[xv]], f factors into linear factors, say: f =
(xv − α1)r1 · · · (xv − αs)rs. By Proposition 3.2, (xv − αi)riS +mnS ⊆ (xv − αi)riS +m⌊n/c
′⌋
S
for all n >> 0. By Corollary 3.5, fS +mnS ⊆ fS +m⌊n/c⌋S for all n >> 0. By Lemma 2.5
then the theorem holds in R.
Corollary 3.7 Let R be a complete regular local ring containing a field, and I = fR a
principal ideal. Then I +mn ⊆ I +m⌊n/c⌋ for some c independent of n.
Proof: By the Cohen Structure Theorem R is a power series ring k[[x1, . . . , xq]] over a field
k. If k is finite, let S = k[[x1, . . . , xq]] where k is an algebraic closure of k. If the theorem
holds in S for fS, then by faithful flatness it holds in R, so without loss of generality we
may assume that R contains an infinite field. Write f = fs + · · ·, where the degree of fs
is positive and lowest. We can choose elements u1, . . . , uq in k such that, after the change
of variables y1 = x1, y2 = x2 − u1x1, . . . , yq = xq − uqx1, fs is monic in y1. We then apply
Proposition 3.6.
We need similar results for rings not containing fields:
Proposition 3.8 Let V be a discrete valuation ring with maximal ideal pV . Set R =
V [[x2, . . . , xd]]. Then ptR + (x2, . . . , xd)nR ⊆ ptR + (x2, . . . , xd)⌊n/t⌋R.
Proof: The variables x2, . . . , xd induce a multigrading on R. The ideal p
tR+(x2, . . . , xd)
nR
is multihomogeneous, therefore its integral closure is homogeneous as well. Let a ∈
ptR + (x2, . . . , xd)nR. We may assume that a is multihomogeneous, so without loss of
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generality a = plxν , l ≤ t− 1, |ν| = ν1 + · · ·+ νd ≤ n− 1. We write an equation of integral
dependence of a over ptR + (x2, . . . , xd)
nR:
(plxν)k + b1(p
lxν)k−1 + . . .+ bk = 0,
with bi ∈ (ptR + (x2, . . . , xd)nR)i. We may assume that each bi is homogeneous and that
the xj-degree of the i
th summand is exactly νj(k − i). Then bi = cixiν with ci ∈ V . The
integral equation now has the form:
plkxνk + c1p
l(k−1)xνk + · · ·+ ckxνk = 0,
so for all i we can write: cip
l(k−i) = uipf(i), where ui is a unit in V . Necessarily there exists
at least one i such that f(i) ≤ lk. Then
ak = plkxνk = ci
plk−f(i)
ui
pl(k−i)xνk =
plk−f(i)
ui
bia
k−i.
So by possibly modifying the original integral equation we get a homogeneous integral
equation of the form ak = bk, with bk ∈ (ptR + (x2, . . . , xd)nR)k. As the equation is
homogeneous, there exists i, 1 ≤ i ≤ k, such that |ν|k ≥ n(k − i) and lk ≥ ti. Assume for
contradiction that |ν| < ⌊n/t⌋ ≤ n/t. Then:
nk
t
> |ν|k ≥ n(k − i) =⇒ ti > (t− 1)k ≥ lk ≥ ti,
which is a contradiction.
Our goal is to prove the same in greater generality: namely that for any ideal fR in a
complete normal local domain (R,m), any element u of fR +mn lies in fR + m⌊n/c⌋ for
some c independent of u and n. However, in this generality, c is not as easy to determine.
Since the proof of the general result is quite involved, we outline it here.
We first rephrase the statement: we see that Z = u satisfies an equation
Zd + Z1fZ
d−1 + Z2f 2Zd−2 + · · ·+ Zdf d = 0,
modulo mn for some Z1, . . . , Zd. If we could use the Linear Artin Approximation theorem,
we would be able to conclude that there exists a true solution of this equation which differs
from the original approximate solution by m⌊n/c⌋ for some c independent of n and hence
that u ∈ fR + m⌊n/c⌋. However, there are two problems with this: one is that the d in
the equation depends on u and n, and the other one is that we do not know of a proof
of the general Linear Artin Approximation Theorem. We overcome both difficulties: in
Theorem 3.9 we prove that there exists one d which works for all u and all n, except that
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the resulting equation of integral dependence is not over fR +mn but over fR +m⌊n/d⌋.
Also, in Corollary 3.11 we prove a special case of the Linear Artin Approximation Theorem.
However, for these intermediate results we need slight assumptions on the f in case R is
a ring of mixed characteristic. The proof of the general case in Theorem 3.14 also uses
the fact that all the primary components of principal ideals are the symbolic powers of
height one prime ideals, and that such symbolic powers are associated to powers of radical
principal ideals after by passing to a faithfully flat extension S of R.
Theorem 3.9 Let (R,m) be a complete normal local domain and fR a non-zero principal
ideal. In the case when R does not contain a field, we let p be a generator of the maximal
ideal in a coefficient ring for R, and we assume that f satisfies one of the following prop-
erties: (i) f, p is a part of a system of parameters, or (ii) f = apc for some positive integer
c and some element a of R not contained in any minimal prime ideal over pR.
Then there exist integers d and l such that for each n, every element in fR +mn satisfies
an integral equation of degree d over fR +m⌊n/l⌋.
Proof: It is sufficient to prove that if J is m-primary, then there exists an integer d such
that for each n, every element in fR + Jn satisfies an integral equation of degree d over
fR+ J⌊n/d⌋. (Note, however, that d depends on J !)
We use the Cohen Structure Theorem. Let f1, . . . , fl be a system of parameters in
R. When R contains a coefficient field k, we may assume that f1 = f , and we define
A = k[[f1, . . . , fl]]. When R contains a coefficient ring (V, (p)) of dimension 1, we may
assume that p is f1. In case (i) we may also assume that f = f2 and in case (ii) we may
assume that f2 is a if a is not a unit. In case (ii) if a is a unit, as fR = p
cR, without loss of
generality a = 1. We then define A = V [[f2, . . . , fl]]. In either case, set J = (f1, . . . , fl)A.
By the Cohen Structure Theorem, A is a regular local ring contained in R, R is module-
finite over A, and JR is m-primary. We will prove the theorem for this JR. Furthermore,
we will prove that the integral equation of degree d will have coefficients in A.
Let K be the fraction field of A and L the fraction field of R. By elementary field theory
there exist fields L′ and F such that all the inclusions K ⊆ F ⊆ L′ and L ⊆ L′ are finite,
such that L′ is Galois over F and such that F is purely inseparable over K. To simplify
notation, as the coefficients of the integral equation will actually lie in A, we may replace
R by the integral closure of R in L′ and so we may assume that L = L′. Let d = [L : F ]
and e = [F : K]. Let S be the integral closure of A in F . Then S is a complete normal
local domain between A and R and the extension from S to R is Galois.
Let u ∈ fR + (JR)n. Consider the (at most) d conjugates of u over S, say u =
u1, u2, . . . , ud. Write an integral equation for u over fR+ (JR)
n:
uk + α1u
k−1 + α2u
k−2 + · · ·+ αk = 0
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with αi ∈ (fR + (JR)n)i. By applying field automorphisms to this equation and by using
that (f) and J are ideals of A (and thus of S), we obtain that each ui is integral over
fR+ JnR. Let sh be the sum of the products of the ui, taken h at a time (hth symmetric
function in the ui). Then
ud − s1ud−1 + · · ·+ (−1)dsd = 0,
and sh ∈ (fR + (JR)n)h∩S. We raise all this to the eth power. As e is either 1 or a power
of the characteristic p of the given fields, we obtain
ude − se1ue(d−1) + · · ·+ (−1)desed = 0, and
seh ∈ (fR + (JR)n)h
e ∩A
⊆ (fheR + (JR)nhe) ∩A
⊆ (fheA+ (JA)nhe),
as A ⊆ S is a module-finite extension. By Propositions 3.2 and 3.8 and by Corollary 3.4
then there exists an integer l such that
seh ∈ fheA+ (JA)⌊n/l⌋ ⊆ (fA+ (JA)⌊n/lhe⌋)he ⊆ (fA+ (JA)⌊n/lde⌋)he.
Thus u satisfies an equation of integral dependence of degree de over fR + (JR)⌊n/lde⌋, all
of whose coefficients are in A.
Now we are in the set-up of the Linear Artin Approximation theorem (from two pages
back). We have an equation
Zd + Z1fZ
d−1 + Z2f 2Zd−2 + · · ·+ Zdf d = 0,
where Z and the Zi are indeterminates, which is independent of n and u. We are given
a solution (Z = u, Z1 = z1, . . . , Zd = zd) of such an equation modulo a high power m
n of
the maximal ideal of R. The following theorem proves that under some assumptions on
f , we can find a true solution Z = w,Z1 = w1, . . . , Zd = wd of this equation such that
w−u ∈ m⌊n/c⌋ for some c independent of u and n. This proves that u ∈ fR+ J⌊n/c⌋R, and
it also proves a special case of the Linear Artin Approximation Theorem:
Proposition 3.10 Let (R,m) be a Noetherian local integrally closed integral domain, and
f ∈ R satisfying the following:
1. There exists a positive integer c such that for all n ≥ 1, (f) +mn ⊆ (f) +m⌊n/c⌋.
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2. For every k = 1, . . . , N there exist positive integers d and l such that for all n, every
element of (fk) +mn satisfies an equation of integral dependence of degree d over
(f) +m⌊n/l⌋.
Then for every k = 1, . . . , N , there exists a positive integer c such that (fk) +mn ⊆
(fk) +m⌊n/c⌋.
Proof: We prove this by induction on k. The case k = 1 is assumed. So assume k > 1. By
induction, (fk) +mn ⊆ (fk−1)+m⌊n/c′⌋ for some constant c′ independent of n. We pick an
element u in (fk) +mn. Write u = rfk−1 + s for some r ∈ R and s ∈ m⌊n/c′⌋. It suffices
to prove that rfk−1 lies in (fk) + m⌊n/c⌋ for some c independent of n and u. Note that
rfk−1 is integral over (fk) +m⌊n/c
′⌋. Hence it suffices to prove that (fk−1) ∩ (fk) +m⌊n/c′⌋
is contained in (fk)+m⌊n/c⌋ for some c independent of n, or even that (fk−1)∩ (fk) +mn is
contained in (fk) +m⌊n/c⌋ for some c independent of n. Thus without loss of generality we
may assume that u = rfk−1. Our goal is to prove that r ∈ (f) +m⌊n/c′′⌋ for some integer c′′
independent of n and r, for then we know that r ∈ (f) +m⌊n/c′′′⌋ for some c′′′ independent
of n and r, which proves that u lies in the desired ideal.
We first prove that a power of r lies in a good ideal, and for that we need the following
detour:
Claim: rd ∈ (f) +m⌊n/l⌋−e for some constant e independent of n.
Proof of the claim: By assumption there exists an integer d independent of n, u and r
such that rfk−1 satisfies an integral equation of degree d over (fk)+m⌊n/l⌋, say: (rfk−1)d+
α1(rf
k−1)d−1 + · · ·+ αd = 0, where αi ∈ ((fk) +m⌊n/l⌋)i.
We will recursively define βd−i+1 ∈ ((fk) +m⌊n/l⌋)d−i for each i ∈ {0, . . . , d − 1} such
that
rd(fk−1)d−i + α1r
d−1(fk−1)d−i−1 + · · ·+ αd−iri + βd−i+1 = 0. (#)
If i = 0, set βd+1 = 0. Now assume we have defined βd−i+1 for some i < d − 1. By the
Artin-Rees Lemma there exists a positive integer e such that mn ∩ (fk−1) ⊆ fk−1mn−e for
all n ≥ e. In the following we may and do assume that n/l ≥ e. With this we construct
the next β using the equation displayed above and the following:
αd−iri + βd−i+1 ∈ (fk−1) ∩ ((fk) +m⌊n/l⌋)d−i
= (fk−1) ∩ (fk((fk) +m⌊n/l⌋)d−i−1 +m⌊n/l⌋(d−i))
= fk((fk) +m⌊n/l⌋)d−i−1 + (fk−1) ∩m⌊n/l⌋(d−i)
⊆ fk−1((fk) +m⌊n/l⌋)d−i−1 + (fk−1)m⌊n/l⌋(d−i)−e
⊆ fk−1((fk) +m⌊n/l⌋)d−i−1
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as n/l ≥ e. Thus we may write αd−iri + βd−i+1 = fk−1βd−i for some βd−i ∈ ((fk) +
m⌊n/l⌋)(d−i−1). To finish the induction step we only have to divide the displayed equation
(#) by the nonzerodivisor fk−1.
In the final step i = d− 1 we thus obtain rdfk−1 + α1rd−1 + β2 = 0. Therefore
rdfk−1 = −α1rd−1−β2 ∈ (fk−1)∩((fk)+m⌊n/l⌋) = (fk)+(fk−1)∩m⌊n/l⌋ ⊆ (fk)+fk−1m⌊n/l⌋−e.
It follows that rd ∈ (f) +m⌊n/l⌋−e. This completes the proof of the claim.
Now we are ready to prove that r is integral over (f) + m⌊n/dlk(e+1)⌋. Recall that
rfk−1 ∈ (fk) +mn. It suffices to prove that for any valuation v on the field of fractions of
R, v(r) ≥ min{v(f), ⌊n/dlk(e+ 1)⌋v(m)}.
Since rfk−1 ∈ (fk) +mn, v(r)+(k−1)v(f) = v(rfk−1) ≥ min{kv(f), nv(m)}, therefore
v(r) ≥ min{v(f), nv(m) − (k − 1)v(f)}. If v(r) ≥ v(f), there is nothing to show, so we
may assume that
⌊n/(e+ 1)⌋v(m)− (k − 1)v(f) ≤ nv(m)− (k − 1)v(f) ≤ v(r) < v(f).
This implies that ⌊n/(e+ 1)⌋v(m) < kv(f). Now we use our detour: as rd lies in (f) +
m⌊n/l⌋−e ⊆ (f) +m⌊n/l(e+1)⌋, then
dv(r) ≥ min{v(f), ⌊n/l(e+ 1)⌋v(m)} ≥ min{v(f), ⌊n/lk(e+ 1)⌋v(m)}.
If dv(r) ≥ ⌊n/lk(e + 1)⌋v(m), we are done, so we may assume instead that
⌊n/lk(e + 1)⌋v(m) > dv(r) ≥ v(f).
Thus
⌊n/lk(e+ 1)⌋v(m) > dv(r) ≥ v(f) > 1
k
⌊n/(e+ 1)⌋v(m),
which is a contradiction. This finishes the theorem.
Corollary 3.11 Let (R,m) be a complete local normal domain and let (f) be a principal
radical ideal. In case R does not contain a field, let (V, (p)) be a general coefficient ring of
R and we also assume that either fR = pR or that f, p is part of a system of parameters
in R. Then for all k, (fk) +mn ⊆ (fk) +m⌊n/c⌋ for some constant c independent of n.
Proof: The case k = 1 holds by Proposition 3.1. Thus condition 1. of the previous theorem
is satisfied. Condition 2. of the previous theorem is satisfied by Theorem 3.9, so that the
corollary follows by the previous theorem, Proposition 3.10.
Before we prove the main theorem, we need two more lemmas:
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Lemma 3.12 Let (R,m) be a Noetherian local domain. Suppose that for some ideal I
there exists an integer c such that I +mn ⊆ I + m⌊n/c⌋ for all n. Then for any nonzero
element y in R there exists an integer d such that I : y +mn ⊆ I : y +m⌊n/d⌋.
Proof: By the Artin-Rees lemma there exists an integer k such that in R modulo I, (y)R+
I/I ∩mnR + I/I ⊆ ymn−kR + I/I. Thus (y) ∩ (I +mn) ⊆ ymn−k + I ∩ (y).
Let u be in I : y +mn. Then uy lies in I +mn ⊆ I +m⌊n/c⌋ and also in (y). By the
above then uy lies in I ∩ (y) + ym⌊n/c⌋−k, so that u lies in I : (y) +m⌊n/c⌋−k. This finishes
the lemma.
Lemma 3.13 Let R be an integral domain, x and y non-zero elements of R and d, l positive
integers such that for every positive integer n, every element of (xy) +mn satisfies an
integral equation of degree d over (xy) +m⌊n/l⌋. Then there exists a positive integer k such
that for every positive integer n, every element of (x) +mn satisfies an integral equation of
degree d over (x) +m⌊n/k⌋.
Proof: Let r ∈ (x) +mn. Then ry ∈ (xy) +mn. Thus there exist elements ri ∈ ((xy) +
m⌊n/l⌋)i such that
(ry)d + r1(ry)
d−1 + · · ·+ rd−1ry + rd = 0.
Write ri = si(xy)
i + ti for some si ∈ R and some ti ∈ m⌊n/l⌋. Then
(ry)d + s1(xy)(ry)
d−1 + · · ·+ sd−1(xy)d−1ry + sd(xy)d + t1(ry)d−1 + · · ·+ td−1ry + td = 0.
Thus t1(ry)
d−1 + · · · + td−1ry + td ∈ (yd) ∩ m⌊n/l⌋. By the Artin-Rees Lemma then there
exists an integer k such that t1(ry)
d−1+ · · ·+ td−1ry+ td ∈ ydm⌊n/k⌋. But then dividing the
integral equation above by yd shows that r satisfies an integral equation of degree d over
(x) +m⌊n/kd⌋.
With this we can prove the general result for principal ideals in complete normal local
domains:
Theorem 3.14 Let (R,m) be a complete normal local domain. Let f be an element in R.
Then there exists a positive integer c such that
(f) +mn ⊆ (f) +m⌊n/c⌋ for all n.
Proof: If f = 0, the theorem is known by Proposition 3.1. So we may assume that f is not
zero.
As R is normal, all the associated prime ideals of the ideal (f) are minimal over (f).
By Corollary 3.4 it suffices to prove the theorem for the primary components of (f) in
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place of (f). Let P be an associated prime ideal of (f). As R is normal, the localization
RP is a one-dimensional regular local ring, so fRP = P
kRP for some integer k. Thus the
P -primary component of fR equals the kth symbolic power P (k) of P and it suffices to
prove the theorem for all P (k) in place of (f).
Let P = (a1, . . . , al). LetX1, . . . , Xl be indeterminates over R and let S be the faithfully
flat extension R[X1, . . . , Xl]mR[X1,...,Xl] of R. Note that as all the associated primes of xS
have height one and as S localized at height one prime ideals is a principal ideal domain,
the ideal generated by x = a1X1 + · · ·+ alXl is radical.
Suppose that this x satisfies the conditions of Corollary 3.11. Namely, either R contains
a field, or instead if (V, (p)) is a coefficient ring of R, then either x = p or x, p is a part
of a system of parameters. Then by Corollary 3.11 there exists an integer c such that
xkS +mnS ⊆ xkS +m⌊n/c⌋S for all n. Note also that PS is associated to xS and that the
PS-primary component of xkS is P (k)S (as SPS is a principal ideal domain). Thus there
exists an element y in S such that xkS : y = P (k)S. As R is normal, then so is S, so that
xkS = xkS. An application of Lemma 3.12 shows that there exists an integer c′ such that
P (k)S +mnS ⊆ P (k)S +m⌊n/c′⌋S for all n. Finally,
P (k) +mn ⊆ P (k)S +mnS ∩R
⊆
(
P (k)S +m⌊n/c
′⌋S
)
∩R
= P (k) +m⌊n/c
′⌋
as S is faithfully flat over R.
This finishes the theorem for rings containing fields.
Now assume that R contains a coefficient field (V, (p)). The above proves the theorem
for all f which are not contained in any minimal prime ideal over pV . Thus by Lemma 3.12,
for all height one prime ideals P of R not containing p and all positive integers k there
exists an integer c such that P (k) +mn ⊆ P (k) +m⌊n/c⌋.
Let P1, . . . , PN be all the prime ideals in R minimal over pR. Let W = R \ (P1 ∪
· · · ∪ PN). As R is normal, W−1R is a one-dimensional semi-local regular ring, thus a
principal ideal domain. Let xi ∈ R such that xiW−1R = PiW−1R. Therefore we may write
p = u′xn11 · · ·xnNN for some unit u′ ∈ W−1R. But then there exist u, v ∈ W such that in
R, up = vxn11 · · ·xnNN . Note that either u is a unit in R or else p, u is a part of a system of
parameters. Thus by Theorem 3.9, for each positive integer k there exist integers d and l
such that every element of (up)k +mn satisfies an equation of integral dependence of degree
d over (up)k +m⌊n/l⌋. Thus by Lemma 3.13, for each positive integer k there exist integers
d and l such that for all i = 1, . . . , N , every element of (xi)k +mn satisfies an equation
of integral dependence of degree d over (xi)
k + m⌊n/l⌋. This means that condition 2. of
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Proposition 3.10 is satisfied for each xi. But xiR = Pi ∩ Qi, where Qi is either the unit
ideal or a height one ideal modulo which p is a non-zerodivisor. As Pi is a radical ideal
(even prime), by Proposition 3.1, there exists a positive integer c such that for all n ≥ 1,
Pi +mn ⊆ Pi+m⌊n/c⌋. By what we have proved, there exists a positive integer c′ such that
for all n ≥ 1, Qi +mn ⊆ Qi +m⌊n/c′⌋. Thus by Lemma 3.3, the theorem holds for xi. In
particular, condition 1. of Proposition 3.10 is satisfied for xi. Thus by Proposition 3.10,
theorem holds for all xki , as k varies over all positive integers. Then by Lemma 3.12, there
exists an integer c such that for all i = 1, . . . , N ,
P
(k)
i +m
n ⊆ P (k)i +m⌊n/c⌋.
Thus by Lemma 3.3, the theorem holds for f = p.
Hence condition 1. of Proposition 3.10 is satisfied for p, and condition 2. is satisfied by
Theorem 3.9. Thus by Proposition 3.10, the theorem holds for each f = pk.
It remains to examine the case when f and p do not form a system of parameters. In
this case there exist an integer e, an element u ∈ W and h ∈ R, such that fh = upk. We
know the theorem for uR and pkR. Since uR and pkR are part of a system of parameters,
by Lemma 3.3 we also know the theorem for (u) ∩ (pe) = (upe) = (fh). This means that
there exists an integer c such that fhR +mn ⊆ fhR +m⌊n/c⌋.
Now pick u ∈ fR +mn. Then hu ∈ fhR +mn ⊆ fhR+m⌊n/c⌋, so hu ∈ fhR+m⌊n/c⌋∩
hR. By the Artin-Rees Lemma there exists an integer k independent of u and n such that
m⌊n/c⌋ ∩hR ⊆ hm⌊n/c⌋−k. Thus hu ∈ fhR+ hm⌊n/c⌋−k, so u ∈ fR+m⌊n/c⌋−k. This finishes
the proof of this theorem.
By using the reductions from Section 2, the last theorem now completely proves the
main theorem stated in the introduction. We restate it here for completeness.
Theorem 3.15 (The Main Theorem) Let (R,m) be an excellent local ring. Let I be an
ideal of R. Then there exists a positive integer c such that
I +mn ⊆ I +m⌊n/c⌋ for all n.
4 Explicit bounds
In the following examples we calculate explicitly the constant c from the main theorem.
The first ring we consider is an isolated hypersurface singularity, for which the Linear
Artin Approximation Theorem holds.
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Example 4.1 Let k be a field, a a positive integer, R = k[[X, Y, Z]]/(Xa + Y a + Za) =
k[[x, y, z]], I = xtR. To avoid the trivial case, we assume that a ≥ 2. If char k is positive,
say p = char k, and a = bpe for some b and e, then Xa + Y a + Za = (Xb + Y b + Zb)p
e
.
Since by Lemma 2.4 it suffices to find the bound in Rred = k[[X, Y, Z]]/(X
b + Y b + Zb),
thus without loss of generality we may assume that e = 0 and that char k does not divide
a.
Let A = k[[xt, y]] ⊆ R. Since we are assuming that char k does not divide a, the
fraction field of R, ff (R) for short, is a separable field extension of ff (A). If necessary,
we adjoin the a-th roots of 1 to k, getting a field K such that the extension K/k is
Galois. The extension ff (K[[x, y, z]])/ff (A) is also Galois. As [K : k] = Φ(a), with
Φ(a) a factor of the Euler function of a, we have: [ff (K[[x, y, z]]) : ff (R)] = Φ(a). Since
[ff (R) : ff (k[[x, y]])] = a and [ff (k[[x, y]]) : ff (A)] = t, we have that [ff (K[[x, y, z]]) :
ff (A)] = taΦ(a).
Set S = K[[x, y, z]] and d = taΦ(a). We pick u ∈ xtS + (x, y, z)nS. We have shown that
the equation T d+T1x
tT d−1+T2x2tT d−2+ · · ·+Tdxtd = 0 has a solution (u, z1, . . . , zd) mod
y⌊n/d⌋A (see comment before Proposition 3.10). Set µ = rankk
K[[X,Y,Z]]
(Xa−1,Y a−1,Za−1)
= (a − 1)3
(rank of the ring modulo the Jacobian ideal of (Xa + Y a + Za)). By [3, §3], the equation
has a true solution, say (w,w1, . . . , wd), such that
ord(u− w) ≥ ⌊n/d⌋ − a− 1
aµ
≥ ⌊ n
da2µ
⌋ = ⌊ n
da2(a− 1)3 ⌋
and so u − w ∈ (x, y, z)⌊n/da2(a−1)3⌋S. We conclude that u ∈ xtS + (x, y, z)⌊n/da2(a−1)3⌋S.
Since S = K[[x, y, z]] is faithfully flat over R = k[[x, y, z]], we have that xtR +mn ⊆
xtR +m⌊n/da
2(a−1)3⌋.
If t = 1 then we do not need Linear Artin Approximation Theorem. We can find an
effective bound just by using Proposition 3.1. It is easy to see that the ideal (x) +mna is
integrally closed. Then (x) +mn ⊆ (x) +m⌊n/a⌋a ⊆ (x) +mn−(a−1).
The next example is a generalization of Proposition 3.2:
Example 4.2 Let k be a field, X1, . . . , Xd variables over k and R = k[[X1, . . . , Xd]]. Set
I = (Xa11 , . . . , X
as
s ) with each ai a positive integer. Then for all n,
I +mn ⊆ I +m⌊ na1···as ⌋.
Proof: (Some of the reasoning below applies to arbitrary monomial ideals.) We write a
monomial u = Xb11 · · ·Xbdd as a vector ~β = (b1, . . . , bd). It is well known and easy to verify
that a monomial u is in the integral closure of a monomial ideal J if and only if the vector
~β corresponding to u is in the “infinite” convex hull of the vectors ~α1, . . . , ~αr corresponding
to the generators of J , i.e. if and only if
~β ≥
r∑
i=1
ti~αi componentwise for some ti ≥ 0 satisfying
r∑
i=1
ti = 1 (⋆⋆)
In our case J = I+mn and I +mn = (Xa11 , . . . , X
as
s , X
n
s+1, . . . , X
n
d ) for n ≥ max{a1, . . . , as}.
Thus in our case we may assume that r ≤ d and that all the ~αj are of the form cj~ej, where
the vector ~ej has 1 in the jth row and 0 everywhere else and cj is either n or ai. Without
loss of generality we assume that ci = ai for i = 1, . . . , p and ci = n for i > p.
We want to prove that if u = Xb11 · · ·Xbdd is integral over I +mn, then either u ∈ I or
else u lies in m
⌊ n
a1···as
⌋
. In vector notation this says that given ~β = (b1, . . . , bd) satisfying
(⋆⋆), either
∑s
i=1
bi
ai
≥ 1 or else |~β| =∑i bi ≥ n/a1 · · · as. We assume that∑si=1 biai < 1 and
hence we have to prove that
∑
i bi ≥ n/a1 · · · as.
We may rewrite (⋆⋆) in matrix notation as A~y = ~γ, where
A =
[
~α1 · · · ~αr ~ej
1 · · · 1 0
]
, ~y =

t1
...
tr
qj
 , ~γ =

b1 − q1
...
bj
...
bd − qd
1

and the qi are some nonnegative numbers. By removing any of the ~αi if necessary we may
assume that (⋆⋆) has all the ti strictly positive and moreover that it cannot be written with
any ti being zero. As we want to prove that |β| ≥ n/a1 · · · as, it suffices to prove the same
after omitting any of the first d rows in A, ~β and ~γ. Thus we may assume that r = d.
The first step is to make d− 1 of the qi zero. Note that A is an invertible matrix. Thus
by applying Cramer’s rule, we see that the entries in ~y depend linearly on the entries of ~γ.
We now decrease all the positive qi’s, i 6= j: while decreasing the qi’s, we want to keep all
the ti and all the qi nonnegative. If the given qj ever becomes zero in this way, we exchange
the roles of this qj with some nonzero qi (and also modify the last column of A), and repeat
again. Note that by the choice of the αi, none of the ti can become zero. In this way, we
obtain d− 1 of the qi to be zero and qj ≥ 0.
The cases j ≤ p and j > p differ only slightly so we only finish the proof in the case
j = d. Cramer’s rule gives
qd =
d∑
i=1
bi
ci
n− n, ti = bi
ai
for i ≤ p, ti = bi
n
for i = p+ 1, . . . , d− 1
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(i.e., for i < d, ti =
bi
ci
). Now qd ≥ 0 says that
∑d
i=p+1 bi ≥ n(1 −
∑p
i=1
bi
ai
). We assumed
1 −∑pi=1 biai > 0. Thus 1 −∑pi=1 biai equals a positive integer divided by a1 · · · ap, hence
|~β| ≥∑di=p+1 bi ≥ na1···ap , and finally |~β| ≥ na1···as .
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