Plant diseases serve as one of main threats to food security and crop production. It is thus valuable to exploit recent advances of artificial intelligence to assist plant disease diagnosis. One popular approach is to transform this problem as a leaf image classification task, which can be then addressed by the powerful convolutional neural networks (CNNs). However, the performance of CNN-based classification approach depends on a large amount of high-quality manually labeled training data, which are inevitably introduced noise on labels in practice, leading to model overfitting and performance degradation. To overcome this problem, we propose a novel framework that incorporates rectified meta-learning module into common CNN paradigm to train a noise-robust deep network without using extra supervision information. The proposed method enjoys the following merits: i) A rectified meta-learning is designed to pay more attention to unbiased samples, leading to accelerated convergence and improved classification accuracy. ii) Our method is free on assumption of label noise distribution, which works well on various kinds of noise. iii) Our method serves as a plugand-play module, which can be embedded into any deep models optimized by gradient descent based method. Extensive experiments are conducted to demonstrate the superior performance of our algorithm over the state-of-the-arts.
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I. INTRODUCTION
D ESPITE remarkable progress has been made in the mass production and accessibility of food, plant diseases [1] remain one of main threats to food security and crop production. In the developing countries, where the necessary infrastructures are lacking, more than 50% of yield loss is due to pests and diseases [2] . The straightforward and effective way is to borrow the wisdom of agriculture experts to determine the type and severity of plant diseases. However, experts are very rare, and are also prone to misjudgments.
In recent years, methods for automatically determining plant diseases by machine learning have received increasing attention [3] , [4] . The basic idea of these learning-based methods is to study pictures of plant leaves and then predict types of plant diseases through image classification technique [5] , [6] . Conventional methods complete this task based on handcrafted features. However, feature design is a non-trivial problem. R. Shi, D. Zhai, X. Liu, and J. Jiang are with School of Computer Science and Technology, Harbin Institute of Technology, Harbin, 150001, China; and also with Peng Cheng Laboratory, Shenzhen, China. e-mail: {18S003075, zhaideming, csxm, jiangjunjun}@hit.edu.cn.
W. Gao is with School of Electrical Engineering and Computer Science, Peking University, Beijing, 100871, China; and also with Peng Cheng Laboratory, Shenzhen, China. e-mail: wgao@pku.edu.cn. With the advent of deep learning, the plant disease classification methods based on convolutional neural networks (CNNs) [7] have obtained better performance than traditional methods because of the powerful implicit feature extraction ability [8] , [9] . However, the performance of the CNN-based approach depends on a large amount of high-quality manually labeled training data, some of which are inevitably mislabeled in practice, as illustrated in Fig. 1 . The CNN-based approach lacks of the ability to distinguish clean labels and noisy labels, resulting in model overfitting and degraded performance. Therefore, how to design a robust method to handle label noise is critical to improve the performance of CNN-based plant disease diagnosis task.
To this end, various approaches attempted to design more complicated networks to estimate the noise [10] , or correct the noisy labels by introducing a confusion matrix between true and noisy labels [11] . Most of these methods assume that a single mapping exists between true and noisy labels, and this mapping is independent of individual samples. However, in practical cases, the sources of noise on labels are diverse and the types of noise are complicated. It is difficult to employ a single mapping to simulate all scenarios. Furthermore, many arXiv:2003.07603v2 [cs.CV] 18 Mar 2020 methods tried to improve the performance by introducing additional supervision information [12] . For example, some methods selected a part of training dataset and artificially correct the noisy labels by professional experts. By using the corrected training data, the derived deep networks surely can increase the ability of robustness to noise. However, these approaches are time-consuming and expensive when applied in large-scale real-world dataset.
In this study, we propose a novel framework that incorporates rectified meta-learning module into common CNN paradigm, which aims to train a noise-robust network for plant disease diagnosis without extra supervised information. As shown in Fig. 2 , our method contains two phases: the first phase (the upper part) is to train a CNN-based model to predict the classification results according to original noisy labels, and the second phase (the bottom part) is to combine meta-learning with rectification module to improve network tolerance of noise. Specifically, in the process of meta-learning, multiple synthetic min-batches with pseudo labels are generated to simulate the process of training with label noise. And then, we train the network using one gradient update, and encourage it to give consistent predictions with that of the first phase. Furthermore, we propose a rectification module to give more penalty on highly-biased samples, while less penalty on unbiased ones, leading to less proneness to overfitting.
The main contributions of this work are highlighted as follows:
1) We propose a novel framework to reduce the impact of noisy labels on classification performance, without introducing additional manually-corrected information.
Our method serves as a plug-and-play module, which can be applied on any deep models optimized by gradient descent based method, and does not rely on the assumption of label noise. 2) A rectification module is tailored into the network training to make it pay more attention to the unbiased samples, leading to accelerated convergence and improved classification accuracy. 3) We conduct extensive experiments on public PlantVillage datasets [13] with various label noises, to demonstrate the superior performance of the proposed method over the state-of-the-arts. The outline of the paper is as follows. We overview related works in Section II. In Section III, we elaborate the proposed rectified meta-learning strategy for robust image-based plant disease classification. We introduce the unified optimization framework in Section IV. Extensive experimental results are provided in Section IV. Finally, conclusions are presented in Section V.
II. RELATED WORKS
In this section, we provide a brief overview about the related works, including learning with noisy labels and meta-learning.
A. Learning with Noisy Labels
Designing learning algorithms that can learn from data sets with noisy labels is of great practical importance. Many works are presented to address this problem. One line of approaches use transition matrix [11] , [14] , [15] , [16] to characterize the transition probability between noisy and true labels, i.e., each sample with a true label has a fixed probability of being mislabeled as a noisy label. For example, Patrini et al. [14] proposed a loss correction method to estimate the transition matrix by using a deep network trained on the noisy datasets. Hendrycks et al. [11] exploited a subset of accurately labeled data to estimate the transition matrix. The above methods rely on a prior assumption that the transition matrix keeps identical between classes but is irrelevant to samples. Therefore, these methods worked well on the noisy datasets which is simple and artificial, such as the noisy CIFAR10 [17] . When faced with complex and real-world plant diseases datasets, such as PlantVillage dataset, these methods do not take effect since the above assumption is no longer reasonable.
Another line of methods use a reference set to help training a robust network, which is a clean subset of data including both noisy labels and verified true labels [12] , [18] , [19] , [20] . For example, Lee i.e. [12] introduced CleanNet, a joint neural embedding network, which requires a fraction of the classes being manually verified to provide the knowledge of label noise that can be transferred to other classes. Veit et al. [19] proposed a multi-task network that jointly learns to clean noisy annotations and to accurately classify images. However, the construction of reference set is usually expensive and timeconsuming.
In addition, one popular line is to optimize the network and sample labels jointly [21] , [22] , [23] , [24] , [25] . For instance, in [22] , a joint optimization framework of learning DNN parameters and estimating true labels is proposed, which can correct labels during training by alternating update of network parameters and labels. Yi et al. [25] proposed an endto-end framework called PENCIL, which updates both network parameters and label estimations as label distributions. [23] proposed a deep self-learning framework. By correcting the label using several class prototypes and training the network jointly using the corrected and original noisy iteratively, this work provides an effective end-to-end training framework without using an accessorial network or adding extra supervision on a real noisy dataset.
B. Meta-Learning
Meta-learning, or referred to as learning to learn, is an approach to train a model on a variety of learning tasks, such that it can learn and adapt quickly for new tasks using only a few samples [26] , [27] , [28] . Meta-learning attracted considerable interest in the machine learning community in the last years, and many strategies have been proposed. The existing approaches in general can be divided into either memory-based, metric-based, or optimization-based methods. A memory-based method is proposed in [29] , which learns to store correct sample and label into the same memory slot and retrieve it later, in a task-generic manner. The metric-based approach attempts to learn a shared metric space [30] , which defines a distance between the sample and the class prototype, such that the samples are closer to their correct prototypes than to others. > * (/, ) * , #)
Illustration of the proposed noise-robust plant disease classification framework, which contains two phases that are performed iteratively: 1) primary learning phase, which is designed to train a network to predict the classification results according to original noisy labels; 2) rectified meta-learning phase, which is tailored to improve network robustness to label noise by self-learning.
In contrast to other two approaches, the optimization-based approach [31] , [28] , [32] is more popular, which turns to learn a shared initialization parameter that is optimal for any tasks within few gradient steps from the initial parameter. For example, Hochreiter et al. [33] introduced gradient descent method for meta-learning, specifically for recurrent metalearning algorithms. This work is extended to reinforcement learning by Wang et al. [34] and used for Recurrent Neural Network (RNN) by Andrychowicz et al. [35] . The representative optimization-based method MAML [28] is modelagnostic and performs training by doing gradient updates on simulated meta-tasks, which aims to train model parameters that can learn well based on a few examples and a few gradient descent steps. Meta-SGD [36] uses learning the learning rate differently for each parameter to enhance upon MAML. For effective learning of a meta-learner, meta-learning approaches adopt the episodic training strategy [37] that trains and evaluates a model over a large number of subtasks, which are called meta-training and meta-test phase, respectively. Our approach is similar to MAML. Both our approach and MAML are model-agnostic and perform training by doing gradient updates. However, MAML aims at few-shot transfer to new tasks, whereas our goal is to learn a noise-robust network for plant disease classification.
III. PROPOSED METHOD
In this section, we introduce in details the proposed rectified meta-learning scheme for plant disease classification. Firstly, we state the dilemma of learning from noisy labels. Then we detail the proposed methodology, which includes two phasesprimary learning phase and rectified meta-learning phase-that are performed iteratively.
A. Problem Statement
In supervised plant disease classification problem, we have a set of n training images X = [x 1 , ..., x n ] with groundtruth labels Y = [y 1 , ..., y n ], where x i denotes the i th sample and y i ∈ {0, 1} c is a one-hot vector representing the corresponding noisy label over c classes. A neural network F(θ) with parameter θ is defined to map image x i to label probability distribution F (x i , θ). When training on a trulylabeled dataset, the optimization problem is defined as follows:
where L represents the empirical risk. However, in practice, the labels Y inevitably contain some noise, i.e., some image samples are annotated with inaccurate labels, making this end-to-end approach sub-optimal. The network would overfit to label noise and suffer from classification performance degradation.
In view of the above limitation, we propose a two-phase approach to learn a noise-robust deep network for plant disease classification. The first phase is the common CNN-based classification process, where we introduce the meta-learning loss derived from the second phase into its loss function to promote the network less prone to label noise. In the second phase, the meta-learning process generates multiple synthetic min-batches with pseudo labels, according to which we simulate the process of training with label noise. We then seek the network parameters that are less sensitive to label noise in the parameter space by minimizing the weighted consistency loss among network outputs. In this way, we can learn the underlying reliable knowledge from data with label noise. In contrast, the most recent method [23] adopts a cascade manner, which first corrects the noisy labels and then learns the network parameters.
B. Methodology
The overall framework of our method is illustrated in Fig. 2 . It contains two phases: primary learning phase and rectified meta-learning phase, which are performed iteratively.
1) Primary Learning Phase: The pipeline of the primary learning phase is illustrated in the upper part of Fig. 2 . It aims to optimize the parameters θ of the deep neural network F, according to which the classification of plant disease is conducted. At the beginning, we collect a mini-batch data (X, Y ) 1 from the training set, where X = (x 1 , ..., x k ) are k image samples, and Y = (y 1 , ..., y k ) are the corresponding labels which contain noise. X is then taken as the input of F to produce the corresponding label prediction F (X, θ). The loss function of the network training consists of two parts:
• The first part is the cross-entropy loss L ce that is defined as follows:
where f maps an input to an output of the c-class softmax layer. • The second part is the meta-learning loss L meta , which is added to make network more robust to label noise. • The total loss function is then defined as follows:
where α ∈ [0, 1] is the weight factor that compromises contributions of the two losses. At the very beginning of iteration, α is set to 0 and the network F is trained only using the cross-entropy loss L ce . In the rest iterations, the meta-learning loss joins into the network training, where α is set as a positive value.
The total loss function can be addressed by stochastic gradient descent (SGD). The model parameters θ are updated as follows:
where γ is the learning rate. The full algorithm is outlined in Algorithm 1.
2) Rectified Meta-Learning Phase: The pipeline of the rectified meta-learning phase is illustrated in the bottom half of Fig. 2 . The rectified meta-learning phase is tailored to make the primary learning phase less prone to overfitting to label noise. Using multiple synthetic mini-batches, we train the network using one gradient update, and enforce it to give consistent predictions with that of primary learning phase. A rectification module is further designed to pay more attention to the unbiased samples, leading to accelerated convergence and improved classification accuracy.
• Meta-Learning To perform meta-learning, for each input mini-batch, we first generate multiple synthetic mini-batch with pseudo labels Ŷ 1 , ...,Ŷ Q that are from a similar distribution as the original noisy labels. The generation process is described as follows [38] . Firstly, we randomly select m samples from k ones in each mini-batch X, which are denoted as X m = (x 1 , ..., x m ). For each element x i in X m , we find its top 8 nearest neighbors in X and randomly choose one of them, e.g., x j . Then we replace the label of x i as that of x j , i.e., y j . The above procedure is repeated for Q times to get Q sets of pseudo labels. Q is empirically set as 10.
With the generated pseudo labels, we define a set of synthetic mini-batch as { X,Ŷ i } Q i=1 . For each synthetic mini-batch, we update the network parameter θ to φ i using one gradient descent step:
where θ denotes the network parameter obtained in primary learning phase, β denotes the meta learning rate. According to the updated network, we get the predicted distribution
To promote the deep model to be more tolerant to noisy label, we enforce outputs of the updated network to be consistent with the prediction P o of the primary learning phase. Specifically, we measure the consistency between P o and P i by the Kullback-Leibler (KL) divergence:
• Rectification Module With the above consistency loss, a straightforward idea is to define the meta-learning loss L meta as the summed consistency loss of all Q updated models with parameters {φ i } Q i=1 , as done in [38] :
However, this approach implies that each synthetic minibatch contributes equally to the final decision. It is unreasonable since the pseudo labels produce more or less noise, leading to various confidence of Q synthetic mini-batches. In our work, we propose a rectification module, which works like the attention mechanism by assigning different weights to mini-batches.
The rest critical problem is how to design an effective weighting function. In the literature, there exist two entirely contradictive ideas for constructing such a weighting function. One kind of methods make the weight function monotonically increasing, as depicted in Fig. 3 (a) , i.e., enforce the learning process to more emphasize samples with larger loss since they are more likely with right labels. Representative methods include focal loss [39] and hard negative mining [40] . In contrast, the other kind of methods set the weighting function monotonically decreasing, as shown in Fig. 3 (b) , to suppress effects of samples with extremely large loss values, which are possible with wrong labels. Typical methods of this category include self-paced learning (SPL [41] ) and iterative re-weighting [42] . However, for our task, these two weighting functions are not feasible. On one hand, if we follow the first approach that more cares mini-batches with large consistency loss, which means the produced pseudo labels are close to the noisy ones, the rectified meta-learning phase would not be helpful to make the primary learning phase robust against label noise. On the other hand, if we follow the second approach that emphasizes more mini-batches with small consistency loss, which means that the produced pseudo labels are wrong, the ovefitting problem of the network would be even worse. Therefore, by combining these two methods, we propose a rectification module that increases the penalty of small and large consistency losses and reduces the penalty of moderate ones. Specifically, we define the rectification function s i as:
where c is the parameter controlling the shape of function. Fig. 4 depicts the function behavior of s i . It can be seen that the penalty first goes up but then drops towards 0 as u i increases. Sample (X, Y ) from training datasets. 5 :
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Compute the rectification module: s i (u i ) = u i · exp (−c · u i ) 13: end for 14: 16: end if 17: end for Finally, we define meta-learning loss as a weighted average of all consistency losses:
IV. EXPERIMENTS
In this section, extensive experimental results are provided to demonstrate the superior performance of our proposed method. We also offer comprehensive ablation study to help deep understanding about our scheme.
A. Datasets
We conduct experimental comparison on 30 healthy and diseased plants from the well-known PlantVillage [13] , including apples, potatoes, corn, etc. Since the selected images are all annotated by professional experts, it can be seen as a clean dataset. We randomly select 10% of the dataset for validation, and manually corrupt the rest with three types of label noise:
• Symmetric Noise (SN), which is is injected by using a random one-hot vector to replace the ground-truth label of a sample with a probability of ρ [38] . • Asymmetric Noise (AN), which is designed to mimic structure of real mistakes for similar classes [38] . Mixed Noise (MN) , which is injected including both symmetric and asymmetric label noise to simulate more complicated real-world cases. For each sample, we randomly (with the probability of 50%) choose a noise type to be added. The parameter ρ controls noise level of chosen noise type.
B. Experimental Setup
The main structure of our network follows ResNet-50. We normalize the images, and perform data augmentation by random horizontal flip and random crop a 224 × 224 patch from the resized image. We use a batch size k = 64 with the learning rate of γ = 0.2, and update θ using SGD with a momentum of 0.9 and a weight decay of 10 −4 . The total training processes contain 120 epochs. The learning rate is decreased by a factor of 10 at each 40 epochs.
C. Comparison with the state-of-the-arts
We compare the proposed method with the state-of-the arts under symmetric, asymmetric and mixed label noise with various noise levels ρ. The comparison study includes:
• Cross-Entropy: It actually is the primary learning phase of our scheme without the meta-learning loss. • Mohanty [7] : It is a state-of-the-art CNN-based plant disease classification method without considering the influence of noisy label. • Joint Optimization [22] : It is a state-of-the-art method by alternatively updating the network parameters and correcting noisy labels during training. • MLNT [38] : It performs meta-learning on noisy labels, which is most related to our method. We show its best performance in comparison.
The codes of these compared methods are publicly available.
For the very recent method [23] , there is no source code available, preventing us from comparing with it. Table I and II show the comparison results under symmetric and asymmetric label noise, respectively. It can be found that, our method consistently outperforms the others, no matter what kind of noise and noise level are. Specifically, our scheme significantly improves the classification accuracy over Cross-Entropy, which demonstrates the effectiveness of the proposed meta-learning loss. Our scheme also achieves higher accuracy than Mohanty's method [7] , which demonstrates the effectiveness of our self-learning strategy from noisy label. Cross-Entropy and the Mohanty's method [7] do not consider the noisy label. In Table I, in the case that the noise ratio ρ is 0, which means there is no noisy labels, our method still works better than them. This shows our method has a good generalization ability. Our method is superior to Joint Optimization and MLNT, which are state-of-the-art works that learn from noisy labels. Compared to Joint Optimization, our method achieves up to 4.07% improvement of in accuracy. In addition, Joint Optimization method requires the ground-truth class distribution among training data, while our method does not require any prior knowledge or extra information about the dataset. When compared with MLNT method, our method achieves up to 1.76% improvement in accuracy, which demonstrates the effectiveness of the proposed rectification module.
To demonstrate the effectiveness of the proposed method on complicated label noise, we further report the comparison results under mixed label noise in Table III . Our method outperforms the baseline methods-Cross-Entropy and [7]by a large margin, e.g., improving the average accuracy from 89.03% and 89.65% to 97.41%. The larger the noise level, the more performance improvement is brought by our rectified meta-learning strategy. When compared with the two state-ofthe-art methods, Joint Optimization and MLNT, the gains of our method are up to 4.88% and 0.85%, respectively. These results verify that the proposed rectified meta-learning module indeed helps to learn the underlying knowledge from data in the present of label noise.
D. Ablation Study
As presented in the earlier part of this paper, our main contribution is the rectified meta-learning phase, which serves as a plug-and-play module that can be embedded into the primary learning phase. To demonstrate its effectiveness, we provide ablation study on label correction accuracy and convergence speed. Moreover, we investigate the influence of two important hyper-parameters-Q that is the number of synthetic minibatches and the weight factor α-to the final classification performance.
1) The Influence of Rectified Meta-learning to Label Correction Accuracy: We take the case under mixed noise (MN) with noise level ρ = 0.4 as an example to investigate the influence of the proposed rectified meta-learning to label correction accuracy. As shown in Table IV , the label accuracy of the original noisy dataset is 60%, which is improved to 88.79% after the initial iterative cycle of the preliminary learning phase. When the proposed rectified meta-learning phase is incorporated, i.e, learning with the entire network shown in Fig. 2 , the accuracy is further increased to 94.58%, with 34.58% and 5.79% improvement compared with original dataset and the preliminary learning phase, respectively.
We further explore the classification accuracy for all 30 classes as shown in Fig. 7 . We can find that the original accuracies of all classes is around 60%. For most classes (25 out of 30), our approach can increase the label accuracy to higher than 92%. Specifically, for the 11 th class ("Grape Black Measles) that is with about 66.13% original label accuracy, our scheme can improves the accuracy by 31.80% where 15.78% is attributed to the proposed rectified metalearning phase. Some of the noisy samples are successfully corrected by our approach, as shown in Fig. 5 . The above study demonstrates that the proposed rectified meta-learning phase is indeed helpful for noisy labels correction.
2) The Influence of the Rectification Module to Convergence Speed: We take the case under mixed noise with noise level 3 as examples to explore the influence of the rectification module to convergence speed. In Fig. 6 , we show the comparison with respect to classification accuracy and convergence speed between with and without rectification module. It can be found that, when without the rectification module, the training process is unstable; in contrast, when with the rectification module, the training process becomes stable in about 27 th iteration, and the classification accuracy is also improved.
3) The Influence of Q to Classification Performance: Q is the number of mini-batches {(X,Ŷ i )} Q i=1 with pseudo labels that we generate for each mini-batch (X, Y ) from the original training data. As shown in Fig. 8 , we test four cases with Q = 0, 5, 10, 15 under symmetric noise (SN) and asymmetric noise (AN) with various noise levels. It is worth noting that, when Q = 0 our scheme becomes Cross-Entropy. It can be seen that the classification accuracy is improved as Q increases. We can infer that, more synthetic mini-batches are involved into selflearning, the model is more likely to learn accurate labels, and the network becomes more robust to noise. In practical implementation, we set Q = 10 to achieve the balance between performance and training speed.
4) The Influence of α to Classification Performance: As shown in Eq. (3), α ∈ [0, 1] is the weight factor that tradeoffs the contributions of the cross-entropy loss and the metalearning loss. In another word, α decides the network shall focus on the original labels or on the pseudo labels, which greatly affects the classification performance.
We take the case under mixed noise (MN) with noise level ρ = 0.4 as an example to study the influence of different α ranging from 0 to 1 with step 0.1 to the classification accuracy. There exists two extreme cases: (i) When α = 1, the network is trained by using only pseudo noisy labels without original noisy labels. (ii) When α = 0, the training process abandons the rectified meta-learning phase and only adopts the primary learning phase with original noisy labels.
From the Fig. 9 , it can be found that when α = 0 (without using the corrected pseudo labels) the classification performance is poor; when α = 1 (using only corrected pseudo labels) the performance is also not satisfactory but higher than the case α = 0. The accuracy curve shows that the corrected pseudo labels would erroneously correct some clean labels. During the training process, directly using all corrected pseudo labels will bring new noise, and make the network fit on simple features. The model jointly trained by both the original noisy labels and the corrected pseudo labels achieves the best performance when α = 0.5.
V. CONCLUSION
In this paper, we presented an effective framework for plant diseases classification that combines rectified meta-learning and a rectification module to learn from noisy labels. Our approach contains two phases, the primary learning phase and the rectified meta-learning phase. The rectified metalearning phase is tailored to make the primary learning phase less prone to overfitting to label noise. Specifically, based on multiple synthetic mini-batches, we train the network using one gradient update, and enforce it to give consistent predictions with that of primary learning phase. A rectification module is further designed to pay more attention to the unbiased samples, leading to accelerated convergence and improved classification accuracy. Experimental results validate the superior performance of our method compared to state-ofthe-art methods.
