We compare the Gram-Schmidt and covariant phase-space-basis-vector descriptions for three time-reversible harmonic oscillator problems, in two, three, and four phase-space dimensions respectively. The two-dimensional problem can be solved analytically. The three-dimensional and four-dimensional problems studied here are simultaneously chaotic, time-reversible, and dissipative. Our treatment is intended to be pedagogical, for July 2011 publication in Communications in Nonlinear Science and Numerical Simulation, and for use in the second edition of our book on Time Reversibility, Computer Simulation, and Chaos. Comments are very welcome.
I. INTRODUCTION
Lyapunov exponent, λ 1 (t), allows instability sources ("hot spots", or better, "regions") to be located spatially. This localization of instability was long studied by Lorenz in his efforts to understand the predictability of weather.
Recently ideas which had been expressed much earlier by Lorenz [9] [10] [11] and Eckmann and Ruelle [12] have been developed into several algorithms describing the phase-space deformation with an alternative set of "covariant vectors", vectors which "follow the motion" in a precisely time-reversible but somewhat arbitrary way [13] [14] [15] [16] [17] [18] [19] . The literature describing this development is becoming widespread while remaining, for the most part, overly mathematical (lots of linear matrix algebra) and accordingly hard to read. In order better to understand this work, we apply both the older Gram-Schmidt and the newer covariant time-reversibility ideas to three simple harmonic-oscillator problems.
To begin, we describe the three example problems in Section II, along with the usual Gram-Schmidt method for finding local Lyapunov exponents and corresponding vectors.
Some of the newer covariant approaches are outlined in Section III. Numerical results for the three problems, followed by our conclusions, make up the last two Sections, IV and V.
II. LYAPUNOV SPECTRUM USING LAGRANGE MULTIPLIERS

A. Model 1: Simple Harmonic Oscillator
The models studied here are all harmonic oscillators. All of them incorporate variations on the textbook oscillator problem with coordinate q, momentum p, and motion equations {q = +p ;ṗ = −q }. The first and simplest model [20] can be analyzed analytically. A (q, p) phase-space orbit of this oscillator is shown in Figure 1 . Notice that the oscillator orbit shown there includes an arbitrary scale factor s, here chosen equal to 2. The corresponding
Hamiltonian is H(q, p):
−→ {q = +(p/4) ;ṗ = −(4q) } −→q = −q .
The "dynamical matrix" D for this oscillator describes the evolution of the set of infinitesimal offset vectors { δ } needed to define the Lyapunov exponents, { δ = (q, p) satellite − (q, p) reference } ; {δ = D · δ } . Two local Lyapunov exponents, which reflect the short-term tendency of two orthonormal offset vectors to grow or shrink, can then be defined by the two vector relations:
We choose the "infinitesimal" length of the vectors, arbitrary in this linear problem, equal to unity for convenience. Snapshots of the two orthogonal Gram-Schmidt vectors are shown at the left in Figure 2 .
These local exponents have time-averaged values of zero, but sizable nonzero timedependent and s-dependent fluctuations, define the local Gram-Schmidt Lyapunov exponents. Their time averages give the global two Lyapunov exponents, λ 1 and λ 2 :
This Lagrange-multiplier approach is the small timestep limit of the finite-difference Gram-Schmidt approach to orthonormalization [21, 22] . For a model with an N-dimensional phase space N Lagrange multipliers { λ ii } constrain the fixed lengths of the N offset vectors while N(N − 1)/2 additional multipliers { λ ij } are required to keep the N(N − 1)/2 pairs of vectors orthogonal. In the following two subsections we describe the analytic formulation of the Lagrange-multiplier problem for examples with three-and four-dimensional phase spaces. For large N the Gram-Schmidt approach is considerably faster and simpler than the Lagrange-multiplier one. The second model, unlike the first, can exhibit long-term chaotic motion, with threedimensional phase-space perturbations { δq, δp, δζ } growing or shrinking exponentially in time, ∝ e λt . Here ζ is a friction coefficient and controls the instantaneous changing kinetic temperature p 2 , so as to match a specified target temperature T (q) [23, 24] . Here we allow the temperature to depend upon the oscillator coordinate [25] [26] [27] [28] ,
The temperature gradient makes overall dissipation possible, characterized by a shrinking phase-space volume, ⊗ → 0, and resulting in a strange attractor, with D I < 3, or even a one-dimensional limit cycle, D I = 1.
The ǫ-dependent temperature gradient opens the irresistable possibility for heat to be absorbed at higher temperatures than those where it is expelled. The Nosé-Hoover equations of motion for the nonequilibrium oscillator are :
The friction coefficient ζ allows the long-time-averaged kinetic temperature, proportional to p 2 , to conform to a nonequilibrium steady state, characterized by the imposed temperature profile T (q) :
Because the motion occurs in a three-dimensional phase space the dynamical matrix D, which governs the motion of phase-space offset vectors is 3 × 3 :
where T ′ is the derivative of temperature with respect to q :
For simplicity, we choose these vectors to have unit length. In addition, six Lagrange multipliers are required to maintain the orthonormality of the three offset vectors
This model can exhibit chaos or regular behavior, depending on the initial conditions as well as the maximum temperature gradient ǫ. Chaotic solutions for this oscillator are necessarily numerical, rather than analytical, and are illustrated in Section III. has two friction coefficients (ζ, ξ) rather than just one. With a constant temperature T the resulting ergodic canonical-ensemble phase-space probability density is
The nonequilibrium multifractal extension of this model results if (as in Model 2) the temperature depends upon the oscillator coordinate, T (q) = 1 + ǫ tanh(q). In this nonequilibrium case there are four equations of motion:
The corresponding four-variable dynamical matrix D, which controls the linearized
A lower-triangular array of constraining Lagrange Multipliers, can then be defined. Just as before, the diagonal multipliers maintain the lengths of the vectors constant and the off-diagonal multipliers maintain the orthogonality of the vectors. For this model, with four offset vectors, we have ten Lagrange multipliers in all:
The Gram-Schmidt Lyapunov exponents are the long-time-averaged diagonal Lagrange
Multipliers [22, 23] :
Here, as is usual, we choose the (arbitrary) length of the tangent-space offset vectors equal to unity: { |δ| ≡ 1 }. The instantaneous off-diagonal elements,
describe the tendency of the offset vectors to rotate relative to one another. This fourdimensional model is already sufficiently complex to illustrate the distinctions between the Gram-Schmidt and covariant descriptions of phase-space instabilities. We include numerical results for this model too, in Section IV. Wolfe's 2006 dissertation [14] and the Kuptsov-Parlitz review [19] are particularly useful guides to this work. Some of the underlying ideas date back to Lorenz' early studies, in 1965 [9] . The main idea is not so different to the old Gram-Schmidt approach and in fact requires information based on that Gram-Schmidt (or Lagrange multiplier) approach not only forward (as is usual), but also backward (which can be artificial, violating the Second Law of Thermodynamics) in time.
III. COVARIANT LYAPUNOV VECTORS AND THEIR EXPONENTS
The main idea is to seek a representative basis set of comoving and corotating infinitesimal phase-space vectors { δ c }, (c for covariant) guided by the linearized (treating { q, p, ζ, ξ } as constants in the D matrix) motion equations,
The covariant basis vectors follow the linearized flow equations, without Lagrange multipliers, and so are generally not orthogonal. Provided that the "unstable" manifold, made up of the phase-space directions corresponding to longtime expansion, can be usefully distinguished from the "stable" manifold, corresponding to directions associated with longtime contraction, the covariant basis vectors are locally parallel to these two manifolds.
A "covariant" set of vectors would seem not to require Gram-Schmidt constraints, or
Lagrange multipliers, because orthogonality is not required. Even so, all the existing com- 
The constants { y f } are then determined by solving a relatively simple eigenvalue problem.
Likewise, the next-to-last covariant vector can be written in terms of the first two GramSchmidt vectors from the time-reversed trajectory:
In general the nth covariant vector can be expressed as a sum of n Gram-Schmidt vectors with the constants y determined by solving a set of linear equations. All of these vectors are unit vectors, with length 1. The many method variations (using the first few, the last few, or some of both sets of Gram-Schmidt vectors) are discussed in Wolfe's thesis, which is currently available online. The Appendix of Romero-Bastida, Pazó, López, and Rodriguez'
work [17] , as well as the Kuptsov-Parlitz review [19] are also useful guides.
The main difficulty in putting all of this work into perspective is a result of the fractal/singular nature of the phase-space vectors. This structure can be traced to bifurcations in the past history and/or in the future evolution of a particular phase point. This sensitivity to initial conditions means that slightly different differential-equation algorithms can lead to qualitatively different trajectories, making it hard to tell whether or not two computer programs are consistent with one another. The best approach to code validation is to reproduce properties of the covariant vectors which are insensitive to the integration algorithm.
We will consider some of these properties for our three example oscillator models.
IV. RESULTS FOR THE THREE HARMONIC OSCILLATOR PROBLEMS
A. Ordinary One-Dimensional Harmonic Oscillator with Scale Factor s = 2
The first of our three illustrative oscillator problems is an equilibrium problem in Hamiltonian mechanics, a harmonic oscillator with unit frequency and with a scale factor s set equal to 2 :
The local Lyapunov exponents for such an oscillator depend upon s and vanish in the usual case where s = 1 .
A (q, p) phase-space plot of a typical orbit for s = 2 was shown in Figure 1 . The oscillator orbit we choose to analyze is the ellipse shown there:
The local Lyapunov exponents describe the instantaneous growth rates of infinitesimal "off- 
once the initial conditions are specified. See Figure 2 for an illustration of the following choice of initial values, at t = 0 :
In the course of the motion, with period 2π, the first forward Gram-Schmidt vector δ 
tan(t)) .
Although the probability density for δq [ or δp ] diverges, wheneverq = 0 [ or wheneveṙ p = 0 ], the probability density for θ, which describes the nonuniform phase-space rotary motion, is well-behaved, as shown in Figure 3 .
The instantaneous Lyapunov vectors, both Gram-Schmidt and covariant, from the orbit shown in Figure 2 , are shown as functions of time in Figure 4 . The exponents are:
with the second covariant exponent given by the strain rate parallel to the orbit: Because the oscillator is not chaotic, these detailed results depend upon the choice of initial conditions. The general features illustrated by this problem include (1) the orthogonality of the Gram-Schmidt vectors, (2) the possibility of obtaining a "reversed" trajectory by using a stored forward trajectory, changing only the sign of the timestep +dt → −dt, (3) the identity of the first Gram-Schmidt vector with the first covariant vector, and (4) the identity of the trajectory direction with the covariant vector corresponding to the timeaveraged exponent λ ≡ 0. In the next problem we study the directions of the forward and backward vectors and show that they typically differ, though the time-averaged exponents (for a sufficiently long calculation) agree, apart from their signs. Here the coordinate q increases from left to right, the momentum p from front to back, and the friction coefficient ζ from bottom to top.
B. Three-Dimensional (q, p, ζ) Nosé-Hoover Oscillator
Here we consider the second model oscillator. Its nonequilibrium temperature profile, The three-dimensional system of motion equations, for the chaotic oscillator with ǫ = 0.25. can be "reversed" in either of two ways: (1) replace +dt by −dt in the fourth-order RungeKutta integrator or (2) leaving dt > 0 unchanged, change the signs of the momentum p and the friction coefficient ζ so that the underlying physical system traces its coordinate history backward in time, q(+t) → q(−t). In either case longtime stability with decreasing time requires that the dissipative forward trajectory be stored and reused. If the trajectory is not stored then the reversed motion abruptly leaves the unstable reversed orbit. Figure 8 shows the jump from the illegal reversed motion, violating the Second Law of Thermodynamics, to a stable obedient motion after sixteen circuits of the illegal cycle.
For simplicity of notation and description we have adopted the first reversibility definition throughout the present work. It is necessary to recognize that the "motion" (forward in time) we analyze is dissipative, though time-reversible, while the reversed motion (backward in time and contrary to the Second Law of Thermodynamics) is actually so unstable ( because ⊗ > 0 ) as to be unobservable unless the trajectory has been stored in advance.
The instability of the reversed trajectory, leading to symmetry breaking, can be understood by considering the flow of probability density in phase space. The comoving probability density f (q, p, ζ, t) obeys the analog of Liouville's continuity equation. At any instant of time the changing phase-space probability density responds to the friction coefficient ζ : Problems with four or more phase-space dimensions require the mathematics, mostly linear algebra, of covariant vectors for their solution. Here we choose a doubly-thermostated harmonic oscillator (two thermostat variables, ζ and ξ), again with a nonequilibrium temperature profile, T = 1 + tanh(q). The equations of motion (which give the canonical phase-space distribution characteristic of the temperature T when ǫ vanishes) are:
Again T is the kinetic temperature, the time-averaged value of p 2 . ζ and ξ are timereversible thermostat variables which control the second and fourth moments of the velocity distribution. At equilibrium the solution of these motion equations is the complete canonical phase-space distribution. For T = 1 this stationary distribution has the form:
This oscillator system is ergodic. When the temperature T is made to depend upon the coordinate q, a nonequilibrium strange attractor results. We can give some detailed results
for the well-studied [25] [26] [27] With a single exception, the vanishing Gram-Schmidt exponent derived from δ f 22 (t), the data suggest a fractal nature for the probability densities of the various exponents. Figure   9 compares the probability distributions for λ [2] they provide results which are "norm-independent". The Gram-Schmidt vectors differ, reflecting the past and steadfastly ignorant of the future. Consider a purely-Hamiltonian situation, the sudden inelastic collision of two rapidly-moving blocks, converting ordered kinetic energy to heat. The Gram-Schmidt vectors turn out to be more localized in the forward direction of time than in the (completely unphysical) reversed direction, where the particle trajectories have been stored [29] . The phase-space directions corresponding 
