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INTRODUCTION 
Let G be a connected simply-connected semisimple algebraic group with Lie 
algebra ~q and let e c .q be a regular nilpotent element. Denote by Ge the cen- 
tralizer ofe in G. It is well known that Ge -~ G ° x Z(G), where Z(G) is the cen- 
tre of G and G ° is a commutative unipotent group of dimension rkG, the rank 
of G. R. Brylinski used the name 'nilpotent torus' for the Lie algebra .q,, := Lie Ge 
[6]. We shall apply the name 'nilpotent torus' to the groups G ° and G~, too. 
The aim of this paper is to study the algebras of invariants k[X] G;' and k[G]a% 
where Xis an affine variety acted upon by G (= G-variety). The motivation (and 
an explanation of terminology) comes from the article of R. Brylinski [5]. She 
proved that ge is the limit of Cartan subalgebras in a very precise sense and 
that, for any irreducible G-module V, V a* together with some additional data 
keeps information on q-analogs of the weight multiplicities in V. Therefore 
knowledge of the structure of the above algebras of invariants may provide 
some information on q-analogs for G-modules involved in k[X]. A useful class 
of G-varieties which deserves a special attention in this regard is that of 
HV-varieties, see [14, §5] and Section 3. In Section 1, I tried to gather as many 
results of general nature on invariants of nilpotent ori as possible. Among 
them the assertion that Spec k[G] c~' has rational singularities. It implies that 
Spec k[X] ~': has rational singularities whenever X does so. In Section 2, we de- 
scribe the null-cone for Ge-invariants in terms of 1-parameter subgroups. This 
was inspired by the work of Brion on the null-cone for a maximal unipotent 
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subgroup of G [2, IV]. In our case the answer turns out to be better and it has an 
interesting connection with the null-cone for a maximal torus. A surprising 
consequence is that the null-cone relative to G,, is never reduced. Actions of 
nilpotent ori on HV-varieties are considered in Section 3. We describe all the 
cases when the algebra of G~-invariants i  polynomial and prove some curious 
results on G,'~'-invariants for G = SLn. In Section 4, 'Ge-theory' is used for get- 
ting some results on the diagonal G-action on X x ~q. First, an estimate of em- 
bedding dimension of algebras of the form k[X x ,q]C; is given. As a by-product, 
we recover results of Levstein [12]. Second, it is proven that the null-cone in 
X x .q relative to G is never reduced. 
Notation. The ground field k is algebraically closed and of characteristic zero. 
Lie algebras of algebraic groups are denoted by the respective lower-case 
Gothik letters. Throughout he paper, X is an affine G-variety and k[X] is the 
algebra of regular functions on X. It is always assumed that the G-action on X 
is not trivial, i.e., X ~ X c. For a subgroup A c G, k[X] A is the subalgebra of 
A-invariant functions. We write X//A for Spec k[X] A whenever k[X] A is finitely 
generated. 
This paper was written during my stay at the MPI (Bonn). I am grateful to the 
Institute for hospitality and support. I also thank the (unknown) referee for 
numerous uggestions and improvements of the original text. The work was 
partially supported by RFF I  Grant No. 98-01-00598. 
1. INVARIANTS OF N ILPOTENT TORI  ON G-VARIET IES  
Most properties of G,,-invariants come up through a relationship with G-in- 
variants and the nilpotent cone 9~ C ,q. Therefore we begin with recalling basic 
properties of the latter. 
Theorem 1.1. 
(i) [11] ~ & an irreducible normal complete intersection in ,q and 
codim,j~(9~ \Ge) = 2; 
(ii) [10] 9~ has rationalsingularities. 
It follows that k[9~] = k[Ge] = k[G] 6", i.e., k[G] C~ is finitely generated and 9~ = 
Spec k[G] ~'. Consider the larger algebra k[G] C~'. Being a finite k[G]6e-module, 
k[G] c;' is finitely generated, too. Obviously, it is integrally closed. Hence ~ := 
Spec k[G] G~' is a normal affine variety. The dense G-orbit in ~ is isomorphic to 
G/G, ° and its complement is of codimension 2. Let ~ be a point in this G-orbit 
whose stabilizer is G ° The following result is almost in the literature and cer- 
e"  
tainly it was known to the experts in the field. For instance, it has been shown in 
[4] that ~? is Cohen Macaulay. 
Theorem 1.2. ~ has rational singularities. 
Proof. We follow the same way as in [13], where it was proved that the nor- 
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malization of the closure of any nilpotent orbit has rational singularities. The 
reader may consult that paper for more details concerning the following ex- 
position. Let /Cr and wr denote, respectively, the Grauert Riemenschneider 
canonical sheaf and the Grothendieck dualizing sheaf on a normal variety E By 
Flenner's theorem, ~ has rational singularities whenever w,5~ is invertible and 
/C,~ = a;,~. Here we have cc,~ _~ O~ for the same reason as for the closure of any 
nilpotent orbit (cf. [13]): the dense orbit G. ~ has a symplectic structure and its 
complement is ofcodimension 2. Let ? : Z ~ ~ be a resolution of singularities. 
The equality /C,~ = co,3~ will follow in our setting from the fact that, for some 
Z, the pull-back of the symplectic 2-form on G. ~ extends to a regular 2-form 
on Z. Let B be the unique Borel subgroup such that e E b and let 11 be the nil- 
potent radical of b. Recall the famous Springer resolution T :G  "8 u = 
G "8 B. e ~ ~. To construct an appropriate Z, take a B-equivariant resolution 
of singularities R ~ B. g c ~ and then put Z = G "8 R ~. We obtain the com- 
mutative diagram: 
Z ~ ~ 
l l 
G *sB.e ~ ~J~ 
The symplectic 2-form on G. g is the pull-back of the Kirillov form on G. e and 
the latter extends to a regular 2-form on G .8 B. e, see [13, Lemma 2]. From 
this diagram it then follows that the symplectic form on G. ~ extends to a reg- 
ular 2-form on Z. [] 
Remarks. (1) Making use of Graham's resuls [8], one can describe an explicit 
model of ~. Let )O, . . - ,  Xr be the minuscule weights of G and Vx~ (i = 1, . . . ,  r) 
the corresponding irreducible G-modules. Let vi E V~, be a B-eigenvector. 
Consider the point g = (e, vl, .  •., Vr) E .q ® V~ ® .. .  @ Vxr. Clearly, Go = Bo = 
G °. I claim that G. g, the closure of G-orbit of g in ~ ® V~ ® .. .  ® V~r is iso- 
morphic to ~. Because ~{ is normal and the complement of the dense orbit is of 
codimension 2, the identity map of dense orbits gives rise to a dominant regular 
map ~ -+ G. g. In other words, k[G. ~] is a subalgebra of k[~]. By[8, 1.2, 3.4], 
each minuscule representation occurs in k[~] exactly once and k[~J~] is gener- 
ated by these representations a k[5~]-module. By construction, k[G. ~] con- 
tains all the stuff just described. Hence it must be equal to k[~]. 
(2) Using this model, it is easy to see that B • g is isomorphic to the product 
of T • ~ and an affine space (here T is a maximal torus of B). This means that 
B- ~ is normal if and only if T • g is and that the normalization of B. ~ has 
rational singularities. The closure T -g  is not always normal. Normality is 
equivalent to that the monoid -= generated by the simple roots and the minus- 
cule weights is saturated in the weight lattice. Making use of the expressions 
By Hironaka, an equivariant resolution of singularities always exists. However, it is sufficient to 
take the normalization ofB. ~ as R, since it has rational singularities, see Remark 2 below. 
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of minuscule weights via simple roots, it is easy to check that ~ is not saturated 
for Ap (p > 3), Bp, Cp, Dp, E6, E7. That  is, for simple groups having minuscule 
weights, Z is saturated only for A1 and A2. 
Proposition 1.3. For any affine G-variety X, we have 
(i) k[X] (;' ~_ k[X x ~]G and k[X] (;;' ~_ k[X x ~]G, where the isomorphisms 
are given by restriction of G-invariant Junctions to X × {e} (resp. X × {~}). In 
particular, both algebras are finitely generated. 
(ii) I f  X has rational singularities, then so do X//G,, and X//G~','. 
Proof. (i) This is a part icular case of [9, 1.2]; see also [16, Theorem 4]. What  is 
important  here is that k[~] = kIG] ~" and k[~] = k[G] c:'. 
(ii) By Theorem 1.1 (ii), Theorem 1.2, and Boutot's theorem [1]. [] 
Let {e+,h,e } be an ~12-triple containing e = e+ (i.e., [h,e I = 2e, etc.). The 
subalgebra ,5 = (e+, h, e ) is a principal TDS in Konstant 's  terminology. De- 
note by S the corresponding connected subgroup of G. Let V be an arbitrary 
(f inite-dimensional) G-module. By SL2-theory, the eigenvalues of h on V are 
integral and those on V ,q~' are nonnegative. Hence the action of h yields a Z > 0- 
grading on k[X] a;' (and, of course, on k[X](;"). The n th graded piece is k[X] G:~ 
{f  ¢ k[X] G:' [h . f  = nf} (n = 0, 1 . . . .  ). Here we regard h as an algebraic vector 
field on X. 
Proposition 1.4. 
(1) = k[X]  = 
(2) k[X]~;' is a finite c," • k[X]0 -module for each n E N; 
(3) k[X]~ ~' = 0 unless n is even. 
• G o 
Proof. (l) By SL2-theory, any function m k[X]o" is S-invariant. It then suffices 
to prove that the Lie algebra generated by ,% and 6 is equal to ,q. This again 
follows f rom SLz-theory: by successively applying ad e to a basis of .% con- 
sisting of  h-eigenvectors, we obtain a basis of  .q. 
(2) Associated to h, there is a 1-parameter subgroup (1-PS) u : k* -~ S C G 
such that du(1)=h. Because u(k*) normal izes G,, it acts on k[X] G;' and 
k[X]~;' = { Jc  k[X]G;']u(t).f = t~c}. So, (2) becomes a standard fact on co- 
variants of reductive groups. 
(3) For irreducible V, V 6~" ¢ 0 if and only if Z(G) acts trivially on V. Since 
the centre of  S lies in Z(G), V]s is the sum of odd-dimensional  SL2-modules in 
this case. Thus, all the eigenvalues of h are even. [] 
Remark. If X---- G and the G-act ion is given by right multipl ication, then 
k[G] G" = k[9~] possesses two gradings. The first one is as above (h-grading) and 
the second one is inherited from k[.q]. The relation between them has been ob- 
served in [7, 2.4]: (2n) th piece in h-grading is equal to n th piece in k[.q]-grading. 
In our setting, this easily follows from Proposit ion 1.3 (i). 
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Interest in k[X] 6e is also explained by the fact that k[X] T, where Tis a maximal 
torus, is a deformation of it. This is implicit in [5]. Our next goal is to present 
accurately this relationship. First, we need to match T and Ge. Having fixed 
e E ~ and hence Ge, we set T = Z6(h). 
Theorem 1.5. Let X be an arbitrary affine G-variety. Then there is an ascending 
filtration J = {J"} in k[X] r such that gr jk[X] T ~- k[X] 6". 
Proof. Set j - i  = 0 and jn = {x c k[x]T[e "+' .x  = 0} for n = 0, 1 .... This is 
well-defined, since each x belong to a finite-dimensional G-submodule and 
therefore e is a locally-nilpotent endomorphism of k[X]. Then grjk[X] T := 
On>ojn/ jn 1. Define the linear map ~ : grjk[X] T ---+ k[X] by: .g c j n / jn  I w-+ 
±e" : n! • x. From [5, 2.7] it follows that the image of ~ is k[X] 6" and ~ is 
injective. Because acts as a derivation ofk[X], application of the Leibniz rule 
shows ~ is an algebra homomorphism. [] 
The theorem implies that k[X] v is a deformation of k[X] ¢" in a very precise 
sense. Practically, this means whenever k[X] a', has a property 'of open type', 
k[X] r also has this property. See [16, §5, 6] for a thorough treatment of de- 
formations (contractions) and properties of open type. 
Remark 1.6. G/T  and G/Ge are two representatives of the finite (up to iso- 
morphism) set of regular orbits in .q. More generally, if G/A is an arbitrary 
regular orbit, then the analogue of Theorem 1.5 holds with A in place of T. 
Actually, all the varieties of the form X//A can be organized as the fibres of an 
equidimensional map onto an affine space. Endow X × .q with the diagonal 
G-action. Associated to the projection 0 :X  x ~q ~ ~q, there is the map of 
quotient varieties z9 : (X × .q)//G ~ .q//G ~-  ,~rk G. Given ( E ,q//G, denote by A~ 
the stabilizer of a point in the regular G-orbit over ~. Then 0 -1(~)= 
(X × 7r.q I(())//G ~- X//A~. The latter isomorphism follows by [9, 1.2], since 
k[Tr~ j (()] = k[G/A~] [11]. Therefore 0 is equidimensional, the fibres being of 
dimension dim X-  rk G. As is was pointed out by the referee, Kostant's results 
in [loc. cit] imply also that k[X × ~q]G is a free k[.q]a-module, i.e., 0 is flat. 
2. THE NULL-CONE FOR Ge-INVARIANTS 
Suppose X is an affine G-variety having a fixed point, say x0. For a subgroup 
H C G, we set 
~H(X)  = {x E X t f (x  ) =f(x0)  for any f  E k[X]H}. 
I f  k[X] H is finitely generated, then one may think of ~H(X)  as the (reduced) 
fibre containing x0 of the quotient map 7rx,H : X ~ X//H. By analogy with re- 
ductive group actions, we shall say that ~H(X)  is the null-cone. However, it 
fails to be true in general that x belongs to ~H(X)  if and only if the closure of 
Hx contains x0; for instance, if H is unipotent then all H-orbits are closed. The 
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Hi lber t -Mumford  (= HM)  criterion provides a description of 9~H(X) in terms 
of 1-PS whenever H is reductive. Because this does not appeal to invariants, it is 
helpful to have a similar description in the nonreductive case. As a sample, we 
ment ion Brion's theorem on the null-cone for a maximal  unipotent subgroup 
[2, IV]. Fortunately, the same approach applies to ni lpotent tori as well and the 
answer in terms of 1-PS turns out to be even better, since no prel iminary con- 
jugat ion is required. 
Recall that T --- Za(h) .  Here is the place to put a bit more notat ion forth. Let 
A be the set of roots relative to T. The unique Borel subalgebra l~ containing e 
(and t) determines the subset of positive roots A+. Let c~l, . . . ,  ~p (p = rk G) be 
the corresponding simple roots. Then one may choose corresponding root 
vectors e<)~ (i = 1 , . . . ,p )  in such a way that e = e<)~ +. . .  + e<,,,. The funda- 
mental  weights are denoted by ~t, .  • •, ~p. In the next theorem, ( ] ) stands for 
the natural  pair ing between the characters and the l -parameter  subgroups of T. 
I f /s  is a character  and "), : k* -~ T is a I-PS, then (# o 7)(0 =: t(~'lv), t • k*. 
Note that 9i'~,(X) = 9~a~(X), because IGc : G~f I < vc. 
Theorem 2.1. Notation as above, the fol lowing conditions are equivalent for  
xEX. "  
(i) x • '~G,,(X); 
(ii) there is a one-parameter subgroup T : k*---+ T such that (~i]T)> 0 
(i = 1 , . . . ,p )  and l im~oT( t )  . x = xo. 
Proof. The guiding idea is to consider the G-act ion on X x 9~ in place of the 
Ge-action on X, 9~ce (X) being replaced by ~6(X  x ~). The latter is determined 
by the fixed point (x0,0). The advantage is that one may apply the usual 
HM-cr i ter ion  to the G-action. Later on, a 1-PS ~- : k* -~ T is said to be strictly 
dominant whenever (c~il~-) > 0 for i = 1 . . . .  ,p. 
(ii) ~ (i): By Proposit ion 1.3 (i), it is enough to prove that (x ,e )E  
ffi'c,(X x 9~). Since e= y'~i e ..... l imt_0r ( t )  .e=0.  Therefore the closure of  
G- (x, e) contains (x0, 0) and the assert ion follows. 
(i) ~ (ii): By Proposit ion 1.3 (i), (x,e) E ~)~G(X x ~).  Therefore, by the 
HM-cr i ter ion,  there is a I-PS 7 : k* ~ G such that limt_~0 T(t) • (x, e) = (x0, 0). 
Step 1: Without loss of generality, one may assume that 7(k*) C B. 
For, P := {g~ G] l imt_oT(t )g '7( t )  1 exists in G} is a parabol ic subgroup. 
Therefore BN P contains a maximal  torus, say T',  of  G. Since 7(k*) is a 
l -dimensional  torus in P, there is g C P such that g l'7(k*)g c T r c B. Then 
having written 
g lT(t)g. (x,e) :g  ~ET(t)gT(t) ~]'y(t). (x,e), 
we see that this aggregate tends to (x0, 0) as t tends to 0. Thus, one may replace 
7byg  17g. 
Step 2: Since 7(k*) c B, there is u E U (the unipotent radical of  B) such that 
T(t) := uT(t)u i ¢ T for all t E k*. Hence lim,_+07-(t)u. (x,e) = (x0,0). In par- 
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ticular, limt-,0 "r(t) • (u. e) = 0. Because u- e is still a regular nilpotent element 
in n c b, T must be strictly dominant. Next, we have x0 = limt~0"r(t)u • x = 
limt~o[T(t)u'r(t)-l]'c(t) • x. Since u c U and we already know that T is strictly 
dominant, limt_~oT(t)u~-(t) -1 : la (the unit in G). Hence, l imt~oT( t )x  = xo, 
and we are done. [] 
Denote by W the Weyl group Na (T) / T. 
Corollary 2.2. 
(i) 9~G,,(X) C 9~T(X) and~a,  (X) is B-stable; 
(ii) ~r(X)  = W . ~a,~ (X). In particular, dim s3~r(X) = dim 9~a,, (X). 
Proof. (i) Obvious. 
(ii) By the first part, notation W. ~6,,(X) makes sense. Let us say a 1-PS 3' is 
regular if (al7) ~ 0 for each a E A. Obviously, each regular 1-PS is W-con- 
jugate to a strictly dominant one. It remains to observe that i fx  c ~T(X), i.e., 
limt~0"~(t) • x = x0 for some 1-PS % then there is a regular 1-PS ,~' with the 
same property. [] 
The corollary yields the following recipe: Consider the set of irreducible com- 
ponents of sJ~r(X). The group W acts on it. Choose the 'dominant' rep- 
resentative in each W-orbit. The resulting set is precisely the set of irreducible 
components of ~ae (X). 
Another curious consequence of the properties of the null-cone is that the 
fibre of 7rx, ae containing x0 is never educed (in the scheme-theoretic sense). For 
the quotient map rCX, ae : X ~ X//Ge, denote by fft0,x the maximal ideal of the 
point 7rx.ce(xo). That is, fft0,x = { f  E k[X] ae I f (x0)=0}.  Recall that the 
G-action on X is supposed to be non-trivial. 
Theorem 2.3. The ideal k[X]ffto,x c k[X] is not equal to the radical 
Rad (k[X]nto,x). 
Proof. The idea is quite simple. By Corollary 2.2 (i), any f  E k[X] r such that 
f (xo)  = 0 lies in Rad (k[X]ffto,x). On the other side, Theorem 1.5 suggests it is 
unlikely that all such functions lie in k[X]rno,x. Implementation of this pro- 
gram is easy, if k[X] is graded. Fortunately, the problem can always be reduced 
to this case. Let (_9 be a minimal G-orbit containing x0 in its closure, (9 ¢ {x0}. 
Then the stabilizer of a (any) point in O contains a maximal unipotent sub- 
group of G. (The proof of [3, Lemme on p. 401] applies. The only difference in 
the assumptions i that we do not assume that X can be embedded in an irre- 
ducible G-module.) Such varieties have been studied in [17]. If C := O is nor- 
mal, then it is a so-called HV-variety of G. In any case, k[C] has a 7/_> 0-grading 
such that the sum of all pieces of positive grade is the ideal of x0 C C. Let 
f c k[C] T be an invariant of the least positive degree, say n. Since k[C]rN 
k[C] ae = k[C] 6 = k, we havef  (~k[C] ae. It follows from Theorem 1.5 that the 
571 
least positive degree of G~-invariants i also n. Hence f ~ k[C]ffto.o Now, we 
can extend f to a T-invariant function )? on X. (This is possible, for T is re- 
ductive.) Obviously, then) ? ~ k[X]ff~o,x. [] 
3. ACT IONS OF N ILPOTENT TORI  ON HV-VARIET IES  
This section can be viewed as a supplement to my paper [15], where T-actions 
on HV-varieties were studied. Recall that an HV-variety C(A) is the closure of 
the orbit of highest weight vectors in the irreducible G-module VA with highest 
weight A. Interest in G~-invariants on HV-varieties is explained by their rela- 
tions to Lusztig's q-analogs of weight multiplicities (see [14, §5]). 
First, we say some words on the description of the null-cone of Gc on 
HV-varieties. Because C(A) consists of finitely many B-orbits and 9~<,(C(A)) is 
B-stable, we need only to indicate a fnite collection of points generating these 
B-orbits. Let vA C V,\ be a highest weight vector. From the Bruhat decomposi- 
tion it then follows that C(A) = ([Iwc w~' B. vw~) U {0}, where W A is the set of 
representatives of minimal length for the coset space W/WA. In this case 
dim B • VwA = l(w) + 1, where l is the usual length function on W ~. The follow- 
ing is an immediate consequence of Theorem 2.1. 
Lemma 3.1. VwA c 9?a~(C(k)) if and only/f  (wA, cyi) > O for some i c [1,p] if and 
only if wA ~ P ~-']~i = 1 (~-> 0 (--O~i)" 
Example 3.2. Suppose A = A, the highest root. To be in consent with preceding 
notation, root vectors in g are denoted by e~,, c, E A. Here the condition of the 
lemma reduces to the following: ewA E ~G,,(C(A)) if and only if wA c A+. It is 
easy to see that the maximal B-orbits in the null-cone correspond to the simple 
roots of the form wA. That is, the number of irreducible components of 
9~c,,~(C(A)) is equal to the number of long simple roots. Furthermore, an easy 
computation shows (if a simple root m is long!) 
1 1 
dimB.  e~ = ~ (#{c~ E A [(c~, c~i) > 0} + 1) = ~dim C(A). 
Thus, dim 9~c~.(C(A)) = ½dim C(A). (It also follows from the above discussion 
that 9~a,.(C(A)) = C(A) N 11.) Making use of it, one can prove that dim C(A) >_ 
2rk G and the equality holds if and only if the quotient map rrc( ,).co is equi- 
dimensional: 
C(A) <_ dim C(A)//G~ + dimg~a,(C(A)) = dim C(A) - rk G + 2dim C(A). dim 
Since k[C(A)] r is a deformation of k[C(A)] c'', it follows that properties of the 
latter are in general worse. However, as we shall see, no change for the worse 
actually happens for the property of algebras of being polynomial (ifG is simple). 
Theorem 3.3. Suppose G is a simple algebraic group. Then k[C(A)] a" is poly- 
nomial if and only ifk[C(A)] r is. 
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Proof. The 'only if' part follows by standard eformation-type argument. The 
real job is required for the 'if'-part. The list of all, up to symmetry of the 
Dynkin diagram, A's such that C(A) / /T  is an affine space is found in [15, 5.3]. 
Here is it: 
Ap - n~l, ~1 + ~p + n(p + 1)~1, (p - 1)~1 + p2 + n(p + l)qol (n = 0, 1,...). 
Bp (p > 2), Cp (jo ~ 2), Op (p ___ 3) - ~1,2~1. 
It then suffices to prove that C(A)//Ge is an affine space for all items in the list. 
The proof is case-by-case. But for the most interesting series of weights it will 
be obtained as a corollary of a general result about Ge-invariants for G = Ap.  
The weights in the list break into the two parts. The first part embraces the 
occurring multiples of ~Pl. The fact that k[C(A)] G" is polynomial for those is 
proved in [14, 5.9]. The second (interesting) part consists of two infinite series of 
weights for Ap. Here is the job we are to do. Actually, we shall show there is a 
vast area in the Weyl chamber, including these weights, such that C(A)//T and 
C()OffG e are  (noncanonically) isomorphic, seeTheorem 3.7. [] 
Before switching to the Ap-case, we state an easy general result on representa- 
tions: 
Proposition 3.4. Let P be a parabolic subgroup in G with the unipotent radical N 
and P an opposite parabolic subgroup. Let V be an irreducible G-module. Then 
there is a unique P -stable complement to V N in V,, say Vp . Furthermore, Ve is 
the unique maximal  proper P -submodule in V. 
(Hint: consider Vas a P N P_-module and take the sum of all submodules dis- 
tinct from V N, cf. [15, 2.3].) 
Denote by prN : V ~ V N the projection whose kernel is Vp . Note that prN is 
(P n P_)-equivariant. 
Until the end of section, G = Ap = SLp+ 1 with the obvious choices of B - as 
the upper triangular matrices - and T -  as the diagonal matrices. Recall that 
e = e,, + . . .  + e%. Let L be the simple subgroup of G whose simple roots are 
c~2,..., C~p. Denote by P the parabolic subgroup containing B whose semi- 
simple part is L. The unipotent radical N is p-dimensional, it corresponds to the 
roots  OZl, ol I ÷ o~2, . . .  , o~ 1 ÷ . . . ÷ Ogp. 2Define P to be the standard opposite to 
P parabolic subgroup. 
Proposition 3.5. (1) 13 q) ~e = ~ and hence P G ° is dense in G; 
(2) Let V be an irreducible G-module. Then the restriction onto V c" o f  the 
projection prN : V ~ V N is injective. In particular, dim V 6:' _< dim V N. 
Proof. (1) Straightforward. 
2 Th is  is the only case, among all s imple groups ,  where d imN = rk G. To a great  extent,  the fol- 
lowing results are expla ined by this equal ity.  
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(2) Denote the vector prN(v) by /)N- Let v E V c,~'. Then V = (G-v )  = 
(P_G,~' • v) = (P_ • v). That is, v does not belong to a P -stable subspace of V. 
By Proposit ion 3.4, it then forces vlv ¢ 0. [] 
Recall that k[C(A)] is graded, the piece of grade n being V,,A,. Here A* stands for 
the highest weight of  the dual G-module.  While dealing with C(A) and k[C(A)], 
it is unavoidable to get somewhere an abundance of '*'. To minimize the total 
amount ,  the variety will frequently be denoted as C(A*). 
Theorem 3.6. For any dominant weight A, k[C(A*)] c''' is isomorphic to a graded 
subalgebra of  k[C( A* )] N. 
Proof. Subalgebras of k[C(A*)] are assumed to have the inherited grading. For 
each n, we have the injective l inear map v C (Vnx) G'~' ~-~ VN E (V,,A) u. Putting 
them together, we obtain an injective l inear map of  algebras of regular func- 
tions. Let us check that this map respects multipl ication. Take vi C (V,,,A) 6;;, i = 
1,2. Write vi = (Vi)N + Oi, where ©i lies in the maximal  proper  P -submodule of 
V,,A. Then "UI2) 2 = ('UI)N(/)2) N q -~.  It is easily seen that 0 = "/~lL,2 q-/~1 ('U2)N 7 t- 
©2(Vl)N belongs to a proper  P -submodule of V/~ L +,,29A (for (P_ - ,?~,) does not 
contain P-eigenvector in V/n t +,2t~)- From Proposit ion 3.4 it then follows that 
(~UI~U2)N ~-- (U1)N('U2) N. [] 
Thus, whenever one knows that - for some reason - dimensions of  spaces 
(V,,~) 6'~' and (V,,x) u are equal for all n c ~, it will imply the corresponding al- 
gebras of  invariants on C(A*) are isomorphic.  Surprisingly enough, this possi- 
bility is not an imaginary one. Recall f rom [15, Section 4] the following condi- 
tion on a dominant  weight A = ~P= 1 l it 9i: 
(3.6.1) II _> (p -  1 ) /2+(p-2) /3+. . .+ lp .  
Theorem 3.7. Let A = ~P-1 l i~i be a dominant weight of  SLp+I satisfying 
(3.6.1). Then 
(i) k[C(A*)] G~' ~" k[C(A*)]N; 
(ii) k[C(A*)] T ~_ k[C(A*)I c'. 
Proof. (i) We are to show dim(V,a) a;' = dim(VnA) N for  all n. Since this relies 
on inequality (3.6.1), which is linear, it suffices to handle the case n = 1. By 
[15, 2.2], (VA) N is an irreducible L -module whose highest weight A' is obtained 
f rom A by a truncation. That  is, dim(Va) N = dim VA,. This is true regardless of  
(3.6.1). By a result of  Graham [8, 1.6], dim(VA) a;' is dimension of the largest 
weight space in Vx. This space corresponds to the unique minimal  dominant  
weight that is a weight of VA. For Ap, the possible minimal  weights are ~0 = 0 
and the fundamenta l  weights ~?i, i = 1, . . .  ,p. A straightforward calculation 
shows that condit ion '~i is a weight of VA' is equivalent o 'll - (p - 1)12 -
(p -2 )12- . . . - lpz imod(p+l ) ' .  That is, l l=(p -1)12+. . .+ lp+i+ 
m(p + 1). Then (3.6.1) means m _> 0. Lemma 4.1 in [15] says that, under a cer- 
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tain constraint on weight #, dim V[ = dim Vx,. We shall prove this applies to 
# = ~i. That constraint has to do with presentation of weights in terms of par- 
titions. Namely, if__A = (A1,. •., Ap, 0) is the partition associated to A, then the 
condition is: each part of the partition associated to ~i must be _> A2. By defi- 
nition, A2 = 12 + • .. + lp and the above formula for Ii shows that the partition 
corresponding to ~z:? i has i parts of size 12 + • • • + lp + m + 1 and p + 1 - i parts 
of size 12 +. . .  + lp + m. Thus, dim(Va) c;' = dim V~' = dim Va, whenever 
m 0. 
(ii) Both (V,A) r and (V,a) 6" are nonzero if and only if nA lies in the root 
lattice Q. Hence it is enough to treat the case A c Q. Then there is no difference 
between Ge- and G;'-invariants, and an isomorphism of k[C(A*)] T and 
k[C(A*)] N follows from [15, 2.3, 4.4]. [] 
Remarks. (1) We have C(A)//H ~_ C(A*)//H, i fH  = T or  Ge or G °. But this is 
not true for N, since P is not conjugate to P_. 
(2) Coming back to the proof of Theorem 3.3, we see that (3.6.1) holds for 
the two series of weights mentioned therein. This completes that proof. 
Examples. (1) For SL3, condition (3.6.1) reads 11 > 12. Whence by symmetry of 
the situation, we conclude C(A)//T ~_ C(A)//Ge and C(A)//G~' ~- C(A)//N for 
any A. 
(2) In some cases, information on the graded structure of k[C(A*)] G~ allows 
us to write explicitly down the q-analogs of zero-weight multiplicity in the 
modules Vnx, n = 1,2 .... Now, we can add (at least) one more example to the 
collection of formulas in [14, 5.9, 5.11]. First, recall some relevant notions. The 
algebra k[C(A*)] ce is always (g > 0)2-graded: together with the grading coming 
from k[C(A*)] it possesses the ½h-grading. The precise definition is that 
k[C(A*)]~, := { f  E (Vn~) ce [h . f  = 2lf} (our present h is not the same as in 
[14], the transition factor is 1/2). The Poincar6 series is defined by 
F,\(q,t) = ~ dimk[C(A*)]~.~ qlt~. 
I,n>_O 
If we write it as F~(q,t) y'~, o , 0 = m~(q)t  , then mna(q) is nothing but Lusztig's 
q-analog of zero-weight multiplicity. For SLp+ 1, these were known before as 
Kostka-Foulkes polynomials K,x,o. Take A = (p -  1)~l +~2 for SLp+I. We 
have proved that k[C(A*)] G" is polynomial. It is generated by functions lying in 
Vx, i.e., those having t-degree 1(since this is true for k[C(A*)] r, see [15]). Using 
the model of Vx as the Cartan component in S p- IV ® A2V, V being the space 
of tautological representation f SLp+ l, it is not hard to compute the eigen- 
values of ½h on (VA) Ge. These are (P) + i, i = 0, 1,. . .  ,p - 1. Therefore 
1 
Fx(q,t)= p- I  
1--Ii=0 (! - q(~)+it) 
Whence m°x(q) = q(~) [P ;n  1 1], where the brackets tand for a Gaussian poly- 
nomial in q. 
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4. SOME APPL ICAT IONS 
We come back to the general case, where X is an affine G-variety. Our applica- 
tions concern some properties of the quotient map ~v~ : X x ~ ---+ (X x ~.t)//G, 
where X × .q is equipped with the diagonal G-action. 
Let ..4 be a finitely generated k-algebra. The embedding dimension of ..4 (or 
Spec A) is the minimal number of generators of.A. This will be denoted by ed .A 
(or ed Spec ..4). 
Theorem 4.1. Let Xbe an affine G-variety. Then ed (X x c,l)//G < rk G + ed X//G,,. 
Proof. The polynomial algebra k[.q] has the standard 7/>0-grading. Give 
k[X x ~3] G a Z>0-grading such that its n th piece is (k[X] ® k[.q],,) 6. Let J ] , . . .  ,fp 
(p = rk G) be free homogeneous generators of k[.q] G and {gl , . . .  ,g.,} a minimal 
homogeneous generating system of k[X × ?~]6. Recall that the last algebra is 
isomorphic to k[X] G'. Lift the gi's to G-invariant functions on X x !1. That is, 
take for each i a gi C k[X X .q]G such that g i lx  x ')~ = '~,i and deggi = deg~i. Note 
that if deg~ = 0, then ~ E k[X] G. In this case g~ is uniquely determined as the 
image of g~ under the injection k[X] ~; ~ kIX x .q]c;. I claim that k[X × E]G is 
generated by J~,. . .  ,fp, gl , . . . ,g~. The proof is by induction on degree. Let f 
be a homogeneous G-invariant. If degf  = 0, then f is a polynomial in g,'s 
such that deggi = 0. Suppose degf  > 0. Then f :=flx×,.t~ = F(~,I . . . . .  g,), 
a polynomial in ~i's. Since ( f l , . . . , fe )=Rad( J~, . . . , f / , )  [11], we have 
f -F (g l  ,g.O = ~P r i f  i. Applying the Reynolds operator, one can get ' ' ' "  i=1  
ri C k[X × .q]G. Because degj~ > 0 and then degri < degf ,  the assertion fol- 
lows by the induction hypothesis. [] 
Corollary 4.2. 
(1) I f  X//Ge ~- A ~, then (X × .q)//G ~ ,~s+rkG., 
(2) I f  X//Ge is a hypersurface then (X x .q)//G is either an affine space or a 
hypersurface. 
Examples. (1) Take X = C(A), an HV-variety. Denote by GA the stabilizer of 
vA EVa. Because k[C(A)] : k[G/GA], we have k[C(A) × ,q]C ~ k[.q]G~. Thus, the 
following holds: I.fk[C(A)] c'" is a polynomial algebra, then so does k[,q] sx. Then 
consulting with Theorem 3.3 and the table in [15, 5.3], one finds some admissible 
GA. The list obtained includes all (but is not exhausted by) the examples found 
by Levstein {12]. 
(2) Let G= SLp+l and X = V~ O V+. Here X//G,, is a hypersurface. 
Therefore (.q@ Wt ® V~.~)//SLp+I is a hypersurface, for it is not an affine 
space. 
From now on, we assume that X has a fixed point x0. Then X x .q has a fixed 
point (x0, 0) and we shall compare various null-cones in X and X × .q. 
Theorem 4.3. 
(i) ~(X x ,q) = G. (~c,,,(X) x n); 
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(ii) The map Yi ~ G.  (Yi x u) sets up a one-to-one correspondence between 
the irreducible components of 9~c,,(X) and 9~a(X x ,q); d imG-(Y i  x u) =- 
dim Y~ + dim ~J~. 
Proof.  Note that ~ is the null-cone in g. Therefore 9~G(X x .q) = ~J~a(X x ~). 
(i) By Proposit ion 1.3 (i), ~c(X  x ~J~) ~ (X x {e}) = ~a,,(X) x {e}. Since 
~a,~(X) is B-stable, we have B. (~J~a,,(X) x {e}) = ~s,,(X) x u. This proves in- 
clusion 'D'. The proof  of the converse uses the HM-cr i ter ion.  I f  (x,n) E 
~a(X  x g~), then there are a 1-PS 3' : k* ~ T andg ~ G such that l imt~07( t )g .  
(x, n) = (x0, 0). Without loss of generality, one may assume that 3' is regular. 
Conjugat ing the point, one may assume that g = 1~ and then that 3' is strictly 
dominant.  In the last case, the condit ion l imt~07( t ) .  (x,n) = (x0, 0) implies 
x ~ ~J~a,,(X) and n ~ u. 
(ii) Let ~a,,(X) = Ui Y, be the irreducible decomposit ion.  Then each Zi :~- 
G. (Yi x u) is a closed subvariety of ~6(X  x ~).  Because Zi A (X x {e}) -- 
Y /x  {e}, we see that Zi's are the irreducible components  of  ~a(X  x ~J~). The 
dimension formula is obvious. [] 
Next, I am going to prove that ~c(X  x ,q) is never reduced in the scheme- 
theoretic sense. It will be based on Theorem 2.3 and the following technical 
assertion: 
Theorem 4.4. Suppose X is normal and f C k[X] vanishes on sJ~c,,(X ). Then there 
exists F C k[X x ~] such that Fix × ~) = f and Flw~ix × wl = O. 
Proof.  First, extend f to a function J~ on X x u by J~(x,n) :=f (x ) .  Then 
)~]')~,,(x) ×~ = 0. Let U be the opposite to Umax imal  unipotent subgroup, i.e., 
UB  is the big cell in G. Consider the map 6 : U x X x u ~ X x 9~, (u, x, n) 
(u.x,  (Adu)n).  Since 9~ = Gu = Uu,  we have (5 is dominant.  Moreover,  (5 is 
birational.  It follows f rom the easy fact that i fe t c u is regular and (Ad u)e' C u 
for u E U__, then u = la. Hence each polynomial  function on U_ x X x u gives 
rise to a rational function on X x ~L Def ines  c k[U_ x X x u] byf (u ,x ,n )  := 
J~(x, n). I f J  ~ turns out to be polynomial  on X x ~J~, then r := f and we are done. 
(The equality ~a(X  x ~2~) = U (9~6e(X) x u) guarantee us that Fvan ishes  on 
~6(X  x ~).)  I f  not, then j~ has a divisor of poles, which we denote by (J~)~. The 
map (5 is an i somorphism over the open subset X x U_B. e C X x ~J~. 
Hence Supp(j~)~ c X x D, where D = ~J~\U B.c.  Let g E k[~] be a func- 
t ion such that g(e) = 1 and Supp(g)0 D D. (Actually, there is g such that 
Supp(g)0 = D, for the divisor class group C1 (~)  is finite.) Then fg  / E k[X x ~] 
for some l > 0 and we may take F = j~g/. [] 
The theorem can be restated as follows: Let I1 (resp. 12) be the ideal of all func- 
tions in k[X x ~J~] vanishing on X x {e} (resp. sJ~a(X x ~J~)). Then 11 + 12 = Rad 
(I1 + 12). 
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Theorem 4.5. Let X be a normal G-variety having a fixedpoint xo. Then the ideal 
in k[X x ,q] (or in k[X x ~]) generated by all G-invariant functions vanishing at 
(xo, O) is not equal to its radical. 
Proof. By Theorem 2.3, there i s f  E k[X] such that . /~  k[X]~ito, x and fvan ishes  
on ~3~c,,(X). Let F be an extension o f f  to X x ~ given by Theorem 4.4. It then 
follows from Proposit ion 1.3 (i) that Fdoes  not belong to the ideal in k[X x ~] 
generated by G- invar iants vanishing at (x0,0). Extending somehow F to a 
funct ion F on X x g, we obtain the required function in k[X x ,q]. [] 
Recall that X is said to be conical, if k[X] is Z>0-graded and the zero-grade 
piece is just k. The point corresponding to the maximal  homogeneous ideal is 
called the vertex. It is clear what is called a conical G-variety. I f  X is a conical 
G-variety, then X x ,q has a conical structure, too. 
Proposition 4.6. X being a conical G-variety, the following conditions are equiv- 
alent." 
(i) 7rX, T : X ~ X / /T  is equidimensional; 
(ii) 7rx.G,, : X ~ X//Ge is equidimensional; 
(iii) 7rG : X x .q --~ (X × ,q)//G is equidimensional. 
ProoL In the conical case, the fibre of the quotient map contain ing the vertex, 
which is a fixed point, is of maximal  dimension. Then equivalence of (i) and (ii) 
follows from Corol lary 2.2 (ii). Equivalence of (ii) and (iii) follows from 
Theorem 4.3 (ii) by straightforward calculations of d imensions involved. [] 
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