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Chapitre 1
Introduction
Cette the`se s’inscrit dans le cadre du diagnostic a` base de mode`les. L’originalite´ de notre
approche re´side principalement dans la volonte´ de pouvoir traiter des proble`mes intrinse`quement
re´partis ou` certaines donne´es resteront prive´es et ne pourront absolument pas eˆtre divulgue´es
sur le re´seau. Le diagnostic a` base de mode`les a e´te´ introduit dans les anne´es 80 par Reiter et de
Kleer [Rei87, dKW87] et a depuis e´te´ largement diffuse´ dans nombre de domaines connexes. La
proble´matique de diagnostic a su rapidement trouver des applications fructueuses dans l’analyse
des circuits e´lectroniques [SWP88] et, aujourd’hui encore, le cadre du diagnostic est tre`s utilise´
pour re´soudre un grand nombres de proble`mes, comme la surveillance de syste`mes embarque´s au-
tomobiles [WR03], la configuration de syste`mes [FFJS04], le de´bogage de programmes [SVAV05]
ou encore plus re´cemment dans l’aide a` la de´cision pour des proble`mes lie´s a` l’environnement
[Wot11].
Ce cadre est assez ge´ne´ral pour pouvoir accepter diffe´rentes mode´lisations de syste`mes. Dans
tous les cas, cependant, le comportement attendu du syste`me doit eˆtre mode´lise´. Il peut se
mode´liser par le biais de formalismes logiques [FPvG08] (c’est le choix que l’on a fait dans ce
manuscrit), d’automates [PC05], de re´seaux de Petri [BHFJ03] ou encore graˆce a` des alge`bres
de processus [CPR02]. Cette mode´lisation va permettre de confronter ce que l’on attend du
syste`me avec ce qu’il calcule effectivement. Ainsi, a` partir d’observations mesure´es sur le syste`me,
des hypothe`ses (correspondant au diagnostic) sont e´mises afin d’expliquer un e´cart entre le
comportement attendu du syste`me, tel qu’il a e´te´ mode´lise´, et son comportement observe´, tel
qu’il a e´te´ mesure´.
Lorsque la description du syste`me est centralise´e, c-a`-d connue d’un unique pair (au sens
des syste`mes pair-a`-pair), la litte´rature fournit de´ja` un ensemble d’algorithmes et de struc-
tures relativement efficaces pour traiter la proble´matique de diagnostic. Par le terme structure,
nous entendons un ensemble de proprie´te´s graphiques respecte´es par un proble`me (e´ventuelle-
ment transforme´) permettant de garantir de bonnes performances pour e´nume´rer ou calculer
les diagnostics pour une ou tout ensemble d’observations. Lorsque la description du syste`me est
distribue´e, jusqu’a` pre´sent le calcul des diagnostics se fait par l’interme´diaire d’un superviseur
de telle sorte que les approches envisage´es dans le contexte centralise´ s’appliquent aussi dans
le cadre du diagnostic de syste`me distribue´. Il existe ainsi, dans ce contexte, des langages tre`s
expressifs tels que les re´seaux de Petri, les automates, et plus ge´ne´ralement les syste`mes a` e´ve`-
nements discrets [CL99] servant a` de´crire le comportement d’un syste`me distribue´. Dans cette
the`se, nous avons choisi de repre´senter les comportements attendus et observe´s des diffe´rents
composants du syste`me a` diagnostiquer par le langage de la logique propositionnelle. Dans ce
cadre, nous re´utilisons le formalisme de´crit par de Kleer, Mackworth et Reiter dans [dKMR92].
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Meˆme si la logique propositionnelle est moins expressive que les syste`mes a` e´ve`nements discrets,
en pratique, beaucoup de travaux, y compris ceux du diagnostic de syste`mes [GARK07], ont
montre´ que plusieurs proble`mes complexes non traitables par les algorithmes de l’e´tat de l’art
fonde´s pourtant sur des formalismes plus expressifs, devenaient traitables par la recherche de
mode`les des solveurs SAT, be´ne´ficiant ainsi des progre`s fulgurants obtenus en pratique dans ce
domaine ces dernie`res anne´es. Parce que le diagnostic a` base de cohe´rence de´crit par De Kleer se
re´sout aussi par la recherche de mode`les, nous conside´rons que les formules propositionnelles en
entre´e de ce formalisme pourront aussi bien provenir, dans un but d’efficacite´, de la traduction
dans un langage propositionnel de descriptions de comportements distribue´s exprime´s dans des
langages plus expressifs.
Dans ce manuscrit, nous nous inte´resserons a` diagnostiquer des syste`mes intrinse`quement
distribue´s, comme les syste`mes pairs-a`-pairs, dans lesquels chaque pair ne pourra communiquer
qu’avec un nombre limite´ de voisins (ses accointances) par le biais de messages. Les pairs du
re´seau ne pourront communiquer avec l’exte´rieur que par l’interme´diaire de leurs accointances
et, de´tail important, ne pourront pas cre´er de nouveaux liens pendant le calcul. De plus, en
raison d’une politique d’acce`s, chaque pair ne pourra avoir acce`s qu’a` la connaissance d’une
sous-partie de la description du syste`me global. Ainsi, aucun pair n’aura la connaissance de la
description globale du syste`me distribue´. De plus, il se pourra qu’aucun pair ni superviseur ne
soit en mesure d’expliquer le comportement global du syste`me distribue´, si la politique d’acce`s
est trop restrictive. Ce nouveau contexte nous permet d’e´noncer le de´fi du diagnostic distribue´
en ces termes :
L’objectif du diagnostic distribue´ avec controˆle d’acce`s consiste a` pouvoir expliquer le compor-
tement global d’un syste`me distribue´ par un ensemble de pairs, ayant chacun une vision limite´e
de la description globale du syste`me tout comme l’aurait fait un unique pair diagnostiqueur ayant,
lui, une vision globale du syste`me.
Tout d’abord, apre`s un rappel du diagnostic a` base de cohe´rence, nous introduisons plus
pre´cise´ment, chapitre 2, notre proble´matique du diagnostic distribue´ par rapport aux travaux
de l’e´tat de l’art du diagnostic distribue´ [Pro02, RtTW03, BNF08], des syste`mes d’infe´rence
distribue´s [ACG+06], ou encore des proble`mes de satisfaction de contraintes (CSP) [PF05] ou
d’optimisation de contraintes (COP)[LF11] distribue´s. Par exemple, nous distinguons certains
syste`mes d’infe´rence distribue´s qui peuvent sembler tre`s proches de notre approche comme So-
mewhere [ACG+06] ou plus re´cemment Deca [AGR09]. En effet, par leur recherche d’implique´s,
ces syste`mes seraient en mesure de calculer des diagnostics abductifs du syste`me distribue´ glo-
bal. Intuitivement, les diagnostics abductifs sont des explications impliquant les observations,
donc directement implique´es par la ne´gation de celles-ci. Ils repre´sentent un sous-ensemble des
diagnostics cohe´rents auxquels nous nous inte´ressons. De plus, si les travaux autour de Somew-
here s’inte´ressent aussi au respect des accointances des pairs ainsi qu’a` la pre´servation de la
confidentialite´ des variables locales, comme c’est fre´quemment le cas des syste`mes supervise´s, on
peut conside´rer que l’ensemble des re´ponses est retourne´ a` un pair, ce qui pourrait eˆtre assimile´
a` une connaissance globale du proble`me initial.
Nous nous inte´ressons a` pouvoir expliquer le comportement global d’un syste`me
distribue´ par un ensemble de pairs quand bien meˆme les diagnostics locaux calcule´s
par chaque pair doivent rester confidentiels a` ce pair.
En effet, on peut tre`s bien imaginer qu’un service web d’une banque, diagnostique´ de´faillant
par la banque, puisse eˆtre re´pare´ localement sans que la banque n’ait particulie`rement envie de
le faire savoir. Bien entendu, il faut s’attendre a` ce que les re´ponses soient re´parties a` travers
le syste`me. Notons que nous serons tout de meˆme capable de calculer les meilleurs diagnostics
globaux, lorsque les politiques d’acce`s le permettront. Il faudra faire au mieux e´tant donne´e
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la politique d’acce`s, et repenser les approches envisage´es dans un cadre centralise´ ou meˆme
supervise´ afin de pouvoir prendre en compte cette politique d’acce`s.
Dans le chapitre 3 nous formalisons la proble´matique de diagnostic distribue´ respectant
une politique de controˆle d’acce`s par l’interme´diaire d’un syste`me de pairs diagnostiqueurs. Un
syste`me de pairs diagnostiqueurs se de´crit par un re´seau d’accointances de´finissant le voisinage
local de chaque pair, une politique d’acce`s respecte´e par chacun des pairs lors de ses e´changes de
messages et enfin un ensemble de descriptions locales traduisant, pour chaque pair, l’e´cart entre le
comportement attendu et observe´ du sous-syste`me supervise´. A` partir des descriptions initiales,
le but du diagnostic distribue´ est de pouvoir faire e´voluer, par un raisonnement distribue´ et des
e´changes de messages, les descriptions locales de chacun des pairs vers des descriptions dites
accessibles (c-a`-d respectant la politique de controˆle d’acce`s de chacun des pairs). A` partir des
descriptions accessibles locales, chaque pair devra e´laborer des diagnostics locaux faisant partie
d’un diagnostic global du syste`me. Cette proprie´te´ sera centrale dans notre manuscrit. Nous
dirons d’un syste`me qu’il garantit un diagnostic distribue´ correct ssi tout diagnostic local a` un
pair pourra se prolonger par un diagnostic global. De plus, nous dirons d’un syste`me garantissant
un diagnostic distribue´ correct qu’il est compile´ pour les diagnostics minimaux ssi il est possible
de ve´rifier (efficacement) que tout diagnostic local appartient a` un diagnostic global minimal du
syste`me.
Une fois notre proble´matique ainsi formellement de´finie, nous cherchons a` caracte´riser, cha-
pitre 4, les proprie´te´s structurelles des syste`mes garantissant un diagnostic distribue´ correct.
Dans ce contexte nous montrons que la proprie´te´ d’intersection courante aussi connue sous le
nom de running intersection, bien connue en CSP, joue un roˆle majeur. Intuitivement, la pro-
prie´te´ de running intersection ve´rifie que tout ensemble de pairs contenant une meˆme variable
forme un graphe connecte´. Ainsi, nous montrons que tout syste`me appele´ structure´ (de´fini
comme un syste`me contenant un arbre couvrant respectant la running intersection) suffit a`
garantir un diagnostic distribue´ correct. Inversement, nous montrons aussi que dans un grand
nombre de cas, correspondant aux mode´lisations graphiques des syste`mes, seuls les syste`mes
structure´s sont capables de garantir un diagnostic distribue´ correct.
Dans le chapitre 5, essentiellement base´ sur l’article [ASD12], nous cherchons a` de´composer
un syste`me initial vers un syste`me structure´ respectant la politique de confidentialite´ des des
variables locales. La porte´e de ce chapitre est plus ge´ne´rale que la seule re´solution de la pro-
ble´matique de diagnostic. Les me´thodes et protocoles de de´composition arborescente que nous
mettons en avant s’inscrivent dans le cadre de techniques ”diviser pour mieux re´gner” et peuvent
s’appliquer a` l’optimisation de nombreux proble`mes t.q. la the´orie des graphes [RS86], la Bio-
informatique [RPBD12], l’optimisation de contraintes [KDLD05, Dec06, JNT07], la planification
[GG02], les bases de donne´es [GLS00, DGG+08], ou encore la repre´sentation des connaissances
[HD07, SBH07, FdGJ09]. La qualite´ d’une de´composition arborescente est donne´e par la largeur
arborescente du plus grand de ses clusters. Cette mesure est tre`s importante en pratique et en
the´orie, car elle permet de borner la complexite´ maximale en temps ou en espace de toute une
famille de raisonnements sur le proble`me de´compose´. Toutefois, nous constatons que les me´-
thodes et de´finitions de de´composition arborescente envisage´es dans un contexte centralise´ ne
s’appliquent pas directement a` notre contexte distribue´ ou` il est ne´cessaire de respecter a` la fois
la structure du re´seau initial ainsi que la confidentialite´ des variables locales. Afin de respecter
ces spe´cificite´s nous introduisons la notion de de´composition arborescente distribue´e. Nous pre´-
sentons tout d’abord des algorithmes de de´composition arborescente envisage´s dans un contexte
distribue´ qui se fondent sur un parcours DFS (en profondeur d’abord), BFS (en largeur d’abord)
ou encore Flooding (par inondation) du re´seau. Ensuite, dans le but de diminuer la largeur ar-
borescente des de´compositions arborescentes obtenues et d’acce´le´rer le calcul des diagnostics
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distribue´s dans le re´seau, nous nous inspirons des me´thodes de de´composition arborescente se
fondant sur une e´limination successive de variables [Dec99, KDLD05]. Nous pre´sentons notre
algorithme de de´composition arborescente distribue´e, appele´ Token Elimination dans ce meˆme
chapitre. Cet algorithme surpasse les me´thodes de de´composition arborescente distribue´e tout
en respectant a` la fois les accointances des pairs et la politique de controˆle d’acce`s. Le re´sultat
de cet algorithme est un syste`me structure´ a` partir duquel les pairs seront en mesure d’expliquer
le comportement global d’un syste`me distribue´ tout en respectant la confidentialite´ de leurs
diagnostics locaux.
Le dernier chapitre de ce manuscrit, chapitre 6, fonde´ en grande partie sur l’article [ADS08],
permet de relier diffe´rents re´sultats obtenus dans les chapitres pre´ce´dents. Ainsi, dans le cha-
pitre 4, nous avons vu que les syste`mes structure´s garantissent un diagnostic distribue´ correct.
Puis, chapitre 5, nous avons pre´sente´ un algorithme distribue´ permettant de transformer un sys-
te`me distribue´ en un syste`me structure´ de manie`re performante. Dans ce dernier chapitre, nous
pre´sentons tout d’abord un algorithme permettant de garantir un diagnostic distribue´ compile´
a` partir d’un re´seau structure´ de DNFs. Pour cela, nous montrons tout d’abord que toute DNF
contient les diagnostic minimaux d’un syste`me. Ensuite, nous montrons qu’a` partir d’un re´seau
de DNFs structure´, tout pair est capable de ve´rifier que ses diagnostics locaux font partie d’un
diagnostic global. Nous montrons enfin comment, a` partir de tout syste`me structure´, on peut
obtenir efficacement tous les diagnostics ou seulement une partie d’entre eux. Ce dernier re´sultat
permet, si besoin est, de “re´colter” les diagnostics stocke´s localement, a` l’issue de l’exe´cution de
la Token Elimination par exemple.
Enfin, nous conclurons ce manuscrit par quelques perspectives ouvertes par ce travail.
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Chapitre 2
Du diagnostic au diagnostic
distribue´ : algorithmes, structure et
challenge
Dans ce manuscrit nous nous inte´ressons a` la proble´matique de diagnostic de syste`me dis-
tribue´. Nous prenons un exemple jouet dans toute la the`se qui traduit un sce´nario anormal
produit lors d’une validation d’une commande par internet. Nous pre´sentons les structures et al-
gorithmes envisage´s pour le diagnostic a` base de cohe´rence de syste`mes dans un cadre centralise´
avant d’introduire les travaux et challenges lie´s au diagnostic distribue´.
Figure 2.1 – Validation d’une commande par internet (exemple jouet)
Nous introduisons la proble´matique de diagnostic et de diagnostic distribue´ par le comporte-
ment de quatre services intervenant lors d’une validation d’une commande par internet (cf figure
2.1).
17
Chapitre 2. Du diagnostic au diagnostic distribue´ : algorithmes, structure et challenge
Exemple. 2.1 (Validation d’une commande par internet) Un client souhaite valider une
commande par internet, il envoie les de´tails de sa carte bancaire au service d’achat en ligne (e-
shopping).
– Le service d’e-shopping rec¸oit les de´tails bancaires du client ainsi que sa commande et
valide cette dernie`re si la banque du client ou une agence de cre´dit accepte la transaction.
– Le service de la banque du client rec¸oit une demande de transaction d’un service e-shopping
et donne son accord lorsque le client est solvable et que les de´tails de sa carte bancaire sont
valides.
– Le service de l’agence de cre´dit rec¸oit aussi une demande de transaction d’un service e-
shopping et donne son accord lorsque le client n’est pas endette´ et que les de´tails de sa
carte bancaire sont valides.
– Un organisme de controˆle ve´rifie si oui ou non la carte bancaire est valide.
Le sce´nario que l’on conside`re est le suivant : un client voit sa commande invalide´e alors
qu’il est solvable, qu’il n’est pas endette´ et que sa carte bancaire est valide. Ce sce´nario traduit
un comportement anormal des services intervenant dans la validation de commandes. Compte
tenu des observations de ce sce´nario, le but du diagnostic est de pouvoir expliquer le ou lesquels
des services n’ont pas suivi leurs comportements attendus.
Dans l’exemple pre´ce´dent, une explication cohe´rente pourrait eˆtre : le service d’e-shopping suit
un comportement anormal alors que les autres services fonctionnent normalement. En effet, si
l’on suppose que le service d’e-shopping invalide toutes les commandes qu’il rec¸oit cela suffit a`
expliquer pourquoi la transaction du client a e´te´ invalide´e. Dans cette the`se nous mode´lisons
a` la fois les comportements attendus et observe´s d’un syste`me par la logique propositionnelle.
Bien que la description d’un comportement par la logique propositionnelle peut paraˆıtre limite´e,
graˆce aux performances sans cesse renouvele´es des SAT solveurs [AS09], bon nombre de pro-
ble`mes trouvent une traduction re´ussie (terme de rapidite´ de re´solution ) vers ce langage. Nous
rappelons les principes du langage de la logique des propositions dans la section suivante. Ensuite
nous pre´sentons le cadre ge´ne´ral du diagnostic a` base de cohe´rence introduit par de Kleer et al
[dKMR92]. Bien que ce cadre ait e´te´ largement utilise´ pour la surveillance de circuits e´lectro-
niques, nous verrons qu’il peut aussi s’appliquer au diagnostic de syste`mes distribue´s. D’autre
part, parmi les diffe´rents types possibles de diagnostics a` base de cohe´rence, nous motivons notre
choix de calcul des diagnostics minimaux a` la fin de la section 2.1.3. Pour mieux comprendre,
revenons a` l’exemple. Nous remarquerons que pour expliquer le comportement anormal du sys-
te`me, on aurait aussi pu supposer que tous les services aient suivi un mode de fonctionnement
anormal. Cette explication bien que cohe´rente est moins informative que celle ou` on suppose
juste qu’un seul des service est anormal. Lorsque qu’un syste`me est en panne, il est plus fre´-
quent de constater que seul un petit ensemble de composants dysfonctionnent en meˆme temps
et plus rare d’observer que tous les composants suivent un comportement anormal. C’est cette
pre´fe´rence que traduit le calcul de diagnostic minimaux.
2.1 Le langage propositionnel pour le diagnostic a` base de co-
he´rence
2.1.1 La logique propositionnelle
Dans cette the`se nous supposons que les descriptions des comportements des diffe´rents sous-
syste`mes peuvent se traduire par une formule dans le langage de la logique propositionnelle.
Bien que la logique propositionnelle soit un langage simple elle a la capacite´ de mode´liser un
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large e´ventail d’applications du monde re´el. Le langage de la logique des propositions se de´crit
ainsi :
De´finition 2.1 (Formule) Soit un alphabet constitue´ de :
– un ensemble fini V dont les e´le´ments sont appele´s variables propositionnelles,
– deux symboles particuliers ⊥ et ⊤,
– un ensemble C de connecteurs {¬(non), ∧ (et), ∨ (ou),→ implique),≡ (e´quivalent)}, ∧
est aussi appele´ conjonction et ∨ est aussi appele´ disjonction,
– deux caracte`res auxiliaires ( et ).
Le langage des propositions LP(V,C) est l’ensemble des formules bien forme´es finies ou formules
propositionnelles construites sur V et C se de´finit inductivement par :
1. Une variable propositionnelle, ⊥, ⊤ sont des formules bien forme´es,
2. Si Φ est une formule bien forme´e alors ¬Φ est une formule bien forme´e,
3. Si Φ et Φ′ sont des formules bien forme´es et c un connecteur diffe´rent de ¬ alors (ΦcΦ′)
est une formule bien forme´e,
4. Toute formule bien forme´e s’obtient par l’application des re`gles pre´ce´dentes un nombre fini
de fois.
De´finition 2.2 (Litte´ral, litte´ral positif, litte´ral ne´gatif, litte´ral comple´mentaire) Pour
une variable propositionnelle v, v et ¬v sont des litte´raux. v est appele´ litte´ral positif et ¬v litte´ral
ne´gatif. On dira que v est le comple´mentaire de ¬v et re´ciproquement.
De´finition 2.3 (Clause, monoˆme) Une clause est une disjonction de litte´raux, un monoˆme
est une conjonction de litte´raux.
Pour simplifier les notations et lorsqu’il n’y aura pas d’ambigu¨ıte´s, au lieu de conside´rer une
clause comme une disjonction de litte´raux, nous la repre´senterons par un ensemble de litte´raux
E. De meˆme nous de´signerons un monoˆme par un ensemble de litte´raux I.
De´finition 2.4 (FNC, FND) Une Forme Normale Conjonctive Σ est une conjonction de
clauses. Une Forme Normale Disjonctive Π est une disjonction de monoˆmes.
Lorsqu’un syste`me se de´crit naturellement par un ensemble de sous-parties, c’est la forme
normale conjonctive (FNC) qui est privile´gie´e pour mode´liser le syste`me. Dans ce cas une ou
plusieurs clauses de la FNC traduit une proprie´te´ du syste`me.
De´finition 2.5 (Se´mantique des connecteurs) ¬ est un connecteur unaire et les autres connec-
teurs sont des connecteurs binaires. A` ¬ est associe´ s¬ une application de {V rai, Faux} dans
{V rai, Faux} et a` chaque connecteur binaire c est associe´ sc une application de {V rai, Faux}
2
dans {V rai, Faux}. V rai et Faux de´signent les valeurs de ve´rite´. Le tableau suivant de´crit la
se´mantique usuelle de chacune des fonctions s
x y s∨(x, y) s∧(x, y) s→(x, y) s≡(x, y) s¬(y)
Vrai Vrai Vrai Vrai Vrai Vrai Faux
Vrai Faux Vrai Faux Faux Faux Vrai
Faux Vrai Vrai Faux Vrai Faux
Faux Faux Faux Faux Vrai Vrai
De´finition 2.6 (Interpre´tation) Une interpre´tation i d’une formule Φ forme´e sur V est une
application de V dans {V rai, Faux}. L’ensemble de toutes les interpre´tations sera note´ I(V ).
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De´finition 2.7 (Valeur de ve´rite´) La fonction de valeur de ve´rite´ V est une fonction de
I(V )× LP(V, C) dans {V rai, Faux} de´finie par :
– V(i,⊥) = Faux
– V(i,⊤) = V rai
– pour un symbole propositionnel v , V(i, v) = i(v)
– pour une formule Φ, V(i,¬Φ) = s¬(V(i,Φ))
– pour les formules Φ, Φ′, et un connecteur c, V(i,ΦcΦ′) = sc(V(i,Φ),V(i,Φ
′))
De´finition 2.8 (Mode`le, formule satisfaite, satisfiable, tautologie) Pour une formule Φ
et une interpre´tation i
– Φ est dite satisfaite par i si V(i,Φ) = V rai, i sera appele´ mode`le de Φ et note´ m, nous
notons Γ(Φ) l’ensemble des mode`les m de Φ.
– un mode`le est dit partiel s’il repre´sente une application de V ′ ⊆ V dans {V rai, Faux}
pouvant eˆtre prolonge´e par un mode`le.
– Φ est dite falsifie´e par i si V(i,Φ) = Faux, i est appele´ contre mode`le de Φ,
– Φ est dite satisfiable ssi elle admet au moins un mode`le, elle est dite insatisfiable sinon.
– Φ est une tautologie ssi toutes ses interpre´tations sont des mode`les.
De´finition 2.9 (Conse´quence logique) Soient deux formules Φ et Φ′, Φ a pour conse´quence
logique Φ′ note´ Φ |= Φ′ ssi tout mode`le de Φ est un mode`le de Φ′
De´finition 2.10 (Impliquant, impliquant premier) Soit Φ une formule propositionnelle et
I un monoˆme ne contenant pas de litte´raux comple´mentaires, I est un impliquant de Φ ssi I |= Φ.
I est dit impliquant premier ssi pour tout impliquant I ′ de Φ si I |= I ′ alors I ≡ I ′.
De´finition 2.11 (Implique´, implique´ premier) Soit Φ une formule propositionnelle et E
une clause ne contenant pas de litte´raux comple´mentaires, E est un implique´ de Φ ssi Φ |= E.
E est dit implique´ premier ssi pour tout implique´ E′ de Φ si E′ |= E alors E′ ≡ E.
Les de´finitions ci-dessus sont importantes dans la mesure ou` la proble´matique de diagnostic
peut se ramener a` la recherche de mode`les, d’impliquants ou d’implique´s d’une formule propo-
sitionnelle.
2.1.2 De´crire et analyser un syste`me de validation de commande
Nous avons introduit la proble´matique de diagnostic a` travers un sce´nario mettant en e´vi-
dence un de´faut de fonctionnement d’un processus de validation de commande internet. Nous
mode´lisons tout d’abord le comportement attendu du syste`me de validation de commande par
une formule propositionnelle. Les travaux de Reiter [Rei87] et de de Kleer, Mackworth, Reiter
[dKMR92] sur le diagnostic a` base de mode`les distinguent parmi les variables V d’un syste`me,
les variables observables VObs et les variables de modes VMod.
Les variables observables traduisent le comportement du syste`me tel qu’il a e´te´ mesure´. Les
variables de modes, repre´sente´es par okCi, traduisent d’e´ventuelles pannes ou comportements
critiques permettant d’identifier un comportement anormal du composant Ci. Ces variables ne
sont pas observables et doivent eˆtre infe´re´es lors du raisonnement. La description DS du com-
portement attendu du syste`me est encode´e par une formule propositionnelle. C’est ce formalisme
que nous allons suivre pour encoder le comportement d’un syste`me distribue´. Nous donnons une
de´finition formelle d’un syste`me (cf : De´finition 2.12).
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Exemple. 2.2 (Description du syste`me de validation de commandes) La description du
comportement attendu du processus de validation de commande par internet : DSV ci, est obtenue
par l’union des descriptions des services de la banque DSBq, de l’agence de cre´dit DSAg, d’e-
shopping DSEs, de validation de la carte bleu DSV cb t.q. DSV ci = DSBq∪DSAg∪DSEs∪DSV cb.
Dans chaque description, est pre´sente une variable de mode okX permettant d’identifier si le
service X a e´ventuellement suivi un comportement anormal.
Le service de la banque Le service de la banque est dans un e´tat normal (okBq) lorsqu’il
donne son accord (b) pour une transaction d’un client solvable (s) ayant sa carte bleue
valide (v). La description propositionnelle du service de la banque se traduit par :
DSBq : okBq ⇒ ((s ∧ v)⇔ b)
L’agence de cre´dit Le service de l’agence de cre´dit se comporte dans un e´tat normal (okAg)
lorsqu’il donne son accord (a) pour un client qui n’est pas endette´ (¬e) dont la carte bleue
est valide (v). La description propositionnelle du service de l’agence de cre´dit se traduit
par :
DSAg : okAg ⇒ ((v ∧ ¬e)⇔ a)
Le service d’e-shopping De fac¸on identique, le service d’e-shopping est dans un e´tat normal
(okEs) s’il valide une commande (c) lorsqu’il a rec¸u l’accord de la banque (b) ou celui de
l’agence de cre´dit (a). La description propositionnelle du service d’ e-shopping se traduit
par :
DSEs : okEs⇒ ((b ∨ a)⇔ c
La validation de la carte bleue Par souci de simplicite´, nous supposons que ce service ne
tombe pas en panne et qu’il re´pond simplement si oui ou non les de´tails d’une carte bleue
sont valides(v).
DSV cb : v ∨ ¬v
Nous venons de voir la mode´lisation du comportement attendu du processus de validation
de commande en logique propositionnelle. Le comportement observe´ d’un syste`me se traduit lui
aussi par une formule. Chaque observation est traduite par l’assignation de variables. L’ensemble
des observations est traduit par une conjonction de litte´raux. Nous donnons l’exemple d’un
comportement observe´ du processus de validation de commande par le sce´nario 1.
Exemple. 2.3 (sce´nario 1 commande invalide´e) Conside´rons le sce´nario 1 : un client voit
sa commande invalide´e alors qu’il est solvable, il n’est pas endette´ et sa carte bancaire est valide.
Les variables observables VOBS1 sont telles que VOBS1 = {s, e, v, c}. Le sce´nario 1 se traduit
par des observations prenant la forme d’assignations OBS1 = {s = V rai, e = False, v =
V rai, c = False}. De meˆme, ces observations satisfont le monoˆme (conjonction de litte´raux) :
s ∧ ¬e ∧ s ∧ ¬c.
On notera que dans l’Exemple 2.2 la description DSBq est semblable a` celle d’une simple
porte logique ET. Les variables client solvable (s) et carte bleue valide (v) sont en entre´es de la
porte ET, l’accord de la banque (b) repre´sente la sortie. De fac¸on similaire, on peut associer la
description du service de l’agence de cre´dit a` une porte ET et celui d’e-shopping a` une porte OU.
Nous sche´matisons sous forme de circuit e´lectronique la description du syste`me de validation de
commande internet Figure 2.2. Les observations OBS1 du sce´nario 1 sont repre´sente´es par des
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Figure 2.2 – Circuit e´lectronique mode´lisant le processus de validation par internet
assignation de valeurs aux variables observables. Les variables non observe´es sont assigne´es de
”?”.
E´tant donne´e la description du processus de validation de commande, si l’on suppose que tous
les services fonctionnent normalement (okBq = V rai, okEs = V rai, okAg = V rai), on s’attend
a` ce qu’un client solvable, non endette´ et ayant une carte bleue valide puisse valider sa commande.
Or, par le sce´nario 1, un client solvable, non endette´ et ayant une carte bleue valide a vu sa
commande invalide´e. Ainsi, supposer que tous les services suivent leurs comportement attendu
n’est pas une hypothe`se correcte. En logique propositionnelle, cela se traduit par une incohe´rence
entre les hypothe`ses de fonctionnement des services et la description du syste`me observe´. Dans
notre cas on a : okBq ∧ okEs ∧ okAg ∧DSV ci ∧OBS1 |= ⊥. Intuitivement, le but du diagnostic
a` base de cohe´rence est de trouver une une explication (c-a`-d une hypothe`se de fonctionnement
des services), cohe´rente avec le comportement du syste`me observe´. Nous remarquerons que pour
les hypothe`ses de mode de fonctionnement ok ne figure pas dans le circuit, elles sont ajoute´es a`
la description du syste`me afin de de´tecter les comportements anormaux.
2.1.3 Le diagnostic a` base de cohe´rence
Les travaux pionniers de Mackworth et al [dKMR92] de´finissent diffe´rents types de diag-
nostics a` base de cohe´rence. Dans notre e´tude nous nous inte´ressons plus particulie`rement au
diagnostics minimaux. Ici nous pre´sentons quelques types de diagnostics les plus utilise´s et mo-
tivons notre choix.
Bien que la porte´e du diagnostic a` base cohe´rence s’e´tend a` diffe´rents domaines, les travaux
de de Kleer et al ont e´te´ essentiellement applique´s a` la de´tection de pannes dans les circuits
e´lectroniques.
De´finition 2.12 (Syste`me observe´ [dKMR92]) Un syste`me observe´ est alors de´fini comme
un triplet 〈DS,COMPS,OBS〉 ou`
– DS est une formule de la logique du premier ordre de´crivant le comportement du syste`me
– OBS est une formule de´crivant les observations (revenant dans la plupart des cas a` une
assignation de valeurs aux variables observables)
– COMPS est l’ensemble des composants surveille´s. Chacun de ces composants apparaˆıt en
tant qu’argument de ¬ok() dans DS (ex : ¬ok(Ci) signifie que Ci est anormal).
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Nous notons par Mod− l’ensemble des fautes ¬ok(Ci). Un diagnostic a` base de cohe´rence
est une explication, par des hypothe`ses de fonctionnement de composants, d’un e´cart entre le
comportement attendu et le comportement observe´ d’un syste`me. En logique propositionnelle,
cette explication prend la forme d’une conjonction de litte´raux de modes cohe´rente avec la
description du syste`me observe´. Elle traduit une hypothe`se sur le mode de fonctionnement de
tous les composants du syste`me.
De´finition 2.13 (Diagnostic cohe´rent [dKMR92]) Soit un syste`me observe´ 〈DS,COMPS,OBS〉
et Mod− = {¬ok(Ci) : Ci ∈ COMPS} les propositions repre´sentant les comportements anor-
maux. Soit ∆ ∈Mod−,
(∆, {Mod− \∆}) est un diagnostic cohe´rent ssi ∆ ∧ {Mod− \∆} ∧DS ∧OBS 6|= ⊥
Un diagnostic cohe´rent est une explication cohe´rente du comportement attendu d’un syste`me,
avec ses observations. Nous donnons l’exemple d’un raisonnement conduisant a` un diagnostic
cohe´rent expliquant l’e´cart entre le comportement attendu du processus de validation de com-
mandes par internet et le sce´nario 1. Nous illustrons ce diagnostic par la Figure : 2.3
Exemple. 2.4 (diagnostic cohe´rent du processus de validation de commande) Nous avons
vu pre´ce´demment que l’hypothe`se supposant que tous les services se comportaient normalement
n’expliquait pas le comportement observe´ du service de validation de commande. Supposons les
modes de fonctionnement suivants : le service de la banque et de l’agence fonctionnent norma-
lement (okBq, okAg) alors que le service d’ e-shopping lui est anormal (¬okEs).
1. Si le service de la banque fonctionne normalement (okBq), e´tant comparable a` une porte
ET et ayant observe´ en entre´e : la carte bleue est valide (v = V rai) et le client est solvable
(s = V rai) on s’attend a` ce qu’il donne son accord (b = V rai).
2. De meˆme si le comportement de l’agence de cre´dit fonctionne normalement (okAg), e´tant
comparable a` la composition d’une porte NON et d’une porte ET, ayant observe´ que le
client n’est pas endette´ (e = Faux) et sa carte bleue est valide (v = V rai) on s’attend a`
ce que le service donne son accord (a).
3. Par contre si l’on suppose que le service d’e-shopping est anormal ¬okEs, on ne s’attend
plus a` ce qu’il se comporte comme une porte OU comme il e´tait pre´vu. Il peut donc invalider
la commande (c = Faux) alors qu’il a peut eˆtre rec¸u des avis positifs de la banque (b) et
de l’agence de cre´dit (a).
Ainsi les hypothe`ses ({¬okEs}, {okBq, okAg} ) forment un diagnostic cohe´rent avec la
description du syste`me de validation de commande et le sce´nario 1.
Nous remarquons que si le syste`me observe´ est insatisfiable, il n’y a pas de diagnostics. Ainsi,
la satisfiabilite´ du syste`me observe´ est une condition ne´cessaire a` la proble´matique de diagnos-
tic. Cette remarque est tre`s utile pour la ge´ne´ration d’instances de syste`mes a` diagnostiquer.
D’autre part, pour simplifier les de´finitions suivantes, nous appelons diagnostic les hypothe`ses
de fonctionnement anormales ∆ uniquement constitue´es de litte´raux de mode ne´gatifs. Pour
revenir a` la de´finition originale, il suffira de calculer Mod− \∆ en fonction de ∆.
E´tant donne´ un syste`me observe´ satisfiable, il peut y avoir au maximum 2|VMod| diagnostics
possibles. Dans un souci d’une repre´sentation succincte on cherche soit a` repre´senter tous les
diagnostics de fac¸on compacte, soit a` conserver les plus inte´ressants d’entre eux. Par exemple
supposer que tous les composants d’un syste`me sont de´faillants en meˆme temps n’est pas une
hypothe`se re´aliste. Inversement supposer que seuls quelques composants d’un syste`me sont en
panne en meˆme temps est plus re´aliste. Ainsi nous nous inte´resserons aux diagnostics faisant
l’hypothe`se d’un nombre ou d’un ensemble minimal de composants de´faillants.
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Figure 2.3 – Diagnostic du processus de validation d’une commande
De´finition 2.14 (Diagnostic minimal) E´tant donne´ un syste`me observe´ satisfiable 〈DS, COMPS,
OBS〉 et un ensemble de litte´raux de mode ne´gatifs : Mod− = {¬okCi : Ci ∈ COMPS}, un
diagnostic cohe´rent ∆ ⊆ Mod− est un diagnostic cohe´rent minimal ssi aucun sous-ensemble
propre ∆′ t.q. ∆′ ⊂ ∆, est un diagnostic cohe´rent.
Exemple. 2.5 (Diagnostics minimaux du processus de validation de commande) Dans
un premier temps, nous avons vu que l’on ne pouvait pas supposer que tous les services se com-
portent normalement, ainsi ∆ = {} n’est pas un diagnostic. D’autre part nous avons vu que
{¬okEs} e´tait un diagnostic. Puisqu’il n’existe pas de sous-ensemble de {¬okEs} qui soit un
diagnostic, {¬okEs} est un diagnostic minimal. De meˆme on peut ve´rifier que l’autre diagnostic
minimal est {¬okBq,¬okAg}.
La fac¸on classique de calculer les diagnostics minimaux consiste, dans un premier temps, a`
de´tecter les conflits. Un conflit peut eˆtre vu comme un symptoˆme de´clencheur de la recherche
de diagnostic. Intuitivement, un conflit est un ensemble d’hypothe`ses de bon fonctionnement du
syste`me qui ne peuvent eˆtre toutes suppose´es vraies a` la fois. Plus formellement :
De´finition 2.15 (Conflit, conflit minimal, conflit positif) E´tant donne´ un syste`me observe´
satisfiable 〈DS, COMPS, OBS〉 et un ensemble de variables de mode Mod = {okCi : Ci ∈
COMPS},
– un conflit est une clause E forme´e sur les variables de modes t.q. DS ∧OBS |= E
– un conflit E est minimal s’il n’existe pas de conflit E′ t.q. E′ |= E.
– Un conflit est dit positif (sous-entendu en termes de litte´raux d’anormalite´s, ici ¬okCi)
s’il est une disjonction de litte´raux de Mod−.
Un conflit est une conse´quence de l’e´cart entre le comportement attendu et le comportement
observe´ du syste`me. C’est un implique´ de DS∧OBS. Un conflit minimal est un implique´ premier
de DS ∧OBS.
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Figure 2.4 – Conflits du processus de validation d’une commande
Dans l’exemple suivant illustre´ Figure 2.4 nous expliquons un raisonnement permettant d’in-
fe´rer de nouveaux conflits a` partir de la description observe´e de notre exemple jouet. Le rai-
sonnement que nous de´crivons reprend les principes de l’ATMS [dK86] (syste`me de maintien de
ve´rite´ par hypothe`ses).
Exemple. 2.6 (Conflits minimaux du processus de validation de commande) Nous avons
vu que compte tenu du sce´nario 1 nous ne pouvions pas supposer que tous les services fonc-
tionnent correctement, ainsi ¬okAG ∨ ¬okEs ∨ ¬okBq est un conflit.
Supposons que le service de la banque okBq et celui d’e-shopping okEs fonctionnent correc-
tement. E´tant donne´ que le service de la banque se comporte comme une porte ET, en observant
que le client est solvable (s = V rai) et que sa carte bleue est valide (v = V rai) en entre´es, on
s’attend a` ce que la banque donne son accord (b = V rai). De meˆme, e´tant donne´ que le service
d’e-shopping se comporte comme une porte OU, en observant une commande invalide en sortie
(c = Faux), on s’attend a` ce que ni la banque ni l’agence de cre´dit n’ait donne´ leur accord
(b = Faux), (a = Faux). Or la`, il y a un conflit entre la valeur attendue a` la sortie du service
de la banque (b = V rai) et celle attendue a` l’entre´e du service d’e-shopping (b = Faux). On peut
supposer que les services de la banque et de l’e-shopping fonctionnent correctement ensemble,
¬okBq ∨ ¬okEs est un conflit minimal. Par un raisonnement similaire nous pouvons de´duire
que ¬okBq ∨ ¬okEs est un autre conflit minimal. Par contre on ne peut pas de´duire que seul
l’un de ces services ne fonctionne pas correctement.
Le the´ore`me suivant de de Kleer et al [dKMR92] permet de calculer tous les diagnostics
minimaux d’un syste`me a` partir de ses conflits minimaux.
The´ore`me 2.1 (Caracte´risation des diagnostics minimaux [dKMR92]) E´tant donne´ un
syste`me observe´ satisfiable 〈DS,COMPS,OBS〉 et Mod− un ensemble de litte´raux de mode ne´-
gatif, ∆ ⊆ Mod− est un diagnostic minimal de (DS,COMPS,OBS) ssi ∆ est un impliquant
premier de l’ensemble des conflits minimaux positifs de (DS,COMPS,OBS).
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Nous illustrons ce the´ore`me en revenant a` notre exemple de validation de commande.
Exemple. 2.7 (De´termination des diagnostics minimaux par les conflits) Nous avons
vu pre´ce´demment que les conflits minimaux (qui, ici sont positifs) peuvent s’encoder par la
formule Σconflits : (¬okBq ∨ ¬okEs) ∧ (¬okAg ∨ ¬okEs). Les impliquants premiers de Σconflits
sont ¬okES et ¬okBq ∧ ¬okAg. Ils sont simplement obtenus en re´solvant les conflits. Ce sont
aussi les diagnostics minimaux du processus de validation de commande observe´ par le sce´nario 1.
Par le the´ore`me pre´ce´dent on comprend que si l’on de´sire obtenir un diagnostic minimal
par le calcul pre´alable des conflits, avant d’obtenir le premier diagnostic minimal, il faudrait
tout d’abord compiler l’ensemble des conflits minimaux. D’autre part, sans pour autant avoir
l’ensemble des conflits minimaux on peut tout de meˆme avoir des diagnostics minimaux par la
remarque suivante.
Remarque 2.1 (Diagnostic minimal inclus dans un diagnostic) E´tant donne´ un syste`me
observe´ 〈DS, COMPS, OBS〉 et un ensemble de litte´raux de mode ne´gatifs Mod− = {¬okCi :
Ci ∈ COMPS}, si ∆ ∈Mod
− est un diagnostic, alors il existe un diagnostic minimal ∆′ ⊆ ∆.
Ainsi, lors de la recherche des diagnostics, re´duire successivement la taille d’un diagnostic quel-
conque en inversant une hypothe`se de panne par une hypothe`se de bon fonctionnement tout en
restant cohe´rent, conduit a` la formation de diagnostics minimaux. Inversement, nous noterons
que tout sur-ensemble d’un diagnostic minimal n’est pas force´ment un diagnostic cohe´rent.
Exemple. 2.8 Supposons que l’on ajoute une re`gle d’exclusion entre les mode`le de bon fonc-
tionnement du service d’e-shopping et de la banque : (¬okBq ⇒ okEs), autrement dit, le service
d’e-shopping et le service de la banque ne peuvent eˆtre tous les deux de´faillants en meˆme temps.
Avec cette nouvelle re`gle, on constate que ∆all = {¬okBq,¬okEs,¬okAg} n’est plus une
conjonction cohe´rente et donc n’est plus un diagnostic. Par contre ∆Es = {¬okEs} et ∆Ag,Bq =
{¬okBq,¬okAg} qui sont des sous-ensembles de ∆all, restent des diagnostics.
Par cette dernie`re remarque nous constatons que les diagnostics minimaux ne caracte´risent
pas l’ensemble des diagnostic cohe´rents d’un syste`me observe´. En effet, tout prolongement d’un
diagnostic minimal par un litte´ral de mode ne´gatif, ne conduit pas force´ment a` la construction
d’un diagnostic cohe´rent.
Dans le but d’avoir a` la fois les diagnostics inte´ressants et caracte´ristiques de l’ensemble de
tous diagnostics de meˆme type, de Kleer et al ont introduit les diagnostics partiels et noyaux.
De´finition 2.16 (Diagnostics partiels et diagnostics noyaux) E´tant donne´ un syste`me ob-
serve´ 〈DS, COMPS, OBS〉 et un ensemble de litte´raux de mode ne´gatifs Mod− = {¬okCi :
Ci ∈ COMPS},
– ∆ ⊆Mod−∪Mod− est un diagnostic partiel ssi toute extension de ∆ (par des litte´raux de
modes positifs et ne´gatifs) a` tout COMPS est un diagnostic cohe´rent. ∆ est un diagnostic
et pour tout sur-ensemble ∆′ de ∆, ∆′ est un diagnostic cohe´rent.
– ∆ ⊆ Mod− ∪Mod− est un diagnostic noyau ssi ∆ est un diagnostic partiel et il n’existe
pas de sous-ensemble ∆′ ⊂ ∆ t.q. ∆′ soit un diagnostic partiel.
Implicitement, on comprend que tout prolongement d’un diagnostic partiel par un litte´ral de
mode positif ou ne´gatif est aussi un diagnostic partiel. E´tant donne´ qu’un diagnostic noyau est un
diagnostic partiel minimal, l’ensemble des diagnostics noyaux caracte´risent tous les diagnostics
partiels du syste`me observe´ et ainsi tous les diagnostics.
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Toujours dans la volonte´ d’avoir une repre´sentation de l’ensemble des diagnostics significatifs
d’un syste`me, les travaux de Reiter [Rei87] caracte´risent a` travers les diagnostics abductifs les
explications cohe´rentes d’un syste`me observe´ qui sont directement implique´es (logiquement)
par les observations. Un diagnostic abductif est plus pre´cis qu’un diagnostic cohe´rent dans la
mesure ou` ce dernier se contente d’eˆtre cohe´rent avec les observations et n’est pas ne´cessairement
implique´ par les observations.
De´finition 2.17 (Diagnostic abductif) E´tant donne´ un syste`me observe´ 〈DS,COMPS,OBS〉
et un ensemble de litte´raux de mode ne´gatifs Mod− = {¬okCi : Ci ∈ COMPS}, ∆ ⊆Mod
− est
un diagnostic abductif du syste`me observe´ ssi ∆ ∧DS 6|= ⊥ et ∆ ∧DS |= OBS
Un diagnostic cohe´rent est une assignation de variables de modes cohe´rente avec la description
du syste`me observe´. Dans le cas ge´ne´ral, la recherche de diagnostics cohe´rents peut s’apparenter
a` le recherche des mode`les de la formule de´crivant le syste`me observe´. Dans le cas des diagnostics
abductifs, Inoue [Ino92] a montre´ que les diagnostics abductifs correspondaient a` la ne´gation de
formules implique´es par le syste`me muni de la ne´gation des observations (c-a`-d ∆∧DS |= OBS
implique ∧DS ∧ ¬OBS |= ¬∆ ). Cette remarque permet a` tout syste`me d’infe´rence de pouvoir
compiler les diagnostics abductifs par un ensemble d’implique´s, conse´quence du syste`me observe´.
Dans un contexte distribue´, un syste`me d’infe´rence distribue´ comme Somewhere [ACG+06]serait
en mesure de retourner les diagnostics abductifs minimaux.
Malheureusement, nous avons la remarque suivante :
Remarque 2.2 (Diagnostic abductif vide, Diagnostic minimal non vide) Il peut arri-
ver que l’ensemble des diagnostics abductifs soit vide alors que l’ensemble des diagnostics (et
donc des diagnostics minimaux) n’est pas vide
Ainsi, la de´tection de fautes par des diagnostics abductifs est parfois impossible ou ne´cessite
des restrictions fortes sur les descriptions de syste`mes a` surveiller.
Exemple. 2.9 Reprenons otre exemple jouet, ce syste`me observe´ ne contient pas de diagnostics
abductifs, alors meˆme que le sce´nario 1 est un sce´nario anormal. Si par exemple, en plus du
sce´nario 1, on observait que la banque avait donne´ son accord pour la transaction (c-a`-d b =
V rai) alors ¬okAg ∧ ¬okEs serait un diagnostic abductif.
Lorsque le nombre de diagnostics d’un syste`me peut eˆtre prohibitif, certaines approches
s’inte´ressent a` la compilation des diagnostics de cardinalite´ minimale.
De´finition 2.18 (diagnostic de cardinalite´ minimale) Un diagnostic de cardinalite´ mini-
male est un diagnostic cohe´rent t.q. pour tout autre diagnostic ∆′, |∆| 6 |∆′|
On notera qu’un diagnostic est minimal pour l’inclusion ensembliste alors qu’un diagnostic
de cardinalite´ minimale est minimal pour le nombre de symboles de fautes qu’il contient. Nous
soulignons que les diagnostics de cardinalite´ minimale font l’hypothe`se que tous les diagnostics
sont comparables entre eux, meˆme ceux n’ayant aucun litte´ral de mode en commun. Les diagnos-
tics minimaux pour l’inclusion ensembliste ne font pas cette hypothe`se. C’est le cas de l’exemple
2.10 ou` le diagnostic ∆Es est compare´ a` ∆Bq,Ag.
Exemple. 2.10 (diagnostic de cardinalite´ minimale du sce´nario 1) Nous avons mis en
e´vidence deux diagnostics minimaux : ∆Es = {¬okEs} et ∆Bq,Ag = {¬okBq,¬okAg} pour
expliquer le sce´nario 1. On a |∆Es| < |∆Bq,Ag|. Puisque l’ensemble vide n’est pas un diagnostic
pour le sce´nario 1, ∆Es est le seul diagnostic de cardinalite´ minimale.
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On remarquera que bien que les diagnostics de cardinalite´ minimal repre´sentent un sous-ensemble
des diagnostics minimaux, un diagnostic de cardinalite´ minimale vide e´quivaut a` un diagnostic
minimal vide. Plus formellement :
Remarque 2.3 Il existe un diagnostic cohe´rent non vide pour un syste`me observe´ ssi il existe
un diagnostic de cardinalite´ minimale supe´rieure ou e´gale a` 1.
Synthe`se sur la caracte´risation des diagnostics
En re´sume´, un diagnostic est une explication cohe´rente du mode de fonctionnement des com-
posants d’un syste`me observe´ (cf def 2.13). E´tant donne´e une description, les diagnostics noyaux
(def 2.16) caracte´risent l’ensemble des diagnostics d’un syste`me de fac¸on compacte (tout pro-
longement d’un diagnostic noyau par des litte´raux de mode est aussi un diagnostic). Quant aux
diagnostics abductifs (def 2.17), ils ne de´tectent pas toujours toutes les explications cohe´rentes
avec un syste`me observe´ et peuvent conclure sur l’absence de diagnostic alors que le syste`me
suit un comportement anormal cf remarque (rq 2.2). Dans ce cas, des restrictions fortes sur la
description du syste`me sont ne´cessaires pour que les diagnostics abductifs repre´sentent tous les
diagnostics cohe´rents. Contrairement au diagnostic noyau, un diagnostic minimal n’est pas une
repre´sentation compacte des diagnostics cohe´rents (tout prolongement d’un diagnostic minimal
par un litte´ral de mode n’est pas ne´cessairement un diagnostic cohe´rent). A de´faut d’eˆtre com-
pacts, les diagnostics minimaux permettent de de´tecter le comportement anormal de descriptions
de syste`mes tre`s varie´es (y compris la re´e´criture de syste`mes a` e´ve`nements discrets traduits vers
un langage propositionnel [GARK07]). Lorsque comparer les occurrences de pannes par leur
nombre a du sens, on peut s’inte´resser aux diagnostics de cardinalite´ minimale (cf def 2.18).
Ils repre´sentent un sous-ensemble des diagnostics minimaux. Dans notre e´tude nous ne conside´-
rons pas que deux diagnostics disjoints soient comparables, nous nous inte´ressons au contraire
a` calculer les diagnostics minimaux pour des descriptions de syste`mes distribue´s propositionna-
lise´s. Dans la suite, nous pre´sentons diffe´rentes approches de l’e´tat de l’art, envisage´es pour la
compilation des diagnostics cohe´rents.
2.1.4 Proble`mes autour du diagnostic a` base de cohe´rence
Le diagnostic a` base de cohe´rence est lie´ a` de nombreux proble`mes de raisonnement en logique
propositionnelle. Ici, nous faisons abstraction des diffe´rentes mode´lisations, et conside´rons en
entre´e de chaque proble`me une formule CNF Σ, souvent utilise´e comme langage de description.
Le diagnostic a` base de mode`les
Description : Soient V un ensemble de symboles propositionnels, Σ le syste`me observe´ traduit
par une formule satisfiable construite sur une partition de V en H (les donne´es hypothe`ses)
et NH (les donne´es non-hypothe`ses).
Question : Trouver tous les monoˆmes I construits sur H t.q. I ∧ Σ 6|= ⊥.
E´tant donne´ un syste`me de´crit par un ensemble de proprie´te´s prenant la forme d’une formule
FNC, trouver un diagnostic est un proble`me NP-Difficile.Trouver l’ensemble des diagnostics
est un proble`me #P-Difficile ; pour certaines instances, il peut y avoir un nombre exponentiel
de diagnostics. Pour des raisons pratiques e´voque´es pre´ce´demment, on pre´fe`re calculer soit les
diagnostics minimaux pour l’inclusion ensembliste soit les diagnostics de cardinalite´ minimale.
Le diagnostic a` base de cohe´rence est lie´ au tre`s populaire proble`me de satisfiabilite´, cer-
taines approches reprennent meˆme les techniques et algorithmes de ce domaine pour acce´le´rer
la recherche de diagnostics.
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SAT
Description : Soient V un ensemble de symboles propositionnels et Σ un ensemble fini de
clauses construites sur V .
Question : Existe-t-il une interpre´tation de V qui satisfasse l’ensemble des clauses de Σ.
La plupart des algorithmes SAT prouvent la satisfiabilite´ de la formule par la recherche d’un
mode`le satisfaisant la formule. Ainsi, avec la proble´matique de satisfiabilite´ vient imme´diatement
la proble´matique de recherche de mode`les. Beaucoup de proble`mes, y compris le diagnostic,
peuvent se formaliser en terme de recherche d’un mode`le ou de tous les mode`les d’une formule.
La recherche d’un mode`le, de tous les mode`les
Description : Soit Σ une formule construite sur l’ensemble de variables V .
Question : Trouver un mode`le de Σ
Question : trouver tous les mode`les de Σ.
Compiler tous les mode`les d’une formule est une taˆche difficile et souvent impossible en pratique
pour des instances de grandes tailles. Afin d’e´viter l’explosion combinatoire inhe´rente a` la re-
cherche des mode`les, on s’inte´resse aux mode`les pre´fe´re´s. De meˆme que les me´thodes de recherche
de mode`les peuvent directement eˆtre re´utilise´es pour la recherche de diagnostic, les me´thodes de
recherche de mode`les pre´fe´re´s peuvent eˆtre re´utilise´es pour la recherche de diagnostics minimaux.
La recherche d’un mode`le pre´fe´re´, de tous les mode`les pre´fe´re´s
Description : Soient S, un ensemble de symboles propositionnels, Σ une formule construite
sur S, R un ordre partiel ou total sur les interpre´tations.
Question : Si Σ est cohe´rente alors trouver un mode`le M pre´fe´re´ de Σ tel que pour tout
mode`le M ′ de Σ, MRM ′
Question : Si Σ est cohe´rente alors trouver tous ses mode`les pre´fe´re´s.
La premie`re me´thode envisage´e pour le calcul de diagnostic se faisait par le calcul pre´alable
des conflits [dK86]. Un conflit correspond a` un implique´ de la formule encodant le syste`me
observe´, un conflit minimal correspond a` un implique´ premier, un diagnostic minimal correspond
a` un impliquant premier des conflits minimaux positifs.
Nous avons vu que les conflits correspondent a` certains implique´s de la formule alors que les
diagnostics correspondent a` des impliquants de la formule.
Implique´s, implique´s premiers, impliquants premiers
Description : Soient S un ensemble de symboles propositionnels, Σ une formule construite sur
S.
(de´duction) Question : Soit E une clause, est ce que Σ |= E ?
(implique´s premiers) Question : trouver l’ensemble des clauses E t.q. Σ |= E et pour tout
implique´ F (Σ |= F ), alors F 6⊂ E.
(impliquants premiers) Question : trouver l’ensemble des impliquants I t.q. I |= Σ et pour
tout impliquant I ′ (I ′ |= Σ), I |= Σ et I ′ 6⊂ I.
La question de la de´duction Σ |= E ? ne se borne pas a` un proble`me de cohe´rence. Dans le cadre de
requeˆtes, Σ est une base de connaissances qui est questionne´e de nombreuses fois et qui e´volue au
cours du temps (rajout ou retraits d’informations). Ce proble`me induit donc d’autres proble`mes
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tel que la gestion de la base de connaissances afin de re´pondre au plus vite aux requeˆtes et prend
place a` travers un contexte plus ge´ne´ral de compilation de connaissances. La proble´matique de
diagnostic ou` les observations peuvent arriver au cours du calcul, prend en compte ce type de
proble`mes connexes au raisonnement. Nous de´taillons dans la section suivante les diffe´rentes
approches et techniques envisage´es pour le diagnostic a` base de cohe´rence de syste`mes.
2.2 Les structures arborescentes au coeur des approches pour
le diagnostic
En fonction des spe´cificite´s du syste`me, selon que le syste`me soit statique ou dynamique
et selon les caracte´ristiques requises par l’outil de diagnostic (prise en compte des observations
incre´mentales, diagnostic en ligne, diagnostic hors ligne, ...) diffe´rentes approches ont e´te´ envi-
sage´es. Nous les regroupons a` travers deux imple´mentations : les approches interpre´te´es et les
approches compile´es. Comprendre la distinction entre ces approches dans un contexte centralise´
nous permet de mieux comprendre les me´thodes propose´es dans un contexte distribue´. De plus,
nous avons remarque´ qu’a` la fois dans un contexte centralise´ et dans un contexte distribue´, les
approches de diagnostic font une place pre´ponde´rante aux structures et calculs arborescents.
Nous pre´sentons donc comment les proprie´te´s de ces structures ame´liorent a` la fois la compacite´
de la repre´sentation du syste`me et la rapidite´ de recherche des diagnostics.
2.2.1 De´composer pour mieux diagnostiquer
La de´composition arborescente de syste`mes est une technique d’optimisation qui a permis
des ame´liorations significatives des performances dans la re´solution de proble`mes difficiles dans
de nombreux domaines. Cette technique fait partie des strate´gies d’optimisation ”diviser pour
re´gner”. Le proble`me initial est de´compose´ en un ensemble de sous-proble`mes plus petits et
organise´s a` travers un arbre de fac¸on a` diminuer le temps et l’espace ne´cessaire pour la re´solu-
tion. Cette technique tient un roˆle pre´ponde´rant pour la re´solution de proble`mes d’e´nume´ration
auxquels s’apparente le calcul des diagnostics minimaux. Souvent on n’a gue`re d’autres choix
que de de´composer. Elle permet de guider la recherche des approches interpre´te´es (c-a`-d des
approches recherchant des diagnostics directement a` partir de la description d’un syste`me) et
aussi de structurer les approches compile´es (c-a`-d des approches recherchant des diagnostics a`
partir de la re´e´criture d’un syste`me vers un langage plus facilement traitable). Afin de ne pas
interrompre la pre´sentation des diffe´rents travaux lie´s au diagnostic, nous introduisons brie`ve-
ment la de´composition arborescente. Dans les chapitres suivants nous pre´senterons un e´tat de
l’art plus important sur les techniques et me´thodes de de´composition. Dans le but d’illustrer
une premie`re de´composition arborescente, a` la Figure 2.5, nous indiquons dans chaque table les
assignations de valeurs aux variables satisfaisant la description de chaque service ainsi que les
observations du sce´nario 1 intervenant dans notre exemple introductif . Par souci de concision,
nous avons remplace´ le symbole V rai par 1 et le symbole Faux par 0. Le symbole ∗ de´signe 0
ou 1. Les tables repre´sentent les descriptions des services par des contraintes extensionnelles.
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Figure 2.5 – Contraintes explicites de´crivant le processus de validation d’une commande
Intuitivement, la de´composition arborescente de´coupe un proble`me initial vers un ensemble
de clusters ou` chaque cluster contient un sous-proble`me du proble`me initial et l’ensemble des
clusters est structure´ a` travers un arbre. En nous inspirant des travaux de Lask, Dechter et al
[KDLD05], nous de´finissons la de´composition arborescente de descriptions de syste`mes observe´s
comme suit :
De´finition 2.19 (De´composition arborescente des descriptions d’un syste`me) Soit 〈DS,
COMPS, OBS〉 la description d’un syste`me observe´ sur un vocabulaire propositionnel V avec
DS =
⋃
i∈COMPS
DS(i) ou` DS(i) est la description du composant i de´finie sur le vocabulaire
voc(SD(i)). Notons CT l’ensemble un ensemble de clusters. Notons Ψ la fonction associant a`
chaque cluster ct ∈ CT un sous-ensemble de la description du syste`me observe´ initial Ψ(k) ⊆⋃
i∈COMPS
DS(i) ∧OBS(i). Notons χ la fonction associant a` chaque cluster ct ∈ CT un sous-
ensemble des variables de V , correspondant au vocabulaire des descriptions qu’il couvre. Une
de´composition arborescente est un triple 〈T, χ, ψ〉 t.q. T (CT,E) est un arbre ou` E repre´sente les
arreˆtes et :
1. Pour toute description DS(i), il existe un cluster ct t.q. DS(i) ∪ OBS(i) ∈ Ψ(ct). (Cette
proprie´te´ permet de pre´server les descriptions du proble`me initial).
2. Pour tout cluster ct ∈ CT ∪
DS(i)∈Ψ(ct)
voc(DS(i)) ⊆ χ(ct).(Cette proprie´te´ permet de pre´-
server le vocabulaire du proble`me initial)
3. Pour toute variable v ∈ V l’ensemble des clusters {ct : v ∈ χ(ct)} est un sous-arbre
connecte´ de T . (Cette proprie´te´ est appele´e running intersection ou encore connectivite´ du
vocabulaire)
Nous venons d’introduire une de´finition possible de la de´composition arborescente a` partir des
descriptions d’un syste`me. D’autres de´compositions arborescentes sont possibles, notamment a`
partir des fonctions ou encore du vocabulaire d’un syste`me.
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A` partir du syste`me Figure 2.5, nous illustrons a` la Figure 2.6 la formation de clusters en vue
d’une de´composition arborescente. Le cluster ct1 regroupe les descriptions de DSEs et DSC∧¬c.
Le cluster ct3 regroupe les descriptions deDSV cb et DSAg∧¬e alors que Le cluster ct2 ne contient
que la description DSBq ∧ s. Les clusters ainsi forme´s sont ensuite organise´s a` travers un arbre.
Ainsi le cluster ct2 est relie´ a` ct1, puis le cluster ct3 est relie´ a` ct1.
Figure 2.6 – Regroupement des services du processus de validation d’une commande
Afin de respecter la running intersection (cf De´f 2.19 pte´ 3), l’information partage´e par des
descriptions voisines dans le syste`me initial (ex. la variable v entre DSV CB et DSBq) mais
de´connecte´es dans l’arbre de clusters nouvellement forme´ (ex. ct2 et ct3 ne sont pas connecte´s),
est duplique´e a` travers un chemin de l’arbre de clusters. En effet initialement le cluster ct1 reliant
ct2 a` ct3 dans l’arbre de clusters dans la Figure 2.6 ne contient pas la variable v. La variable
v ainsi que les assignations lui e´tant associe´s sont rajoute´es au cluster ct1 dans la Figure2.7.
Cette figure de´crit une de´composition arborescente du re´seau de contraintes Figure 2.5. Nous
pouvons ve´rifier que toutes les contraintes et le vocabulaire du syste`me initial se retrouvent dans
le syste`me de´compose´ (cf proprie´te´s 1 et 2 De´f 2.19).
D’autre part, a` la Figure 2.7, nous pre´sentons aussi la description de chacun des clusters
du syste`me de´compose´ sous forme de contraintes extensionnelles. Dans ce syste`me, un simple
parcours, des feuilles vers la racine, ve´rifiant la cohe´rence locale des tuples suffit a` e´laborer les
diagnostic globaux du syste`me. Par exemple, un premier diagnostic global {okA, okB,¬okE} se
retrouvera a` partir des tuples 1 de ct2 et ct3 qui sont cohe´rents avec le tuple 3 de ct1 par les
variables {a, b, v}. Par un parcours des feuilles vers la racine ct1, on pourra se rendre compte
qu’aucun tuple de ct2 n’assigne v a` 0. Par un parcours de la racine aux feuilles on de´duira que le
2e`me tuples de ct2 ne participera a` aucun diagnostic global. Nous venons de donner un exemple
de ce que pourrait eˆtre une recherche de diagnostics a` travers un syste`me de´compose´. Nous
pre´sentons les diffe´rentes approches envisage´es pour le diagnostic dans les sections suivantes.
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Figure 2.7 – Une de´composition arborescente du processus de validation d’une commande
2.2.2 Les approches interpre´te´es ou compile´es pour le diagnostic
Plusieurs approches ont e´te´ envisage´es pour re´soudre les proble`mes du diagnostic de syste`mes.
Les premiers outils de diagnostic ont e´te´ imple´mente´s par le TMS (Truth Maintenance System)
de Doyle ou encore par l’ATMS (Assumption Truth Maintenance System) de de Kleer, le CMS
ou le GDE (General Diagnosis Engine) de Kleer et Williams [dKW87]. Plus re´cemment le projet
Lydia [FPvG08, lyd] propose un outil permettant de calculer entre autres les diagnostics les plus
probables. Dans ses de´buts, deux voies, l’approche compile´e et l’approche interpre´te´e, ont e´te´
suivies pour s’attaquer a` la proble´matique de diagnostic. Ces directions s’opposent [dK86] et se
comple´mentent [HD07, HD05a] a` la fois. L’approche interpre´te´e consiste a` rechercher directement
les diagnostics a` partir de la description et des observations d’un syste`me, alors que l’approche
compile´e consiste a` re´e´crire la description d’un syste`me vers un langage plus facilement traitable
afin d’acce´le´rer la recherche de diagnostics avec l’arrive´e des observations.
Approches interpre´te´es pour le diagnostic centralise´
Par une approche interpre´te´e, la description courante du syste`me et les observations sont
prisent en compte au moment de la requeˆte de diagnostic, sans traitement pre´alable. Dans
ce cas (cf Figure 2.8, nous n’avons pas a` attendre la fin du calcul avant d’avoir le premier
diagnostic. Par contre, le temps de recherche d’un premier diagnostic peut eˆtre exponentiel en
la taille de la description du syste`me initial [BATJ91]. Le premier argument militant en faveur
d’une approche interpre´te´e est la prise en compte des observations au moment de la requeˆte du
diagnostic. Cela permet de re´duire la complexite´ the´orique du proble`me. Une observation prend
la forme de l’assignation d’une valeur a` une variable, et repre´sente donc une valeur en moins
a` infe´rer lors du raisonnement. Comme nous l’avons de´ja` fait remarquer, le second argument
en faveur de l’efficacite´ de l’ approche interpre´te´e est les progre`s spectaculaires des travaux
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Figure 2.8 – Approche interpre´te´e pour le diagnostic centralise´ d’un syste`me
sur la re´solution du proble`me de satisfiabilite´ (SAT). Les solveurs re´cents sont capables de
re´soudre dans des temps re´duits des proble`mes industriels de grandes tailles [EB05, Bie08, AS09].
Les approches interpre´te´es pour le diagnostic tirent be´ne´fice des re´sultats sur la satisfiabilite´
lorsqu’elles e´tendent les me´thodes des solveurs SAT pour la recherche de mode`les. Feldman et al
[Fel06, Fel10] transposent la proble´matique de recherche de diagnostics de cardinalite´ minimale
dans le proble`me Max-SAT et inversement. Comment ? Par exemple l’approche de Grastien et
al [GARK07] propose un encodage propositionnel s’inspirant des travaux de [KS92] pour traiter
des proble`mes de diagnostic de syste`mes a` e´ve`nements discrets par des algorithme SAT [GA08].
Re´cemment Stein et al [SNL06] mais aussi Feldman et al [FPvG10] montrent expe´rimentalement
qu’utiliser des approches de Max-SAT pour la recherche de diagnostics est une strate´gie efficace
et rapide. De meˆme les travaux pionniers de De Kleer et Williams [dKW87] ont formule´ la
proble´matique de diagnostic a` travers celle de satisfaction de contraintes CSP. De Kleer [dK89]
a ensuite montre´ que les me´thodes de re´solution de CSP pouvaient eˆtre utilise´es pour re´pondre
aux fonctionnalite´s de l’ATMS et inversement. Plus re´cemment les travaux de Stumptner et
Wotawa [SW03] proposent de calculer les diagnostics a` travers la re´solution d’un CSP rendu
acyclique. Williams et Ragno [WR03] proposent un calcul des diagnostics cohe´rent minimaux
guide´ par la recherche de conflits et l’algorithme A*.
Un des autres avantages de l’approche interpre´te´e est qu’elle prend en entre´e la description
du syste`me dans son langage de repre´sentation, il n’y a pas de couˆt additionnel pour stocker
la description. L’ajout ou le retrait d’une nouvelle proprie´te´ de la description du syste`me se
traduit par l’ajout ou le retrait des clauses correspondantes et peut s’effectuer en temps line´aire
par rapport a` la taille de la description initiale. La rapidite´ et le faible coˆut de la mise a` jour
de la description sont des spe´cificite´s s’adressant tout particulie`rement a` la surveillance des sys-
te`mes dynamiques dont la description est amene´e a` eˆtre mise a` jour rapidement entre deux
requeˆtes de diagnostics. En re´sume´, dans un syste`me centralise´, les approches interpre´te´es de
recherche de diagnostics minimaux e´tendent souvent des algorithmes de satisfiabilite´ boole´enne
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ou de re´solution de CSP. Compte tenu du temps de re´ponse potentiellement prohibitif ces ap-
proches interpre´te´es s’adressent essentiellement a` des syste`mes dont la requeˆte de diagnostic est
occasionnelle. Inversement, puisqu’une approche interpre´te´e calcule directement les diagnostics
a` partir de la description du syste`me, celle-ci peut constamment eˆtre mise a` jour entre deux
requeˆtes de diagnostics et ne demande pas de couˆt supple´mentaire de stockage.
Figure 2.9 – Approche compile´e pour le diagnostic centralise´ d’un syste`me
Approches compile´es pour le diagnostic centralise´
Par une approche compile´e, la description du syste`me est re´e´crite vers un langage ou` la re-
cherche d’un diagnostic est facilement traitable. Par exemple les diagnostics cohe´rents minimaux
d’un syste`me observe´ se retrouvent notamment a` travers l’ensemble des impliquants premiers
du syste`me alors que les diagnostics abductifs minimaux se retrouvent a` travers l’ensemble des
implique´s premiers du syste`me [dKMR92, CCCB96]. Dans ce contexte, Shiny et al [SP99] et
Simon et al [SdV01] proposent un calcul efficace et compact des impliquants, resp implique´s
premiers. Darwiche [Dar98], Huang et al [HD05b] ont propose´ de repre´senter le syste`me sous
forme hie´rarchique par une formule DNNF (forme normale ne´gative de´composable), alors que
Torta et al [TT02, TT07] se basent sur des OBDDs (diagrammes de de´cision binaires oriente´s).
Comme nous le montre la Figure 2.9, une fois la description du syste`me compile´e, les observa-
tions peuvent eˆtre prises en compte incre´mentalement pour e´laborer les diagnostics. La prise en
compte des observations et l’e´laboration d’ un diagnostic minimal a un couˆt en temps et en es-
pace polynomial par rapport a` la taille de la description compile´e [HD05b] et font des approches
compile´es de bon candidats pour le diagnostic en ligne de syste`mes. Toutefois, la rapidite´ des
re´ponses des approches compile´es est a` ponde´rer avec la taille potentiellement exponentielle de
la description du syste`me re´e´crit par rapport a` sa description initiale [DM02]. De meˆme cer-
taines ope´rations de mises a` jour des descriptions pourront aussi provoquer une transformation
potentiellement prohibitive par rapport a` la taille de la description compile´e [DM02]. Ainsi, cette
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approche convient mieux a` des syste`mes dont les descriptions sont statiques. Nous remarquerons
tout de meˆme que ces dernie`res anne´es, dans le but de re´duire la taille des descriptions compile´es
et d’ame´liorer leurs mises a` jour, les travaux sur la compilation de connaissances t.q. les arbres de
BDD de Subbarayan et al [SBH07] revus par [FM09] ont mis en e´vidence a` la fois des structures
et des ope´rations capables de repre´senter de fac¸on compacte un grand nombre de connaissances.
Compiler ou interpre´ter, deux approches comple´mentaires
Les proprie´te´s favorables a` une approche interpre´te´e (syste`me dynamique, repre´sentation
concise ...) sont de´favorables a` une approche compile´e (syste`me statique, repre´sentation suc-
cincte non garantie ...). De meˆme, les domaines ou` une approche compile´e est avantageuse
(rapidite´ des re´ponses, prise en compte incre´mentale des observations, diagnostic en ligne) se
pre´sentent comme de´savantageux pour une approche interpre´te´e (temps de re´ponse non garanti,
pas de prise en compte incre´mentale des observations ni de diagnostic en ligne). Nous re´sumons
les qualite´s et les de´fauts de chaque approche dans la Figure 2.10.
Figure 2.10 – Comparaison des approches interpre´te´es et compile´es
Toutefois il est possible de compiler une description a` partir d’une approche interpre´te´e.
Les travaux de Huang et Darwiche [HD07] ont montre´ qu’en conservant les traces de l’explora-
tion induite par approche interpre´te´e de type DPLL, il est possible de compiler une description
FNC vers un OBDD. Ces traces reprennent entre autres l’ordre par lequel DPLL a parcouru les
variables et induisent une de´composition arborescente. Cette approche allie la rapidite´ d’explo-
ration et l’efficacite´ des approches interpre´te´es base´es sur les me´thodes de recherche de SAT ou
CSP avec la concision des approches compile´es telles que les OBDD ou les DNNF a` travers la
notion de de´composition arborescente. Lorsque l’ordre des variables est connu a` l’avance, la lar-
geur de la de´composition arborescente (c-a`-d la taille du cluster ayant le plus large vocabulaire)
induite par cet ordre permettra a` la fois de garantir le temps de recherche (en donnant une borne
sur le nombre maximal de chemins que pourra explorer DPLL) et la taille de la repre´sentation
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(en donnant une borne sur la taille maximale de l’OBDD). Nous re´sumons ces proprie´te´s de la
construction d’une description compile´e par une approche interpre´te´e Figure 2.11.
Les travaux de Darwiche [Dar04] exhibent un compilateur de CNF vers DNNF e´tendant
DPLL beaucoup plus efficace que les compilateurs classiques. Bouquet et Je´gou [BJ99] et plus
re´cemment Huang et Darwiche[HD04] utilisent ce meˆme principe pour compiler des OBDDs.
Castell base aussi sa proce´dure de produit unioniste, permettant de compiler des impliquants ou
des implique´s premiers [Cas96, CCCB96] sur une extension de DPLL. Pour toutes ces approches
interpre´te´es ou compile´es, la largeur de la de´composition arborescente est un parame`tre de
qualite´ qui permet de borner l’explosion combinatoire inhe´rente a` la complexite´ en temps et en
espace de re´solution du nombre de diagnostics.
Figure 2.11 – Approche compile´e par une approche interpre´te´e
2.3 Proble´matique et travaux lie´s au diagnostic distribue´
Les applications cherchant a` pre´server la confidentialite´ de leurs donne´es sont omnipre´sentes
sur le web. Il y a donc un inte´reˆt croissant a` pouvoir mener a` pouvoir expliquer le comportement
de tel syste`mes tout en respectant la confidentialite´ des donne´es de ces applications. Ainsi, en
plus des questions usuelles de mises a` jour, d’espace me´moire et de rapidite´ de la re´ponse du
diagnostic auxquelles re´pondent les approches interpre´te´es ou compile´es, le contexte distribue´
apporte de nouvelles contraintes telles que la re´partition ge´ographique ainsi que le controˆle
d’acce`s des descriptions manipule´es. Dans un premier temps, nous introduisons informellement
la proble´matique du diagnostic distribue´ avec controˆle d’acce`s en reprenant notre exemple de
validation de commande. Ensuite, nous pre´sentons comment les approches envisage´es dans le
contexte distribue´ se positionnent par rapport aux approches interpre´te´es ou compile´es vues
pre´ce´demment et satisfont les nouvelles contraintes du contexte distribue´.
2.3.1 Proble´matique informelle du diagnostic distribue´ avec controˆle d’acce`s
En centralise´, un unique outil de diagnostic a la connaissance des descriptions et observations
de tous les composants du syste`me qu’il supervise. En distribue´, chaque pair diagnostiqueur a
l’unique connaissance du comportement et des observations du sous-syste`me qu’il supervise. Les
diagnostiqueurs se comportent comme un ve´ritable syste`me pair-a`-pair et peuvent eˆtre mis a`
jour, rejoindre ou quitter le re´seau. Aucun pair diagnostiqueur n’a la connaissance du syste`me
global ni ne peut s’adresser directement a` l’ensemble des autres pairs du re´seau. Chaque pair ne
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pourra raisonner et e´laborer des diagnostics localement cohe´rent qu’a` partir d’une description lui
e´tant accessible et ne pourra ve´rifier la cohe´rence de ses diagnostics qu’avec son voisinage. Nous
illustrons les diffe´rentes contraintes de la proble´matique de diagnostic distribue´ avec controˆle
d’acce`s sur l’exemple du diagnostic des services de validation de commandes.
Figure 2.12 – Diagnostic distribue´ du processus de validation d’une commande
Exemple. 2.11 (Controˆle d’acce`s des services de validation de commande) Reprenons
l’exemple introductif cette fois-ci dans un contexte intrinse`quement distribue´. Conside´rons a` nou-
veau le sce´nario figure 2.12 ou` un client voit sa commande invalide´e alors qu’il est solvable, qu’il
n’est pas endette´ et que sa carte bancaire est valide. Compte tenu de ce sce´nario anormal, le but
du diagnostic est d’identifier le ou les services n’ayant pas suivi leur comportement attendu. Dans
le cadre du diagnostic distribue´, chaque service est surveille´ par un pair diagnostiqueur ayant la
connaissance de son comportement attendu et de ses observations. Ainsi, le pair PB surveille le
service de la banque. De meˆme le pair PE (resp. PA, PV , PC) surveille le service d’e-shopping
(resp. de l’agence, de validation de carte bancaire et de validation de la commande). Nous consi-
de´rerons une politique d’acce`s gardant secret le mode de fonctionnement de chaque service et
confidentielle toute information e´change´e entre les services hormis la validite´ de la carte bleue.
Compte tenu de cette politique d’acce`s, aucun pair ne pourra regrouper la description globale du
syste`me ni meˆme eˆtre en mesure de composer les diagnostics globaux du syste`me.
Proble´matique :
Le de´fi majeur du diagnostic distribue´ avec controˆle d’acce`s est de pouvoir expliquer le compor-
tement d’un syste`me distribue´, par un ensemble de pairs ayant un acce`s et une visibilite´ re´duits
de ce syste`me, tout comme l’aurait fait un unique diagnostiqueur ayant la connaissance globale
de tout le syste`me.
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2.3.2 Travaux lie´s au diagnostic distribue´
Dans la litte´rature, le passage du diagnostic de syste`mes au diagnostic de syste`mes distribue´s
s’est accompagne´ d’un changement de formalisme. Du cadre logique, essentiellement applique´ au
diagnostic de circuits e´lectroniques, les travaux de Cassandras et Lafortune [CL99] et Sampath
et al [SSL+96] ont propose´ un cadre de syste`mes a` e´ve`nements discrets (automates [SW05],
[PC05], re´seau de Petri [BHFJ03], alge`bre de processus [CPR02]) pour le diagnostic de re´seaux
de te´le´communication [PC05], de re´seaux e´lectriques, la coordination de robot [KK05] ou encore
plus re´cemment de services web [LYDM09]. Alors que le diagnostic a` base de cohe´rence explique
le comportement observe´ d’un syste`me en identifiant ses e´ventuels composants anormaux, le
diagnostic de syste`mes a` e´ve`nements discrets explique le comportement observe´ d’un syste`me
en retrac¸ant les e´ventuelles exe´cutions suivies par le syste`me. Toutefois, lorsque l’ensemble des
exe´cutions finies d’un syste`me a` e´ve`nements discrets se traduit par un ensemble de mode`les
d’une formule propositionnelle (Grastien et al [GARK07]), diagnostiquer le syste`me a` e´ve`nements
discrets revient a` e´nume´rer les mode`les pre´fe´re´s ou encore les diagnostics cohe´rents de la formule
correspondante.
D’autre part, tout comme en centralise´, la complexite´ de calcul du diagnostic dans les sys-
te`mes multi agents est aussi un proble`me difficile [RtTBW02] mais se mesure aussi par le nombre
de messages, la taille des messages ou encore la taille des descriptions locales manipule´es. Afin
de s’attaquer a` la complexite´ inhe´rente au calcul du diagnostic, les approches envisage´es pour
le diagnostic distribue´ e´tendent les principes des approches compile´es ou interpre´te´es que nous
avons aborde´s pour le contexte centralise´. Afin de mieux comprendre les travaux relatifs au
diagnostic distribue´, nous les classifierons en fonction de leur dispositif de surveillance. Nous
distinguons le dispositif distribue´ de diagnostiqueurs du dispositif supervise´ par un unique diag-
nostiqueur. Dans un dispositif distribue´, tous les agents sont e´gaux et exe´cutent le meˆme pro-
tocole. Nous avons constate´ que la plupart des approches interpre´te´es du contexte distribue´
trouvent une reformulation dans ce dispositif. Dans un dispositif supervise´, un agent particulier,
le superviseur, organise le calcul entre les agents. Il a acce`s a` la connaissance du syste`me global.
De meˆme nous avons constate´ que diffe´rentes variantes des approches compile´es du contexte
distribue´ trouvent une reformulation dans ce dispositif. Nous de´taillons les diffe´rentes variantes
de l’e´tat de l’art envisage´es pour les dispositifs supervise´s et distribue´s.
Le dispositif supervise´ par un diagnostiqueur
Les approches compile´es telles qu’elles ont e´te´ envisage´es dans un contexte centralise´ trouvent
une correspondance presqu’imme´diate dans le contexte distribue´ par l’interme´diaire d’un dispo-
sitif supervise´. Dans ce dispositif ou` un agent particulier, le superviseur, organise le calcul, nous
distinguons quatre variantes.
La variante supervise´e-compile´e Dans la variante supervise´e-compile´e (illustre´e Fi-
gure 2.13), le superviseur regroupe les descriptions (DSAi) des agents (Ai) qu’il chapeaute
et les compile en une seule seule description (par exemple OBBD, DNNF, ...). A` partir des
observations (OAj , OAi , ...) rec¸ues jusqu’au temps tk, le superviseur retourne les diagnostics
expliquant le comportement observe´ jusqu’a` la dernie`re observation rec¸ue. Torta et al [MTT04]
suivent cette variante et proposent une me´thode en ligne de diagnostic de syste`mes multi agents,
ou` chaque agent mode´lise le comportement d’un robot. Dans cette approche le module de sur-
veillance en ligne, le superviseur, compile les comportements des robots par l’interme´diaire d’un
OBDD. Au fur et a` mesure des observations rec¸ues, le module est capable de de´tecter des fautes
dans le comportement d’un robot ou encore des erreurs d’interactions entre robots. La variante
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Figure 2.13 – Approche supervise´e-compile´e pour le diagnostic de syste`mes distribue´s
supervise´e-compile´e transfe`re les qualite´s et les de´fauts des approches compile´es du contexte
centralise´ vers un contexte distribue´. Ainsi elle permet une mise a` jour en ligne des diagnostics
au fur et a` mesure de l’arrive´e des observations. Le calcul d’un diagnostic est rapide (polynomial
dans la taille du langage compile´). La description non compile´e de chaque agent est transmise au
superviseur qui la compile. Dans ce cas, le superviseur a donc acce`s a` la connaissance globale de
tout le syste`me. En raison de la politique de confidentialite´ c’est une hypothe`se que nous ne fai-
sons pas. Les observations sont transmises une fois qu’elles sont mesure´es. Cette variante requiert
donc un faible nombre de messages de taille raisonnable et l’essentiel du calcul est effectue´ par le
superviseur. Tout se passe comme un syste`me centralise´. Malgre´ les diffe´rentes optimisations, la
taille de la description compile´e par le superviseur est potentiellement exponentielle en la taille
de la somme des descriptions des diffe´rents sous-syste`mes. En de´finitif, pouvoir concentrer la
compilation de l’union des descriptions du syste`me distribue´ en un agent est souvent un calcul
difficile voire impossible en pratique [RtTW03, PC05]. De plus, cette hypothe`se ne re´pond pas a`
la contrainte de confidentialite´ des descriptions ne´cessaire dans la proble´matique de diagnostics
avec controˆle d’acce`s. Les variantes suivantes ne font pas cette hypothe`se et re´partissent l’effort
de calcul a` travers les agents.
La variante : supervise´e - semi compile´e Dans la variante supervise´e semi-compile´e
(illustre´e Figure 2.14), les diagnostics locaux (∆Aik , ...) sont tout d’abord compile´s par chaque
agent Ai a` partir des observations OAi et des descriptions locales DSAi . Ces diagnostics sont
ensuite compose´s par le superviseur afin d’e´laborer des diagnostics globaux (∆Gj ). La compi-
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Figure 2.14 – Approche supervise´e semi-compile´e pour le diagnostic de syste`mes distribue´s
lation des diagnostics globaux est donc re´partie a` la fois a` un niveau local chez chaque agent
mais aussi a` un niveau global chez le superviseur. Console et al [CPD07] introduisent un cadre
supervise´ pour le diagnostic a` base de mode`les. Dans ce contexte un superviseur e´tend les diag-
nostic globaux dans une boucle ou` les diagnostiqueurs locaux sont visite´s a` tour de roˆle. Le
superviseur prend connaissance de l’interaction entre les sous-syste`mes au moment du diagnos-
tic et permet a` l’approche de s’adresser a` des syste`mes reconfigurables tout en ne´cessitant un
faible nombre de messages potentiellement de grande taille (cf comparaison de diffe´rentes strate´-
gies de diagnostics par Kalech et Kaminka [KK03]). Dans un formalisme de re´seau d’automates
communicants, Pencole´ et Cordier [PC05] calculent les traces locales correspondant aux diffe´-
rentes exe´cutions possibles de sous-syste`mes. Ces traces repre´sentent des diagnostics locaux qui
sont par la suite compose´s par un superviseur pour obtenir des diagnostics globaux. Par un
me´canisme de feneˆtres temporelles, de nouvelles observations et de nouveaux diagnostics sont
e´labore´s a` partir des diagnostics pre´ce´dents. Cordier et Grastien [CG07] ame´liorent l’efficacite´
de la dernie`re approche en distinguant des moments de faibles interactions entre les syste`mes
conduisant a` des diagnostics inde´pendants plus faciles a` calculer. En re´sume´, la variante super-
vise´e semi-compile´e trouve un compromis entre les avantages et les inconve´nients des approches
interpre´te´es et compile´es. Localement les diagnostics compile´s par les sous-syste`mes reprennent
donc toutes les caracte´ristiques des approches compile´es. Globalement les diagnostics compose´s
par le superviseur reprennent donc toutes les caracte´ristiques des approches interpre´te´es. Cette
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compilation locale est en plus facilite´e par une bonne observabilite´ du syste`me. L’effort de calcul
est re´parti a` la fois a` un niveau local par le calcul des diagnostics locaux chez chaque agent et a`
un niveau global chez le superviseur. De plus nous remarquerons qu’une bonne observabilite´ du
syste`me permet de diminuer le nombre de diagnostics locaux et donc de faciliter la formation
de diagnostics globaux. Malheureusement compte tenu que le superviseur est en mesure d’expli-
quer le comportement global du syste`me, cette variante ne re´pond pas non plus aux exigences
du diagnostic distribue´ avec controˆle d’acce`s.
Figure 2.15 – Approche semi-supervise´e semi-compile´e pour le diagnostic de syste`mes distribue´s
La variante : semi supervise´e - semi compile´e Dans la variante semi-supervise´e semi-
compile´e illustre´e Figure 2.15, la description du syste`me global est pre´alablement de´compose´e,
e´ventuellement par un superviseur. Les diagnostics minimaux locaux ∆Aik sont remonte´s par un
protocole distribue´ des feuilles vers la racine de telle sorte que la racine regroupe les diagnostics
globaux ∆Gm. Ainsi Provan [Pro02] suppose que le syste`me est pre´alablement de´compose´e en
une structure hie´rarchique de clans. Ensuite, par un protocole distribue´, les diagnostics locaux
a` chaque clan sont remonte´s et compose´s des feuilles a` la racine. Au cours de leur remonte´e
les diagnostics rec¸us sont abstraits par de nouveaux symboles. Cet algorithme distribue´ peut
eˆtre vu comme une version distribue´e du calcul centralise´ des diagnostics a` travers un syste`me
hie´rarchique [Pro01, Moz91]. Su et Wonham dans [SW06] illustrent aussi un calcul hie´rarchique
et distribue´ des diagnostics mais cette fois ci applique´ a` un cadre de re´seaux d’automates. Dans
ce cadre, les traces symbolisant les exe´cutions possibles d’un syste`me sont remonte´es et synthe´ti-
se´es a` travers une structure arborescente. La racine compose les diagnostics globaux. De meˆme,
Kurien et al [KKZ02] supposent aussi que la description du re´seau de´crivant un syste`me embar-
que´ est pre´alablement de´compose´e vers une structure arborescente et utilisent les re´sultats de
Freuder [Fre82] et Dechter [Dec92] sur l’e´quivalence entre cohe´rence locale et cohe´rence globale
des syste`mes de´compose´s et peuvent ainsi garantir que tout diagnostic local se prolonge par un
diagnostic global du syste`me. De meˆme, dans un formalisme de syste`me a` e´ve`nements discrets Su
et Wonham [SW05] puis John et Grastien [JG08], tirent parti de l’e´quivalence entre cohe´rence
locale et cohe´rence globale de traces d’un re´seau d’automates structure´s. Toujours dans une
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variante semi-supervise´e semi-compile´e, mais sans hypothe`se pre´alable de de´composition, Biteus
et al [BFN06, BNF08] conside`re qu’un coordinateur ordonne et partitionne les agents a` travers
des modules pour le calcul des diagnostics de cardinalite´ minimale. Contrairement aux variantes
vues pre´ce´demment la variante semi supervise´e - semi compile´e repre´sente les diagnostics glo-
baux du syste`me a` travers un ensemble de diagnostic locaux. Dans la mesure ou` les diagnostic
locaux restent locaux, ces approches re´pondent en partie a` la contrainte de confidentialite´ du
diagnostic distribue´. Malheureusement les diffe´rentes techniques de cette variante sugge`rent une
transformation du syste`me vers une structure arborescente ne´cessitant une connaissance globale
de la description du syste`me.
Figure 2.16 – approche semi-supervise´e compile´e pour le diagnostic de syste`mes distribue´s
La variante semi-supervise´e compile´e Dans la variante semi supervise´e et compile´e
(illustre´e Figure 2.16), la description du syste`me global est pre´alablement de´compose´e e´ven-
tuellement par un superviseur de telle sorte que l’union des descriptions locales repre´sente la
description compile´e d’un syste`me global. Lorsque la compilation d’un syste`me global est re´par-
tie a` travers les agents. Dechter [DD96] propose de compiler la description d’un syste`me vers
un re´seau de contraintes acyclique. Graˆce aux proprie´te´s des re´seaux structure´s, les diffe´rentes
fonctionnalite´s de l’ATMS sont calcule´es par un nombre raisonnable de messages. Retrouver un
diagnostic global se fait par une propagation de proche en proche de mode`les locaux (c-a`-d mAi
dans la figure 2.16) ou encore de diagnostics locaux comme vu pre´ce´demment pour la variants
semi-supervise´e, semi-compile´e. Dans un formalisme de syste`me a` e´ve`nements discrets Fabre et
Benveniste [FB07] pre´sentent un algorithme distribue´ chaotique pour le calcul de traces locales
globalement cohe´rentes. Par rapport a` une variante semi-supervise´e semi-compile´e, la variante
semi-supervise´ compile´e permet un diagnostic en ligne. De meˆme, parce que l’union des des-
criptions locales repre´sente un syste`me compile´ un diagnostic peut eˆtre retrouve´ par un nombre
de messages raisonnable. Par contre, la taille maximale des descriptions locales manipule´es par
chaque agent par une variante semi-supervise´e et compile´e, peut eˆtre bien supe´rieure a` la taille
de la description manipule´e par une variante semi-supervise´e semi-compile´e. En effet repre´senter
tous les mode`les d’une formule locale dans [DD96] est prohibitif. De plus, nous remarquerons,
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tout comme pour l’approche semi-supervise´e semi-compile´e que cette variante sugge`re un par-
titionnement supervise´ du syste`me qui ne´cessite une connaissance globale de la description du
syste`me.
Le dispositif distribue´ de diagnostiqueurs
Dans le dispositif distribue´, chaque agent a la connaissance de la description d’un sous-syste`me
qu’il supervise. Les agents de diagnostic sont tous e´gaux, il n’y a pas de superviseur. Nous
distinguons deux variantes imple´mentant ce dispositif.
Figure 2.17 – Approche distribue´e interpre´te´e pour le diagnostic de syste`mes distribue´s
La variante distribue´ - interpre´te´e La variante distribue´e interpre´te´e, illustre´e Fi-
gure 2.17, transpose dans un contexte distribue´ les techniques des approches interpre´te´es utili-
se´es pour le calcul de diagnostic abductif, les me´thodes de recherche base´es sur SAT ou encore
des me´thodes de recherche issues des CSP. Mason et al [MJ89] puis Beckstein et al [BFK93]
et Roos et al [RtTW03] proposent une extension de l’ATMS de de Kleer [dK86] applicable au
contexte distribue´. Dans ces travaux, les nouvelles conse´quences infe´re´es localement (repre´sen-
te´es par EAi dans la Figure 2.17) sont transmises de proche en proche par le biais de messages
entre diffe´rents syste`mes de maintien de ve´rite´. Dans ce cas, le pair initiateur regroupe a` la fin
du calcul distribue´ les diagnostics globaux. Kalech et Kaminka [KK05] appliquent les principes
de la re´vision de croyances et du raisonnement abductif de l’ATMS dans un contexte distribue´
pour le diagnostic de coordination entre robots. Plus re´cemment Adjiman et al [ACG+06], Gia
Hien Nguyen et al [CNR06], et Abdallah et al [AGR09] ont propose´ une ame´lioration de ces
techniques d’infe´rence distribue´e en e´tendant le principe de la re´solution dirige´e [Ino92] pour les
syste`mes pair a` pair. D’autre part, en se basant sur la proble´matique de diagnostic et les CSP
[dK89], Meir Kalech et al [KKME06] recherchent l’ensemble des diagnostics minimaux pour des
proble`mes de coordination de robots en utilisant des algorithmes de CSP distribue´s [YDIK98].
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Ainsi la recherche de diagnostics distribue´s par une variante interpre´te´e peut aussi tirer parti
de l’efficacite´ des diffe´rentes me´thodes de CSP distribue´ (propagation avant asynchrone [MZ07],
retour arrie`re asynchrone [BMBM05]) qui ont e´tendues avec succe`s des techniques de CSP envisa-
ge´es dans un cadre centralise´ (propagation avant [BG95], retour Arrie`re [DF02]). Les approches
utilisant un dispositif distribue´ pour re´soudre la proble´matique de diagnostic reprennent a` la
fois les qualite´s et les de´fauts des approches interpre´te´es du contexte centralise´. La description
des sous-syste`mes et les observations sont interpre´te´es directement a` partir du langage de re-
pre´sentation. L’ajout ou le retrait d’une nouvelle proprie´te´ a` la description des sous-syste`mes
se fait en temps line´aire. Les dispositifs envisage´s sont totalement distribue´s et ne supposent
pas de superviseurs. De plus, tout comme dans un contexte centralise´ ou` le temps de calcul
est potentiellement prohibitif, les me´thodes de recherche dans un contexte distribue´ ne´cessitent
un nombre de messages non concurrents potentiellement exponentiel. Toutefois certains travaux
dans le raisonnement distribue´ (Adjiman et al [ACG+06], Gia Hien Nguyen et al [CNR06], ou
encore Abdallah et al [AGR09]) respectent la confidentialite´ des connaissances locales en ve´ri-
fiant qu’a` l’e´tape du raisonnement aucun pair ne divulgue ses connaissances locales. D’autre part
Yokoo et al [YSH02] proposent un protocole permettant de se´curiser la re´solution d’un proble`me
de satisfaction de contraintes distribue´ par l’encryption des information partage´es par les agents.
Ce protocole garantit qu’aucune information prive´e et aucun renseignement sur les assignations
de´cide´es par les agents ne sont re´ve´le´es. Ainsi la variante distribue´e Interpre´te´e re´pond a` toutes
les contraintes du diagnostic distribue´. Le seul be´mol re´side dans le nombre de messages qui est
potentiellement exponentiel et pour certaines approches de taille exponentielle. Le proble`me du
nombre de messages est re´solu par la variante suivante.
Figure 2.18 – Approche distribue´e semi-compile´e pour le diagnostic de syste`mes distribue´s
La variante distribue´e semi-compile´e Dans une variante distribue´e semi compile´e (Fi-
gure 2.18), chaque diagnostiqueur compile ses diagnostics localement cohe´rents a` travers une
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structure arborescente. Les diagnostic globaux se retrouvent en prolongeant les diagnostics lo-
caux. Nous ne connaissons pas de travaux sur le diagnostic distribue´ pour la variante distribue´
semi-compile´e. Ne´anmoins, compte tenu de la relation existante entre la proble´matique de diag-
nostic et celle d’optimisation de contraintes (COP) (cf Dechter et Fattah [FD95]), les travaux de
Petcu et Faltings [PF05] DPOP, dans le cadre des COP distribue´s, exhibent des techniques de
de´composition arborescente et de programmation dynamique. Les solutions de DPOP peuvent
correspondre aux diagnostics de cardinalite´ minimale. Dans des travaux re´cents, Silaghi et Fal-
tings [SF02] puis Faltings et Leaute´ [FLP08, LF11] adaptent l’algorithme DPOP [PF05] pour
qu’il re´ponde aux exigences de confidentialite´ des donne´es en encryptant des de´cisions prises par
les agents.
Les protocoles de raisonnement avec confidentialite´ envisage´s dans ce cadre autorisent un
agent a` raisonner a` partir d’une information en-crypte´e ne lui e´tant pas destine´e. Dans notre
proble´matique de raisonnement avec controˆle d’acce`s un pair ne pourra raisonner qu’a` partir des
formules lui e´tant destine´ et auxquelles il a acce`s.
Synthe`se Nous re´sumons les diffe´rentes caracte´ristiques des approches compile´es, interpre´te´es,
supervise´es et distribue´es a` travers la Figure 2.19. Les travaux indique´s en gras dans le tableau
respectent en partie les exigence de confidentialite´ pour le diagnostic distribue´.
Figure 2.19 – Re´sume´ des approches pour le diagnostic de syste`mes distribue´s
Parmi les approches envisage´es dans un contexte distribue´, les approches interpre´te´es ont
trouve´ une traduction naturelle vers un dispositif totalement distribue´. Plus difficilement, les
approches compile´es ou semi compile´es se sont transpose´es dans le contexte distribue´ par l’inter-
me´diaire d’un superviseur ou en faisant l’hypothe`se de la de´composition pre´alable du syste`me
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global. A` notre connaissance, les seules approches compile´es ou semi-compile´es totalement adap-
te´es a` un contexte distribue´ sont les variantes de l’algorithme DPOP. Toutefois ces approches
n’ont pas e´te´ pense´es pour les proble`mes de diagnostic distribue´ et notamment la recherche de
diagnostics minimaux. Dans la suite nous proposons un protocole distribue´ construisant une
meilleure de´composition arborescente que DPOP. Tout de suite nous introduisons le cadre nous
permettant de retourner les diagnostics minimaux par un raisonnement totalement distribue´
tout comme l’aurait fait un unique diagnostiqueur.
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Chapitre 3
Cadre du diagnostic distribue´ de
syste`mes avec controˆle d’acce`s
L’argument majeur favorisant un raisonnement dans un contexte distribue´ au lieu d’un
contexte centralise´ est la possibilite´ de pouvoir raisonner en pre´sence de larges syste`mes in-
trinse`quement distribue´s. Dans de tels syste`mes, les diffe´rents composants ge´ographiquement
re´partis communiquent entre eux par l’interme´diaire de messages. De meˆme, lorsque le diagnos-
tic s’adresse a` un grand nombre de composants, il est facile de s’imaginer que toute fusion des
descriptions des composants d’un syste`me a` travers un superviseur se transformerait en proble`me
intraitable et pourrait donc eˆtre a` proscrire pour des raisons de complexite´.
De plus, la plupart des approches envisage´es dans le cadre du diagnostic distribue´ ne pre´-
voient pas de politique ou` le partage du vocabulaire entre les pairs est limite´. En pre´sence
d’applications ou` l’acce`s a` l’information est restreint par une politique d’acce`s, ces approches
peuvent donc eˆtre inadapte´es. Dans ce chapitre, nous pre´sentons un cadre permettant d’expliquer
les comportements anormaux d’un syste`me distribue´ ou` le partage de l’information est restreint
par une politique d’acce`s. A` partir de ce cadre, nous e´nonc¸ons formellement la proble´matique de
diagnostic de syste`mes distribue´s respectant une politique de controˆle d’acce`s. Ensuite, dans le
chapitre 4 nous proposons d’identifier les caracte´ristiques graphiques des syste`mes pour lesquels
la proble´matique de diagnostic distribue´ peut eˆtre re´solue de fac¸on suˆre. Nous verrons que cette
caracte´risation tisse des liens e´troits entre la proble´matique de diagnostic de syste`me distribue´
et celle de la cohe´rence globale de descriptions locales. Dans le chapitre 5, nous tirons parti de
ces proprie´te´s en pre´sentant un algorithme distribue´ permettant de de´composer un syste`me en
une structure arborescente en vue de le diagnostiquer.
3.1 Syste`me de pairs diagnostiqueurs avec controˆle d’acce`s
La plupart des approches envisage´es dans le cadre du diagnostic distribue´ ne pre´voient pas
de politique d’acce`s au partage du vocabulaire des descriptions des syste`mes. En pre´sence d’ap-
plications ou` l’acce`s a` l’information est restreinte par une politique d’acce`s, ces approches sont
donc inadapte´es. Nous introduisons les syste`mes de pairs diagnostiqueurs qui permettent d’ex-
pliquer les comportements anormaux d’un syste`me distribue´ et en plus mode´lisent : le re´seau
d’accointances (support du partage de l’information) et la politique de controˆle d’acce`s (limitant
la connaissance du syste`me global accessible a` chaque pair). A` l’aide de ce cadre, nous e´nonc¸ons
la proble´matique de diagnostic distribue´ avec controˆle d’acce`s.
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3.1.1 Le graphe d’accointances
Dans la plupart des applications distribue´es, il est possible pour des pairs d’interagir en
e´changeant des connaissances par le biais de messages. C’est le cas par exemple des services
webs qui peuvent interagir les uns les autres a` partir d’interfaces d’appels spe´cifiques. C’est
aussi le cas d’applications distribue´es du Web Se´mantique [ST05, HIST05, AGR09], chaque
pair de´crivant une ontologie pouvant interagir avec les autres pairs dont l’ontologie contient des
concepts se´mantiquement proches. Afin de diagnostiquer le comportement d’un syste`me ge´ogra-
phiquement re´parti, nous nous inte´resserons a` l’e´laboration d’algorithmes ou` la communication
entre les diffe´rents pairs du syste`me se fait par l’interme´diaire de messages. Un message mi,j est
un ensemble de formules ou variables e´change´ entre les pairs pi et pj. A` l’envoi du message mi,j,
son contenu est connu de l’expe´diteur pi. A` la re´ception du message, son contenu est connu du
destinataire pj. Tout message mi,j envoye´ par un pair pi est rec¸u par pj et transite par un canal
de communication bidirectionnel asynchrone. Un pair ne pourra interagir qu’avec un nombre
limite´ de voisins. L’ensemble des liens de voisinage de´finit le graphe d’accointances du syste`me.
De´finition 3.1 (Graphe d’accointances) Soit P un ensemble de pairs d’un syste`me, le graphe
d’accointances G(P,ACQ) est t.q. :
– chaque noeud de G mode´lise un pair p ∈ P ,
– tout lien {pi, pj} ∈ ACQ entre pairs traduit la possibilite´ d’e´change de messages entre pi
et pj.
Nous illustrons Figure 3.1 le graphe d’accointances des pairs du syste`me de validation de com-
mande. Un graphe d’accointances peut eˆtre vu comme le support du partage de l’information.
Figure 3.1 – Graphe d’accointances du syste`me de validation de commande
Il est inde´pendant de la description du comportement des pairs. Dans notre mode´lisation, il y a
une inde´pendance entre le support du partage de l’information et l’information partage´e entre
pair. Ce n’est pas toujours le cas, par exemple les travaux de [AGR09] conside`rent que les liens
de communications sont dirige´s par des e´le´ments de la description de chaque pair.
3.1.2 Le controˆle d’acce`s
Par souci de ge´ne´ralite´, nous nous sommes inte´resse´ a` mode´liser une politique de controˆle
d’acce`s quelconque portant sur le vocabulaire des pairs. Ainsi, chaque pair aura acce`s a` un
certain vocabulaire lui permettant de de´crire une connaissance, raisonner, mettre a` jour ou
encore e´changer des formules avec ses voisins. Nous mode´lisons simplement le controˆle d’acce`s
par une fonction K : P × V ars → {⊤,⊥} t.q. K(p, v) = ⊤ si le pair p a acce`s a` la variable v,
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K(p, v) = ⊥ sinon. Bien que K soit pre´sente´e comme fonction globale, nous conside´rons qu’elle
a la capacite´ de mode´liser l’union des diffe´rentes politiques d’acce`s locales suivies par chaque
pair. Notons toutefois que, si cette politique autorise pour l’instant des re`gles assez complexes
de restriction du partage de l’information (par exemple une variable peut eˆtre locale a` un sous
ensemble de pairs), nous serons contraints (pour des raisons heuristiques) de restreindre cette
liberte´ a` partir du chapitre 5 : une variable sera soit publique soit prive´e (de manie`re identique
a` Somewhere [ACG+06]).
Pour un pair p, une politique d’acce`s limite strictement la connaissance du pair au vocabulaire
et formules auxquels il a acce`s.
De´finition 3.2 (Vocabulaire accessible, vocabulaire accessible partage´) Soit K : P ×
V ars→ {⊤,⊥} une fonction mode´lisant le controˆle d’acce`s dans le re´seau :
1. V ▽p repre´sente le vocabulaire accessible par le pair p t.q. V
▽
p = {v : K(p, v) = ⊤}.
2. le vocabulaire accessible sera dit partage´ entre deux pairs pi et pj ssi il est e´gal a` V
▽
pi
∩ V ▽pi
Un pair ne pourra raisonner qu’a` partir de son vocabulaire accessible. Les messages rec¸us ou
envoye´s a` un voisin ne pourront eˆtre forme´s qu’a` partir d’un vocabulaire accessible partage´. Le
contenu d’un message pourra eˆtre code´ par exemple par une me´thode de chiffrement asyme´-
trique. Dans ce cas un pair qui souhaite communiquer des connaissances sensibles a` un voisin
conserverait de son coˆte´ une cle´ prive´e pour crypter le contenu du message et communiquerait
au voisin concerne´ une cle´ publique afin que le contenu d’un message soit de´crypte´. Dans ce sens,
la politique de controˆle d’acce`s pourrait eˆtre imple´mente´e par des protocoles bien connus t.q.
l’encryptage d’ El Gamal [Gam84] ou le protocole PGP ”Pretty Good Privacy” de Zimmerman
[Zim95].
Dans l’exemple suivant, nous introduisons dans le vocabulaire PB deux nouveaux mode de
fonctionnement st0 et st1 pour le pair PB . Ils correspondent respectivement a` un collage a` 0 et
un collage a` 1 de la variable v et raffinent le mode ¬okB (voir [dKW89] pour une extension a`
plusieurs modes comportementaux).
Exemple. 3.1 (Controˆle d’acce`s des services de validation de commandes) Conside´rons
la politique de controˆle d’acce`s e´nonce´e dans l’exemple 2.11.
1. Chaque pair garde peut lire son mode de fonctionnement et ses variable locales (K(PE , okE) =
⊤, K(PB , okB) = ⊤, K(PB , st1) = ⊤ K(PB , st0) = ⊤, K(PA, okA) = ⊤), K(PA, e) = ⊤),
K(PB , s) = ⊤).
2. Tout vocabulaire e´change´ entre pairs est accessible aux pairs, exception faite pour v.
– Seuls les pairs PE et PB ont acce`s a` la variable b (K(PE , b) = K(PB , b) = ⊤).
– Seuls les pairs PE et PA ont acce`s a` la variable a (K(PE , a) = K(PA, a) = ⊤).
– Seuls les pairs PE et PC ont acce`s a` la variable c (K(PE , c) = K(PC , c) = ⊤).
3. Les pairs PB, PA, PV et PE auront acce`s a` la variable v renseignant sur la validite´ des
de´tails de la carte. (K(PB , v) = K(PA, v) = K(PV , v) = K(PE , v) = ⊤)
4. Pour toute association entre un pair p et une variable s non mentionne´e par un des cas
ci-dessus K(p, s) = ⊥
Nous re´sumons la politique de controˆle d’acce`s de l’exemple pre´ce´dent a` la Figure 3.2. La
politique de controˆle d’acce`s de chaque pair pouvant eˆtre inde´pendante des accointances de ces
derniers, nous n’illustrons pas les les liens d’accointances dans la dernie`re figure.
Nous rappelons qu’un pair ne pourra raisonner qu’a` partir des formules et du vocabulaire
auxquelles il a acce`s. Le vocabulaire accessible par un pair sera toujours un sur-ensemble du
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Figure 3.2 – Vocabulaire accessible induit par une politique d’acce`s ex : 3.1
vocabulaire de´crivant le comportement de ce pair. A partir de son vocabulaire accessible, un
pair ne pourra interagir qu’avec un nombre limite´ d’autres pairs voisins de´finis dans le re´seau
d’acce`s.
3.1.3 Les descriptions locales des pairs diagnostiqueurs
Le cadre du diagnostic propositionnel a` base de cohe´rence introduit par de Kleer et Reiter
[dKMR92] a e´te´ applique´ au contexte centralise´. Pour le diagnostic de syste`mes distribue´s,
d’autres formalismes tels que : les syste`mes a` e´ve`nements discrets [SSL+96], les automates
[SW05], les re´seaux de Petri [BHFJ03] ont e´te´ pre´fe´re´s en raison de leur expressivite´ et de
leur facilite´ a` repre´senter des comportements concurrents. Comme nous l’avons remarque´ dans
l’e´tat de l’art, les travaux de Grastien et al [GARK07] ont montre´ que tout proble`me de diag-
nostic formule´ a` travers un syste`me a` e´ve`nements discrets peut eˆtre traduit vers un proble`me
de satisfaction d’une formule propositionnelle. De plus leurs expe´rimentations ont montre´ que
les algorithmes SAT re´solvaient de plus grandes instances que les algorithmes traditionnels de
diagnostic. En pre´sence d’un proble`me propositionnalise´, la proble´matique de diagnostic consiste
a` rechercher des mode`les pre´fe´re´s [Fel10] du syste`me re´e´crit. Le cadre du diagnostic de´fini par
de Kleer et al [dKMR92] peut donc s’e´tendre a` l’analyse de comportements distribue´s traduits
par une formule propositionnelle. C’est de ce cadre que nous nous sommes inspire´ pour de´crire
les comportements attendus et observe´s porte´s a` la connaissance de chaque pair diagnostiqueur.
De´finition 3.3 (Description d’un pair diagnostiqueur) E´tant donne´e une politique d’ac-
ce`s K, la description du sous-syste`me d’un pair diagnostiqueur p se mode´lise par un tuple
DSp : 〈Vp, Lp,Σp〉 t.q :
1. Vp repre´sente l’ensemble des variables utilise´es pour de´crire le comportement surveille´ par
le pair p (Vp ⊆ V
▽
p )) t.q. v ∈ Vp : K(p, v) = ⊤.
2. Lp de´signe le langage cible forme´ sur Vp, il est constitue´ d’un ensemble cohe´rent de litte´raux
renseignant sur l’e´tat de fonctionnement du sous-syste`me correspondant a` p (litte´raux de
modes comportementaux).
3. Σp est une description propositionnelle a` partir du vocabulaire Vp, du comportement et des
observations du pair p.
Nous soulignons ici que nous nous inte´ressons a` compiler tous les diagnostics minimaux d’un
syste`me distribue´. Initialement la description d’un pair diagnostiqueur traduira les comporte-
ments attendus et observe´s d’un sous-syste`me sur une pe´riode donne´e.
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Figure 3.3 – Descriptions des comportements attendus et observe´s de l’exemple jouet
Exemple. 3.2 (pairs diagnostiqueurs du processus de validation de commande) Nous
illustrons a` la figure 3.3 la description de chaque pair diagnostiqueur mode´lisant le comporte-
ment attendu et observe´ d’un service. Chaque pair diagnostiqueur de´crit le comportement d’un
des services intervenant dans notre exemple jouet. Par rapport aux descriptions introduites dans
le chapitre pre´ce´dent, seule la description du pair PB (de la Banque) a e´te´ enrichi de deux nou-
velles variables de mode st0 et st1. La formule encodant le comportement attendu du service de
la banque DSPB traduit que dans un e´tat normal (okB), la banque donne son accord (b), ssi la
carte du client est valide (v) et qu’il est solvable (s). Dans un e´tat anormal, la validite´ de la carte
d’un client est colle´ a` 0 (st0) ou a` 1 (st1). Le comportement observe´ est mode´lise´ par le pre´dicat
s : le client est solvable. Concernant la description du comportement des autres services, nous
nous ramenons a` l’exemple introductif du chapitre pre´ce´dent.
3.1.4 Syste`me de pairs diagnostiqueurs
A l’aide des de´finitions de la description des sous-syste`mes, du re´seau d’acce`s ou encore du
controˆle d’acce`s nous formalisons la description d’un syste`me de pairs diagnostiqueurs.
De´finition 3.4 (Syste`me de pairs diagnostiqueurs) Un syste`me de pairs diagnostiqueurs
est un tuple S : 〈P,G,K,DS〉 ou`
– P est un ensemble de pairs diagnostiqueurs p,
– G(P,ACQ) repre´sente son graphe d’accointances,
– K : P × V ars→ {⊤,⊥} mode´lise la politique d’acce`s aux variables des pairs,
– DS : {DSp : p ∈ P} repre´sente l’ensemble des descriptions des sous-syste`mes initialement
mode´lise´es par chaque pair p de P t.q. DSp : 〈Vp, Lp,Σp〉.
Nous illustrons a` la figure 3.4 la description du syste`me de pairs diagnostiqueurs des services
de validation de commande ainsi que le sce´nario anormal observe´ dans l’exemple 2.11. Chaque
pair est repre´sente´ par un rectangle aux angles arrondis. A` l’inte´rieur de chaque rectangle nous
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de´crivons par V ▽p le vocabulaire accessible au pair p et par DSp la description du comportement
attendu et observe´ par le pair. Le graphe d’accointances est repre´sente´ par des liens entre les
rectangles. Le vocabulaire accessible et pouvant eˆtre partage´ entre pairs voisins est note´ dans un
ensemble pre´ce´de´ de ▽. Par exemple l’ensemble ▽{b, v} indique que PE et PB pourront s’e´changer
des formules construites a` partir des variables v et b.
En re´sume´, dans un syste`me de pairs diagnostiqueurs la description locale a` chaque pair
repre´sente les comportements attendus et observe´s d’un sous-syste`me. Les pairs sont connecte´s
a` travers un graphe d’accointances et suivent une politique de controˆle d’acce`s. Dans le but de
pouvoir expliquer le comportement global d’un syste`me, nous verrons par la suite que chaque
pair sera amene´ a` faire e´voluer sa description en tenant compte des connaissances rec¸ues du
voisinage.
Figure 3.4 – Description d’un syste`me de pairs diagnostiqueurs
3.2 Formalisation de la proble´matique de diagnostic distribue´
avec controˆle d’acce`s
Le de´fi du diagnostic distribue´ avec controˆle d’acce`s est de pouvoir expliquer le comporte-
ment global d’un syste`me distribue´, tout comme l’aurait fait un unique diagnostiqueur, par un
ensemble de pairs ayant chacun un acce`s limite´ a` la description du syste`me global. Dans un
premier temps, nous introduisons, a` travers les descriptions accessibles, les e´volutions d’un sys-
te`me de pairs ou` chaque pair a pu enrichir sa propre description de nouvelles connaissances en
provenance des pairs voisins, tout en respectant une politique d’acce`s. A` partir des descriptions
accessibles, nous pre´sentons les diagnostics localement cohe´rents. Ces explications repre´sentent
ce que peuvent calculer chaque pair diagnostiqueur. La proble´matique de diagnostic distribue´
consiste a` expliquer le comportement global d’un syste`me distribue´ par un ensemble de diag-
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nostics localement cohe´rents calcule´s par les pairs. Plus pre´cise´ment nous cherchons a` compiler
la description de comportements attendus et observe´s par des pairs diagnostiqueurs vers une
description accessible ou` :
– tout diagnostic localement cohe´rent est une explication partielle d’un diagnostic global
(correction),
– tout diagnostic global se re´partit a` travers un ensemble de diagnostics localement cohe´rents
(comple´tude).
3.2.1 Un pair diagnostiqueur, a` quoi a-t-il acce`s ?
Dans notre proble´matique nous supposons que chaque pair ne pourra expliquer que la partie
de la description du syste`me global a` laquelle il a acce`s. Nous qualifions une telle description de
description accessible. Une description accessible par un syste`me repre´sente aussi l’enrichissement
de chacune des descriptions initiales des pairs par de nouvelles connaissances de´duites par le pair
ou en provenance de pairs voisins. Plus formellement nous avons la de´finition suivante :
De´finition 3.5 (Description et syste`me accessibles) Soit S : 〈P,G,K,DS〉 un syste`me
t.q. DS = {DSp : 〈Vp, Lp,Σp〉 : p ∈ P}. Une description DS
′ : {DS′p : 〈V
′
p, L
′
p,Φp〉 : p ∈ P} est
dite accessible par le syste`me S ssi pour chaque pair p, DS′p est t.q. :
∀v ∈ V ′p : K(p, v) = ⊤,
⋃
p∈P
V ′p =
⋃
p∈P
Vp,
⋃
p∈P
L′p =
⋃
p∈P
Lp
De meˆme, le syste`me S′ : 〈P,G,K,DS′〉 est appele´ syste`me accessible de S′.
Dans la de´finition pre´ce´dente, nous constatons que pour chaque pair d’une description accessible,
le vocabulaire, les formules et le langage cible respectent la politique de controˆle d’acce`s du pair.
Par ailleurs, pour un pair p, Φp repre´sente l’e´volution de la description locale d’un pair enrichie
lors du raisonnement distribue´. Φp pourra n’avoir ni la meˆme forme, ni la meˆme se´mantique que
Σp. Nous rappelons ici que, compte tenu des mises a` jours fre´quentes inhe´rentes aux syste`mes
dynamiques et a` l’e´ventuelle explosion combinatoire qu’impliquerait la prise en compte de ces
mises a` jours, nous focalisons la taˆche de diagnostic sur une pe´riode donne´e pour laquelle la
description du syste`me et le comportement observe´ n’e´voluent pas. Afin de garantir que le
comportement du syste`me global traduit par une description accessible reste inchange´, nous
nous assurons que la se´mantique de cette dernie`re est e´quivalente a` celle du syste`me initial.
De´finition 3.6 (Description et syste`me accessibles e´quivalents) Soient un syste`me S :
〈P,G,K,DS〉 t.q DS : {DSp : 〈Vp, Lp,Σp〉 : p ∈ P} et une description accessible DS
′ : {DS′p :
〈V ′p , L
′
p,Φp〉 : p ∈ P}. DS” est dite e´quivalente a` DS
′ ssi pour chaque pair p :
∧
p∈P
Φp ≡
∧
p∈P
Σp
De meˆme, le syste`me accessible S′ : 〈P,G,K,DS′〉 sera dit e´quivalent a` S.
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Une description accessible e´quivalente a` un syste`me initial repre´sente une re´e´criture de la des-
cription initiale de ce syste`me vers une description ou` la se´mantique globale restera inchange´e
mais ou` les descriptions locales pourront eˆtre enrichies par un raisonnement distribue´. Pour une
description accessible DS′ e´quivalente a` DS, chaque formule locale Φp pourra avoir une forme
et une se´mantique diffe´rente de Σp.
Figure 3.5 – Syste`me accessible e´quivalent a` la Figure 3.4
Exemple. 3.3 A` la Figure 3.5 nous repre´sentons un syste`me accessible e´quivalent au syste`me
de pairs diagnostiqueurs introduit Figure 3.4. Par rapport a` la description initiale, les pairs PA
et PB ont enrichi leurs descriptions de l’observation v rec¸ue du pair PV . De meˆme le pair PE a
enrichi sa description de l’observation ¬c en provenance de PC . Ici la formule Φp de chaque pair
conserve la meˆme forme (CNF)que Σp. Les pairs qui ont enrichi leurs descriptions d’observations
des pairs voisins ont fait e´voluer la se´mantique de leurs descriptions locales initiales (l’ensemble
de mode`les locaux satisfaisant la description locale n’est plus la meˆme).
A` travers les descriptions accessibles nous avons mode´lise´ le comportement du syste`me distri-
bue´ auquel chaque pair a acce`s. Dans la section suivante, nous mode´lisons ce que peut expliquer
chaque pair diagnostiqueur a` partir des descriptions accessibles.
3.2.2 Que peut expliquer un pair a` partir d’une description accessible ?
E´tant donne´ un syste`me de pairs diagnostiqueurs avec controˆle d’acce`s, il est e´vident de
supposer que chaque pair est en mesure d’expliquer le comportement d’une description locale a`
laquelle il a acce`s. Nous qualifions de telles explications de diagnostics locaux.
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De´finition 3.7 (Diagnostic local d’un pair) E´tant donne´ un syste`me accessible S : 〈P,G,K,DS〉
t.q. DS : {DSp : 〈Vp, Lp,Φp〉 : p ∈ P}, un ensemble de litte´raux cohe´rents ∆p ⊆ Lp est un diag-
nostic local cohe´rent de DSp ssi :
∆p ∧ Lp \∆p ∧ Φp 6|= ⊥ (3.1)
Par la de´finition pre´ce´dente, on code donc chaque diagnostic local d’un pair par l’ensemble de
litte´raux de mode qui prennent la valeur vraie par ce diagnostic. On ne fait pas l’hypothe`se que
ces litte´raux soit se´mantiquement disjoints comme dans [dKW89], par exemple {¬okB, st1, st0}.
Exemple. 3.4 Dans la Figure 3.6 nous repre´sentons les diagnostics locaux de la description
accessible repre´sentant le syste`me initial de pairs (Figure 3.4). Dans cet exemple, chaque formule
encodant une description locale accessible a` un pair est repre´sente´e par l’ensemble de mode`les
qui la satisfont (c-a`-d une contrainte extensionnelle ).
Figure 3.6 – Diagnostics locaux
De plus, un pair sera aussi en mesure de ve´rifier que ses diagnostics locaux sont cohe´rents
avec les diagnostics des pairs voisins. Pour constater cela nous nous rapprochons les notions de
diagnostics et mode`les locaux d’une formule par l’ope´ration de restriction.
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E´tant donne´e une formule Φ et un sous-ensemble V de ses variables, la restriction de Φ sur
V est note´e par restrict(Φ, V ) et correspond a` appliquer re´cursivement sur Φ l’ope´ration de
de´composition de Shannon sur toutes les variables x de Φ qui n’apparaissent pas dans V . Cette
ope´ration est connue sous le nom de < forgetting > en compilation de bases de connaissances,
et est bien connue pour eˆtre un proble`me NP-Difficile. Cependant, quand Φ est un monoˆme
(c-a`-d une conjonction de litte´raux) I, l’ope´ration de projection est re´duite a` la restriction
syntaxique sur le vocabulaire du monoˆme I.
De´finition 3.8 (Restriction d’un monoˆme sur un vocabulaire, des litte´raux) La restric-
tion d’un monoˆme I sur un ensemble de variables V se de´finit par :
restrict(I, V ) = I ′ t.q I ∈ Π t.q. vars(I ′) = vars(I) ∩ V
La restriction de I sur un ensemble de litte´raux L cohe´rent se de´finit par :
restrict(I, L) = I ∩ L t.q. I ∈ Π}
Nous rappelons qu’un mode`le est une interpre´tation (c-a`-d une interpre´tation de valeurs aux
variables) satisfaisant une formule (voir De´finition 2.8). Dans la suite lorsqu’il n’y aura pas
d’ambiguite´ nous repre´senterons un mode`le par le monoˆme qu’il satisfait.
Maintenant, en reprenant la de´finition de diagnostic local, nous constatons qu’il peut aussi
eˆtre vu comme une assignation des variables du langage cible cohe´rente avec la description du
pair. Ainsi, un diagnostic local repre´sente un mode`le partiel de la description du pair. Nous
de´duisons donc la remarque suivante :
Remarque 3.1 (mode`le d’un diagnostic local) Soit DSp : 〈Vp, Lp,Φp〉 une description ac-
cessible locale a` un pair p. Pour tout diagnostic local ∆p de Φp, il existe un mode`le mp satisfaisant
Φp et prolongeant ∆p.
∀∆p,∃mp, t.q. restrict(mp, Lp) = ∆p (3.2)
Dans la Figure 3.6 nous pouvons ve´rifier que les diagnostics locaux se retrouvent a` partir de
l’expression sur le langage cible des mode`les locaux des descriptions des pairs. Lorsqu’il n’y
aura pas d’ambigu¨ıte´, nous conside´rerons un mode`le ou un diagnostic comme une conjonction
de litte´raux ou encore une assignation de valeurs aux variables. Prenons la premie`re ligne de
DSBq de´crivant le mode`le m = {v = V rai, s = V rai, okB = V rai, st1 = Faux, st0 = Faux, b =
V rai}. En sachant que le langage cible est LBq = {¬okBq, st0, st1}. restrict(m,LBq) = {} ce qui
correspond au diagnostic local ∆1Bq = {}. De meˆme on remarquera que restrict(m, vars(LBq)) =
∆1Bq ∪ LBq \∆
1
Bq = {} ∪ {okBq,¬st0,¬st1}.
Inversement nous constatons qu’a` partir de tout mode`le local d’une formule il sera aussi
possible de retrouver un diagnostic local de la description d’un pair.
Remarque 3.2 (diagnostic d’un mode`le local) Soit DSp : 〈Vp, Lp,Φp〉 la description ac-
cessible locale a` un pair p. Tout mode`le local mp satisfaisant Φp contient un diagnostic local ∆p
exprime´ a` travers les assignations de variables du langage cible.
∀mp,∃∆p, t.q. restrict(mp, Lp) = ∆p (3.3)
Maintenant que nous avons constate´ la correspondance entre diagnostic et mode`le, on notera
par la remarque suivante qu’il sera possible a` deux pairs de ve´rifier que leurs mode`les locaux
sont cohe´rents.
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Remarque 3.3 (mode`les cohe´rents) Deux mode`les locaux mp, mp′ des pairs voisins p, p
′
sont cohe´rents ssi leurs assignations sur leur vocabulaire en commun est identique :
restrict(mp, Vp ∩ Vp′) = restrict(mp, Vp ∩ Vp′) (3.4)
A` partir de cette remarque nous de´duisons que chaque pair pourra ve´rifier que ses mode`les
locaux sont cohe´rents avec des mode`les des pairs voisins uniquement a` partir du vocabulaire
partage´ avec ces derniers.
De´finition 3.9 (Mode`le, formule, localement cohe´rents) Soit S : 〈P,G,K,DS〉 un sys-
te`me de pairs.
– Un mode`le mp local a` un pair p est dit localement cohe´rent ssi pour toute areˆte (p, p
′) de
ACQ, il existe un mode`le mp′ local a` p
′ t.q. mp et mp′ sont cohe´rents.
– Un syste`me sera dit localement cohe´rent ssi les mode`les de chacune de ses descriptions
locales sont localement cohe´rents.
La notion de cohe´rence locale introduite dans la de´finition pre´ce´dente se rame`ne a` la notion
d’arc cohe´rence utilise´e en CSP. En effet, e´tant donne´ un re´seau de contraintes binaires, une
valeur vx d’une variable x est dite arc cohe´rente ssi pour toute variable y lie´e a` x par une
contrainte Cx,y il existe une valeur vy cohe´rent avec vx (c-a`-d qui satisfait la contrainte Cx,y).
Si on associe chaque description Φp de notre contexte distribue´ a` une variable x d’un re´seau
de contraintes, chaque mode`le de Φp a` une valeur du domaine de x, chaque lien du graphe
d’accointances a` une contrainte binaire satisfaite par les valeurs provenant de mode`les cohe´rents,
alors un mode`le localement cohe´rent d’un syste`me de pairs correspond a` une valeur de variable
arc cohe´rente d’un CSP. L’arc cohe´rence de CSP est une proprie´te´ centrale dans la re´solution
de CSP, elle permet de re´duire la taille du domaine de chaque variable sans pour autant e´carter
des solutions. Elle a e´te´ tre`s e´tudie´e a` la fois dans le cadre centralise´ [Mac77, BC93] mais aussi
dans le cadre distribue´ [ND98, Ham02]. Par exemple l’algorithme distribue´ DisAC-9 d’Hamadi
[Ham02] permet de satisfaire l’arc cohe´rence par un nombre de messages optimal ( c-a`-d en
O(n2d3) ou` n repre´sente le nombre de variables et d la taille d’un domaine). Nous verrons dans
le chapitre 6 que la structure dans laquelle nous ressituons notre approche nous permettra de
satisfaire l’arc cohe´rence par un simple parcours arborescent.
E´tant donne´ que tout pair a la possibilite´ d’e´changer des formules de´finies sur le vocabulaire
partage´ avec son voisinage, et mettre a` jour sa description nous de´duisons la remarque suivante :
Quelque soit la politique de controˆle d’acce`s, un syste`me de pairs sera toujours en mesure de
ve´rifier qu’il est localement cohe´rent.
En revenant a` notre proble´matique de diagnostic, et a` partir de la relation qu’il existe entre
diagnostics et mode`les nous de´finissons les diagnostics localement cohe´rents comme suit :
De´finition 3.10 (Diagnostic localement cohe´rent) Un diagnostic local ∆p est dit locale-
ment cohe´rent ssi il existe un mode`le localement cohe´rent mp qui le prolonge : restrict(mp, Lp) =
∆p.
Ainsi, de meˆme que pour les mode`les locaux, nous avons la remarque suivante :
Quelque soit la politique de controˆle d’acce`s, un syste`me de pairs sera toujours en mesure de
ve´rifier que tous diagnostics locaux sont localement cohe´rents.
Exemple. 3.5 Nous illustrons a` la Figure 3.7 l’ensemble des diagnostics localement cohe´rents
de la description accessible repre´sentant le syste`me de pair initial (Figure 3.4). Les diagnostics
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localement cohe´rents repre´sentent un sous-ensemble des diagnostics locaux (Figure 3.6). Nous
indiquons par un e´clair les mode`les locaux qui ne sont pas cohe´rents avec au moins un autre
mode`le local de chacune des descriptions des pairs voisins. A` partir des assignations sur le
langage cible des mode`les localement cohe´rents (non annote´s par un e´clair), nous de´duisons les
diagnostics localement cohe´rents. Par exemple {¬okB, st0} est un diagnostic local de DSPB (cf
Figure 3.6) sans pour autant en eˆtre un diagnostic localement cohe´rent (cf Figure3.7). En effet
l’ensemble des mode`les locaux de DSPB pouvant satisfaire ¬okB et st0 sont repre´sente´s par la
dernie`re ligne de la table Γ(ΦPB ). Or pour cette ligne tous les mode`les ont l’assignation v = 0
qui n’est pas cohe´rente avec l’assignation v = 1 de DSPV . Par la de´finition 3.10 ¬okB, st0 n’est
pas un diagnostic localement cohe´rent.
Figure 3.7 – Diagnostics localement cohe´rents
En re´sume´, en raison du controˆle d’acce`s et du graphe d’accointances d’un syste`me, un pair
ne sera autorise´ a` expliquer qu’une partie de la description du syste`me global a` laquelle il a
acce`s. Par les diagnostics localement cohe´rents nous avons formalise´ ce que chaque pair peut
calculer a` partir de descriptions accessibles. Maintenant nous nous inte´resserons a` formaliser la
proble´matique de diagnostic distribue´.
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3.2.3 Proble´matique : Comment expliquer le comportement global d’un sys-
te`me par les diagnostics accessibles localement cohe´rents des pairs ?
L’objectif du diagnostic distribue´ est de pouvoir expliquer le comportement global d’un sys-
te`me distribue´ par un ensemble de pairs tout comme l’aurait fait un unique pair diagnostiqueur
qui aurait la connaissance globale du syste`me. Si un tel diagnostiqueur omniscient existait, ses
explications prendraient la forme de diagnostic globaux.
De´finition 3.11 (Diagnostic global d’un syste`me) Un diagnostic global ∆G ⊆
⋃
p∈P Lp
d’un syste`me S : 〈P,G,K,DS〉 est une explication cohe´rente du comportement de S exprime´e a`
travers l’union des langages cibles des pairs c-a`-d :
∆G ∪
⋃
p∈P
Lp \∆G
∧
p∈P
DSp 6|= ⊥ (3.5)
Malheureusement, compte tenu de la politique d’acce`s, il sera bien souvent impossible a` un pair
diagnostiqueur d’avoir la connaissance de la description globale du syste`me. De meˆme, il lui
sera aussi parfois interdit de centraliser la totalite´ du langage cible. Toutefois, afin de pouvoir
contourner l’obstacle que nous pose la politique d’acce`s, nous chercherons par le calcul des
diagnostics distribue´s a` re´partir un diagnostic global a` travers l’ensemble des pairs.
De´finition 3.12 (Diagnostic distribue´ d’un syste`me) Un diagnostic distribue´ ∆D = {∆p ⊆
Lp : p ∈ P} d’un syste`me S : 〈P,G,K,DS〉 est un diagnostic global de S re´parti a` travers le
syste`me et exprime´ a` travers le langage cible de chacun des pairs t.q.
∧
∆p∈∆D
∆p ∪ Lp \∆p
∧
p∈P
DSp 6|= ⊥ (3.6)
– Un diagnostic global ∆G de S est dit induit par le diagnostic distribue´ ∆D = {∆p : p ∈ P}
ssi ∆G =
⋃
∆p∈∆D
∆p.
– Un diagnostic distribue´ ∆D = {∆p : p ∈ P} est minimal si pour le diagnostic global ∆
G
qu’il induit et pour tout autre diagnostic global ∆′G, ∆′G ⊆ ∆G implique que ∆′G = ∆G.
A` partir de cette de´finition et parce qu’il ne sera pas toujours possible pour un pair de regrouper
les diagnostics globaux d’un syste`me, nous nous assurerons que tous les diagnostics distribue´s
d’un syste`me pourront eˆtre retrouve´s a` travers un ensemble de diagnostics localement cohe´rents.
Proprie´te´ 3.1 (Syste`me complet pour le diagnostic distribue´) Un syste`me accessible S′ :
〈P,G,K,DS′〉 est dit complet pour le diagnostic distribue´ de S ssi tout diagnostic distribue´
{∆p : p ∈ P} de S est un ensemble de diagnostics localement cohe´rents de S
′.
De meˆme et aussi parce qu’il ne sera pas toujours possible pour un pair de regrouper les
diagnostics globaux d’un syste`me nous nous assurerons que tout diagnostic localement cohe´rent
pourra se prolonger par un diagnostic distribue´.
Proprie´te´ 3.2 (Syste`me correct pour le diagnostic distribue´) Un syste`me accessible S′ :
〈P,G,K,DS′〉 est dit correct pour le diagnostic distribue´ de S ssi tout diagnostic local d’un pair
p ∈ P de S′ est localement cohe´rent et peut eˆtre prolonge´ par un diagnostic global induit par un
diagnostic distribue´ de S.
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De par la correspondance e´troite existante entre cohe´rence locale des diagnostics et l’arc co-
he´rence en CSP, nous tenons a` pre´ciser que meˆme si un syste`me pourra garantir la cohe´rence
locale de ses diagnostics (et en quelque sorte l’arc cohe´rence) cela ne suffira pas a` garantir un
diagnostic distribue´ correct. Ainsi, bien que les approches ve´rifiant l’arc cohe´rence distribue´e
nous seront ne´cessaires, elles ne nous seront pas suffisantes.
En de´finitive, pour un syste`me distribue´ garantissant un diagnostic distribue´ correct et com-
plet on sera en mesure d’expliquer le comportement global du syste`me par un ensemble de
pairs tout comme l’aurait fait un unique pair superviseur qui aurait la connaissance de toutes
les descriptions. Toutefois, nous noterons qu’a` la fin du calcul de ses diagnostics globaux, un
pair superviseur saurait re´pondre dans un temps quasi imme´diat (c-a`-d au pire line´aire dans
le nombre de diagnostics) si oui ou non une explication du comportement du syste`me est un
diagnostic (c-a`-d si elle est cohe´rente avec la description du syste`me global). Or un syste`me
garantissant un diagnostic distribue´ correct et complet ne garantit pas de pouvoir mettre en
avant, par la de´cision de chaque pair, un diagnostic distribue´ en un temps raisonnable. Nous
chercherons donc en plus a` garantir qu’un syste`me est compile´ pour le diagnostic distribue´.
Proposition 3.1 (Syste`me compile´ pour le diagnostic distribue´) Soient S un syste`me et
S′ un syste`me accessible a` S, S′ est dit compile´ pour le diagnostic distribue´ de S ssi
1. S′ est correct et complet pour le diagnostic distribue´ de S,
2. tout pair est en mesure de ve´rifier qu’un diagnostic localement cohe´rent fait partie d’un
diagnostic distribue´ minimal par un algorithme distribue´ polynomial en temps et en nombre
de messages par rapport a` la taille des descriptions locales de S′.
Exemple. 3.6 (Syste`me compile´ pour le diagnostic distribue´) La Figure 3.8 repre´sente
chaque formule de la description accessible Figure 3.5 par son ensemble de mode`les. Nous rap-
pelons que pour la description accessible Figure 3.5 les pairs PB et PA ont rec¸u l’observation v
de PV , PE a rec¸u ¬c de PC . Ce syste`me accessible garantit un diagnostic correct et complet du
syste`me de pairs initial (Figure 3.4). Nous pouvons ve´rifier que tous les diagnostics locaux de
chacune des formules {ΦAg,ΦBq,ΦEs} sont localement cohe´rents. Ils font aussi parti d’un des
deux diagnostics globaux minimaux du syste`me initial (Figure 3.4) qui sont {¬okB, st1,¬okA}
(c-a`-d Diag Distrib1) ou {¬okE} (c-a`-d Diag Distrib2). En suivant les lignes discontinues qui
prolonge un mode`le localement cohe´rent par un autre mode`le d’un autre pair il est possible de
de´duire les diagnostics distribue´s Diag Distrib1 et Diag Distrib2. Nous remarquerons que si ef-
fectivement chacune des formules {ΦAg,ΦBq,ΦEs} est repre´sente´e par son ensemble de mode`les
localement cohe´rents alors ce syste`me est aussi un syste`me compile´ pour le diagnostic distribue´.
Par contre si chacune des formules {ΦAg,ΦBq,ΦEs} est sous une forme normale conjonctive
quelconque comme c’est le cas Figure 3.5, ce syste`me n’est pas compile´ pour le diagnostic dis-
tribue´. En effet compiler ne serait-ce qu’un diagnostic local est une taˆche NP-Difficile. Nous
noterons toutefois que la compilation de mode`les locaux d’une formule nous sert a` illustrer les
diffe´rents aspects de la proble´matique de diagnostic distribue´. En pratique calculer l’ensemble des
mode`les d’une description meˆme locale est souvent intraitable. Dans la suite chapitre 6, nous
proposerons des repre´sentations locales plus succinctes pour le diagnostic distribue´.
Avant de proposer un algorithme distribue´ permettant de re´soudre notre proble´matique de
diagnostic distribue´, nous cherchons avant tout a` caracte´riser les syste`mes garantissant un diag-
nostic distribue´ correct et complet. Dans ce cadre, nous montrons ici que les syste`mes accessibles
e´quivalents a` un syste`me observe´ initial permettent de garantir la proprie´te´ de comple´tude du
diagnostic distribue´.
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Figure 3.8 – Diagnostics distribue´s d’un syste`me accessible
Proposition 3.2 (Un syste`me accessible e´quivalent suffit au diagnostic distribue´ complet)
Soit S un syste`me de pairs diagnostiqueurs et S′ un syste`me accessible et e´quivalent a` S, alors
S′ garantit un diagnostic distribue´ complet pour S.
Preuve. Le langage cible et la se´mantique de l’union des descriptions locales d’un syste`me
accessible S′ restent identiques a` ceux du syste`me initial S. Ainsi tout diagnostic distribue´
∆D = {∆p : p ∈ P} de S est aussi un diagnostic distribue´ de S
′. Conside´rons L′p le langage
cible de p dans S′ et ∆′p = restrict(
⋃
∆p∈∆D
∆p, L
′
p) la restriction a` ce langage du diagnostic global
induit par ∆D. S et S′ e´tant se´mantiquement e´quivalents, alors ∆′p est cohe´rent avec tout sous-
ensemble des descriptions de S′. En particulier ∆′p est cohe´rent avec chacune des descriptions
des pairs voisins a` p dans S′ donc localement cohe´rent dans S′. 2
Contrairement a` la proprie´te´ de comple´tude, caracte´riser les syste`mes garantissant un diag-
nostic distribue´ correct est plus complique´. C’est ce que nous ferons dans le chapitre suivant.
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Chapitre 4
Caracte´risation graphique des
syste`mes garantissant un diagnostic
distribue´ correct
Le but de la caracte´risation que nous pre´sentons dans chapitre est d’identifier les syste`mes
accessibles qui garantissent un diagnostic distribue´ correct. Nous rappelons que lors d’un raison-
nement distribue´, chaque pair pourra e´changer des formules avec ses voisins. Afin de respecter
la politique de confidentialite´, les formules e´change´es entre deux pairs voisins seront exprime´es
a` partir de variables accessibles communes aux ces deux pairs.
Figure 4.1 – Syste`me ne garantissant pas le diagnostic distribue´ correct
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C’est graˆce aux e´changes de formules l’e´change de formules que chacun des pairs pourra faire
enrichir sa description et augmenter son vocabulaire. Nous appelons le sche´ma d’un syste`me,
la re´partition du vocabulaire de chaque pair a` travers le re´seau d’accointances. Les e´changes
de formules entre les pairs feront aussi e´voluer le sche´ma d’un syste`me. Cependant, a` cause de
la politique de confidentialite´, il se pourra qu’ aucun pair n’ait la connaissance du sche´ma du
syste`me. Par la caracte´risation graphique nous entendons identifier les sche´mas qui, quel que
soit le syste`me mode´lise´, permettent de garantir un diagnostic distribue´ correct.
Pour mieux comprendre la proble´matique de la caracte´risation graphique, conside´rons le
syste`me pre´sente´ a` la Figure 4.1. Le vocabulaire utilise´ pour la description de chacun des pairs
et le re´seau des accointances sont identiques a` ceux utilise´ par syste`me illustre´ a` la Figure 3.8.
Ces deux syste`mes ont le meˆme sche´ma (cf. Figure 4.4). Seuls les mode`les satisfaisant les formules
de chaque pair changent. Pre´ce´demment, nous avons remarque´ que pour le syste`me pre´sente´ a`
la Figure 3.8 tous les diagnostics localement cohe´rents font partie d’un diagnostic global. Dans
la la Figure 4.1 ce n’est pas le cas. Conside´rons le diagnostic ∆1PB . Si l’on cherche a` prolonger
le mode`le dont ∆1PB est issu (cf. ligne pointille´e) c’est possible localement avec les pairs PE et
PV . ∆
1
PB
est donc un diagnostic localement cohe´rent. Cependant, il n’existe pas de diagnostic
global contenant ∆1PB . Le sche´ma pre´sente´ a` la Figure 4.4, mode´lise a` la fois un syste`me correct
pour le diagnostic distribue´ (cf. Figure 3.8) et un syste`me qui ne l’est pas (cf. Figure 4.1). Ce
sche´ma ne garantit pas un diagnostic distribue´ correct pour tous les syste`mes qu’il mode´lise, il
n’est donc pas correct pour le diagnostic distribue´. Dans la suite, nous caracte´risons les sche´mas
des syste`mes nous permettant de garantir un diagnostic distribue´ correct.
Figure 4.2 – Caracte´risation graphique des syste`mes garantissant un diagnostic distribue´ correct
Nous re´sumons a` travers la Figure 4.2 le plan ge´ne´ral qui permet de guider la caracte´risation.
Dans un premier temps a` la section 4.1, nous simplifions la recherche des syste`mes garantissant
un diagnostic distribue´ correct par la recherche de syste`mes ve´rifiant la cohe´rence distribue´e.
Un syste`me ve´rifie la cohe´rence distribue´ si tous les mode`les locaux d’un pair sont localement
cohe´rents et peuvent se prolonger par un mode`le du syste`me global. Dans la section 4.2, nous
pre´sentons diffe´rentes proprie´te´s ne´cessaires a` la caracte´risation graphique des syste`mes garan-
tissant la cohe´rence distribue´e. Dans ce cadre, nous de´finissons formellement le sche´ma d’un
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syste`me. Ensuite, nous focalisons notre e´tude sur les sche´mas joints, ce sont des sche´mas ou` les
pairs contenant une meˆme variable forment un graphe connexe. Ces sche´mas sont a` la base de la
caracte´risation graphique de la cohe´rence distribue´e. Nous montrons, dans la section 4.3, que les
syste`mes structure´s, c-a`-d , les syste`mes dont le sche´ma contient un arbre couvrant joint suffisent
a` garantir la cohe´rence distribue´e. Cette proprie´te´ e´tend un re´sultat bien connu du domaine des
CSP et de Base de Donne´es. Nous montrons par ailleurs, dans la section 4.4 que l’e´quivalence
entre cohe´rence locale et cohe´rence globale ne peut eˆtre garantie par un sche´ma non joint. Enfin,
notre dernie`re proprie´te´, qui constitue l’un des re´sultats majeurs de cette caracte´risation, montre
que dans le cas des syste`mes d’interactions, c-a`-d , les syste`mes ou` les pairs contenant une meˆme
variable forment une clique), seuls les syste`mes structure´s garantissent la cohe´rence distribue´e.
4.1 Du diagnostic a` la cohe´rence distribue´e et vice versa
Le but de cette section est de montrer que caracte´riser les syste`mes garantissant un diagnostic
distribue´ correct revient a` caracte´riser des syste`mes garantissant la cohe´rence distribue´e, c-a`-d ,
les syste`mes ou` tout mode`le d’une description locale a` un pair fait aussi partie d’un mode`le de
la description globale du syste`me.
Comme nous le montre la Figure 4.3, on passe par une e´tape interme´diaire ou` l’on fait
correspondre un syste`me accessible S′ garantissant un diagnostic distribue´ correct d’un syste`me
S, au syste`me S′ garantissant que ses diagnostics locaux sont globalement cohe´rents avec S′.
La diffe´rence est subtile et nous permet de concentrer sur les seules proprie´te´s des syste`mes
accessibles S′. Pour cela nous faisons l’hypothe`se qu’un syste`me accessible S′ est e´quivalent au
syste`me initial S dont il est issu.
Comme l’illustre la Figure 4.3, nous montrons que caracte´riser les syste`mes accessibles qui
garantissent un diagnostic distribue´ correct, revient a` caracte´riser les syste`mes ou` tout diagnostic
local peut se prolonger en un diagnostic global, c-a`-d les syste`mes ou` tous les diagnostics locaux
sont globalement cohe´rents. Ensuite, nous montrons que caracte´riser les syste`mes ou` tous les
diagnostics locaux sont globalement cohe´rents, revient a` caracte´riser les syste`mes ou` tout mode`le
local se prolonge en un mode`le du syste`me globale, c-a`-d les syste`mes ou` tous les mode`les locaux
sont globalement cohe´rents.
Dans la suite, afin de garantir que tout diagnostic global d’un syste`me S soit aussi un
diagnostic global d’un syste`me accessible S′, nous supposons que le syste`me S′ est e´quivalent
a` S. Nous rappelons que l’e´quivalence entre syste`mes n’impose pas que les descriptions locales
a` chaque pair restent inchange´es. Au contraire, les descriptions locales auront pu s’enrichir de
nouvelles connaissances. De meˆme nous rappelons qu’un diagnostic local signifie un diagnostic
local localement cohe´rent avec les descriptions des accointances de son pair.
4.1.1 D’un diagnostic distribue´ correct a` la cohe´rence globale des diagnostics
locaux
Cette sous-section est une e´tape interme´diaire et montre que caracte´riser les syste`mes S′
accessibles par S ou` les diagnostics localement cohe´rents de S′ peuvent eˆtre prolonge´s par des
diagnostics globaux de S, revient a` caracte´riser les syste`mes accessibles S′ e´quivalents a` S ou` les
diagnostics localement cohe´rents de S′ se prolongent en ses diagnostics globaux de S′ (et donc
de S). Dans ce but, nous pre´cisons tout d’abord ce que nous entendons par la cohe´rence globale
des diagnostics locaux.
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Figure 4.3 – Du diagnostic distribue´ a` la cohe´rence distribue´e
De´finition 4.1 (Diagnostic local globalement cohe´rent) Soit S′ : 〈P,G,K,DS′〉 un sys-
te`me accessible e´quivalent au syste`me de pairs S. Un diagnostic ∆p local a` p est dit globalement
cohe´rent ssi il est cohe´rent avec l’union des descriptions des pairs du syste`me.
A` partir de cette de´finition nous mettons en relation la cohe´rence globale de diagnostics
locaux et les syste`mes accessibles garantissant un diagnostic distribue´ correct de S.
Proprie´te´ 4.1 (Diagnostic locaux globalement cohe´rents et diagnostic distribue´ correct)
Soit S′ : 〈P,G,K,DS′〉 un syste`me accessible localement cohe´rent e´quivalent au syste`me S. S′ est
correct pour le diagnostic distribue´ de S ssi tout diagnostic local de S′ est globalement cohe´rent.
Preuve. (=>) Soit ∆′p un diagnostic local d’un syste`me S
′ correct pour le diagnostic distribue´
de S alors ∆′p est inclus dans un diagnostic global ∆
G de S. Puisque S′ et S sont e´quivalents
alors tout diagnostic global de S est aussi un diagnostic global de S′. ∆′p est donc inclus dans
un diagnostic global de S′, ∆′p est globalement cohe´rent.
(<=) Soit ∆′p un diagnostic local globalement cohe´rent dans S
′. Il existe donc un diagnostic
global ∆′G de S′ qui le prolonge. S′ et S sont e´quivalents alors tout diagnostic global de S est
aussi un diagnostic global de S′. ∆′p se prolonge donc par un diagnostic global de S. 2
A` l’aide de cette dernie`re proprie´te´ nous de´duisons que caracte´riser les syste`mes accessibles
S′ e´quivalents a` un syste`me initial S et corrects pour le diagnostic distribue´ de S, revient simple-
ment a` caracte´riser les syste`mes localement cohe´rents ou` tout diagnostic local est globalement
cohe´rent.
4.1.2 De diagnostics locaux globalement cohe´rents a` la cohe´rence distribue´e
Dans cette sous-section nous repartons du re´sultat interme´diaire de la sous-section pre´ce´dente
et faisons correspondre les syste`mes ou` les diagnostics locaux sont globalement cohe´rents aux
syste`mes ou` les mode`les locaux sont globalement cohe´rents. Nous pre´cisons ce que nous entendons
par mode`le local globalement cohe´rent.
De´finition 4.2 (mode`le, sous-syste`me globalement cohe´rents) Soit S′ : 〈P,G,K,DS′〉
un syste`me accessible e´quivalent au syste`me de pairs S :
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1. un mode`le mp local a` p est dit globalement cohe´rent ssi il est cohe´rent avec l’union des
descriptions des pairs du syste`me.
2. un sous-syste`me est dit globalement cohe´rent ssi tous les mode`les locaux qui le satisfont
sont globalement cohe´rents.
A` l’aide de cette de´finition nous formalisons ce que nous entendons par la cohe´rence distri-
bue´e.
De´finition 4.3 (Cohe´rence distribue´e) Un syste`me de pairs localement cohe´rent S : 〈P,G,K,DS〉
ve´rifie la cohe´rence distribue´e lorsque tous ses mode`les locaux sont globalement cohe´rents.
Dans un premier temps nous rapprochons les mode`les d’une description des diagnostics
globalement cohe´rents par la proprie´te´ suivante.
Proprie´te´ 4.2 (La cohe´rence distribue´e suffit au diagnostic distribue´ correct) Un sys-
te`me ve´rifiant la cohe´rence distribue´e ve´rifie aussi que ses diagnostics locaux sont globalement
cohe´rents.
Preuve. Soit DS : {DSp : 〈Vp, Lp,Φp〉 : p ∈ P} une description accessible d’un syste`me
S : 〈P,G,K,DS〉 ou` la cohe´rence locale implique la cohe´rence globale. Soit ∆p un diagnostic
localement cohe´rent de DSp. Par de´finition, tout diagnostic localement cohe´rent est cohe´rent
avec Φp et chacune des descriptions des pairs voisins de p. Il existe donc un mode`le accessible
local mp prolongeant ∆p t.q. ∆p = restrict(mp, Lp). Or, tout mode`le localement cohe´rent de
DS est aussi globalement cohe´rent. ∆p est donc globalement cohe´rent. 2
Exemple. 4.1 A` la Figure 3.8, tous les mode`les localement cohe´rents sont aussi globalement
cohe´rents. On peut ve´rifier que les diagnostics localement cohe´rents exprime´s a` travers l’expres-
sion sur le langage cible de ces mode`les sont aussi globalement cohe´rent. Ils font tous partie d’un
diagnostic distribue´.
Inversement, nous rapprochons les diagnostics globalement cohe´rents d’une description de ses
mode`les globalement cohe´rents en remarquant que pour un langage cible particulier vars(L) =
V , tout diagnostic global est un mode`le global. C’est a` l’aide de cette remarque que nous mon-
trons qu’un syste`me qui ve´rifie que ses diagnostics locaux sont globalement cohe´rents quelque
soit le langage cible, alors ses mode`les locaux sont aussi globalement cohe´rents.
Proprie´te´ 4.3 (Pour tout langage cible, la cohe´rence distribue´ est ne´cessaire) Si pour
tout langage cible, les diagnostics localement cohe´rents d’un syste`me sont globalement cohe´rents
alors ce syste`me ve´rifie la cohe´rence distribue´e.
Preuve. De´monstration par l’absurde. Supposons qu’il existe un syste`me S : 〈P,G,K,DS〉 t.q.
pour tout langage cible les diagnostics localement cohe´rents sont globalement cohe´rents et que la
cohe´rence locale de chacune des descriptions n’implique pas la cohe´rence globale. Si la cohe´rence
locale de DS n’implique pas sa cohe´rence globale, il existe un mode`le localement cohe´rent mp
de Φp qui n’est pas globalement cohe´rent. Si pour tout langage cible les diagnostics localement
cohe´rents de DS sont globalement cohe´rents, alors la supposition est aussi vraie pour L le lan-
gage cible couvrant le vocabulaire du syste`me global t.q. (L = ∪
p∈P
Lp et ∀p, vars(Lp) = Vp).
Notons que pour L tout diagnostic localement cohe´rent ∆p de Φp est aussi un mode`le de Φp.
Or par hypothe`se, tout diagnostic localement cohe´rent est globalement cohe´rent. En particulier
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pour L ou` mode`les et diagnostics sont e´quivalents, tout mode`le ∆p de Φp est donc globalement
cohe´rent. Cette dernie`re remarque est en contradiction avec l’existence d’un mode`le localement
cohe´rent mp de Φp qui n’est pas globalement cohe´rent. 2
Exemple. 4.2 En revenant a` l’exemple de la Figure 3.8, conside´rons pour chaque pair le lan-
gage cible local forme´ a` partir des litte´raux positifs du vocabulaire du pair. Dans ce cas, chaque
diagnostic localement cohe´rent est associe´ a` un unique mode`le localement cohe´rent. Pour ce lan-
gage cible ainsi choisi, l’implication entre cohe´rence locale et cohe´rence globale des diagnostics
entraine l’implication entre cohe´rence locale et cohe´rence globale des mode`les de chaque pair.
Nous formalisons ci-apre`s la correspondance entre diagnostic et cohe´rence distribue´e a` travers
la proprie´te´ suivante :
Proposition 4.1 (la cohe´rence distribue´e garantit un diagnostic distribue´ et vice versa)
Un syste`me est correct pour le diagnostic distribue´, pour tous ses langages cibles ssi il ve´rifie la
cohe´rence distribue´e de ses mode`les.
Preuve. (<=) est prouve´ par la proposition 4.2
(=>) est prouve´ par la proposition 4.3 dont (=>) est un corollaire. 2
Par la dernie`re proprie´te´ on de´duit que caracte´riser les syste`mes ou` tous les diagnostics
localement cohe´rents sont globalement cohe´rents inde´pendamment du langage cible revient a`
caracte´riser les syste`mes ou` la cohe´rence locale des descriptions des pairs implique leur cohe´-
rence globale. En conclusion de cette section et en conside´rant les re´sultats interme´diaires nous
de´duisons que caracte´riser les syste`mes accessibles S′ garantissant un diagnostic distribue´ cor-
rect de S revient a` caracte´riser les syste`mes localement cohe´rents, accessibles et e´quivalents a` S
ve´rifiant la cohe´rence distribue´e.
4.2 Proprie´te´s graphiques des syste`mes garantissant la cohe´-
rence distribue´e
Avant de poursuivre la caracte´risation des syste`mes accessibles S′ garantissant un diagnostic
distribue´ correct de S par les syste`mes ve´rifiant la cohe´rence distribue´e, nous avons besoin
d’abstraire un syste`me de pairs par son sche´ma. Intuitivement, un sche´ma mode´lise la re´partition
du vocabulaire a` travers le re´seau d’accointances du syste`me de pairs. C’est graˆce aux proprie´te´s
du sche´ma d’un syste`me que nous introduisons ici que nous pourrons caracte´riser les syste`mes
garantissant un diagnostic distribue´ correct.
De´finition 4.4 (Sche´ma d’un syste`me) Le sche´ma d’un syste`me S : 〈P,G,K,DS〉, est un
graphe G((P, V ), ACQ) forme´ a` partir du graphe d’accointances et du vocabulaire V oc du syste`me
tq
1. G(P,ACQ) est le graphe d’accointances
2. V : P → 2V oc associe a` chaque pair p son vocabulaire Vp tq ∀v ∈ Vp : K(p, v) = ⊤.
Exemple. 4.3 Nous illustrons a` la Figure 4.4 le sche´ma des syste`mes de la Figure 3.8 et de la
Figure 4.1. Nous notons entre accolades {vars} les variables partage´es entre les descriptions de
pairs voisins.
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Figure 4.4 – Le sche´ma des syste`mes des Figures 3.8 et 4.1
Un sche´ma est l’abstraction d’un syste`me repre´sentant la re´partition du vocabulaire des
pairs a` travers le re´seau. Pour un sche´ma G correspond donc un ensemble de syste`mes Sys(G)
pour lesquels G mode´lise les liens d’accointance et la re´partition du vocabulaire. Par abus de
langage, nous dirons qu’un sche´ma : G((P, V ), ACQ) ve´rifie la proposition Prop si et seulement
si tous les syste`mes S : 〈P,G,K,DS〉 qu’il mode´lise, S ve´rifie la proposition Prop (c-a`-d ∀S ∈
Sys(G)Prop(G,S)). Nous caracte´risons les sche´mas et les syste`mes corrects pour la compilation
distribue´e par les proprie´te´s suivantes :
De´finition 4.5 (sche´ma, syste`me : joint
”
structure´) Soit G((P, V ), ACQ) un sche´ma. G
est dit :
-joint si pour toute variable v, l’ensemble des pairs contenant v dans leur vocabulaire {p tq v ∈
V (p)} induit un sous-graphe connecte´ de G.
Un syste`me est dit joint si son sche´ma est joint.
-structure´ s’il contient un arbre joint couvrant tous les pairs.
Un syste`me est dit structure´ si son sche´ma est structure´.
Exemple. 4.4 Le sche´ma de la Figure 4.4 est joint. Prenons par exemple la variable v, elle
est contenue dans le vocabulaire des pairs {PV , PA, PB}. Le sous-graphe du sche´ma induit par
{PV , PA, PB} est un graphe connecte´. D’autre part, nous illustrons a` la Figure 4.5 un arbre
couvrant joint repre´sente´ par des traits pleins. Afin de respecter la proprie´te´ de connectivite´, par
rapport a` la Figure 4.4, le pair PE contient en plus la variable v mise en gras dans le vocabulaire
du pair.
Figure 4.5 – Le sche´ma structure´ du sche´ma de la Figure 4.4
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De la de´finition pre´ce´dente de´coule trivialement que tout graphe structure´ est joint. D’autre
part lorsque l’ensemble des pairs partagent le meˆme ensemble de variables nous avons la proprie´te´
suivante :
Proprie´te´ 4.4 (Graphe joint e´tiquete´ par un meˆme ensemble de variables) Tout sche´ma
joint dont les pairs sont e´tiquete´s par un meˆme ensemble de variables est structure´.
Trivialement, il suffit de constater que tout arbre couvrant un tel sche´ma est un arbre joint de
ce sche´ma.
4.3 Un sche´ma structure´ suffit a` garantir la cohe´rence distribue´e
Dans le cadre des CSPs, les travaux de Freuder [Fre82] ou Dechter [Dec92] ont montre´ qu’un
re´seau de contraintes acyclique qui satisfait l’arc cohe´rence (la cohe´rence locale) est globalement
cohe´rent. Comme nous le verrons lorsque nous aborderons les syste`mes d’interactions, la mode´-
lisation des re´seaux de contraintes est de´pendante du vocabulaire partage´. Ce n’est pas le cas
pour les syste`mes que nous conside´rons, nous rede´montrons donc la proprie´te´ dans un cadre plus
ge´ne´ral. A` travers la Figure 4.6 nous ressituons les syste`mes structure´s dans la caracte´risation
des syste`mes garantissant un diagnostic distribue´ correct cf Figure 4.2.
Figure 4.6 – Un syste`me structure´ suffit a` garantir un diagnostic distribue´ correct
Nous de´montrons tout d’abord la proprie´te´ suivante :
Proprie´te´ 4.5 (Cohe´rence d’une union de mode`les partiels) Toute union de mode`les par-
tiels deux a` deux cohe´rents est cohe´rente.
Preuve. Soit Mn = ∪
i=1..n
mi une union de n mode`les deux a` deux cohe´rents. Montrons par
re´currence sur n que Mn est cohe´rent.
Cas de base n = 2. Par de´finition M2 est l’union de deux mode`les m1 et m2 cohe´rents. M
2 est
donc cohe´rent.
(HR) Supposons que toute unionMn−1 de n-1 mode`les deux a` deux cohe´rents est cohe´rente. Mon-
trons que Mn est cohe´rente. Posons Mn =Mn−1 ∪mn. Par (HR) M
n−1 est cohe´rente. Compte
tenu de la de´finition de Mn, on a mn cohe´rent avec chacun des mode`les mj tq 1 ≤ j ≤ n − 1.
On en de´duit que mn est cohe´rent avec M
n−1. L’union des mode`les forme´e par Mn est donc
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cohe´rente. 2
Avant de pre´senter la condition suffisante a` la cohe´rence distribue´e nous pre´sentons la pro-
prie´te´ suivante. Elle nous est aussi utile pour la de´monstration du the´ore`me 4.1 que nous e´non-
c¸ons dans la suite.
Proprie´te´ 4.6 (Sous-arbre d’un arbre joint) Tout sous-arbre d’un arbre joint est un arbre
joint
Preuve. Soient A un arbre joint et SA un de ses sous-arbre. Tous les chemins entre deux pairs
de A respectent la running intersection. Or SA est un sous-arbre de A, alors tous les chemins
de SA sont inclus dans les chemins de A. Tous les chemins de SA respectent donc la running
intersection. 2
Figure 4.7 – Syste`me structure´ du sche´ma de la Figure 4.5
A l’aide de ces deux proprie´te´s nous prouvons une condition suffisante sur le sche´ma garan-
tissant la cohe´rence distribue´e.
The´ore`me 4.1 (Condition suffisante pour la cohe´rence distribue´e) Tout syste`me
structure´, localement cohe´rent, garantit la cohe´rence distribue´e.
Preuve. Soit S un syste`me structure´ localement cohe´rent et G((P, V ), ACQ) son sche´ma.
Notons Ar un arbre joint couvrant de G enracine´ en un pair quelconque r. Afin de montrer le
the´ore`me 4.1, montrons par re´currence sur la profondeur d de Ar que tout mode`le local de Φr
est globalement cohe´rent.
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Cas de base d = 0. La racine r est l’unique pair de Ar, tous ses mode`les locaux sont globa-
lement cohe´rents.
(HR) Supposons que tout mode`le local a` la racine d’un syste`me structure´ localement cohe´-
rent contenant un arbre joint couvrant de profondeur 1 ≤ d” < n est globalement cohe´rent. Soit
un syste`me structure´ localement cohe´rent dont l’un des arbres joints couvrant Ar enracine´ en r
est de profondeur d = n. Notons P ′ l’ensemble des voisins de r dans G. Pour tout voisin p′ de r
notons Ap′ le sous-arbre de Ar enracine´ en p
′. Par la proprie´te´ 4.6, on sait que Ap′ est un arbre
joint de profondeur < n. Par (HR) tout mode`le local mp′ d’un voisin p
′ de r est globalement
cohe´rent. mp′ peut donc se prolonger en un mode`le mAp′ cohe´rent avec l’union des descriptions
des pairs du sous-arbre Ap′ . En effet, on a : profondeur(Ap′ < n pour le syste`me de pairs couvert
par Ap′ . Soient mr un mode`le local a` r et mAp′ , mAp” deux mode`les des sous-arbres enracine´s
en p′, p” voisins de r tq mAp′ et mAp” sont cohe´rents avec mr. Par la cohe´rence des mode`les
on a que toute assignation de variables partage´es entre r et les pairs de A′p sont identiques. De
meˆme toute assignation de variables partage´es entre r et les pairs de Ap” sont identiques. Or Ar
est un arbre joint. Ainsi toute variable partage´e entre Ap′ et Ap” est contenue dans r. Avec la
remarque pre´ce´dente on de´duit que toute assignation de variables partage´es entre mAp′ et mAp”
sont identiques, mAp′ et mAp” sont donc cohe´rents. En re´sume´ nous obtenons que tous mode`les
des sous-arbres des pairs voisins de r, cohe´rents avec mr, sont deux a` deux cohe´rents. Par la
proprie´te´ 4.5, nous de´duisons que toute union de mode`les des sous-arbres des pairs voisins de r
cohe´rents avec mr, est cohe´rente. mr est donc globalement cohe´rente. 2
Figure 4.8 – Syste`me structure´ ve´rifiant la cohe´rence distribue´e du sche´ma Figure 4.5
Nous avons illustre´ en de´but de chapitre (cf. Figure 4.1), un syste`me non structure´ ou` la
cohe´rence locale n’impliquait pas la cohe´rence globale. Nous rendons ce syste`me correct pour
le consistance distribue´ en deux e´tapes. Premie`rement a` la Figure 4.7 nous le structurons. Son
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sche´ma correspond au sche´ma structure´ pre´sente´ a` la Figure 4.5. A` partir de la description du
syste`me initial Figure 4.1, seule la description de PE est enrichie de la variable v. Nous avons vu
que nous pouvons tester la cohe´rence de deux mode`les uniquement a` partir de leur expression sur
les variables partage´es. Afin de rendre chaque description localement cohe´rente, chaque couple
de pairs (pi, pj) s’e´changent une formule Φ
′
pi→pj satisfaite par la restriction des mode`les de pi
exprime´e sur le vocabulaire de pi et pj (Φ
′
pi→pj = restrictΦpjV (pi) ∩ V (pj)). A` la re´ception d’un
message Φ′pi→pj pj met a` jour sa description de fac¸on a` ce que tous ses mode`les soient cohe´rents
avec pi. Il n’y a que PE qui met a` jour ses mode`les et retire les mode`les devenus incohe´rents
(signale´s par un e´clair). Nous remarquons que sans l’ajout de la variable v au vocabulaire de la
description de Pe, aucun mode`le local a` PE n’aurait e´te´ supprime´. En re´ite´rant ce processus, ce
sont cette fois les descriptions accessibles des pairs PB et PA qui sont mises a` jour. Ce syste`me
structure´ ve´rifie la proprie´te´ de cohe´rence distribue´e et garantit un diagnostic distribue´ correct.
A` la Figure 4.8 nous pre´sentons un syste`me structure´ localement cohe´rent. Nous avons mis
en relief les assignations des variables partage´es identiques entre les pairs PAg et PEs et entre les
pairs PEs et PBq. De meˆme au dessus de chaque pair nous illustrons les diagnostics localement
cohe´rents faisant partie d’un diagnostic distribue´ du syste`me global.
Nous rappelons que caracte´riser les syste`mes ou` la cohe´rence locale implique la cohe´rence
globale (c-a`-d les syste`mes garantissant la cohe´rence distribue´e) nous permet de caracte´riser les
syste`mes garantissant un diagnostic distribue´ correct. Par le the´ore`me 4.1, nous de´duisons que
tout algorithme capable de transformer un syste`me observe´ de pairs vers un syste`me accessible
e´quivalent, localement cohe´rent et structure´ suffit a` garantir un diagnostic distribue´ correct
mais n’est pas ne´cessaire. Dans la suite nous mettons en e´vidence des conditions ne´cessaires a`
la cohe´rence distribue´e.
4.4 La cohe´rence distribue´e ne´cessite un sche´ma joint
Une proprie´te´ suffisante nous renseigne sur les caracte´ristiques que peut satisfaire le sche´ma
des syste`mes accessibles pour garantir la cohe´rence distribue´e. Une proprie´te´ ne´cessaire nous
renseigne sur les caracte´ristiques que doivent respecter les sche´mas des syste`mes accessibles. A`
travers la Figure 4.9, nous positionnons les sche´mas joints dans la caracte´risation des syste`mes
garantissant un diagnostic distribue´ correct cf Figure 4.2.
Figure 4.9 – Condition ne´cessaire pour la cohe´rence distribue´e
Lemme 4.1 (syste`me non joint localement cohe´rent, globalement incohe´rent) Un sche´ma
non joint ne garantit pas la cohe´rence distribue´e pour tous les syste`mes localement cohe´rents qu’il
mode´lise.
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Afin de montrer ce lemme, nous montrons que pour tout sche´ma non joint G, il existe au
moins un syste`me localement cohe´rent qui accepte G comme sche´ma mais qui ne respecte pas
la cohe´rence distribue´e. La preuve de ce lemme est assez simple, mais nous n’avons pas trouve´
de travaux l’ayant de´montre´ donc nous le faisons. Dans la preuve nous conside´rons un mode`le
m comme une assignation de valeurs aux variables, m(v) de´signe l’assignation de la variable v
dans le mode`le m.
Preuve. Soit G((P, V ), ACQ) un sche´ma non joint. G contient au moins une variable v′ tq
l’ensemble des pairs contenant v′ ne forme pas un sous-graphe connexe de G. Notons P ′ un
ensemble de pairs induit par une des composantes connexes de G contenant v′. Rappelons qu’un
mode`le m est une interpre´tation, c-a`-d , une assignation de valeurs aux variables. Nous notons
m(v) la valeur assigne´e a` la variable v dans le mode`le m. Conside´rons le syste`me S acceptant G
comme sche´ma forme´ par la description DS suivante :
1. Chaque formule Φp′ des pairs p
′ de P ′ est satisfaite par un unique mode`le m′ t.q.
m′(v) = V rai si v ∈ V (p′) \ {v′} et m′(v′) = Faux.
2. Chaque formule Φp des pairs p de P \ P
′ est satisfaite par un unique mode`le m t.q.
m(v) = V rai si v ∈ V (P \ P ′).
A)Montrons que S est localement cohe´rent.
Par construction, pour chaque pair, l’unique mode`le de chaque formule est une assignation
positive du vocabulaire, exception faite pour les pairs P ′ qui assignent une unique variable : v′ a`
Faux et le reste des variables a` V rai. Par conse´quent, s’il y a une incohe´rence entre pairs voisins,
elle ne peut intervenir qu’entre un pair p′ ∈ P ′ et un autre pair p 6∈ P ′ voisin d’un pair de P ′.
Or G est non joint par la variable v′, et le graphe induit par les pairs de P ′ est une composante
connexe de G contenant v′ donc aucun pair dans le voisinage direct du graphe induit par les
pairs de P ′ ne contient v′. Ainsi, il n’existe pas de couples de pairs voisins dont les mode`les sont
incohe´rents, DS est localement cohe´rent.
B)Montrons que G est globalement incohe´rent.
G est non joint par la variable v′, alors il existe au moins un autre ensemble de pairs P”
non joint de P ′ induit par un des sous-graphes connexes de G contenant v′. Par construction, le
mode`le de chaque description d’un pair de P” contient l’assignation v′ = V rai. Ainsi, puisque
l’unique mode`le de chacun des pairs de P ′ assigne v′ a` Faux, il n’existe pas de mode`le global
cohe´rent pour G. 2
Exemple. 4.5 Nous illustrons a` la Figure 4.10 la construction d’un syste`me non joint utilise´
dans la preuve. Le sche´ma pre´sente´ est non joint par la variable v′. v′ est a` la fois contenue
dans le graphe connexe P ′ forme´ par p′1 et p
′
2 mais aussi dans p”1 qui n’est pas connecte´ a` P
′.
L’unique mode`le satisfaisant chaque the´orie est une assignation positive(1) sauf pour les pairs de
P ′ qui assignent v′ ne´gativement (0). Puisqu’aucun voisin des pairs de P ′ ne contient la variable
v′, le syste`me est localement cohe´rent. Par contre, puisqu’il existe un autre pair p”1 qui assigne
la variable v′ a` 1 le syste`me ne respecte pas la cohe´rence globale.
The´ore`me 4.2 (Un sche´ma joint est ne´cessaire a` la cohe´rence distribue´e) Tout
sche´ma garantissant la cohe´rence distribue´ est joint.
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Figure 4.10 – Syste`me non joint ou` la cohe´rence locale n’implique pas la cohe´rence globale
Preuve. Par l’absurde et a` l’aide du lemme 4.1. Supposer qu’il existe un sche´ma non joint
G que n’importe quel syste`me localement cohe´rent qu’il mode´lise ve´rifie la cohe´rence distribue´e
est en contradiction avec le lemme 4.1. Il existe toujours un syste`me ou` la cohe´rence locale n’im-
plique pas la cohe´rence globale. 2
4.5 Pour les syste`mes d’interactions, seul un sche´ma structure´
garantit la cohe´rence distribue´e
Figure 4.11 – Condition ne´cessaire pour la cohe´rence distribue´e de syste`mes d’interactions
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Contrairement aux sections pre´ce´dentes ou` nous avons situe´ la caracte´risation des syste`mes
garantissant la cohe´rence distribue´e dans un cadre ge´ne´ral, dans cette section nous focaliserons
la caracte´risation des syste`mes garantissant la cohe´rence distribue´e aux syste`mes d’interactions.
Un syste`me d’interactions est un syste`me pour lequel tout vocabulaire partage´ entre deux pairs
implique un lien d’accointance entre ces derniers. Nous montrons que pour ces syste`mes, seuls
les sche´mas structure´s garantissent la cohe´rence distribue´e.
A` travers la Figure 4.11, nous ressituons les sche´mas d’interactions dans la caracte´risation
des syste`mes garantissant un diagnostic distribue´ correct cf. Figure 4.2.
Figure 4.12 – Syste`mes d’interactions non structure´ localement cohe´rent globalement incohe´rent
A` travers la Figure 4.14, nous montrons par un exemple que lorsque le syste`me d’interactions
n’est pas structure´, il mode´lise au moins un syste`me ou` la cohe´rence locale n’implique pas la
cohe´rence globale. Le sche´ma ne peut donc pas garantir un diagnostic distribue´ correct. On
peut ve´rifier que tout mode`le local m⋆ ou m⋄ d’un pair p est localement cohe´rent. Pourtant,
prenons le cercle forme´ par les pairs pi, pj et pk. On constate que l’on ne peut prolonger de fac¸on
cohe´rente le mode`le m⋆pi de pi que par les mode`les locaux m
⋆
pk
de pk et m
⋄
pj
de pk. Or m
⋆
pk
et m⋄pj
sont incohe´rents a` cause de l’assignation contradictoire sur b. De meˆme, on ne peut prolonger
de fac¸on cohe´rente le mode`le m⋄pi que par les m
⋄
pk
et m⋆pj . Or m
⋄
pk
et m⋆pj sont incohe´rents pour
les meˆme raisons. Pour ce syste`me la cohe´rence locale n’implique pas la cohe´rence globale. C’est
la ge´ne´ralisation de cet exemple qui nous permettra de de´montrer la proprie´te´ statuant que
seuls les sche´mas d’interactions structure´s garantissent la cohe´rence distribue´e. Tout d’abord
nous introduisons l’ope´ration de restriction de sche´ma sur un sous-ensemble de variables. Elle
nous permettra de focaliser la caracte´risation sur un sous-syste`me induit par un vocabulaire
inte´ressant. Pour mieux comprendre, prenons la variable a. Le sous-sche´ma restreint a` la variable
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a comprend les pairs pi, p
′
k1 et pk, chacun ayant un vocabulaire re´duit a` {a} ce sche´ma est
structure´. En effet, l’arbre (pk, pi), (pk, p
′
k1) est annote´ par a est un arbre joint. Maintenant,
conside´rons les variables {a, b}. Le sous-sche´ma restreint au vocabulaire {a, b} comprend les
pairs pi , pk, p
′
k1 et pj, il est aussi structure´. Il suffit d’ajouter l’areˆte (pk, p
′
k1) a` l’arbre forme´
pre´ce´demment et restreindre le vocabulaire des pairs concerne´s a` {a, b}. Enfin, conside´rons les
variables {a, b, v◦}. Le sous-sche´ma restreint au vocabulaire {a, b, v◦} comprend les pairs pi, pk,
p′k1, pj, ce sche´ma n’est pas structure´. Il n’existe aucun arbre joint couvrant les pi , pk, p
′
k1, pj.
Dans ce de´roulement nous montrons que rajouter une simple variable v◦ aux variables {a, b}
nous fait basculer d’un sous graphe structure´ vers un sous arbre joint non structure´. Dans la
suite, nous qualifions l’ensemble {a, b, v◦} de vocabulaire joint non structure´ minimal et v◦ de
variable de rupture. De meˆme nous constatons que le sous graphe restreint sur son vocabulaire
joint non structure´ minimal (ex {a, b, v◦}) fait apparaˆıtre une areˆte uniquement e´tiquete´e par
la variable de rupture (v◦ e´tiquette pi − pj) et un cycle contenant cette areˆte (pi, pj, pk). C’est
graˆce a` cette areˆte de rupture et a` ce cycle de rupture que nous sommes en mesure de ve´rifier
que pour tout sche´ma d’interactions non structure´, il existe au moins un syste`me ou` la cohe´rence
locale n’implique pas la cohe´rence globale.
4.5.0.1 Proprie´te´s graphiques des syste`mes d’interactions
Tout d’abord, de´finissons les notions de sche´ma et syste`mes d’interactions.
De´finition 4.6 (Sche´ma et syste`me d’interactions) Un sche´ma : G((P, V ), ACQ) est dit
d’interactions ssi toute variable partage´e entre deux pairs implique un lien d’accointances entre
ces pairs c-a`-d :
V (pi) ∩ V (pj) 6= ∅, (pi, pj) ∈ ACQ (4.1)
Un syste`me est dit d’interactions si son sche´ma est un sche´ma d’interactions.
Exemple. 4.6 Le sche´ma de la Figure 4.13 est un syste`me d’interactions reprenant les liens du
sche´ma Figure 4.4 auquel il a e´te´ ne´cessaire d’ajouter un lien d’accointances afin de respecter la
de´pendance des pairs partageant la variable v.
Figure 4.13 – Un sche´ma d’un syste`me d’interactions
Nous ouvrons une parenthe`se, ici, pour remarquer que ce que nous qualifions de sche´ma
d’interactions correspond a` la notion de graphe dual utilise´ dans le cadre des CSPs pour mo-
de´liser des proble`mes de contraintes (cf. Dechter [Dec03]). Dans un graphe dual chaque noeud
est e´tiquete´ par les variables d’une contrainte, il existe un lien entre deux noeuds s’ils par-
tagent une variable. De meˆme, on peut aussi rapprocher la notion de sche´ma d’interactions de
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la notion d’hyper-graphe utilise´ par Gottlob [GLS99] pour mode´liser un proble`me. Dans ce cas,
une variable e´tiquette un noeud et chaque hyper-areˆte regroupe les variables d’une contrainte.
Nous soulignons, que ces dernie`res mode´lisations ne permettent pas de repre´senter des liens
d’accointances inde´pendants de la re´partition du vocabulaire a` travers le syste`me.
Les sche´mas d’interactions ont les proprie´te´s suivantes :
Remarque 4.1 (Cliques d’un sche´ma d’interactions) Tout sche´ma d’interactions est un
graphe joint ou` le sous graphe induit par une variable v est une clique.
Preuve. De la De´finition 4.6 de sche´ma d’interactions nous de´duisons que tout ensemble de
pairs contenant une meˆme variable v est lie´ a` travers une clique. Ainsi pour toute variable v
d’un sche´ma d’interactions, l’ensemble des pairs contenant v est connecte´. 2
Exemple. 4.7 Reprenons le sche´ma de la Figure 4.13. Nous remarquons que l’ensemble de pairs
contenant la variable v forme une clique. C’est aussi le cas pour toutes les autres variables.
De´finition 4.7 (Restriction de graphes) Soit G((P, V ), ACQ) un sche´ma d’interactions.
G◦((P ◦, V ◦), ACQ◦) est une restriction de G induite par les variables V ◦ ssi
1. P ◦ = {p ∈ P t.q. V (p) ∩ V ◦ 6= ∅}.
P ◦ est le sous-ensemble des pairs de P contenant au moins une variable de V ◦.
2. ∀p ∈ P ◦, V ◦(p) = V ◦ ∩ V (p)
Chaque pair p de G◦ est e´tiquete´ par l’intersection de V ◦ et de V (p) de G.
3. V ◦(pi) ∩ V
◦(pj) 6= ∅ ⇒ (pi, pj) ∈ ACQ
◦
La restriction d’un sche´ma d’interactions est un sche´ma d’interactions.
De´finition 4.8 (Vocabulaire structure´) Soit G((P, V ), ACQ) un sche´ma d’interactions et
V ◦ ⊆
⋃
p∈P
V (p) un ensemble de variables.
1. V ◦ est dit structure´ ssi le graphe restreint induit par V ◦ est structure´
2. V ◦ est un vocabulaire non structure´ minimal ssi V ◦ est non structure´ et pour tout vocabu-
laire V △ ⊂ V ◦, V △ est structure´.
Nous remarquons que la restriction d’un graphe joint sur un sous ensemble de variables inclus
dans V est joint.
Proprie´te´ 4.7 (Vocabulaire joint non structure´ minimal d’un graphe joint) Tout graphe
joint non structure´ contient un vocabulaire joint non structure´ minimal.
Preuve. Au pire un vocabulaire singleton V △ = {v} est structure´, le graphe induit repre´sente
une clique. 2
Proprie´te´ 4.8 (Variable de rupture d’un sche´ma d’interactions) Pour tout graphe joint
non structure´ il existe un ensemble de variables V △ ⊂ V et une variable v◦ ∈ V dite de rupture
t.q.
1. V △ est structure´
2. V ◦ = V △ ∪ {v◦} est non structure´ minimal
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Preuve. D’apre`s la proprie´te´ , il existe V ◦ ⊆ V joint non structure´ minimal. il existe donc
v◦ ∈ V ◦ et V △ = V ◦ \ {v◦} 2
Proprie´te´ 4.9 (Areˆte de rupture d’un sche´ma d’interactions) Soit G◦((P ◦, V ◦), ACQ◦)
la restriction d’un sche´ma d’interactions G((P, V ), ACQ) sur un vocabulaire non structure´ mi-
nimal V ◦ = V △ ∪ {v◦} ou` v◦ est une variable de rupture.
Il existe une areˆte (pi, pj) ∈ ACQ
◦ dite de rupture tq :
V ◦(pi) ∩ V
◦(pj) = {v
◦}, {v◦} ⊂ V ◦(pi) et {v
◦} ⊂ V ◦(pj)
Afin de montrer que tout sche´ma d’interactions G restreint sur un vocabulaire non structure´
minimal V ◦ = V △ ∪ v◦ contient une areˆte de rupture, nous comparons la restriction de G sur
V ◦ : G◦ par rapport a` la restriction de G sur V △ : G△. Nous montrons que G◦ contient une
areˆte (pi, pj) n’apparaissant pas dans les areˆtes de G
△ t.q. V ◦(pi) ∩ V
◦(pj) = {v
◦}.
Preuve. Soient un sche´ma d’interactions G((P, V ), ACQ) et V ◦ = V △ ∪ v◦ un vocabulaire
non structure´ minimal. Soit G◦((P ◦, V ◦), ACQ◦) la restriction de G induite par V ◦, G◦ est
non structure´. Soit G△((P△, V △), ACQ△) la restriction de G a` V △, G△ est structure´. On a
P ◦ = P△ ∪ P ∗, ou` P ◦ repre´sente les pairs dont le vocabulaire se limite a` {v◦} dans G◦. Par la
proprie´te´ 4.4, nous avons que le sous graphe de G∗ induit par les pairs P ∗ est structure´. Nous
de´duisons que si G est non structure´, c’est a` cause du sche´ma induit par les pairs P△. Dans la
suite nous noterons G◦((P△, V ◦), ACQ◦) le sous graphe repre´sentant la restriction de G sur V ◦
induite par les pairs P△. Soit A△ un arbre joint couvrant P△ dans G△. A△ n’est pas joint dans
G◦ a` cause de v◦ d’au moins une areˆte (pi, pj) (ou` {v
◦} ⊂ V ◦(pi), {v
◦} ⊂ V ◦(pj) de ACQ
◦)
n’appartenant pas a` A△ tq :
1. (pi, pj) est un nouveau lien de ACQ
◦ non pre´sent dans ACQ△, dans ce cas V ◦(pi) ∩
V ◦(pj) = {v
◦} et la proprie´te´ est de´montre´e, ou :
2. (pi, pj) est un ancien lien de ACQ
△, dans ce cas {v◦} ⊂ V ◦(pi) ∩ V
◦(pj).
(Hypothe`se H1) Supposons que G◦ ne contient que des liens anciens (pi, pj) en provenance de
G△. Notons V ◦(pi) ∩ V
◦(pj) = {v
◦} ∪ V ∗. A△ n’est pas joint dans G◦ a` cause de (pi, pj) et est
joint dans G△. Il existe donc un cycle C∗ contenant (pi, pj) et suivant le chemin de A
△ reliant pi
a` pj dans G
◦ tq pour tout pair p du cycle V ∗ ⊆ V ◦(p). (Hypothe`se H2) Supposons que le cycle
C∗ est un cycle joint et structure´. Dans ce cas, pour un tel cycle C∗, il existe au moins une areˆte
(pk, pl) ou` V
◦(pk)∩V
◦(pl) = V
∗. (pk, pl) pourra eˆtre remplace´e par (pi, pj) dans A
△ de sorte que
A△ restera un arbre joint pour le vocabulaire V △ et respectera la connectivite´ de (pi, pj). Si tout
cycle C∗ compose´ de (pi, pj) et d’un chemin de A
△ est structure´, il existe donc un arbre joint
couvrant P△ dans G◦. Cette dernie`re remarque est en contradiction avec l’hypothe`se de de´part
qui dit que G◦ n’est pas structure´. En supposant H1 vraie (et donc H2 faux) nous de´duisons
donc qu’il existe un cycle C∗ joint et non structure´. Dans ce cas toutes les areˆtes (pk, pl) de C
∗
sont t.q. V ⊂ V ◦(pk)∩V
◦(pl). Ainsi les pairs de C
∗ restent connecte´s entre eux par au moins une
autre variable que V ∗. Notons C⊛ la restriction de C∗ sur V ◦ \V ∗, puisque C∗ est non structure´,
C⊛ ne l’est pas non plus. En effet seul le vocabulaire commun V ∗ entre tous les pairs a e´te´
supprime´. Nous en de´duisons que la restriction de G sur V ◦ \ V ∗ est aussi non structure´e. Cette
dernie`re remarque est en contradiction avec notre hypothe`se initiale qui conside`re V ◦ comme un
vocabulaire non structure´ minimal. Nous de´duisons donc que l’hypothe`se H1 est fausse, ACQ◦
contient donc un nouveau lien n’apparaissant pas dans ACQ△ t.q. V ◦(pi) ∩ V
◦(pj) = {v
◦}. 2
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Proprie´te´ 4.10 (Cycle de rupture d’un sche´ma d’interactions) Soit (pi, pj) une areˆte de
rupture de la restriction d’un sche´ma d’interactions G sur un vocabulaire non structure´ minimal
V ◦ = V △ ∪ v◦. (pi, pj) est couvert par un cycle joint non structure´ dit cycle de rupture.
Preuve. Soit G◦((P ◦, V ◦), ACQ◦) la restriction d’un sche´ma d’interactions G((P, V ), ACQ)
sur le vocabulaire non structure´ minimal V ◦ = V △ ∪ v◦. Soient G△((P△, V △), ACQ△) la res-
triction de G sur le vocabulaire structure´ V △ et A△ un de ses arbres joints. Dans la preuve de
la proprie´te´ 4.9, nous avons vu qu’ une areˆte de rupture (pi, pj) e´tait un nouvel arc ajoute´ entre
les pairs pi et pj pre´ce´demment lie´s par un chemin joint C
△ de A△ dans G△. G◦ est joint, le
cycle forme´ par C△ et (pi, pj) dans G
◦ est joint. 2
The´ore`me 4.3 (Incohe´rence globale des syste`mes d’interactions non structure´s)
Un sche´ma d’interactions non structure´ ne peut garantir la cohe´rence distribue´e.
Afin de faciliter la lecture de la preuve, a` la Figure 4.14 nous illustrons le syste`me d’interactions
non structure´ localement cohe´rent et globalement incohe´rent que nous construisons dans la
preuve, par notre exemple introduit en de´but de section.
Figure 4.14 – Syste`me d’interactions illustrant la preuve du th : 4.3
Preuve. Soient un sche´ma d’interactions G((P, V ), ACQ) et G◦((P ◦, V ◦), ACQ◦) la restriction
de G sur un vocabulaire non structure´ minimal V ◦ = V △ ∪ v◦ ou` v◦ repre´sente une variable de
rupture. Notons (pi, pj) l’areˆte de rupture e´tiquete´e par v
◦. Conside´rons la description accessible
DS, acceptant G comme sche´ma, satisfaite pour chaque pair p par les mode`les m⋄p et m
⋆
p :
En enteˆte de colonne, nous se´parons tout d’abord le vocabulaire minimal non de´composable
V ◦ du reste des variables du syste`me V \ V ◦. Nous se´parons ensuite le vocabulaire V ◦(pi) des
autres variables de V ◦. Nous rappelons que V ◦ =
⋃
i=1...n V
◦(pi). Enfin, nous distinguons la
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v ∈
V ◦
V \ V ◦V ◦(pi) V ◦ \ V ◦(pi)v◦ V ◦(pi) \ {v
◦}
V (pi)
m⋆pi Faux Vrai ∅ Vrai
m⋄pi Vrai Faux ∅ Vrai
V (pj)
m⋆pj Vrai ∅ Vrai Vrai
m⋄pj Faux ∅ Faux Vrai
V (pk), k /∈ {i, j}
m⋆pk Vrai Vrai Vrai Vrai
m⋄pk Faux Faux Faux Vrai
variable v◦ des autres variables de V (pi). En enteˆte de ligne, nous distinguons le vocabulaire des
pairs pi, pj de l’areˆte de rupture de celui des autres pairs pk du syste`me. Ensuite pour chaque
pair, nous renseignons l’assignation de valeurs des mode`les m⋄p etm
⋆
p en fonction de la variable en
colonne. Par exemple, la premie`re case en haut a` gauche indique que l’assignation de la variable
v◦ dans m⋄pi est assigne´e a` Faux. L’assignation d’une variable de V
◦(pi) \ v
◦ dans m⋄pi est a`
V rai. Une assignation vide (∅) indique que dans aucun cas le vocabulaire du pair ne contiendra
le type de variables indique´ en colonne. A` la ligne V (pj) le pair pj ne partageant avec pi que la
variable v◦ dans V ◦, pj assigne ∅ en face de la colonne V
◦
pi
\ v◦. De meˆme, le vocabulaire du pair
pi : V (pi) n’a en commun avec V
◦ que V ◦pi . Nous soulignons que G e´tant un graphe restreint de
G, V ◦ ⊆ V .
A) Montrons que DS est localement cohe´rente.
Conside´rons les pairs {pi, pj} de l’areˆte de rupture. La seule variable partage´e entre pi et pj
est v◦. Dans le tableau des assignations on de´duit que (m⋆pi et m
⋄
pj
) (resp (m⋄pi et m
⋆
pj
)) sont
cohe´rents. Pour toute autre areˆte (p, p′) diffe´rente de (pi, pj), on peut ve´rifier que m
⋄
p et m
⋄
p′
(resp m⋆p et m
⋆
p′ ) sont cohe´rents. Ainsi, tout couple de pairs voisins dans DS est cohe´rent, la
description du syste`me DS est donc localement cohe´rente.
B) Montrons que DS est globalement incohe´rente.
Nous avons constate´ que pour l’areˆte de rupture (pi, pj), m
⋆
pi
est l’unique mode`le de pi
cohe´rent avec m⋄pj . De meˆme m
⋆
pj
est l’unique mode`le de pj cohe´rent avec m
⋄
pi
. Par la proprie´te´
4.10, nous savons qu’il existe un cycle de rupture C ′ couvrant (pi, pj) dans G
◦. C ′ est joint
donc tout couple de pairs voisins dans C ′ se partagent au moins une variable de V ◦. Notons
E′ l’ensemble des couples de pairs voisins composant C ′ excepte´ {pi, pj}. Dans le tableau des
assignations nous pouvons ve´rifier que toute variable v ∈ V ◦ partage´e entre voisins {p, p′} dans
E′ est assigne´e de fac¸on contradictoire dans m⋄p et m
⋆
p′ . Le mode`le m
⋄
p est donc l’unique mode`le
de p cohe´rent avec m⋄p′ . Par un raisonnement similaire, m
⋆
p′ est l’ unique mode`le de p
′ cohe´rent
avec m⋆p. Nous en de´duisons qu’il existe au plus deux assignations : M
⋄
E′ et M
⋆
E′ satisfaisant
l’ensemble des couples de pairs voisins de E′ t.q. :
– M⋄E′ =
⋃
{p,p′}∈E′
m⋄p ∪m
⋄
p′
– M⋆E′ =
⋃
{p,p′}∈E′
m⋆p ∪m
⋆
p′
Ainsi, le mode`le local m⋆pi de pi n’est cohe´rent qu’avec le mode`le local m
⋄
pj
de pj. Or m
⋆
pi
et
m⋄pj ne sont pas tous les deux cohe´rents avec M
⋄
E′ (a` cause de m
⋆
pi
) et ne sont pas tous les deux
cohe´rents avecM⋆E′ (a` cause de m
⋄
pj
). De meˆme, les assignations m⋆pj et m
⋄
pi
sont contradictoires
avec M⋄E′ et M
⋆
E′ . Il n’existe donc pas d’assignation valide satisfaisant les descriptions du cycle
C ′. La description DS est globalement incohe´rente.
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2
Corollaire 4.1 Tout sche´ma d’interaction garantissant la cohe´rence distribue´e est structure´.
Preuve. Par l’absurde. Supposer qu’il existe un sche´ma G non structure´ garantissant pour
toutes les descriptions qu’il mode´lise que la cohe´rence locale implique la cohe´rence globale est
en contradiction avec le the´ore`me 4.3. 2
The´ore`me 4.4 (Les sche´mas d’interactions garantissent la cohe´rence distribue´e) Un
sche´ma d’interactions garantit la cohe´rence distribue´e ssi il est structure´.
Preuve.
<= Nous avons montre´ par le the´ore`me 4.1 que tout syste`me structure´ garantit la cohe´rence dis-
tribue´e. Un syste`me d’interactions est un syste`me particulier pour lequel s’applique le the´ore`me.
Ainsi nous savons que tout syste`me d’interactions structure´ garantit la cohe´rence distribue´e.
Nous de´duisons a fortiori que tous les syste`mes d’un sche´ma d’interactions structure´ garan-
tissent la cohe´rence distribue´e. Un sche´ma d’interactions structure´ garantit donc la cohe´rence
distribue´e.
=> est prouve´ par le corollaire 4.1
2
En conclusion, dans ce chapitre nous nous sommes inte´resse´s a` caracte´riser par leurs to-
pologies, les syste`mes accessibles pour lesquels il est possible de prolonger avec certitude tout
diagnostic localement cohe´rent par un diagnostic global d’un syste`me. La premie`re e´tape a e´te´
de re´duire la ve´rification d’un syste`me garantissant un diagnostic distribue´ correct a` un syste`me
garantissant la cohe´rence distribue´e (c-a`-d ou` tout mode`le local est globalement cohe´rent).
Dans la seconde e´tape, nous avons montre´ que les syste`mes accessibles structure´s, c-a`-d , qui
contiennent un arbre couvrant respectant la running intersection jouaient un roˆle pre´ponde´rant
dans la caracte´risation. Dans le chapitre suivant, nous montrons comment transformer le sys-
te`me de pairs vers un syste`me accessible structure´ tout en respectant les accointances des pairs
et une politique de confidentialite´ visant a` garder les variables locales secre`tes.
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Chapitre 5
De´composition d’un syste`me
distribue´ vers un re´seau structure´
respectant sa confidentialite´
Dans le chapitre pre´ce´dent, nous avons vu que des descriptions accessibles structure´es suf-
fisent a` garantir un diagnostic distribue´ correct. Dans le cas des syste`mes d’interactions, nous
avons montre´ que les descriptions accessibles structure´es e´taient ne´cessaires. Ainsi autant concen-
trer tout l’effort sur cette construction sur sa qualite´, puisqu’elle est indispensable. C’est donc
tout naturellement que nous chercherons dans ce chapitre a` transformer la description d’un sys-
te`me vers un syste`me structure´ en vue de le diagnostiquer. Nous introduisons dans ce chapitre
la de´composition arborescente de syste`mes distribue´s. Nous avons vu que la de´composition ar-
borescente, introduite par Robertson et Seymour [RS86] est une technique bien connue qui a
permis d’acce´le´rer la re´solution de nombreux proble`mes difficiles. Elle a pour but de transformer
la repre´sentation graphique d’un proble`me vers un arbre de clusters de telle sorte que toutes
les variables lie´es dans le graphe initial apparaissent ensemble dans un des clusters de variables
de l’arbre re´sultat. Une fois le syste`me de´compose´, le temps de calcul du diagnostic distribue´
pourra eˆtre borne´ pour de nombreux proble`mes. Au dela` de la ne´cessite´ de de´composer, c’est
cette proprie´te´ qui explique pourquoi la de´composition arborescente a e´te´ largement e´tudie´e dans
un contexte centralise´ (par exemple la the´orie des graphes [RS86], l’optimisation de contraintes
[KDLD05, Dec06, JNT07], la planification [GG02], les bases de donne´es [GLS00, DGG+08], ou
encore la repre´sentation des connaissances [HD07, SBH07, FdGJ09], mais aussi dans un contexte
distribue´ (c-a`-d l’optimisation de contraintes distribue´es [PF05, EBBB08, LF11]). Intuitivement,
la de´composition arborescente guide le me´canisme de raisonnement par l’interme´diaire du re´-
seau, tout en bornant le nombre de messages. Dans notre contexte distribue´, afin de garantir un
temps de re´ponse, il est en effet essentiel de pouvoir borner le nombre maximal de messages.
Lorsqu’un syste`me est de´compose´ en sous-syste`mes, le temps et l’espace me´moire ne´cessaire
a` sa re´solution sont borne´s par une exponentielle de´pendant du nombre maximal de variables
du plus large sous proble`me (c-a`-d la largeur de la de´composition). De nombreuses applications
reposent sur de bonnes de´compositions arborescentes, et de nombreuses classes polynomiales
sont base´es sur l’existence d’une bonne de´composition. En raison de son impact exponentiel sur
la borne de complexite´, meˆme une petite ame´lioration dans la qualite´ de la de´composition peut
conduire a` des ame´liorations importantes en pratique.
Toutefois, lorsque le syste`me est intrinse`quement distribue´, ou soumis a` une politique de
confidentialite´ (aucun pair ne peut avoir une vue globale du syste`me), de nouveaux algorithmes
85
Chapitre 5. De´composition d’un syste`me distribue´ vers un re´seau structure´ respectant sa confidentialite´
doivent eˆtre explore´s. Par exemple, l’ajout d’un lien d’accointance entre deux pairs peut ne pas
eˆtre possible (seulement des liens d’accointances existant de´ja` peuvent eˆtre utilise´s). De plus,
en toute ge´ne´ralite´, le contexte distribue´ ne se restreint pas aux syste`mes d’interactions (c-a`-d
syste`mes ou` deux pairs qui partagent une variable commune doivent eˆtre directement relie´s par
le re´seau) comme c’est le cas dans les travaux de CSPs distribue´s.
Dans ce chapitre, nous proposons d’explorer le cas ge´ne´ral, c’est a` dire lorsque les liens entre
les pairs ne sont pas de´pendants du vocabulaire partage´. Aussi nous chercherons a` satisfaire
une politique d’acce`s particulie`re ou` les variables locales restent confidentielles aux pairs ou`
elles apparaissent. Dans ce contexte, nous proposons un nouvel algorithme de de´composition
arborescente distribue´e, base´ sur des e´lections locales avec passage d’un jeton. L’utilisation d’un
jeton est ne´cessaire pour e´viter que des de´cisions concurrentes soient prises. Nous concluons ce
chapitre par une analyse expe´rimentale de notre algorithme sur les familles de re´seaux petit
monde, et montrons que les arbres joints produits sont nettement meilleurs que l’e´tat de l’art
des algorithmes distribue´s, tout en s’adressant a` des re´seaux plus ge´ne´raux.
5.1 De´composition Arborescente Distribue´e (DAD)
Dans cette section nous rappelons tout d’abord la de´finition de de´composition arborescente
de´finie par Robertson et Seymour. Nous montrons que cette de´finition ne peut s’appliquer a`
notre contexte distribue´ ou` il est ne´cessaire de respecter les liens d’accointances du syste`me ainsi
que la confidentialite´ du vocabulaire local.
5.1.1 La de´composition arborescente en centralise´
Introduit par Robertson et Seymour [RS86], la de´composition arborescente a e´te´ applique´e
dans de nombreux proble`mes. Par exemple, elle a e´te´ notamment applique´e au diagnostic de cir-
cuits e´lectroniques par Fattah et Dechter [FD95]. Dans ce travail, un graphe mode´lise l’ensemble
des e´quations de´crit par un circuit. Chaque noeud du graphe est e´tiquete´ par une variable,
et chaque areˆte mode´lise un lien se´mantique entre les variables apparaissant dans une meˆme
e´quation.
La Figure 5.1 gauche montre un proble`me de´crit par une conjonction de formules Φi (une
formule peut repre´senter par exemple une contrainte, une proprie´te´, ou encore dans notre cadre
du diagnostic la description d’un composant d’un sous-syste`me). Sur la droite, nous montrons le
graphe d’interactions correspondant ou` chaque noeud est e´tiquete´ par une variable et ou` il existe
un lien entre deux noeuds si les variables qui les e´tiquettent apparaissent dans une meˆme formule.
Par exemple, en gris clair, nous entourons les parties du graphe d’interactions repre´sentant Φ1,
Φ2 et Φ3 du proble`me initial.
La de´composition arborescente d’un graphe d’interactions est un arbre de clusters de variables
respectant la running intersection et pre´servant les liens de de´pendances entre les variables. Nous
rappelons ici la de´finition de Robertson et Seymour [RS86] en gardant a` l’esprit qu’un sommet
du graphe initial correspond a` une variable.
De´finition 5.1 (De´composition arborescente[RS86]) Une de´composition arborescente d’un
graphe G est un couple (χ, T ) pour laquelle T = (CT,F ) est un arbre ou` F mode´lise l’inter-
de´pendance entre les clusters cti ∈ CT . χ = {χcti : cti ∈ CT} est un ensemble de sous-ensembles
de sommets de (G) t.q. chaque χcti repre´sente l’ensemble des sommets du cluster cti. La de´com-
position arborescente satisfait les proprie´te´s suivantes :
86
5.1. De´composition Arborescente Distribue´e (DAD)
Figure 5.1 – Description d’un proble`me en centralise´ (gauche), son graphe d’interactions (droite)
1. ∪
cti∈CT
χcti = sommets(G),
Tout sommet du graphe initial apparaˆıt dans au moins un des clusters. Un cluster ne
contient pas de nouveau sommet.
2. ∀{x, y} ∈ G,∃cti ∈ CT t.q. {x, y} ∈ χcti
Chaque paire de variables connecte´es par une areˆte dans le graphe initial se retrouve dans
au moins un des clusters (conformite´ des de´pendances).
3. ∀cti, ctj , ctk ∈ CT , si ctk est sur le chemin de cti a` ctj dans T , alors χcti ∩ χctj ⊆ χctk ,
Deux clusters contenant un meˆme sommet sont connecte´s par d’autres clusters qui contiennent
aussi ce sommet (running intersection).
L’arbre de clusters re´sultant de la de´composition arborescente est aussi appele´ arbre joint (il
ve´rifie la proprie´te´ de running intersection). En plus, cet arbre ve´rifie (par la conformite´ des
de´pendances) que toutes les variables apparaissant dans une meˆme formule et lie´es a` travers le
graphe d’interactions, apparaissent aussi dans un meˆme cluster. Cette proprie´te´ nous permettra
de redistribuer chaque formule du proble`me initial vers les clusters de l’arbre joint.
La Figure 5.2 repre´sente la de´composition arborescente du graphe d’interactions de la Figure
5.1. On peut ve´rifier que chaque sommet e´tiquete´ par une variable dans le graphe d’interactions
appartient a` au moins un des clusters de la de´composition arborescente. De plus on peut noter que
l’ensemble des clusters {ct2, ct5, ct7, ct6, ct3} contenant l1 est connecte´ a` travers un chemin. Ainsi
la running intersection est satisfaite pour l1. Il est facile de ve´rifier que la running intersection
est satisfaite pour toutes les autres variables.
La repre´sentation graphique usuelle d’un proble`me par son graphe d’interactions et l’ope´ra-
tion de de´composition e´voque´e ci-dessus ne mode´lisent que les interde´pendances se´mantiques de
variables apparaissant dans une meˆme formule. Cette repre´sentation graphique n’est pas adap-
te´e a` notre contexte distribue´. En effet, la de´composition arborescente telle que de´finie ci-dessus
ne permet pas de ve´rifier que l’arbre de clusters re´sultat respecte les accointances des pairs ou
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Figure 5.2 – De´composition arborescente de la Figure 5.1
encore la confidentialite´ des variables partage´es. Il est donc ne´cessaire d’adapter cette de´finition
a` notre contexte distribue´.
5.1.2 La de´composition arborescente distribue´ avec confidentialite´
Dans notre contexte distribue´, chaque pair connaˆıt un sous-ensemble de formules auxquelles
il a acce`s et peut interagir avec ses voisins dans le but de re´soudre un proble`me global. Nous
rappelons que nous avons repre´sente´ par un syste`me accessible une description du syste`me global
auquel chaque pair a acce`s. Lors de la caracte´risation des syste`mes accessibles garantissant un
diagnostic distribue´ correct, nous avons mode´lise´ a` travers le sche´ma d’un syste`me accessible a`
la fois les liens d’accointances et la re´partition du vocabulaire auquel chaque pair a eu acce`s.
La Figure 5.3 (a` droite) montre un exemple de sche´ma du syste`me distribue´ (a` gauche). On
notera par exemple que p1 et p3 ont en commun la variable h sans pour autant la partager dans
le re´seau par un lien direct comme ce serait le cas dans un graphe d’interactions ou son graphe
dual. Sans perte de ge´ne´ralite´ nous conside´rons que deux pairs voisins dans le sche´ma partagent
au moins une variable.
C’est a` partir du sche´ma d’un syste`me que nous adaptons la de´finition de de´composition
arborescente introduite par Robertson et Seymour [RS86] pour l’appliquer au contexte distribue´.
De´finition 5.2 (De´composition arborescente distribue´ (DAD)) Soit G((P, V ), ACQ) le
sche´ma d’un syste`me distribue´, un arbre de cluster T ((CT,χ), F ) t.q. chaque cluster ct ∈ CT
est e´tiquete´ par un ensemble de variables χ(ct), est une de´composition arborescente distribue´e
de G ssi il existe γ : CT → P (qui repre´sente la provenance des clusters) t.q. :
1.
⋃
p∈P
V (p) =
⋃
ct∈CT
χ(ct) (conformite´ du vocabulaire)
2. ∀p ∈ P,∃ct ∈ CT t.q. V (p) ⊆ χ(ct) (conformite´ des de´pendances).
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Figure 5.3 – Gauche : syste`me distribue´ de la Figure 5.1. Droite : Son sche´ma
3. ∀ct, ct′, ct” ∈ CT , si ct′ est sur le chemin de ct a` ct” dans T , alors χ(ct) ∩ χ(ct”) ⊆ χ(ct′)
(running intersection).
4. ∀{ct, ct′} ∈ F :
– γ(ct) = γ(ct′) ou
– {γ(ct), γ(ct′)} ∈ ACQ
Chaque cluster est cre´e´ par un pair. Deux clusters voisins proviennent du meˆme pair ou
de pairs voisins dans le sche´ma. (conformite´ des accointances)
5. ∀ct ∈ CT,∀v ∈ χct : K(γ(ct), v) = vrai. Les variables d’un cluster respectent la politique
d’acce`s du pair contenant le cluster. (conformite´ de la politique d’acce`s)
Dans la de´finition ci-dessus Les trois premie`res proprie´te´s de la de´composition arborescente
distribue´e sont similaires aux proprie´te´s de la de´finition 5.1 de Robertson et Seymour. La de´-
composition arborescente distribue´e d’un sche´ma conserve son vocabulaire, les de´pendances des
variables lie´es a` travers le vocabulaire de chaque pair et la running intersection. Nous avons
aussi besoin d’ajouter deux autres proprie´te´s pour adapter la DAD a` notre contexte distribue´.
La conformite´ des accointances correspond a` la proprie´te´ suivante : un cluster est cre´e´ par un
unique pair et un pair cre´e au moins un cluster (si sa formule n’est pas vide) et possiblement plu-
sieurs. Ici un cluster n’est pas abstrait, il peut eˆtre vu comme un ensemble de variables localise´es
chez un pair. De plus, toute interaction entre clusters suit le graphe d’accointances du sche´ma.
Notre politique d’acce`s est exprime´e a` travers la cinquie`me proprie´te´. Dans notre mode´lisation,
un cluster n’est pas une unite´ abstraite. C’est un ensemble de variable provenant possiblement
de plusieurs pairs mais localise´ chez un unique pair a` partir duquel le cluster respecte la politique
d’acce`s. Ainsi un cluster he´berge´ par un pair respecte la politique d’acce`s de ce pair. Dans la
suite nous nous inte´ressons a` une DAD suivant une politique d’acce`s particulie`re qui pre´serve la
confidentialite´ des variables locales.
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De´finition 5.3 (Politique de confidentialite´ des variables locales) Une politique d’acce`s
K : P, V → {⊤,⊥} respecte la confidentialite´ des variables locales ssi pour toute variable v ∈ V :
1. soit v est une variable locale (c-a`-d il existe un unique pair p t.q. : K(p, v) = ⊤) ou
2. soit v est une variable partage´e (c-a`-d pour tout p : K(p, v) = ⊤)
Figure 5.4 – Une de´composition arborescente distribue´e avec confidentialite´ du sche´ma Fi-
gure 5.3
On remarquera que, dans la Figure 5.3, certaines variables particulie`res (note´es li), appa-
raissent uniquement dans le vocabulaire de certains pairs. Nous utilisons cette notation pour
repre´senter ces variables comme locales, les autres variables comme e´tant partage´es. La pro-
prie´te´ de confidentialite´ s’assure que les variables locales restent locales (c-a`-d aucune variable
locale ne peut eˆtre envoye´e a` un autre pair du syste`me). Applique´e a` la de´composition arbo-
rescente distribue´e, notre politique de confidentialite´ ve´rifiera que tout cluster cre´e´ par un pair
p pourra contenir n’importe quelle variable partage´e, issue de n’importe quel pair du syste`me
mais ne pourra contenir que les variables locales du pair p.
Proprie´te´ 5.1 (DAD avec confidentialite´ des variables locales) L’arbre joint T ((CT,χ), F )
est une de´composition arborescente distribue´e respectant la confidentialite´ des variables locales
de G ((P ,V ),ACQ) ssi
1. T est une de´composition arborescente distribue´e de G ou` les clusters cre´e´s par chaque pair
p sont repre´sente´s la fonction γ(p).
2. ∀p, ∀v ∈ Vp :
(a) si v 6∈ Vp′ (p 6= p
′) alors ∀ct γ(ct) 6= p et v ∈ χ(ct)
Si v est une variable locale a` un pair p, tout cluster non cre´e´ par p ne contient pas la
variable v.
(b) si v ∈ Vp′, p 6= p
′ alors ∃ct v ∈ χ(ct)
Si v est une variable partage´e entre p et p′, elle apparaˆıt dans un cluster quelconque.
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La Figure 5.4 est une de´composition arborescente distribue´e respectant la confidentialite´ et
les accointances de la Figure 5.3. Pour tout lien entre clusters de l’arbre joint distribue´, il existe
un lien entre les pairs ayant cre´e´ ces clusters. Les variables li locales au pair pi ne figurent
que dans le vocabulaire d’un cluster cre´e´ par pi. A` l’oppose´, les variables partage´es t.q. c et
f garantissent la running intersection. La Figure 5.4 respecte la confidentialite´ alors qu’une
de´composition arborescente classique comme c’est le cas de la Figure 5.2 ne respecte pas la
proprie´te´ de confidentialite´ (les variables locales de pairs distincts apparaissent dans un meˆme
cluster). De plus, tout comme pour la de´composition arborescente, on pourra ve´rifier pour une
DAD respectant la confidentialite´ que toutes les formules d’un syste`me sont couvertes par le
vocabulaire des clusters de l’arbre joint distribue´ re´sultat.
5.2 De´composer a` travers un arbre couvrant distribue´
A` notre connaissance, il n’existe pas ou peu de travaux s’e´tant attaque´s a` la proble´matique
de de´composition arborescente distribue´e respectant a` la fois les accointances des pairs et la
confidentialite´ des variables locales. Toutefois, il est facile de constater que le respect des accoin-
tances du sche´ma d’un syste`me peut eˆtre obtenu par un arbre distribue´ couvrant l’ensemble des
pairs du syste`me. A` partir de cet arbre couvrant, on propagera certaines variables partage´es afin
de respecter la running intersection tout en garantissant la confidentialite´ des variables locales.
C’est ce processus (la propagation Xor) que nous de´crivons dans cette section. Tout d’abord
nous pre´sentons les protocoles de construction d’arbre couvrant distribue´ qui ont servi a` la re´-
solution de proble`mes difficiles tq (DCSP, DCOPS [PF05]) et qui implicitement construisent un
arbre joint distribue´. Ensuite, a` partir d’un arbre couvrant distribue´ nous pre´sentons un nouvel
algorithme la Propagation XOR capable de construire un arbre joint distribue´ respectant la
confidentialite´ du vocabulaire et les accointances des pairs.
5.2.1 Construction d’un arbre couvrant distribue´
Il existe un lien e´troit entre la recherche d’une bonne de´composition arborescente d’un pro-
ble`me et la recherche d’un bon ordre d’e´limination de variables, ou encore une bonne triangula-
tion [Gol80, JJ94, JNT05]. Cependant, dans un contexte distribue´, seulement un ordre d’e´limi-
nation base´ sur des me´thodes d’exploration simples t.q. DFS (recherche en profondeur d’abord)
[PF05] et BFS (recherche en largeur d’abord) [EBBB08] ont e´te´ propose´es. Dans la suite nous
pre´sentons diffe´rents protocoles distribue´s qui a` partir d’un graphe d’accointances G(P,ACQ)
construisent un arbre couvrant distribue´ T (P,E) t.q pour tout arc (parent, f ils) de E il existe
une arreˆte {parent, f ils} ∈ ACQ. On dira que p′ est le voisin de p ssi {p′, p} ∈ ACQ. On dira
que p est le parent de f ssi (p, f) ∈ E. L’arbre couvrant distribue´ T (P,E) est induit par un
ensemble de liens parents de chaque pair de P . Nous illustrons chaque protocole de construction
d’arbre distribue´ par un arbre joint. Cet arbre joint est le re´sultat de l’exe´cution du protocole
distribue´ Propagation Xor ( pre´sente´ section 5.2.2) sur l’arbre couvrant T (P,E).
5.2.1.1 Le flooding
L’algorithme de flooding est la fois la me´thode de construction d’arbre couvrant la plus
simple mais aussi la plus rapide. Initialement un pair initiateur diffuse un message EXPLORA
TION a` tous ses voisins. Un pair qui rec¸oit un message EXPLORATION pour la premie`re
fois d’un voisin le diffuse a` son tour a` ses autres voisins. La diffusion progressive du message
d’EXPLORATION inonde le re´seau et atteint tous les pairs du syste`me. Dans le but de
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Figure 5.5 – Arbre joint distribue´ du sche´ma Figure 5.3 (Flodding et Propagation Xor)
construire un arbre couvrant, tout pair diffe´rent du pair initiateur enregistre le premier voisin
dont il rec¸oit un message comme parent. Lorsque le flooding aura atteint tout le syste`me, chaque
pair aura enregistre´ un parent. L’ensemble des liens parents enregistre´s par chaque pair formera
ainsi un arbre couvrant distribue´ enracine´ au pair initiateur.
Algorithme 1: Flooding
Entre´e: un graphe d’accointances G(P,ACQ)
Sortie: un arbre distribue´ T (P,E) induit par les liens parents
(1) p rec¸oit EXLORATION d’un voisin p′
(2) if parent = null
(3) parent← p′
(4) envoie EXLORATION aux autres voisins
En toute ge´ne´ralite´, sous l’hypothe`se d’une transmission de message en temps uniforme,
un parcours par flooding permet une exploration rapide du re´seau, la complexite´ en temps est
de l’ordre du diame`tre D du re´seau. La complexite´ en nombre de messages est de l’ordre du
nombre de liens |ACQ| du re´seau. Si un pair recevant un message EXPLORATION re´pond
a` l’expe´diteur, la terminaison pourra eˆtre de´tecte´e lorsque chaque pair aura rec¸u un moins un
message de tous ses voisins.
La Figure 5.5 repre´sente une possible de´composition arborescente induite par une exploration
par inondation et par la propagation XOR que nous pre´sentons par la suite (section 5.2.2).
Dans cette figure les areˆtes mises en gras mettent en relief l’arbre construit a` partir du pair
p1. Nous reviendrons dans la suite sur la construction d’un arbre joint a` partir d’un arbre
couvrant. L’arbre couvrant issu d’une exploration par inondation est tre`s sensible au temps
de communication des diffe´rents canaux constituant les liens d’accointances du re´seau. Dans la
Figure 5.5 comme le canal de communication entre p1 et p2 est lent, le parcours par inondation a
le temps d’explorer les liens (p1, p4), (p4, p3), (p3, p2) avant que le message d’exploration lance´ sur
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le lien (p1, p2) n’arrive a` p2. Si le temps de communication des liens d’accointances est identique
alors l’exploration par inondation est similaire a` un parcours distribue´ de BFS a` travers le re´seau.
Nous de´taillerons ce parcours a` la section suivante. La premie`re qualite´ d’une construction d’un
arbre joint par un protocole d’inondation est la rapidite´. C’est pourquoi nous avons suivi ce
protocole dans nos premiers travaux sur le diagnostic de syste`mes distribue´s (cf. Armant et al
[ADS08]). Toutefois, nous nous sommes vite rendu compte que la qualite´ de la de´composition
arborescente ne nous permettait pas de diagnostiquer des syste`mes de pairs de taille importante.
En effet, bien que rapide, l’arbre induit par une exploration par inondation ne tient pas du tout
compte de la largeur arborescente de l’arbre joint distribue´ en cours de construction. Or la
largeur arborescente un parame`tre de´terminant qui nous permet de passer a` l’e´chelle.
5.2.1.2 BFS distribue´
Dans le cadre de la re´solution de COP distribue´s, les travaux de Elzahir et al [EBBB08]
orientent la recherche de solutions par la construction d’un arbre distribue´ graˆce a` un parcours
en largeur d’abord. Dans ce cas, la de´composition arborescente est implicite et conduit le rai-
sonnement distribue´ des feuilles vers la racine pour le calcul d’une solution optimale. D’autre
part, les travaux de GrunBach et Wu [GW10] appliquent la de´composition arborescente a` la
ve´rification de programmes, toujours en se basant sur un parcours BFS.
Dans la litte´rature des algorithmes distribue´s, l’algorithme BFS se ge´ne´ralise par la recherche
du plus court chemin a` partir d’une racine. Nous rappelons les principes de la recherche du plus
court chemin propose´ par Dijkstra [Dij59]. Nous de´taillons ensuite l’algorithme de Bellman-Ford
[Bel58, RB62] qui est plus rapide mais ne´cessite plus de messages que Dijkstra.
Les algorithmes distribue´s de´rive´s de l’approche de Dijkstra, de construction d’arbres sont
gloutons et ite´ratifs. Initialement un pair est choisi comme racine. A` la premie`re ite´ration les
voisins de la racine l’ajoutent comme parent. A` l’ite´ration d, sont ajoute´s a` l’arbre en construction
les pairs a` distance d de la racine. En distribue´, le passage du niveau d a` d+1 se traduit par un
retour arrie`re vers la racine.
L’algorithme de Bellman-Ford calcule la distance la plus courte a` la racine par inondation sur
tous les chemins. Le meilleur pre´de´cesseur devient le parent dans l’arbre. Chaque pair maintient
une variable dmin enregistrant la distance minimum rec¸u. dmin est initialise´e a` ∞. Initialement
le pair racine envoie 1 a tous ses voisins.
Algorithme 2: BFS Distribue´
Entre´e: un graphe d’accointances G(P,ACQ)
Sortie: un arbre distribue´ T (P,E) induit par les liens parents
(1) p rec¸oit d d’un voisin p′
(2) if d < dmin
(3) dmin ← d
(4) parent← p′
(5) envoie dmin + 1 aux autres voisins
A` la figure 5.6 nous illustrons la construction d’un arbre joint induit par un parcours BFS
et la Propagation Xor (cf section 5.2.2). Les liens de l’arbre couvrant construit sont mis en
gras. Nous constatons que les chemins de l’arbre repre´sentent pour chaque pair la plus courte
distance d’un pair a` la racine (p1). L’algorithme Bellman-Ford s’exe´cute en O(diame`tre). Le
diame`tre d’un graphe est la plus grande distance se´parant deux sommets du graphe. Ce temps
d’exe´cution est moindre que l’algorithme DFS Distribue´ (que nous pre´senterons a` la section
suivante) et est particulie`rement rapide pour les re´seaux petit monde qui se caracte´risent par
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Figure 5.6 – Arbre joint distribue´ du sche´ma Figure 5.3 (BFS et Propagation Xor)
un faible diame`tre. Ne´anmoins la complexite´ en nombre de messages est en O(|V | ∗ |E|). Tout
comme l’exploration par inondation, le parcours BFS distribue´ construira tre`s rapidement une
de´composition arborescente a` travers un arbre distribue´. Cependant, nous avons constate´ ex-
pe´rimentalement que la qualite´ des de´compositions arborescentes induite par BFS pouvait eˆtre
significativement ame´liore´e.
5.2.1.3 DFS distribue´
Toujours dans le domaine de l’optimisation de contraintes distribue´, l’algorithme DFS distri-
bue´ est la re´fe´rence permettant d’ordonner les diffe´rents agents charge´s de la re´solution des
proble`mes d’optimisation. Il est utilise´ dans [PF05, FLP08] afin de structurer le re´seau de
contraintes. Ce protocole visite un a` un tous les pairs du re´seau. Initialement un pair est choisi
comme racine de l’arbre. Il est visite´. La racine choisit un voisin et lui envoie un message
FORWARD. A` la re´ception d’un message FORWARD, si le pair n’a pas encore e´te´ visite´ (c-
a`-d : n’a jamais rec¸u de message FORWARD ligne 3 ), il enregistre l’expe´diteur comme parent
et transmet le message FORWARD a` un voisin non encore visite´ pre´sent dans la liste voisins-
NonVisite´s. Si le pair a de´ja` e´te´ visite´ il envoie un message Return a` son parent. L’ensemble
voisinsNonVisite´s comprend tous les voisins p′ de p pour lesquelles p n’a rec¸u ni de messages
FORWARD ni de messages RETURN .
Contrairement aux me´thodes de Flooding et BFS pre´sente´es pre´ce´demment, il est possible
d’orienter le protocole distribue´ de DFS afin d’ame´liorer la qualite´ de l’arbre joint. Cette orienta-
tion s’effectue par la primitive prochain qui se´lectionne parmi les voisins non visite´s le prochain
noeud a` visiter. Nous avons teste´ diffe´rentes heuristiques, celle qui retourne de meilleurs re´sultats
est connue sous le nom de MCS (Max Cardinality Set). Applique´e a` notre contexte distribue´ elle
consiste a` orienter l’exploration vers le pair ayant le plus large vocabulaire.
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Algorithme 3: DFS Distribue´
Entre´e: un graphe d’accointances G(P,ACQ)
Sortie: un arbre distribue´ T (P,E) induit par les liens parents
(1) p rec¸oit FORWARD d’un voisin p′
(2) retire p′ de voisinsNonVisite´s
(3) if non visite´
(4) parent← p′
(5) if voisinsNonV isits 6= null
(6) envoie FORWARD a` prochain(voisinsNonVisite´s)
(7) else
(8) envoie RETURN a` p′
(9) else
(10) envoie RETURN a` p′
(12)p rec¸oit RETURN de p′
(13) retire p′ de voisinsNonVisite´s
(14) if voisinsNonV isits 6= null
(15) envoie FORWARD a` prochain(voisinsNonVisite´s)
(16) else
(17) if p est racine
(18) fin
(19) else
(20) envoie RETURN a` p′
Nous illustrons a` la Figure 5.7 un arbre couvrant construit par un parcours distribue´ DFS
oriente´ par l’heuritique MCS. L’exe´cution du protocole distribue´ de DFS passe par tous les liens
du re´seau et est plus lente que les me´thodes BFS ou Flooding vues jusqu’alors. Il a une complexite´
en temps et en nombre de messages de 2∗|ACQ|. Nous rappelons que dans un syste`me distribue´ le
temps se mesure en nombre de messages non concurrents. Dans une version optimise´e, Sharma et
al [SMI89] puis Makki et Havas [MH96] ont propose´ d’enregistrer dans le message FORWARD
les pairs de´ja` visite´s (les anceˆtres). Cette optimisation permet a` DFS Distribue´ de s’exe´cuter en
O(2∗ |V |). Compte tenu de la qualite´ de son arbre joint nous conside´rons que l’algorithme DFS
Distribue´ est la meilleur alternative pour la construction d’arbres joints couvrant distribue´s.
5.2.2 De l’arbre couvrant distribue´ a` l’arbre joint distribue´
Supposons maintenant qu’un arbre distribue´ T (P,E) a e´te´ construit par l’un des protocoles
vu pre´ce´demment (Flooding, BFS Distribue´, DFS Distribue´). Chaque pair p a la connaissance
de son parent et des fils par les primitives parent(p) ∈ P et Fils(p) ⊆ P .
Dans un contexte centralise´, il existe diffe´rents protocoles qui, e´tant donne´ un ordre sur les
variables, sont capables de construire une de´composition arborescente d’un syste`me. C’est par
exemple le cas de l’algorithme Bucket Elimination[Dec99] ou plus particulie`rement du protocole
JTC de Dechter [Dec06] qui construit une de´composition arborescente des feuilles vers la racine.
Cet algorithme que nous de´taillerons dans la section suivante e´limine une a` une chaque variable
du proble`me et construit simultane´ment les clusters de l’arbre joint re´sultat. Une variable e´limi-
ne´e n’apparaˆıt pas dans les nouveaux clusters cre´e´s. Cette de´composition arborescente se base
sur un graphe d’interactions pour lequel il a e´te´ possible de lier chaque variable du proble`me
initial a` toutes les autres variables avec qui elle apparaˆıt dans une meˆme fonction. Or, dans
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Figure 5.7 – Arbre joint distribue´ du sche´ma Figure 5.3 (DFS - MCS et Propagation Xor)
un contexte distribue´, une meˆme variable pourra figurer dans la description de pairs diffe´rents
n’e´tant pas ne´cessairement connecte´s par un lien d’accointance. En raison des accointances et de
la confidentialite´, il ne sera pas toujours possible de construire le graphe d’interactions des pairs.
Pour contourner cet obstacle nous introduisons un nouvel algorithme : la ProjectionXor qui, a`
partir du vocabulaire partage´ et des accointances de chaque pair d’un sche´ma G((P, V ), ACQ),
construit un arbre joint distribue´ T ((P, χ), E) a` partir de l’arbre distribue´ T (P,E) tout en respec-
tant la confidentialite´ et les accointances de G. Nous rappelons que le sche´ma G((P, V ), ACQ)
d’un syste`me reprend les informations de son graphe d’accointances G((P,ACQ) pour lequel
chaque pair p ∈ P est associe´ a` un vocabulaire V (p).
De fac¸on ge´ne´rale, la Propagation XOR consiste a` propager uniquement des variables des
feuilles vers la racine d’un arbre de´ja` construit ou en construction afin que la re´partition des
variables respecte la running intersection et que l’on puisse obtenir un arbre joint. Ce protocole
garde les variables locales locales. Afin d’arreˆter automatiquement la propagation des variables
partage´es (car aucun pair n’a la vue du sche´ma global) nous introduisons le XOR de couples
(variable, areˆte) : (v, {p, p′}) ou` v est une variable partage´e entre p et un voisin p′ t.q. a = {p, p′}.
Intuitivement, le XOR entre deux ensembles de couples (variable, areˆte) sh sh′ ne retourne que les
couples apparaissant uniquement dans l’un ou l’autre des ensembles sh et sh′. Les autres couples
sont filtre´s. C’est par cette ope´ration que nous pouvons arreˆter la propagation des variables
partage´es. Plus formellement, initialement chaque pair p maintient une structure sh(p), ”shared
de p”, de´finie par un ensemble de couples (variable, areˆte) t.q. sh(p) = {(v, {p, p′}) t.q. v ∈ V (p)∩
V (p′)), {p, p′} ∈ ACQ}). En pratique une areˆte a pourra eˆtre encode´e par un nume´ro unique
afin de pre´server la confidentialite´ des pairs auxquelles elle est rattache´e. Notons vars(sh) =
{v|(v, a) ∈ sh} l’ensemble des variables de sh. Initialement vars(sh) repre´sente aussi l’ensemble
96
5.2. De´composer a` travers un arbre couvrant distribue´
des variables partage´es de p. Lors de l’exe´cution de la propagation Xor et de la structure sh(p)
sera enrichie d’autres variables partage´es de fac¸on a` repre´senter les variables partage´es du sous-
arbre enracine´ en p. Les variables locales a` p ne sont partage´es par aucun lien d’accointance
(p, p′).
A` toutes les e´tapes de la propagation XOR aucune variable locale n’apparaitra
dans sh(p).
C’est cette dernie`re remarque qui nous permettra de garantir que la construction de la
de´composition arborescente respecte la confidentialite´ des variables locales.
Toutefois, dans le but de satisfaire la running intersection, il sera ne´cessaire de propager cer-
taines variables partage´es a` travers les liens de l’arbre couvrant T (P,E) pre´ce´demment construit
par l’un des algorithmes vu a` la section pre´ce´dente. Pour cela, nous introduisons la Propagation
Xor de couples (variable, areˆte). Comme son nom l’indique cette propagation se base sur une
ope´ration Xor (diffe´rence syme´trique) que nous de´finissons tout de suite.
De´finition 5.4 (Xor de couples (variable, areˆte)) Soient sh et sh′ deux ensembles de couples
(variable, areˆte) on de´finit le Xor de sh et de sh′ par l’ope´ration suivante :
sh⊕ sh′ = {(v, a) ∈ (sh ∪ sh′) \ (sh ∩ sh′)} (5.1)
L’ope´ration Xor entre sh et sh′ retient tous les couples (v, a) provenant exclusivement de sh ou
de sh′. Il supprime de l’ensemble re´sultat tous les couples (v, a) apparaissant a` la fois dans sh
et sh′.
Nous illustrons Figure 5.8 l’ope´ration Xor applique´e aux structures ”sh” (variable, areˆtes)
des pairs p2 et p3. Supposons ici que le pair p2 est le fils du pair p3 dans l’arbre T . sh(p2) (resp.
sh(p3)) de´note l’ensemble de couples (variables, areˆtes) de p2 (resp. p3). vars(sh(p2)) repre´sente
l’ensemble des variables partage´es de p2, de meˆme pour vars(sh(p3)). shT (p3) de´note la mise a`
jour des couples (variables, areˆtes) de p3 de´crivant l’ope´ration sh(p3)⊕sh(p2) . Nous remarquons
par exemple que les variables {a, b} disparaissent alors que la variable h contient encore une areˆte
”ouverte” (p1, p3) qui se fermera lors de la rencontre avec le premier anceˆtre commun entre p1
et p2.
Figure 5.8 – Ope´ration Xor
Maintenant que nous avons de´fini l’ope´ration de base entre ensembles (variable, areˆte) nous
de´crivons la Propagation Xor permettant la construction d’un arbre joint. Initialement les feuilles
(c-a`-d les pairs p t.q. Fils(p) = ∅) font remonter les couples (variable, areˆte) vers la racine par
leurs liens parents (ligne 4-5). Un pair p qui rec¸oit un ensemble sh(p′) d’un fils p′ le compose par
l’ope´ration Xor avec son ensemble sh(p) courant (ligne 8-9). Lorsqu’un pair a rec¸u l’ ensemble
sh(p′) de tous ses fils (ligne 10-11), il fait remonter son ensemble sh(p) mis a` jour par son
lien parent (ligne 13). A` cette e´tape, si p est l’anceˆtre commun des pairs p′ et p”, tous les
couples (v, {p′, p”}) sont e´carte´s de sh(p), c’est le but de la propagation XOR(ligne 9). Les
autres couples en provenance de p et de ses descendants ont e´te´ conserve´s. La Propagation Xor
se termine localement lorsqu’un pair a rec¸u un message sh(p′) de tous ses fils p′. Elle se termine
globalement lorsque la racine a rec¸u un message de tous ses fils.
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Algorithme 4: Propagation Xor (de couples de (variable, areˆte))
Entre´e: un arbre couvrant distribue´ T (P,E) construit sur le sche´ma G((P, V ), ACQ)
Sortie: un arbre joint distribue´ T ((CT,χ), E)
(1) // initialisation, sh(p) lie chaque variable partage´e v de p a` chaque couple de pair {p, p′}
ou` elle est pre´sente
(2) sh(p)← {(v, {p, p′}) t.q. v ∈ V (p) ∩ V (p′)), {p, p′} ∈ ACQ}
(3) if p est une feuille de T
(4) χ(p)← V (p)
(5) envoie sh(p) a` parent
(6)
(7) // remonte´e des feuilles vers la racine
(8) if p rec¸oit sh(p′) d’un fils p′
(9) sh(p)← sh(p′)⊕ sh(p)
(10) if p a rec¸u un msg de tous ses fils
(11) χ(p)← V (p) ∪ vars(sh(p))
(12) if p n’est pas la racine
(13) p envoie sh(p) a` son parent
Nous montrons maintenant que le protocole Propagation Xor traverse l’arbre des feuilles vers
la racine et construit la de´composition arborescente d’un sche´ma G a` l’aide de l’arbre T , de la
structure sh(p), et de l’ensemble de variables χ(p). Conservons la notation sh(p) pour de´signer
l’ensemble des couples (variable, areˆte) cre´e´ initialement dans chaque pair p. Notons shT (p) la
mise a` jour de sh(p) induite par le Xor des sh(p′) rec¸us des fils p′ de p (ligne 9). On a :
shT (p) =


sh(p) si p est une feuille
sh(p)
⊕
f∈F ils(p)
shT (f) sinon
De meˆme, a` partir de shT et de la ligne 11 de l’algorithme de Propagation Xor, nous de´duisons
que le vocabulaire porte´ a` la connaissance de chaque pair p se mode´lise par la fonction :
χ(p) = V (p)
⋃
f∈F ils(p)
vars(shT (f)).
χ(p) associe a` chaque pair p son vocabulaire initial V (p) ainsi que les variables partage´es du
sous-arbre de T enracine´ en p.
Proprie´te´ 5.2 (Running intersection induite par la Propagation Xor) Soient T (P,E)
un arbre couvrant distribue´ d’un sche´ma G((P, V ), ACQ), un couple de (v, {p, p′}) t.q. {p, p′} ∈
ACQ et v ∈ V (p) ∩ V (p′). v est propage´e par la Propagation Xor sur le chemin reliant p a` p′
dans T et nul part ailleurs.
Preuve. Soit T (P,E) un arbre couvrant distribue´ d’un sche´ma joint G((P, V ), ACQ). Soit un
couple (v, {p, p′}) t.q. {p, p′} ∈ ACQ et v ∈ V (p) ∩ V (p′). Soit p” le premier anceˆtre commun
entre p et p′ dans T . Montrons que pour tout pair pi sur le chemin de p a` p”, et de p
′ a` p” on a
v ∈ χ(pi).
(1) Si pi = p :V (p) ⊆ χ(p) d’ou` v ∈ χ(p). De fac¸on syme´trique si pi = p
′, v ∈ χ(p′).
(2) Si pi est sur le chemin de p a` p
′ tout en e´tant diffe´rent de p et de p” : dans ce cas pi est
un anceˆtre de p dans l’arbre oriente´ T . Puisque le premier anceˆtre commun entre p et p′ est p”,
aucun pair de p a` pi n’a pu effacer le couple (v, {p, p
′}) par l’ope´ration Xor. (v, {p, p′}) est donc
contenu dans shT (pi). Or vars(sh
T (f)) ⊆ χ(p) d’ou` v ∈ χ(pi). Par un raisonnement similaire
on sait que v est contenu dans le vocabulaire de tout pair pi sur le chemin de p
′ a` p”.
(3) Si pi = p” : p” est l’anceˆtre commun entre p et p
′ : nous avons vu en (2) que le couple
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(v, {p, p′}) n’a pu eˆtre e´limine´ ni sur le chemin de p a` p” ni sur le chemin de p′ a` p”. p” contient
donc deux fils f1 et f2 t.q. (v, {p, p
′}) ∈ shT (f1)∩sh
T (f2). (v, {p, p
′}) est donc e´limine´ de shT (p”)
et n’apparaitra pas dans les anceˆtres p”. Toutefois, vars(shT (f1)) ∪ vars(sh
T (f2)) ⊆ χ(p), d’ou`
v ∈ χ(pi). 2
Nous venons de montrer que, par la Propagation Xor, des variables partage´es entre pairs
voisins d’un syste`me sont duplique´es sur un chemin de l’arbre T de fac¸on a` ce que la running
intersection soit respecte´e. Nous montrons maintenant que la propagation Xor construit un arbre
joint.
The´ore`me 5.1 (Arbre joint induit par la Propagation Xor) Soient G((P, V ), ACQ) le sche´ma
d’un syste`me joint distribue´ dont T (P,E) est un arbre couvrant et χ la fonction associant a`
chaque pair p son ensemble de variables rencontre´es lors de la Propagation Xor.
T ((P, χ), E) est une de´composition arborescente distribue´e de G((P, V ), ACQ) respectant sa
confidentialite´ et ses accointances.
Preuve. Soient G((P, V ), ACQ) le sche´ma d’un syste`me joint distribue´ dont T (P,E) est un
arbre couvrant et χ la fonction associant a` chaque pair p son ensemble de variables rencon-
tre´es lors de la Propagation Xor. Montrons que T ((P, χ), E) est une DAD distribue´e respec-
tant la confidentialite´ de G((P, V ), ACQ). Par la ligne 4 et 11 on de´duit que pour tout pair p
V (p) ⊆ χ(p). Nous avons donc que T ((P, χ), E) conserve tout le vocabulaire (cf. proprie´te´ 1
De´finition 5.2) ainsi que les de´pendances entre les variables (cf. proprie´te´ 2 De´finition 5.2) de
G. Nous de´duisons par la proprie´te´ 5.2 et par l’hypothe`se que G est joint que T ((P, χ), E) est
un arbre joint couvrant de G. Il respecte donc a` la fois la running intersection (cf. proprie´te´ 3
De´finition 5.2) et les accointances des pairs (cf. proprie´te´ 1 De´finition 5.2). De plus, nous avons
remarque´ pour chaque pair p l’ensemble de couples (v,a) de sh(p) ne contient que des variables
partage´es et aucune variable locale, T ((P, χ), E) respecte aussi la confidentialite´ du syste`me (pte´
2 de´f 5.1). T ((P, χ), E) est donc une de´composition arborescente distribue´e de G((P, V ), ACQ)
respectant la confidentialite´ des variables locales. 2
5.3 Les bonnes proprie´te´s de la de´composition par e´limination
Dans la proble´matique de diagnostic distribue´, l’ensemble des pairs d’un syste`me distribue´
a pour mission d’expliquer le comportement global du syste`me a` partir de diagnostics locaux.
Dans ce cadre, nous avons montre´ que les sche´mas structure´s caracte´risent les syste`mes de diag-
nostiqueurs garantissant un diagnostic distribue´ correct. Dans notre contexte distribue´, il est
donc indispensable de pouvoir de´composer un syste`me de pairs vers un syste`me structure´ en vue
de le diagnostiquer. Or, dans le cadre classique ou` la de´composition arborescente a e´te´ e´tudie´e,
l’objectif premier e´tait de de´couper un proble`me initial vers un ensemble de sous-proble`mes plus
petits, organise´s de telle fac¸on a` ce que la re´solution des sous-proble`mes permettent la re´solution
du proble`me initial tout en garantissant une borne maximale sur le temps et l’espace me´moire
requis pour le calcul. A` notre connaissance, les techniques de de´composition les plus efficaces
(ayant la plus petite largeur arborescente) se basent sur un ordre d’e´limination des variables
du proble`me initial ([DGG+08, GLS00]). Meˆme si nous avons vu pre´ce´demment que la de´com-
position arborescente classique ne peut garantir le respect des accointances d’un syste`me, dans
cette section, nous cherchons a` comprendre les me´canismes qui font le succe`s de la de´compo-
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sition arborescente par e´limination afin de s’en inspirer pour notre de´composition arborescente
distribue´e.
5.3.1 De´composer a` l’aide d’un ordre d’e´limination
Il existe un lien e´troit entre les proble`mes de de´composition arborescente, la recherche d’un
ordre d’e´limination de noeuds et les proble`mes de triangulation de graphes. Les techniques de
de´composition arborescente se basant sur l’ordre d’e´limination des variables tirent parti des
techniques efficaces de l’ordre d’e´limination pour offrir ge´ne´ralement des de´compositions de pe-
tite largeur arborescente. Un ordre d’e´limination d’un graphe G est un ordre total des noeuds
du graphe induit par un processus d’e´limination. Le processus d’e´limination prend en entre´e
le graphe d’interactions des variables d’un proble`me G(V,E) et e´limine une a` une toutes les
variables du graphe en ite´rant les e´tapes suivantes :
1. une variable v est choisie parmi les noeuds restant du graphe,
2. des areˆtes sont ajoute´es entre tous les voisins non adjacents de v,
3. un cluster χv est cre´e´ a` partir de v et de ses voisins,
4. la variable v est e´limine´e du graphe.
La qualite´ de l’ordre d’e´limination est mesure´e par la taille du plus grand cluster χv induit
lors de l’e´limination des variables (e´tape 3). On remarquera que tout lien ajoute´ entre deux
voisins v′ et v” de v a` l’e´tape 2, entrainera aussi une augmentation de la taille des clusters χv′
et χv” lorsque ces dernie`res seront e´limine´es a` leur tour. Un ordre d’e´limination est parfait si a`
l’e´tape 2 aucune areˆte n’est ajoute´e. Un ordre d’e´limination est optimal si parmi tous les autres
ordre d’e´limination le nombre d’areˆtes ajoute´es induit par l’e´limination est minimal. Trouver
un ordre d’e´limination optimal est un proble`me NP-Difficile. Ainsi, de nombreuses heuristiques
ont e´te´ propose´es pour guider le choix de la prochaine variable a` e´liminer (e´tape 1) et ainsi se
rapprocher de l’ordre d’e´limination optimal. Les heuristiques les plus connues pour guider le
choix de la prochaine variable a` e´limer (e´tape 1) sont :
– (Max Cardinality Set) cette heuristique consiste a` e´liminer en premier les noeuds de degre´
maximal.
– (Min Cardinality Set) cette heuristique consiste a` e´liminer en premier les noeuds de degre´
minimal.
– (Min Fill In) cette heuristique consiste a` e´liminer en premier les noeuds auxquels il faut
ajouter un nombre d’areˆtes minimum entre voisins non adjacents afin qu’ils forment une
clique.
Nous remarquerons que le nombre minimal d’areˆtes a` ajouter entre les voisins non adjacents de v
afin qu’ils forment une clique correspond aussi au nombre d’areˆtes a` ajouter a` l’e´tape 2. Comme
le montre les travaux de Je´gou et al [JNT05] en pratique, l’heuristique Min Fill In retourne de
meilleurs ordres d’e´limination que les autres heuristiques dans la plupart des cas.
A` la Figure 5.9 nous de´crivons le processus d’e´limination guide´ par l’heuristique (Min Fill In).
Initialement chaque noeud du graphe d’interactions est value´ par le nombre d’areˆtes a` ajouter
a` ses voisins non adjacents afin que le noeud et ses voisins forment une clique. Les noeuds l3 et
l5 ont la valuation minimale : 0. On e´limine tout d’abord l3 et on met a` jour la valuation de son
unique voisin e. Le cluster induit par l’e´limination de l3 est repre´sente´ a` droite. Il se compose
de l3 et de e.
A` la Figure 5.10, le noeud l5 a maintenant la valuation minimale du graphe. On e´limine l5
et on met a` jour les valuations de ses voisins a et b. Le cluster induit par l’e´limination de l5 est
compose´ de l5 et de son voisinage l5, a, b.
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Figure 5.9 – Ordre d’e´limination - heuristique Min Fill In, e´limination de l3
Figure 5.10 – Ordre d’e´limination - heuristique Min Fill In, e´limination de l5
A` la Figure 5.11 le noeud a a maintenant la valuation minimale du graphe. On ajoute l’areˆte
entre les noeuds h et l1 qui sont des voisins non adjacents de a. On e´limine a et on met a` jour
les valuations de ses voisins l1 et b. Le cluster induit par l’e´limination de a est compose´ de a et
de son voisinage a, b, h, l1.
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Figure 5.11 – Ordre d’e´limination - heuristique Min Fill In, e´limination de a et ajout de (h, l1)
En continuant le processus d’e´limination, les variables du graphe sont e´limine´es une a` une
en fonction de leur score. A` la Figure 5.12 (de bas en haut), nous illustrons l’ordre d’e´limination
des variables a` gauche, et le cluster induit par leur e´limination a` droite.
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5.3.2 D’un ordre d’e´limination a` l’arbre joint
Les travaux de Jensen [JJ94] ont montre´ qu’il e´tait possible de relier les clusters induits
par l’ordre d’e´limination afin qu’ils puissent former un arbre joint. Ils ont montre´ la proprie´te´
suivante :
Proprie´te´ 5.3 (De´composition arborescente et ordre d’e´limination optimaux) La taille
de la de´composition arborescente optimale de G correspond a` la taille du cluster induit par un
ordre d’e´limination optimal.
Par ailleurs, dans le but de re´soudre efficacement un re´seau de contraintes, l’algorithme TC
[DP89] de Dechter et Pearl, et plus re´cemment l’algorithme JTC [Dec06] (Join Tree Clustering)
de Dechter, se basent sur les clusters construits lors d’un processus d’e´limination de variable
(ou encore de triangulation) pour de´composer le sche´ma d’un re´seau de contraintes vers un
sche´ma acyclique. Nous illustrons l’arbre joint construit par JTC a` la Figure 5.13. Dans un
premier temps, seuls les clusters maximaux sont conserve´s. Par exemple, le cluster χb induit
lors de l’e´limination de b n’est pas maximal. Il se compose de l’ensemble de variables {g, l4, e}.
L’ensemble des variables de χg est couvert par l’ensemble des variables du cluster χf , le cluster
χg ne figurera donc pas dans l’arbre joint re´sultat. Ensuite, JTC parcourt les clusters maximaux
restants, dans l’ordre de leur cre´ation (c-a`-d l’ordre d’e´limination des variables auxquelles ils
correspondent). Lors de la visite d’un cluster χv, JTC connecte ce dernier a` un autre cluster
non encore visite´ avec qui χv partage le plus grand nombre de variables. Par exemple, χb, induit
par l’ordre l’e´limination de b, ne partage aucune variable avec le cluster χf construit juste apre`s
lui. χb ne sera donc pas connecte´ a` χf mais plutoˆt a` χh avec qui il partage {l1, h}. Durant son
parcours, et par le jeu des connections des clusters, JTC construit un arbre joint des feuilles vers
la racine.
L’algorithme de BE (Bucket E´limination) utilise le meˆme me´canisme que [Dec99] pour
construire un arbre joint a` partir d’un ordre total sur les variables.
La bucket e´limination est l’une des me´thodes qui se base sur l’ordre d’e´limination pour
construire une de´composition arborescente.
Pour ces deux algorithmes, la running intersection est assure´e a` la fois a` l’e´tape de construc-
tion des clusters lors de l’e´limination de variables mais aussi a` l’e´tape de connexions ou` ne sont
e´limine´es que les variables locales au sous-arbre joint en construction. L’efficacite´ de l’algorithme
JTC ou encore BE pour le domaine de la programmation dynamique s’explique en grande par-
tie graˆce a` l’ordre d’e´limination des variables en entre´e a` partir desquelles sont construites les
clusters de l’arbre joint re´sultat. Dechter montre la proprie´te´ suivante.
Proprie´te´ 5.4 (De´composition arborescente induit par un ordre d’e´limination optimal)
Si l’ordre des variables en entre´e de la bucket e´limination repre´sente un ordre d’e´limination op-
timal, alors la bucket e´limination retourne une de´composition arborescente optimale [Dec03].
Nos expe´rimentations sur les re´seaux petit monde confirment la supre´matie de BE par rap-
port aux algorithmes de de´composition comme DFS envisage´ dans un contexte distribue´. Pour
guider l’ordre d’e´limination, nous avons utilise´ les heuristiques Min-Fill ou MCS. Malheureuse-
ment, ni l’algorithme JTC, ni la Bucket e´limination ne peuvent s’appliquer a` notre contexte ou`
les liens d’accointances du re´seau initial et la confidentialite´ des variables locales doivent eˆtre
respecte´s. En effet, dans la me´thode que nous venons de pre´senter, plusieurs me´canismes violent
les contraintes de notre cadre distribue´.
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Figure 5.13 – De´composition arborescente induite par JTC et les clusters Figure 5.12
Toutefois, dans la solution que nous pre´sentons, nous nous inspirons des me´canismes d’e´li-
mination des variables et de la construction d’un arbre joint distribue´ des feuilles vers la racine
tout en respectant la confidentialite´ du vocabulaire des pairs.
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5.4 Pourquoi des e´liminations concurrentes nous e´loignent de
l’optimal ?
On pourrait supposer que le contexte distribue´ aurait pu aider a` l’exe´cution paralle`le du
processus d’ordre d’e´limination, mais ce pas toujours le cas. Conside´rons le chemin suivant ou`
chaque pair contient exactement une variable.
a− b− c− d− e− f − g − i− j
Conside´rons maintenant une exe´cution ou` les variables a et j sont e´limine´es de fac¸on concur-
rente. Cette e´limination entrainerait la cre´ation des clusters {a, b} lors de l’e´limination de la
variable a et la cre´ation du cluster {i, j} lors de l’e´limination de la variable j. La taille des
clusters induits par l’e´limination de a ou de j est 2. De fac¸on analogue, en poursuivant le pro-
cessus d’e´limination et en prenant soin d’e´liminer de fac¸on concurrente les extre´mite´s du chemin
restant, la taille des clusters induits par ce processus d’e´limination ne de´passera pas 2. Parmi
tous les ordres d’e´limination possibles (concurrents ou non), 2 est la plus petite largeur des
de´compositions arborescentes (c’est la largeur arborescente du chemin).
Maintenant conside´rons l’exe´cution ou` trois variables a, e, et j sont e´limine´es de fac¸on concur-
rente. L’e´limination de a (resp. j) entrainerait la cre´ation du cluster {a, b} (resp. {i, j}) de taille
2, alors que l’e´limination de e entrainerait la cre´ation du cluster {d, e, f} de taille 3. Malheureu-
sement, nous pouvons ve´rifier que toute e´limination simultane´e d’au moins trois variables sur
cette exemple conduira a` la cre´ation de clusters de taille 3, ce qui nous e´loigne de la largeur de
de´composition optimale (qui est 2 dans ce cas). Cet exemple peut facilement se ge´ne´raliser aux
graphes ayant une structure d’arbre ou de graphe acyclique. Par cet exemple, nous avons montre´
que juste quelques de´cisions concurrentes peuvent nous e´loigner de l’optimal. Dans notre algo-
rithme (explique´ a` la section suivante), dans le but d’e´viter la prise de de´cisions concurrentes,
seul le pair de´tenant l’unique jeton circulant a` travers le re´seau sera autorise´ a` s’e´liminer apre`s
des e´lections locales. Le protocole que nous pre´sentons dans la section suivante repre´sente une
vraie nouveaute´ dans l’e´tat de l’art.
5.5 E´limination distribue´e guide´e par des e´lections locales et le
passage jeton (TE)
Notre protocole distribue´ TE (Token Elimination) tire parti des me´thodes de de´composition
arborescente base´es sur un ordre d’e´limination tout en respectant la confidentialite´ des variables
locales et les accointances du syste`me initial. Nous construisons une de´composition arborescente
distribue´e des feuilles vers la racine par l’ide´e suivante. Tout d’abord nous nous pre´munissons
des e´liminations concurrentes par l’utilisation d’un jeton. Un pair ne pourra s’e´liminer que s’il
de´tient le jeton. Le jeton initialement de´tenu par un pair quelconque, circule a` travers le re´seau
en suivant le vote local de ces derniers. Par l’interme´diaire de messages, chaque pair vote pour
un de ses voisins (y compris lui meˆme) qu’il souhaite voir s’e´liminer en premier. Un pair qui
de´tient le jeton et qui a e´te´ choisi par tout son voisinage s’e´limine et cre´e un nouveau cluster. Les
premiers clusters cre´e´s par les pairs e´limine´s seront aux feuilles de l’arbre joint final. Les autres
clusters repre´senteront des racines de sous-arbres joints de´ja` cre´e´s. Un cluster nouvellement cre´e´
est orphelin (il ne connaˆıt pas encore son parent). Dans le but de le connecter a` un autre cluster
et de respecter la running intersection, nous ajoutons les variables partage´es entre les clusters
de son sous-arbre joint dans le jeton. Les variables partage´es sont calcule´es par le me´canisme de
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la Propagation Xor sur la structure (variable, areˆte) sh vue section 5.2.2. Apre`s s’eˆtre e´limine´,
un pair passe le jeton a` un voisin. Une e´limination d’un pair n’est pas synonyme de passivite´
de´finitive. Un pair continuera a` participer aux e´lections locales jusqu’a` ce que tous ses voisins
soient e´limine´s, apre`s quoi il ne se chargera que de rediriger les messages. L’e´limination successive
des pairs induit par les e´lections locales et le passage du jeton dessine un arbre joint distribue´
des feuilles (les pairs s’e´tant e´limine´ en premier) vers la racine (le dernier pair a` s’eˆtre e´limine´).
D’autre part, parce que le graphe dirige´ induit par le choix des meilleurs voisins n’est pas toujours
fortement connexe, nous avons recours a` une strate´gie de secours. Nous supposons qu’il existe un
cycle qui traverse tous les pairs du re´seau. Dans notre approche, ce cycle est construit lors d’un
parcours DFS des pairs. Le protocole doit aussi reconnecter les diffe´rents clusters entre eux.
Parce que nous devrons suivre les liens d’accointances du sche´ma initial, chaque pair e´limine´
recherche ses fils et questionne le re´seau. Lorsqu’un fils se reconnaˆıt, un ensemble de clusters
de connexions sont cre´e´s sur le chemin le menant a` son pe`re. Les clusters de ”connexions” ont
toutes les variables requises pour assurer la running intersection.
5.5.1 De´roulement de l’algorithme TE
Figure 5.14 – TE - Min Cluster, p1 organise une e´lection locale et passe le jeton a` p5
Avant de mieux comprendre notre algorithme, nous illustrons les principes de la Token
Elimination a` l’aide de l’exemple introduit au de´but de ce chapitre. Supposons que le jeton soit
initialement dans p1 (cf. Figure 5.14). Ce dernier provoque des e´lections locales. Afin de guider
le vote de chaque pair et indirectement l’ordonnancement des e´liminations, chaque pair estime,
par l’heuristique Min-Cluster, la taille du cluster que le pair produirait s’il e´tait le prochain a`
s’e´liminer. Par exemple, si p4 s’e´liminait tout de suite, il produirait un cluster de taille 5. Le
pair dans le voisinage du jeton ayant le score minimum rec¸oit le jeton. Le jeton est donc passe´
a` p5
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Figure 5.15 – TE - Min Cluster, p5 organise une e´lection locale et s’e´limine ctp5
A` la re´ception du jeton, p5 re´organise une e´lection locale (cf. Figure 5.15). L’information
concernant le calcul du score de chaque pair est identique. p5 a le score minimum, tous ses
voisins le choisissent comme prochain pair a` e´liminer : il s’e´limine. Lors de son e´limination,
p5 cre´e un cluster ctp5 construit a` partir de son vocabulaire Vp5. ctp5 est un cluster qui sera
une feuille de l’arbre joint distribue´ final. Pour le moment, ctp5 est un cluster orphelin (il n’a
pas encore de cluster parent). Afin qu’il puisse eˆtre adopte´ ulte´rieurement, p5 projette dans le
jeton l’ensemble de ses variables partage´es {d, g} avec le reste du re´seau. Dans notre algorithme,
ces variables partage´es sont calcule´es a` partir de l’ensemble (variable, areˆte) : sh(p5) vu a` la
section 5.2.2. Nous soulignons que les variables partage´es place´es dans le jeton repre´sentent la
projection de sous arbres par lesquelles les prochains pairs e´limine´s pourront se brancher.
Figure 5.16 – TE - Min Cluster, p3 organise une e´lection locale et passe le jeton a` p1
Apre`s son e´limination, p5 re´organise des e´lections locales (cf. Figure 5.16). Le but est de
choisir le prochain voisin parmi p1 et p4 a` qui passer le jeton. Lors de cette e´lection, et compte
tenu de la projection {d, g} place´e dans le jeton, p1 estime que si son e´limination avait lieu
maintenant, il produirait un cluster de taille 5. Il n’aurait aucune variable a` ajouter a` son
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cluster actuel qui contient de´ja` d et g. Ce n’est pas le cas de p4, qui estime que si son e´limination
avait lieu maintenant il produirait un cluster de taille 6. Afin de respecter la running intersection
et parce que p1 et p4 contiennent la variable d, le cluster que chacun d’entre eux produirait se
placerait comme parent du cluster orphelin ctp5. Nous remarquerons ici que seule la projection
des variables des clusters orphelins est ne´cessaire pour respecter la running intersection. p1 a un
meilleur score que p4, le jeton est passe´ a` p1.
Figure 5.17 – TE - Min Cluster, p1 organise une e´lection locale et passe le jeton a` p2
A` la re´ception du jeton, p1 organise une e´lection locale (cf. Figure 5.17). C’est la deuxie`me
e´lection organise´e par p1. Cette fois ci p1 (resp p2, p4) estime que s’il devait eˆtre le prochain a`
s’e´liminer, alors il produirait un cluster de taille 5 (resp 4, 6). Le faible score de p2 s’explique par
le fait que contrairement a` p1 ou p2, il ne partage aucune variable avec la projection contenue
dans le jeton. Le jeton est passe´ a` p2.
Figure 5.18 – TE - Min Cluster, p2 organise une e´lection locale, s’e´limine et passe le jeton a` p3
A` son tour, a` la re´ception du jeton, p2 organise une e´lection locale (cf Figure 5.18). p2 a le
score local minimum, tous ses voisins le choisissent comme prochain pair a` e´liminer : il s’e´limine
donc. Lors de son e´limination p2 cre´e un cluster ctp2 construit a` partir de son vocabulaire Vp2. p2
ne partage aucune variable avec les projections contenues dans le jeton. Il cre´e le cluster ctp2 qui
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sera aussi en feuille de l’arbre joint distribue´ final. ctp2 est un cluster orphelin, afin qu’il puisse
eˆtre adopte´, p2 place dans le jeton la projection des variables {a, b, h} partage´es entre le cluster
ctp2 et le reste du re´seaux. A` ce stade le jeton contient deux ensembles de variables partage´es
correspondant aux projections de variables partage´es de´pose´es par des clusters orphelins. A` la
suite de nouvelles e´lections locales p2 passe le jeton a` p3.
Figure 5.19 – TE - Min Cluster, p3 s’e´limine et adopte un orphelin
Lorsque p3 rec¸oit le jeton, il est le minimum local de son voisinage (cf Figure 5.19). Il s’e´limine
et cre´e le cluster ctp3 a` partir de son vocabulaire et de la projection {a, b, h} contenue dans le
jeton. Le cluster ctp3 et la projection {a, b, h} du pair p2 s’intersectent. Il supprime {a, b, h}
du jeton et ajoute sa projection de variables partage´es {c, h}. Afin de respecter la running
intersection, ctp3 initie un processus de connexions visant a` le relier a` son fils ctp2. ctp3 devient
lui-meˆme un cluster orphelin, a` la teˆte d’un sous-arbre joint dont les clusters sont en cours de
connexion.
Par le jeu des e´lections locales, des e´liminations et du passage de jeton, un arbre distribue´
est construit implicitement des feuilles vers la racine. Avant la phase de connexions des clusters
parents aux clusters orphelins que nous de´taillons par la suite, nous illustrons la fin du processus
d’e´liminations successives a` la Figure 5.20. A` droite nous mode´lisons l’arbre joint induit par
l’e´limination successive des clusters et la relation parent. On peut remarquer que la confidentialite´
des variables locales de l’exemple introductif est respecte´e. A` gauche nous repre´sentons l’arbre
induits par les liens parents-enfants entre clusters.. On peut constater que le lien entre le cluster
ctp3 et ctp1 ne suit pas les liens d’accointances du sche´ma initial. Dans la phase de reconnexion
de clusters (cf section 5.5.7), nous re´glons ce proble`me.
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Figure 5.20 – TE - Min Cluster, arbre joint distribue´ implicite
5.5.2 Structures de donne´es et notations
Chaque pair dans le voisinage du de´teneur du jeton calcule un score par l’une ou l’autre de nos
heuristiques Min Cluster ou Min Projection. Selon l’heuristique Min Cluster, le score d’un pair
est estime´ par la taille du cluster que provoquerait l’e´limination de ce dernier. Selon l’heuristique
Min Projection, le score d’un pair est estime´ par la taille de la projection des variables partage´es
que provoquerait l’e´limination du pair. Par un me´canisme d’e´lections locales, l’algorithme choisit
parmi le voisinage du de´tenteur du jeton le pair ayant un score minimal. Chaque pair maintient
en plus un tableau scores [] re´sumant le score de ses voisins. Le calcul du score prend en compte
les nombre de variables partage´es des sous-arbres joints orphelins. C’est graˆce a` ces projections
qu’il est possible d’estimer les heuristiques e´voque´es ci dessus.
-Durant tout le protocole distribue´ un cluster ctp est cre´e´ par un unique pair p. Avant la
phase de reconnexion chaque pair ne contient qu’un seul cluster principal.
-Jeton est le jeton qui circule a` travers le re´seau. Il est e´galement de´core´ de pre´cieuses
informations. Il contient l’ensemble des clusters orphelins ClustOrph qui sont a` la teˆte de sous-
arbres joints en cours de construction ainsi que leurs projections de variables partage´es qui
serviront a` les connecter. Les variables partage´es sont contenues dans les structures (variable,
areˆte) sh(ctf ).
-voisins∗ est l’ensemble de tous les voisins d’un pair, y compris les pairs e´limine´s, et lui-
meˆme. voisins+ est l’ensemble des voisins de tous les voisins d’un pair, y compris lui-meˆme,
mais non compris les pairs e´limine´s. meilleur est le ”meilleur” voisin d’un p par les pairs, c-a`-d
par les pairs ayant la plus petite valeur dans le tableau score[], y compris p.
-Fils(ct) est l’ensemble des clusters orphelins adopte´s a` ce jour. Dans la phase de recon-
nexion, cet ensemble e´voluera et ne contiendra que des clusters de pairs voisins dans le graphe
d’accointances.
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5.5.3 L’algorithme distribue´ d’e´limination par passage d’un jeton
Nous pre´sentons l’algorithme distribue´ d’e´limination par passage d’un jeton : Token Elimi-
nation TE a` la page 113. Initialement le jeton est de´tenu par un pair quelconque. A` la re´ception
du jeton, le traitement suivi par un pair comporte trois e´tape : l’e´lection locale, une e´ventuelle
e´limination du pair e´lu, le passage du jeton.
5.5.4 Les e´lections locales
A` chaque fois qu’un pair pjeton rec¸oit (ou de´tient initialement) le jeton (ligne 1), il organise
des e´lections locales (ligne 2) et attend le vote de tous ses voisins (y compris ceux de´ja` e´limine´s).
La re´ception de ce message est traite´ a` la ligne 30. En appliquant l’heuristique Min Cluster, le
du score permet d’estimer la taille du cluster que produirait p, le pair ayant rec¸u le message
ELEC (ligne 30) s’il e´tait le prochain pair e´limine´. L’heuristique simule ainsi la cre´ation d’un
cluster, lignes 9 − 12. Le score de p est renvoye´ a` pjeton mais aussi a` tous ses voisins, ligne 33,
et rec¸u ligne 37. Ainsi, tous les voisins de pjeton mettent a` jour leur tableau de score et sont
preˆts a` voter. Ils informent pjeton par le msg V OTE si oui ou non il repre´sente un minimal local.
Lorsque le pair pjeton a rec¸u le vote de tous ses voisins (y compris lui meˆme) a` la ligne 4, il a
maintenant trois possibilite´s, se retirer lui-meˆme (cf section 5.5.5), donner le jeton a` son meilleur
voisin ou passer par le cycle pour chercher un autre pair (voir section 5.5.6).
On remarquera ici que le tableau de score n’a e´te´ mis a` jour que pour dans le voisinage de
pjeton et donc les votes du voisinage de pjeton sont base´s sur une information partielle. Si p est
un voisin de pjeton, p met seulement a` jour le score de ses voisins qui sont aussi connecte´s a`
pjeton. Tous les autres pairs sont e´value´s selon une ancienne valeur de score[] qui peut eˆtre base´e
sur des sous-arbres joints anciens. Nous devons l’accepter, il s’agit juste d’une heuristique, et
essayer d’avoir une meilleur estimation seraˆıt trop couˆteux. Cependant, nous remarquons ici que
si aucun pair n’est e´lu, le jeton reste le meˆme et suit le ”meilleur” lien ou encore le cycle global,
parcourant e´ventuellement tous les pairs. L’algorithme termine parce qu’une fois que le pair a
mis a` jour ses propres scores en tenant compte de l’information du jeton, si le jeton ne change
pas (aucun pair n’est retire´), alors son score reste le meˆme. Si le jeton passe par tous les pairs,
toutes les valeurs du tableau score[] seront mises a` jour en fonction des meˆmes sous-arbres joints
orphelins. Cette remarque est importante pour la terminaison : nous avons en effet la garantie
de trouver un noeud a` supprimer apre`s au plus un cycle et dans aucun cas apre`s avoir vu au
plus deux fois chaque areˆte.
5.5.5 E´limination du pair e´lu
Lorsque p de´tient le jeton et est un minimum local, c-a`-d tous ses voisins, y compris lui-
meˆme, l’ont choisi, alors il a deux e´tapes a` accomplir lors de son e´limination. Premie`rement, il
cre´e un cluster ctp de la ligne 8 a` la ligne 16 qui sera a` la teˆte d’un sous-arbre joint orphelin.
Ce cluster contient les variables partage´es entre le sous-arbre joint dont ctp va prendre la teˆte et
le reste du re´seau. Ces variables sont calcule´es a` partir des variables partage´es de sh(ctp) (ligne
9), mais aussi des variables partage´es des clusters orphelins sh(ctf ) que ctp a adopte´ comme fils
(ligne 10) et desquelles on a retire´ par la propagation XOR, les variables partage´es devenues
locales (ligne 11). La seconde e´tape consiste en la mise a` jour des clusters orphelins du jetons.
(ligne 14) p retire du jeton tout cluster orphelin qu’il a adopte´ comme fils (ligne 10) et ajoute
son nouveau cluster ctp muni de ses variables partage´es χ(ctp). Ensuite (ligne 18 - 19), il cherche
a` se connecter a` ses fils. Enfin, p notifie ses voisins de son e´limination en envoyant et accusant
la re´ception du message ELIM . Durant cette e´tape, il est aussi important de noter que tous
112
5.5. E´limination distribue´e guide´e par des e´lections locales et le passage jeton (TE)
les voisins de p y compris p lui-meˆme, mettent a` jour leur meilleur score. Nous reportons les
explications des lignes concernant la reconnexion des sous-arbres joints a` la fin de la section.
Algorithme 5: E´limination distribue´e par passage d’un jeton et e´lections locales
Entre´e: un sche´ma d’accointances distribue´ G((P, V ), ACQ)
Sortie: un arbre joint distribue´ T ((CT,χ), E)
(1) p rec¸oit JETON(ClustOrph) de p′
(2) // e´lection locale
(3) envoyer ELEC(ClustOrph) aux voisins∗
(4) attendre V OTE(bp′) des voisins
∗
(5)
(6) if (p a rec¸u V OTE(⊤) de p′ ∈ voisins∗)
(7) // E´liminer p (voir section 5.5.5)
(8) // Cre´er cluster ctp
(9) sh(ctp)← {(v, {p, p′}) t.q. v ∈ V (p) ∩ V (p′)), {p, p′} ∈ ACQ}
(10) Fils(ctp)← ∪
(ctf ,sh(ctf )∈ClustOrph
f t.q. V ars(sh(ctp)) ∩ V ars(sh(ctf )) 6= ∅
(11) sh(ctp)← sh(ctp)
⊕
f∈Fils
sh(ctf )
(12) χ(ctp)← Vp
⋃
f∈Fils
V ars(sh(ctf ))
(13) // Mise a` jour des sous-arbres orphelins
(14) ClustOrph← ClustOrph(∪ctp, sh(ctp) \ ∪
f∈Fils
(ctf , sh(ctf)
(15) envoyer ELIM aux voisins∗
(16) attendre AckELIM des voisins∗
(17) // connexion des fils au parent (voir section 5.5.7)
(18) foreach ctf ∈ Fils
(19) envoyer ConnecteFILS(ctf) aux voisins
(20)
(21) // passage du jeton (voir section 5.5.6)
(22) if (meilleur 6= p)
(23) if (voisins+ 6= ∅)
(24) envoyer JETON(ClustOrph) au meilleur
(25) else
(26) envoyer JETON(ClustOrph) au succDFS(p
′)
(27) else
(28) envoyer JETON(ClustOrph) au p” t.q. p a rec¸u V OTE(⊥) de p”
(30)p rec¸oit ELEC(ClustOrph) de p′
(31) score[p]← eval(ClustOrph)
(32) envoyer SCORE(score[p]) a` tous les voisins
(33) attendre AckSCORE de tous les voisins
(34) meilleur← min(score[])
(35) envoyer V OTE(meilleur == p′) a` p′
(37)p rec¸oit SCORE(i) de p′
(38) score[p′]← i
(39) envoyer AckSCORE a` p′
(41)p rec¸oit ELIM de p′
(42) remove p′ de score and voisins+
(43) meilleur← min(score[])
(44) envoyer AckELIM a` p′
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5.5.6 Passer le jeton
L’ide´e de la ligne 23 a` la ligne 28 est de laisser le jeton suivre les meilleurs liens dans le graphe
et se base sur un ordre statique de DFS pour s’e´chapper. Si p n’est pas le meilleur choix (c-a`-d
ce n’est pas un minimum local), alors si p a encore des voisins, il envoie le jeton au meilleur
de ses voisins non e´limine´s. Sinon on se repose sur le circuit induit par un parcours DFS pour
s’e´chapper. Si p est son propre meilleur choix, nous sommes dans un minimum local, et nous
avons aussi besoin d’en sortir. Sinon au moins un des voisins en vie ne conside`re pas p comme
son meilleur choix, le jeton est passe´ a` l’un de ces voisins ligne 28.
5.5.7 E´tape finale : reconnexions des clusters orphelins
Figure 5.21 – TE - Min Cluster, p3 s’e´limine, adopte un orphelin
Lorsque l’algorithme 113 arrive a` la ligne 19, un pair cherche a` se connecter au cluster orphelin
qu’il a adopte´ (ligne 10). Comme nous l’avons vu au sche´ma 5.20, pour le cluster ctp1, il se peut
que le cluster orphelin adopte´ (par exemple ctp3) ne se soit pas voisin direct. Dans ce cas il est
ne´cessaire de connecter les parents a` leur fils en suivant les liens d’accointances du re´seau. Un pair
cherche a` se connecter a` son fils f en inondant le re´seau du message ConnecteF ils(f) (ligne 3 -
9). Afin de pouvoir remonter au pair parent, un pair recevant le message ConnecteF ils(f) pour
la premie`re fois enregistre l’expe´diteur comme parent(f) (ligne 4 - 5). De meˆme, afin d’arreˆter
l’inondation, un pair diffuse le message ConnecteF ils(f) a` ses voisins uniquement si c’est la
premie`re fois qu’il le rec¸oit (ligne 4 et 9). Un fils qui se reconnait (ligne 6), initie la remonte´e du
chemin vers le parent (ligne 11 -21) en cre´ant a` chaque pair interme´diaire un cluster contenant
les variables partage´es du cluster fils. Lorsque la remonte´e arrive au parent, celui-ci met a` jour
ses fils en y remplac¸ant le fils recherche´ par le cluster d’un pair voisin contenant toutes ses
variables partage´es. A` la fin de l’algorithme, nous avons les proprie´te´s suivantes : chaque pair
contient exactement un cluster principal cre´e´ lors de l’e´limination du pair et de 0 a` n cluster de
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Algorithme 6: Connection des clusters parents a` leurs fils
(2) p rec¸oit ConnectFILS(ctf ) de p
′
(3) // recherche par innondation
(4) if (parent(ctf ) 6= null)
(5) parent(ctf )← p′
(6) if p a cre´e´ ctf
(7) envoyer CreerCHEMIN(ctf , ctf , V ars(sh(ctf ))) a` p
′
(8) else
(9) envoyer ConnecteFILS(ctf) aux voisins− p′
(10)
(11) p rec¸oit CreerCHEMIN(ct′f , ctf , χctf ) de p
′
(12) if f /∈ Fils(p)
(13) // sur le chemin d’un cluster fils a` son parent
(14) Cre´er cluster ct”f
(15) Fils(ct”f)← ct′f
(16) envoyer CreerCHEMIN(ct”f , ctf , χctf ) a` parent parent(ctf )
(17) envoyer PARENT (ct”f , ct
′
f) a` p
′
(18) else
(19) // arrive´e au parent
(20) Fils(ctp)← Fils(ctp) ∪ ct′f \ ctf
(21) envoyer PARENT (ct”f , ct
′
f) a` p
′
(22)
(23) p rec¸oit PARENT (ct”f , ct
′
f ) de p
′
(24) parent(ct′f )← ct”f //pour une utilisation future use
”connexion”. Nous illustrons a` la Figure 5.21 la cre´ation du cluster ct′2 reliant le cluster ctp3 au
cluster ctp1 par le pair p2.
5.5.8 Analyse de complexite´
A` la fin de l’algorithme, n pairs ont e´te´ e´limine´s. Pour chaque e´limination, le jeton a poten-
tiellement visite´ l’ensemble de toutes les areˆtes ACQ dans les deux sens (dans le pire des cas)
faisant une e´lection locale a` chaque pair p. Apre`s quoi, durant la phase de reconnexion des sous
arbres, chaque pair sera implique´. Puisque chaque e´lection locale requiert un nombre constant
de messages non concurrents, la complexite´ global est approxime´e par O(n ∗ACQ) c.a`.d O(n3).
Nous avons imple´mente´ et analyse´ les performances de notre algorithme sur une plate forme
centralise´ simulant le contexte distribue´.
5.6 E´valuation de la largeur arborescente sur les graphes petit
monde
Dans la section pre´ce´dente, nous avons pre´sente´ l’algorithme TE qui transpose le principe
des techniques base´es sur l’ordre d’e´limination dans un contexte distribue´. Il e´limine un a` un
les pairs e´lus par leur voisinage et en possession du jeton. Un pair est e´lu s’il a le meilleur score
de son voisinage. Le score de chaque pair est calcule´ par l’heuristique Min Cluster (la taille du
cluster que produirait un pair lors de son e´limination) ou Min Proj (la taille de la projection des
variables partage´es que produirait un pair lors de son e´limination).
Nous comparons les performances et la qualite´ des de´compositions arborescentes produites
par notre algorithme TE par rapport a` la bucket e´limination (BE) guide´e par des heuristiques
d’ordonnancement issues du contexte centralise´e (Min-Fill) pre´sente´e a` la section 5.3.2 page 104.
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Nous comparons aussi notre approches par rapport des de´compositions arborescentes envisage´es
dans un contexte distribue´ (DFS, DFS MCS) pre´sente´e a` la section 5.2.1.3 page 94.
Dans le but de pouvoir comparer la qualite´ des de´compositions arborescentes produites par
TE, par rapport a` d’autres me´thodes du contexte distribue´ et du contexte centralise´, nous
avons ge´ne´re´ des benchmarks de graphes d’interactions de mode`les petit monde. Les graphes
d’interactions ou` une variable e´tiquette un noeud sont ne´cessaires a` l’application des me´thodes
du contexte centralise´. Afin de re´utiliser cette mode´lisation dans un contexte distribue´, nous
avons apporte´ certaines adaptations a` TE et conside´re´ que le vocabulaire associe´ a` un pair se
constituait de sa variable ainsi que de ses variables voisines non encore e´limine´es. Dans ce cas
une variable partage´e du vocabulaire associe´ a` un pair est propage´e jusqu’a` ce que son pair initial
s’e´limine.
5.6.0.1 Les graphes petits mondes
Dans le but de ge´ne´rer des proble`mes simulant des applications re´elles, plusieurs travaux de
Newman [NG04], [New03] sur les mode`les ale´atoires, ont montre´ que le graphe d’interactions
d’une grande partie des proble`mes re´els avait une structure dite petit monde et sans e´chelle.
Par exemple, dans le domaine du diagnostic de circuits e´lectroniques les expe´riences de Provan
et Wuang [PW07] [WP09] ont montre´ que la topologie de circuits e´lectroniques ISCAS suivait
effectivement une topologie de graphe petit monde de type WS. L’e´tude de Walsh [Wal99]
compare la satisfaction de proble`mes de coloration de graphes et de planification par diffe´rentes
techniques de restart pour des proble`mes suivant cette meˆme structure WS. Afin de tester notre
approche sur spectre de re´seaux petits monde plus large, nous avons aussi teste´ le mode`le de
ge´ne´ration de graphes propose´ par Barabassi et Albert [BA99] (BA Graph) reconnu pour sa
capacite´ a` repre´senter un grand nombre d’applications du monde re´el (le World Wide Web,
des citations scientifiques, des e´changes de mail, ...). Comparativement a` un re´seau ale´atoire
classique assez homoge`ne (la plupart des noeuds ont approximativement le meˆme nombre de
voisins comme c’est le cas dans WS), les re´seaux de type BA sont extreˆmement he´te´roge`nes (la
majorite´ des noeuds ont peu de voisins, tre`s peu de noeuds sont connecte´s a` un grand nombre
de voisins). Nous avons imple´mente´ un ge´ne´rateur ale´atoire pouvant ge´ne´rer des graphes de type
BA ou WS en java.
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5.6.1 Qualite´ des de´compositions arborescentes
Aux figures 5.22 et 5.23, nous mesurons la la moyenne des largeurs arborescentes (en ordon-
ne´e) par rapport a` la taille du graphe(en abscisse) sur 10 instances.. Plus petite est la largeur
arborescente, plus rapide et plus succinct sera le raisonnement. Nous rappelons qu’une faible
diminution de la largeur arborescente peut traduire un gain exponentiel en temps ou en espace
pour le raisonnement. Nous comparons notre approche la Token Elimination TE guide´e par deux
heuristiques TE-MinCluster TE-MinProj par rapport a` la Bucket Elimination BE guide´e par
diffe´rent heuristiques efficaces utilise´es en centralise´es BE-MinFill et en distribue´ BE-DFS, BE-
DFS-MCS. Nous rappelons que le Bucket e´limination suppose un ordre total sur ses variables.
Cette ordre total est donne´ par l’heuristique d’exploration. Nous rappelons la signification de
chaque heuristique :
• DFS : choix local guide´ parcours en profondeur d’abord.
• DFS-MCS : choix local guide´ parcours en profondeur d’abord privile´giant l’exploration des
noeuds non visite´s ayant une nombre de voisins maximal.
• MinFill : choix global guide´ par les noeuds pour lesquelles le voisinage se rapproche d’une
clique.
• MinCluster choix local guide´ par les noeuds pour lesquelles la taille du cluster qu’induirait
l’e´limination est minimale.
• MinProj choix local guide´ par les noeuds pour lesquelles la taille de la projection (c-a`-d du
se´parateur) qu’induirait l’e´limination est minimal.
Toutes les me´thodes et heuristiques ont e´te´ imple´mente´es en java.
Nos expe´rimentations montrent que la qualite´ des de´compositions de TE surpassent les me´-
thodes homologues du contexte distribue´ (BE-DFS, BE DFS-MCS) sur les instances WS et BA.
De fac¸on surprenante (fig 5.23), TE produit de meilleures de´compositions que BE Min-Fill pour
de larges instances (> 700 variables) de re´seaux de types WS. Pour des re´seaux de type BA
(fig 5.22), nous constatons que la qualite´ de la de´composition produite TE est comparable sans
pour autant eˆtre meilleure que celle fournie par BE Min-Fill. De meˆme, de fac¸on inattendue,
alors que DFS-MCS surpasse DFS sur les instances de graphes irre´guliers, DFS surpasse de loin
DFS-MCS qui affiche les plus mauvais re´sultats.
5.6.2 Rapidite´ des de´compositions arborescentes
Les figures 5.24 et 5.25reportent la moyenne des temps CPU (en ordonne´e) ne´cessaire a`
chaque me´thode pour de´composer un graphe dont la taille est indique´e en abscisse. La moyenne
a e´te´ calcule´e sur 10 instances. Nous constatons que la performance CPU de la construction
de l’arbre joint implicite de TE est comparable aux algorithmes DFS pour des re´seaux WS
(cf. Figure 5.25), TE obtient les moins bonnes performances sur les re´seaux de type BA (cf.
Figure 5.24). Nous notons aussi que BE Min-fill-in semble suivre une pente cubique sur les
instances WS.
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5.6.3 Conclusion
En re´sume´, notre algorithme TE se propose de construire une de´composition arborescente
distribue´e respectant la confidentialite´ des variables locales ainsi que les liens d’accointances
du re´seau initial. Nous avons montre´ que cet algorithme est capable de de´composer de larges
instances de graphes de type petit monde. La qualite´ des de´compositions arborescentes produites
surpasse les me´thodes de re´fe´rence du contexte distribue´ et est comparable aux me´thodes du
contexte centralise´. Nous avons vu qu’a` partir d’un re´seau de´compose´ nous pourrons garantir un
diagnostic distribue´ correct. Dans le chapitre suivant, a` partir de la de´composition arborescente
calcule´e par TE, nous transformons la description d’un syste`me vers une description compile´e
pour le diagnostic distribue´.
120
Chapitre 6
Diagnostic distribue´ d’un re´seau
structure´ de FNDs
Nous rappelons que la proble´matique de diagnostic distribue´ consiste a` expliquer le compor-
tement d’un syste`me global, par l’ensemble de ses pairs, chaque pair ayant une visibilite´ et un
acce`s limite´ a` la connaissance de la description du syste`me global. Dans ce cadre, les pairs ne
pourront qu’expliquer le comportement de descriptions auxquelles ils ont acce`s par des diagnos-
tics localement cohe´rents. Nous rappelons que notre objectif est de compiler un syste`me initial
vers un syste`me accessible ou` :
1. les diagnostics localement cohe´rents de chaque pair sont en mesure d’expliquer le compor-
tement global du syste`me (c-a`-d le syste`me de pairs devra garantir un diagnostic distribue´
correct).
2. tout diagnostic global d’un syste`me devra se retrouver a` travers un ensemble de diagnostics
locaux (c-a`-d le syste`me de pairs devra garantir un diagnostic distribue´ complet).
A` la fin du chapitre 3 nous avons montre´ qu’expliquer le comportement global d’un syste`me
initial par un syste`me accessible e´quivalent (c-a`-d ou` la se´mantique du syste`me initial globale
reste inchange´e mais ou` la se´mantique des descriptions locales a` chaque pair a e´volue´) garantit
un diagnostic distribue´ complet. De meˆme dans le chapitre 4 , nousavons montre´ qu’expliquer le
comportement global d’un syste`me initial par un syste`me e´quivalent et structure´ (c-a`-d conte-
nant un arbre joint couvrant tous ses pairs) garantit un diagnostic distribue´ correct. Dans le
chapitre 5, nous avons exhibe´ une me´thode de de´composition arborescente distribue´ TE qui
permet de transformer tout syste`me cherchant a` pre´server ses accointances et la confidentialite´
du vocabulaire local a` chaque pair vers un syste`me structure´. Dans ce chapitre, nous repartons
de l’arbre joint distribue´ construit par TE a` travers le re´seau de pairs et redistribuons les des-
criptions des pairs a` travers les clusters. Nous transformons alors la description locale de chacun
des clusters vers une FND locale globalement cohe´rente. Ensuite, nous ve´rifions que le syste`me
obtenu est compile´ pour le diagnostic distribue´. Pour cela nous mettons en e´vidence un algo-
rithme ou` chaque pair sera en mesure de ve´rifier que chacun de ses diagnostics locaux fait partie
d’un diagnostic global minimal. Nous nous basons sur nos pre´ce´dents travaux sur le diagnostic
a` base de cohe´rence [ADS08] qui montrent que toute FND d’un syste`me repre´sente aussi ses
diagnostics minimaux.
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6.1 Un re´seau de FNDs est-ce raisonnable ?
La plupart des approches s’attaquant a` la proble´matique du diagnostic a` base de mode`les
conside`rent que la description du syste`me initial est proche d’une Forme Normale Conjonctive
(c-a`-d un ensemble de clauses Σ). Dans notre mode´lisation des comportements distribue´s, nous
avons fait la meˆme hypothe`se. Nous conside´rons que la description DSp : 〈Vp, Lp,Σp〉 de chacun
des pairs p d’un syste`me de pairs diagnostiqueurs S : 〈P,G,K,DS〉, se mode´lise sous la forme
d’un sous-syste`me par la formule FNC : Σp. Dans l’e´tat de l’art (section 2.3.2), nous avons
remarque´ que certaines approches telles que le syste`me de maintien de ve´rite´ distribue´ [MJ89]
ou encore Somewhere [ACG+06] seraient en mesure de calculer en premier lieu l’ensemble des
conflits (rappel : un conflit est une clause contenant un ensemble de litte´raux de mode ne pouvant
pas eˆtre corrects ensemble). C’est seulement apre`s le calcul de tous les conflits que seront calcule´s
les diagnostics minimaux. Cependant, cette me´thode n’a que peu d’espoirs d’aboutir lors d’un
diagnostic en ligne, dans la mesure ou` tous les conflits doivent eˆtre connus avant que le premier
diagnostic ne puisse eˆtre retourne´. Par exemple, en pre´sence d’une politique de confidentialite´
restrictive ou` meˆme les variables de modes devront rester locales a` un pair, il ne sera pas possible
d’exprimer tous les conflits d’un syste`me chez un pair. Par contre si l’hypothe`se de la transcrip-
tion FND de la the´orie globale peut eˆtre conside´re´e comme non re´aliste, des pairs de petite taille,
eux, peuvent admettre une petite the´orie FND qui doit eˆtre en pratique de taille raisonnable.
C’est ce que propose les travaux de Feldman et al [FvG06] ou` est trouve´ un compromis entre
temps de compilation et temps de re´ponse a` une requeˆte en compilant dans une premie`re e´tape
un re´seau hie´rarchique de FNCs vers un re´seau hie´rarchique de FNDs. Comparativement aux
travaux de Feldman et al [FvG06] qui s’inte´ressent a` la recherche de diagnostics de cardinalite´
minimale dans un contexte centralise´, nous cherchons a` repre´senter tous les diagnostics mini-
maux (pour l’inclusion ensembliste) a` travers l’ensemble des pairs d’un syste`me intrinse`quement
distribue´. Un re´seau hie´rarchique de FNDs est une repre´sentation tre`s proche mais plus succincte
qu’un re´seau structure´ de contraintes extensionnelles utilise´ par Dechter [FD95]. Un tel re´seau
est illustre´ Figure 3.8 a` la fin du chapitre 3. De plus nous pouvons espe´rer qu’un re´seau structure´
de FNDs soit donc plus succinct qu’un OBDD par exemple. En effet, le corollaire 24 de [Bod98]
montre que la largeur de la de´composition du proble`me initial en un arbre est toujours plus suc-
cincte que sa largeur de de´composition en un chemin. Nous noterons que les re´seaux structure´s
de FNDs offrent une repre´sentation au pire exponentielle en la largeur de la de´composition du
proble`me initial en un arbre alors que les OBDDs de leurs coˆte´s offrent une repre´sentation au
pire exponentielle en la largeur de la de´composition du proble`me initial en un chemin.
Exemple. 6.1 A` la Figure 6.1 nous supposons que TE a structure´ notre exemple jouet en
propageant la variable v dans le cluster ctE. Nous conside´rons que TE a associe´ a` chaque pair
pi un cluster cti. Dans cet exemple, chaque formule encodant une description locale accessible a`
un cluster a e´te´ re´crite en FND.
6.2 Garantir un diagnostic distribue´ correct par un re´seau struc-
ture´ de FNDs globalement cohe´rentes
Nous rappelons qu’a` l’issue de l’exe´cution de l’algorithme TE, un arbre joint distribue´ de
clusters T ((CT,χ), E) est construit a` travers le re´seau de pairs S : 〈P,G,K,DS〉. Ce arbre joint
est implicitement repre´sente´ a` travers les liens parent(ct) et Fils(ct) d’un cluster ct. Un arbre
joint distribue´ respecte la conformite´ des de´pendances. Pour chaque pair p il existe un cluster
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Figure 6.1 – Syste`me Figure 3.4 p.54 structure´ par TE et traduit en un syste`me de FNDs
ct ∈ CT t.q. Vp ⊆ χct. Dans l’algorithme TE, nous avons vu que le premier cluster ct cre´e´ par un
pair p pre´serve la conformite´ des de´pendances. Ainsi, le vocabulaire Vp utilise´ par le pair p pour
de´crire un sous-syste`me est donc inclus dans le vocabulaire χ(ct) du cluster ct ( Vp ⊆ χ(ct)).
Nous de´duisons que chaque formule Σp de´crivant le comportement du pair p pourra eˆtre associe´e
a` la formule Σ(ct) du cluster ct t.q Σ(ct) = Σp. Concernant les autres clusters construits par un
pair p, si leur vocabulaire ne peut couvir Vp, nous associons a` Σ(ct) le symbole V rai.
Nous remarquerons que la conjonction des formules encode´es par les clusters conserve la
se´mantique du syste`me de pairs initial (c-a`-d
∧
ct∈CT Σ(ct) ⇔
∧
p∈P Σp). En quelque sorte
le syste`me structure´ T ((CT,χ,Σ), E) de´crit un syste`me accessible e´quivalent a` S. C’est de ce
syste`me structure´ dont nous partons pour construire un re´seau structure´ de FNDs globalement
cohe´rent. Nous ouvrons une parenthe`se ici pour pre´ciser que nous avons de´crit un syste`me de
pairs formellement a` l’aide de liens d’accointances et une politique d’acce`s. Dans le chapitre
pre´ce´dent nous avons montre´ que l’algorithme TE construisait un de´composition arborescente
distribue´e respectant a` la fois les liens d’accointances et une politique de confidentialite´. Ici
nous utiliserons exclusivement un raisonnement structure´ base´ sur les clusters et les liens entre
clusters. A` partir de la`, nous veillons scrupuleusement a` ce que les e´changes de messages entre
les clusters de´finis par TE respectent le vocabulaire partage´ entre ces derniers. Cette pre´caution
nous permettra de respecter la politique de confidentialite´ a` travers les protocoles que nous
proposerons. Ainsi, nous ne parlerons plus de politique de confidentialite´ ou encore de respect
des liens d’accointances qui sont en principe respecte´ par l’arbre joint ou` se situe le raisonnement.
Nous supposons que la description FNC Σ(ct) de chaque cluster est traduite vers une FND
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locale Π(ct) par la primitive cnf2dnf .
Afin de respecter la politique de confidentialite´, un cluster n’e´changera avec un voisin que
l’expression de ses impliquants locaux restreint sur le vocabulaire partage´ avec le voisin. Le
sche´ma du syste`me dessine´ par TE restera inchange´. La confidentialite´ sera donc pre´serve´e.
Ainsi, nous utilisons l’ope´ration de restriction restrict que nous avons applique´ aux mode`les,
aux monoˆmes d’une FND.
De´finition 6.1 (restriction d’une FND sur un vocabulaire, sur un ensemble de litte´raux)
Soit Π une formule FND :
La restriction de Π sur un ensemble de variables V se de´finit par :
restrict(Π, V ) = {I ′|∃I ∈ Π t.q. vars(I ′) = vars(I) ∩ V }
La restriction de Π sur un ensemble de litte´raux L cohe´rents se de´finit par :
restrict(Π, V ) = {I ∩ L|I ∈ Π}
Exemple. 6.2 (restriction des FNDs sur le vocabulaire partage´) Reprenons la descrip-
tion FND du cluster ctB : Π(ctB) de´crite Figure : 6.1. Conside´rons Π
1(ctB) = Π(ctB) ∧ v et
χ(ctB) : {okB, st1, st0, v, s, b} le vocabulaire du cluster ctB. Π
1(ctB) repre´sente la mise a` jour
de Π(ctB) ou` a e´te´ prise en compte l’observation v (cf Figure : 6.3). Dans notre algorithme,
ctB transmet a` ctE l’expression de sa FND mise a` jour (Π
1(ctB)) restreinte sur le vocabulaire
partage´ χ(ctB) ∩ χ(ctE)
Π1ctB =
(v ∧ s ∧ okB ∧ ¬st1 ∧ ¬st0 ∧ b∨)
(v ∧ s ∧ ¬okB ∧ st1 ∧ ¬st0)
restrict(Π1ctB , χ(ctB ∩ χ(ctE)) =
(v ∧ b∨)
v
Afin de pre´server la confidentialite´ du vocabulaire local, dans l’algorithme ArbreJoint−Σ2Π, les
messages e´change´s entre pairs contiendront uniquement l’expression de FNDs locales restreintes
sur le vocabulaire partage´.
D’autre part, une FND locale ne suffit pas, il faut la mettre a` jour et la transformer en
un sous-syste`me globalement cohe´rent. Du fait que l’on se situe dans un syste`me structure´,
nul besoin de ve´rifier l’arc cohe´rence. Nous transformons les descriptions locales en descriptions
locales globalement cohe´rentes par un algorithme en 2 phases. Pour ce faire, nous introduisons
l’ope´rateur de distribution ⊗ entre FNDs qui distribue le ∧ de la conjonction de FNDs locales
sur le ∨ des impliquants d’une FND et retourne une nouvelle FND. Plus formellement on a :
De´finition 6.2 (distribution (⊗) de FNDs) La distribution de deux FNDs Πct1 et Πct2 se
de´finit par :
Πct1 ⊗Πct2 = {I1 ∧ I2|I1 ∈ Π1, I2 ∈ Π2, I1 ∧ I2 6|= ⊥}
Nous illustrons la distribution de l’expression de la FNDs sur ses variables partage´es d’un cluster
cte issu du pair pE et du cluster cta issue du pair pA FNDs Figure 6.2.
L’ope´ration de distribution repre´sente la composition cohe´rente d’impliquants de Πct1 avec
ceux de Πct2 . Si le re´sultat est minimise´, cet ope´rateur est exactement l’ope´rateur de clause-
distribution de [CS01], mais applique´ aux FNDs et aux monoˆmes.
Dans un soucis de repre´sentation succincte mais aussi afin de se´lectionner les diagnostics
les plus inte´ressants, nous cherchons a` conserver les diagnostics ou encore les impliquants mi-
nimaux par rapport a` l’inclusion ensembliste. Afin d’avoir une seule de´finition pour l’ope´ration
de minimalite´, nous conside´rons une FND comme une base, c-a`-d un ensemble d’ensemble de
litte´raux.
124
6.2. Garantir un diagnostic distribue´ correct par un re´seau structure´ de FNDs globalement cohe´rentes
Figure 6.2 – Distribution de FNDs
De´finition 6.3 (Impliquants minimaux d’une FND ) Soit une FND Π repre´sente´e par un
ensemble d’ensemble de litte´raux B = {E1, ..., En}. Ei repre´sente un impliquant de Π . min⊆(B)
repre´sente tous les ensembles Ei ∈ B non sous-somme´s dans B.
min⊆(B) = {Ei ∈ Bt.q.∀Ej ∈ B si Ej ⊆ Ei alors Ej = Ei}
Minimisons la FND Π′ctE vue pre´ce´demment A` la Figure : 6.2.
min⊆(Π
′
ctE
) =
v ∧ a ∧ okE ∧ c ∨
v ∧ b ∧ okEc ∧ c ∨
v ∧ ¬okE ∧ c
Figure 6.3 – Syste`me structure´ de FNDs a` la fin de la phase de remonte´ de ArbreJoint−Σ2Π
Maintenant, nous pre´sentons l’ algorithme : ArbreJoint−Σ2Π qui transforme un arbre joint
de CNFs vers un arbre joint de FNDs globalement cohe´rentes. Nous convertissons la descrip-
tion de chaque cluster par la fonction fnc2fnd(Σ(ct)) (ligne 1). Dans une premie`re phase, un
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parcours de T est initie´ a` partir de ses feuilles a` la racine (ligne 2 - 3). Un clusteur envoie a`
son parent une FND restreinte sur le vocabulaire partage´. Lorsque qu’un cluster ct rec¸oit les
impliquants restreints Π′ d’un de ses fils (ligne 6), il met a` jour sa description (ligne 7). Lorsque
ct a rec¸u un message de tous ses fils il envoie a` son tour l’expression de sa FND mise a` jour a`
son parent ligne(10 ). La premie`re phase de remonte´ termine lorsque le pair racine a rec¸u un
message de tous ses fils (ligne 13). A` l’issue de la phase de remonte´, la formule FND de ct issue
des mises a` jour (cf ligne 7) avec les FNDs de ses clusters fils restreint sur le vocabulaire partage´
se formalise de la fac¸on suivante :
Π1(ct) =


fnc2fnd(Σ(ct)), si ct est une feuille
fnc2fnd(Σ(ct))
⊗
ctf∈F ils
restrict(Π1(ctf ), χ(ct) ∩ χ(ctf )) sinon.
Intuitivement, la phase de remonte´ aura transforme´ le syste`me structure´ de FNCs T ((CT,χ,Σ), E)
vers un syste`me structure´ de FNDs : T ((CT , χ,Π2),E) ou` chaque FND Π1(ct) locale sera cohe´-
rente avec l’union des FND des clusters de son sous-arbre dans T . En d’autres termes, lorsque
le cluster ct aura mis a` jour sa FND Π(ct) avec les FNDs rec¸ues de ses fils et restreintes sur
le vocabulaire partage´, il pourra prolonger de fac¸on cohe´rente chacun de ses impliquants par
une union d’impliquants locaux apparaissant dans chacunes de FNDs du sous-arbre de ct. La
cohe´rence d’un impliquant du cluster ct avec son sous-arbre peut se montrer re´cursivement sur
la profondeur de T et se rapproche du the´ore`me 3 de notre travail [ADS08]. Ce the´ore`me montre
que propager les impliquants restreints sur l’expression sur les variables partage´es a` travers un
arbre joint suffit a` garantir la cohe´rence d’un impliquant a` la racine avec les impliquants de son
sous-arbre.
Algorithme 7: ArbreJoint− Σ2Π
Entre´e: T ((CT,χ,Σ), E) un syste`me structure´ de FNCs
Sortie: T ((CT,χ,Π), E) un syste`me structure´ de FNDs globalement cohe´rent
(1) Π(ct)← fnc2fnd(Σ(ct))
(2) if ct est une feuille de T
(3) envoie restrict(Π(ct), χ(ct) ∩ χ(parent)) a` parent
(4)
(5) // remonte´ des feuilles vers la racine
(6) if ct rec¸oit Π′ d’un fils ctfils
(7) Π(ct)← Π(ct)⊗Π′ / /ma`j FND locale par l’expression partage´e des FNDs fils
(8) if ct a rec¸u un msg de tous ses fils
(9) if ct n’est pas la racine
(10) envoie restrict(Π(ct), χ(ct) ∩ χ(parent(ct))) a` parent
(11) else
(12) // initialisation de la descente
(13) envoie restrict(Π(ct), χ(ct) ∩ χ(ctf )) a` tout ctf ∈ Fils(ct)
(14)
(15) // descente de la racine aux feuilles
(16) if ct rec¸oit Π′ de son parent parent(ct)
(17) Π(ct)← Π(ct)⊗Π′ / /ma`j FND locale par l’expression partage´e de la FND parent
(18) if ct n’est pas une feuille
(19) envoie restrict(Π(ct), χ(ct) ∩ χ(ct′f )) a` tout ct
′
f ∈ Fils(ct)
Exemple. 6.3 A` la Figure 6.3 nous de´crivons le de´roulement de l’algorithme ou` la phase de
remonte´e est termine´e en la racine ctE. On peut ve´rifier que chaque impliquant est cohe´rent par
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ses variables partage´es avec un impliquant des clusters de son sous-arbre. Les impliquants de
ctE sont globalement cohe´rents.
La deuxie`me phase est similaire a` la premie`re phase et consiste a` remettre a` jour, de la
racine vers les feuilles, la description FND de chaque pair de fac¸on a` ce qu’elle soit cohe´rente
avec tout le syste`me. Nous remarquerons qu’a` la fin de la phase 1, la description FND du
cluster racine est cohe´rente avec l’union des descriptions des clusters de son sous-arbre, nous
de´duisons que la FND de la racine est cohe´rente avec tout le syste`me, elle est donc globalement
cohe´rente. C’est d’ailleurs la racine (ligne 13) qui initie la seconde phase en partageant avec ses
fils l’expression de sa FND globalement cohe´rente sur ses variables partage´es. A` la re´ception
de la restriction de la FND de son parent, un fils met a` jour sa FND locale (ligne 18) et
propage a` son tour l’expression de sa FND locale devenue globalement cohe´rente avec ses fils
(ligne 18 -19). A` l’issue de la descente, la FND de chaque cluster ct issue de la mise a` jour
(cf ligne 17) avec la FND de son parent peut se formaliser de la fac¸on suivante : Π2(ct) ={
Π1(ct), si ct est la racine
Π2(ct)⊗ restrict(Π2(parent), χ(ct) ∩ χ(parent)) sinon.
La phase de descente aura transforme´ l’arbre joint T ((CT,χ,Π1), E) vers l’arbre joint T ((CT ,
χ,Π2),E) ou` chaque FND Π2(ct) locale sera globalement cohe´rente avec l’union des FND du
syste`me. Cette proprie´te´ peut se de´montrer graˆce a` la running intersection et a` l’application
de l’ope´ration de distribution qui cette fois-ci prend en entre´e une FND globalement cohe´rente
(c-a`-d la restriction de la FND rec¸ue du parent) qu’il distribue avec une FND cohe´rente avec
son sous-arbre (ligne 17). La FND en sortie est donc globalement cohe´rente.
En re´sume´, par l’algorithme ArbreJoint − Σ2Π, nous transformons un syste`me structure´
de CNFs T ((CT,χ,Σ), E) construit a` partir de l’algorithme de TE vers un syste`me structure´
T ((CT,χ,Π), E) ou` chaque formule locale Π(ct) est une FND globalement cohe´rente. Par le
the´ore`me 4.1 du chapitre 4, nous de´duisons que T ((CT,χ,Π), E) garantit un diagnostic distribue´
correct.
D’autre part l’application successive de l’ope´ration de distribution ⊗ qui met a` jour les
FNDs de clusters sans changer la se´mantique du syste`me initial global. Le syste`me structure´
T ((CT,χ,Π), E) est e´quivalent au syste`me initial S : 〈P,G,K,DS〉. Par la proprie´te´ 3.2 du
chapitre 3 nous de´duisons que T ((CT,χ,Π), E) garantit un diagnostic distribue´ complet.
T ((CT,χ,Π), E) garantit un diagnostic distribue´ correct et complet, nous ve´rifions dans
la section suivante que le syste`me T ((CT,χ,Π), E) est un syste`me compile´ pour le diagnostic
distribue´.
A` la Figure 6.4 nous de´crivons le re´sultat final de l’algorithme ArbreJoint− Σ2Π
6.3 Un syste`me structure´ de FNDs globalement cohe´rentes est
un syste`me compile´ pour le diagnostic distribue´
Nous avons vu qu’un re´seau structure´ de FNDs est une repre´sentation compacte de la des-
cription d’un syste`me. En dehors de ces qualite´s, nous avons montre´ dans [ADS08] qu’une FND
avait un grand inte´reˆt pour le diagnostic de syste`mes. Dans un premier temps, nous avons
constate´ qu’il suffit juste de lire un impliquant d’une FND pour avoir un diagnostic. Autrement
dit chaque impliquant contient dans son expression un diagnostic. De plus nous avons aussi
montre´ que parmi les diagnostics contenus par les impliquants d’un syste`me sont pre´sents tous
les diagnostics minimaux. Notre objectif est de montrer qu’a` partir d’un arbre joint structure´
de FNDs globalement cohe´rentes, il est possible de prolonger un diagnostic local par un diag-
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Figure 6.4 – Syste`me structure´ de FNDs globalement cohe´rentes
nostic minimal du syste`me global. Dans cette section nous pre´sentons nos re´sultats the´oriques
[ADS08] sur les FNDs avant de les appliquer aux re´seaux de FNDs respectant la confidentialite´
des variables locales.
6.3.1 Un re´seau de FNDs repre´sente tous les diagnostics minimaux d’un
syste`me
Dans une premie`re e´tape nous montrons que chaque impliquant d’une FND repre´sente un
diagnostic du syste`me. Ensuite, nous montrons que n’importe quelle FND (y compris une FND
qui serait induite par la distribution de FNDs locales) contient tous les diagnostics minimaux
d’un syste`me. Notons Π, la FND encodant le comportement d’un pair ou d’un syste`me, et L
l’ensemble des litte´raux de mode cohe´rent a` partir desquels sont e´labore´s les diagnostics. Notons
Diag(L,Π) son ensemble de diagnostics de´finis sur L et min⊆(Diag(L,Π)) son ensemble de
diagnostics minimaux par rapport a` l’inclusion ensembliste. Nous constatons dans un premier
temps que si on s’assure que L est un langage de litte´raux de mode, chaque monoˆme de la
projection restrict(Π, L) est un diagnostic.
Exemple. 6.4 (Extraire les diagnostics d’une FND) Reprenons l’exemple introductif et in-
te´ressons nous a` la description observe´ du pair PB mode´lisant le comportement du service de la
banque. Conside´rons le langage cible : LPB = {¬okB, st1, st0}. Nous de´crivons le service par la
formule FND suivante :
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ΠPB =
(v ∧ s ∧ okB ∧ ¬st1 ∧ ¬st0 ∧ b)∨
(¬v ∧ s ∧ okB ∧ ¬st1 ∧ ¬st0 ∧ ¬b)∨
(v ∧ s ∧ ¬okB ∧ st1 ∧ ¬st0)∨
(¬v ∧ s ∧ ¬okB ∧ ¬st1 ∧ st0)
restrict(ΠPB , LPB ) =
{}
{¬okB ∧ st1}
{¬okB ∧ st0}
Prenons le premier impliquant I1 : (v ∧ s ∧ okB ∧ ¬st1 ∧ ¬st0 ∧ b). Si on le restreint sur le
langage cible LPB = {¬okB, st1, st0} on obtient donc restrict(I1, LPB ) = {} qui est un diagnos-
tic vide. Les autres diagnostics obtenus par restriction sur le langage cible sont {¬okB ∧ st1}
et {¬okB ∧ st0}. Nous remarquerons que les deux premiers diagnostics sont identiques, mais
proviennent d’impliquants diffe´rents.
Nous formalisons cet exemple a` travers le lemme suivant qui nous aidera a` montrer qu’une FND
contient aussi tous les diagnostics minimaux.
Lemme 6.1 Soit Π la description d’un syste`me observe´ sous forme FND et L un ensemble
cohe´rent de litte´raux de mode, alors
∀I ∈ Π, restrict(I, L) ∈ Diag(L,Π)
Preuve. Pour tout I ∈ Π, I est un impliquant de Π, il est donc cohe´rent avec Σ. Conside´rons
l’ensemble L \ restrict(I, L). Cet ensemble ne contient aucun litte´ral de restrict(I, L). On en
de´duit que restrict(I, L) ∪L \ restrict(I, L) est cohe´rent avec I, il est donc aussi cohe´rent avec
Π. Par de´finition, restrict(I, L) est un diagnostic. 2
On de´duit du lemme 6.1 que le calcul d’un impliquant de Π contient un diagnostic. En
pratique nos suppositions sur la repre´sentation FND, qui semblent de prime abord forte, peuvent
eˆtre mode´re´es par le fait que les impliquants peuvent eˆtre calcule´s de fac¸on incre´mentale par
un Solver SAT ([CCCB96, Cas96]). Cependant, pour de petits syste`mes ou de larges syste`mes
mais distribue´s, nous supposons que la transformation de la description d’un sous-syste`me d’une
FNC vers une FND locale peut certainement eˆtre effectue´e. Nous montrons maintenant que
parmi les impliquants d’une FND, sont pre´sents tous les diagnostics minimaux. Si on revient
a` la description du service du pair PB on constate que deux de ses impliquants contiennent le
diagnostic minimal minimal {}. Plus formellement, le the´ore`me suivant permet d’affirmer que les
diagnostics minimaux sont contenus dans n’importe quelle FND encodant le syste`me observe´.
The´ore`me 6.1 (Une FND contient tous les diagnostics minimaux d’un syste`me) Soit
Π une description FND d’un syste`me observe´, et L un ensemble cohe´rent de litte´raux de mode :
min⊆(Diag(L,Π)) = min⊆(restrict(Π, L))
Preuve. ⊆) Montrons que tout diagnostic minimal est la restriction minimale d’un impliquant
sur un langage cohe´rent de litte´raux. Soit ∆ un diagnostic minimal, par de´finition ∆ ∪ {L \∆}
est cohe´rent avec Π. Ainsi, il existe un impliquant I de Π cohe´rent avec ∆ ∪ {L \∆}. Nous
de´duisons qu’aucun litte´ral de l’ensemble de litte´raux L \∆ s’opposant a` {L \∆} est contenu
dans I : restrict(I, L\∆) = ∅. Or restrict(I, L)= restrict(I,∆)∪ restrict(I, L\∆). Nous avons
donc restrict(I, L) = restrict(I,∆). De plus, ∆ est un diagnostic minimal ce qui signifie que
tout sous ensemble ∆′ ⊂ ∆ uni a` au moins un litte´ral l′de L \∆′ n’est pas cohe´rent avec Π . Ainsi
aucun impliquant de Π ne peut contenir seul ∆′ sans contenir un autre litte´ral de L \∆′. Nous
de´duisons donc que restrict(I, L) = ∆ et que restrict(I, L) est un restriction sur L minimale
cohe´rente avec Π.
⊇) Montrons par l’absurde que tout impliquant restreint minimal sur le langage cohe´rent
de litte´raux L est un diagnostic minimal. Soit restrict(I, L) ∈ min⊆(restrict(Π, L)). Par le
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lemme 6.1, nous savons que restrict(I, L) est un diagnostic. Supposons qu’il ne soit pas mi-
nimal. Il existe alors un diagnostic ∆, t.q. ∆ ⊆ restrict(I, L). Par conse´quent il existe l dans
restrict(I, L) t.q. l n’est pas dans ∆. Dans ce cas ∆ ∪ { L \∆} ∪ I est contradictoire. Mais
puisque ∆ ∪ { L \∆} est cohe´rent avec Π, alors il existe I ′ 6= I t.q. ∆ ∪ { L \∆} ∪ I ′ est co-
he´rent avec restrict(I ′, L) ⊆ ∆. Nous de´duisons que restrict(I ′, L) ⊆ ∆ ⊆ restrict(I, L). Cette
dernie`re remarque est contradictoire avec l’hypothe`se restrict(I, L) ∈ min⊆(restrict(Π, L)). 2
Dans [ADS08] ce the´ore`me est e´nonce´ pour une FND quelconque, il s’applique au cas dis-
tribue´ ou` le syste`me est mode´lise´ par un re´seau de FNDs. Pour cela, il suffit de remarquer que
tout diagnostic global minimal se repre´sente par un diagnostic distribue´ ∆D construit a` partir
d’impliquants locaux restreints sur leur propre langage cible. Toutefois essayer de prolonger un
impliquant local par un diagnostic global peut eˆtre interdit, notamment si les litte´raux de modes
doivent rester confidentiels. Afin de se´lectionner les diagnostics locaux les plus inte´ressants, nous
chercherons a` ve´rifier qu’il appartiennent a` un diagnostic global minimal.
6.3.2 Ve´rifier qu’un diagnostic local appartient a` un diagnostic distribue´ mi-
nimal
A` l’aide du re´seau structure´ de FNDs globalement cohe´rent, nous montrons qu’il est possible
de ve´rifier que pour tout cluster que tout diagnostic local issu de la restriction d’un impli-
quant local est inclus dans un diagnostic distribue´ minimal. Tout d’abord, nous rappelons qu’un
diagnostic distribue´ ∆D = {∆ct : ct ∈ CT} est un ensemble de diagnostic locaux, ou` chaque
diagnostic local a e´te´ de´cide´ par chaque cluster et ou` l’union des diagnostics locaux est cohe´-
rente avec le syste`me global. Un diagnostic distribue´ est dit minimal ssi le diagnostic global qu’il
induit (c-a`-d l’union de diagnostic locaux qui le composent) est un diagnostic minimal de la
description d’un syste`me global.
Intuitivement, afin de ve´rifier qu’un diagnostic local globalement cohe´rent d’un cluster ∆ct
appartient a` un diagnostic distribue´ minimal, nous ve´rifions dans un premier temps que ∆ct
est un diagnostic minimal de ct. Dans ce chapitre nous faisons l’hypothe`se que les variables de
modes (par exemple okX, okY,..) servant a` exprimer les diagnostics sont des variables locales
aux clusters. Dans ce cas, nous avons que tout diagnostic local minimal globalement cohe´rent
d’un cluster appartient a` un diagnostic distribue´ minimal. En effet, soit ∆ct un diagnostic lo-
cal minimal globalement cohe´rent. ∆ct est un diagnostic local minimal, il n’existe donc aucun
diagnostic forme´ sur vars(∆ct) qui le sous-somme. ∆ct est aussi un diagnostic local globalement
cohe´rent, il existe donc un ensemble de diagnostics distribue´s qui prolongent ∆ct. Les diagnostics
minimaux globaux prolongeant ∆ct sont des diagnostics minimaux distribue´s de tout le syste`me.
Ils ne peuvent eˆtre sous-somme´s sur vars(∆ct) par aucun diagnostic distribue´ ne prolongeant pas
(∆ct et par de´finition ne peuvent eˆtre sous-somme´ par aucun diagnostic distribue´ prolongeant
∆ct.
De plus, en e´tendant la notion de diagnostic minimal d’un cluster au diagnostic minimal d’un
ensemble de clusters, nous de´duisons aussi qu’un diagnostic minimal d’un ensemble de clusters
fait partie d’un diagnostic distribue´ minimal.
Par simplicite´ nous re´unissons les diffe´rentes notions de diagnostic local d’un cluster, diag-
nostic local d’un ensemble de cluster et diagnostic distribue´ a` travers la notion de sous-diagnostic
distribue´.
De´finition 6.4 (Sous-diagnostic distribue´, sous-diagnostic distribue´ minimal) Soient un
arbre joint de FNDs globalement cohe´rent T ((CT,χ,Π), E) CT ′ ⊆ CT . Un sous-diagnostic dis-
tribue´ ∆CT
′
est un ensemble de diagnostics locaux de CT ′ issu de restrictions d’impliquants de
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FNDs, cohe´rent avec l’union des descriptions des clusters CT ′.
∆CT
′
= {restrict(Π(ct′), Lct′) : ct
′ ∈ CT ′} t.q. ∆CT
′
∧
ct′∈CT ′
Π(ct′) 6|= ⊥
Un sous-diagnostic distribue´ ∆CT
′
est minimal, s’il n’existe pas de sous-diagnostic distribue´
∆CT
′
2 forme´ sur CT
′ t.q. ∆CT
′
2 ⊂ ∆
CT ′
Compte tenu de cette de´finition, un diagnostic local est un sous-diagnostic distribue´ de´fini
sur un cluster. De meˆme, parce que chaque impliquant de chacune des FNDs est globalement
cohe´rent, tout sous-diagnostic distribue´ se prolongera toujours par un diagnostic distribue´ sur
tous les clusters. Enfin, dans la section pre´ce´dente nous avons vu que n’importe quelle FND
repre´sentait parmi ses impliquants tous ses diagnostics minimaux. On en de´duit que la FND qui
serait induite par la distribution des FNDs locales a` chaque cluster contiendrait les diagnostics
minimaux. Intuitivement, on comprend que parmi tous les sous-diagnostics distribue´s construits
sur CT sont contenus les diagnostics distribue´s minimaux. Afin d’identifier les diagnostic locaux
d’un syste`me qui sont contenus dans un diagnostic global minimal, nous avons la proprie´te´
suivante sur les sous-diagnostics distribue´s :
Proprie´te´ 6.1 (sous-diagnostic distribue´ minimal) E´tant donne´ un arbre joint de FNDs
globalement cohe´rent T ((CT,χ,Π), E), un sous-diagnostic distribue´ ∆CT
′
i fait partie d’un diag-
nostic distribue´ minimal des clusters CT t.q CT ′ ⊆ CT ssi
1. ∆CT
′
i est un sous-diagnostic distribue´ minimal
2. sinon il existe un ensemble Diag⊂ de sous-diagnostics distribue´s le sous-sommant t.q.
Diag⊂ = {∆CT
′
k t.q. ∆
CT ′
k ⊂ ∆
CT ′
i } et ∆
CT\CT ′
j ou` :
(a) ∆CT
′
i ∪∆
CT\CT ′
j est un diagnostic distribue´ minimal et
(b) pour tout ∆CT
′
k ∈ Diag
⊂ ∆CT
′
k ∪∆
CT\CT ′
j n’est pas un sous-diagnostic distribue´.
Dans notre algorithme 6.3.2 132 ”EstDansMinGlobal” nous mettons a` profit cette proprie´te´ pour
ve´rifier si un diagnostic local ∆∗ se prolonge par un diagnostic distribue´ minimal. Pour cela,
nous ve´rifions incre´mentalement, en passant d’un cluster a` l’autre si au moins un sous-diagnostic
distribue´ prolongeant ∆∗ est minimal.
Exemple. 6.5 Reprenons le syste`me de FNDs globalement cohe´rentes du cluster ctE de la Fi-
gure 6.4. Supposons que ctE veuille savoir si son diagnostic local ∆
2
ctE
= {¬okE} fait partie
d’un diagnostic distribue´ minimal. Tout d’abord il ve´rifie si ∆2ctE est minimal (cf point 1 de la
proprie´te´ pre´ce´dente). Ce n’est pas le cas, ∆1ctE = {} le sous-somme. (On passe au point 2) on
cherche donc a` prolonger ∆2ctE par un diagnostic ∆
′ d’un des pairs voisins afin que ∆′ et ∆2ctE
forme un sous-diagnostic distribue´ minimal. Nous rappelons que tout sous-diagnostic distribue´
minimal fait partie d’un diagnostic minimal global. En raison de la politique de confidentialite´,
ctE ne pourra pas envoyer son diagnostic ∆
2
ctE
a` ses voisins. En revanche, il pourra envoyer
des formules de´finies sur le vocabulaire partage´ avec ces derniers. Il cherchera a` prolonger le
diagnostic ∆2ctE par les impliquants qui le contiennent par Π
=. Afin de ve´rifier la minimalite´
chez le pair voisin ctE va aussi chercher aussi a` prolonger les diagnostics qui sous-somment
∆2ctE de Π
⊂. De meˆme, en raison de la confidentialite´, la totalite´ d’un impliquant ne pourra eˆtre
transmise aux pairs voisins. Seule son expression sur le vocabulaire partage´ sera communique´e.
Cela suffit pour prolonger de fac¸on cohe´rente les diagnostics induits par les ensembles Π= et Π⊂.
De`s qu’un impliquant local d’un pair voisin, cohe´rent avec Π=, contient un diagnostic local non
sous-somme´ par l’un des diagnostics locaux induits par Π⊂, c’est gagne´. On est suˆr que ∆2ctE
fait partie d’un sous-diagnostic distribue´ minimal.
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Plus formellement on suppose que le protocole s’exe´cute a` travers un arbre joint enracine´
au cluster initiateur ct∗. Tout d’abord, (ligne 1-3) le cluster initiateur partage ses impliquants
locaux Π(ct∗) en deux ensembles disjoints : Π⊂ qui regroupe les impliquants ayant un diagnostic
local sous-sommant ∆∗ et Π= qui regroupe les impliquants prolongeant ∆∗. Si ∆∗ est minimal
c-a`-d Π⊂ est vide (ligne 5) ct∗ retourne V rai. Si ce n’est pas le cas et il n’y pas d’autres fils a`
explorer ct∗ retourne faux (ligne 6). De la ligne (8 a` 11) on cherche a` prolonger ∆∗ par un sous-
diagnostic distribue´ minimal. ct∗ communique a` chaque fils ctf par un message ReqDiagMin a`
la fois les impliquants restreints sur le vocabulaire partage´ (Π=ctf ) prolongeant ∆∗ (ligne 9), mais
aussi les restrictions d’impliquants porteurs d’un plus petit diagnostic Π⊂ctf (ligne 10).
Algorithme 8: EstDansMinGlobal
Entre´e: ∆∗ un diagnostic local d’un cluster ct∗
Sortie: Boole´en : { Vrai, Faux} indique si ∆∗ fait partie d’un diagnostic global minimal
(1) // initialisation de la ve´rification par ct∗ qui devient la racine du arbre joint
(2) Π= ← {I ∈ Π|restrict(I, Lct∗) = ∆∗}
(3) Π⊂ ← {I ∈ Π|restrict(I, Lct∗) ⊂ ∆∗}
(4) // cas d’arreˆts la ve´rification
(5) retourne Vrai si Π⊂ est vide
(6) retourne Faux si ct∗ n’a pas de fils
(7) // ve´rification dans les sous-arbres de ct∗
(8) foreach ctf ∈ Fils(ct∗)
(9) Π=ctf ← restrict(Π
=, χct∗ ∩ χctf )
(10) Π⊂ctf ← restrict(Π
⊂, χct∗ ∩ χctf )
(11) envoie ReqDIAGMIN(Π=ctf ,Π
⊂
ctf
) a` ctf
(12)
(13) // ve´rification dans une branche partant de ct∗
(14) if ct rec¸oit ReqDIAGMIN(Π=ct′ ,Π
⊂
ct′) de son parent
(15) Π= ← {I ∈ Π|∃J ∈ Π=ct′ , I ∧ J 6|= ⊥}
(16) Π⊂ ← {I ∈ Π|∃J ∈ Π⊂ct′ , I ∧ J 6|= ⊥}
(17) // cas d’arreˆts de la ve´rification dans la branche et re´ponse au parent
(18) renvoie RepsDIAGMIN(V rai) si
(19) ∃∆i ∈ restrict(Π
=, Lct) t.q. ∀∆k ∈ restrict(Π
⊂, Lct) : ∆k 6⊆ ∆i
(20) renvoie RepsDIAGMIN(Faux) si ct est une feuille
(21) // ve´rification dans les sous-arbres de ct
(22) foreach ctf ∈ Fils(ct)
(23) Π=ctf ← restrict(Π
=, χct ∩ χctf )
(24) Π⊂ctf ← restrict(Π
⊂, χct ∩ χctf )
(25) envoie ReqDIAGMIN(Π=ctf ,Π
⊂
ctf
) a` ctf
(26)
(27) // remonte´ des re´ponses des feuilles vers la racine
(28) if ct rec¸oit RepsDIAGMIN(b) d’un fils ct′
(29) brancheContientMin← brancheContientMin ∨ b
(30) if ct a rec¸u RepsDIAGMIN de tous ses fils ct′
(31) if ct 6= ct∗
(32) envoie RepsDIAGMIN(brancheContientMin) a` parent
(33) else
(34) retourne brancheContientMin
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Lorsqu’un fils ct rec¸oit une requeˆte ReqDiagMin (ligne 14), il se´lectionne dans Π= ses
impliquants locaux (indirectement ses diagnostics locaux) cohe´rents avec un prolongement de
∆∗ (ligne 15). Dans Π⊂ il se´lectionne ses impliquants locaux cohe´rents avec les sous-diagnostics
distribue´s sous-sommant les sous-diagnostics distribue´s prolonge´s par ∆∗ (ligne 16). Un sous-
diagnostic distribue´ minimal prolongeant ∆∗ est trouve´ si un diagnostic ∆i de Π
= n’est sous-
somme´ par aucun diagnostic de Π⊂ (ligne 17-19). S’il n’y a pas de possibilite´ de prolonger ∆∗
par un sous-diagnostic distribue´ minimal (on a atteint une feuille, ligne 20). Sinon, s’il y a
encore une possibilite´, ct fait appel a` ses fils (ligne 21 a` 25). De la ligne 27 a` 34 on organise la
remonte´ des re´ponses de fac¸on a` de´tecter la terminaison. Chaque pair atteint par une requeˆte
ReqDIAGMIN attend les re´ponses de ses fils avant de re´pondre. On peut aller plus vite, a`
partir du moment ou` l’un des fils se trouve dans un prolongation contenant un sous-diagnostic
distribue´ minimal de ∆∗, le cluster peut re´pondre.
Nous n’avons pas eu le temps d’imple´menter et de tester cette approche. Toutefois nous
notons qu’au pire des cas cet algorithme ne´cessite un nombre de message de l’ordre du diame`tre
du re´seau structure´. Chaque message contient au pire une formule de la taille de la plus grande
des FNDs du re´seau. On en de´duit que la complexite´ de ve´rification est line´aire en la largeur de
T ((CT,χ,Π), E). T ((CT,χ,Π), E) garanti un diagnostic distribue´ compile´.
6.3.3 Re´sume´ du chapitre
En conclusion, dans ce chapitre, nous repartons du re´sultat de Token Elimination qui de´com-
pose le sche´ma d’un syste`me vers un sche´ma structure´ du cluster qui respecte les accointances
des pairs et la confidentialite´ des variables locales. Nous enrichissons les clusters des descriptions
FNCs de chaque pair et formons ainsi un syste`me structure´ (arbre joint de CNFs). Afin que
ce syste`me garantisse un diagnostic correct et complet, nous compilons l’arbre joint de FNCs
vers un arbre joint de FNDs globalement cohe´rentes. Nous montrons que le syste`me structure´
de FNDs re´sultat mode´lise aussi l’ensemble des diagnostics minimaux du syste`me. En raison de
la politique de confidentialite´ ou` les variables de mode peuvent rester locales, nous avons exhibe´
un algorithme capable de ve´rifier si les diagnostics locaux encode´s dans chacun des impliquants
d’une FND locale fait partie d’un diagnostic global minimal. Cet algorithme s’exe´cute en un
temps line´aire par rapport a` la taille de chaque description. Le syste`me structure´ de FNDs
globalement cohe´rent est donc un syste`me compile´ pour le diagnostic distribue´.
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Conclusion
Les applications cherchant a` pre´server la confidentialite´ de leurs donne´es sont omnipre´sentes
sur le web. Il y a donc un inte´reˆt croissant a` pouvoir analyser le comportement de ces syste`mes
tout en respectant la confidentialite´ des donne´es des applications sous-jacentes.
Le de´fi majeur du diagnostic distribue´ est de pouvoir expliquer le comportement d’un syste`me
distribue´ par un ensemble de pairs ayant un acce`s et une visibilite´ re´duite de ce syste`me, tout
comme l’aurait fait un unique diagnostiqueur ayant la connaissance globale de tout le syste`me.
Ainsi, en plus des questions usuelles de mises a` jour, d’espace me´moire et de rapidite´ des re´ponses
auxquelles re´pondent les approches interpre´te´es ou compile´es de diagnostic, le contexte distribue´
apporte de nouvelles contraintes telles que la re´partition ge´ographique ainsi que le controˆle d’ac-
ce`s des descriptions manipule´es. La plupart des approches envisage´es dans le cadre du diagnostic
distribue´ supposent l’existence d’un superviseur global et ne pre´voient pas de politique d’acce`s
sur le partage du vocabulaire des descriptions du syste`me. En pre´sence d’applications ou` l’acce`s
a` l’information est restreint, ces approches peuvent donc eˆtre inadapte´es. A` notre connaissance,
seuls le syste`me d’infe´rence distribue´ Somewhere [ACG+06] ou plus re´cemment Deca [AGR09],
auxquels notre e´tude fait suite, cherchent a` pre´server la confidentialite´ des connaissances locales.
Dans le contexte des CSPs ou COPs distribue´s, la proble´matique de confidentialite´ est plus avan-
ce´e et a e´te´ e´tudie´e par Silaghi et al [SF02], Yokoo et al [YSH02], Greenstadt et al [GPBT06]
et plus re´cemment par Leaute et al [LF11]. Dans ces travaux la confidentialite´ s’applique a` des
syste`mes ou` toute l’assignation de variables est crypte´e mais peut circuler librement a` travers
le re´seau. Seuls certains pairs pourront la de´crypter. Par rapport a` ces approches, la politique
d’acce`s a` laquelle nous nous adressons dans un premier temps n’autorise ni aux variables ni a`
leurs assignations de circuler librement a` travers le re´seau. Un pair qui n’a pas l’acce`s a` une
variable n’en n’aura jamais la connaissance et ne sera jamais amene´ a` la conside´rer durant son
raisonnement.
Dans ce contexte, nous pre´sentons (dans le chapitre 3) un nouveau cadre pour le diagnostic
distribue´ : les syste`mes de pairs diagnostiqueurs qui permettent d’expliquer les comportements
anormaux d’un syste`me distribue´ ge´ographiquement re´parti et ou` le partage est controˆle´ par une
politique d’acce`s. Dans un syste`me de pairs diagnostiqueurs, initialement, chaque pair de´crit le
comportement d’un sous-syste`me par une formule propositionnelle. En raison de la politique
d’acce`s, chaque pair ne pourra qu’enrichir sa description locale de nouvelles connaissances auto-
rise´es par la politique d’acce`s, faisant e´voluer le syste`me de pairs initial vers un syste`me appele´
accessible. C’est a` partir d’une description accessible locale que chaque pair pourra e´laborer des
diagnostics. Graˆce a` ses liens d’accointances (son voisinage), un pair pourra aussi ve´rifier que les
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explications locales calcule´es a` partir de descriptions auxquelles il a acce`s sont aussi cohe´rentes
avec les descriptions de pairs voisins. Ces dernie`res explications sont des diagnostics localement
cohe´rents, elles constituent ce que chaque pair est en mesure de calculer. En raison de la po-
litique d’acce`s, il sera souvent impossible a` un pair du syste`me d’expliquer le comportement
global de ce dernier juste a` partir d’une description locale auquel il a acce`s. En revanche le com-
portement global d’un syste`me pourra eˆtre explique´ par un ensemble de pairs. Dans ce cadre
l’objectif du diagnostic distribue´ d’un syste`me de pairs diagnostiqueurs consiste a` transformer le
syste`me mode´lisant le comportement distribue´ vers un syste`me qui garantit les deux proprie´te´s
suivantes :
1. (correction) Tout diagnostic localement cohe´rent fait partie d’une explication cohe´rente du
comportement du syste`me global
2. (comple´tude) Toute explication cohe´rente du comportement du syste`me global se retrouve
a` travers un ensemble de diagnostics localement cohe´rents re´partis a` travers le syste`me
3. (compilation) Peut-on ve´rifier en un temps polynomial en la taille des descriptions des
pairs qu’un diagnostic local peut se prolonger par un diagnostic global minimal ?
On comprend mieux que l’objectif n’est pas force´ment de regrouper les diagnostics globaux d’un
syste`me (car ce ne serait pas toujours possible) mais plutoˆt de pouvoir transformer un syste`me
de pairs vers un syste`me accessible ou` il sera possible de ve´rifier rapidement (ou de composer)
tout diagnostic global minimal a` partir de diagnostic locaux.
Compte tenu de la proble´matique, avant meˆme d’envisager de re´soudre,notre premie`re e´tape
a e´te´ de re´pondre aux questions suivantes :
Quels sont les syste`mes qui permettent de garantir un diagnostic distribue´ correct et complet ?
Peut-on les caracte´riser ?
Cette caracte´risation est importante car elle nous permet d’identifier les syste`mes accessibles qui
re´pondent a` notre objectif. A` la fin du chapitre 3 nous avons montre´ que si le syste`me accessible
a` partir duquel les pairs e´laborent leurs diagnostics locaux est se´mantiquement e´quivalent au
syste`me observe´ initial (c-a`-d la se´mantique du syste`me global reste inchange´ alors que les
descriptions locales ont pu e´voluer) alors il garantit un diagnostic distribue´ complet. Ensuite
nous montrons que la proprie´te´ de la running intersection est une proprie´te´ fondamentale dans
la caracte´risation des syste`mes accessibles garantissant un diagnostic distribue´ correct. Dans le
chapitre 4 nous nous inte´ressons aux caracte´ristiques graphiques des syste`mes permettant de
garantir un diagnostic distribue´ correct. Tout d’abord nous faisons correspondre les syste`mes
garantissant un diagnostic distribue´ correct aux syste`mes pour lesquels tous les mode`les locaux
sont globalement cohe´rents. Cette correspondance permet aussi de reporter la caracte´risation
des syste`mes (toujours en se basant uniquement sur une repre´sentation graphique de ceux-
ci) garantissant un diagnostic distribue´ correct a` la caracte´risation des syste`mes garantissant
l’e´quivalence entre cohe´rence locale et cohe´rence globale des descriptions locales. A` la base de
la caracte´risation nous retrouvons donc, de manie`re peu surprenante, la proprie´te´ de running
intersection. Celle-ci nous permet de de´finir les sche´mas joints (c-a`-d sche´mas d’un syste`me de
pairs ou` les pairs contenant une meˆme variable forment un graphe connexe). Nous montrons que
les syste`mes structure´s (c-a`-d dont le sche´ma contient un arbre couvrant joint) suffisent a`
garantir un diagnostic distribue´ correct.
Cette proprie´te´ e´tend un re´sultat bien connu de CSP et de Base de Donne´es a` des graphes dont
les noeuds sont e´tiquete´s par des ensembles de variables. Nous montrons par ailleurs que dans
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le cas des syste`mes d’interactions (c-a`-d les syste`mes ou` les pairs contenant une meˆme variable
forment une clique), les syste`mes structure´s garantissant la cohe´rence distribue´e sont ne´cessaires.
Cette proprie´te´ constitue l’un des re´sultats majeurs de cette caracte´risation qui nous permet de
conclure que :
Dans cas des syste`mes d’interactions, seuls les sche´mas structure´s sont en mesure de garantir
un diagnostic distribue´ correct.
Dans le chapitre 5, nous cherchons a` transformer la description d’un syste`me de pair initial
vers un syste`me structure´ en vue de le diagnostiquer. Pour cela, nous de´finissons l’ope´ration de
de´composition arborescente distribue´e qui e´tend la de´finition de de´composition arborescente in-
troduite par Robertson et Seymour [RS86], a` notre contexte distribue´. Dans ce nouveau contexte,
nous avons cherche´ a` satisfaire un politique d’acce`s particulie`re : la confidentialite´ (le vocabu-
laire local a` un pair ne pourra pas eˆtre divulgue´). Nous avons propose´ un nouvel algorithme
de de´composition arborescente distribue´ TE base´ sur des e´lections locales avec passage d’un
jeton. Nous avons aussi vu que la de´composition arborescente est aussi connue pour acce´le´rer
la re´solution d’un proble`me. La qualite´ de la de´composition arborescente est primordiale. Une
bonne technique de de´composition arborescente peut offrir des gains exponentiels. Il est donc
important, meˆme si cette technique est couˆteuse, de pouvoir l’appliquer en pratique. Nous avons
expe´rimente´ notre algorithme TE sur les familles de re´seaux ”petit monde” connues pour ca-
racte´riser certaines structures importantes que l’on peut retrouver dans certaines applications
du monde re´el. Afin de pouvoir le comparer a` d’autres me´thodes de de´composition de re´fe´rence
de l’e´tat de l’art du contexte centralise´ et du contexte distribue´, nous l’avons adapte´ afin qu’il
s’applique a` un graphe d’interactions.
La qualite´ des arbres joints produits par TE sur des instances petit monde est nettement
meilleure que l’e´tat de l’art des algorithmes distribue´s, et reste comparable a` l’e´tat de l’art des
de´compositions arborescentes base´es sur l’e´limination de variables dans un contexte centralise´.
Dans le dernier chapitre nous repartons de la de´composition arborescente distribue´e construite
par TE a` travers le re´seau et l’enrichissons des diffe´rentes descriptions des pairs afin du former
un syste`me structure´ de DNFs. Dans cette approche, nous restreignons volontairement les po-
litiques d’acce`s possibles aux variables, en nous limitant uniquement au caracte`re prive´/public
des variables (les variables partage´es entre au moins deux pairs seront forc¸e´ment publiques). De`s
lors, le syste`me stucture´ garantit un diagnostic distribue´ complet. Il est e´quivalent au syste`me
initial (seule la forme des the´ories locales est passe´e de CNFs a` des FNDs). Ce syste`me structure´
de FNDs ne garantit pas encore un diagnostic distribue´ correct. Il faut pour cela que toutes ses
FNDs soient a` la fois localement et globalement cohe´rentes. Pour cela, nous utilisons un par-
cours en 2 phases qui transforme chaque FND locale en FND globalement cohe´rente. En plus de
garantir un diagnostic distribue´ correct nous montrons qu’une structure de FNDs globalement
cohe´rente est aussi un syste`me compile´ pour le diagnostic distribue´. Pour cela nous mettons en
e´vidence un algorithme ou` chaque pair sera en mesure de ve´rifier que chacun des ses diagnos-
tics locaux fait partie d’un diagnostic global minimal. Nous nous basons sur le the´ore`me 1 de
[ADS08] qui montre que toute FND d’un syste`me repre´sente aussi ses diagnostics minimaux.
Enfin, en plus d’offrir un syste`me compile´ pour le diagnostic distribue´, nous remarquons qu’en
the´orie, tout arbre joint structure´ de DNFs globalement cohe´rentes est susceptible d’offrir une
repre´sentation plus succincte qu’un OBDD.
Nous avons donc montre´ dans ce manuscrit qu’il e´tait possible d’appre´hender la proble´ma-
tique de diagnostic distribue´ par une approche novatrice, qui ne conside`re qu’a` minima la vision
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globale du syste`me. Dans cette approche, les variables prive´es restent prive´es, et aucun pair
n’a la connaissance de la de´faillance des autres pairs. Chaque pair peut ne´anmoins re´agir a` la
pre´sence de de´faillances locales expliquant la de´faillance globale du syste`me. On peut donc ima-
giner que cette simple connaissance soit suffisante pour que le pair puisse re´agir en conse´quence
et lancer une proce´dure de re´paration, sans obligatoirement en avertir les autres pairs. Bien
entendu, beaucoup reste a` faire et cette the`se ouvre de nombreuses perspectives dans cette voie.
Ainsi, il serait important non pas de conside´rer la pre´sence d’une de´faillance locale dans l’un des
diagnostics globaux, mais plutoˆt la pre´sence d’une de´faillance locale dans l’un des diagnostics
les plus probables, globalement. Dans cette voie prometteuse, beaucoup reste a` faire. Il faudrait
aussi prendre en compte la haute dynamicite´ d’un ve´ritable re´seau de pairs, ce qui permettrait
de prendre en compte des observations changeantes ou oscillantes, le de´part ou l’arrive´e de pairs
(comment maintenir l’e´tat compile´ du re´seau ?), ou encore la re´paration d’un pair suite a` un
diagnostic de´favorable.
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