Natural convection in a differentially heated cavity is characterized by different phenomena such as laminar to turbulent flow transition in the boundary layer, turbulent mixing, and thermal stratification in the core of the cavity. In order to predict the thermal and fluid dynamic behavior of the flow in these cavities, the location of transition to turbulence should be accurately determined. In this work, the performance of three subgrid-scale (SGS) models is submitted to investigation in a water-filled cavity of aspect ratio 5 at have also revealed that the use of SGS models is justified in this flow as the transition location and consequently the flow structure cannot be captured properly if no model is used for the tested spatial resolution.
Introduction
The flow in a differentially heated cavity (DHC) has been studied extensively in the literature, due to its relevance to model many applications of industrial interest, like air flow in buildings, heat transfer in solar collectors, or cooling of electronic devices. The flow is characterized by a thermal gradient which is orthogonal to the gravitational field. In accordance with the available computing power, first efforts mainly addressed steady laminar two-dimensional flows (see for instance [1] ). In the last two decades, more demanding two-and three-dimensional transitional and turbulent flows appeared in the literature thanks to the increasing computational resources, which allowed dealing with different scales of motion present in such flows at moderate and high Rayleigh numbers (Ra) [2] [3] [4] [5] . Although the geometry is rather simple, different regimes coexist when the Rayleigh number is increased beyond a critical value: i) laminar flow in the upstream part of the vertical boundary layers and in the core of the cavity, ii) transitional and turbulent flow at some location where the downstream traveling waves grow sufficiently to disrupt the vertical boundary layer and eject large unsteady eddies. In the core of the cavity, a thermally stratified zone is expected. Even though at relatively smaller velocities compared with the vertical boundary layer, the core is in motion, as the isotherms oscillate around a mean horizontal profile, which can be attributed to the internal gravity waves. Although conducting direct numerical simulation (DNS) in real-scale engineering problems is not feasible yet, the present configuration, being a canonical case, has been subject of DNS studies on moderate Rayleigh numbers [6] [7] [8] . These works have contributed to understand the physical phenomena of turbulence and provided useful data.
The vast majority of the performed studies consider air-filled cavities (Prandtl number P r ≈ 0.7). However, the working fluid is water for many buoyancy-driven applications. In the case of a water-filled cavity, i.e. greater
Prandtl number compared with air, obtaining solutions for the governing equations gets more complicated since the thermal boundary layer becomes thinner for the same Rayleigh number [9] . Therefore, finer grids are required to capture the smallest scales of the flow. This may be one of the reasons explaining that numerical studies of water-filled DHC are quite scarce when compared with air-filled ones and are generally limited to a two-dimensional domain [10] [11] [12] . Alternatively, large eddy simulations (LES) are an encouraging alternative for the resolution of turbulent natural convection in these cavities as they model the smallest scales of flow while the large scales are solved. The selection of an appropriate subgrid-scale (SGS) stresses model for describing the complex flow behavior is crucial in this cavity flow, where the overall performance of the model is dependent on the accurate prediction of the transition to turbulence phenomenon.
With regard to the use of LES models in DHC flows, several authors pub-lished relevant contributions for the air-filled cavities. Peng and Davidson [13] studied a flow with a low level of turbulence (Ra = 1.58 × 10 9 ) in a cubical cavity. They obtained good results in the main flow quantities by using approximately 0.6 million control volumes (CV). On the other hand, second-order turbulent statistics showed discrepancies with the reference experimental work, due mainly to the lower resolution of the grid in the outer shear layer and the spanwise direction.
In the recent years, different studies of LES on a DHC configuration of aspect ratio 5 appeared in the literature. Barhaghi and Davidson [14] studied a turbulent DHC of aspect ratio 5 at Ra = 4.028 × 10 8 (based on the cavity width) by means of the Smagorinsky [15] , the dynamic eddy-viscosity [16] , and the wall-adapting local-eddy viscosity (WALE) [17] models. The finest mesh they employed had approximately 2.5 million CVs. The tested SGS models gave substantially different results in capturing the location of transition in the vertical boundary layer, with the dynamic eddy viscosity model the most accurate one. They performed a full analysis of turbulent statistics in both transitional and turbulent regions of the cavity. They indicated that the results in the transition region showed considerable differences between the coarse and fine meshes, while in the fully turbulent region the grid dependency was no longer important.
More recently, two works for very similar Rayleigh numbers were carried out using the same aspect ratio. Lau et al. [18] tested different SGS models in an air-filled DHC of aspect ratio 5 at Ra = 4.56 × 10 10 using approximately 2.1 million CVs. The comparison with the available experimental data demonstrated that the transition to turbulence cannot be well captured if the models are too dissipative, thus leading to important discrepancies with the reference data. Trias et al. [19] studied a turbulent DHC flow of aspect ratio 5 by means of DNS and regularization modeling for Ra = 4.5 × 10 10 .
For the modeling of turbulence they used a novel class of regularization that restrain the convective production of small scales of motion in an unconditionally stable manner. The comparison of the results showed that the method was able to capture the general patterns of flow even for very coarse meshes, illustrating the potential of the regularization method to deal with complex flows.
Ghaisas et al. [20] tested different SGS models for weakly turbulent flow in a DHC of aspect ratio 4 for two different Rayleigh numbers, obtaining good agreement with the available DNS data for Ra = 6.4 × 10 8 , although
higher mesh resolution was shown to be needed when the Rayleigh number was raised to 2.0 × 10 9 .
Sergent et al. [21] recently used LES to show that the discrepancies between the numerical and experimental stratification values in the center of the air-filled DHC is due to the contribution of the front and rear end walls in heat transfer and fluid flow.
The conducted studies so far showed that the accurate assessment of the transition location is essential in predicting flow configuration in a turbulent DHC flow. As a result, the performance of the SGS models are primarily dependent on their capability to capture this location. Considering this, the present work aims at testing the performance of three SGS models for the turbulent natural convection flow in a water-filled DHC of aspect ratio 5 at Ra = 3 × 10 11 . The tested models are: (i) the WALE model [17] , (ii) the QR model [22] , and (iii) the WALE model within a variational multiscale framework [23] (VMS-WALE). In the literature, for the DHC configuration, the numerical investigations of LES are concentrated on the air-filled cavities.
Thus, the current study is intended to fill a gap, providing DNS and LES results for moderate-to-high Rayleigh numbers in three-dimensional waterfilled cavities. Moreover, to the best knowledge of the authors, this is the first study to test the QR model in a DHC configuration.
The remainder of the present paper is organized as follows. In the next section, the description of the case is presented. Then, Section 3 is devoted to the DNS: the numerical methodology used is outlined and the details of the verification studies are explained. In Section 4, the LES models tested in the study are briefly described. In Section 5, the performance of the LES models is assessed by comparison with the DNS results. The discussion is focused on the prediction of the transition to turbulence location and its influence on the flow structure and heat transfer. Finally, concluding remarks are given in Section 6.
Description of the case
The turbulent natural convection in a three dimensional DHC of height H, width W, and depth D is submitted to investigation (see Figure 1 ). The aspect ratio is H/W = 5. This aspect ratio was studied previously by different authors [14, 18, 19, 24] . The cavity is subjected to heating along the left vertical wall, and cooling along the right vertical wall by means of isothermal confining walls at T h and T c , respectively. The cavity height based
, where g is the gravity, β is the thermal expansion coefficient, and ν is the kinematic viscosity. The Prandtl number (P r = ν/α) in this water-filled DHC is 4.31, which corresponds to water at 40
• C, where α is the thermal diffusivity. The confining walls at the top and bottom of the cavity are adiabatic. No-slip velocity condition is imposed on these four boundaries in x-and y-directions,
whereas periodic boundary conditions are imposed in the z-direction for all the variables. 
DNS

Governing equations
Considering an incompressible viscous Newtonian fluid, assuming the Oberbeck-Boussinesq (OB) approximation, and neglecting thermal radiation, the governing equations read,
where u = (u, v, w) is the velocity vector, p and T are the kinematic pressure and temperature fields, respectively. F is the body force
with T m = (T h + T c )/2 the mean temperature, and g = (0, −g, 0) the gravitational acceleration vector.
For the presentation of the dimensionless results, the adopted reference length, time, velocity, and temperature are
Numerical methods for DNS
The incompressible Navier-Stokes equations (1)- (2) are discretized on a staggered Cartesian grid by a fourth-order symmetry-preserving numerical scheme [25] , representing the convective term by a skew-symmetric, and the diffusive term by a symmetric positive-definite matrices. The resulting operator-based finite-volume discretization of equations (1)- (2) for the temporal evolution of the spatially discrete staggered velocity vector u s yields,
where the subindices c and s refer to cell-centered and staggered discrete variables, respectively. The diffusive matrix, D, is symmetric and positive semi-definite, representing the integral of the diffusive flux −ν∇u · n through the CV faces, where n is the unit vector normal to the CV face. The diagonal matrix, Ω, stands for the sizes of the control volumes and the approximate convective flux is discretized as in [25] . The resulting convective matrix, C(u s ), is skew-symmetric. Then, in the absence of body forces, the time evolution of the discrete kinetic energy ∥u s ∥ 2 = u s · Ωu s is governed by,
where the convective and pressure gradient contributions cancel because of the skew-symmetry of the convective term and the incompressibility constraint of Equation (4), respectively. Therefore, even for coarse grids, the energy of the resolved scales of motion is convected in a stable manner, i.e.
the discrete convective operator transports energy from a resolved scale of motion to other resolved scales without introducing any artificial dissipation of energy. The cell-centered temperature is discretized in a similar manner.
For details, the reader is referred to [25] .
For the temporal discretization, a second-order explicit one-leg scheme [26] is used by means of the classical fractional step projection method. A predictor velocity, u 
For the details of the numerical algorithms and the Poisson solver, the reader is referred to [7] .
Verification of the DNS
The DNS code was verified using the Method of Manufactured Solutions (MMS) [27] , and tested for several benchmark reference results (see for instance [7] ). Moreover, since the spatial discretization is fully-conservative, the exact fulfillment of the global kinetic energy balance was also used as an additional verification. Regarding the simulations, sufficiently fine grid resolution in space and time is required in order to resolve all the relevant turbulent scales, whereas the periodic z-direction should be large enough to contain the largest scales of the flow. Furthermore, the flow statistics should be integrated for a time span long enough to evaluate them properly. Note, however, that a compromise between accuracy and the cost of the calculations has to be adopted.
In the present DNS, the flow is initially at rest with a random perturba- CVs in wall-normal, streamwise, and spanwise directions, respectively. N tot is the number of total CVs, (∆x) min is the smallest wall-normal distance, γ x is the mesh concentration factor, and ∆t is the average time-step.
grid study. The numerical parameters of the simulations are given in Table 1 .
Grid spacing in the streamwise and spanwise directions is chosen uniform, while for the wall-normal direction, the following hyperbolic-tangent function is used:
where x i indicates the location of the control volume face, γ x is the mesh concentration factor and N x is the number of CVs in the wall-normal direction.
Spanwise two-point correlation, R φφ , defined as
with φ ′ the fluctuation of the variable φ (φ In order to ensure that the smallest relevant scales are well-resolved, the grid resolution in the spanwise direction has to be adjusted. To that end, one-dimensional energy spectra of the spanwise velocity component,
kz (x, y), at six different monitoring points have been checked for the suitability of the numerical simulation parameters in the z-direction using Mesh A, where (·) * represents the complex conjugate.
As can be seen in Figure 4 , there is no energy pile-up at high wavenumbers, and the magnitude of the energy density between the smallest and the largest wavenumbers has dropped several orders of magnitude, which indicates that the grid is fine enough to resolve the smallest relevant scales.
Finally, in support of the present analysis, the local average Nusselt num- ber, defined as
for a given position at the hot wall is depicted together with the profile of temperature fluctuations, Figure 5 . In agreement with the two-point correlations, the results are only slightly affected by the domain size as Mesh B1 and Mesh B2 are concerned, thus confirming that the chosen spanwise domain size is adequate. It must be borne in mind that, a reasonable trade-off between accuracy and CPU-time is necessarily adopted, given the cost of the present calculations.
Thus, considering the present analysis, the numerical results obtained with Mesh A will be hereafter referred to as the DNS solution. 
where (·) represents a linear spatial filter that commutes with the differential operators. The last terms in Equations (12) and (13) indicate some modeling of the filtered non-linear convective term. Due to its simplicity and robustness in complex configurations, the present work considers eddy-viscosity models (see [29] , for instance). In this case, the traceless part of the SGS stress tensor, T , is defined as,
where S is the rate-of-strain tensor, S = 1 2
[∇(u) + ∇ * (u)], and ∇ * is the transpose of the gradient operator. T T term is evaluated like the T term, but ν sgs is substituted by ν sgs /P r t , where P r t is the turbulent Prandtl number (0.4 in this work).
To close the formulation, a suitable expression for the SGS viscosity, ν sgs , must be introduced. In this work, the behavior of different models have been investigated: (i) the WALE model [17] , (ii) the QR model [22] , (iii) the VMS-WALE model [23] . A brief description of these models is given below.
Wall-adapting local-eddy viscosity (WALE) model
This model is based on the square of the velocity gradient tensor, and it accounts for the effects of both the strain and the rotation rate of the (15)
where C w is the model constant, whose value lies in the range between 0.3 and 0.5. In the present calculations, a value of C w = 0.325 is used. The filter length, ℓ, is evaluated as the cube root of the volume of the cell.
QR eddy-viscosity model
This model has similar properties as the WALE model except for the linear dependance of ν sgs , i.e. ν sgs ∝ y, and it is based on the invariants of the rate-of-strain tensor. The model reads,
where C qr = 1/π +1/24 is the model constant, q = (S : S)/2, and r = −detS are the second and third invariants of the rate-of-strain tensor, respectively.
The r + stands for positive values of r invariant, otherwise r is set to zero.
Wall-adapting local-eddy viscosity model within a variational multiscale framework (VMS-WALE)
Originally formulated for the Smagorinsky model in the Fourier space, the variational multiscale approach considers three classes of scales: large, small and unresolved. If a second filter with filter lengthl is introduced, a splitting of the scales can be performed,
where following Vreman's [30] notation, f ′ is called the small-scale component,f the large-scale component and f is the original resolved quantity.
Thus, for the large-scale parts of the resolved u, a general governing equation can be derived,
In Equation (18) it is possible to identify T as the subgrid term in the largescale equation and T ′ as the subgrid small-scale term. Neglecting the effect of unresolved scales in the large-scale equation ( T ≈ 0), it is only necessary to model the T ′ . Here the small-small strategy is used in conjunction with the WALE model [17] ,
where the formulation is closed by means of ν sgs obtained with the WALE formulation (see Section 4.1.1). In the present study, the globally conservative adjoint filter proposed by Vreman [30] is used as the second filter witĥ ℓ = 2ℓ.
Numerical methods for LES
LES are carried out by using the Termofluids code [31] , which is a parallel object-oriented CFD code. The numerical methods used in both momentum and energy equations for LES are essentially the same as the ones detailed in Section 3.2, except for employing second-order conservative schemes on collocated meshes in the discretization of these equations (see for details [32] ).
As mentioned before, this kind of schemes ensure both stability and conservation of the global kinetic-energy balance on any grid, thus constituting a convenient starting point for LES-like simulations [25] . This numerical methodology has been previously used with accurate results for solving the flow over bluff-bodies with massive separation and turbulent natural convection in enclosures (see for instance [12, 33, 34] ).
Numerical parameters for LES
In order to assure that the complex phenomena are reproduced by the LES models, different meshes have been tested. In Table 2 the parameters of three of the tested LES meshes are given. As is done in the DNS, the meshes are generated uniformly in streamwise and spanwise directions, while the hyperbolic-tangent function of Equation (8) Table 1 for details.
Results and discussion
In this section the results obtained with WALE, QR, and VMS-WALE models are compared in detail with the DNS solution to assess their performance in estimating the turbulent flow under consideration. In order to highlight the influence of the models, a solution obtained by the LES code without using any SGS model (No Model) is also presented for Mesh C.
Instantaneous flow
Owing to the buoyancy effects as a consequence of the applied tempera- In Figure 7 , a view of the instantaneous isotherms are shown for the DNS. region, near both the hot and cold walls. Away from the upper-left and lower-right corners of the cavity, the flow is stratified with quasi-parallel isosurfaces.
Mean flow parameters
The capability of the models to predict the complex physics of the flow is (see Figure 8(b) ). In the No Model and QR results, although in a smaller extent for the latter, the instabilities occur much earlier than in the DNS.
On the other hand, for the VMS-WALE and WALE, the onset of turbulence location qualitatively coincides with that of the DNS solution.
In Table 3 , the overall averaged Nusselt numbers, defined as Nu = Table 3 : Overall averaged Nusselt number and transition parameters for the tested models.
y o /H and y max /H are the locations of the onset of turbulence and maximum fluctuation, S is the thermal stratification in the cavity core, respectively.
As can be observed in the detail of the local average Nusselt number (see Figure 8 In Figure 9 , the streamwise velocity profiles at mid height (y/H = 0. The temperature profiles at the same locations are depicted in Figure 10 , confirming the high degree of agreement of all the models at mid height. At the downstream location where the flow is more chaotic, the VMS-WALE and WALE models achieve good performance on temperature prediction, whereas the QR model yields a warmer cavity. The warmer cavity prediction of the QR model can be attributed to the upstream transition prediction. In the absence of model, however, the results deviate even qualitatively from the reference solution, which is due to the poor performance in capturing the transition location. It is important to note that both the VMS-WALE and WALE models, in turn, predict qualitatively similar flow structures to those of the reference solution, thanks to their refined prediction of the transition location.
The performance of the tested models in the whole cavity can also be assessed by means of the temperature profiles at mid width, x/W = 0.5, as shown in Figure 11 
Turbulent statistics
The performance of the models in predicting the turbulent statistics is performance of the mentioned models in predicting the flow under consideration.
Conclusions
The performance of three subgrid-scale models for predicting the turbulent natural convection flow in a water-filled differentially heated cavity of aspect ratio 5 at Ra = 3 × 10 11 and P r = 4.31 has been studied. Finally, it is the aim of the authors to make publicly available the current DNS results by creating an extended database [35] which might be useful for validating future RANS and LES studies.
grid with respect to the DNS solution is mainly in the wall-normal and spanwise directions, which are observed to be less critical in comparison with the streamwise direction. In Figure A .15, the local average Nusselt number and streamwise velocity component are depicted for two coarse meshes (Mesh D and Mesh E) and a fine mesh (Mesh C) using WALE model (see Table 2 for details). The results are compared with the DNS data. Note that the Mesh D and Mesh E are at least 4 times coarser than the Mesh C, which in turn is about 46 times coarser than the DNS mesh as the total number of CVs are concerned.
It can be observed that the coarse mesh solutions highly overestimate the overall averaged Nusselt number due to very early transition to turbulence.
Consequently, this causes a pronounced thickening in the boundary layer at mid height of the cavity. This is especially the case for the Mesh E which, despite having identical resolution to the fine mesh in wall-normal and spanwise directions, provides the poorest results due to insufficient resolution in the streamwise direction, thus indicating the influence of this direction in the model performance. Nevertheless, the Mesh C is capable of reproducing the time averaged results satisfactorily, due primarily to its performance in capturing the transition. Owing to the observed accuracy in the performed mesh refinement studies, it has been concluded that the Mesh C is an adequate mesh for obtaining results by means of LES for the present configuration.
