Stirling-type pulse tube cryocoolers (PTC) are increasingly used in tactical applications as well as ground testing of space systems. Some PTCs exhibit sensitivity to gravitational orientation and often lose significant cooling performance unless situated with the cold end pointing downward. Previous investigations have indicated that some coolers exhibit sensitivity while others do not; however, a reliable method of predicting the level of sensitivity during the design process has not been developed. In this study, we attempt to derive a semi-analytical method that can be used to ensure that a PTC will remain functional in adverse static tilt conditions. The development of the method is based on experimentally-validated 3-D computational fluid dynamics (CFD) simulations that identify relationships between pulse tube geometry and operating conditions including frequency, mass flow rate, pressure ratio, mass-pressure phase, hot and cold end temperatures, and static tilt angle. The validation of the computational model is based on experimental data related to a number of pulse tube cryocoolers. Simulation results and experimental data are gathered to yield the relationship between inclined PTC performance and pulse tube convection numbers (N PTC ). The data hereby can offer guideline for PTC designs.
INTRODUCTION
Stirling-type pulse tube cryocoolers (PTC) are especially attractive for some applications because of their mechanical simplicity and long life reliability. Pulse tubes are critical components of which the primary function is to create phase lag of mass flow to pressure wave. Many PTCs experience significant losses of cooling power when the cold end is not pointing downward due to convective effects occurring in the pulse tube [1] [2] [3] . This phenomenon has been experimentally and numerically studied. Swift and Backhaus [4, 5] experimentally analyzed gravity orientation 2 
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sensitivities of PTCs and analytically formulated a theory to explain the phenomenon and offer guidelines to PTC designs. Berryhill and Spoor [6] found that their experimental results generally agreed with Swift and Backhaus's [4, 5] theory. But their work suggests that the safety factor in the theory may need to be modified in order to ensure reliable inclined condition performance.
Meanwhile, computational fluid dynamics (CFD) approaches have been used to model pulse tube flow and thermal physics as well. Taylor [7, 8] developed a two-dimensional, axisymmetric CFD model as a predictive tool of PTC designs. Some 3-D PTC CFD simulation approaches have also been implemented and experimentally validated [9] [10] [11] . Some parametric studies have been conducted based on 3-D CFD models [12] .
In this study, which is a follow-up to an earlier investigation [9, 12] based on more data and analysis, a half-symmetric 3-D CFD model is used in component level pulse tube parametric analysis. Simulation and experimental results are gathered to exhibit the relationship between inclined PTC performance and pulse tube convection numbers (N PTC ).
PULSE TUBE THERMODYNAMICS AND CONVECTIVE INSTABILITY
The thermodynamics and convective instability of pulse tubes are briefly reviewed in this section. More detail can be found in [9, 12] . The relevant energy flows, and their directions, are noted in Figure 1 and consistent with a cycle-averaged condition. In Figure 1 , boundary planes one (1) and two (2) represent the cold and warm ends, respectively.
Pulse Tube Thermodynamics
The pulse tube converts the Gibbs free energy to an enthalpy flow (travels from cold to warm). The Gibbs energy, also referred as the acoustic (PV) power and is expressed as,
where P d is the dynamic pressure amplitude, VÉ d is the volume flow amplitude, and ï m-p is the phase between mass flow and pressure. In an ideal pulse tube, the conversion is perfect and the enthalpy flow is equal to the Gibbs energy. In an ideal pulse tube with using the remaining terms in Figure 1 , it can be shown that the total net energy flow in the pulse tube at a cyclic condition is, (2) where is the pulse tube enthalpy flow, is the conduction in the working fluid, and is the conduction in the solid wall of the pulse tube. In practice, the acoustic power to enthalpy conversion is not perfect due to numerous complex loss mechanisms that include all forms of streaming, shuttle heat transport, turbulent mixing and jetting, and gravitationally induced instability. All these mechanisms reduce the available enthalpy flow in the pulse tube and subsequently the cooling power. Minimizing these losses has been the subject of numerous empirical and numerical studies over the years. The mechanisms responsible for all these losses are relatively well understood, with the exception of gravitationally-induced instability. The gravitationally-induced stability loss in pulse tube coolers causes severe cooling power degradation when the pulse tube cryocooler is operated in a configuration where the temperature gradient (cold below warm) is not aligned with the gravitational field. Once the cooler deviates from the ideal gradient orientation with respect to gravity, the flow tends to become unstable, and an undesirable circulation cell develops when instability prevails.
In this work, we quantify the loss associated with the tilt effect as,
where is the net pulse tube energy flow at zero degrees deviation from ideal and (i.e., when the cold tip is above the warm end of the cryocooler, and the axis of the cryocooler is vertical) is the net pulse tube energy flow at an angle ï removed from zero. A clear understanding of this loss and its parametric dependence on various design and operational parameters is required to enable the use of modern high-frequency pulse tube coolers in applications where operation under non-ideal cooler-gravitation alignment in expected.
Convective Instability
A classic example of convective instability arises in a quiescent enclosure initially containing quiescent fluid, in which the top and bottom surfaces are at differing temperatures and the vertical surfaces are adiabatic. For any specific no-trivial tilt angle at some critical temperature differential, the buoyant forces in the fluid overcome viscous forces and buoyncy-driven cells develop. The strength of these cells depends on the severity of the imbalance between buoyancy and viscous forces and is characterized using the Rayleigh number. The phenomenology of instability in a pulse tube is to some extent similar. In the pulse tube, unlike an otherwise quiescent fluid, there is a bulk velocity arising from the oscillating flow field. In this case the convection stability criteria can be related to a ratio of the inertial forces (and not viscous forces) in the oscillating fluid relative to the buoyant forces in the fluid.
The convective instability and conditions leading to its occurrence in pulse tube can of course be modeled using high-fidelity computational fluid dynamic (CFD) simulations, provided that such simulations are set up with correct boundary conditions and closure relations. Such CFD simulations are complex and computationally demanding given that they involve periodic multi-dimensional flow. Simpler, semi-analytical models suitable for iterative design and optimization calculations are thus needed.
Swift and Backhaus [4, 5] modeled the convective instability in a pulse tube based on an analogy with an inverted pendulum, noting that a statically unbalanced inverted pendulum can be dynamically stabilized using correct dynamic excitation at its base. This observation is consistent with experimental evidence related to high frequency pulse tube cryocoolers. Experiment has shown that increased operating frequency in pulse tube cryocoolers mitigates the convective instability caused by tilt from ideal vertical configuration. Using a semi-analytical model Swift and Backhaus [5] argued that the forthcoming non-dimensional pulse tube convection number could be used as a criterion to determine the vulnerability of a pulse tube cryocooler to the adverse effect of non-ideal tilt angle,
where õ is the angular frequency associated with the flow pulsation, Ù is the mass flow amplitude, g is gravitational acceleration, Ù s is empirical fitting parameter, D and L are the pulse tube diameter and length, respectively, ï is the tilt angle from vertical, ÓT is the temperature difference between hot and cold, and T avg is the average gas temperature in the pulse tube. 
Simulation Methods
A brief overview of the key characteristics of the ANSYS CFD [13] simulation methods used in this study will be given here. For further details of the simulation methods the reader is directed to [9] , which describes two distinct methods for simulating the convective losses: a full-system approach which simulates an entire pulse tube cooler system, and an isolated model that includes only the pulse tube and adjacent heat exchangers. Figure 2 depicts an isolated system. The argument for the limitation of the simulation domain to the pulse tube and its adjacent heat exchangers is that these are the key components that are most sensitive to gravity. All simulations are performed in 3-D halfsymmetry, with the symmetry plane coincident with the plane in which the gravity vector varies. It was shown earlier that an isolated model introduces only approximately 6% error to the predictions, while reducing the number of CPU's required for parallel processing by a factor of four and simultaneously reducing the simulation time by a factor of three. Validation of this model against a set of commercial cryocoolers is given in [10] , where error was reported as a percentage of the net energy flow across the pulse tube. An average error of 3.7% and a maximum error of 8.2% were reported using this modeling methodology, with largest errors occurring when the cooler was driven below its design input power, resulting in very low Reynolds numbers and therefore was most unstable. Numerical simulation error magnitudes were in the range of approximately 100 mW, indicating that the simulation method is most aptly suited for pulse tube coolers with larger net cooling capacity.
An open system modeling method is used for the isolated domain consisting of the cold heat exchange (CHX), pulse tube, and warm heat exchanger (WHX) (See Figure 2. ) A sinusoidal mass flow boundary condition with specified temperature, magnitude and phase angle relative to pressure oscillation is applied at the entrance to the CHX (the left side of the system shown in Fig. 2) . A sinusoidal pressure with specified amplitude and frequency õ provides closure to the fluid domain at the warm heat exchangers. Isothermal boundary conditions are imposed at the cold and warm heat exchangers. Monitoring surfaces are defined across the pulse tube locations denoted L1, L2 and L3, which record the thermodynamic and hydrodynamic parameters required to compute and isolate energy flows across the domain. Conjugate heat transfer with the pulse tube wall is included to simulate thermally driven boundary phenomena that may impact off-axis performance. Gas properties are obtained from the NIST real gas models reported in the REFPROP database [14] . The heat exchangers are modeled as porous domains with hydrodynamic parameters based on those reported for packed screens in oscillatory flow [15] .
The domain is spatially discretized using approximately 75,000 ordered mesh elements, the minimum quantity found to yield grid-independence with discretization error less than 0.5% of the net pulse tube energy flow. Inflation meshing was used within the fluid domain to capture boundary effects. The transient simulation was carried out to periodic steady state using time steps that yielded 400 samples per period of oscillation. Typical simulations required approximately 30,000 time steps for the solution to converge for convectively stable configurations. Simulations were carried out on high performance computing (HPC) cluster resources in order to compute the solution in 12 parallel processes, with a simulation duration of approximately 255 hours per case. In some instances 24 CPUs were used for each case, which reduced simulation time to 155 hours.
RESULTS
We examined 145 simulated pulse tube conditions with driving frequency ranging from 25 Hz to 60 Hz, cold end temperatures from 4 K to 80 K, rejection temperatures of 20 K to 300 K, mass flow rates from 1 g/s to 4 g/s, and mass flow phase angles of -30° to +30° relative to pressure. Two computational domains were used with length/diameter aspect ratio of eight (8) , commonly used as a design minimum, and four (4), which is often required for larger capacity pulse tubes as cross-sectional area scales with mass flow while length does not. Experimentally measured off-axis performance for three commercial cryocoolers are also included in the analysis to add to the body of data from which to draw conclusions.
Upon completion, each simulation was post-processed to determine the net energy flow across the pulse tube at the cold end according to Equation 1, adjacent to the cold heat exchanger but within the gas domain outside the transition from porous to open flow channel. The energy flow data at varying inclination angle ï was compared to the energy flow in the vertical orientation via Equation 3, yielding the normalized energy flow loss |L|, for which a value of zero indicates no reduction in cooling performance at the specified angle, a value of one indicates complete loss of net cooling power, and a value greater than one indicates that the pulse transfers energy from the warm end to the cold end. Normalized energy flow loss is plotted in Figures 3, 4 and 5 as a function of the tilt angle, with the oscillatory Reynolds number Re Û as a parameter. The Reynolds number based on Stokes' boundary layer thickness is used to characterize the flow and ranges from 43 (very laminar) to 350. The oscillatory Reynolds number at which transition to intermittent turbulence occurs is approximately 500 [16] . Figure 4 compares performance for a pulse tube with identical operating conditions to the results reported in Figure 3 and identical pulse tube gas volume but with an aspect ratio of eight (8) . In this case, only a single operating point (1 g/s, 90° orientation) resulted in catastrophic loss of cooling, and an increase in the mass flow rate to 4 g/s reduced orientation sensitivity by two orders of magnitude. Figure 5 shows normalized cooling of the pulse tube in the same working condition as shown in Fig. 4 , except the pulse tube cryocooler operates between 20 K and 4 K. In this case, the performance of the pulse tube was more sensitive to gravity orientation than when the pulse tube operated between 300 K and 60 K temperatures. Two points (1 g/s, 90° and 135° orientation) shown catastrophic loss of cooling. Other points also presented more loss of cooling in comparison with Fig. 4 . In extreme low temperatures (in this case 20 K to 4 K), inclination effects are more severe because of the stronger convection resulted from larger variances in density.
In order to assimilate all data sets collected, the pulse tube convection number N PTC defined by Equation 4 was computed for each case. Figure 6 shows the normalized energy flow loss |L| as a function of the computed pulse tube convection number N PTC for all numerically simulated and experimentally measured data collected in this study. There is considerable scatter in the data depicted in Figure 6 . This is understandable in view of the simplicity of the model and the complexity of the thermo-fluid phenomena in a pulse tube. Thus, the pulse tube convection number should only be used as an order of magnitude indicator of the orientation sensitivity. The calculation of the expected loss in energy flow of a pulse tube cryocooler may need a detailed CFD simulation.
The convective flow patterns can be qualitatively different for different conditions and N PTC may not be able to fully characterize a coolers' performance. Figure 7 compares the flow patterns at different inclination angles. The sample case had the parameters of LD8, 60 Hz, 1 g/s mass flow, -30 phase lag of mass to pressure, and warm and cold heat exchanger temperatures of 20 K and 4 K, respectively. The temperature gradients in the middle part of the pulse tube indicated clear convective flow patterns for 90°, 135° and 180° conditions. However, the patterns were not the same at different angles, even in terms of their overall structure. this figure. Flow patterns for the same cases were shown in Fig. 7 . At 90° inclination, there was a strong convective circulation that persisted during the entire cooling cycle and could not be broke down by oscillation. On the other hand, the convective flow inside the pulse tube at 180° is chaotic, indicating no clear flow circulation pattern, and instead suggests relatively localized mixing near the warm end of the pulse tube. Convective flow was not traveling from one end of the pulse tube to the other end, as could be observed in the case of 90° tilt, for example. As a result, the thermal stratification at 180° tilt angle was better than the thermal stratification at 90° tilt angle, which implied weaker undesirable convective heat transfer at 180° tilt angle. As a result, as noted in Figs. 3, 4 and 5, the 180° cases generally had a smaller cooling loss than the 90° case, even though N PTC at 180° is smaller than at 90°.
DISCUSSION
In general, observation of the data presented in Figure 6 yields interesting trends. There is notable evidence that use of higher operating frequency, when possible, is advisable. Furthermore, larger aspect ratio pulse tubes generally perform better off-axis for temperatures above ~60 K. For temperatures below ~15 K, off-axis effects are noticeably more severe as expected due to the larger disparity in density between cold and warm ends when compared to more moderate temperature cases. Finally, larger mass flow amplitudes generally serve to reduce the off-axis sensitivity. This is attributed to larger inertial forces, which are stabilizing when compared to the buoyancy forces. All of the observed cases reported in Figure 6 report orientation sensitivity in terms of normalized energy flow loss below a bounding function which is fitted to the largest observed loss in over the full range studied. These extreme points are fitted with an exponential decay function of the form shown in Equation 5 . All points simulated and measured fall below the cutoff line described by Equation 5 .
The utility of the data reported herein is the ability to determine the expected order of magnitude loss as a function of a calculated pulse tube convection number for a given theoretical design. This factor can be incorporated in a scoping level study to avoid designs that indicate undesirable orientation sensitivity. Once a prospective design is developed, it should be examined using the above described 3-D CFD methodology at the worst anticipated angle of inclination to verify the level of sensitivity prior to fabrication.
CONCLUSIONS
Three-dimensional CFD simulation has been successfully applied to predict performance losses due to gravity-driven convective instability in pulse tube cryocoolers over a wide range of operating characteristics and two geometries. The results were characterized in terms of a nondimensional loss of net energy flow as well as the nondimensional pulse tube convection number. The results indicate that the upper limit of the magnitude of cooling power loss decays exponentially with increasing pulse tube convection number and sensitivity is minimized by applying the design which yields the highest laminar Reynolds number in the pulse tube. The reported relationship in this article should be used for scoping purposes only. Complete thermodynamic designs should rely on detailed 3-D CFD-assisted simulations using correct boundary conditions and closure relations.
