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L’alfabeto di un linguaggio enunciativo L0 consta di:
1. un insieme infinito numerabile di lettere enunciative p0, p1, p2, . . .
2. i connettivi logici : ¬, ∨, ∧, →, ↔
3. simboli ausilisri: ( , )
Definizione per induzione di formula ben formata, fbf..
1. ogni lettera enunciativa pi e` una fbf
2. se A e` una fbf anche (¬A) e` una fbf,
3. se A e B sono fbf, anche (A ∨B), (A ∧B), (A→ B), (A↔ B) sono fbf.
Le fbf di un linguaggio enunciativo sono anche dette enunciati.
Sia L0 un linguaggio enunciativo.
Una interpretazione I e` un’assegnazione di valori di verita` alle lettere enun-
ciative di L0, ovvero I e` una funzione
I: lettere enunciative → {0, 1}.
Quindi per ogni lettera enunciativa p, I(p) = 0 oppure I(p) = 1.
La valutazione vI , indotta da I, e` una funzione che associa un valore di verita`
ad ogni enunciato di L0 e che soddisfa le seguenti condizioni:
vI(p) = 1 sse I(p) = 1
vI(¬A) = 1 sse vI(A) = 0
vI(A ∧B) = 1 sse 1 = min(vI(A), vI(B))
vI(A ∨B) = 1 sse 1 = max(vI(A), vI(B))
vI(A→ B) = 1 sse vI(A) ≤ vI(B)
vI(A↔ B) = 1 sse vI(A) = vI(B)
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Definizione. A e` una tautologia sse per ogni interpretazione I, vI(A) = 1.
Definizione. A e` conseguenza logica di B1, . . . , Bn sse per ogni interpretazione
I, se vI(B1) = 1 e .... e vI(Bn) = 1 allora vI(A) = 1.
Definizione. Sia I una interpretazione. Se vI(A) = 1, diciamo che I e` modello
di A; se vI(A) = 0, diciamo che I e` contromodello di A.
Definizione. Una formula A e` soddisfacibile sse per qualche I, vI(A) = 1.
Una formula A e` insoddisfacibile sse per ogni I, VI(A) = 0.
Un insieme di formule {A1, A2, . . . , An} e` soddisfacibile sse per qualche I,
vI(A1) = 1 e ... e vI(An) = 1.
Esercizio. A e` conseguenza logica di B1, . . . , Bn sse l’insieme {B1, . . . , Bn,¬A}
e` insoddisfacibile.
Nota. La funzione di valutazione vI indotta da I puo` essere definita equiva-
lentemente nel seguente modo:
vI(p) = 1 sse I(p) = 1
vI(¬A) = 1 sse vI(A) = 0
vI(A ∧B) = 1 sse vI(A) = 1 e vI(B) = 1
vI(A ∨B) = 1 sse vI(A) = 1 oppure vI(B) = 1
vI(A→ B) = 1 sse vI(A) = 0 oppure vI(B) = 1
vI(A↔ B) = 1 sse vI(A) = vI(B)
Importante! La seguente definizione alternativa e` molto usata. Data una
interpretazione I, invece di definire quand’ e` che la valutazione vI associa valore
1 ad un enunciato A, si definisce quand’ e` che un enunciato A e` vero in I, in
simboli I |= A.
I |= p sse I(p) = 1
I |= ¬A sse I 6|= A
I |= A ∧B sse I |= A e I |= B
I |= A ∨B sse I |= A oppure I |= B
I |= A→ B sse I 6|= A oppure I |= B
I |= A↔ B sse I |= A sse I |= B
E’ facile mostrare che per ogni enunciato A,
vI(A) = 1 sse I |= A
Esercizio. Mostra quanto sopra asserito.
Chapter 2
Il linguaggio di Tarski’s
world
Il linguaggio di Tarski’ world contiene i seguenti simboli descrittivi:
• nomi: a, b, c, d, e, f,
• simboli predicativi 1-ari : Cube, Tet, Dodec, Small, Medium, Large,
• simboli predicativi 2-ari : Smaller, Larger, LeftOf, RightOf, BackOf,
FrontOf,
• simboli predicativi 3-ari : Between.
• parentesi: ( , )
Enunciati atomici nel linguaggio di Tarski sono, ad esempio :
Tet(a) significato inteso a e` un tetraedro
Medium(a) sig. int. a e` di grandezza media
Dodec(b) sig. int. b e` un dodecaedro
Cube(c) sig. int. b e` un cubo
FrontOf(a, b) sig. int. a sta di fronte a b
Between(a, b, c) sig. int. a sta tra b e c
a = b sig. int. a e` uguale a b
Larger(a, b) sig. int. a e` piu` grande di b
Smaller(a, c) sig. int. a e` piu` piccolo di b
LeftOf(b, c) sig. int. b sta a sinistra di c
RightOf(b, c) sig. int. b sta a destra di c
BackOf(b, c) sig. int. b sta a dietro a c
1. Esercizio. Traduci i seguenti enunciati atomici nel linguaggio di Tarski.
(a) a e` un cubo
(b) b e` piu` piccolo di a
(c) c e` situato tra a e d
(d) d e` grande
(e) e e` piu` grande di a
7
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(f) b e` un tetraedro
(g) e e` un dodecaedro
(h) e e` a destra di b
(i) e e` piu` piccolo di e
(j) d sta dietro ad a
2. Traduci i seguenti enunciati nel linguaggio di Tarski.
(a) c non e` medio ed e` piu` piccolo di a
(b) non si d il caso che c sia medio e piu` piccolo di a
(c) O d e` un cubo o f un tetraedro
(d) Non si da` il caso che d sia un cubo o f un tetraedro
(e) d non e` un cubo o f non e` un tetraedro
(f) a e` un tetraedro oppure f e c sono entrambi tetraedri
(g) O a o f sono tetraedri ed inoltre c e` un tetraedro
(h) Se d e` un cubo, allora anche f e` un cubo
(i) Se a e` a sinistra di b allora b e` a destra di a
(j) d e` grande se e solo se a e` piccolo
(k) d e` un dodecaedro solo se f e` un cubo
(l) d e` un dodecaedro se f e` un cubo
(m) se a o f sono cubi, allora o c e` un dodecaedro o b lo e`.
3. Esercizio 36
(a) Nota che f (il largo dodecaedro in fondo) non e` di fronte ad a.
(b) Nota che f e` alla destra di a e alla sinistra di b.
(c) Dı` che f e` o dietro o piu` piccolo di b.
(d) Esprimi il fatto che sia e che d stanno fra c ed a.
(e) Nota che ne´ a ne´ d e` piu` grande di c.
(f) Nota che e non e` piu` grande n´ı piu` piccolo di d.
(g) Nota che c e` piu` piccolo di a ma piu` grande di e.
(h) Nota che c sta di fronte ad f ; inoltre che e` piu` piccolo di f .
4. Esercizio 37 Formalizza i seguenti enunciati.
(a) a e` piccolo o sia b che c sono grandi.
(b) d ed e sono entrambi dietro a b.
(c) d ed e sono dietro a b e piu` grandi di esso.
(d) Sia b che c sono cubi; inoltre nessuno dei due e` piccolo.
(e) Ne´ e ne´ a sono a destra di c e a sinistra di b.
(f) O e non e` grande oppure sta dietro ad a.
(g) c non e` fra a e b, ne´ di fronte a loro.
9(h) O sia a che e sono tetraedri oppure sia a che f lo sono.
(i) Ne´ d ne´ c stanno di fronte a c o a b.
(j) c si trova tra d ed f o e` piu` piccolo di entrambi.
5. Esercizio 41
(a) Nota che c e` un tetraedro e che a non lo e`.
(b) Comunque nota che lo stesso e` vero di b e d. Cioe` se b e` un tetraedro,
allora d non lo e`.
(c) Infine osserva che se b e` un tetraedro, allora c non lo e`.
(d) Esprimi che se a e` un cubo e b un dodecaedro, allora a e` a sinistra di
b. d e` un tetraedro se e solo se e` piccolo.
(e) Esprimi il fatto che se a e d sono entrambi dei cubi, allora uno e` a sin-
istra dell’altro. (Nota : Dovrai usare una disgiunzione per esprimere
il fatto che uno e` a sinistra dell’altro.)
(f) d e` un cubo se e solo se o e` medio o e` grande.
(g) Se b non e` ne´ alla destra ne´ alla sinistra di d, allora uno dei due e` un
tetraedro.
(h) Infine, esprimi il fatto che b e c hanno la stessa grandezza se e solo
se uno e` un tetraedro e l’altro un dodecaedro.
6. Ora scegli Show Labels dalla finestra Display. Verifica che tutti gli enun-
ciati siano veri. Quando verifichi i primi tre, fai attenzione ai valori di
verita` delle varie componenti. In ognuno dei tre casi, esegui il gioco scom-
mettendo sul vero. Assicurati di capire perche´ il gioco procede nel modo
in cui procede.
7. Esercizio 42 TW (traduzione)
(a) Se a e` un tetraedro, allora non sta di fronte a d.
(b) a sta da una parte o dall’altra di d solo se e` un cubo.
(c) c sta fra a ed e oppure fra a e d.
(d) c sta destra di a se e` piccolo.
(e) c e` a destra di d solo se e` a destra di c e a sinistra di e.
(f) Se e e` un tetraedro, allora sta a destra di b se e solo se sta anche di
fronte a b.
(g) Se b non e` di fronte a d, allora non e` neppure dietro a d, purche´ sia
un cubo.
(h) c sta dietro ad a, ma di fronte ad e.
(i) e sta di fronte a d a meno che sia un grande teraedro.
(j) Almeno uno fra a, c ed e e` un cubo.
(k) a e` un cubo solo se b sta di fronte a c.
(l) b e` piu` grande sia di a che di e.
(m) a ed e sono entrambi piu` grandi di c, ma nessuno dei due e` grande.
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(n) d e` della stessa grandezza di b.
(o) b e` grande se e solo se e` un cubo.
(p) e e` un tetraedro se c non e` un cubo.
(q) Se e non e` un tetraedro, allora b e d sono piccoli.
(r) b o d e` un dodecaedro se o a o c e` un tetraedro.
(s) d e` un dodecaedro proprio nel caso in cui b e` un cubo.
(t) b e` un dodecaedro proprio quando lo e` c.
8. Esercizio 45 TW Traduci.
(a) Se a e` un tetraedro, anche b lo e`.
(b) c e` un tetraedro se b lo e`.
(c) a e c sono tetraedri solo se almeno uno di essi e` grande.
(d) a e` un tetraedro, ma c non e` grande.
(e) Se d e` un dodecaedro, allora non e` ne´ grande ne´ piccolo, sotto
l’assunzione che c sia piccolo.
(f) c e` medio solo se nessuno fra d, e ed f e` un cubo.
(g) d e` un piccolo dodecaedro a meno che a sia piccolo.
(h) e e` grande proprio nel caso in cui d e` grande se e solo se lo e` f .
(i) d ed e sono della stessa grandezza.
(j) d ed e hanno la stessa forma.
(k) f e` un cubo o un dodecaedro, se e` grande.
(l) c e` piu` grande di e solo se b e` piu` grande di c.
Chapter 3
La logica proposizionale
3.1 Il calcolo preposizionale classico, PC
Con PC denotiamo il calcolo proposizional classico il cui linguaggio e` L′ e la cui
parte deduttiva si compone dei seguenti schemi di assiomi e regole di inferenza.
Assiomi
A1.1 A→ (B → A) A fortiori
A1.2 (A→ (B → C))→ ((A→ B)→ (A→ C)) Legge di Frege
A2.1 A ∧B → A
A2.2 A ∧B → B
A2.3 (A→ B)→ ((A→ C)→ (A→ (B ∧ C))
A3.1 A→ A ∨B
A3.2 B → A ∨B
A3.3 (A→ C)→ ((B → C)→ (A ∨B → C))
A4.1 (A↔ B)→ (A→ B)
A4.2 (A↔ B)→ (B → A)
A4.3 (A→ B)→ ((B → A)→ (A↔ B))
A5.1 (A→ B)→ ((A→ ¬B)→ ¬A) Assurdo minimale
A5.2 A→ (¬A→ B)





Definizione 3.1.1 (Derivazione). Una fbf A e` derivabile in K= da un insieme
M di formule (eventualmente infinito), in simboli M `PC A, sse esiste una
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successione finita di formule A1, . . . , Ak tale che
• Ak = A
• per ciascun i, 1 ≤ i ≤ k,
1. Ai e` un assioma di PC, oppure
2. Ai e` una delle formule di M , oppure
3. Ai e` ottenuta da formule precedenti della successione mediante ap-
plicazione di una regola di inferenza di PC.
La successione A1, . . . , Ak e` detta essere una derivazione di A da M e le
formule di M sono dette assunzioni.
Una dimostrazione e` una derivazione dall’insieme vuoto di assunzioni.
A e` teorema di PC, `PC A, se esiste una dimostrazione di A in PC.
Esempio di dimostrazione
A→ A Identita`
1 ` [A→ ((A→ A)→ A)]→ [(A→ (A→ A))→ (A→ A)] A1.2
2 ` A→ ((A→ A)→ A) A1.1
3 ` (A→ (A→ A))→ (A→ A) MP:1,2
4 ` A→ (A→ A) A1.1
5 ` A→ A MP:3,4
Osservazione
• Data una derivazione A1, . . . , Ak, ogni suo segmento iniziale A1, . . . , Ai,
1 ≤ i ≤ k, e` una derivazione.
• In ogni derivazione viene utilizzato al massimo un sottoinsieme finito di
assunzioni di M .
Una volta che un teorema e` stato dimostrato, esso puo` essere utilizzato in
successive derivazioni senza riportare la sua dimostrazione, e questo in omag-
gio alla brevita` e leggibilita` delle derivazioni stesse e giustificato dal fatto che
e` comunque sempre possibile inserire nelle varie derivazioni la dimostrazione
dei teoremi utilizzati. Ad esempio nella seguente dimostrazione si fa uso del
principio di identita` appena dimostrato.
A→ ((A→ B)→ B) Legge del Modus Ponens
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1 ` ((A→ B)→ (A→ B))→ [((A→ B)→ A)→ ((A→ B)→ B)] A1.2
2 ` (A→ B)→ (A→ B) Identita`
3 ` ((A→ B)→ A)→ ((A→ B)→ B) MP:1,2
Poniamo F = ((A→ B)→ A) e G = ((A→ B)→ B)
4 ` (F → G)→ (A→ (F → G)) A1.1
5 ` A→ (F → G) MP:3,4
6 ` (A→ (F → G))→ ((A→ F )→ (A→ G)) A1.2
7 ` (A→ F )→ (A→ G) MP:5,6
8 ` A→ ((A→ B)→ A) A1.1
9 ` A→ ((A→ B)→ B) MP:7,8
Definizione 3.1.2 (Regole ammissibili). Una regola di inferenza
A1 ... An
A
e` detta ammissibile in PC sse
se M `PC A1 e . . . e M `PC An allora M `PC A
Si vede immediatamente che le seguenti regole sono ammissibili in PC:
A
B → A






A→ B A→ C





A→ C B → C











Esercizio. Dimostra che le regole sopra elencate sono ammissibili.
Le regole ammissibili sono di grande aiuto per rendere le derivazioni piu`
brevi e piu` leggibili. Di fatto sono delle scorciatoie!
Attenzione! Ognuna di queste regole e` ammissibile in virtu` di un parti-
colare assioma (quello che si usa nella prova della sua ammissibilita`). Quando
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utilizzeremo tale regola in una derivazione occorrera` percio` specificare, oltre al
nome dell’assioma, i numeri delle righe della derivazione alle quali tale regola e`
applicata.
Dimostriamo ora alcuni teoremi fondamentali alcuni dei quali ci saranno utili
in seguito per la prova del teorema di deduzione:
Collasso di premesse (CP): (A→ (A→ B))→ (A→ B)
1 ` (A→ (A→ B))→ ((A→ A)→ (A→ B)) A1.2
2 ` A→ A Identita`
3 ` (A→ (A→ B))→ (A→ A) A1.1:2
4 ` (A→ (A→ B))→ (A→ B) A1.2:1,3
Legge sillogistica (SIL): (A→ B)→ ((C → A)→ (C → B))
1 ` (C → (A→ B))→ ((C → A)→ (C → B)) A1.2
2 ` (A→ B)→ [(C → (A→ B))→ ((C → A)→ (C → B))] A1.1:1
Poniamo F = A → B,G = C → (A → B), H = (C → A) →
(C → B)
3 ` F → (G→ H)→ ((F → G)→ (F → H)) A1.2
4 ` [(A → B) → (C → (A → B))] → [(A → B) → ((C → A) →
(C → B))]
MP:3,2
5 ` (A→ B)→ (C → (A→ B)) A1.1
6 ` (A→ B)→ ((C → A)→ (C → B)) MP:4,5
Scambio di premesse (SP): (A→ (B → C))→ (B → (A→ C))
1 ` ((A → B) → (A → C)) → [(B → (A → B)) → (B → (A →
C))]
SIL
2 ` B → (A→ B) A1.1
3 ` ((A→ B)→ (A→ C))→ (B → (A→ B)) A1.1:2
4 ` ((A→ B)→ (A→ C))→ (B → (A→ C)) A1.2:1,3
5 ` (A→ (B → C))→ ((A→ B)→ (A→ C)) A1.2
6 ` (A→ (B → C))→ (B → (A→ C)) SIL:4,5
Transitivita` (T): (A→ B)→ ((B → C)→ (A→ C))
1 ` (B → C)→ ((A→ B)→ (A→ C)) SIL
2 ` (A→ B)→ ((B → C)→ (A→ C)) SP:1
Legge di Frege trasposta (FT): (A→ B)→ ((A→ (B → C)→ (A→ C))
1 ` (A→ (B → C))→ ((A→ B)→ (A→ C)) A1.2
2 ` (A→ B)→ ((A→ (B → C)→ (A→ C)) SP:1
Legge di importazione (IMPORT): (A→ (B → C))→ (A ∧B → C)
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1 ` (A ∧B → A)→ [(A→ (B → C))→ (A ∧B → (B → C))] T
2 ` A ∧B → A A2.1
3 ` ((A→ (B → C))→ (A ∧B → (B → C))) MP:1,2
4 ` (A ∧B → B)→ [(A ∧B → (B → C))→ (A ∧B → C)] FT
5 ` A ∧B → B A2.2
6 ` (A ∧B → (B → C))→ (A ∧B → C) MP:4,5
7 ` (A→ (B → C))→ (A ∧B → C) T:3,6
Legge di aggiunzione (AGG): A→ (B → A ∧B)
1 ` (B → A)→ ((B → B)→ (B → A ∧B)) A2.3
2 ` (B → B)→ ((B → A)→ (B → A ∧B)) SP:1
3 ` B → B Identita`
4 ` (B → A)→ (B → A ∧B) MP:2,3
5 ` A→ (B → A) A1.1
6 ` A→ (B → A ∧B) T:4,5
Legge di condizionali concatenati (CC): (A → (B → C)) → ((C → D) →
(A→ (B → D)))
1 ` (C → D)→ ((B → C)→ (B → D)) SIL
2 ` A→ [(C → D)→ ((B → C)→ (B → D))] A1.1:1
Poniamo F = C → D, G = (B → C)→ (B → D)
3 ` (A→ (F → G))→ ((A→ F )→ (A→ G)) A1.2
4 ` (A→ (C → D))→ [A→ ((B → C)→ (B → D))] MP:2,3
5 ` (C → D)→ (A→ (C → D)) A1.1
6 ` (C → D)→ [A→ ((B → C)→ (B → D))] T:5,4
7 ` [A → ((B → C) → (B → D))] → [(A → (B → C)) → (A →
(B → D))]
A2.1
8 ` (C → D)→ [(A→ (B → C))→ (A→ (B → D))] T:6,7
9 ` (A→ (B → C))→ ((C → D)→ (A→ (B → D))) SP:8
Legge di esportazione (EXP): (A ∧B → C)→ (A→ (B → C))
1 ` (A→ (B → (A ∧B))→ ((A ∧B → C)→ (A→ (B → C))) CC
2 ` A→ (B → A ∧B)) AGG
3 ` (A ∧B → C)→ (A→ (B → C)) MP:1,2
I teoremi ora dimostrati consentono di formulare nuove regole ammissibili
(si osservi che per la regola associata alla Legge di Frege Trasposta FT coincide





(C → A)→ (C → B)
A→ (B → C)
B → (A→ C)
A→ B B → C
A→ C
A→ (B → C)
A ∧B → C
A B
A ∧B
A→ (B → C) C → D
A→ (B → D)
A ∧B → C
A→ (B → C)





4.1 Sostituzione Uniforme e Rimpiazzamento
SOSTITUZIONE UNIFORME: Siano p,B,C formule di PC. Indichiamo con
“C[B/p]” la formula ottenuta sostituendo all’interno di C tutte le occorrenze
della sottoformula atomica p con la formula B.
Si noti che se p non occorre in C allora C[B/p] = C.
Esempi:
• Siano C = (D → (F ∨ E)) → (G ∧H), A = F ∨ E, B = E ↔ H. Allora
C[B/A] = (D → (E ↔ H))→ (G ∧H).
• Siano C = (D → (F ∨ E)) → ((F ∨ E) ∧H), A = F ∨ E, B = E ↔ H.
Allora C[B/A] = (D → (E ↔ H))→ ((E ↔ H) ∧H).
• Siano C = (D → (G ∨ E)) → (G ∧H), A = F ∨ E, B = E ↔ H. Allora
C[B/A] = C = (D → (G ∨ E))→ (G ∧H).
Lemma 4.1.1 (di Connessione Sintattica di Equivalenti (CE)). Siano A e B
formule di PC. Allora:
1. Se `PC A↔ B allora `PC ¬A↔ ¬B
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Teorema 4.1.2 (di Sostituzione Uniforme). Siano A,B,C formule di PC e sia
p un atomo di PC. Allora:
` A↔ B
` C[A/p]↔ C[B/p]
Dimostrazione: la dimostrazione e` per induzione sulla lunghezza lg(C) della
formula C:
• Caso base: lg(C) = 0. C e` un atomo, diciamo q. Si danno due sotto-casi:
– q 6= p: allora per ogni formula D si ha che C[D/p] = q[D/p] = q.
Allora banalmente ` C[A/p]↔ C[B/p] in quanto ` q ↔ q.
– q = p: allora C[A/p] = p[A/p] = A e C[B/p] = p[B/p] = B, e quindi
` A↔ B implica immediatamente che ` C[A/p]↔ C[B/p].
• Passo lg(C) = k + 1. Si hanno due sotto-casi:
– C = ¬E. Abbiamo che C[A/p] = (¬E)[A/p], e per definizione di so-
stituzione uniforme (¬E)[A/p] = ¬E[A/p]. Analogamente C[B/p] =
(¬E)[B/p], e per definizione di sostituzione uniforme (¬E)[B/p] =
¬E[B/p]. Poiche´ lg(E) < lg(¬E), per ipotesi di induzione ` A ↔
B implica ` E[A/p] ↔ E[B/p]. Per il Lemma 4.1.1, abbiamo che
` ¬E[A/p]↔ ¬E[B/p], da cui ` (¬E)[A/p]↔ (¬E)[B/p].
– C = D?E. Abbiamo che C[A/p] = (D?E)[A/p], e per definizione di
sostituzione uniforme (D?E)[A/p] = D[A/p]?E[A/p]. Analogamente
C[B/p] = (D ? E)[B/p], e per definizione di sostituzione uniforme
(D?E)[B/p] = D[B/p]?E[B/p]. Poiche´ lg(D) < lg(D?E), lg(E) <
lg(D ? E), per ipotesi di induzione ` A ↔ B implica ` D[A/p] ↔
D[B/p] e ` E[A/p] ↔ E[B/p]. Per il Lemma 4.1.1 abbiamo che
` (D[A/p] ? E[A/p])↔ (D[B/p] ? E[B/p]), da cui ` (D ?E)[A/p]↔
(D ? E)[B/p].
RIMPIAZZAMENTO: Siano A,B,C formule di PC. Indichiamo con “C[B//A]”
la formula ottenuta sostituendo all’interno di C alcune (tutte, nessuna) occor-
renze della sottoformula A con la formula B.
Esempio: Sia C = (D → (F ∨ E))→ ((F ∨ E) ∧H). Allora tutte e quattro
le seguenti formule sono possibili risultati del rimpiazzamento in C di F ∨E con
E ↔ H:
1. (D → (F ∨ E))→ ((F ∨ E) ∧H)
2. (D → (E ↔ H))→ ((F ∨ E) ∧H)
3. (D → (F ∨ E))→ ((E ↔ H) ∧H)
4. (D → (E ↔ H))→ ((E ↔ H) ∧H).
Lemma 4.1.3 (del Rimpiazzamento). Siano A,B,C formule di PC, allora:
` A↔ B
` C ↔ C[B//A]
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Dimostrazione Il concetto di rimpiazzamento puo` essere ricondotto a quello
di sostituzione uniforme. La formula C e` identica alla formula D[A/p], dove D
e` uguale a C salvo il fatto che p si trova al posto di quelle occorrenze di A che
devono essere sostituite da B. Allora la validita` di
` A↔ B
` C ↔ C[B//A]
si riduce a quella di
` A↔ B
` D[A/p]↔ D[B/p]
che e` data dal Teorema 4.1.2.
Esempi: per ottenere i quattro differenti risultati visti in precedenza del
rimpiazzamento basta considerare i seguenti quattro modi di rappresentare la
fbf C.
1. C = (D → (F ∨ E))→ ((F ∨ E) ∧H)[E ↔ H/p]
2. C = (D → p)→ ((F ∨ E) ∧H)[E ↔ H/p]
3. C = (D → (F ∨ E))→ (p ∧H)[E ↔ H/p]
4. C = (D → p)→ (p ∧H)[E ↔ H/p]
4.2 Forma normale booleana
Definizione 4.2.1. Una formula e` detta in forma normale booleana (FNB) sse
contiene solo i connettivi ¬,∧,∨.
Lemma 4.2.2 (di Forma Normale Booleana (FNB)). Per ogni formula A e-
siste una formula A? in FNB tale che ` A↔ A?.
Dimostrazione: per induzione sul numero k delle occorrenze dei connettivi
→ e ↔ in A.
1. k = 0. Dunque A stessa e` in FNB. Poniamo A? = A.
2. k = n+ 1. Dunque esiste almeno un’occorrenza di→ o↔ in A. Sia (E →
F ) una sottoformula di A. Poiche´ ` (E → F )↔ (¬E∨F ), per il Teorema
4.1.2, ` A ↔ A[(E → F )/(¬E ∨ F )]. Ma A[(E → F )/(¬E ∨ F )]contiene
al massimo n occorrenze di → o ↔ , e dunque per ipotesi di induzione
esiste una formula G in FNB tale che ` G ↔ A[(E → F )/(¬E ∨ F )]. Si
ponga A? = G. Analogamente se (E ↔ F ) e` sottoformula di A.
4.3 Forma normale negativa
Definizione 4.3.1. Una formula A e` detta in forma normale negativa (FNN)
sse A contiene solo i connettivi ∧, ∨, ¬ ed il simbolo di negazione si applica
solo agli enunciati atomici.
Lemma 4.3.2 (di Forma Normale Negativa (FNN )). Per ogni formula A e-
siste una formula A? in FNN tale che ` A↔ A?.
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Dimostrazione: per il Lemma 4.2.2 sulla FNB, esiste una formula B in FNB
tale che ` A↔ B. Quindi basta dimostrare il lemma per le formule B in FNB.
La dimostrazione procede per induzione sulla lunghezza di B.
1. lg(B) = 0. Dunque B = p. Allora A? e` B stessa.
2. lg(B) = k+1. Ipotesi di induzione: per ogni formula G tale che lg(G) ≤ k,
esiste una formula G? in FNN tale che ` G↔ G?. Sono da considerare i
casi seguenti:
(a) B = ¬C. Questo caso si distingue in vari sottocasi a seconda della
forma logica di C.
• ¬C = ¬p. Allora A? e` ¬C stessa. Ovviamente A? e` in FNN.
• ¬C = ¬¬E. Allora per ipotesi di induzione esiste una fbf E?
in FNN tale che ` E ↔ E?. Si ponga A? = E?. Ne segue che
` ¬C ↔ A?. Ovviamente A?e` in FNN.
• ¬C = ¬(E∧F ). Allora per le leggi di De Morgan, ` ¬(E∧F )↔
(¬E∨¬F ) e per ipotesi di induzione esistono fbf (¬E)? ed (¬F )?
in FNN tali che ` ¬E ↔ (¬E)? e ` ¬F ↔ (¬F )?. Si ponga
A? = (¬E)? ∨ (¬F ?). Ne segue per il Lemma 4.1.1 e per la
transitivita` di ↔, che ` ¬(E ∧ F ) ↔ A?. Ovviamente A? e` in
FNN.
• ¬C = ¬(E ∨ F ). Allora per le leggi di De Morgan, ` ¬(E ∨
F ) ↔ (¬E ∧ ¬F ) e per ipotesi di induzione esistono fbf (¬E)?
ed (¬F )? in FNN tali che ` ¬E ↔ (¬E)? e ` ¬F ↔ (¬F )?. Si
ponga A? = (¬E)? ∧ (¬F ?). Ne segue per il Lemma 4.1.1 e per
transitivita` di ↔, che ` ¬(E ∨ F ) ↔ A?. Ovviamente A? e` in
FNN.
(b) B = (C#D), ove # ∈ {∧,∨}. Per ipotesi di induzione esistono
C? e D? in FNN, tali che ` D ↔ D? e ` E ↔ E?. Si ponga
A? = (D?#E?). Ne segue per il Lemma 4.1.1 che ` (B#D) ↔ A?.
Ovviamente A?e` in FNN.
4.4 Forma normale congiuntiva e disgiuntiva
Definizione 4.4.1. Un letterale e` un enunciato atomico o la negazione di un
enunciato atomico.
Definizione 4.4.2. Un enunciato e` detto in forma normale congiuntiva (FNC)
sse e` una congiunzione di disgiunzioni di letterali.
Un enunciato e` detto in forma normale disgiuntiva (FND) sse e` una dis-
giunzione di congiunzioni di letterali.
Esempi:
1. (p ∨ q) ∧ (p ∨ ¬q ∨ r) e` in FNC.
2. (p ∧ q) ∨ (p ∧ ¬q ∧ r) e` in FND.
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Osservazione 4.4.3. Il concetto di “congiunzione” (“disgiunzione”) e` da in-
tendersi in questo contesto in senso ampio, ovvero come congiunzione (dis-
giunzione) di un qualsiasi numero finito di congiunti (disgiunti). Ad esempio,
l’enun-ciato A puo` essere inteso come una congiunzione (disgiunzione) con-
tenente un unico congiunto (disgiunto), che e` A stesso, mentre A ∧ B ∧ C
(A ∨ B ∨ C) e` congiunzione (disgiunzione) di tre congiunti (disgiunti), ovvero
A,B,C.
Come caso limite, sono percio` considerati in FNC anche quegli enunciati
che sono costituiti da un unico congiunto (di disgiunti), o quelli nei quali al-
cuni congiunti sono costituiti da un solo disgiunto. Ad esempio p, p ∧ (q ∨ r),
p ∨ ¬q ∨ r, ¬p ∧ q ∧ r, sono considerati essere in FNC.
Analogamente, come caso limite, sono considerati in FND anche quegli enun-
ciati che sono costituiti da un unico disgiunto (di congiunti), o quelli nei quali
alcuni disgiunti sono costituiti da un solo congiunto. Ad esempio p, p∨ (q ∧ r),
p ∨ ¬q ∨ r, ¬p ∧ q ∧ r sono considerati essere in FND.
Lemma 4.4.4 (di Forma Normale Congiuntiva (FNC )). Per ogni enunciato A
esiste un enunciato A? in FNC, tale che ` A↔ A?.
Dimostrazione: per il Lemma 4.3.2 sulla FNN, esiste una formula B in FNN
tale che ` A↔ B. Quindi dimostreremo il lemma solo per le fbf B in FNN. Per
induzione sulla lunghezza di B.
1. lg(B) = 0. Allora A = p. Poniamo A? = B. Ovviamente A? e` in FNC.
2. lg(B) = k+1. Ipotesi di induzione: per ogni formula G tale che lg(G) ≤ k,
esiste una formula G? in FNC tale che ` G ↔ G?. Sono da considerare i
casi seguenti:
• B = ¬p (poiche´ B e` in FNN, la negazione puo` applicarsi solo ad
atomi). Poniamo A? = B. Ovviamente A? e` in FNC e ` A↔ A?.
• B = C ∧D. Allora per ipotesi di induzione esistono C? e D? in FNC
tali che ` C ↔ C? e ` D ↔ D?, e per il Lemma 4.1.1, ` C ∧D ↔
C? ∧ D?. Poniamo A? = C? ∧ D?. Ovviamente A? e` in FNC e
` A↔ A?.
• B = C ∨D. Allora per ipotesi di induzione esistono C? e D? in FNC
tali che ` C ↔ C? e ` D ↔ D?, e per il Lemma 4.1.1, ` C∨D ↔ C?∨
D?. Sia C? = (C1∧...∧Cr) e D? = (D1∧...∧Ds). Se r = s = 1, ovvero
C? = C1, D
? = D1, allora C
? ∨D? e` gia` in FNC, per cui possiamo
porre A? = C? ∨ D?. Altrimenti, per le leggi di distributivita`, `
C? ∨D? ↔ [(C1 ∧ ... ∧ Cr) ∨D1] ∧ ... ∧ [(C1 ∧ ... ∧ Cr) ∨Ds], da cui
sempre per le leggi di distributivita` e per il Teorema 4.1.2,
` C? ∨D? ↔ [(C1 ∨D1) ∧ ... ∧ (Cr ∨D1)] ∧ ...
... ∧ [(C1 ∨Ds) ∧ ... ∧ (Cr ∨Ds)]
Poniamo A? = (C1∨D1)∧...∧(Cr∨D1)∧...∧(C1∨Ds)∧...∧(Cr∨Ds).
Ovviamente A? e` in FNC e ` A↔ A?.
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Teorema 4.4.5 (di caratterizzazione sintattica delle tautologie in FNC). Un
enunciato in FNC e` una tautologia sse ogni congiunto contiene un atomo e la
sua negazione.
Dimostrazione.
SE. Se una tautologia A e` in FNC, allora ogni congiunto di A contiene
un atomo e la sua negazione. Dimostriamo l’asserzione equivalente: Se esiste
un congiunto di A tale che per ogni atomo p, non si da` il caso che sia p che ¬p
occorrano in esso, allora 6` A. Sia B il congiunto di A che soddisfa la condizione
espressa nell’antecendente e si definisca la seguente interpretazione I :
I(p) = 1 se ¬p occorre in B.
I(p) = 0 se p occore in B.
I(p) = 1 se ne´ p ne´ ¬p occorrono in un B.
I e` una buona interpretazione poiche´ per ipotesi non si da` mai il caso che sia p
che ¬p occorrano entrambi in B.
Si vede subito che per ogni letterale C occorrente in B, I 6` C, e dunque I 6` B,
da cui I 6` A. Di conseguenza 6` A.
SOLO SE. Se ogni congiunto di A contiene un atomo e la sua negazione,
allora ` A. Sia A = (B1 ∧ ... ∧ Bn) e I una interpretazione qualsivoglia. Per
ogni Bi esiste un atomo p tale che sia p che ¬p occorrono in Bi, 1 ≤ i ≤ n.
Banalmente I ` p oppure I ` ¬p, in entrambi i casi I ` Bi, 1leqi ≤ n. Dunque
I ` B1 ∧ ... ∧Bn. Ne segue che ` A.
Lemma 4.4.6 (di Forma Normale Disgiuntiva (FNC )). Per ogni enunciato A
esiste un enunciato A? in FND, tale che ` A↔ A?.
Dimostrazione: analoga a quella del Lemma 4.4.4 (esercizio).
Teorema 4.4.7 (di caratterizzazione sintattica delle contraddizioni in FND).
Un enunciato in FND e` una contraddizione sse ogni disgiunto contiene un atomo
e la sua negazione.
Dimostrazione: analoga a quella del Teorema 4.4.5 (esercizio).
Chapter 5
Validita` di PC
Teorema 5.0.8 (Validita`). Per ogni formula ben formata A,
Se `PC A, allora |= A
Proof. Sulla base della definizione di teorema, l’insieme dei teoremi di PC e` il
piu` piccolo insieme che contiene gli assiomi di PC ed e` chiuso sotto MP , quindi
per dimostrare che ogni teorema di PC e` valido basta far vedere, per il principio
di induzione, che:
1. ogni assioma di PC e` valido;
2. la regola del Modus Ponens, MP , preserva la validita`.
1. ogni assioma di PC e` valido
2. se le premesse della regola del Modus Ponens sono valide, anche la con-
clusione lo e`.
1. Esaminiamo la validita` degli assiomi:
(a) A1.1: dobbiamo mostrare che per ogni interpretazione I, tale che
vI [A] = 1, si ha che vI [B → A]. Ma questo e` immediato, giacche´ se
il conseguente di un condizionale e` vero l’intero condizionale e` vero.
(b) A1.2: dobbiamo mostrare che per ogni interpretazione I tale che
vI [A → (B → C)] = 1, vI [A → B] = 1 e vI [A] = 1, si ha che
vI [C] = 1. Da vI [A → (B → C)] = 1 e vI [A] = 1 otteniamo che
vI [B → C] = 1, e da vI [A → B] = 1 e vI [A] = 1 otteniamo e
vI [B] = 1, da cui vI [C] = 1.
(c) A2.1: esercizio.
(d) A2.2: esercizio.
(e) A2.3: dobbiamo mostrare che per ogni interpretazione I tale che
vI [A→ B] = 1, vI [A→ C] = 1 e vI [A] = 1, si ha che vI [B ∧C] = 1.
Da vI [A → B] = 1 e vI [A] = 1 otteniamo vI [B] = 1, e da vI [A →
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(h) A3.3: dobbiamo mostrare che per ogni interpretazione I tale che
vI [A→ C] = 1, vI [B → C] = 1 e vI [A∨B] = 1, si ha che vI [C] = 1.
Se vI [A ∨ B] = 1 allora vI [A] = 1 oppure vI [B] = 1. Nel primo
caso, da vI [A → C] = 1 otteniamo vI [C] = 1. Nel secondo caso da




(l) A5.1: dobbiamo mostrare che per ogni interpretazione I tale che
vI [A → B] = 1 e vI [A → ¬B] = 1, si ha che vI [¬A] = 1. Se fosse
vI [A] = 1, da vI [A → B] = 1 avremmo vI [B] = 1, e da vI [A →
¬B] = 1 avremmo vI [¬B] = 1, ovvero vI [B ∧ ¬B] = 1, il che e` una
contraddizione. Percio` vI [A] = 0, cioe` vI [¬A] = 1
(m) A5.2: dobbiamo mostrare che per ogni interpretazione I tale che
vI [A] = 1 e vI [¬A] = 1, si ha che vI [B] = 1. Giacche´ non esistono
interpretazioni tali che vI [A] = 1 e vI [¬A] = 1, la proprieta` e` banal-
mente soddisfatta.
(n) A5.3: esercizio
2. mostriamo ora che il MP preserva la validita`: sia |= A→ B e |= A. Allora
vI [A → B] = 1 e vI [A] = 1 per ogni interpretazione I, da cui vI [B] = 1




Definizione 6.1.1. Sia ⊥ := ¬(p → p), ove p e` una determinata variabile
proposizionale.
Lemma 6.1.2. Per ogni formula ben formata A,
a ` ¬A↔ (A→ ⊥)
b ` (A ∧ ¬A)↔ ⊥
Proof. (a) ` ¬A→ (A→ ⊥)
1) ` A→ (¬A→ ⊥) A5.2
2) ` ¬A→ (A→ ⊥) scambio di premesse
` (A→ ⊥)→ ¬A
1) (A→ (p→ p))→ ((A→ ¬(p→ p))→ ¬A) A5.1
2) p→ p identita`
3) A→ (p→ p) A1.1 : 2
4) (A→ ¬(p→ p))→ ¬A MP : 1, 3
5) (A→ ⊥)→ ¬A Def. di ⊥
(b)
1) ` A→ (¬A→ ⊥) A5.2
2) ` A ∧ ¬A→ ⊥ import: 1
` ⊥ → (A ∧ ¬A)
1) ` p→ p identita`
2) ` ¬¬(p→ p) doppia negazione debole
3) ` ¬¬(p→ p) ∨ (A ∧ ¬A) A3.1:2
4) ` ¬¬(p→ p)→ (¬(p→ p)→ (A ∧ ¬A)) A5.2
5) ` (A ∧ ¬A)→ (¬(p→ p)→ (A ∧ ¬A)) A1.1
6) ` ¬(p→ p)→ (A ∧ ¬A) A3.3:3,4,5
7) ` ⊥ → (A ∧ ¬A) def di ⊥
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Definizione 6.1.3. Sia M un insieme di formule ben formate, diremo che
• M e` PC-consistente sse M 6` ⊥;
• M e` PC-deduttivamente chiuso sse se M ` A allora A ∈M ;
• M e` massimale sse per ogni formula A, A ∈M oppure ¬A ∈M .
Lemma 6.1.4. La logica classica proposizionale e` consistente.
Proof. Per il teorema di validita`, dal fatto che 6|= ⊥ segue immediatamente che
6`PC ⊥.
Lemma 6.1.5. Sia M un insieme PC-consistente di formule,
1. se M ` A, allora M ∪ {A} e` PC-consistente;
2. se M 6` A, allora M ∪ {¬A} e` PC-consistente.
Proof. 1. Assumiamo, per assurdo, che M∪{A} sia PC-inconsistente e dunque
che M ∪ {A} ` ⊥. Allora, per il teorema di deduzione, M ` A→ ⊥. Ma,
per ipotesi, M ` A, dunque per MP seguirebbe che M ` ⊥, contraria-
mente al fatto che M e` PC-consistente.
2. Assumiamo, per assurdo, che M ∪ {¬A} sia PC- inconsistente e, dunque,
che M ∪ {¬A} ` ⊥. Via teorema di deduzione otterremmo M ` ¬A→ ⊥
e, per il lemma 2.2, M ` ¬¬A. Per doppia negazione forte M ` A,
contrariamente all’ipotesi che M 6` A.
Poiche´ nel seguito ci occuperemo solo della logica PC, diremo che un insieme
di formule e` consistente invece di PC-consistente.
Lemma 6.1.6 (Insiemi max.cons.). Sia M un insieme massimale e consistente
di formule. Si ha che:
1. Se M ` A, allora A ∈M ;
2. se A ∈M e (A→ B) ∈M , allora B ∈M ;
3. ¬A ∈M sse A 6∈M ;
4. A ∧B ∈M sse A ∈M e B ∈M ;
5. A ∨B ∈M sse A ∈M oppure B ∈M ;
6. A→ B ∈M sse ¬A ∈M oppure B ∈M .
Proof. 1. Assumiamo, per assurdo, che A 6∈ M . Essendo M massimale,
¬A ∈M , da cui M ` ¬A. Da questo, e dall’ipotesi del lemma che M ` A,
segue che M ` A∧¬A e dunque dal lemma 2.2(b) M ` ⊥, contrariamente
alla consistenza di M .
2. Se A ∈ M e (A → B) ∈ M , allora M ` A e M ` A → B, da cui M ` B.
Per 2.6.1 segue che B ∈M .
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3. Se ¬A ∈M , allora, essendo M consistente, A 6∈M .
Se A 6∈M , allora, essendo M massimale, ¬A ∈M .
4. Se (A ∧ B) ∈ M , allora M ` A ∧ B, da cui M ` A e M ` B. Per 2.6.1
possiamo concludere che A ∈M e B ∈M .
Se A ∈M e B ∈M , allora M ` A e M ` B, da cui M ` A∧B. Per 2.6.1,
(A ∧B) ∈M .
5. Sia (A ∨ B) ∈ M , allora, M ` A ∨ B. Assumiamo, per assurdo, A 6∈ M e
B 6∈M . Essendo M massimale, avremmo che ¬A ∈M e ¬B ∈M , da cui
M ` ¬A ∧ ¬B, che equivale a M ` ¬(A ∨B), contrariamente al fatto che
M e` consistente.
Se A ∈M oppure B ∈M , allora M ` A oppure M ` B, da cui M ` A∨B.
Per 2.6.1, (A ∨B) ∈M .
6. Se (A → B) ∈ M , allora M ` A → B, ovvero M ` ¬A ∨ B. Per 2.6.1,
¬A ∨B ∈M e, per 2.6.5, ¬A ∈M oppure B ∈M .
Se B ∈ M , allora M ` B e M ` A → B. Per 2.6.1, A → B ∈ M . Se
¬A ∈M , allora M ` ¬A e M ` A→ B. Per 2.6.1, (A→ B) ∈M .
Lemma 6.1.7 (Lemma delle catene). Sia M0,M1,M2, . . . una catena di in-
siemi, ovvero una successione numerabile di insiemi di formule tali che
M0 ⊆M1 ⊆M2 ⊆ . . . ,
e sia M? =
⋃
n∈NMn.
Se M? ` A, allora Mk ` A, per qualche k ∈ N.
Proof. Sia M? ` A, allora esiste un insieme finito di formule B1, . . . , Bn ap-
partenenti a M? tale che B1, . . . , Bn ` A. Siano 1?, 2?, . . . , n? gli indici degli
insiemi della catena ove le formule B1, . . . , Bn occorrono per la prima volta. Si
consideri il piu` grande fra questi indici, sia esso i?; l’insieme della catena con
questo indice i?, contiene tutte le formule B1, . . . , Bn perche´ un insieme della
catena contiene tutte le formule che occorrono in insiemi della catena con indice
minore. Allora Mi? ` A e i? e` il k cercato.
Corollario 6.1.8. Sia M0,M1,M2, . . . una catena di insiemi di formule e
M? =
⋃
n∈NMn. Se ogni membro della catena e` consistente, allora M
? e` con-
sistente.
Proof. Se M? non e` consistente, allora M? ` ⊥. Per il lemma delle catene
esisterebbe un k tale che Mk ` ⊥, contrariamente all’ipotesi che ogni membro
della catena e` consistente.
Teorema 6.1.9 (Teorema di Lindembaum). Ogni insieme consistente di for-
mule Q puo` essere esteso ad un insieme consistente e massimale Q?.
Proof. Dobbiamo far vedere che, preso Q consistente, esiste Q? tale che:
1. Q ⊆ Q?;
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2. Q? e` consistente;
3. Q? e` massimale.
Sia A1, A2, A3, . . . una enumerazione di tutte le formule ben formate di L0.
Definiamo la seguente catena di insiemi di formule:
• M0 := Q
• Mn+1 :=
{
Mn ∪ {An+1} se Mn ∪ {An+1} e` consistente;
Mn ∪ {¬An+1} altrimenti (i.e. Mn ∪ {An+1} non e` consistente)
• Q? := ⋃n∈NMn.
Mostriamo ora che l’insieme cos`ı definito soddisfa le condizioni 1-3.
1. Essendo Q? la riunione di tutti gli Mn, ed essendo M0 = Q, si ha che
Q ⊆ Q?.
2. Grazie al (corollario 2.8 del) lemma delle catene per mostrare che Q? e`
consistente basta mostrare che lo e` ogni membro della catena Mk. La
prova e` per induzione su k. Se k = 0, allora Mk = Q e Q e` consistente
per ipotesi.
Sia k = n + 1. Se Mn+1 = Mn ∪ {An+1} allora Mn+1 e` consistente per
costruzione. Se Mn+1 = Mn ∪ {¬An+1}, allora, per come e` definita la
catena, Mn ∪ {An+1} non e` consistente e dunque Mn ∪ {An+1} ` ⊥, da
cui Mn ` An+1 → ⊥ e per il lemma 2.2(a), Mn ` ¬An+1. Per ipotesi
d’induzione Mn e` consistente, allora, per il lemma 2.5.1, anche Mn ∪
{¬An+1} e` consistente.
3. Dobbiamo mostrare che per ogni formula B, se B 6∈ Q?, allora ¬B ∈ Q?.
Poiche´ siamo partiti enumerando tutte le formule di L0, B = Ak+1 per
qualche k. Consideriamo l’insieme Mk+1. Sia Ak+1 6∈ Q?, allora, per
costruzione, Mk+1 = Mk ∪ {¬Ak+1}. Dunque Ak+1 ∈Mk+1 ⊆ Q?.
6.2 Teorema di completezza
Definizione 6.2.1 (Completezza (semantica) di PC). Sono possibili due for-
mulazioni equivalenti:
1. PC e` completo sse per ogni formula A, se 6` A, allora 6|= A.
2. PC e` completo sse per ogni formula A, se l’insieme {A} e` consistente,
allora {A} ha un modello, ovvero esiste una interpretazione I, tale che
vI |= A.
Definizione 6.2.2 (Completezza (semantica) forte di PC). Sono possibili due
formulazioni equivalenti:
1. PC e` fortemente completo sse per ogni insieme M di formule e per ogni
formula A, se M 6` A, allora M 6|= A.
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2. PC e` fortemente completo sse ogni insieme consistente di formule M ha
un modello, ovvero esiste una interpretazione I, tale che vI(A) = 1 per
ogni A ∈M .
Convenzione notazionale Nel seguito scriveremo vI |= A invece di vI(A) = 1.
Proposizione 6.2.3. Le formulazioni 1 e 2 nel teorema 2.11 sono equivalenti
(l’equivalenza delle due formulazioni in 2.10 e` un corollario immediato).
Proof. 1 implica 2. Se M e` consistente, allora M 6` ⊥, e, per la formulazione 1,
M 6|= ⊥. Questo significa che esiste una interpretazione I tale che vI |= M e
vI 6|= ⊥.
2 implica 1. Se M 6` A, allora M ∪ {¬A} e` consistente. Dunque, per la
seconda formulazione, esiste I tale che vI |= M ∪ {¬A}. ne segue che vI |= M
e vI 6|= A, ovvero che M 6|= A.
Teorema 6.2.4 (Completezza forte di PC). Ogni insieme consistente di for-
mule ha un modello.
Proof. Sia Q un insieme consistente di formule. per il lemma di Lindembaum
possiamo estenderlo ad un insieme massimale e consistente Q?. Si consideri
l’interpretazione I cos`ı definita:
I(pi) = 1 ⇔ pi ∈ Q?
per ogni variabile enunciativa pi. Tale I e` chiamata interpretazione canonica e
il modello costruito usando tale I e` chiamato modello canonico indotto da Q?.
Dimostriamo il seguente:
Lemma 6.2.5 (Proprieta` fondamentale del modello canonico). Sia I la valu-
tazione canonica definita a partire da Q?. Per ogni formula A,
vI |= A ⇔ A ∈ Q?
Proof. Per induzione sulla lunghezza di A. Se A e` un atomo, allora il lemma
vale per definizione dell’interpretazione canonica. Se A = ⊥, allora, essendo Q?
consistente, ⊥ 6∈ Q?.
Se A = ¬B, allora vI |= ¬B ⇐ def. di verita` ⇒ vI 6|= B ⇐ induzione
B 6∈ Q? ⇐ 2.6.3⇒ ¬B ∈ Q?.
Se A = B ∧ C, allora vI |= B ∧ C ⇐ def. verita` ⇒ vI |= B e vI |= C ⇐
induzione ⇒ B ∈ Q? e C ∈ Q? ⇐ 2.6.4⇒ B ∧ C ∈ Q?.
Se A = B∨C, allora vI |= B∨C ⇐ def. verita`⇒ vI |= B oppure vI |= C ⇐
induzione ⇒ B ∈ Q? e C ∈ Q? ⇐ 2.6.5⇒ B ∨ C ∈ Q?.
Se A = B → C, allora vI |= B → C ⇐ def. verita` ⇒ vI 6|= B oppure
vI |= C ⇐ induzione ⇒ B 6∈ Q? oppure C ∈ Q? ⇐ 2.6.6⇒ B → C ∈ Q?.
Data la proprieta` fondamentale del modello canonico, vI |= Q?. Da questo,
dato che Q ⊆ Q?, segue che vI |= Q. Dunque possiamo concludere che
l’interpretazione canonica fornisce il modello che stavamo cercando.
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Chapter 7
Linguaggio del primo ordine
7.1 Sintassi
Sia L= un linguaggio del primo ordine (o predicativo) con identita` cos`ı definito.
Alfabeto di L=
• Simboli logici: ¬,∨,∧,→,↔,∀,∃
• Simboli descrittivi:
1. Un insieme al massimo infinito numerabile di costanti individuali:
e1, e2, e3, ...;
2. Per ogni n ≥ 0 un insieme al massimo infinito numerabile di costanti
predicative: Pn1 , P
n
2 , ...;
3. Fra i predicati binari assumiamo di avere il predicato di identita` che
indichiamo con = .
4. Per ogni n ≥ 1 un insieme al massimo infinito numerabile di costanti
funtoriali (funtori): fn1 , f
n
2 , ...;
• Un insieme infinito numerabile di variabili individuali: x1, x2, x3, ...;
• Simboli ausiliari: le parentesi (,).
Definizione 7.1.1 (Termini). .
• Una costante individuale o una variabile e` un termine, detto atomico.
• Se t1, . . . tn sono termini e fn e` un simbolo funtoriale n-ario, allora fn(t1, . . . , tn)
e` un termine.
Nel seguito useremo:
a, b, c, d, ... come metavariabili per costanti individuali
x, y, z, w, ... ” variabili individuali
p, q, r, ... ” costanti enunciative
(costanti predicative
0-arie)
s1, s2, ..., t1, t2, ... ” termini
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Definizione 7.1.2 (Formule ben formate, fbf, di L=). .
1. Se Pn e` una costante predicativa n-aria e t1, ..., tn sono n termini, allora
Pn(t1, ..., tn) e` una fbf ( atomica);
2. Se A e` una fbf allora ¬A e` una fbf ;
3. Se A e B sono fbf allora (A ∨B), (A ∧B), (A→ B) sono fbf ;
4. Se A e` una fbf e x e` una variabile, allora ∀xA, ∃xA sono fbf ;
La variabile x e` detta vincolata in ∀xA,∃xA ed A e` detto dominio del quantifi-
catore ∀x,∃x rispettivamente.
A,B, ... sono metavariabili per fbf .
Con il predicato = utilizziamo, in accordo con la letteratura matematica, la
notazione infissa, scriviamo cioe` “t1 = t2” al posto di “= (t1, t2)”
Variabili libere Una variabile x e` detta libera in una fbf A, se almeno una
occorrenza di x non e` nel dominio di un quantificatore ∃x o ∀x.
Formula chiusa Una fbf e` detta chiusa se non contiene variabili libere.
Importante ! La scrittura A(x1, . . . , xn), ove A e` una variabile metalingui-
stica per una fbf, indica che nella fbf A occorrono al massimo le variabili libere
x1, . . . , xn. Esempio: se A denota la fbf ∀x(x = y) ∨ ∃x(x = z), la scrittura
A(y, z, w) indica che le variabili libere occorrenti in A sono fra y, z, w.
Convenzione sulle parentesi Per quanto riguarda l’uso delle parentesi usi-
amo le convenzioni usuali, ovvero che
1. ¬,∃,∀ legano piu` di ogni altro simbolo logico;
2. ∧ e ∨, legano piu` di → e ↔;
3. le parentesi piu` esterne vengono omesse.
Per esempio scriveremo A ∧ ¬B → C ∨D invece di ((A ∧ ¬B)→ (C ∨D)).
Definizione 7.1.3 (Lunghezza di una formula). La lunghezza di una formula
A, lg(A), e` definita per induzione sulla costruzione di A:
1. lg(Pn(t1, ..., tn)) = 0, ove P
n(t1, ..., tn) e` una fbf atomica;
2. lg(¬A) = lg(∀xA) = lg(∃xA) = lg(A) + 1;
3. lg(A ∨B) = lg(A ∧B) = lg(A→ B) = lg(A↔ B) = lg(A) + lg(B) + 1.
Definizione 7.1.4 (Profondita` di una formula). La profondita` di una formula
A, pf(A), e` definita per induzione sulla costruzione di A:
1. pf(Pn(t1, ..., tn)) = 0, ove P
n(t1, ..., tn) e` una fbf atomica;
2. pf(¬A) = pf(∀xA) = pf(∃xA) = pf(A) + 1;
7.1. SINTASSI 33
3. pf(A∨B) = pf(A∧B) = pf(A→ B) = pf(A↔ B) = max(pf(A), pf(B))+
1.
Definizione 7.1.5 (Sottoformula di una formula). Sia data una fbf A. Per
induzione sulla costruzione di A definiamo quando una fbf B e` sottoformula di
A.
A = Pn(t1, ..., tn)
B e` sf di A sse B = Pn(t1, ..., tn)
A = ¬C, ∀xC, ∃xC
B e` sf di A sse B = A oppure B e` sf
di C
A = C ∨D,C ∧D,C → D,C ↔ D
B e` sf di A sse B = A oppure B e` sf di C o di D.
Elenchiamo qui di seguito tre tipi di operazioni sintattiche che trasformano
fbf in fbf e che sono, a vario titolo, molto importanti.
Sostituzione uniforme di costanti enunciative
• A[B/p] e` la fbf ottenuta sostituendo tutte le occorrenze in A della costante
enunciativa p con la fbf B.
Rimpiazzamento di sottoformule
• A[B//C] e` la fbf ottenuta sostituendo alcune
occorrenze in A della sottoformula C con la fbf B.
Sostituzione di variabili libere
• A[t/x] e` la fbf ottenuta sostituendo tutte le occorrenze libere in A di x
con t.
• A[t//x] e` la fbf ottenuta sostituendo alcune occorrenze libere in A di x
con t;
In tutte le operazioni sopra descritte se la costante enunciativa (sottofor-
mula, variabile) da sostituire non occorre in A, l’operazione di sostituzione e`
l’operazione identica, ovvero A[B/p] = A, A[B//C] = A e A[t//x] = A.
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Chapter 8
Il linguaggio di Tarski’s
world
Il linguaggio di Tarski’ world contiene i seguenti simboli descrittivi:
• nomi: a, b, c, d, e, f,
• simboli predicativi 1-ari : Cube, Tet, Dodec, Small, Medium, Large,
• simboli predicativi 2-ari : Smaller, Larger, LeftOf, RightOf, BackOf,
FrontOf,
• simboli predicativi 3-ari : Between.
• parentesi: ( , )
Enunciati atomici nel linguaggio di Tarski’ world sono, ad esempio :
Tet(a) significato inteso a e` un tetraedro
Medium(a) sig. int. a e` di grandezza media
Dodec(b) sig. int. b e` un dodecaedro
Cube(c) sig. int. b e` un cubo
FrontOf(a, b) sig. int. a sta di fronte a b
Between(a, b, c) sig. int. a sta tra b e c
a = b sig. int. a e` uguale a b
Larger(a, b) sig. int. a e` piu` grande di b
Smaller(a, c) sig. int. a e` piu` piccolo di b
LeftOf(b, c) sig. int. b sta a sinistra di c
RightOf(b, c) sig. int. b sta a destra di c
BackOf(b, c) sig. int. b sta dietro a c
1. Esercizio. Traduci nel linguaggio di Tarski’s world
(a) Qualcosa e` grande.
(b) Qualcosa e` un cubo.
(c) Qualcosa e` un cubo grande.
(d) Qualche cubo e` grande.
(e) Qualche cubo grande sta a sinistra di b.
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(f) b ha un grande cubo alla sua sinistra.
(g) b e` alla destra di un cubo grande.
(h) Qualcosa a sinistra di b sta dietro a c.
(i) Un cubo grande a sinistra di b sta dietro a c.
(j) Un cubo grande e` a sinistra di b e dietro a c.
(k) Qualche dodecaedro non e` grande.
(l) Qualcosa non e` un grande dodecaedro.
(m) Non si da` il caso che qualcosa sia un grande dodecaedro.
(n) b non sta a sinistra di un cubo.
2. Esercizio 52. Traduci nel linguaggio di Tarski’s world
(a) Tutti i cubi sono piccoli.
(b) Ogni cubo piccolo sta a destra di a.
(c) Tutti i dodecaedri sono grandi.
(d) a e` a sinistra di ogni dodecaedro.
(e) Qualunque tetraedro medio e` di fronte a b.
(f) Ogni cubo o e` di fronte a b o e` dietro ad a.
(g) Tutti i cubi sono a destra di a e a sinistra di b.
(h) Qualunque cosa che sia tra a e b e` un cubo.
(i) Tutti i dodecaedri non sono piccoli (due letture non tutti / tutti non)
(j) Nessun dodecaedro e` piccolo.
(k) a non sta alla destra di tutto.
(l) a non sta alla destra di alcun cubo.
(m) Se qualcosa e` un cubo allora e` alla destra di a ed alla sinistra di b.
(n) Qualcosa e` un cubo se e solo se a`lla destra di a ed alla sinistra di b.
3. Esercizio 56. Traduci nel linguaggio di Tarski’s world
(a) b e` un tetraedro ed e` piu` piccolo di e.
(b) Non ci sono cubi medi.
(c) Niente e` di fronte a b.
(d) Tutti i cubi sono o di fronte o dietro ad e.
(e) Nessun cubo e` tra due oggetti.
4. Esercizio 68. Traduci nel linguaggio di Tarski’s world
(a) Esistono almeno due oggetti.
(b) Esistono al massimo due oggetti.
(c) Esistono almeno due oggetti ed esistono al massimo due oggetti.
(d) Esistono esattamente due oggetti.
(e) Esistono almeno tre oggetti.
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(f) Esistono esattamente tre oggetti.
(g) e e` il solo oggetto grande.
(h) C’e` un solo oggetto grande.
(i) C’e` un solo dodecaedro.
(j) C’e` un solo dodecaedro medio.
(k) Esistono almeno due dodecaedri medi.
(l) Esiste un unico dodecaedro.
(m) Esistono esattamente due tetraedri.
5. Esercizio 69. Traduci nel linguaggio di Tarski’s world
(a) C’e` un solo cubo.
(b) Il cubo e` piccolo.
(c) Il tetraedro e` grande.
(d) a e` l’unico tetraedro.
(e) Il piccolo dodecaedro sta dietro ad a.
(f) Il dodecaedro medio sta davanti ad a.
(g) Il dodecaedro piccolo sta a sinistra del dodecaedro medio.
6. Esercizio 71. Traduci nel linguaggio di Tarski’s world
(a) Ogni dodecaedro e` piccolo.
(b) C’e` un cubo di media grandezza.
(c) Ci sono almeno due cubi.
(d) Fra due cubi c’e` un tetraedro.
(e) Non si da` il caso che ogni cubo stia di fronte ad un dodecaedro.
7. Esercizio. Traduci nel linguaggio di Tarski. (12, p.194)
(a) Ci sono almeno due tetraedri
(b) Ci sono almeno tre tetraedri
(c) Ci sono almeno due dodecaedri
(d) Ci sono almeno tre dodecaedri
(e) O c’e` un piccolo un piccolo tetraedro dietro un piccolo cubo o non
c’e`.
(f) Ogni grande cubo sta di fronte a qualcosa
(g) Ogni tetraedro sta dietro a qualcosa
(h) Ogni piccolo cubo sta dietro a qualcosa
(i) Ogni cubo ha qualcosa dietro di se´
(j) Ogni dodecaedro e` piccolo, medio o grande
(k) Se e sta alla sinistra di ogni dodecaedro, allora non e` un dodecaedro.
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8. Esercizio. Traduci nel linguaggio di Tarski’s world
(a) Ogni cubo sta a sinistra di ogni tetraedro
(b) Non ci sono dodecaedri
(c) Ci sono esattamente quattro cubi
(d) Ci sono esattamente quattro tetraedri
(e) Nessun tetraedro e` grande
(f) Niente e` piu` grande di qualcosa alla sua sinistra
(g) Una cosa e` alla sinistra di un’altra esattamente quando l’ultima e`
dietro la prima.




∀x[.. x .. ∧ .. x ..]→ ..... L’ambito del quantificatore ∀x e` limi-
tato all’antecedente dell’implicazione.
Esempio :
∀x[C(x) ∧B(x)]→ ¬∃yS(y) Se tutti sono cantanti bravi, non ci sono
stonati.
L’antecedente di questa implicazione e` vero in tutti e soli i domini composti
esclusivamente da cantanti bravi, in tale dominio non c’ e` posto ne´ per non-
cantanti ne´ per non-bravi.
*****
∀x[(.. x .. ∧ .. x ..)→ .....] L’ambito del quantificatore ∀x e` l’intera
formula, ma la variabile x non occorre
nel conseguente dell’implicazione.
Esempio :
∀x[A(x) ∧ F (x)→ R(a)] Di scomoda lettura nel linguaggio nat-
urale, per esempio: Preso un qualsiasi
individuo, se questo e` un animale fe-
roce, allora Andrea e` in pericolo. Ma e`
equivalente a :
∃x[A(x) ∧ F (x)]→ R(a) Se c’e` un animale feroce, Andrea e` in
pericolo.
L’ambito del quantificatore ∃x e` solo l’antecedente dell’mplicazione.
*****
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∀x[(.. x .. ∧ .. x ..)→ .. x ..] L’ambito del quantificatore ∀x e` l’intera
formula, e la variabile x occorre anche
nel conseguente dell’implicazione.
Esempio :
∀x[A(x) ∧ F (x)→ U(a, x)] Andrea uccide tutti gli animali feroci
oppure Se c’e` un animale feroce, An-
drea lo uccide.1
*****
∀x[.. x ..→ .. x ..]→ ..... L’ambito del quantificatore ∀x e` limi-
tato all’antecedente dell’implicazione.
Esempio:
∀x[C(x)→ B(x)]→ E(s) Se tutti i cantanti sono bravi, lo spetta-
colo sara` eccellente.
L’antecedente di questa implicazione e` vero in tutti i domini in cui i cantanti
sono bravi, ma non si esclude che ci possano essere anche non-cantanti.
*****
∀x[(.. x ..→ .. x ..)→ .....] L’ambito del quantificatore ∀x e` l’intera
formula, e la variabile x non occorre nel
conseguente dell’implicazione.
Esempio:
∀x[(C(x)→ B(x))→ E(s)] Di difficile lettura. Equivalente a:
∃x[C(x)→ B(x)]→ E(s) e
∃x[¬C(x) ∨B(x)]→ E(s) Se c’e` qualcuno che o non e` un cantante
oppure e` bravo, allora lo spettacolo sara`
eccellente.
*** UN ***
∃x(.. x .. ∧ .. x ..)
Esempio:
∃x(U(x) ∧ P (x)) Un uomo passeggia nel parco
***
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∃x(.. x .. ∧ .. x ..) ∧ ..... L’ambito del quantificatore ∃x e` solo il
primo congiunto.
Esempio:
∃x[U(x) ∧ P (x)] ∧ S(m) Un uomo passeggia nel parco e Maria
prende il sole.
***
∃x[(.. x .. ∧ .. x ..) ∧ ...x..] L’ambito del quantificatore ∃x e` l’intera
asserzione.
Esempio:
∃x[(U(x) ∧ P (x)) ∧ V (m,x)] Un uomo passeggia nel parco e Maria
lo vede.
***
∀x[(.. x .. ∧ .. x ..)→ ..x..] L’ambito del quantificatore ∀x e` l’intera
asserzione.
Esempi:
∀x[(U(x) ∧ P (x))→ V (m,x)] Se c’e` un uomo cha passeggia nel parco,
Maria lo vede. Oppure
Maria vede tutti gli uomini che passeg-
giano nel parco.
∀x[B(x) ∧D(x)→ ∀y(G(y, x)→ F (y)] Se un bambino e` diligente, i suoi geni-
tori sono felici.
*****
∃x(.. x ..→ .. x ..)
Esempio:
∃x(Q(x)→ C(x)) Qualcuno, se va a piedi e` contento.
Equivalente a:
∃x(¬Q(x) ∨ C(x)) C’e` qualcuno che o non va a piedi op-
pure e` contento.
***
∀x(.. x ..→ .. x ..)
Esempio:
∀x(Q(x)→ C(x)) Chiunque vada a piedi e` contento.
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***
∀x(.. x ..→ .. x ..)→ .... x non occorre nel conseguente
dell’implicazione.
Esempi:
∀x(U(x)→ Q(x))→ ¬X Se tutti gli uomini vanno a piedi, non
ce` inquinamento.




Speedy Gonzales e` piu` veloce di una lepre ∀x(L(x)→ V (g, x))
Un topo e` piu` veloce di una lepre ambiguo:
Esiste almeno un topo che e` piu` veloce
di una lepre
∃x(T (x) ∧ ∀y(L(y)→ V (x, y))
Esiste esattamente un topo che e` piu`
veloce di una lepre
∃x[T (x) ∧ ∀y(L(y) → V (x, y) ∧ ∀z(T (z) ∧
∀y(L(y)→ V (z, y))→ x = z)]
Un qualsiasi topo e` piu` veloce di una
lepre
∀x(T (x)→ ∀y(L(y)→ V (x, y))
∀x∀y(T (x) ∧ L(y)→ V (x, y))
Nessun topo e` piu` veloce di una lepre ambiguo:
Nessun topo e` piu` veloce di tutte le
lepri
¬∃x[T (x) ∧ ∀y(L(y)→ V (x, y)]
∀x[T (x)→ ∃y(L(y) ∧ ¬V (x, y)]
Comunque si scelga un topo e una
lepre, il topo non e` piu` veloce della lepre
¬∃x[T (x) ∧ ∃y(L(y) ∧ V (x, y)]
∀x(T (x)→ ¬∃x(L(y) ∧ V (x, y))
∀x(T (x)→ ∀x(L(y)→ ¬V (x, y))
∀x∀y(T (x) ∧ L(y)→ ¬V (x, y))
Nessuno e` piu` veloce di una lepre ¬∃x∀y(L(y)→ V (x, y))
Un uomo e` un animale bipede
Un uomo passeggia nel parco, Maria lo
vede
Un fisico russo e` piu` famoso di Einstein
Il cane e` fedele
Il cane e` sul tappeto
Il Rettore e` fuori Bologna
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Chapter 10
Logica del primo ordine
10.1 Il calcolo predicativo classico
Con K= denotiamo il calcolo predicativo classico il cui linguaggio e` L= e la cui
parte deduttiva si compone dei seguenti schemi di assiomi e regole di inferenza.
Assiomi
A1.1 A→ (B → A) A fortiori
A1.2 (A→ (B → C))→ ((A→ B)→ (A→ C)) Legge di Frege
A2.1 A ∧B → A
A2.2 A ∧B → B
A2.3 (A→ B)→ ((A→ C)→ (A→ (B ∧ C))
A3.1 A→ A ∨B
A3.2 B → A ∨B
A3.3 (A→ C)→ ((B → C)→ (A ∨B → C))
A4.1 (A↔ B)→ (A→ B)
A4.2 (A↔ B)→ (B → A)
A4.3 (A→ B)→ ((B → A)→ (A↔ B))
A5.1 (A→ B)→ ((A→ ¬B)→ ¬A) Assurdo minimale
A5.2 A→ (¬A→ B)
A5.3 ¬¬A→ A Assurdo classico
A6 ∀xA→ A Dictum de omni
A7 A→ ∃xA
A8.1 t = t Riflessivita`
A8.2 t1 = s1 ∧ ...∧ tn = sn → (P (t1, ..., tn)↔ P (s1, ...sn))
A8.3 t1 = s1 ∧ ... ∧ tn = sn → fn(t1, ..., tn) = fn(s1, ...sn)
Regole di inferenza
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purche´ x non sia libera in A Generalizzazione Posteriore (GP)
A→ B
∃xA→ B
purche´ x non sia libera in B Particolarizzazione Anteriore (PA)
A
A[t/x]
purche´ t sia libero per x in A Sostituzione di variabili (SV)
Un termine t e` detto libero per x in una fbf A se nessuna variabile occorrente
in t cade sotto l’azione di un quantificatore una volta che la sostituzione di t
per x in A sia stata eseguita.
Con PC denotiamo il calcolo proposizionale classico il cui linguaggio e` L0
e avente come assiomi A1.1-A5.3 e come regola d’inferenza MP.
Definizione 10.1.1 (Derivazione). Una fbf A e` derivabile in K= da un insieme
M di formule (eventualmente infinito), in simboli M `K= A, sse esiste una
successione finita di formule A1, . . . , Ak tale che
• Ak = A
• per ciascun i, 1 ≤ i ≤ k,
1. Ai e` un assioma di K
=, oppure
2. Ai e` una delle formule di M , oppure
3. Ai e` ottenuta da formule precedenti della successione mediante ap-
plicazione di una regola di inferenza di K=.
La successione A1, . . . , Ak e` detta essere una derivazione di A da M e le
formule di M sono dette assunzioni.
Una dimostrazione e` una derivazione dall’insieme vuoto di assunzioni.
A e` teorema di K=, `K= A, se esiste una dimostrazione di A in K=.
Esempio di dimostrazione
A→ A Identita`
1 ` [A→ ((A→ A)→ A)]→ [(A→ (A→ A))→ (A→ A)] A1.2
2 ` A→ ((A→ A)→ A) A1.1
3 ` (A→ (A→ A))→ (A→ A) MP:1,2
4 ` A→ (A→ A) A1.1
5 ` A→ A MP:3,4
Osservazione
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• Data una derivazione A1, . . . , Ak, ogni suo segmento iniziale A1, . . . , Ai,
1 ≤ i ≤ k, e` una derivazione.
• In ogni derivazione viene utilizzato al massimo un sottoinsieme finito di
assunzioni di M .
Una volta che un teorema e` stato dimostrato, esso puo` essere utilizzato in
successive derivazioni senza riportare la sua dimostrazione, e questo in omag-
gio alla brevita` e leggibilita` delle derivazioni stesse e giustificato dal fatto che
e` comunque sempre possibile inserire nelle varie derivazioni la dimostrazione
dei teoremi utilizzati. Ad esempio nella seguente dimostrazione si fa uso del
principio di identita` appena dimostrato.
A→ ((A→ B)→ B) Legge del Modus Ponens
1 ` ((A→ B)→ (A→ B))→ [((A→ B)→ A)→ ((A→ B)→ B)] A1.2
2 ` (A→ B)→ (A→ B) Identita`
3 ` ((A→ B)→ A)→ ((A→ B)→ B) MP:1,2
Poniamo F = ((A→ B)→ A) e G = ((A→ B)→ B)
4 ` (F → G)→ (A→ (F → G)) A1.1
5 ` A→ (F → G) MP:3,4
6 ` (A→ (F → G))→ ((A→ F )→ (A→ G)) A1.2
7 ` (A→ F )→ (A→ G) MP:5,6
8 ` A→ ((A→ B)→ A) A1.1
9 ` A→ ((A→ B)→ B) MP:7,8
Definizione 10.1.2 (Regole ammissibili). Una regola di inferenza
A1 ... An
A
e` detta ammissibile in K= sse
se M `K= A1 e . . . e M `K= An allora M `K= A
Si vede immediatamente che le seguenti regole sono ammissibili in K=:
A
B → A






A→ B A→ C





A→ C B → C
A ∨B → C











Esercizio. Dimostra che le regole sopra elencate sono ammissibili.
Le regole ammissibili sono di grande aiuto per rendere le derivazioni piu`
brevi e piu` leggibili. Di fatto sono delle scorciatoie!
Attenzione! Ognuna di queste regole e` ammissibile in virtu` di un parti-
colare assioma (quello che si usa nella prova della sua ammissibilita`). Quando
utilizzeremo tale regola in una derivazione occorrera` percio` specificare, oltre al
nome dell’assioma, i numeri delle righe della derivazione alle quali tale regola e`
applicata.
Dimostriamo ora alcuni teoremi fondamentali alcuni dei quali ci saranno utili
in seguito per la prova del teorema di deduzione:
Collasso di premesse (CP): (A→ (A→ B))→ (A→ B)
1 ` (A→ (A→ B))→ ((A→ A)→ (A→ B)) A1.2
2 ` A→ A Identita`
3 ` (A→ (A→ B))→ (A→ A) A1.1:2
4 ` (A→ (A→ B))→ (A→ B) A1.2:1,3
Legge sillogistica (SIL): (A→ B)→ ((C → A)→ (C → B))
1 ` (C → (A→ B))→ ((C → A)→ (C → B)) A1.2
2 ` (A→ B)→ [(C → (A→ B))→ ((C → A)→ (C → B))] A1.1:1
Poniamo F = A → B,G = C → (A → B), H = (C → A) →
(C → B)
3 ` F → (G→ H)→ ((F → G)→ (F → H)) A1.2
4 ` [(A → B) → (C → (A → B))] → [(A → B) → ((C → A) →
(C → B))]
MP:3,2
5 ` (A→ B)→ (C → (A→ B)) A1.1
6 ` (A→ B)→ ((C → A)→ (C → B)) MP:4,5
Scambio di premesse (SP): (A→ (B → C))→ (B → (A→ C))
1 ` ((A → B) → (A → C)) → [(B → (A → B)) → (B → (A →
C))]
SIL
2 ` B → (A→ B) A1.1
3 ` ((A→ B)→ (A→ C))→ (B → (A→ B)) A1.1:2
4 ` ((A→ B)→ (A→ C))→ (B → (A→ C)) A1.2:1,3
5 ` (A→ (B → C))→ ((A→ B)→ (A→ C)) A1.2
6 ` (A→ (B → C))→ (B → (A→ C)) SIL:4,5
Transitivita` (T): (A→ B)→ ((B → C)→ (A→ C))
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1 ` (B → C)→ ((A→ B)→ (A→ C)) SIL
2 ` (A→ B)→ ((B → C)→ (A→ C)) SP:1
Legge di Frege trasposta (FT): (A→ B)→ ((A→ (B → C)→ (A→ C))
1 ` (A→ (B → C))→ ((A→ B)→ (A→ C)) A1.2
2 ` (A→ B)→ ((A→ (B → C)→ (A→ C)) SP:1
Legge di importazione (IMPORT): (A→ (B → C))→ (A ∧B → C)
1 ` (A ∧B → A)→ [(A→ (B → C))→ (A ∧B → (B → C))] T
2 ` A ∧B → A A2.1
3 ` ((A→ (B → C))→ (A ∧B → (B → C))) MP:1,2
4 ` (A ∧B → B)→ [(A ∧B → (B → C))→ (A ∧B → C)] FT
5 ` A ∧B → B A2.2
6 ` (A ∧B → (B → C))→ (A ∧B → C) MP:4,5
7 ` (A→ (B → C))→ (A ∧B → C) T:3,6
Legge di aggiunzione (AGG): A→ (B → A ∧B)
1 ` (B → A)→ ((B → B)→ (B → A ∧B)) A2.3
2 ` (B → B)→ ((B → A)→ (B → A ∧B)) SP:1
3 ` B → B Identita`
4 ` (B → A)→ (B → A ∧B) MP:2,3
5 ` A→ (B → A) A1.1
6 ` A→ (B → A ∧B) T:4,5
Legge di condizionali concatenati (CC): (A → (B → C)) → ((C → D) →
(A→ (B → D)))
1 ` (C → D)→ ((B → C)→ (B → D)) SIL
2 ` A→ [(C → D)→ ((B → C)→ (B → D))] A1.1:1
Poniamo F = C → D, G = (B → C)→ (B → D)
3 ` (A→ (F → G))→ ((A→ F )→ (A→ G)) A1.2
4 ` (A→ (C → D))→ [A→ ((B → C)→ (B → D))] MP:2,3
5 ` (C → D)→ (A→ (C → D)) A1.1
6 ` (C → D)→ [A→ ((B → C)→ (B → D))] T:5,4
7 ` [A → ((B → C) → (B → D))] → [(A → (B → C)) → (A →
(B → D))]
A2.1
8 ` (C → D)→ [(A→ (B → C))→ (A→ (B → D))] T:6,7
9 ` (A→ (B → C))→ ((C → D)→ (A→ (B → D))) SP:8
Legge di esportazione (EXP): (A ∧B → C)→ (A→ (B → C))
1 ` (A→ (B → (A ∧B))→ ((A ∧B → C)→ (A→ (B → C))) CC
2 ` A→ (B → A ∧B)) AGG
3 ` (A ∧B → C)→ (A→ (B → C)) MP:1,2
I teoremi ora dimostrati consentono di formulare nuove regole ammissibili
(si osservi che per la regola associata alla Legge di Frege Trasposta FT coincide
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(C → A)→ (C → B)
A→ (B → C)
B → (A→ C)
A→ B B → C
A→ C
A→ (B → C)
A ∧B → C
A B
A ∧B
A→ (B → C) C → D
A→ (B → D)
A ∧B → C
A→ (B → C)
Altri teoremi e regole ammissibili di K=
`K= ∀xA→ A[t/x], t libero per x in A.
1 ∀xA→ A A.6
2 (∀xA→ A)[t/x] SV
Ma (∀xA→ A)[t/x] = (∀xA)[t/x]→ A[t/x] = ∀xA→ A[t/x], da cui
2 ∀xA→ A[t/x] SV
`K= A[t/x]→ ∃xA
1 A→ ∃xA A.7
2 (A→ ∃xA)[t/x] SV
Ma (A→ ∃xA)[t/x] = A[t/x]→ (∃xA)[t/x] = A[t/x]→ ∃xA, da cui
2 A[t/x]→ ∃xA
Sono quindi ammissibili in K= le seguenti regole:
∀xA
A[t/x] t libero per x in A
A[t/x]
∃xA




∀xA→ B Generalizzazione Posteriore (GP)
A→ B
A→ ∃xB Particolarizzazione Posteriore (PP)
Infatti
1 ` A Ipotesi
2 ` (p→ p)→ A A1.1:1
3 ` (p→ p)→ ∀xA GP
4 ` p→ p identita`
5 ` ∀xA MP:3,4
1 ` A→ B Ipotesi
2 ` ∀xA→ A A6
3 ` ∀xA→ B T:1,2
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1 ` A→ B Ipotesi
2 ` B → ∃xB A7
3 ` A→ ∃xB T:1,2
Ecco alcuni teoremi di K= che si possono dimostrare mediante alcune delle nuove
regole di inferenza appena introdotte:
`K= ∀x∀yA→ ∀y∀xA
1 ∀yA→ A A6
2 ∀x∀yA→ A GA:1
3 ∀x∀yA→ ∀xA GP:2
4 ∀x∀yA→ ∀y∀xA GP:3
`K= ∃y∀xA→ ∀x∃yA
1 ∀xA→ A A6
2 ∀xA→ ∃yA PP:1
3 ∀xA→ ∀x∃yA GP:2
4 ∃y∀xA→ ∀x∃yA PA:3
Definizione 10.1.3 (Variante alfabetica). Sia data la fbf ∀xB. Se y non occorre in
B, allora ∀yB[y/x] e` detta essere variante alfabetica di ∀xB.
Lemma 10.1.4 (Lemma sulle varianti alfabetiche). `K= ∀xB sse `K= ∀yB[y/x],
dove ∀yB[y/x] e` variante alfabetica di ∀xB.
Definizione 10.1.5 (Chiusura universale). Sia A(x1, . . . , xn) una fbf contenente al
massimo le variabili libere x1, . . . , xn. Allora ∀x1 . . .∀xnA(x1, . . . , xn) e` detta la chiusura
universale di A(x1, . . . , xn).
Lemma 10.1.6 (Lemma sintattico della chiusura universale). `K= A(x1, . . . , xn)
sse `K= ∀x1 . . .∀xnA(x1, . . . , xn).
Lemma 10.1.7 (Lemma della costanti). Se M `K= B(c1, . . . , cn) e le costanti oc-
correnti in B sono tutte fra c1, . . . , cn e nessuna di esse occorre in formule di M ,
allora M `K= B[z1/c1, . . . , zn/cn], ove z1, . . . , zn sono variabili che non occorrono
nella derivazione di B(c1, . . . , cn) da M .
Dimostrazione. Sia D1, . . . , Dk la derivazione di B(c1, . . . , cn) da M . Si vede
facilmente che D1[z1/c1, . . . , zn/cn], . . . . . . , Dk[z1/c1, . . . , zn/cn] e` una derivazione di
B[z1/c1, . . . , zn/cn] da M .
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Chapter 11
Teorema di deduzione
Definizione 11.0.8 (Deduzione). Una deduzione in K= di una formula B da un
insieme M di formule e` una derivazione di B da M in cui nessuna variabile occorrente
libera in formule di M viene vincolata via GP o PA oppure sostituita via SV.
Se M e` un insieme di formule chiuse, ogni derivazione da M e` una deduzione, e,
banalmente, ogni dimostrazione e` una deduzione.
Se B e` deducibile da M scriveremo M ` B, come nel caso delle derivazioni e, ove
possa sorgere confusione, specificheremo che si tratta di una deduzione.
11.0.1 Il teorema di deduzione
Teorema 11.0.9 (Teorema di deduzione). Vale
M ` A→ B =⇒M ∪ {A} ` B.
Se M ∪ {A} ` B e` una deduzione, allora
M ∪ {A} ` B =⇒M ` A→ B.
Dimostrazione. Nel seguito scriveremo per semplicita` “M,A” al posto di “M ∪
{A}”.
Dimostriamo che se M ` A→ B allora M ∪ {A} ` B.
Sia C1, ..., Ck una derivazione di A→ B da M (ovviamente Ck = A→ B). Allora per
definizione di derivazione abbiamo che la stessa e` anche una derivazione di A→ B da
M,A. Estendiamo ora tale derivazione ad una derivazione di B da M,A nel seguente
modo:
1 M,A ` C1
...
...
k − 1 M,A ` Ck−1
k M,A ` A→ B
k + 1 M,A ` A Assunzione in M,A
k + 2 M,A ` B MP: k, k + 1
Questo dimostra la prima parte del teorema.
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Mostriamo ora che vale anche l’implicazione inversa (se M,A ` B allora M ` A→
B), qualora M,A ` B sia una deduzione.
La dimostrazione e` per induzione sulla lunghezza lg(D) della deduzione
D = C1, ..., Cn di B da M,A.
Caso base: lg(D) = 1 (ovvero D = C1 = B). Si hanno tre (sotto-)casi:
• B e` assioma. Allora:
1 M ` B Assioma
2 M ` A→ B A1.1:1
• B ∈M . Allora:
1 M ` B Assunzione
2 M ` A→ B A1.1:1
• B e` A. Allora:
1 M ` A→ A Identita`
Passo: lg(D) = k + 1. Abbiamo che B = Ck+1 e` una delle seguenti: (a) un
assioma, (b) un assunzione di M , (c) la formula A, (d) ottenuta da formule di indice
minore nella deduzione D tramite l’applicazione di una regola di inferenza. I primi
tre casi possono essere trattati come nel caso base. Resta da trattare il caso in cui
B e` ottenuta mediante l’applicazione di una regola di inferenza a formule di indice
inferiore. Tre (sotto-)casi sono possibili:
• B = Ck+1 e` ottenuta da formule precedenti, diciamo Cp e Cq, via applicazione
della regola del Modus Ponens. Sia ad esempio p < q. Allora D ha la forma:
C1, ..., Cp−1, Cq → B︸ ︷︷ ︸
Cp
, ..., Cq, ..., Ck, B︸︷︷︸
Ck+1
oppure
C1, ..., Cp, ..., Cp → B︸ ︷︷ ︸
Cq
, Cq+1, ..., Ck, B︸︷︷︸
Ck+1
Sia, ad esempio, il secondo il caso in questione. L’ipotesi di induzione si applica
a tutte le deduzioni da M,A di lunghezza minore di k + 1, in particolare alle
deduzioni C1, ..., Cp di Cp e C1, ..., Cq di Cq = Cp → B. Esistono percio` una
derivazione di A → Cp da M (di lunghezza diciamo i) ed una derivazione di
A→ (Cp → B) da M (di lunghezza diciamo j):
1 M ` ...... 1 M ` ......
...... ......
...... ......
i M ` A→ Cp j M ` A→ (Cp → B)
Uniamo tali due derivazioni, ed estendiamo la nuova derivazione cos`ı ottenuta
in una derivazione di A→ B da M nel modo seguente:
1 M ` ......
......
......
i M ` A→ Cp
......
......
i + j M ` A→ (Cp → B)
i + j + 1 M ` A→ B A1.2:i + j, i
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• B = Ck+1 e` ottenuta da una formula precedente, diciamo Cp, via applicazione
della regola di generalizzazione posteriore. Allora D ha la forma:
C1, ..., Cp−1, (F → E(x))︸ ︷︷ ︸
Cp
, ..., Ck, (F → ∀xE(x))︸ ︷︷ ︸
Ck+1
L’ipotesi di induzione si applica a tutte le deduzioni da M,A di lunghezza minore
di k+1, in particolare alla deduzione C1, ..., Cp di Cp = F → E(x). Esiste percio`
una derivazione di A→ (F → E(x)) da M (di lunghezza diciamo i):
1 M ` ......
......
......
i M ` A→ (F → E(x))
Estendiamo tale derivazione in una derivazione di A → (F → ∀xE(x)) da M
nel modo seguente:
1 M ` ......
......
......
i M ` A→ (F → E(x))
i + 1 M ` A ∧ F → E(x) Import: i
i + 2 M ` A ∧ F → ∀xE(x) GP:i + 1
i + 3 M ` A→ (F → ∀xE(x)) Export:i + 2
La regola GP alla riga i+ 2 e` applicata correttamente perche´ la variabile x non
e` libera ne´ in A ne´ in F . Infatti, in D siamo passati correttamente da F → E(x)
a F → ∀xE(x) via GP e questo implica che x non e` libera in F ed inoltre x non
e` libera in A, poiche´ D e` una deduzione da M,A.
• B = Ck+1 e` ottenuta da una formula precedente, diciamo Cp, via applicazione
della regola di particolarizzazione anteriore. Allora D ha la forma:
C1, ..., Cp−1, (F (x)→ E)︸ ︷︷ ︸
Cp
, ..., Ck, (∃xF (x)→ E)︸ ︷︷ ︸
Ck+1
L’ipotesi di induzione si applica a tutte le deduzioni da M,A di lunghezza minore
di k+1, in particolare alla deduzione C1, ..., Cp di Cp = F (x)→ E. Esiste percio`
una derivazione di A→ (F (x)→ E) da M (di lunghezza diciamo i):
1 M ` ......
......
......
i M ` A→ (F (x)→ E)
Estendiamo tale derivazione in una derivazione di A → (∃xF (x) → E) da M
nel modo seguente:
1 M ` ......
......
......
i M ` A→ (F (x)→ E)
i + 1 M ` F (x)→ (A→ E) Scambio di premes.:i
i + 2 M ` ∃xF (x)→ (A→ E) PA:i + 1
i + 3 M ` A→ (∃xF (x)→ E) Scambio di premes.:i + 2
La regola PA alla riga i+2 e` applicata correttamente perche´ la variabile x non e`
libera ne´ in A ne´ in E. Infatti, in D siamo passati correttamente da F (x)→ E
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a ∃xF (x)→ E via PA e questo implica che x non e` libera in E ed inoltre x non
e` libera in A, poiche´ D e` una deduzione da M,A.
• B = Ck+1 e` ottenuta da una formula precedente, diciamo Cp, via applicazione
della regola di sostituzione di variabili libere. Allora D ha la forma:
C1, ..., Cp−1, F (z)︸ ︷︷ ︸
Cp
, ..., Ck, F [t/z]︸ ︷︷ ︸
Ck+1
L’ipotesi di induzione si applica a tutte le deduzioni da M,A di lunghezza minore
di k+ 1, in particolare alla deduzione C1, ..., Cp di Cp = F (z). Esiste percio` una
derivazione di A→ F (z) da M (di lunghezza diciamo i):
1 M ` ......
......
......
i M ` A→ F (z)
Estendiamo tale derivazione in una derivazione di A→ F (z)[t/z] da M nel modo
seguente:
1 M ` ......
......
......
i M ` A→ F (z)
i + 1 M ` (A→ F (z))[t/z] SV:i
Ma (A→ F (z))[t/z] = A→ F (z)[t/z] poiche´ z non occorre libera in A (essendo
D una deduzione da M,A), e quindi abbiamo che:
i + 1 M ` A→ F (z)[t/z] SV:i
La regola SV alla riga i e` applicata correttamente perche´ t e` libero per z in
A → F (z). Infatti, in D siamo passati correttamente da F (z) a F (z)[t/z] via
SV e quindi t e` libero per z in F , inoltre essendo D una deduzione da M,A
abbiamo che z non occorre libera in A, e quindi A[t/z] = A.
Chapter 12
Esempi di derivazioni via
teorema di deduzione
Si considerano tre sottologiche della logica classica: la logica posi-
tiva, minimale e intuizionista.
LOGICA POSITIVA P
Schemi d’assiomi:
A1.1 A→ (B → A)
A1.2 (A→ (B → C))→ ((A→ B)→ (A→ C))
A2.1 A ∧B → A
A2.2 A ∧B → B
A2.3 (A→ B)→ ((A→ C)→ (A→ B ∧ C))
A3.1 A→ A ∨B
A3.2 B → A ∨B
A3.3 (A→ C)→ ((B → C)→ (A ∨B → C))
A4.1 (A↔ B)→ (A→ B)
A4.2 (A↔ B)→ (B → A)






P + A5.1 (A→ B)→ ((A→ ¬B))→ ¬A)
LOGICA INTUIZIONISTA I
M + A5.2 A→ (¬A→ B)
57
58CHAPTER 12. ESEMPI DI DERIVAZIONI VIA TEOREMA DI DEDUZIONE
LOGICA CLASSICA C
I + A5.3 ¬¬A→ A
Teorema 12.0.10. (di deduzione) Sia L ⊇ P.
A1, . . . , An, A `L B sse A1, . . . , An `L A→ B
Dim. Vedi la dispensa sul teorema di deduzione.
Alcuni TEOREMI della logica POSITIVA
Usando il teorema di deduzione siamo in grado di ripresentare in modo piu` diretto
le dimostrazioni di alcuni schemi che abbiamo gia` dimostrato nella dispensa su ‘Logica
del primo ordine’ senza fare uso di tale teorema perche` tali schemi servivano proprio
per la sua prova.
P1 A→ A
1 A ` A Ass.
1? ∅ ` A→ A Teor.deduz.
P2 A→ ((A→ B)→ B)
1 A,A→ B ` A Ass.
2 ` A→ B Ass.
3 ` B MP:1,2
1? A ` (A→ B)→ B Teor.deduz.
1?
? ∅ ` A→ ((A→ B)→ B) Teor.deduz.
P3 (A→ (A→ B))→ (A→ B)
1 A,A→ (A→ B) ` A Ass.
2 ` A→ (A→ B) Ass.
3 ` A→ B MP:1,2
4 ` B MP:1,3
1? A→ (A→ B) ` A→ B Teor.deduz.
1?
? ∅ ` (A→ (A→ B))→ (A→ B) Teor.deduz.
P4 (A→ B)→ ((C → A)→ (C → B))
1 A→ B,C → A,C ` C → A Ass.
2 ` C Ass.
3 ` A MP:1,2
4 ` A→ B Ass.
3 ` B MP:3,4
1? A→ B,C → A ` C → B Teor.deduz.
1?
?
A→ B ` (C → A)→ (C → B) Teor.deduz.
1?




P5 (A→ (B → C))→ (B → (A→ C))
1 A→ (B → C), B,A ` A→ (B → C) Ass.
2 ` B Ass.
3 ` A Ass.
4 ` B → C MP:1,3
3 ` C MP:2,4
1? A→ (B → C), B ` A→ C Teor.deduz.
1?
?
A→ (B → C) ` B → (A→ C)) Teor.deduz.
1?
?? ∅ ` (A→ (B → C))→ (B → (A→
C))
Teor.deduz.
P6 (A→ B)→ ((B → C)→ (A→ C))
1 A→ B,B → C,A ` A→ B Ass.
2 ` A Ass.
3 ` B MP:1,2
4 ` B → C Ass.
3 ` C MP:3,4
1? A→ B,B → C ` A→ C Teor.deduz.
1?
?
A→ B ` (B → C)→ (A→ C) Teor.deduz.
1?
?? ∅ ` (A→ B)→ ((B → C)→ (A→
C))
Teor.deduz.
P7 (A→ B)→ ((A→ (B → C)→ (A→ C))
1 A→ B,A→ (B → C), A ` A→ B Ass.
2 ` A Ass.
3 ` B MP:1,2
4 ` A→ (B → C) Ass.
5 ` B → C MP:2,4
6 ` C MP:3,4
1? A→ B,A→ (B → C) ` A→ C Teor.deduz.
1?
?
A→ B ` (A→ (B → C)→ (A→ C) Teor.deduz.
1?
?? ∅ ` (A → B) → ((A → (B → C) →
(A→ C))
Teor.deduz.
P8 (A→ (B → C))→ (A ∧B → C)
1 A→ (B → C), A ∧B ` A ∧B Ass.
2 ` A A2.1:1
3 ` B A2.2:1
4 ` A→ (B → C) Ass.
5 ` B → C MP:2,4
6 ` C MP:3,5
1? A→ (B → C) ` A ∧B → C Teor.deduz.
1?
? ∅ ` A→ (B → C)→ (A ∧B → C) Teor.deduz.
P9 A→ (B → A ∧B)
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1 A,B ` A Ass.
2 ` B Ass.
3 ` A ∧B A2.3:1,2
1? A ` B → (A ∧B) Teor.deduz.
1?
? ∅ ` A→ (B → A ∧B) Teor.deduz.
P10 (A→ (B → C))→ ((C → D)→ (A→ (B → D)))
1 A → (B → C), A,B,C →
D
` A→ (B → C) Ass.
2 ` A Ass.
3 ` B → C MP:1,2
4 ` B Ass.
5 ` C MP:3,4
6 ` C → D Ass.
7 ` D MP:5,6
1? A→ (B → C), A, C → D ` B → D Teor.deduz.
1?
?
A→ (B → C), C → D ` A→ (B → D) Teor.deduz.
1?
?
A→ (B → C) ` (C → D)→ (A→ (B → D)) Teor.deduz.
1?
?? ∅ ` (A → (B → C)) → ((C → D) →
(A→ (B → D)))
Teor.deduz.
P11 (A ∧B → C)→ (A→ (B → C))
1 A ∧B → C,A,B ` A ∧B → C Ass.
2 ` A Ass.
3 ` B Ass.
4 ` A ∧B A2.3:2,3
5 ` C MP:1,4
6 A ∧B → C,A ` B → C Teor.deduz.
1? A ∧B → C ` A→ (B → C) Teor.deduz.
1?
? ∅ ` (A ∧B → C)→ (A→ (B → C)) Teor.deduz.
P12 A ∧ (B ∨ C)→ (A ∧B) ∨ (A ∧ C)
1 ` A→ (B → A ∧B) P9
2 ` A→ (C → A ∧ C) P9
3 ` A→ [(B ∨C)→ (A∧B)∨ (A∧C)] A3.3:1,2
4 ` A ∧ (B ∨ C)→ (A ∧B) ∨ (A ∧ C) IMP:3
P13 (A ∧B) ∨ (A ∧ C)→ A ∧ (B ∨ C)
1 ` A ∧B → A A2.1
2 ` A ∧B → B A2.2
3 ` A ∧B → B ∨ C AA3.1:2
4 ` A ∧B → A ∧ (B ∨ C) P9
5 ` A ∧ C → A MP:1,4
6 ` A ∧ C → C P9
7 ` A ∧ C → B ∨ C MP:2,6
8 ` A ∧ C → A ∧ (B ∨ C) A3.3:5,7
9 ` (A ∧B) ∨ (A ∧ C)→ A ∧ (B ∨ C) A3.3:4,8
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P14 A ∨ (B ∧ C)→ (A ∨B) ∧ (A ∨ C)
1 ` A→ A ∨B A3.1
2 ` A→ A ∨ C A3.1
3 ` A→ (A ∨B) ∧ (A ∨ C) A2.3:1,2
4 ` B ∧ C → C A2.2
5 ` B ∧ C → A ∨ C A3.2
6 ` B ∧ C → B A2.1
7 ` B ∧ C → A ∨B A3.2
8 ` B ∧ C → (A ∨B) ∧ (A ∨ C) A2.3
9 ` A ∨ (B ∧ C)→ (A ∨B) ∧ (A ∨ C) A3.3:3,8
P15 (A ∨B) ∧ (A ∨ C)→ A ∨ (B ∧ C)
1 ` C → (B → C ∧B)) P9
2 ` C → (B → (A ∨ (C ∧B))) A3.2:1
3 ` A→ (A ∨ (C ∧B)) A3.1
4 ` C → (A→ (A ∨ (C ∧B))) A1.1:3
5 ` C → (A ∨B → (A ∨ (C ∧B))) A3.3:4,2
6 ` A→ (A ∨B → (A ∨ (C ∧B))) A3.1
7 ` (A∨C)→ (A∨B → (A∨ (C ∧B))) A3.3:5,6
8 ` (A∨C)∧ (A∨B)→ (A∨ (C ∧B)) SP:7
Alcuni TEOREMI della logica MINIMALE
Le seguenti regole sono ammissibili in M:
A→ B A→ ¬B
———————————- (Regola associata all’assioma A5.1)
¬A
C → (A→ B) D → (A→ ¬B)
M2 ———————————————–
C ∧D → ¬A
M3 (A→ (B ∧ ¬B))→ ¬A
1 A→ (B ∧ ¬B) ` A→ (B ∧ ¬B) Ass.
2 ` A→ B A2.1 + T
3 ` A→ ¬B A2.2 + T
4 ` ¬A A5.1:2,3
1? ∅ ` (A→ (B ∧ ¬B))→ ¬A Teor.deduz.
M4 (A→ ¬A)→ ¬A
1 A→ ¬A ` A→ ¬A Ass.
2 ` A→ A identita`
3 ` ¬A A5.1:1,2
1? ∅ ` (A→ ¬A)→ ¬A Teor.deduz.
M5 (¬A→ A)→ ¬¬A
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1 ¬A→ A ` ¬A→ A Ass.
2 ` ¬A→ ¬A identita`
3 ` ¬¬A A5.1:1,2
1? ∅ ` (¬A→ A)→ ¬¬A Teor.deduz.
M6 (A→ ¬¬A)
1 ` A→ (¬A→ A) A1.1
2 ` (¬A→ A)→ ¬¬A M5
3 ` A→ ¬¬A T:1,2
M7 (A→ B)→ (¬B → ¬A)
1 A→ B,¬B ` ¬B Ass.
2 ` A→ ¬B A1.1:1
3 ` A→ B Ass.
4 ` ¬A A5.1:2,3
1? A→ B ` ¬B → ¬A Teor.deduz.
1?
? ∅ ` (A→ B)→ (¬B → ¬A) Teor.deduz.
M8 (A→ ¬B)→ (B → ¬A)
(¬A→ B)→ (B → ¬¬A)
(¬A→ ¬B)→ (B → ¬¬A)
Da M7 (per rimpiazzamento) e M6. Esercizio.
M9 A→ (¬A→ ¬B)
1 ` A→ (B → A) A1.1
2 ` (B → A)→ (¬A→ ¬B) M7
3 ` A→ (¬A→ ¬B) T:1,2
M10 ¬(A ∧ ¬A)
1 ` A ∧ ¬A→ A A2.1
2 ` A ∧ ¬A→ ¬A A2.2
3 ` ¬(A ∧ ¬A) A5.1:1,2
M11 ¬¬(A ∨ ¬A)
1 ` A→ A ∨ ¬A A3.1
2 ` ¬A→ A ∨ ¬A A3.2
3 ` ¬(A ∨ ¬A)→ ¬A M7:1
4 ` ¬(A ∨ ¬A)→ ¬¬A M7:2
5 ` ¬¬(A ∨ ¬A) A5.1:3,4
M12 (¬A ∨ ¬B)→ ¬(A ∧B)
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1 ` A ∧B → A A2.1
2 ` ¬A→ ¬(A ∧B) M7:1
3 ` A ∧B → B A2.2
4 ` ¬B → ¬(A ∧B) M7:3
5 ` (¬A ∨ ¬B)→ ¬(A ∧B) A3.3:2,4
M13 (¬A ∧ ¬B)↔ ¬(A ∨B)
1 ` ¬A ∧ ¬B → ¬A A2.1
2 ` A→ ¬(¬A ∧ ¬B) M8:1
3 ` ¬A ∧ ¬B → ¬B A2.2
4 ` B → ¬(¬A ∧ ¬B) M8:3
5 ` (A ∨B)→ ¬(¬A ∧ ¬B) A3.3:2,4
6 ` (¬A ∧ ¬B)→ ¬(A ∨B)) M8:5
1 ` A→ A ∨B A3.1
2 ` ¬(A ∨B)→ ¬B M7:1
3 ` B → A ∨B A3.2
4 ` ¬(A ∨B)→ ¬B M7:3
5 ` ¬(A ∨B)→ ¬A¬B A3.3:2,4
M14 A ∧B → ¬(¬A ∨ ¬B)
1 ` (¬A ∨ ¬B)→ ¬(A ∧B) M12
2 ` A ∧B → ¬(¬A ∨ ¬B) M8:1
M15 A ∨B → ¬(¬A ∧ ¬B)
1 ` ¬A ∧ ¬B → ¬(A ∨B) M.13
2 ` A ∨B → ¬(¬A ∧ ¬B) M7 + M6
M16 (A→ B)→ ¬(A ∧ ¬B)
1 A ∧ ¬B ` A ∧ ¬B Ass.
2 ` A A2.1:1
3 ` ¬B A2.2:2
4 ` A→ ((A→ B)→ B) Modus Ponens
5 ` (A→ B)→ B MP:2,4
6 ` ¬B → ¬(A→ B) M7:5
7 ` ¬(A→ B) MP:3,6
1? ∅ ` A ∧ ¬B → ¬(A→ B) Teor.deduz.
2? ` (A→ B)→ ¬(A ∧ ¬B) M8:1?
M17 `M A ∧ ¬B → ¬(A→ B) Esercizio.
M16 `M A ∨B → (¬A→ ¬¬B) Esercizio.
M17 `M (A→ B)→ ¬¬(¬A ∨B) Esercizio.
M18 ¬¬¬A→ ¬A
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1 ¬¬¬A ` A→ ¬¬A M6
2 ` ¬¬¬A Ass.
3 ` A→ ¬¬¬A A1.1:2
4 ` ¬A A5.1:1,3
1? ∅ ` ¬¬¬A→ ¬A Teor.deduz.
M19 (¬¬(A→ B) ∧ ¬¬A)→ ¬¬B
1 ` (A→ B)→ (¬B → ¬A) M7
2 ` ¬B → [(A→ B)→ ¬A] SP:1
3 ` ¬¬A→ ((A→ B)→ ¬¬A) A1.1
4 ` ¬¬A ∧ ¬B → ¬(A→ B) M2:2,3
5 ` ¬¬A→ (¬B → ¬(A→ B)) EXP:4
6 ` ¬¬(A → B) → (¬B →
¬¬(A→ B))
A1.1
7 ` ¬¬A ∧ ¬¬(A→ B)→ ¬¬B M2:5,6
M20 (¬¬A→ ¬A)→ ¬A
1 ` (¬¬A→ ¬A)→ ¬¬¬A M5
2 ` ¬¬¬A→ ¬A M18
3 ` (¬¬A→ ¬A)→ ¬A T:1,2
Sia > =df p→ p per qualche prefissata costante enunciativa p e ⊥=df ¬>
M21 (A→⊥)→ ¬A
1 ` > def. di > e identita`
2 ` A→ > def. di > e identita`
3 ` ¬ ⊥ def di ⊥ e M6:1
4 ` A→ ¬ ⊥ A1.1:2
5 ` (A→⊥)→ ¬A A5.1:4
Dai lemmi M4 e M20 si ottiene che se e` teorema della logica A→ B∨B → A e dunque
anche (¬A→ ¬¬A) ∨ (¬¬A→ ¬A) allora e` teorema ¬A ∨ ¬¬A.
Alcuni TEOREMI della logica INTUIZIONISTA
I1 ¬A→ (A→ B) Esercizio.
I2 (A ∧ ¬A)→ B Esercizio.
I3 (A ∨B)→ (¬A→ B)
1 ` A→ (¬A→ B) A5.2
2 ` B → (¬A→ B) A1.1
3 ` (A ∨B)→ (¬A→ B) A3.3
I4 (¬A ∨B)→ (A→ B)
1 ` ¬A→ (A→ B) I1
2 ` B → (A→ B) A1.1
3 ` (¬A ∨B)→ (A→ B) A3.3
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I5 A ∨ (B ∧ ¬B)→ A
1 ` A→ A identita`
2 ` (B ∧ ¬B)→ A I2
3 ` A ∨ (B ∧ ¬B)→ A A3.3:1,2
I6 (A→⊥)↔ ¬A
1 ` (A→⊥)→ ¬A M21
2 ` ¬A→ (A→ ⊥) I1
I8 ¬¬(¬¬A→ A)
1 ¬(¬¬A→ A) ` ¬(¬¬A→ A) Ass.
2 ` A→ ¬(¬¬A→ A) A1.1:1
3 ` A→ (¬¬A→ A) A1.1
4 ` ¬A A5.1:2,3
5 ` ¬A→ (¬¬A→ A) A5.2
6 ` ¬¬A→ A MP:4,5
1? ∅ ` ¬(¬¬A→ A)→ (¬¬A→ A) Teor.deduz.
2? ` ¬¬(¬¬A→ A)
Alcuni TEOREMI della logica CLASSICA
noindent C1 A ∨ ¬A Terzo escluso
1 ¬(A ∨ ¬A) ` A→ A ∨ ¬A A3.1
2 ` ¬(A ∨ ¬A) Ass.
3 ` A→ ¬(A ∨ ¬A) A1.1:2
4 ` ¬A A5.1:1,3
5 ` A ∨ ¬A A3.2:4
1? ` ¬(A ∨ ¬A)→ (A ∨ ¬A) Teor.deduz.
2? ` ¬(A ∨ ¬A)→ ¬(A ∨ ¬A) identita`
3? ` ¬¬(A ∨ ¬A) A5.1:1?,2?
4? ` A ∨ ¬A A5.3:3?
C2 A ∨ (A→ B) Legge di Tarski
1 ` A ∨ ¬A C1
2 ` ¬A→ (A→ B) I1
3 ` A ∨ (A→ B) T:1,2
C3 ((A→ B)→ A)→ A Legge di Peirce
1 ` A→ [((A→ B)→ A)→ A] A1.1
2 ` ((A→ B)→ A) ∧ (A→ B))→ A Modus ponens
3 ` (A→ B)→ [((A→ B)→ A)→ A] EXP + SP
4 ` [(A ∨ (A→ B)]→ [((A→ B)→ A)→ A] A3.3:1,3
5 ` A ∨ (A→ B) Legge di Tarski
6 ` ((A→ B)→ A)→ A MP: 4,5
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C4 (A→ B)↔ (¬A ∨B) Legge di Filone
1 ` (¬A ∨B)→ (A→ B) I4
1 A→ B,A ` A→ B Ass.
2 ` A Ass.
3 ` B MP:1,2
4 ` ¬A ∨B A3.2:3
1? A→ B ` A→ ¬A ∨B Teor.deduz.
2? ` ¬A→ ¬A ∨B A3.1
3? ` (A ∨ ¬A)→ (¬A ∨B) A3.3:5,6
4? ` (A ∨ ¬A) Terzo escluso
5? ` ¬A ∨B MP:3?, 4?
1?
? ∅ ` (A→ B)→ (¬A ∨B) Teor.deduz.
C5 (¬A→ A)→ A Consequentia mirabilis
1 ¬A→ A ` ¬A→ A Ass.
2 ` ¬A→ ¬A Identitaa`
3 ` ¬¬A A5.1:1,2
4 ` A A5.3:3
1? ∅ ` (¬A→ A)→ A Teor.deduz.
C6 A→ B ∨B → A Legge di confrontabilita`
1 ` A→ (B → A) A1.1
2 ` ¬A→ (A→ B) I1
3 ` (A ∨ ¬A)→ (A→ B) ∨ (B → A) A3.3:1,2
4 ` A ∨ ¬A Terzo escluso
5 ` A→ B ∨B → A MP:3,4
C7 (A→ B)↔ (¬B → ¬A) Contrapposizione
1 ` (A→ B)→ (¬B → ¬A) M7
1 ` (¬B → ¬A)→ (¬¬A→ ¬¬B) M7
2 ` (¬B → ¬A)→ (A→ ¬¬B) M6:1
3 ` (¬B → ¬A)→ (A→ B) A5.3:2
C8 ¬(A ∧B)→ (¬A ∨ ¬B)
1 ¬(A ∧B) ` ¬(A ∧B) Ass.
2 ` (A ∧B)→⊥ I1:1
3 ` A→ (B →⊥) EXP:2
4 ` A→ ¬B M21 + T:3
5 ` A→ (¬A ∨ ¬B) A3.2 + T:4
6 ` ¬A→ (¬A ∨ ¬B) A3.1
7 ` (A ∨ ¬A)→ (¬A ∨ ¬B) A3.3:5,6
8 ` A ∨ ¬A Terzo escluso
9 ` ¬A ∨ ¬B MP:7,8
1? ∅ ` ¬(A ∧B)→ (¬A ∨ ¬B) Teor.deduz.
67
I seguenti schemi NON sono teoremi della logica intuizionista:
(¬B → ¬A)→ (A→ B)
(¬A→ B)→ (¬B → A)
¬(¬A ∨ ¬B)→ (A ∧B)
¬(¬A ∧ ¬B)→ (A ∨B)
¬(A ∧ ¬B)→ (A→ B)
(A→ B)→ (¬A ∨B)
(A→ B) ∨ (B → A)
A ∨ ¬A
A ∨ (A→ B)
(¬A→ A)→ A
((A→ B)→ A)→ A
¬¬A→ A
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LOGICHE DEL PRIMO ORDINE
Con PQ, MQ, IQ e K denotiamo il calcolo predicativo ottenuto aggiungendo agli






————– purche´ x non sia posteriore (GP)
A→ ∀xB libera in A
A→ B Particolarizzazione
————– purche´ x non sia anteriore (PA)
∃xA→ B libera in B
A Sostituzione di
————– purche´ t sia libero variabili libere (SV)
A[t/x] per x in A
PQ1 ∀x∀yA→ ∀y∀xA
1 ` ∀yA→ A A6
2 ` ∀x∀yA→ A GA:1
3 ` ∀x∀yA→ ∀xA GP:2
4 ` ∀x∀yA→ ∀y∀xA GP:3
MQ1 ∃x¬A→ ¬∀xA
1 ` ∀xA→ A A6
2 ` ¬A→ ¬∀xA M7:1
3 ` ∃x¬A→ ¬∀xA PA:2
K1 ¬∀xA→ ∃x¬A
1 ` ¬A→ ∃x¬A A7
2 ` ¬∃x¬A→ ¬¬A M7:1
3 ` ¬∃x¬A→ A A5.3
4 ` ¬∃x¬A→ ∀xA PA:3
5 ` ¬∀xA→ ¬¬∃x¬A M7:4
6 ` ¬∀xA→ ∃x¬A A5.3
MQ2 ∀x¬A→ ¬∃xA
1 ` A→ ∃xA A7
2 ` ¬∃xA→ ¬A M7:1
3 ` ¬∃xA→ ∀x¬A GP
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MQ3 ¬∃xA→ ∀x¬A
1 ` ∀x¬A→ ¬A A6
2 ` ¬¬A→ ¬∀x¬A M7:1
3 ` A→ ¬∀x¬A M6:2
4 ` ∃xA→ ¬∀x¬A PA:3
5 ` ¬¬∀x¬A→ ¬∃xA M7:4
6 ` ∀x¬A→ ¬∃xA M6:5
MQ4 ∀xA→ ¬∃x¬A
1 ` ∃x¬A→ ¬∀xA MQ
2 ` ¬¬∀xA→ ¬∃x¬A M7:1
3 ` ∀xA→ ¬∃x¬A M6:2
K2 ¬∃x¬A→ ∀xA
1 ` ¬∃x¬A→ ∀x¬¬A MQ
2 ` ¬∃x¬A→ ∀xA A5.3
MQ5 ∃xA→ ¬∀x¬A
1 ` ∀x¬A→ ¬∃xA MQ
2 ` ¬¬∃xA→ ¬∀x¬A M7:1
3 ` ∃xA→ ¬∀x¬A M6:2
K3 ¬∀x¬A→ ∃xA
1 ` ¬∀x¬A→ ∃x¬¬A MQ
2 ` ¬∀x¬A→ ∃xA A5.3
PQ2 ∀x(A ∧B)↔ ∀xA ∧ ∀xB Esercizio.
PQ3 ∃x(A ∧B)→ ∃xA ∧ ∃xB Esercizio.
PQ4 ∃x(A ∧B)→ ∃xA ∧B purche´ x non libera in B. Esercizio.
PQ5 ∃xA ∧B → ∃x(A ∧B) purche´ x non libera in B.
1 A ∧B → ∃x(A ∧B) A6
2 A→ (B → ∃x(A ∧B)) Exp:1
3 ∃xA→ (B → ∃x(A ∧B)) PA:2
4 ∃xA ∧B → ∃x(A ∧B)) Im:3
PQ6 ∃x(A ∨B)↔ ∃xA ∨ ∃xB Esercizio.
PQ7 ∀xA ∨ ∀xB → ∀x(A ∨B) Esercizio.
K4 ∀x(A ∨B)→ ∀xA ∨B purche´ x non libera in B.
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1 ¬B,∀x(A ∨B) ` ¬B Ass.
2 ¬B,∀x(A ∨B) ` ∀x(A ∨B) Ass.
3 ¬B,∀x(A ∨B) ` A ∨B A6.2
4 ¬B,∀x(A ∨B) ` (A ∨B) ∧ ¬B da 1 e 3
5 ¬B,∀x(A ∨B) ` (A ∨B) ∧ ¬B → A teorema
6 ¬B,∀x(A ∨B) ` A MP: 4,5
7 ¬B,∀x(A ∨B) ` ∀xA G: 6
1? ∀x(A ∨B) ` ¬B → ∀xA Teor.deduz.
2? ∀x(A ∨B) ` ¬¬B ∨ ∀xA C4 : 1?
3? ∀x(A ∨B) ` B ∨ ∀xA A5.3 : 2?
4? ∀x(A ∨B) ` ∀xA ∨B da 3?
1?? ` ∀x(A ∨B)→ ∀xA ∨B Teor.deduz.
` (A→ ∀xB)←→ ∀x(A→ B), x non libera in A
1 A→ ∀xB(x) ` A→ ∀xB(x) Ass.
2 A→ ∀xB(x) ` ∀xB(x)→ B(x) A6
3 A→ ∀xB(x) ` A→ B(x) T:1,2
4 A→ ∀xB(x) ` ∀x(A→ B(x)) G: 3
1? ` A→ ∀xB(x)→ ∀x(A→ B(x)) Teor.deduz.
1 ∀x(A→ B(x)) ` ∀x(A→ B(x)) Ass.
2 ∀x(A→ B(x)) ` A→ B(x) A6:1
3 ∀x(A→ B(x)) ` A→ ∀xB(x) GP: 2
1? ` ∀x(A→ B(x))→ (A→ ∀xB(x)) Teor.deduz.
` (A→ ∃xB)←→ ∃x(A→ B), x non libera in A
1 A→ B(x) ` A→ B(x) Ass.
2 A→ B(x) ` A→ ∃xB(x) PP: 1
1? ` (A→ B(x))→ (A→ ∃xB(x)) Teor.deduz.
2? ` ∃x(A→ B(x))→ (A→ ∃xB(x)) PA: 1
1 A→ ∃xB(x) ` A ∨ (A→ B(x)) teorema
2 A→ ∃xB(x) ` ∃x(A ∨ (A→ B(x))) A7: 1
3 A→ ∃xB(x) ` A ∨ ∃x(A→ B(x)) Distr. ∃ su ∨: 2
4 A→ ∃xB(x) ` A→ ∃xB(x) Ass.
5 A→ ∃xB(x) ` ∃xB(x) ∨ ∃x(A→ B(x)) da 4 e 3
6 A→ ∃xB(x) ` B(x)→ (A→ B(x)) A1.1
7 A→ ∃xB(x) ` B(x)→ ∃x(A→ B(x)) PP: 6
8 A→ ∃xB(x) ` ∃xB(x)→ ∃x(A→ B(x)) PP: 6
9 A→ ∃xB(x) ` ∃x(A→ B(x)) da 5 e 8
1? ` (A→ ∃xB(x))→ ∃x(A→ B(x)) Teor.deduz.
` ∀x(A(x)→ B)←→ (∃xA(x)→ B), x non libera in B
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1 ∀x(A(x)→ B) ` ∀x(A(x)→ B) Ass.
2 ∀x(A(x)→ B) ` A(x)→ B A6: 1
3 ∀x(A(x)→ B) ` ∃xA(x)→ B PA: 2
1? ` ∀x(A(x)→ B)→ (∃xA(x)→ B) Teor.deduz.
1 ∃x(A(x)→ B) ` ∃x(A(x)→ B) Ass.
2 ∃x(A(x)→ B) ` A(x)→ ∃xA(x) A.7
3 ∃x(A(x)→ B) ` A(x)→ B T:1,2
4 ∃x(A(x)→ B) ` ∀x(A(x)→ B) G: 3
1? ` ∃x(A(x)→ B)→ ∀x(A(x)→ B) Teor.deduz.
` ∃x(A(x)→ B)←→ (∀xA(x)→ B), x non libera in B
1 A(x)→ B ` A(x)→ B Ass.
2 A(x)→ B ` ∀xA(x)→ A A.6
3 A(x)→ B ` ∀xA(x)→ B T:1,2
1? ` (A(x)→ B)→ (∀xA(x)→ B) Teor.deduz.
2? ` ∃x(A(x)→ B)→ (∀xA(x)→ B) PA: 1
1 ∀xA(x)→ B ` ∀xA(x)→ B Ass.
2 ∀xA(x)→ B ` ¬B → ¬∀xA(x) M7: 1
3 ∀xA(x)→ B ` ¬∀xA(x)→ ∃x¬A(x)
4 ∀xA(x)→ B ` ¬B → ∃x¬A(x) T:2,3
5 ∀xA(x)→ B ` (¬B → ∃x¬A(x))→ ∃x(¬B → ¬A(x) gia` dimostrato
6 ∀xA(x)→ B ` ∃x(¬B → ¬A(x)) T:4,5
7 ∀xA(x)→ B ` ∃x(A(x)→ B) C7: 6
1? ` (∀xA(x)→ B)→ ∃x(A(x)→ B) Teor.deduz.
` ∃x(∃xB(x)→ B(x))
1 ` (∃xB(x)→ ∃xB(x))→ ∃x(∃xB(x)→ B(x)) gia` dimostrato
2 ` ∃xB(x)→ ∃xB(x) teorema
3 ` ∃x(∃xB(x)→ B(x)) MP: 1,2
` ∃x(B(x)→ ∀xB(x))
1 A(y) ∨ (A(y)→ ∀xA(x)) C2
2 A(y) ∨ ∃x(A(x)→ ∀xA(x)) A6:1
3 ∀xA(x) ∨ ∃x(A(x)→ ∀xA(x)) K4:3
4 (A(x)→ ∀xA(x)) ∨ ∃x(A(x)→ ∀xA(x)) A1.1:3
5 ∃x(A(x)→ ∀xA(x)) ∨ ∃x(A(x)→ ∀xA(x)) A6:4
6 ∃x(A(x)→ ∀xA(x))
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Chapter 13
Forma normale prenessa
Definizione 13.0.11 (forma normale prenessa). Una formula di K= detta essere in
forma normale prenessa FNP se della forma
Q1x1Q2x2...QnxnA,
dove Qi ∈ {∀,∃} per i ≤ n e n ≥ 0, e A una formula di K= che non contiene
quantificatori.
La sottoformula A detta matrice e la lista dei quantificatori Q1x1Q2x2...Qnxn
prefisso.
Date due formule A,B di K=, diciamo che B una forma normale prenessa di A
se B in FNP e `K= A↔ B.
Uno dei vantaggi del ridurre una formula A in forma normale prenessa quella di
valutare la complessit logica di tale formula indotta dai quantificatori.
Si considerino ad esempio le due FNP:
∃x Biondo(x) (13.1)
∃x∃y Legge-i-pensieri-di(x, y) (13.2)
e consideriamo, ad esempio, un universo del discorso costituito dagli esseri umani
del presente e del futuro, che supporremo essere una quantit potenzialmente infinita.
Sebbene la seconda formula contenga un quantificatore in pi della prima, dal punto
di vista delle condizioni di verit non vi una sostanziale differenza di complessit tra le
due formule. Intuitivamente, per verificare la prima formula, occorre infatti passare
idealmente in rassegna uno dopo l’altro gli individui dell’universo di discorso alla
ricerca di un individuo biondo (la ricerca pu continuare indefinitamente nel tempo
se necessario). Se questo esiste o esister, la formula vera e verr provata come tale
in un tempo finito. Se invece nessun biondo esiste n mai esister, la formula falsa,
ma essendo infiniti gli individui da analizzare non perverremo mai ad una risposta.
Analogamente, nel secondo caso, passeremo in rassegna tutte le coppie di individui
(umani) del presente e del futuro per vedere se ne esiste o esister almeno una costituita
da un individuo x capace di leggere nella mente di y. Se una tale coppia esiste o esister,
la formula vera e verr provata come tale in un tempo finito. Se invece nessuna coppia
di tal tipo esiste n mai esister, la formula falsa, ma essendo infinite le coppie di
individui da analizzare non perverremo mai ad una risposta. Come si vede, sebbene
nel primo caso si debbano passare in rassegna tutti gli individui, mentre nel secondo
caso tutte le coppie, le condizioni di verit e di verificabilit delle due formule sono
essenzialmente le stesse. Nulla importa dal punto di vista della complessit logica che
73
74 CHAPTER 13. FORMA NORMALE PRENESSA
contingentemente la prima formula sia sicuramente vera, mentre la seconda potrebbe
essere falsa.
Analogamente, la FNP:
∃x1...∃xn Il-primo-individuo--genitore-degli-altri(x1, ..., xn) (13.3)
ha lo stesso livello di complessit logica delle formule precedenti: anzich control-
lare gli individui o le coppie, questa volta controlliamo le n-ple di individui, ma il
procedimento analogo1.
Si consideri ora la formula
∀x Biondo(x) (13.4)
Questa formula duale a (13.1). Per cercare di verificare (13.4) dovremmo passare
in rassegna tutti gli infiniti esseri umani uno dopo l’altro e vedere se effettivamente sono
e saranno tutti biondi. Se la formula (13.4) vera, non giungeremo mai al termine della
verifica. Al contrario, sufficiente incontrare un solo controesempio (un individuo non
biondo) per dimostrare che tale formula falsa. In compenso, con un’argomentazione




∀x1...∀xn Il-primo-individuo--genitore-degli-altri(x1, ..., xn)2.
Al contrario, la FNP
∀x∃y Legge-i-pensieri-di(x, y) (13.5)
ha altre condizioni di verit rispetto a tutte le precedenti. In questo caso, sia la
dimostrazione della verit che della sua falsit richiederebbero un tempo infinito: per
verificare il valore di verit di tale formula dovremmo passare in rassegna un x dopo
l’altro, verificando per ciascuno di essi se esiste (esister) un y di cui x legge (legger)
i pensieri. Queste condizioni di verit sono del tutto diverse da quelle della formula
seguente:
∃x∀y Legge-i-pensieri-di(x, y) (13.6)
Anche in questo caso non riusciremo a dimostrare in tempo finito n la verit n
la falsit della formula, ma l’operazione da compiere idealmente per identificare il suo
valore di verit sarebbe differente: ora ci verrebbe richiesto di esibire un unico individuo
x che riesca a leggere i pensieri di tutti gli altri. Per ragioni analoghe a quelle gi viste,
(13.5) ha la stessa complessit logica ad esempio di
∀x1∀x2∃x3...∃xn I-primi-due-individui-sono-genitori-degli-altri(x1, ..., xn) (13.7)
1Nel linguaggio dell’Aritmetica di Peano, alle formule del tipo ∃x1∃x2...∃xnA(x, x1, ..., xn),
dove A(x, x1, ..., xn) non contiene quantificatori, corrispondono gli insiemi di numeri natu-
rali detti ricorsivamente enumerabili, che sono gli insiemi per i quali esiste una procedura
computazionale per determinare quei numeri x che vi appartengono. In pratica un insieme
ricorsivamente enumerabile un insieme i cui elementi possono essere listati.
2Nel linguaggio dell’Aritmetica di Peano, alle formule del tipo ∀x1∀x2...∀xnA(x, x1, ..., xn),
dove A(x, x1, ..., xn) non contiene quantificatori, corrispondono gli insiemi di numeri naturali
detti co-ricorsivamente enumerabili, che sono gli insiemi per i quali esiste una procedura
computazionale per determinare quei numeri x che non vi appartengono. In pratica un insieme
co-ricorsivamente enumerabile un insieme tale che si possono listare gli elementi del suo
insieme complementare.
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dove tutti i quantificatori dopo i primi due sono esistenziali, mentre (13.6) ha la
stessa complessit logica di
∃x1∃x2∀x3...∀xn I-primi-due-individui-sono-genitori-degli-altri(x1, ..., xn) (13.8)
dove tutti i quantificatori dopo i primi due sono universali.
Se invece consderiamo la formula
∃x∀y∃z Il-primo-presenta-a-una-festa-il-secondo-al-terzo(x, y, z) (13.9)
possiamo similmente mostrare che il livello di complessit logica aumenta ulterior-
mente rispetto a tutti i casi gi considerati.
In ultima instanza, si pu quindi concludere che la complessit logica indotta
dai quantificatori in una forma normale prenessa non data dal numero dei
quantificatori, bens dall’alternanza dei quantificatori universali ed esisten-
ziali (nel prefisso della stessa).
13.1 Algoritmo di riduzione a forma normale
Ogni formula A di K= pu essere ridotta in forma normale prenessa, ovvero pos-
sibile trovare in modo effettivo una formula B in forma normale prenessa tale che
`K= A↔ B.
La procedura algoritmica di riduzione di una formula data A a forma normale pre-
nessa si basa sul teorema del rimpiazzamento esteso al linguaggio del primordine
con identit (che qui non dimosteremo): rimpiazzando sottoformule di una qualsiasi
formula data A di K= con opportune formule equivalenti potremo via via ottenere
fomule A0, A1, ...Am tali che `=
K
A ↔ Ai (per 0 ≤ i ≤ m), e Am in forma normale
prenessa.
Si consideri ad esempio la formula:
P (a) ∧ ∃xQ(x) (13.10)
Poich si ha `K= A ∧ ∃xB ↔ ∃x(A ∧ B) (per x non libera in A) otteniamo che
(13.10) e` equivalente a
∃x(P (a) ∧Q(x)).
Bisogna per stare attenti ad alcuni casi. Consideriamo la formula:
P (x) ∧ ∃xQ(x) (13.11)
In questo caso non possiamo utilizzare l’equivalenza `K= A ∧ ∃xB ↔ ∃x(A ∧ B)
perch x libera in A = P (x). Se infatti portassimo nel prefisso il quantificatore ∃x
otterremo:
∃x(P (x) ∧Q(x))
che non pu essere equivalente a (13.11) in quanto la prima occorrenza libera di x
stata ora vincolata. Consideriamo ora la formula:
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∃xP (x) ∧ ∃xQ(x) (13.12)
In questo caso possiamo di nuovo utilizzare l’equivalenza `K= A∧∃xB ↔ ∃x(A∧B)
perch x non libera in A = ∃xP (x), ottenendo
∃x(∃xP (x) ∧Q(x))
A questo punto per dovremmo “estrarre” ∃x da ∃xP (x) ∧ Q(x) spostandolo nel
prefisso utilizzando `K= ∃xA∧B ↔ ∃x(A∧B) con x non libera in B, ma questo non
possiamo farlo perch x libera in B = Q(x).
Possiamo risolvere questi due problemi rinominando le variabili vincolate all’interno
di una formula, in modo che
• non vi sia nessuna variabile che occorra sia libera che vincolata
• non vi siano due quantificatori distinti n due occorrenze distinte di uno stesso
quantificatore che vincolino una stessa variabile.
In questo modo possiamo trovare una formula normale prenessa anche per le for-
mule (13.11) e (13.12). Possiamo infatti utilizzare l’equivalenza `K= ∃xA ↔ ∃yB ed
ottenere da (13.11) la formula equivalente
P (x) ∧ ∃yQ(y).
Poich y non libera in P (x), possiamo ora portare all’esterno ∃y senza problemi,
ottenendo:
∃y(P (x) ∧Q(y))
che in effetti una forma normale prenessa di (13.11). Analogamente possiamo
utilizzare lo stesso procedimento per (13.12), ottenendo prima
∃xP (x) ∧ ∃yQ(y)
e poi
∃y(∃xP (x) ∧Q(y)).
Utilizzando infine l’equivalenza `K= ∃xA ∧ B ↔ ∃x(A ∧ B) (per x non libera in
B) otteniamo
∃y∃x(P (x) ∧Q(y))
che una forma normale prenessa di (13.12).
Sulla base delle osservazioni precedenti diamo ora una procedura per ridurre qual-
siasi f.b.f. A in FNP:
Passo 1. Tramite rimpiazzamento di equivalenti si rinominano le variabili vinco-
late utilizzando le seguenti equivalenze:
`K= ∀xA↔ ∀yA
`K= ∃xA↔ ∃yA
in modo da ottenere una formula A0 nella quale:
• nessuna variabile occorre sia libera che vincolata
• non vi sono due quantificatori distinti n due occorrenze distinte di un stesso
quantificatore che vincolino una stessa variabile.
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Passo 2. Sia Ai = Q1...QnBi (per i ≥ 0) dove Q1...Qn il prefisso di Ai. Si
rimpiazzino le sottoformule pi interne di Bi contenenti quantificatori con formule
equivalenti, utilizzando i seguenti teoremi di K=:
negazione:
`K= ¬∀xB ↔ ∃x¬B
`K= ¬∃xB ↔ ∀x¬B
congiunzione:
`K= (∀xB ∧ C)↔ ∀x(B ∧ C) (x non libera in C)
`K= (B ∧ ∀xC)↔ ∀x(B ∧ C) (x non libera in B)
disgiunzione:
`K= (∀xB ∨ C)↔ ∀x(B ∨ C) (x non libera in C)
`K= (B ∨ ∀xC)↔ ∀x(B ∨ C) (x non libera in B)
implicazione:
`K= (∀xB → C)↔ ∃x(B → C) (x non libera in C)
`K= (B → ∀xC)↔ ∀x(B → C) (x non libera in B)
`K= (∃xB → C)↔ ∀x(B → C) (x non libera in C)
`K= (B → ∃xC)↔ ∃x(B → C) (x non libera in B)
doppia implicazione3:
`K= (∀xB ↔ C)↔ ∃x(B → C) ∧ ∀x(C → B) (x non libera in C)
`K= (B ↔ ∀xC)↔ ∀x(B → C) ∧ ∃x(C → B) (x non libera in B)
`K= (∃xB ↔ C)↔ ∀x(B → C) ∧ ∃x(C → B) (x non libera in C)
`K= (B ↔ ∃xC)↔ ∃x(B → C) ∧ ∀x(C → B) (x non libera in B)
Si ottenga cos la formula Ai+1.
Passo 3. Se Ai+1 non ancora in FNP ripetere il Passo 2. Se invece Ai+1 in FNP
terminare la procedura.
Osservazione 13.1.1. Si osservi che tramite l’utilizzo di formule normali prenesse
possibile valutare la complessit logica indotta dai quantificatori in modo preciso. Senza
l’utilizzo di formule normali prenesse si potrebbe incorrere in errori. Ad esempio si
potrebbe ritenere che la complessit logica della formula
∀xP (x) ∧ ∀yQ(y) (13.13)
sia inferiore a quella della formula
∃xP (x)→ ∀yQ(y) (13.14)
in quanto nella prima compaiono solamente quantificatori universali, mentre nella
seconda compare sia un quantrificatore universale che uno esistenziale. In realt uti-
lizzando la procedura di riduzione in FNP appena descritta possibile vedere che la
complessit logica di tali formule indotta dai quantificatori la stessa, in quanto una
FNP di (13.13) :
∀x∀y(P (x) ∧Q(x))
ed una FNP di (13.14)
∀x∀y(P (x)→ Q(y)).
Esercizio 13.1.2. Riduci in FNP le seguenti formule:
3Le leggi per la doppia negazione si basano sul fatto che `K= (A↔ B)↔ (A→ B)∧(B →
A).
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1. P
2. R(x, y)





8. ∃x(P (x) ∧Q(y))
9. ∃xP (x) ∧ ∀yQ(y)
10. P (x) ∧ ∀xQ(x)
11. ∃xP (x) ∧ ∀xQ(x)
12. ∃xP (x) ∨ ∀y∀zQ(y)
13. ∃xP (x) ∨ ∀y∃zQ(y)
14. ∃xP (x) ∨ ∀y∃zR(y, z)
15. ∃xP (x) ∨ ∀y∃zS(x, y, z)
16. ∀x(P (x)→ ∀y∃zS(x, y, z))
17. ∀x∃yR(x, y)→ ∀y∃xT (x, y)
18. (∀xP (x)→ ∀xQ(x)) ∧ (∃xP (x) ∨ ¬Q(a))
19. (∀xP (x)→ ∀xQ(x)) ∧ [∃xP (x) ∨ (∃xQ(x) ∧ ∀xU(x))]
20. (∀xP (x)↔ Q(x)) ∧ [∃xP (x) ∨ (∃xQ(x)→ ∀xU(x))]
Chapter 14
Alcune teorie del primo
ordine
14.1 Teoria (intuitiva) degli insiemi
14.1.1 Linguaggio
Il linguaggio della teoria (intuitiva) degli insiemi al primordine e` un linguaggio
al primordine i cui unici simboli descrittivi sono i predicati binari = (“identita`”) e ∈
(“appartanenza”)1.
Per il predicato ∈ utilizzeremo la notazione infissa che gia` abbiamo utilizzato per
il predicato = (ovvero scriveremo “x ∈ y” e “x = y” al posto “∈ (x, y)” e “= (x, y)”
rispettivamente).
14.1.2 Assiomi
Assioma di estensionalita`: ∀x∀y(∀z(z ∈ x↔ z ∈ y)→ x = y))
Due insiemi sono uguali se e solo se hanno gli stessi elementi.
Assioma di comprensione: ∃y∀x(x ∈ y ↔ A(x))
Esiste un insieme che contiene esattamente gli oggetti x tali che A(x), dove A(x)
e` una f.b.f. del linguaggio della teoria degli insiemi al primordine (il principio
di comprensione e` quindi uno schema di assiomi).
Un modo uniforme per indicare l’insieme la cui esistenza e` asserita dall’assioma
di comprensione e` il seguente:
{z : A(z)}
dove A(x) e` una f.b.f. del linguaggio della teoria degli insiemi al primordine
contenente la variabile libera x.
L’assioma di comprensione puo` essere cos`ı formulato
x ∈ {z : A(z)} ↔ A(x)
1Si ricorda che tutti i simboli comuni ai linguaggi del primordine (connettivi, variabili
individuali, quantificatori, parentesi) fanno parte del linguaggio della teoria degli insiemi.
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Possiamo ora definire la seguente relazione di “inclusione” ⊆ tra insiemi:
x ⊆ y =def ∀z(z ∈ x→ z ∈ y)
Utilizzando il simbolo di inclusione l’assioma di estensionalita` puo` essere rifor-
mulato nel seguente modo:
∀x∀y(x = y ↔ x ⊆ y ∧ y ⊆ x)
14.1.3 Applicazioni dell’assioma di comprensione
Tramite l’assioma di comprensione possiamo dimostrare l’esistenza di alcuni insiemi
fondamentali:
Insieme vuoto: ∃z∀x(x ∈ z ↔ ¬x = x)
L’insieme z cos`ı definito e` l’insieme che non contiene alcun elemento (“insieme
vuoto”). Indicheremo tale insieme con ∅.
Insieme universo: ∃z∀x(x ∈ z ↔ x = x)
L’insieme z cos`ı definito e` l’insieme che contiene ogni elemento (“insieme totale
o universo”). Indicheremo tale insieme con U .
Attenzione! Un problema fondamentale connesso all’assioma di comprensione
e` proprio il fatto che esso stabilisce che l’universo e` un insieme.
ESEMPI:
• ∃z∀x(x ∈ z ↔ x = ∅).
Indichiamo tale insieme con {∅}.
• ∃z∀x(x ∈ z ↔ x = {∅}).
Indichiamo tale insieme con {{∅}}.
• ∃z∀x(x ∈ z ↔ x = {{∅}}).
Indichiamo tale insieme con {{{∅}}}.
Iterando questo procedimento possiamo dimostrare l’esistenza di infiniti insiemi:
∅, {∅}, {{∅}}, {{{∅}}}, ...
Siano dati ora due insiemi v e w. Consideriamo le seguenti istanze dell’assioma di
comprensione:
Intersezione ∃z∀x(x ∈ z ↔ x ∈ v ∧ x ∈ w)
L’insieme cos`ı definito e` indicato con v ∩ w
Unione ∃z∀x(x ∈ z ↔ x ∈ v ∨ x ∈ w)
L’insieme cos`ı definito e` indicato con v ∪ w
Sottrazione ∃z∀x(x ∈ z ↔ x ∈ v ∧ x /∈ w)
L’insieme cos`ı definito e` indicato con v r w
Sia ora dato un insieme v. Consideriano la seguente istanza dell’assioma di com-
prensione:
∃z∀x(x ∈ z ↔ x ⊆ v)
(ovvero ∃z∀x(x ∈ z ↔ ∀u(u ∈ x → u ∈ v).) L’insieme z cos`ı definito e` l’insieme che
contiene tutti i sottoinsiemi di v (“insieme potenza di v). Indichiamo tale insieme con
℘(v).
ESEMPIO: sia v = {x, y, z}. Allora
℘(v) = {∅, {x}, {y}, {z}, {x, y}, {x, z}, {y, z}, {x, y, z}}
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14.1.4 Numeri naturali
Tramite l’operazione di unione (∪) possiamo definire per induzione i numeri naturali
all’interno della teoria degli insiemi mediante la seguente definizione:
• 0 =def ∅
• n + 1 =def n ∪ {n}.
Abbiamo quindi:
0 =def ∅
1 =def 0 ∪ {0} = {∅}
2 =def 1 ∪ {1} = {∅, {∅}}
3 =def 2 ∪ {2} = {∅, {∅}, {∅, {∅}}}
...
DEFINIZIONE dell ’insieme ω.
Sia ω l’insieme tale che
0 ∈ ω
e
se n ∈ ω allora (n ∪ {n}) ∈ ω.
14.1.5 Insiemi finiti - infiniti (da D. Palladino)
Per illustrare meglio uno degli aspetti piu` rilevanti della teoria degli insiemi apriamo
una breve parentesi. Senza entrare nel dettaglio delle ragioni che gi a a partire dalla
cultura greca hanno favorito l’accettazione dell’infinito in matematica solo nella sua
accezione potenziale, sostanzialmente secondo i canoni piu` volte espressi da Aristotele -
si pu ricordare che il rifiuto della concezione attuale dell’infinito era dovuto, almeno in
grande misura, alle difficolta` evidenziate dall’insorgere di vari ’paradossi dell’infinito’
che gia` a partire da Zenone di Elea hanno sollevato interrogativi ai quali non era
facile trovare risposte soddisfacenti. Ad esempio, consegue dall’esistenza di segmenti
incommensurabili, quali la diagonale e il lato del quadrato o il lato e l’altezza di un
triangolo equilatero, dimostrata gia` dalla scuola pitagorica, che i segmenti contengono
infiniti punti (altrimenti il punto sarebbe il sottomultiplo comune). Allora dati due
segmenti disuguali, da un lato bisognera` affermare che un’infinita` di punti (quella del
segmento piu` corto) e` minore dell’altra infinita` di punti, ma, d’altro lato, mediante
una semplice proiezione centrale, e` possibile porre in corrispondenza biunivoca i punti
dei due segmenti, per cui sembra doversi concludere che le due infinite` di punti si
equivalgono. ben noto l’esempio di Galileo relativo agli insiemi dei numeri naturali e
dei loro quadrati: da un lato essi si equivalgono (perche` ogni numero ha uno ed un solo
quadrato), dall’altro i numeri quadrati perfetti costituiscono un sottoinsieme proprio
dell’insieme dei numeri naturali (anzi i numeri quadrati vanno sempre piu` diradandosi
nella sequenza dei numeri naturali).
interessante la risposta che Galileo offre all’insorgere di questo paradosso: ’Queste
son di quelle difficolta` che derivano dal discorrere che noi facciamo col nostro intelletto
finito intorno a gl’infiniti, dandogli quegli attributi che noi diamo alle cose finite e ter-
minate, il che penso sia inconveniente perch stimo che questi attributi di maggioranza,
minorita` ed eguaglianza non convenghino agl’infiniti, de i quali non si pu dire, uno
esser maggiore o minore o eguale all’altro’ (G.Galilei, Ediz. Naz., Vol VIII, pp.77-78).
In una famosa lettera di Gauss a Schumacher si legge: ’Io protesto ... contro l’uso di
grandezze infinite come se fossero qualcosa di compiuto; questo uso non e` ammissibile
in matematica. L’infinito e` solo una facon de parler : si tratta solo di limiti approssi-
mati da certe grandezze tanto quanto si vuole, mentre altre grandezze possono crescere
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indefinitamente’. C.F.Gauss, presumibilmente il piu` eminente matematico dell’800,
espresse questo punto di vista nel 1831 in risposta ad una idea di Schumacher e con ci
espresse un horror infiniti che fu l’attitudine comune dei matematici fin quasi la fine del
secolo e apparve inconfutabile vista l’autorita` di Gauss. La matematica deve trattare
grandezze finite e numeri finiti e la trattazione dell’infinito attuale, sia infinitamente
piccolo che infinitamente grande, doveva essere lasciato alla filosofia. Fu Cantor che
oso` combattere questo punto di vista e, nell’opinione della maggioranza dei matem-
atici del XX sec., ha avuto successo nel dare legittimita` alle grandezze infinitamente
grandi. Anche coloro i quali non hanno assunto un atteggiamento di rifiuto dell’infinito
attuale, hanno tuttavia identificato l’infinito come un’entita` assoluta, alla quale non ci
si puo` rivolgere con consapevolezza a causa dei limiti della ragione umana, e nella cui
analisi non si possono far intervenire le categorie con le quali si opera nell’ambito del
finito. Cantor, invece e` riuscito ad individuare le tecniche mediante le quali ’dominare’
gli insiemi infiniti, assoggetandoli a relazioni di ordine e ad una articolata aritmetica.
Lo strumento principale e` quello della corrispondenza biunivoca: se tra due insiemi A
e B esiste una corrispondenza biunivoca, i due insiemi sono detti equipotenti, si scrive
A ≡ B, intuitivamente parlando, essi sono ’equinumerosi’. 2
DEFINIZIONE Un insieme e` detto infinito se esiste una corrispondenza biunivoca
fra l’insieme stesso ed un suo sottoinsieme proprio
LEMMA L’insieme N dei numeri naturali e` infinito.
DEFINIZIONE Un insieme e` detto infinito numerabile se esiste una corrispondenza
biunivoca tra l’insieme stesso e l’insieme dei numeri naturali.
DEFINIZIONE Un insieme e detto piu` che numerabile se e` infinito, ma nonj
infinito numerabile.
TEOREMA DI CANTOR
L’insieme R dei numeri reali e` piu` che numerabile.
Proof. Facciamo vedere che l’intervallo aperto (0, 1) e` piu` che numerabile, quindi a
maggior ragione R e` piu` che numerabile. Consideriamo l’insieme S di tutte le suc-
cessioni consistenti dell’espansione decimale dei numeri reali dell’intervallo (0, 1). Di-
mostriamo che S e` piu` che numerabile. Procediamo per assurdo, supponendo che S
sia numerabile. Allora S = {s0, s1, s2, s3, ..} ed ogni si e` una successione infinita di
elementi dell’insieme {0, ..., 9}.
s0 = s00, s01, s02, s03, ...
s1 = s10, s11, s12, s13, ...
s2 = s20, s21, s22, s23, ...
s3 = s30, s31, s32, s33, ...
2Facile vedere che la relazione di equipotenza e` una relazione di equivalenza, quindi e`
legittimo passare alla classe di equivalenza di A
{B : B ≡ A}
e di pensare tale classe di equivalenza come ’il numero’ che esprime ’la numerosita` di A’.
Tale classe viene chiamata il numero cardinale di A, Card(A). (Il numero due, inteso come
cardinale degli insiemi contenenti due elementi, viene ad identificarsi, in questo approccio, con
l’insieme di tutte le coppie.)
Questo modo semplice ed elegante di introdurre i numeri cardinali non puo` essere accettato,
pena la consistenza dell’intera teoria. Una via di uscita e` identificare il cardinale di un insieme
A con un insieme, opportunamente scelto, appartenente alla classe degli insiemi equipotenti
ad A.
In questa luce puo` essere letta la definizione precedentemente data di numero naturale; un
numero naturale n e` un particolare insieme contenente n elementi.
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... = .......................
Consideriamo ora la successione ottenuta considerando le cifre sulla diagonale :
d = s00, s11, s22, s33, ...
e definiamo una nuova successione
c = c0, c1, c2, c3, ...
ove per ogni k, ck = skk+1 (quando skk = 9, allora skk+1 = 0)





ma per definizione di c,
cn = snn+1 e dunque cn 6= snn,
per cui
cn 6= cn.
Ottenendo cos una contraddizione.
14.1.6 L’antinomia di Russell
Il principio di comprensione cos`ı come lo abbiamo formulato e` troppo forte e porta
alla famosa antinomia di Russell (1902). Consideriamo la proprieta` di un insieme di
’non appartenere a se stesso’: x /∈ x. Per il principio di comprensione esiste l’insieme
di tutte e sole le cose che godono della proprieta` di ’non appartenere a se stesse’,
{x : (x /∈ x)}. Chiamiamo r tale insieme. Allora
r = {x : (x /∈ x)}
e, per il principio di comprensione,
(y ∈ r) sse (y /∈ y) .
Ma ci vale per un generico y e dunque anche per r:
(r ∈ r) sse (r /∈ r) .
Abbiamo cos raggiunto una contraddizione.
Tratto peculiare del principio di comprensione e` la sua natura ’di principio asso-
lutamente generale’, ’di principio logico’, asserente che ’le estensioni delle proprieta`
esistono’, sono oggetti del nostro universo, oggetti che a loro volta possono essere
soggetti di predicazione, ovvero elementi di altri insiemi. Come l’antinomia di Russell
ci ha mostrato, pero`, tale principio non e` accettabile nella sua generalita`.
Quello che possiamo fare, e che di fatto si fa nelle varie teorie assiomatiche degli
insiemi, e` di asserire l’esistenza di insiemi in corrispondenza di particolari condizioni
S (x), opportunamente scelte. Per esempio: dati due insiemi A e B, si consideri la con-
dizione (x = A oppure x = B) e si postuli che esista l’insieme {x : x = A oppure x = B}
(tale insieme si denota solitamente con {A,B}). La scelta dipende, in genere, dagli
scopi che il matematico si prefigge di raggiungere con tale teoria. Cos`ı facendo pero` la
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teoria degli insiemi perde il suo carattere di ’teoria logica’, di ’teoria estensionale dei
concetti’ per diventare una delle tante teorie matematiche. Solo a scopo esemplifica-
tivo citiamo un principio accettato in tutte le teorie assiomatiche note, molto simile al
principio di comprensione, ma di gran lunga pi debole. Il principio che asserisce che,
una volta che si ha gia` un insieme X, possiamo considerare l’insieme di quegli elementi
di X che godono di una proprieta` S (x).
Prima di formulare questo principio in termini esatti faremo un esempio euristico.
Sia A l’insieme di tutti gli uomini. La proposizione ’x e` sposato’ e` vera per alcuni degli
elementi x di A e falsa per altri. Il principio che stiamo cercando di chiarire giustifica
il passaggio dall’insieme dato A degli uomini all’insieme di tutti gli uomini sposati.
Per indicarne la costruzione, si scrive di solito:
{x : x ∈ A e x e` sposato} .
Similmente:
{x : x ∈ A e x non e` sposato}
e` l’insieme di tutti gli scapoli;
{x : x ∈ A e il padre di x e` Adamo}
e` l’insieme che contiene Caino, Abele e nient’altro; e
{x : x ∈ A e x e` il padre di Abele}
e` l’insieme che contiene Adamo e nient’altro.
una scatola che contiene un cappello e nient’altro, non la stessa cosa che un cappello
e, allo stesso modo, l’insieme definito nell’ultimo dei quattro esempi indicati sopra, non
va confuso con Adamo. L’analogia fra insiemi e scatole presenta molti punti deboli,
ma talvolta da` un’utile descrizione dei fatti.
14.1.7 Principio di specificazione (o di isolamento o di sep-
arazione)
Per ogni insieme X e per ogni condizione S (x), esiste l’insieme Y i cui elementi sono
esattamente quegli elementi x di X per i quali vera S (x).
Tale insieme Y si denota con {x : x ∈ X ∧ S (x)} e per esso vale che:
- z ∈ {x : x ∈ X ∧ S (x)} se e solo se z ∈ X ∧ S (z).
Solitamente l’insieme {x : x ∈ X ∧ S (x)} viene scritto nella forma
{x ∈ X : S (x)}
per meglio evidenziare l’insieme di riferimento X, e si legge ’l’insieme degli elementi
x di X, tali che S (x)’.
Interessante e` applicare ora il ragionamento di Russell ad un generico insieme X.
Abbiamo che in virtu` del principio di specificazione, esiste
{x ∈ X : x /∈ x} .
.
Sia r = {x ∈ X : x /∈ x}. Allora
y ∈ r sse y ∈ X ∧ y /∈ y
da cui
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r ∈ r sse r ∈ X ∧ r /∈ r.
Ora, r ∈ r e` impossibile, perche´ altrimenti r /∈ r. Dunque r /∈ r. Ma se r /∈ r ed
inoltre r ∈ X, allora si arriva ad un assurdo, ovvero che r ∈ r. Ne segue che r /∈ X.
La parte interessante di questa conclusione e` che esiste qualcosa (appunto r) che non
appartiene ad X. L’insieme X, in questo discorso, era completamente arbitrario. In
altre parole, abbiamo provato che
non esiste qualcosa che contiene tutto,
o, in modo piu` spettacolare,
non c’e` universo.
Il termine ’universo’ e` qui usato nel senso di ’universo di discorso’, e con ci si
intende, in ogni particolare discussione, l’insieme degli oggetti che intervengono nella
discussione.
Senza preoccuparci minimamente da qui in avanti dei principi che garantiscono
l’esistenza di particolari insiemi, elenchiamo alcuni ’modi canonici’ e accettati in quasi
tutte le teorie assiomatiche degli insiemi di generare insiemi a partire da insiemi dati.
Prima di tutto introduciamo la seguente relazione fra insiemi:
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14.2 Teoria dei gruppi
14.2.1 Linguaggio











In queste pagine presentiamo una nota teoria assiomatica per l’aritmetica dei nu-
meri naturali, l’aritmetica di Peano al primordine (PA).
Simboli descrittivi
• simboli di funzione 0-ari (costante individuale): 0
• simboli di funzione 1-ari: s
• simboli di funzione 2-ari: +, ·
• simboli di predicato 2-ari: =
Assiomi
• gli assiomi della logica classica al primo ordine con identita`
• PA1: ∀x¬(0 = s(x))
• PA2: ∀x∀ y(s(x) = s(y)→ x = y)
• PA3.1: ∀x(x + 0 = x)
• PA3.2: ∀x∀y(x + s(y) = s(x + y))
• PA4.1: ∀x(x · 0 = 0)
• PA4.2: ∀x∀y(x · s(y) = xy + x)
• PA5: A(0) ∧ ∀x[A(x)→ A(s(x))]→ ∀xA(x)
dove A(x) una qualsiasi f.b.f. nel linguaggio di PA (Principio di induzione
matematica)
La teoria PA ha un’interpretazione privilegiata che consiste nella struttura dei
numeri naturali, dove:
• il dominio di individui l’insieme dei numeri naturali N = {0, 1, 2, 3, ...}
1Liberamente tratto da ”Logica e teorie formalizzate” di R. Rogers, Feltrinelli, 1978.
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• la costante individuale 0 designa il numero 0
• il simbolo di funzione 1-ario s designa l’operatore di successore (ovvero l’operazione
che associa ad ogni numero n il numero n + 1)
• i simboli di funzione binari +, · designano rispettivamente le operazioni di ad-
dizione e moltiplicazione
Sulla base di questa interpetazione privilegiata PA1 stabilisce che il numero 0 non
successore di alcun numero naturale.
PA2 stabilisce che se i successori di due numeri x e y sono identici, allora anche x
e y sono identici tra loro2.
Il principio dell’induzione matematica PA5 afferma che per ogni formula A(x), se
0 soddisfa tale formula (ovvero si ha A(0)) e preso un qualsiasi numero x, qualora tale
numero soddisfi la formula la soddisfa anche il suo successore (ovvero si ha ∀x(A(x)→
A(s(x)), allora tutti i numeri soddisfano quella formula (cioe` ∀xA(x)).
Forniremo pi avanti esempi di utilizzo del principio di induzione.
Gli assiomi PA3.1 e PA3.2 sono assiomi induttivi per l’addizione. L’assioma PA3.1
afferma che sommando 0 a un numero qualsiasi x si ottiene nuovamente x come risul-
tato. PA3.2 invece definisce il risultato della somma di un nunero x per il successore
di un numero y.
Infine, gli assiomi PA4.1 e PA4.2 sono assiomi induttivi per la moltiplicazione.
PA4.1 afferma che moltiplicando un numero qualsiasi x per 0 si ottiene nuovamente 0
come risultato. PA4.2 invece definisce il risultato del prodotto di un numero x per il
successore di un numero y (esso coincide con la nota legge distributiva x · (y + 1) =
xy + x).
La natura induttiva degli assiomi PA3-PA4 si riconduce al principio di induzione:
in ciascuno di questi casi si ha a che fare con un caso base (PA3 e PA4), e con il passo
al successivo di un caso arbitrario (PA3.2 e PA4.2).
Nei termini dei simboli di funzione “0” e “s” si possono immediatamente definire






Per semplicita`, laddove non sorger confusione, ometteremo spesso alcune par-
entesi associate al simbolo di funtore “s” (ad esempio potremo scrivere “sss0” oppure
“ss(s0)” al posto di “s(s(s(0)))”).
Con questa notazione e con gli assiomi dati possibile formulare all’interno di PA
la “maggior parte” dell’aritmetica “interessante”. In particolare in PA si possono
effettuare gli usuali calcoli aritmetici con somma e prodotto. A titolo di esempio,
vediamo a livello intuitivo ed informale come si puo` calcolare il valore di 3 + 2:
1. sss0 + ss0 = sss0 + ss0 A8.1
2. = s(sss0 + s0) PA3.2:1
3. = ss(sss0 + 0) PA3.2:2
4. = ss(sss0) PA3.1:3
2Si noti che nella struttura dei numeri naturali vale anche il contrario, ovvero ∀x∀y(x =
y → s(x) = s(y)). Tuttavia questa legge vale in realt per tutte i simboli di funzione e per
tutte le strutture, in quanto istanza dell’assioma I2, ed quindi gi inclusa tra gli assiomi della
logica al primordine con identit.
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Come abbiamo specificato, il ragionameno appena esposto informale. Vengono
infatti lasciati a livello intuitivo molti passaggi che dovrebbero essere resi espliciti
all’interno di una deduzione formale all’interno di PA. Ad esempio, il nostro ragion-
amento intuitivo utilizza immediatamente casi particolari di assiomi universali (PA4
e PA5), il che nasconde l’applicazione dell’assioma A6 seguita dalla regola di sosti-
tuzione di variabili (o pi brevemente l’applicazione della regola ammissibile del Dictum
de omni). Inoltre il ragionamento intuitivo utilizza la propriet transitiva dell’identit,
ovvero t1 = t2 ∧ t2 = t3 → t1 = t3, per t1, t2, t3 termini. In realt questa propriet
intuitiva puo` essere dimostrata in K= come teorema:
Lemma 15.0.1. `K= t1 = t2 ∧ t2 = t3 → t1 = t3
Proof.
1. t1 = t2 ∧ t2 = t3 `K= t1 = t2 ∧ t2 = t3 Assunzione
2. `K= t1 = t2 A2.1:1
3. `K= t2 = t3 A2.2:1
4. `K= t1 = t1 A8.1
5. `K= t1 = t1 ∧ t2 = t3 Teor. P.9:4,3
6. `K= t1 = t2 ↔ t1 = t3 A8.2:5
7. `K= t1 = t2 → t1 = t3 A4.1:6
8. `K= t1 = t3 MP:2,7
∅ `K= t1 = t2 ∧ t2 = t3 →
t1 = t3
Teor. Deduz.:8
A livello illustrativo, diamo ora la versione rigorosa del ragionamento, cos che si
possa confrontare la semplicit del ragionamento intuitivo (che d per scontati molti
passaggi che andrebbero formalmente giustificati in PA) con la prolissit del ragiona-
mento rigoroso in PA (il quale per ha il merito di rendere espliciti tutti i passaggi). Per
semplificare almeno un poco il calcolo, osserviamo che gli assiomi A8.2 e A8.3 possono
essere generalizzati nelle seguenti versioni:
A8.2* t1 = s1 ∧ ... ∧ tn = sn → (A(t1/x1, ..., tn/xn)↔ A(s1/x1, ...sn/xn))
A8.3* t1 = s1 ∧ ... ∧ tn = sn → t(t1/x1, ..., tn/xn) = t(s1/x1, ...sn/xn)
dove A(x1, ..., xn) e t(x1, ..., xn) sono, rispettivamente, una formula ed un termine
ben formati del linguaggio di K=. Sebbene la sostituzione degli assiomi A8.2 e A8.3
con gli assiomi A8.2* e A8.3* non aumenti la potenza espressiva del calcolo (non si
dimostrano nuovi teoremi), a livello pratico risulta pi comodo utilizzare queste versioni
generalizzate anzich quelle particolari, in quanto i ragionamenti risultano essere pi
sintetici.
Una dimostrazione formalmente rigorosa di “3+2=5” all’interno di PA pu essere
ottenuta nel seguente modo:
1. `PA ∀x∀y(x + s(y) = s(x + y)) PA3.2
2. `PA ∀y(sss0 + s(y) = s(sss0 + y)) A6:1
3. `PA sss0 + ss0 = s(sss0 + s0) A6:2
4. `PA sss0 + s0 = s(sss0 + 0) A6:2
5. `PA s(sss0 + s0) = ss(sss0 + 0) A8.2*:4 (oppure A8.2:4)
6. `PA ∀x(x + 0 = x) PA3.1
7. `PA sss0 + 0 = sss0 A6:6
8. `PA ss(sss0 + 0) = ss(sss0) A8.2*:7
9. `PA sss0 + ss0 = ss(sss0 + 0) Trans. Id.:3,5
10. `PA sss0 + ss0 = sssss0 Trans. Id.:9,8
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Come dicevamo, non solo l’operazione di addizione ma anche buona parte dell’aritmetica
esprimibile in PA. Innanzitutto grazie agli assiomi PA4 possiamo calcolare la molti-
plicazione. Le definizioni delle relazioni minore di, maggiore di,minore o uguale a,
maggiore uguale a possono essere espresse facilmente:
x ≤ y ≡def ∃z(x + z = y)
x < y ≡def ∃z(¬z = 0 ∧ x + z = y)
x ≥ y ≡def ∃z(y + z = x)
x > y ≡def ∃z(¬z = 0 ∧ y + z = x)
Si possono inoltre definire senza difficolt la relazione di essere divisore e la propriet
di essere un numero primo. Non altrettanto ovvio che in PA - come stato dimostrato
per la prima volta da K. Go¨del nel 1931 - si possano formulare le definizioni di potenza
(x = yn) e di fattoriale (x = y!). In realt Go¨del ha mostrato che PA sufficientemente
comprensiva perch tutte le funzioni computabili (“funzioni ricorsive generali”) siano
definibili in essa3.
E’ noto che tutti i teoremi fondamentali dell’aritmetica elementare sono derivabili
in PA. Si consideri ad esempio la nota legge associativa dell’addizione:
∀x∀y∀z[x + (y + z) = (x + y) + z]
Diamo ora una traccia di come questa propriet possa essere dimostrata in PA.
Come nella maggior parte dei casi non banali, per dimostrare che questa propriet
vale per tutti i numeri si deve ricorrere al principio di induzione matematica. Sia
A(z) =def ∀x∀y[x + (y + z) = (x + y) + z]. Innanzitutto dimostriamo che la legge
distributiva vale per la base dell’induzione 0, ovvero dimostriamo (informalmente) che
vale A(0), ovvero def∀x∀y[x + (y + 0) = (x + y) + 0]:
1. x + (y + 0) = x + (y + 0) A8.1
2. = x + y PA4:1
3. = (x + y) + 0 PA4:2
Esercizio 15.0.2 (facoltativo). Scrivere in modo formalmente rigoroso in PA il ra-
gionamento informale utilizzato per la dimostrazione di
`PA ∀x∀y[x + (y + 0) = (x + y) + 0].
Suggerimento. L’applicazione dell’Assioma PA4 nel passaggio da 1 a 2 sfrutta
implicitamente la propriet simmetrica dell’identit t1 = t2 → t2 = t1. Mostrare che
questa propriet derivabile come teorema in PA. 2










x + (y + s(z)) = (x + y) + s(z)
)]
.
Assumiamo quindi che valga ∀x∀y[x + (y + z) = (x + y) + z] per un generico z e
mostriamo che da tale assunzione si ottiene x+(y+s(z)) = (x+y)+s(z) (per generici
x, y, z):
3Go¨del in verit ha dimostrato questo risultato per la versione al second’ordine di PA, ma
la stessa propriet vale anche per PA al primordine.
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1. x + (y + s(z)) = x + (y + s(z)) A8.1
2. = x + s(y + z) PA3.2:1
3. = s(x + (y + z)) PA3.2:2
4. = s((x + y) + z) Assunzione:3
5. = (x + y) + s(z) PA3.1:4
Esercizio 15.0.3 (facoltativo). Scrivere in modo formalmente rigoroso in PA il ra-
gionamento informale utilizzato per la dimostrazione di
∀z[∀x∀y(x + (y + z) = (x + y) + z)→ ∀x∀y(x + (y + s(z)) = (x + y) + s(z))].
Suggerimento. Utilizzare il teorema di deduzione. 2
A questo punto non resta altro che applicare lo schema di induzione PA5 per
dedurre:
`PA ∀z[∀x∀y(x + (y + z) = (x + y) + z)]
ma siccome per ogni formula del primordine (con identit) A vale `K= ∀z∀x∀yA↔
∀x∀y∀zA, abbiamo che:
`PA ∀x∀y∀z(x + (y + z) = (x + y) + z).
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Chapter 16
Teorema di Cantor
Definizione Un insieme X e` infinito sse esiste una corrispondenza biunivoca tra
X ed un suo sottoinsieme proprio.
Teorema L’insieme N dei numeri naturali e` infinito.
Definizione Un insieme X e` infinito numerabile sse esiste una corrispondenza
biunivoca
f : N → X
In altri termini X e` infinito numerabile se tutti i suoi elementi possono essere posti
in successione, possono essere enumerati:
x0, x1, x2, x3, ..., xn, xn+1, .....
Esempi di insiemi infiniti numerabili L’insieme dei numeri pari, dei numeri
dispari, dei numeri primi. L’insieme degli interi. L’insieme delle frazioni L’insieme dei
numeri razionali. L’insieme delle successioni finite di numeri naturali. L’insieme delle
formule di un alfabeto numerabile.
Ci si puo` domandare se ogni insieme infinito sia sempre numerabile, ovvero se
l’unico tipo di infinita` sia quello dei numeri naturali. La risposta e` negativa ed e`
legata ad un semplice quanto fondamentale risultato di Georg Cantor.
Definizione Gli insiemi infiniti che non sono numerabili sono detti piu` che numer-
abili.
Teorema di Cantor Non esiste una corrispondenza biunivoca tra l’insieme dei
numeri naturali e l’intervallo aperto [0, 1] dei numeri reali.
Ne segue che non esiste una corrispondenza biunivoca tra l’insieme dei numeri
naturali e l’insieme R dei numeri reali.
Dimostrazione. Supponiamo per assurdo che esista una corrispondenza biunivoca
f : N −→ [0, 1] Sulla base di tale ipotesi i numeri reali dell’intervallo [0, 1] possono
essere enumerati:
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Ognuno di essi inoltre puo` essere scritto nella forma ”zero - virgola - successione infinita
di cifre decimali”, ad esempio 0, 3407804536..... Scriviamo dunque ogni rk in questo
modo (r32, ad es., rappresenta la terza cifra decimale del numero reale r2):





































































formando cos`ı un quadrato infinito in basso e a destra. Consideriamo le cifre che si
trovano sulla diagonale del quadrato appena costruito:





































































e sia d d il numero reale dell’intervallo [0,1] cos`ı definito:













Definiamo ora un nuovo numero reale
c = 0, c1 c2 c3 c4 .......ck ck+1....
ponendo che ck = rkk + 1.
Facciamo la convenzione che quando rkk = 9, allora r
k
k + 1 = 0.
Poiche´ nella enumerazione di partenza abbiamo supposto di poter enumerare TUTTI
i numeri reali dell’intervallo [0, 1] e c appartiene a tale intervallo, c dovra` comparire
ad un certo punto di tale enumerazione: sia c = rk.
Ne segue che la k-esima cifra decimale di c deve coincidere con la k-esima cifra
decimale di rk, ovvero
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ck = rkk
ma per definizione di c,





ottenendo cos`ı una contraddizione.
Ne segue che l’ipotesi per assurdo per cui doveva esistere una corrispondenza biu-
nivoca f : N −→ [0, 1] porta a contraddizione, quindi tale corrispondenza non esiste.
Nota. Poiche´ esiste una corrispondenza biunivoca tra i numeri reali e i numeri
compresi nell’intervallo [0, 1] data dalla legge y = tang(x− 1/2), l’insieme R dei reali
e` della stessa cardinalita` dell’intervallo [0, 1].




Considera il linguaggio contenente i seguenti simboli descrittivi:
• nomi: a, b, c, d, e, f ,
• simboli predicativi 1-ari: Cube, Tet, Dodec, Small, Medium, Large,
• simboli predicativi 2-ari: Smaller, Larger, LeftOf, RightOf, BackOf, FrontOf,
• simboli predicativi 3-ari: Between.
• parentesi: ( , )
Enunciati atomici nel linguaggio di Tarski sono, ad esempio :
Tet(a) significato inteso a e` un tetraedro
Dodec(b) sig. int. b e` un dodecaedro
Cube(b) sig. int. b e` un cubo
a = b sig. int. a e` uguale a b
Medium(a) sig. int. a e` di grandezza media
Large(a) sig. int. a e` grande
Small(a) sig. int. a e` piccolo
Larger(a, b) sig. int. a e` piu` grande di b
Smaller(a, b) sig. int. a e` piu` piccolo di b
LeftOf(b, c) sig. int. b sta a sinistra di c
RightOf(b, c) sig. int. b sta a destra di c
FrontOf(a, b) sig. int. a sta di fronte a b
BackOf(b, c) sig. int. b sta dietro a c
Between(a, b, c) sig. int. a sta tra b e c
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Formalizza utilizzando i soli connettivi ¬,∧,∨,→,↔ i seguenti enunciati:
1. a e` un tetraedro oppure non lo e`.
2. Se c e` un tetraedro, non e` un cubo.
3. a e c non sono tetraedri ma neppure sono grandi.
4. Nessuno tra a, b e c e` un cubo solo se tutti questi sono grandi.
5. c sta a sinistra di d, se e e` un cubo.
6. Sebbene d sia piccolo, ne´ a ne´ b sono tetraedri.
7. Dire che a e` uguale a b e` la stessa cosa che dire che e e` un cubo grande.
8. c sta di fronte ad e solo se non e` vero che b sta di fronte a c.
9. a non e` un cubo ma neppure b e` un tetraedro.
10. Se qualcuno tra a, b e c e` un tetraedro, allora c non e` un cubo.
11. a sta a sinistra di b solo se c e` grande.
12. a e b sono grandi se c sta in mezzo a loro.
13. Nessuno tra d ed e e` di media grandezza ma c e` piu` grande di loro.
14. Tra a, b e c, solo a e` grande.
15. a sta di fronte a b solo se c e` diverso da b.
16. a sta dietro a b esattamente quando c sta in mezzo a loro.
17. Qualora a sia piu` grande di b si ha che c e` un cubo grande.
18. Se nessuno tra a, b e c e` un tetraedro, allora qualcuno di essi e` un dodecaedro.
19. Ne´ a ne´ b sono di media grandezza oppure a e b stanno dietro a c.
20. a e b sono grandi solo se c sta in mezzo a loro.
21. Se qualcuno tra a, b e c sta di fronte ad f , questo non e` di certo c.
22. Tra a, b e c, solo a e` grande.
23. a sta di fronte a b solo se c e` diverso da b.
24. a e` un tetraedro piccolo oppure b lo e` ma entrambi sono diversi da e.
25. Se d un dodecaedro, allora non e` ne´ grande ne´ piccolo, sotto l’assunzione che c
sia piccolo.
26. c e` medio solo se nessuno fra d, e ed f e` un cubo.
27. d e` un piccolo dodecaedro a meno che a sia piccolo.
28. e e` grande proprio nel caso in cui d e` grande se e solo se lo e` f .
29. d ed e sono della stessa grandezza.
30. d ed e hanno la stessa forma.
Formalizza con l’aiuto dei quantificatori i seguenti enunciati:
1. Qualche cubo e` di media grandezza.
2. Qualche cubo sta di fronte ad a.
3. A sinistra di ogni dodecaedro ci sta a.
4. Ogni dodecaedro che non e` di fronte a b e` uguale a c.
5. Qualunque cosa che sia tra a e b e` un cubo.
6. Non ci sono cubi di media grandezza che siano dodecaedri.
7. C’e` un solo cubo a sinistra di a.
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8. Il cubo piccolo sta a destra di b.
9. Ci sono almeno due tetraedri.
10. C’e` al massimo un tetraedro.
11. Ogni cubo e` grande.
12. Ogni cubo grande sta di fronte ad a.
13. Qualche cubo piccolo e` di fronte ad a.
14. Ogni tetraedro che sta dietro ad un qualche cubo non e` un tetraedro.
15. Non esiste un dodecaedro che sia in mezzo ad un qualche cubo e ad un qualche
tetraedro.
16. Ogni dodecaedro e` piu` piccolo di qualche tetraedro.
17. a e` piu` piccolo di ogni dodecaedro.
18. Ogni cosa che sia dietro ad a e` grande.
19. Non vi e` alcun tetraedro di media grandezza.
20. Ogni tetraedro che sia davanti a c e` piccolo.
21. Ogni tetraedro che stia davanti a qualche cubo e` piccolo.
22. Esiste un dodecaedro grande piu` piccolo di ogni cubo piccolo.
23. Qualche cubo di media grandezza e` in mezzo a e e f .
24. Ogni dodecaedro e` piu` piccolo di qualche tetraedro.
25. a e` piu` piccolo di ogni dodecaedro.
26. Ogni cosa che sia dietro ad a e` grande.
27. Esattamente due dodecaedri sono davanti ad a.
28. Il cubo che sta a destra di b e` grande.
29. C’e` almeno un cubo.
30. Se qualcosa e` un dodecaedro e` anche grande.
31. Ogni tetraedro che stia davanti al cubo c e` piccolo.
32. Quel cubo che sta dietro a b e` grande.
33. C’e` esattamente un cubo.
34. Non ci sono tre dodecaedri distinti.
17.2 Sillogismi
Completa i seguenti sillogismi aggiungendo la conclusione:
P1: Ogni lavatrice e` un elettrodomestico P1: Nessun’automobile e` un ciclomotore
P2: Qualche lavatrice e` difettosa P2: Qualche marchingegno e` un’automobile
C: C:
P1: Ogni anacoreta e` solitario P1: Qualche cenobita e` loquace
P2: Nessun solitario e` corrotto P2: Ogni cenobita e` istruito
C: C:
P1: Ogni robot e` un automa P1: Ogni robot e` un automa
P2: Qualche robot non e` un macchinario P2: Nessun automa e` un macchinario
C: C:
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P1: Ogni filosofo e` Greco P1: Qualche filosofo e` Tedesco
P2: Ogni Greco e` abbronzato P2: Ogni Tedesco e` efficiente
C: C:
P1: Qualche filosofo e` immaginifico P1: Qualche filosofo non e` immaginifico
P2: Nessun immaginifico e` rigoroso P2: Ogni poeta e` immaginifico
C: C:
P1: Qualche criceto e` rosicchiatore P1: Qualche criceto e` maculato
P2: Ogni rosicchiatore e` masticatore P2: Nessun maculato e` monocolore
C: C:
P1: Qualche generale e` valoroso P1: Ogni generale e` valoroso
P2: Nessun valoroso e` codardo P2: Nessun valoroso e` codardo
C: C:
P1: Ogni concertista e` applaudito P1: Qualche concertista e` applaudito
P2: Nessun applaudito e` dilettante P2: Ogni applaudito e` concertista
C: C:
P1: Qualche inventore e` innovatore P1: Ogni inventore e` innovatore
P2: Ogni innovatore e` celebrato P2: Nessun innovatore e` celebrato
C: C:
P1: Qualche canguro e` marsupiale P1: Qualche canguro non e` marsupiale
P2: Ogni marsupiale e` koala P2: Ogni koala e` marsupiale
C: C:
P1: Ogni castoro e` costruttore P1: Ogni castoro e` costruttore
P2: Ogni castoro e` ingegnere P2: Nessun castoro e` ingegnere
C: C:
P1: Qualche gatto e` felino P1: Ogni gatto e` felino
P2: Nessun felino e` equino P2: Nessun felino e` ronfatore
C: C:
P1: Qualche zucca non e` ortaggio P1: Qualche zucca e` ortaggio
P2: Ogni cetriolo e` ortaggio P2: Nessun cetriolo e` ortaggio
C: C:
Pm: Ogni canguro e` marsupiale Pm: Qualche canguro e` marsupiale
PM: Ogni marsupiale e` saltellante PM: Ogni marsupiale e` saltellante
C: C:
Pm: Qualche generale e` valoroso Pm: Ogni generale e` valoroso
PM: Nessun valoroso e` codardo PM: Ogni valoroso e` codardo
C: C:
Pm: Ogni filosofo e` Greco Pm: Ogni filosofo e` Tedesco
PM: Qualche filosofo non e` saggio PM: Nessun Tedesco e` abbronzato
C: C:
17.3 Connettivi booleani
Utilizzando i soli connettivi booleani (¬,∧,∨) costruisci enunciati che corrispondano
alle seguenti tavole di verita`:
17.4. ALBERI SEMANTICI PROPOSIZIONALI 101
•
A B C ∗(A,B,C)
1 1 1 0
1 1 0 0
1 0 1 1
1 0 0 0
0 1 1 1
0 1 0 0
0 0 1 1
0 0 0 0
•
A B C ∗(A,B,C)
1 1 1 1
1 1 0 0
1 0 1 0
1 0 0 1
0 1 1 1
0 1 0 0
0 0 1 0
0 0 0 0
•
A B C ∗(A,B,C)
1 1 1 1
1 1 0 0
1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 0
0 0 1 0
0 0 0 1
17.4 Alberi semantici proposizionali
Con il metodo degli alberi semantici dimostra che le seguenti formule sono tautologie:
• (¬A ∨ ¬B)→ (B → ¬A)
• (A ∨B → ¬A)→ (A ∨B → B)
• (A ∨ ¬B)→ (¬A→ ¬B)
• (A→ ¬B)→ (¬B ∨ ¬¬¬A)
• (A ∧B) ∨ (¬A ∨ ¬B)
• (A ∧ (B → ¬A)) ∨ (¬A ∨ (B ∧A))
• (¬A ∧B) ∨ ¬B → ¬A ∨ ¬B
• ¬[(¬A ∧B) ∨ ¬B] ∨ (¬A ∨ ¬B)
• (A→ B ∨ C)→ (¬B ∧ ¬C → ¬A)
• (A→ (B → C))→ (¬A ∨ (¬B ∨ C))
• (A→ (B → C))→ ¬(A ∧ (B ∧ ¬C))
• ¬(A→ (B → C)) ∨ ¬(A ∧ (B ∧ ¬C))
• (A ∧ (B → ¬A)) ∨ (¬A ∨ (B ∧A))
• (A→ B ∨ C)→ ¬A ∨ ¬(¬B ∧ ¬C)
Con il metodo degli alberi semantici dimostra che le seguenti formule non sono
tautologie, e per ciascuna di essa definisci un contromodello:
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• ¬(A ∧ ¬¬B)→ B ∨ ¬A
• (¬A ∨B)→ (A→ ¬B)
• (A ∧B)→ (B → A ∧ ¬B)
• ¬A ∨ (B → ¬B)→ ¬A
• ¬A ∨ (B → ¬¬B)→ ¬¬¬A
• (A→ B ∨ C)→ (¬B ∧ ¬C → ¬A)
• A→ (¬¬B → (B ∧ ¬A))
• (A ∨ (¬B → ¬A))→ A
• (A→ B ∨ ¬A) ∨ (¬A ∨B)
Verifica con il metodo degli alberi semantici che i seguenti insiemi di formule sono
soddisfacibili, e per ciascuno di essi definisci un’interpretazione che lo soddisfi:
• {¬(A ∨ ¬B), B → ¬A,A ∨B}
• {¬A→ B,¬(B → A), A ∨B}
• {¬A ∧B,¬(B ∧ ¬¬A), A ∨B → ¬A}
• {¬(¬B → ¬B ∧A), A ∨ ¬B,B ∨ ¬A}
• {¬(A→ B), B → ¬A,B ∨A}
• {¬(A ∨ ¬B), B → ¬A,A ∨B}
• {¬(C → A ∨ ¬B), A ∨ ¬B → ¬C}
• {(A ∨B) ∧ ¬C, (A→ B)→ C}
• {A→ B ∨ C,¬B → A,A ∧ ¬B}
Verifica con il metodo degli alberi semantichi che i seguenti argomenti non sono
validi, ed per ciascuno di essi indica un’interpretazione che che lo invalidi:
1. Premesse: ¬A→ ¬B ∧ C, A ∧ ¬B, Conclusione ¬(C → B)
2. Premesse: A→ B ∨ C, B ∧ ¬C, Conclusione ¬(A ∧B) ∨ C
3. Premesse: A ∨ ¬B → ¬C, ¬C → ¬A ∧ ¬B, Conclusione A ∨ (¬C ∨ ¬B)
17.5 Alberi semantici predicativi
Con il metodo degli alberi semantici dimostra che le seguenti formule sono verita`
logiche:
• (∀xPx ∨ ∀x¬Px)→ (∃xPx→ Pa)
• (Pa→ ∀xQx)→ (¬Qb→ ¬∀xPx)
• (Pa ∨ ∀xPx)→ (Pb ∨ ∃xPx)
• ∀x(¬∃y¬Py → Px)
• ∃x(Px ∧ ∃yQy)→ ∃x∃y(Px ∧Qy)
• (∀xPx→ ¬Pa ∨Qa) ∨ (¬Qa ∧ ∃xPx)
• Pa ∧ ∀x(Px→ Qx)→ ∃xQx
• ∀x∃y[Px ∧Qy → ∀z(Pz ∨Qz)]
• ∃x¬(Px→ ∀yQy) ∨ (∀xPx→ ∀yQy)
• ∀x¬∃y(Px ∧Qy)→ ∃y(¬Py ∨ ¬Qy)
• ∃x∀y(Px ∧Qy)→ ¬∀x¬∃y(Px ∧Qy)
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• ∃x(Px ∧Qx)→ ∀x(Px ∨Qx)
• ∀x(Pa ∧Qx)→ ∃y∀x(Py ∧Qx)
• (∀xPx→ ¬Pa ∨Qa) ∨ (¬Qa ∧ ∃xPx)
• ∀xPx ∧ ∀xQx→ ∃x(Px→ ∃yQy)
• ∀x∃y[Px ∧Qy → ∀z(Pz ∨Qz)]
• Pa ∧ ¬∀x(Px→ Qx)→ ∃x¬Qx
• ∃xPx ∧ ¬Qa→ ∃x∃y(Px ∨Qy)
Con il metodo degli alberi semantici dimostra che le seguenti formule non sono
verita` logiche, e per ciascuna di esse determina un contromodello:
• ∃y(Py → ¬∀xPx)
• ∃xPx ∧ ∀yQy → ∃x¬Px ∧ ∃yQy
• Pa ∨ ¬∀xQx→ ∃x¬Qx ∨ Pa
• Pa ∨ ¬∀xQx→ ¬∃x¬Qx ∨ Pa
• (∀xPx ∨ ∃xQx) ∨ (∃x¬Px ∧ ∀xQx)
• ∃x(Px ∨Qx)→ (Pa ∨ ∀xQx)
• ∃x∀y(Px ∨Qy)→ ∀x(Px ∨Qx)
• ∀x[(Px→ Qx) ∨ ∃y¬Py]
• ∀x(Pa→ Px)→ ¬∃z¬Pz
• Pa ∧ ∀xQx→ ∀x(Qx ∧ Px)
• ∀x∃y(Px→ Qy) ∨ ∀z(Pz → Qz)
• ∃x(Px ∧Qx)→ ∀x(Px ∨Qx)
• ∃x(Px ∨Qx)→ (Pa ∨ ∀xQx)
• ¬[(Pa ∧ ∀xQx) ∧ (Qa→ ∀x¬Qx ∨ ∀xPx)]
• ∀x[(Px→ Qx) ∨ ∃y(¬Qy ∧ ¬Py)]
• ∃x∀y(Px ∨Qy)→ ∀x(Px ∨Qx)
• ∀x(Px ∨ ∀y(Qy ∧ Px))→ ∀x¬Qx
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Chapter 18
Appendice: completezza di
PC secondo il metodo
Kalmar
Teorema di completezza per la logica classica proposizionale (PC):
Se |= A allora `PC A
Se A e` una tautologia, il valore di verita` di A e` 1 qualsiasi siano i valori di verita`
delle sue sottoformule atomiche (variabili enunciative). Esempio





L’idea e` di far vedere che valgono le seguenti derivazioni:
p, q `PC (p→ ¬q) ∨ (¬q → p)
p, ¬q `PC (p→ ¬q) ∨ (¬q → p)
¬p, q `PC (p→ ¬q) ∨ (¬q → p)
¬p, ¬q `PC (p→ ¬q) ∨ (¬q → p)
da cui poi ottenere che
`PC (p→ ¬q) ∨ (¬q → p)
Per fare questo abbiamo bisogno di mostrare un lemma piu` generale che vale per
ogni fbf e non solo per le tautologie. Cominciamo con un esempio. Sia data la fbf
B = p→ ¬q ∧ r (che non e` una tautologia). Facciamone la tavola di verita`:
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p q r p q r ¬r q ∧ ¬r p→ q ∧ ¬r
1 1 1 1 1 1 0 0 0
1 1 0 1 1 0 1 1 1
1 0 1 1 0 1 0 0 0
1 0 0 1 0 0 1 0 0
0 1 1 0 1 1 0 0 1
0 1 0 0 1 0 1 1 1
0 0 1 0 0 1 0 0 1
0 0 0 0 0 0 1 0 1
Per la prima riga della tavola di verita` mostreremo che:
p, q, r `PC p
p, q, r `PC q
p, q, r `PC r
p, q, r `PC ¬¬r
p, q, r `PC ¬(q ∧ ¬r)
p, q, r `PC ¬(p→ q ∧ ¬r)
Per la seconda riga della tavola di verita` mostreremo che:
p, q, ¬r `PC p
p, q, ¬r `PC q
p, q, ¬r `PC ¬r
p, q, ¬r `PC ¬r
p, q, ¬r `PC q ∧ ¬r
p, q, ¬r `PC p→ q ∧ ¬r
e cos`ı per tutte le altre righe della tavola di verita`.
In sintesi vogliamo far vedere il seguente fatto:
LEMMA Data una qualsiasi fbf B, per ogni riga della tavola di verita` di
B, ogni sottoformula C di B o la sua negazione e` derivabile dagli atomi di
B o dalle loro negazioni a seconda che in quella riga abbiano valore 1 o 0.
Definizione notazionale: fissata una riga di una tavola di verita`, con C indichiamo
la formula C se C ha valore 1 nella riga fissata, indichiamo la formula ¬C se C ha
valore 0 in quella riga.
Si fissi una riga qualsiasi della tavola di verita` per B. Indichiamo con I l’interpretazione
relativa a quella riga degli atomi occorrenti in B e con vI la valutazione indotta da I.
Allora il lemma puo` essere riformulato in modo piu` preciso nel seguente modo:
Per ogni sottoformula C di B, si ha che C o ¬C, a seconda che si dia vI(C) = 1 o
vI(C) = 0 rispettivamente, e` derivabile da p1, ..., pn, dove:
1. p1, ..., pn sono gli atomi occorrenti in B
2. per 1 ≤ i ≤ n: pi = pi se I(pi) = 1 e pi = ¬pi se I(pi) = 0.
Siano p1, ..., pn gli atomi occorrenti in B. Il lemma si dimostra per induzione
sulla lunghezza della sottoformula C di B (ricorda: B e` sottoformula di se stessa,
e quindi la proprieta` da dimostrare vale anche per C = B!).
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Caso base: lg(C) = 0. C e` un atomo di B, sia ad esempio C = pi. Si distinguono
due sotto-casi
1. Sia vI(C) = vI(pi) = 1; dobbiamo mostrare che
p1, ..., pn `PC pi
Ma vI(pi) = I(pi) = 1, da cui pi = pi. Percio` dobbiamo mostrare che
p1, ...pi−1, pi, pi+1, ..., pn `PC pi
ma questo vale immediatamente per definizione di derivazione.
2. Sia vI(C) = vI(pi) = 0; dobbiamo mostrare che
p1, ..., pn `PC ¬pi
Ma vI(pi) = I(pi) = 0, da cui pi = ¬pi. Percio` dobbiamo mostrare che
p1, ...pi−1,¬pi, pi+1, ..., pn `PC ¬pi
ma questo vale immediatamente per definizione di derivazione.
Passo: lg(C) > 0. Dobbiamo esaminare tutte le possibili forme che C puo` avere:
• C = ¬D.
Per ipotesi di induzione si suppone che il lemma valga per tutte le sottoformule
di lunghezza minore di C. Quindi in particolare sappiamo che
p1, ..., pn `PC D.
Dobbiamo mostrare che
p1, ..., pn `PC ¬D.
Si distinguono due sotto-casi:
1. vI(¬D) = 1. Allora vI(D) = 0.
Dunque per ipotesi di induzione
p1, ..., pn `PC ¬D,
che e` quello che volevamo dimostrare.
2. vI(¬D) = 0. Allora vI(D) = 1.
Dunque per ipotesi di induzione
p1, ..., pn `PC D,
da cui
p1, ..., pn `PC ¬¬D.
• C = D ∧ E.
Per ipotesi di induzione si suppone che il lemma valga per tutte le sottoformule
di lunghezza minore di C. Quindi in particolare sappiamo che
p1, ..., pn `PC D,
p1, ..., pn `PC E.
Dobbiamo mostrare che
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p1, ..., pn `PC D ∧ E.
Si distinguono due sotto-casi:
1. vI(D ∧ E) = 1.
Allora vI(D) = 1 e vI(E) = 1. Per ipotesi di induzione
p1, ..., pn `PC D,
p1, ..., pn `PC E.
Inoltre
p1, ..., pn `PC D → (E → (D ∧ E)) Teorema
da cui si ottiene, via due applicazioni di MP:
p1, ..., pn `PC D ∧ E.
2. vI(D ∧ E) = 0.
Si hanno due sottocasi:
– vI(D) = 0
Per ipotesi di induzione
p1, ..., pn `PC ¬D.
Inoltre
p1, ..., pn `PC D ∧ E → D A3.1
p1, ..., pn `PC ¬D → ¬(D ∧ E) Contrapposizione
da cui si ottiene, via MP:
p1, ..., pn `PC ¬(D ∧ E).
– vI(E) = 0.
Per ipotesi di induzione
p1, ..., pn `PC ¬E.
Inoltre
p1, ..., pn `PC D ∧ E → E A3.
p1, ..., pn `PC ¬E → ¬(D ∧ E) Contrapposizione
da cui si ottiene, via MP:
p1, ..., pn `PC ¬(D ∧ E)
• C = D → E.
Per ipotesi di induzione si suppone che il lemma valga per tutte le sottoformule
di lunghezza minore di C. Quindi in particolare sappiamo che
p1, ..., pn `PC D,
p1, ..., pn `PC E,
e dobbiamo mostrare che
p1, ..., pn `PC D → E
Si distinguono due sotto-casi:
1. vI(D → E) = 1.
Si hanno due sottocasi.
– vI(D) = 0.
Per ipotesi di induzione
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p1, ..., pn `PC ¬D.
Inoltre
p1, ..., pn `PC`PC ¬D → (D → E) Teorema
si ottiene, via applicazione di MP:
p1, ..., pn `PC D → E
– vI(E) = 1.
Per ipotesi di induzione
p1, ..., pn `PC E.
Inoltre
p1, ..., pn `PC`PC E → (D → E) Teorema
da cui si ottiene, via applicazione di MP:
p1, ..., pn `PC D → E.
2. vI(D → E) = 0. Allora vI(D) = 1 e vI(E) = 0, dunque per ipotesi di
induzione
p1, ..., pn `PC D,
p1, ..., pn `PC ¬E,
da cui si ottiene
p1, ..., pn `PC ¬(D → E).
• C = D ∨ E.
ESERCIZIO
• C = D ↔ E.
ESERCIZIO
Se B e` una tautologia e le sue sottoformule atomiche sono p, q, r, allora
p, q, r `PC A.
Riprendiamo l’esempio iniziale. Col lemma abbiamo fatto vedere che
p, q `PC (p→ ¬q) ∨ (¬q → p)
p, ¬q `PC (p→ ¬q) ∨ (¬q → p)
¬p, q `PC (p→ ¬q) ∨ (¬q → p)
¬p, ¬q `PC (p→ ¬q) ∨ (¬q → p)
Ma ora dalle prime due righe, via teorema di deduzione, otteniamo che
p `PC q → [(p→ ¬q) ∨ (¬q → p)]
p `PC ¬q → [(p→ ¬q) ∨ (¬q → p)]
da cui
p `PC [(p→ ¬q) ∨ (¬q → p)]
Ma ora dalle seconde due righe, via teorema di deduzione, otteniamo che
¬p `PC q → [(p→ ¬q) ∨ (¬q → p)]
¬p `PC ¬q → [(p→ ¬q) ∨ (¬q → p)]
da cui
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¬p `PC [(p→ ¬q) ∨ (¬q → p)]
Ne segue
`PC [(p→ ¬q) ∨ (¬q → p)]
