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The overarching goal of structural dynamic analysis is usually to facilitate regulation of energy flows 
in terms of vibration and acoustic wave transmission. Such regulation of vibratory energy flows can yield 
effective designs of vibration suppression, energy harvesting, and vibration/wave based health monitoring, 
etc. This dissertation research employs the concept of built-up structure, i.e., constructing secondary 
oscillatory sub-systems and incorporating them into the underlying host structure to realize new ways of 
energy flow regulation. In particular, we propose to develop three distinct designs of sub-systems to realize 
unusual wave transmission and to dramatically improve damping performance, i.e., electro-mechanical 
local scatter for wave guiding, multi-field adaptive metasurfacing, and cantilevered coupling design to 
enhance energy dissipation. 
The first built-up sub-system design is based on the electro-mechanical local coupling, aiming at 
realizing adaptive elastic metasurfaces capable of arbitrarily manipulating refracted wave energy. By 
adjusting the negative capacitances properly, accurately formed, discontinuous phase profiles along the 
elastic metasurfaces can be achieved. Based on different phase profiles, anomalous refractions, planar focal 
lenses, self-accelerating beams and source illusion can be realized on the transmitted elastic wave energy. 
The second sub-system, multi-field adaptive metasurfacing, combines the membrane-type acoustic 
metasurface with piezoelectric integration able to tune the initial stress on the membrane with different 
voltages such that different resonant frequencies of the membranes can be realized to accomplish proper 
phase profiles along metasurfaces. Applications, such as acoustic cloaking, are illustrated to feature the 
acoustic wave energy manipulation. To dissipate the vibrational energy, tuned mass particle damper is 
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designed based on cantilevered coupling, where the particle damping mechanism is integrated into a tuned 
mass damper configuration. The essential idea is to utilize the tuned mass damper configuration as a motion 
magnifier to amplify the energy dissipation capability of particle damper.  While these built-up sub-system 
designs are distinctly different, they share the common feature that, by properly adjusting the sub-system 
oscillatory effects, the impedance at the region of interest of the host structure can be altered as desired. 
Consequently, effective energy flow regulations are realized. The outcome of this research can directly 
benefit vibration control and structural health monitoring.               
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Chapter 1. Introduction 
1.1 Background and state of the art 
1.1.1 Elastic metasurface and its tunability 
The emergence of engineered artificial metamaterials, which are capable of providing properties 
unavailable in natural materials, has remarkably facilitated the applications in acoustic/elastic wave 
manipulation, such as wave focusing (Carrara et al., 2013; Guenneau et al., 2007; Mohamed et al., 2010; 
Zhang et al., 2009), collimation (Espinosa et al., 2007; Mei et al., 2008; Soliveres et al., 2009;), sub-
wavelength resolution (Li et al., 2009; Semperlotti and Zhu, 2014), and negative refraction (Zhu et al., 
2014).  To route the elastic/acoustic waves in a desired way, the metamaterial-based concept is extensively 
employed in which the properties of the media are tailored along the trajectory of the wave propagation.  
However, such wave manipulation on the basis of spatially varying material properties may be significantly 
limited in some applications (Zhang et al., 2014).  Recently, the proposed metasurface, a kind of artificially 
engineered sheet-like material, enables the modulation of wave fronts through abruptly shifting the phases 
as the wave penetrates the designed surface (Li et al., 2013; Li et al., 2015; Ma and Sheng, 2016; Yuan et 
al., 2015).  The new concept is intriguing, owing to the capability of the metasurface for achieving extreme 
features of bulky metamaterials, but in a compact and easily fabricated way.  Different that of 
metamaterials, the physical mechanism of a metasurface resides in altering the phases as wave components 
exit it.  Based on the generalized Snell’s law (GSL) (Yu et al., 2011), unit microstructures assembling a 
metasurface should have the ability to span the phase over a full 2π range in order to devise any desired 
phase profiles.  Anomalous propagations of acoustic waves modulated by acoustic metasurfaces have been 
widely demonstrated.  Li et al. (2014) reported acoustic metasurfaces made up of labyrinthine units capable 
of covering 2π phase shift for reflected waves.  The anomalous reflection, ultrathin planar lenses and 
nonparaxial beams for reflected waves were realized using different designed metasurfaces and 
demonstrated analytically and experimentally.   Xie et al. (2014) utilized the tapered labyrinthine units to 
construct acoustic metasurfaces able to produce anomalous refractions, convert propagating waves into 
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surfaces modes, and perform extraordinary beam steering and negative refractions.  Chen et al. (2017) 
proposed an acoustic demultiplexer based on acoustic metasurfaces constituted by multiple membrane-
based resonant units, which facilitated different frequency components to be divided, and further induced 
anomalous reflection, acoustic focusing and acoustic wave bending under corresponding frequencies 
separately. 
The metasurfaces applied on elastic waves in solids, which involve more degrees of freedom than their 
acoustic counterparts, have increasingly attracted much more attention.  With the intrinsic properties of 
different wave types and mode couplings and conversions, more complicated designs for the elastic 
metasurfaces are required to obtain both phase shift and high evenly distributed energy transmission 
requirements (Lee et al., 2017).  The recent elastic metasurfaces proposed by Zhu and Semperlotti (2016) 
were built upon geometric tapers, and through adjusting geometric parameters of unit cells carefully, 
different metasurfaces were constructed to accomplish the anomalous refraction of guided Lamb waves in 
thin-walled structures with and without mode conversion.  By using different zigzag structures to realize 
the desired phase shifts, Liu et al. (2017) designed source illusion devices based on the scheme of elastic 
metasurfaces to manipulate flexural waves.  For the shear waves control, Su et al. (2018) introduced a kind 
of elastic metasurface which could modulate the phase shifts of SV-waves by modifying the thicknesses of 
its plate-like constituent unit cells.  Cao et al. (2018) demonstrated another elastic metasurface for deflecting 
SH-waves, where the fundamental units are comprised of two different kinds of materials, and with various 
proportions of the two materials, different required phase profiles over the metasurface are achieved.  
Collectively, the most existing designs of acoustic/elastic metasurfaces have generally been facilitated 
through selecting or altering the microstructures/cells or constituent materials.  One of the most notable 
challenges encountered in acoustic/elastic metasurfaces development is the capability of online tuning their 
performances without the modifications of the physical microstructures/cells. 
Piezoelectric transducers, characterized by their electromechanical coupling effects, have been 
employed to synthesize different kinds of piezoelectric metamaterials with their exotic functionalities tuned 
adaptively and actively (Casadei et al., 2010; Wang et al., 2011; Chen et al., 2016; Li et al., 2017).   Because 
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of the effective energy exchange between the mechanical and electrical domains, a piezoelectric transducer 
acts as a variable stiffness element when connected with an electrical circuit, which yields complex dynamic 
behaviors even with a simple geometry.  One of the ways to synthesize piezoelectric metamaterials consists 
in adding periodic resonant circuits.  A periodic array of piezoelectric transducers shunted with resistive-
inductive (RL) circuits is implemented to generate tunable low-frequency local resonance-based bandgaps 
(Wang et al., 2011), and to further enlarge the wave attenuation region, amplifier-resonator circuits 
connected to periodic piezoelectric transducers are introduced (Wang et al., 2016).  Zhou et al. (2015) 
explored a metamaterial beam bonded with periodic piezoelectric transducers connected with high-order 
resonant circuits, where a broader attenuation bandwidth compared to conventional RL circuits or two 
desired separated bandgaps can be achieved by properly designing the inductance and damping ratios.  A 
tunable prism based on piezoelectric metamaterial concept has been developed, which could continuously 
steer acoustic waves by tuning the RL resonant circuitry (Xu and Tang, 2017).  However, the relatively 
narrow band effectiveness of the resonant circuits may be the main drawback for the applications of 
resonance-based piezoelectric metamaterials.  As an alternative, the negative capacitance shunt used to 
eliminate the inherent capacitance of the piezoelectric transducer offers a way to generate any arbitrary 
frequency-dependent effective impedance, thereby inducing the desired behavior for the wave control.  
Collet et al. (2012) proposed an interface consisting of a host plate fitted with periodically distributed 
piezoelectric patches shunted with negative capacitances and resistances, which was placed between two 
passive plates to diminish energy translated from one passive domain to another one by optimizing the 
shunting impedance.  An adaptive kirigami auxetic lattice incorporated with negative capacitance circuitry 
is developed to filter elastic waves (Ouisse et al., 2016).  A piezo-lens is conceived to focus flexural waves 
in thin plates with an array of piezoelectric transducers where the focal locations could be regulated by 
tuning the shunting negative capacitance values (Yi et al., 2016).  Chen et al. (2016) designed an adaptive 
metamaterial assembled through integrating hybrid shunted piezoelectric stacks capable of producing self-
adaptive frequency dependent stiffness into the resonant microstructures, such that the extremely broadband 
filtering of flexural waves could be realized in both low and high frequency ranges. 
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1.1.2 Acoustic metasurface and its tunability  
The desire to freely manipulate propagating waves has been pursuing over last few decades, and great 
progress has been made since the appearance of acoustic metasurfaces (Ma and Sheng, 2016; Li et al, 2013; 
Xie et al, 2014; Li et al, 2014).  Acoustic metasurfaces, envisaged as the artificially engineered interfaces, 
are composed of subwavelength unit-cells which are able to reshape the reflected/transmitted wave fronts, 
owing to a predefined variation of local acoustic properties.  These artificial scatters act as independent 
wavelets and contribute collectively to generate arbitrary desired wave fronts implemented in various 
applications including beam steering (Ma and Sheng, 2016; Li et al, 2013; Xie et al, 2014; Li et al, 2014; 
Liu et al, 2017; Tian et al, 2015; Chen et al, 2017), focusing (Chen et al, 2017; Qi et al, 2017; Tang and 
Ren 2017), carpet cloaking (Esfahlani et al, 2016; Faure et al, 2016; Ma et al, 2018; Yang et al, 2016; Zhai 
et al, 2016), generating acoustic vortexes (Jiang et al, 2016; Jiang et al, 2016; Ye et al, 2016), ultrathin 
acoustic absorber (Li and Assouar, 2016; Ma et al, 2014), and asymmetric acoustic transmission (Li et al, 
2017).  The flexible manipulations of acoustic wave fronts are mainly attributed to the capability of 
adjusting discrete phase shifts along the specific acoustic metasurfaces in different ways.  Different 
microstructures constituting functional metasurfaces are investigated theoretically and experimentally to 
control the phase of the reflected/transmitted waves.  Space coiling technique (Li et al, 2013; Xie et al, 
2014; Li et al, 2014; Tang and Ren, 2017), e.g. labyrinthine-type structure, allows the accumulation of 
phase by forcing acoustic waves to propagate in curled channels, thereby ensuring desired effective phase 
changes compared to a prescribed reference phase.  Helmholtz resonators-based unit cells are alternatively 
promising bricks for constructing acoustic metasurfaces as the resonant frequencies of unit cells can be 
regulated through the modification of cavity and neck dimensions so that the corresponding required phase 
shifts are easily realized (Faure et al, 2016; Ding et al, 2015).  Membrane-type acoustic metasurfaces 
generally assembled with decorated elastic membranes and fluid cavities facilitate the phase control by 
altering the cavity spaces or tuning pre-stressed states of the membranes (Zhang et al, 2015; Yang et al, 
2008).  However, most reported acoustic metasurfaces are passive and suffer from the drastic limitations.  
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For instance, the passive acoustic metasurfaces are inherently narrow-banded due to the resonant behavior 
or high dispersion, and they also lack tuning capabilities since the properties, e.g. geometries and material 
properties, are decided at design stage.   
To overcome the limitations and improve performances, different developments of new classes of 
acoustic metasurfaces utilizing active unit-cells concepts have been motivated and accomplished, allowing 
for real-time reconfigurations in some degree (Baz, 2009; Akl and Baz, 2012; Akl and Baz 2012; Allam et 
al, 2016; Popa et al, 2013; Popa et al, 2015; Xiao et al, 2015; Xiao et al, 2017; Chen et al, 2017; Lissek et 
al, 2018).  A fluid-solid composite structure containing piezoelectric diaphragms was manufactured to 
control the effective density of the material where a complex feedback control system was employed, and 
water was filled in the cavity as the background environment (Baz, 2009; Akl and Baz, 2012; Akl and Baz 
2012).  An acoustic metamaterial slab with its properties controlled by digital electronics was proposed to 
actively manipulate transmitted acoustic field patterns, whereas the tuning range was limited due to the 
bandwidth of the bandpass filter (Popa et al, 2015).  A new type of membrane-type metamaterials was 
investigated in which acoustic properties were tuned by applying an external voltage formed between a 
fishnet electrode and a metal-coated platelet attached to a circular rubber membrane (Xiao et al, 2015).  
Based on the magnetically tuned mechanism, magneto-mechanical tunable metasurfaces consisting of an 
elastic membrane and a soft magnetic central mass were implemented to realize different reflected acoustic 
wave modes by adapting magnetic force distributions (Chen et al, 2017).  Utilizing active electroacoustic 
resonator concept, active acoustic metasurfaces composed of an array of subwavelength loudspeaker 
diaphragms were constructed and their acoustic impedances were adjusted by an active electrical control 
circuit (Lissek et al, 2018).  It is noted that most existing active acoustic metasurfaces involve the use of 
complicated electronic systems which may hamper the practical applications.  Therefore, other simple and 
practical approaches are desirable to design active acoustic metasurfaces. 
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1.1.3 Particle damping and its design 
Passive damping devices are widely used to protect the primary structures from sudden shocks and/or 
persistent excitations.  Although viscoelastic materials and fluid dampers are commonly implemented 
(Jones, 2001), one major drawback of such devices is that their performance is sensitive to ambient 
environment and generally can only function properly under moderate temperatures.  Alternatively, particle 
damper, owing to the advantage of being robust with respect to extreme temperatures, has attracted broad 
interest (Friend and Kinra, 2000; Saeki, 2002; Mao et al, 2004a; Saeki, 2005).  The underlying principle of 
particle damper is the energy absorption and dissipation through the collision and the friction between the 
particles and the hosting enclosure and among the particles, leading to the attenuation of vibration.  While 
particle damper is simple in concept, its behavior is very complicated as the energy dissipation mechanism 
is highly nonlinear.  A few analytical and experimental studies have been conducted to analyze the particle 
damping mechanism (Wu et al, 2004; Xu et al, 2004; Fang and Tang, 2006).  There have also been 
continuous efforts (Tijskens et al, 2003; Mao et al, 2004b; Fang et al, 2007) on developing efficient 
numerical methods to quantify the particle damping effect using such as the discrete element method (DEM) 
(Cundall and Strack, 1979) which keeps track of the motion of all particles. 
The effectiveness of a particle damper depends on many parameters such as size, shape and material of 
the particles, local excitation level, and geometry of the enclosure etc (Lu et al, 2011).  Usually, a particle 
damper is attached to region where the level of displacement/acceleration is relatively high.  The motions 
of vertically vibrating particles in an enclosure may undergo three stages, i.e., solid, convective, and gas-
like regimes (Salueña et al, 1999; Liu et al, 2005; Rongong and Tomlinson, 2005).  When the acceleration 
level is lower than gravity, particles are in the solid stage as they are locked and move together with the 
enclosure, which results in little damping effect.  As acceleration increases, some particles inside the 
enclosure start to slide over and collide with each other, dissipating energy via the frictions and collisions.  
At this stage, the particles act like fluid with convections inside the enclosure (Salueña et al, 1999).  Further 
increase of acceleration level then yields gas-like motion of particles, especially for dilute or moderately 
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dense particle systems.  It is reported that higher damping capacity may occur in the fluid-like regime since 
both the collision and friction dominate the motions of particles (Fang and Tang, 2006; Yao et al, 2014).  
For cases where local displacements/accelerations throughout the structure are low, the performance of 
particle damper would be limited.   
There exists a well-known passive damping design concept, the tuned mass damper (TMD) (Sun et al, 
1995).  In such a concept, additional mechanical components with spring, mass and damper elements are 
added to the structure to form an absorber.  In the classical design, the absorber stiffness is tuned such that 
the absorber natural frequency matches with the excitation frequency of concern, e.g., the fundamental 
frequency of the host structure, and the damping coefficient is properly tuned subsequently to maximize 
the energy dissipation over the interested frequency range.  There have been a series of studies on TMDs 
with varying levels of design complexity (Zuo and Nayfeh, 2004; Febbo and Vera, 2008; Yang et al, 2011).  
It is worth noting that the damping involved in the TMDs is usually realized by using viscous or hysteretic 
materials (Zuo and Nayfeh, 2004) that, again, may be subjected to limitation in severe environments 
especially under high temperatures.  
 
1.2 Problem statement and approach overview 
By reviewing the state-of-the-art literatures, one can conclude that the energy flow control essentially 
depends on the design of the useful sub-structures to either adaptively manipulate different energy forms in 
various domains or increase the energy dissipation by explicitly magnifying the energy conversion and 
absorbing.  In order to enhance different kinds of energy regulations, this dissertation aims to address 
several critical issues in current research projects and conceive new deigns, which are listed following, 
 Explore the design of elastic metasurfaces utilizing piezoelectric circuitry, aiming at realizing 
adaptive and tunable elastic metasurfaces capable of arbitrarily manipulating refracted waves 
without altering the host structure.  The underlying mechanism is that, in such a system, the 
wavenumbers can be altered with circuitry tuning such that a proper gradient of phase discontinuity 
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along the metasurface can be achieved as waves are stretched or shortened through the metasurface.  
With this physical mechanism, we illustrate that elastic metasurfaces can be designed to accomplish 
anomalous refraction, planar focal lenses and self-accelerating beams using the same cell 
arrangement with different circuitry tuning.  We further demonstrate that this physical mechanism 
can yield a metasurface design to regulate wave fronts from a point source into different prescribed 
profiles, known as the source illusion, which again features adaptivity owing to the circuitry 
tunability 
 Design the adaptive acoustic metasurface able to manipulate the reflected acoustic waves without 
altering the underlying physical structures by taking advantage of the adaptive capability of the 
piezoelectric transducer, and combining the membrane-type acoustic metasurface concept together.  
The initial stresses of the membrane in different unit cells are induced by the deformations of the 
piezoelectric transducers applied with corresponding electric static voltages, which in turn 
determine the resonant frequencies of the membranes to accomplish a proper gradient of phase 
discontinuity along the acoustic metasurface.  With the capability of adaptively adjusting the phase 
shifts, the proposed acoustic metasurface can realize different applications in an adaptive manner.  
We illustrate that the adaptive acoustic metasurface can be designed to achieve the abnormal 
reflections with different reflected angles, planar focal lenses having desired focal points and self-
accelerating beams along arbitrary trajectories, all of which utilize the same physical structure with 
different voltage tuning, demonstrating the great flexibility in the design of acoustic waves enabled 
by the metasurface.  The acoustic cloaking device constructed with the adaptive acoustic 
metasurface is also investigated to effectively accommodate different incident acoustic waves, 
which further features the adaptivity of the proposed design with voltage tuning.  
 Devise a tuned mass particle damper (TMPD) combining a beam-type tuned mass damper and a 
particle damper.  In the configuration, the additional beam, in combination with the particle damper 
mass, can play the role of motion magnifier.  To facilitate this, the TMPD is connected to a rigid 
block attached to the host beam.  The host beam together with the rigid block modeled as tip mass 
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is considered as the primary structure.  The basic tuning criterion is to tune the natural frequency 
of the TMPD to be equal to that of the primary structure.  Before taking into consideration its 
damping ability, a TMPD is simply an undamped absorber.  The magnified level of 
displacement/acceleration of the particle damper enclosure in a TMPD, meanwhile, can yield 
increased energy dissipation capability especially when the host structure has low 
displacement/acceleration levels, since it can absorb significant portion of the vibratory energy.  
Owing to the nature of particle motions involved, a TMPD is inherently nonlinear.  The first-
principle-based analysis of this damping mechanism is developed to elucidate the parametric 
influences.  A coupled algorithm is formulated that allows the integrated analysis of the host 
structure and the TMPD.  3-dimensional discrete element method (DEM) is implemented to 
simulate the particle motion characteristics.  In order to validate the accuracy of the model and the 
numerical analysis, experimental investigations on the TMPD and the traditional particle damper 
(PD) are conducted under different base excitations.  Then, using the model developed, we 
quantitatively evaluate the difference in energy dissipation efficacies of the TMPD and PD, and 
also conduct parametric investigations. 
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Chapter 2. Tunable Modulation of Refracted Lamb Wave Front Facilitated 
by Adaptive Elastic Metasurfaces 
This chapter reports designs of adaptive metasurfaces capable of modulating incoming wave fronts of 
elastic waves through electromechanical-tuning of their cells.  The proposed elastic metasurfaces are 
composed of arrayed piezoelectric units with individually connected negative capacitance elements that are 
online tunable.  By adjusting the negative capacitances properly, accurately formed, discontinuous phase 
profiles along the elastic metasurfaces can be achieved.  Subsequently, anomalous refraction with various 
angles can be realized on the transmitted lowest asymmetric mode Lamb wave.  Moreover, designs to 
facilitate planar focal lenses, self-accelerating beams and source illusion devices can also be accomplished.  
The proposed flexible and versatile strategy to manipulate elastic waves has potential applications ranging 
from structural fault detection to vibration/noise control.  
 
2.1 Introduction 
Manipulating or guiding elastic/acoustic waves have attracted a great deal of attention on various 
applications including medical imaging (Jia et al, 2010; Oh et al, 2014; Sukhovich et al, 2009), structural 
health monitoring (Ng and Veidt, 2009; Su et al, 2006), and enhanced sensing (Mosk et al, 2012; Chen et 
al, 2016), to mention a few.  The recently proposed concept of metasurfaces (Li et al, 2013; Li et al, 2014; 
Xie et al, 2014; Tang et al, 2014; Yuan et al, 2015; Li et al, 2015; Ma and Sheng, 2016; Zhu and Semperlotti, 
2016; Liu et al, 2017), i.e., artificially engineered sheet-like materials, provides the great promise to 
effectively mold wave fronts through adjusting discrete phase shifts along the specific metasurfaces in 
different ways.  Unlike the bulky metamaterials that direct waves by spatially varying the properties of 
material through which the wave propagates (Liu et al, 2000; Torrent and Dehesa, 2009; Lee et al, 2010; 
Cummer et al, 2016; Carrara et al, 2013), the metasurfaces are more compact, but can still realize similar 
functionalities in wave manipulation.  Different from that of metamaterials, the physical mechanism of a 
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metasurface focuses on altering the phases as wave components exit it.  Anomalous propagations of 
acoustic waves modulated by metasurfaces have been demonstrated (Li et al, 2013; Li et al, 2014; Xie et 
al, 2014; Tang et al, 2014; Yuan et al, 2015; Li et al, 2015; Ma and Sheng, 2016).  For instance, anomalous 
reflection, ultrathin planar lenses and nonparaxial beams were investigated with acoustic metasurfaces 
constructed by labyrinthine units (Li et al, 2014).  The metasurfaces on elastic waves, involving more 
degrees of freedom than their acoustic counterparts, are expected to be more intriguing (Zhu and 
Semperlotti, 2016; Liu et al, 2017).  A recent innovation is the elastic metasurfaces that are built upon 
geometric tapers, which accomplished the anomalous refraction of guided waves in solids both with and 
without mode conversion (Zhu and Semperlotti, 2016).  Nevertheless, existing designs of metasurfaces 
have generally been facilitated through choosing or modifying the constituent materials or 
microstructures/cells, and one of the challenges is the capability of online tuning their performances without 
the modification of the physical microstructures/cells. 
Piezoelectric transducers possess two-way electromechanical coupling.  Integrating circuitry elements 
to piezoelectric transducers bonded to or embedded in a host structure may alter the dynamics of the 
integrated system.  The integrated system can be further made adaptive, as tunable circuitry elements can 
be used.   Adaptive metamaterials with integrated piezoelectric circuits have shown promising aspects in 
achieving wave attenuation or localization (Airoldi and Ruzzene, 2011; Zhu et al, 2016; Wang and Chen, 
2016; Casadei et al, 2012; Hu et al, 2016; Li et al, 2017).  A tunable prism based on piezoelectric 
metamaterial concept was developed, which could continuously steering acoustic waves (Xu and Tang, 
2017).  A piezo-lens was designed to focus flexural waves in thin plates with an array of piezoelectric 
patches where the focal locations could be adjusted by tuning the shunting negative capacitance values (Yi 
et al, 2016).  To enhance the flexural wave sensing, a piezoelectric metamaterial-based system with gradient 
negative capacitance circuits was framed to compress and amplify the flexural waves in an adaptive manner 
(Chen et al, 2016).    
In this chapter, we explore the design of elastic metasurfaces utilizing piezoelectric circuitry, aiming at 
realizing adaptive and tunable elastic metasurfaces capable of arbitrarily manipulating refracted waves 
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without altering the host structure.  The underlying mechanism is that, in such a system, the wavenumbers 
can be altered with circuitry tuning such that a proper gradient of phase discontinuity along the metasurface 
can be achieved as waves are stretched or shortened through the metasurface.  With this physical 
mechanism, we illustrate that elastic metasurfaces can be designed to accomplish anomalous refraction and 
planar focal lenses using the same cell arrangement with different circuitry tuning.  Fundamentally, we can 
accomplish qualitatively similar outcome as geometric tapers do (Zhu and Semperlotti, 2016), but with an 
electromechanical synthesis that can be online tuned.  We further demonstrate that this physical mechanism 
can yield a metasurface design to regulate wave fronts from a point source into different prescribed profiles, 
known as the source illusion (Chen et al, 2013; Zang et al, 2014), which again features adaptivity owing to 
the circuitry tunability. 
 
NC
NC
 
 
Figure 2.1. (a) Schematic of the basic unit-cell with piezoelectric transducer shunted with negative 
capacitance (NC).  (b) Simplified beam model to calculate the dispersion relation for the basic unit.   
 
2.2 Design of adaptive elastic metasurface 
2.2.1 Basic unit design     
This section aims to devise the basic unit-cell employed to construct the elastic metasurfaces for 
manipulate the transmitted A0 mode Lamb wave, and to explore its tunability with electrical circuitry.  A 
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basic unit-cell of the adaptive elastic metasurface is shown in Figure 2.1 (a).  It consists of one square-
shaped piezoelectric transducer bonded onto the host substrate.  The host substrate is made of aluminum 
with dimension b b bl l h  , and material properties, Young’s modulus 70 GPabE  , density 
32700 /kg m   and Possion’s ratio 0.33v  , while the piezoelectric material is the standard PZT-5H 
with dimension p p pl l h  .  In each basic unit-cell, a negative capacitance element is connected to the 
piezoelectric transducer.  In practice, a semi-active negative capacitance (NC) realized by utilizing op-amp 
circuit is used (Figure 2.1(a)), which is tunable online (Wang and Tang, 2009).  To understand the intrinsic 
physics and working mechanisms with the negative capacitance integration, an analytical model will be 
developed. 
2.2.1.1 Electro-mechanical modeling for basic unit 
 To establish the analytical model, we simplify the 3D model in the Figure 2.1(a) into a 2D model as 
shown in Figure 2.1(b) where we only consider the deformation along the x and z directions and will assume 
the deflection along the y direction will be uniform such that the composite beam-based model can be 
developed considering the effects of the piezoelectric transducers.  In the Timoshenko beam theory, the 
total vertical deflection  w x  of the beam is generated by both bending moment and shear force, so that 
the slop of the deflection curve and the axial displacement can be expressed as 
 
( )
( ) ( )
w x
x x
x
 

 

 
 
( , ) ( )u x z z x                                                          (2.1a, b) 
 
where  x  is the angle of rotation due to bending and  x  is the angle of distortion due to shear.  The 
strain displacement relationship yields the axial  11S x  and shear strain  55S x   
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 11
u
S x z
x x
 
  
 
 
 
55
u w
S
z x

 
  
 
                                                       (2.2a, b) 
 
Since the thickness of the piezoelectric transducer is comparable to the thickness of the beam, a linearly 
distributed electric field  3 ,E x z  along the thickness direction is assumed as follows (Chen et al, 2016) 
 
     3 ,E x z z m x n x                                                       (2.3) 
 
where the  m x  and  n x  can be determined by the piezoelectric governing equations and electrical 
boundary conditions.  The one-dimensional constitutive equation for a piezoelectric element can be written 
as  
11 11 11 31 3
ES s T d E   
 
3 31 11 33 3
TD d T E   
 
55 55 55
ES s T                                                                (2.4a-c) 
 
where 11
Es  is the extensional compliance under the constant electric field, 31d  represents the piezoelectric 
coupling constant, 33
T  is the permittivity under the constant stress and 55
Es  signifies the shear compliance 
under the constant electric field.  The stress and electric displacement of the piezoelectric transducer can be 
calculated as  
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31 31
11
11 11 11
1
E E E
d d
T n z m
s s x s
 
    
 
 
 
2 2
31 31 31
3 33 33
11 11 11
T T
E E E
d d d
D n n z m m
s s x s

 
 
      
 
                                     (2.5a, b) 
 
Based on the Gaussian theorem of electric displacement, , 0i iD  , we can determine 
 
3 0
D
z



                                                                     (2.6)  
 
Therefore, the function  m x  can be solved as 
 
  31 2
33 11 31
T E
d
m x
s d x




 
                                                               (2.7) 
 
The electric boundary conditions on the upper and lower surfaces of the piezoelectric transducer can be 
expressed as  
0
2
bhV
 
 
 
 
 
2
b
p cur sh
h
V h I Z
 
   
 
                                                    (2.8a, b) 
 
where V is the electric potential in the piezoelectric transducer, Icur is the electric current flowing through 
the circuit and shZ  is the impedance considering the negative capacitance in the circuit.  Based on the 
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relationship between the electric potential and field in the piezoelectric transducer, 3E V z   , we can 
integrate equation (2.3) and incorporate equation (2.8 a) as well to obtain the electric potential 
 
21 . .z
2
V m z n p
 
    
 
                                                              (2.9) 
 
where 2
8 2
b b
m n
p h h   .  According to relation between the current and electric displacement in the 
frequency domain, 
1
1
3
px l
p
x
I b i D dx

   where   is the frequency and the width of the piezoelectric 
transducer, p pb l , the function  n x  can be expressed as 
  
 
2
b p
p
A m
n h h
h
                                                                 (2.10) 
 
where A represents the voltage on the upper surface of the piezoelectric transducer, which is 
 
 
1
1
31
11
2
31
2
1 1
px lp sh b p
E x
sh T
p sh
b d Z h h
i dx
s x
A Z I
i C k Z



  
 
  
 

                                             (2.11) 
 
where 
2
2 31
31
11 33
E T
d
k
s 
  and 
33
T
pT
p
p
l
C
h

 .  Using Timoshenko beam theory, the bending moment and shear force 
in the beam section with the piezoelectric transducer can be written as 
 
/2 /2
11 11/2 /2
b b p
b b
h h h
b
b ph h
M b T zdz b T zdz


      
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55
1
p p b b bE
R K h b G h b
s

 
  
 
                                                 (2.12a, b) 
 
where 11
b
bT E z
x

 

 with Yong’s module bE  for the stress in the beam, K is the factor depending on the 
shape of the cross-section which is determined as 5 6  in the study, bG  is the shear modulus of the beam 
and the width for the beam, b bb l .  Using above equations, we can derive the relations 
 
M I FA
x

 

 
 
w
R J
x

 
  
 
                                                         (2.13a, b) 
 
where 
 
2 2 3 2 33
31
2
11 11 33 11 31
3 6 4
12 12 12
b p p b p p p p p pb b
E E T E
h h b h h b h b b d hb Eh
I
s s s d
 
  

, 31 31
112
b p p p
E
d h b d h b
F
s

  and 
55
1
p p b b bE
J K h b G h b
s
 
  
 
.  With the bending moment and shear force, the governing equations for the 
beam segment with the piezoelectric transducer can be expressed as  
 
r
M
R
x
 

 

  
 
h
R
w
x




                                                           (2.14a, b) 
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where 
3 3 3
3 2 2 12
p p b b b b b
r p
b h h b h
h
 

    
       
     
 and h b b b p p ph b h b     with P  and b  being the 
mass density of the beam and the piezoelectric transducer, respectively.  By substituting equation (2.13) 
into equation (2.14), the governing equations coupling the vertical displacement with the rotating angle can 
be obtained 
 
2 2
2 2r
w
J I
x x t
 
 
   
   
   
 
 
2 2
2 2
0h
w w
J
x x t


   
   
   
                                              (2.15a, b) 
 
For beam segment without the piezoelectric transducer, the corresponding governing equations based on 
the Timoshenko beam theory can be written as  
 
2 2
2 2
b b b
b b b b
r
w
J I
x x t
 
 
   
   
   
 
 
2 2
2 2
0
b b b
b b
h
w w
J
x x t


   
   
   
                                            (2.16a, b) 
 
where 
3
12
b b b bE b hI  , b b b bJ KG b h , 
3
12
b b b b
r
b h
  , and bh b b bb h  .  With the governing equations 
obtained, the dispersive relation will be derived to reveal the fundamental idea behind our adaptive elastic 
metasurface design. 
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2.2.1.1 Dispersion relation of the basic unit with circuitry 
To calculate the dispersion relation, the harmonic wave solutions in the beam segment with the 
piezoelectric transducer can be assumed as  
 
( , ) i t xw x t Ae    
 
( , ) i t xx t Be                                                            (2.17a, b) 
 
By substituting equation (2.17) into equation (2.15), a characteristic equation can be obtained 
 
4 2 2 2 4 0h h r hr
J I I IJ
   
    
 
     
 
                                         (2.18) 
 
From the above equation, we can solve for four roots which can be substituted back into equation (2.17) to 
express the vertical displacement and rotating angle 
 
4
1
n x
n
n
w A e

  
 
4
1
n x
n n
n
A e 

                                                       (2.19a, b) 
 
where n  are the four roots of equation (2.18), nA  are constants, and 
2 2
n h
n
n
J
J
  



 .  Since we consider 
frequency domain analysis, the parameter   will be suppressed in the following calculations.  Moreover, 
the electric voltage on the surface of the piezoelectric transducer can be expressed as  
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4
1
n x
n n
n
A A e

                                                                (2.20) 
 
where 
   
 
131
11
2
31
1
2
1 1
n p nl x xp sh n p
E
n T
p sh
b d Z h h
i e e
s
i C k Z
 


 
  
 
 
 .  With the similar procedure, the characteristic 
equation for the beam segment without the piezoelectric transducer can be written as  
 
   
4 22 2 4 0
b b b bb
b bh h r hr
b b b b bJ I I I J
   
    
 
     
 
                                   (2.21) 
 
The general wave solutions can subsequently be obtained as  
 
4
1
b
n xb b
n
n
w A e

  
 
4
1
b
n xb b b
n n
n
A e 

                                                       (2.22a, b) 
 
where 
 
2 2b b b
n hb
n b b
n
J
J
  



 , bn  are the roots of equation (2.21), and 
b
nA  are the constants.  
 To obtain the dispersion relation for the basic unit, we employ the transfer matrix method considering 
the continuity conditions for different segments with or without the piezoelectric transducer.  The states of 
vertical displacement, rotating angle, bending moment, and shear force for the beam segment with the 
piezoelectric transducer can be vectorized as   
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p p pY = B V                                                                     (2.23) 
 
Where  
T
w M RpY , 
31 2 4
1 2 3 4
Txx x xA e A e A e A e     pV , and the matrix  
       
1 2 3 4
1 1 1 2 2 2 3 3 3 4 4 4
1 1 2 2 3 3 4 4
1 1 1 1
I F I F I F I F
J J J J
   
          
       
 
 
 
    
 
    
pB   
 
Therefore, the states at two ends of the segment with the piezoelectric transducer can be express as 
 
1 1 1( ) ( ) ( )x x x x x x   p p pY B V  
 
1 1 1( ) ( ) ( )p p px x l x x l x x l      p p pY B V                              (2.24a, b) 
 
The following relation exists based on the harmonic wave solutions 
 
1 1( ) ( )px x l x x   P p pV D V                                                  (2.25) 
 
where 
1
2
3
4
0 0 0
0 0 0
0 0 0
0 0 0
p
p
p
p
l
l
l
l
e
e
e
e




 
 
 
  
 
 
 
PD  .  Consequently, the states between the two ends of the beam 
segment with the piezoelectric transducer can be related as  
 
1 1 1 1( ) ( ) ( ) ( )p px x l x x l x x x x      
-1
p p p p pY B D B Y                               (2.26) 
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Similarly, the states for the two ends of the beam segments without the piezoelectric transducer can be 
obtained as 
0 1 0 1 0 0( ) ( ) ( ) ( )x x x x x x x x x x      
-1
b b b1 b bY B D B Y            
 
0 0 1 1( ) ( ) ( ) ( )b b p px x l x x l x x l x x l        
-1
b b b2 b bY B D B Y                 (2.27a, b) 
 
where  
       
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  
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 
 
 
 
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Finally, the transfer matrix for the basic unit can be established as  
 
0 0( ) ( ).bx x l x x   b pb bY T Y                                                  (2.28) 
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where the transfer matrix can be represented as   
 
0 1 1 1 0 1 0) ( ) ( ) ( ) ( ) ( )b p px x l x x l x x l x x x x x x x          
-1 -1 -1
pb b b2 b p p p b b1 bT B ( D B B D B B D B   
 
Due to the periodicity of the basic unit along the x-direction, the Bloch theorem guarantees 
 
0 0( ) ( )
x bik l
bx x l e x x   b bY Y                                                   (2.29) 
 
Where xk  is the wavenumber along x-direction.  By substituting equation (2.29) into equation (2.28), a 
standard eigenvalue problem is obtained as  
 
x bik le pbT I 0                                                             (2.30) 
 
 
 
Figure 2.2. Dispersion curves of the basic unit-cell with different NC values along x-direction.   
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The band structure can be determined based on the above equation, from which the properties of the 
wave propagation can be characterized.  Figure 2.2 shows that the frequency band of A0 mode shifts with 
the change of NC value, causing the propagating wave to be stretched or shortened due to the different 
wavenumbers involved at the designed frequency (20 kHz).  Consequently, upon transmitting across the 
medium with properties changed with different NC values along the y-direction, the propagating wave will 
feature different phase shifts along the y-direction.  This strong tunability of phases by using different NC 
values will be exploited in the design of elastic metasurface to manipulate wave propagation.  To precisely 
determine the phase shift and transmission ratio, the numerical simulations based on finite element analysis 
will be conducted in the following sections. 
 
2.2.2 Functional unit design 
To realize the metasurface design that can effectively steer the transmitted guided wave, a functional 
unit of the metasurface must have the capability of shaping the phase over a full 2π range, and also allow 
the wave energy to penetrate through the metasurface with a high transmission.  Since the phase shift 
yielded by a single basic unit-cell mentioned above is limited within a small range, here similar to other 
investigations (Xie et al, 2014; Li et al, 2015), we serially connect five identical basic unit-cells together to 
form a functional unit, which can span the phase shift over an entire 2π range with tunable NC values. To 
precisely evaluate the phase shift and transmission ration, finite element simulations using COMSOL 
Multiphysics® are conducted throughout this research for performance illustration.  Specifically, the 
piezoelectric-devices module is utilized to perform the eigenfrequency and harmonic analyses, and the 
piezoelectric shunting boundary condition is implemented in terms of the impedance values in a weak form 
expression (Chen et al, 2016).  In Figure 2.3(a), each row in the metasurface is one functional unit.  To 
calculate the phase shift and the transmitted amplitude of functional units with different NC values, the 
frequency response analysis for each functional unit is conducted, where a beam-like model is employed to 
encompass the functional unit as well as the host structure along the wave propagation direction.  The side 
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boundaries of the host substrate along the wave propagation direction are set as periodic boundary 
conditions as depicted in Figure 2.3(a).  Perfectly matched layers (PMLs) are used on both ends of the 
beam-like model, and an incident A0 beam from the left side as the external excitation is applied.  The phase 
shift and transmitted amplitude can be obtained by taking averaged displacement data along an extra line 
in the far field (Li et al, 2013; Zhu and Semperlotti, 2016).  The phase shift performance of the functional 
units under different NC values can be observed in Figure 2.3(a), where the out-of-plane displacement 
distribution is plotted.  It is evident that a cumulative phase shift covers the full 2π range.   
 
T
N pC C  
Figure 2.3. (a) Out-of-plane displacement fields produced by different NC values illustrating the 
phase shifts covering 2π range at frequency 20 kHzf  .  (b) Phase shift and normalized transmission 
ratio plots of the frequency responses of the functional unit as a function of NC value at 20 kHzf  .  
The six dots indicate the chosen NC values for the six discrete functional units shown in (b).  
 
We perform the frequency response analysis with the beam-like model when different negative 
capacitance (NC) values were applied to the functional unit (5 serially connected basic unit-cells).  The 
phase shift and the transmission ratio of the transmitted A0 waves versus NC value at designed frequency 
(20 kHz) are illustrated in Figure 2.3(b), where a zoomed-in figure is also plotted.  The results demonstrate 
that the phase shift can gradually increase to approach 2π as the NC value increases up to around 
0.88TN pC C   .  After the NC value passes this point and further increases continuously, the phase shift 
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will span another 2π range, which means that, from the consideration of phase shift, two 2π range phase 
shifts can be realized when NC value changes from open circuit to short circuit.  
However, in order to construct metasurfaces, high transmission ratio of the transmitted wave is also 
required.  In our study, we define the transmission ratio being high if it is greater than 0.8.  From Figure 
2.3(b), it can be observed that, when the NC value ( TN pC C ) is within [ 0.88105, 0.83680]   (between those 
two vertical dashed lines in Figure 2.3(b)), the transmission ratio is lower than the desirable value, which 
will not satisfy the constructing requirements of the metasurfaces.  The low transmission ratio is primarily 
caused by the fact that our designed frequency (20 kHz) is located inside the bandgap region produced by 
the NC value ( [ 0.88105, 0.83680]  ).  To further demonstrate the low transmission ratio induced by the 
bandgap, the out-of-plane displacement distribution is plotted in Figure 2.4 when 0.87TN pC C   .  It is 
evident that the incident wave is reflected within the bandgap, resulting in the very low transmission ratio.  
Consequently, the NC values in our metasurface designs are selected from two intervals,  0.83680, 0  and 
 10, 0.88105  , with corresponding phase shift ranges  0, 2.2106 rad and  0.9076, 6.2205 rad, which 
enables the functional unit to cover the 2π range phase shift and yields the high transmission ratio to form 
different metasurfaces.  Since the functional unit is composed of 5 serially and periodically connected basic 
unit-cells, each basic unit-cell will provide the same phase shift, where, specifically, the maximum phase 
shift with high transmission offered by each basic unit-cell is around 1.24 rad to cover the total 6.2205 rad 
phase shift. 
 
 
Figure 2.4.  Out of plane displacement fields of A0 mode wave with the NC value, 0.87
T
N pC C    
 
To further demonstrate, we also analyze the phase shift and transmission ratio with the functional unit 
comprised of 4 serially connected basic unit-cells, which will further help elucidate the reason why we 
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choose 5 basic units serially connected to form a functional unit.  The results are displayed in Figure 2.5.  
The same trends of the phase shift and transmission ratio can be observed as those with 5 basic unit-cells.   
The transmission ratio is lower than the required value (0.8) within the NC value [ 0.88115, 0.83500]  , as 
shown in Figure 2.5(b).  The phase shift is around 1.64 rad at the NC value of 0.83500TN pC C   , while the 
phase shift is around 2.24 rad at the NC value 0.88115TN pC C   .  Evidently, the functional unit consisting 
of 4 serially connected basic unit-cells cannot achieve a full coverage of 2π with high transmission ratio.  
Thus, in our metasurface designs, the functional unit is constructed with 5 serially connected basic unit-
cells.  The six dots in Figure 2.3(b) correspond to the chosen NC values for the six discrete functional units 
along the y-direction in Figure 2.3(a) to span the entire phase range with an increased step of π/3.  In the 
subsequent metasurface design, for a given phase shift requirement, we can calculate the required NC value.   
 
 
        
 
Figure 2.5. Phase shift and transmission ratio of transmitted waves as a function of NC value when 4 
serially connected basic unit-cells as one functional unit, (a) NC value in [-4, 0] and (b) NC value in [-
0.92, -0.82] in zoomed-in view. 
(a) (b) 
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2.3 Results and discussions 
2.3.1 Anomalous refraction using adaptive elastic metasurface  
We now demonstrate the anomalous refraction through the adaptive elastic metasurface design, in 
which the functional unit topology is kept unchanged, but the circuitry can be tuned to different NC values 
to yield different refraction angles.  Under the guidance of generalized Snell’s law (GSL), the refracted 
angle, θt, is related to the incident angle, θi, as follows (Li et al, 2013; Li et al, 2014; Xie et al, 2014; Tang 
et al, 2014; Yuan et al, 2015) 
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where λt and λi denote the wavelengths in the refracted and incident domain, respectively, and d dy  is the 
phase gradient on the metasurface.  The above equation implies that the refracted angle can be framed 
arbitrarily via the proper design of the phase gradient ( d dy ).  To facilitate anomalous refraction, the 
metasurface is designed to consist of an array (along the y-direction) functional cells.  In order to increase 
the refraction angle and also to simplify the design, every two adjacent functional cells are grouped together 
with the same NC value.  Therefore, dy=14 mm.  Similar to previous studies, here we apply a normally 
incident A0 Gaussian beam from the left side as the external excitation, and PMLs are introduced to 
surround the simulation domain to suppress wave reflections (Zhu and Semperlotti, 2016).  We investigate 
three phase gradient designs, 6d  , 4d   and 3d  .  For 6d  , we need to select 12 NC 
values, each corresponding to a phase shift required, which can be solved through the beam-like model 
frequency response mentioned above.  Similarly, for 4d   and 3d  , we can solve for 8 and 6 NC 
values, respectively.  Figure 2.6(a)-(c) displays the transmitted A0 mode Lamb wave fields (out-of-plane 
displacements) under different phase gradients.  For all three cases, the NC values solved are plotted as 
well.  Based on the GSL, the theoretical refracted angles can be obtained as, ( 6) 9.46t
   , ( 4) 14.27t
    
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and ( 3) 19.18t
   , which are presented as arrows in Figure 2.6(a)-(c).  The patterns of the simulation 
results match with the theoretical values very well.  The proposed elastic metasurface is capable of inducing 
anomalous refraction and, more importantly, the refraction angles can be online adjusted easily by tuning 
the NC values differently.  
 
14.27t 
 19.18t 
9.46t 

 
  
Figure 2.6. The transmitted A0 mode wave field (out-of-plane displacement) for three metasurfaces 
with different gradient phase shifts facilitated by the corresponding NC values. (a) 6d  , (b) 
4d  , (c) 3d  . Insets show the NC values solved for each case. 
 
2.3.2 Planar focal lenses  
We then proceed to the synthesis of adaptive focal lenses.  While a number of previous investigations 
have proposed various metasurface-enabled focal lenses, the designs were mostly based on mechanical 
tailoring or addition.  Such fixed designs do not allow the tuning of focal locations once they are 
implemented (Li et al, 2013; Li et al, 2014; Zhu and Semperlotti, 2016).  While a tunable, metamaterial-
based piezo-lens was recently developed (Yi et al, 2016), the metamaterial synthesis was based on changing 
the refractive index inside the metamaterial through a homogenization formulation.  With the 
homogenization under the long wavelength assumption, the metamaterial-based piezo-lens was mainly 
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applicable to low frequency ranges.  As the wave components were bent inside of it to the focal point, 
significant thickness of the lens may be needed.  Here, we demonstrate that a tunable focal lens can be 
designed based on metasurface concept that creates phase shifts as wave components exit it.  After exiting, 
the wave components will undergo either constructive or destructive interference due to the relative phase 
differences, resulting in the wave focusing effect.  The new design is realized by utilizing the same 
functional cell topology mentioned above but with different NC values (Figure 2.7(a)).  The NC values can 
be further tuned to yield adaptively the focal locations.  To construct an elastic flat lens, the phase 
distribution on the metasurface is modulated to be hyperbolic.  The relation between the phase profile  y  
and the given focal length F is expressed as (Li et al, 2013; Zhu and Semperlotti, 2016) 
 
   2 22y y F F                                                         (2.32) 
 
where λ is the wavelength.  Two flat lenses with focal lengths F=250 mm and F=300 mm, respectively, are 
designed to illustrate the capability and tunability of the adaptive elastic metasurface that serves as focal 
lens.  Again, every two adjacent functional cells are grouped together with the same NC value.  For 48 
functional units employed in the case illustration, with the symmetry, 12 NC values are solved from the 
beam-like model frequency response aforementioned.  Figure 2.7(b)-(c) illustrates the transmitted A0 wave 
patterns together with the respective NC values employed, where the black dashed arcs manifest the arc 
wave fronts, and arrows indicate the propagation directions which confirm the energy concentration owing 
to the proposed adaptive elastic metasurface.  Figure 2.7(d)-(e) indicate the squared absolute displacements 
(z-components) for the two cases of focal locations, showing that narrow focal points can be observed at 
x=235 mm and x=286 mm respectively, which are very close to the target focal points.  It is worth 
emphasizing that the focal lens performances showcased in Figure 2.7(b)-(c) are based upon exactly the 
metasurface topology but with different tunings of NC values.  In order words, the proposed adaptive 
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metasurface design could provide significant flexibility in devising focal lens with varying focal location 
requirements. 
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Figure 2.7.  (a) Schematic of the adaptive elastic metasurface for planar focal lenses with two 
different focal locations.  Transmitted wave patterns with black dashed arcs indicating wave fronts and 
arrows denoting wave propagation directions when (b) F=250 mm, and (c) F=300 mm.  Insets show the 
determined NC values.  The squared absolute displacement (z-component) of transmitted A0 mode Lamb 
waves for the two lenses with focal points (d) 250 mm and (e) 300 mm. 
 
2.3.3 Self-accelerating beams with arbitrary trajectory 
We explore the adaptive elastic metasurfaces to generate self-bending beams with arbitrary trajectory. 
The half circular path with radius r and centered at (r,0) is first studied.  The equation describing the half 
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circular path is  
22( )y f x r r x    .  Then, the expected spatial phase profile along the metasurface 
is (Zhu and Semperlotti, 2016) 
 
  00 0 0 2 arctan
y
y k y r
r

  
    
  
                                                  (2.33) 
 
where y0 represents the y-coordinates along the metasurface, and k0 is the wavenumber.  Then, the discrete 
phase profile can be obtained with a procedure analogous to that used for the flat lens design.  Since the 
parameter r controls the curvature of the path, we selected r=0.1m in our numerical simulation in order to 
ensure the smoothness of discrete phase profile.  Figure 2.8(a) shows the full displacement field of 
transmitted A0 mode Lamb wave after a normally incident A0 mode wave impinged on the adaptive elastic 
metasurface.  The numerical result indicates the good agreement between the designed and realized 
trajectories. 
 
 
22( )y f x r r x    ( )y f x a x 
 
 
Figure 2.8.  Demonstration of the adaptive elastic metasurface design able to generate self-accelerating 
nonparaxial beam trajectories.  Either (a) a half circular path or (b) a parabolic trajectory is achieved on the 
transmitted A0 mode Lamb wave through the metasurface with normal A0 mode as the excitation source. 
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 A parabolic trajectory ( )y f x a x   modulated by an adaptive elastic metasurface is illustrated.  To 
achieve this trajectory, the phase profile along the metasurfaces should satisfy the following relation (Zhu 
and Semperlotti, 2016)  
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                                                 (2.34) 
 
where y0 means the y-coordinates along the metasurface, and k0 is the wavenumber.  We choose 0.2a   
for the case study.  Figure 2.8(b) displays the transmitted A0 Lamb wave fields, and the solid line represents 
the target trajectory.  It is clear that our proposed adaptive elastic metasurface can successfully achieve self-
bending beams.  
 
2.3.4 Source illusion devices based on adaptive elastic metasurface 
To further demonstrate the versatility of the piezoelectric circuitry-based metasurface design, we finally 
extend the straight metasurface design circular-shape, aiming at shifting and transforming the point source 
(Figure 2.9(a)).  60 functional units are evenly distributed circumferentially, where, as mentioned above, 
each functional unit consists of 5 serially connected unit-cells (along the radial direction).  Correspondingly, 
R0=67 mm and R=102 mm.  Based on the discontinuous phase modulations offered by the metasurface, the 
wave pattern originated from a point source can be turned into arbitrary target profiles after passing across 
the designed metasurface tailored by corresponding NC values.  The point source is realized using a circular 
PZT-5H transducer with the diameter 12 mm bonded onto the host structure at the origin.  Outside this 
circular metasurface, one may view the wave fields as if they were emanated from other types of sources, 
which results in the source illusion phenomena (Chen et al, 2013; Zang et al, 2014; Dubois et al, 2017; 
Jiang et al, 2010; Liu et al, 2012).  We first construct a source shifting metasurface which shifts the point 
source located at (0,0) to the left with a horizontal offset ∆d=25 mm.  If the inspection on the wave fields 
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is taken from outside, the virtual point source should be at (-∆d,0).  To design the metasurface to realize the 
shifting effect, the desired phase discontinuity can be expressed as (Liu et al, 2017) 
 
 
2
( ) mR R

 

                                                              (2.35)  
 
where θ is the azimuthal angle, and    
2 2
cos sinmR R d R     .  Owing to the symmetry, 31 NC 
values for the functional units located at the upper half-circle (θ from 0 to 180 degree) are determined based 
on frequency responses of the beam-like model.  Figure 2.9(b) illustrates the A0 mode wave fields inside 
and outside the metasurface excited by a point source.  The results illustrate that the circular wave fronts 
centered at (0,0) mm are anticipated inside the metasurface.  Outside the metasurface, similar circular wave 
fronts are also observed, and the solid lines represent the target wave fronts.  The results show the good 
agreement between the desired and the realized source shifting.   
Moreover, we can also utilize the circular metasurface to transform a point source into a vortex wave 
front by adding an orbital angular momentum m (an integer number) (Liu et al, 2017; Yu et al, 2011).  Here, 
we demonstrate the Archimedean spiral wave front fulfilled by the source transforming metasurface with 
the desired phase profile as 
0( ) m                                                                       (2.36) 
 
where θ represents again the azimuthal angle, and ϕ0 denotes an arbitrary constant.  It should be noted that 
the same metasurface topology as shown in Figure 2.9(a) is employed but with different tunings of the NC 
values to yield the required phase shifts.  Without loss of generality, we let m=4 in case demonstration.  A 
point source is also applied at the center.  Figure 2.9(c) shows the full wave fields of A0 mode, where four 
equally distributed branches with the Archimedean spiral wave fronts are generated after the illuminations 
of the circular A0 mode waves into the circular-shaped metasurface.  The number of the branches is expected 
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to be four, equal to the orbital angular momentum imparted (m=4), since the wave experiences 2π phase 
change when the azimuthal angle θ rotates every quarter of the whole circle.  Therefore, with this rotational 
symmetry, 15 NC values are tuned accordingly in the design stage.  The phases outside the metasurface can 
be evaluated based on the relation,  
 
2 2
0( , )x y m k x y                                                           (2.37) 
 
where k is the wavenumber.  The analytical wave fronts are represented with different types of lines in 
Figure 2.9(c), showing good agreement with simulation results, and demonstrating the generation of the 
vortex wave front by only adjusting the circuitry NC values.  
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Figure 2.9.  (a) Schematic of the circular-shape adaptive elastic metasurface composed of 60 
functional units evenly distributed along the circle with a radius R.  (b) Full wave fields modulated by the 
source shifting metasurface with shifting effect of ∆d=25 mm.  (c) the Archimedean spiral wave fronts 
generated by the source transforming metasurface imposing an orbital angular momentum (m=4) to a 
point source.  Insets illustrate the corresponding NC values determined from the beam-like model.  The 
analytical predications are superimposed on the wave crests with different lines. 
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2.4 Conclusion 
In summary, a new concept of adaptive elastic metasurface facilitated through piezoelectric circuitry 
integration is demonstrated.  Different phase profiles along metasurfaces can be accomplished through 
proper selection of the values of negative capacitances employed which can induce the compression and 
stretch of the elastic wave propagating through the areas covered by the piezoelectric transducers.  Owing 
to the tunability of the circuitry elements, the metasurface can exhibit tunable and adaptive performance 
with the same physical structure and cell topology.  Several metasurfaces are synthesized to realize 
anomalous refractions, planar flat lenses, self-accelerating beams and source illusions.  The results confirm 
the strong wave manipulation capability of the metasurfaces in an adaptive manner.  We believe that the 
adaptive elastic metasurfaces with shunted piezoelectric circuitry can open new possibilities in elastic wave 
manipulation and lead to potential applications ranging from nondestructive testing to vibration/noise 
control.  
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Chapter 3. Tunable Reflected Acoustic Wave Front Modulated with Adaptive 
Acoustic Metasurfaces 
Wave front engineering realized by the concept of metasurfaces attracts a considerable amount of 
attention in recent years.  Acoustic metasurfaces in deep subwavelength scale have promising potentials in 
different applications, such as acoustic focal lenses and acoustic cloaking.  However, most applications are 
designed in lack of tunability in real time.  In this chapter, an adaptive acoustic metasurface taking 
advantage of the electro-mechanical two-way coupling of piezoelectric transducers is proposed, which 
enables to manipulate the acoustic waves adaptively.  The devised adaptive acoustic metasurface consists 
of adaptive units constructed from membranes with back air cavities, wherein the strength of membranes 
is controlled by piezoelectric transducers applied with different voltages.  With different strength tuned by 
corresponding voltages, an accurate phase profile along the acoustic metasurfaces can be designed, offering 
the great capabilities of acoustic metasurfaces to steer reflected acoustic waves online without modification 
of the underlying physical structures. We demonstrate that designed adaptive acoustic metasurfaces can 
successfully achieve abnormal reflections, planar focal lenses and self-accelerating beams. The acoustic 
cloaking realized by our adaptive acoustic metasurfaces is also illustrated to further manifest the versatilities 
of our design. 
 
3.1 Introduction 
The desire to freely manipulate propagating waves has been pursuing over last few decades, and great 
progress has been made since the appearance of acoustic metasurfaces (Ma and Sheng, 2016; Li et al, 2013; 
Xie et al, 2014; Li et al, 2014).  Acoustic metasurfaces, envisaged as the artificially engineered interfaces, 
are composed of subwavelength unit-cells which are able to reshape the reflected/transmitted wave fronts, 
owing to a predefined variation of local acoustic properties.  These artificial scatters act as independent 
wavelets and contribute collectively to generate arbitrary desired wave fronts implemented in various 
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applications including beam steering (Ma and Sheng, 2016; Li et al, 2013; Xie et al, 2014; Li et al, 2014; 
Liu et al, 2017; Tian et al, 2015; Chen et al, 2017), focusing (Chen et al, 2017; Qi et al, 2017; Tang and 
Ren 2017), carpet cloaking (Esfahlani et al, 2016; Faure et al, 2016; Ma et al, 2018; Yang et al, 2016; Zhai 
et al, 2016), generating acoustic vortexes (Jiang et al, 2016; Jiang et al, 2016; Ye et al, 2016), ultrathin 
acoustic absorber (Li and Assouar, 2016; Ma et al, 2014), and asymmetric acoustic transmission (Li et al, 
2017).  The flexible manipulations of acoustic wave fronts are mainly attributed to the capability of 
adjusting discrete phase shifts along the specific acoustic metasurfaces in different ways.  Different 
microstructures constituting functional metasurfaces are investigated theoretically and experimentally to 
control the phase of the reflected/transmitted waves.  Space coiling technique (Li et al, 2013; Xie et al, 
2014; Li et al, 2014; Tang and Ren, 2017), e.g. labyrinthine-type structure, allows the accumulation of 
phase by forcing acoustic waves to propagate in curled channels, thereby ensuring desired effective phase 
changes compared to a prescribed reference phase.  Helmholtz resonators-based unit cells are alternatively 
promising bricks for constructing acoustic metasurfaces as the resonant frequencies of unit cells can be 
regulated through the modification of cavity and neck dimensions so that the corresponding required phase 
shifts are easily realized (Faure et al, 2016; Ding et al, 2015).  Membrane-type acoustic metasurfaces 
generally assembled with decorated elastic membranes and fluid cavities facilitate the phase control by 
altering the cavity spaces or tuning pre-stressed states of the membranes (Zhang et al, 2015; Yang et al, 
2008).  However, most reported acoustic metasurfaces are passive and suffer from the drastic limitations.  
For instance, the passive acoustic metasurfaces are inherently narrow-banded due to the resonant behavior 
or high dispersion, and they also lack tuning capabilities since the properties, e.g. geometries and material 
properties, are decided at design stage.   
To overcome the limitations and improve performances, different developments of new classes of 
acoustic metasurfaces utilizing active unit-cells concepts have been motivated and accomplished, allowing 
for real-time reconfigurations in some degree (Baz, 2009; Akl and Baz, 2012; Akl and Baz 2012; Allam et 
al, 2016; Popa et al, 2013; Popa et al, 2015; Xiao et al, 2015; Xiao et al, 2017; Chen et al, 2017; Lissek et 
al, 2018).  A fluid-solid composite structure containing piezoelectric diaphragms was manufactured to 
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control the effective density of the material where a complex feedback control system was employed, and 
water was filled in the cavity as the background environment (Baz, 2009; Akl and Baz, 2012; Akl and Baz 
2012).  An acoustic metamaterial slab with its properties controlled by digital electronics was proposed to 
actively manipulate transmitted acoustic field patterns, whereas the tuning range was limited due to the 
bandwidth of the bandpass filter (Popa et al, 2015).  A new type of membrane-type metamaterials was 
investigated in which acoustic properties were tuned by applying an external voltage formed between a 
fishnet electrode and a metal-coated platelet attached to a circular rubber membrane (Xiao et al, 2015).  
Based on the magnetically tuned mechanism, magneto-mechanical tunable metasurfaces consisting of an 
elastic membrane and a soft magnetic central mass were implemented to realize different reflected acoustic 
wave modes by adapting magnetic force distributions (Chen et al, 2017).  Utilizing active electroacoustic 
resonator concept, active acoustic metasurfaces composed of an array of subwavelength loudspeaker 
diaphragms were constructed and their acoustic impedances were adjusted by an active electrical control 
circuit (Lissek et al, 2018).  It is noted that most existing active acoustic metasurfaces involve the use of 
complicated electronic systems which may hamper the practical applications.  Therefore, other simple and 
practical approaches are desirable to design active acoustic metasurfaces. 
In this chapter, we take advantage of the adaptive capability of the piezoelectric transducer, and 
combine the membrane-type acoustic metasurface concept, to explore the adaptive acoustic metasurface 
able to manipulate the reflected acoustic waves without altering the underlying physical structures.  The 
initial stresses of the membrane in different unit cells are induced by the deformations of the piezoelectric 
transducers applied with corresponding electric static voltages, which in turn determine the resonant 
frequencies of the membranes to accomplish a proper gradient of phase discontinuity along the acoustic 
metasurface.  With the capability of adaptively adjusting the phase shifts, the proposed acoustic metasurface 
can realize different applications in an adaptive manner.  We illustrate that the adaptive acoustic 
metasurface can be designed to achieve the abnormal reflections with different reflected angles, planar focal 
lenses having desired focal points and self-accelerating beams along arbitrary trajectories, all of which 
utilize the same physical structure with different voltage tuning, demonstrating the great flexibility in the 
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design of acoustic waves enabled by the metasurface.  The acoustic cloaking device constructed with the 
adaptive acoustic metasurface is also investigated to effectively accommodate different incident acoustic 
waves, which further features the adaptivity of the proposed design with voltage tuning. 
 
3.2 Adaptive Acoustic Metasurface Design  
3.2.1 Unit cell design 
The schematic sketch of the designed adaptive acoustic metasurface is illustrated in Figure 3.1 (a), 
where the membrane-type acoustic metasurfaces are employed as the carriers to realize the tunable 
properties.  The unit cell is composed of a cavity filled with air medium and a composite layer whose ends 
are fixed on the ends of side walls to seal the cavity.  The thickness of the unit cell is h = 10mm, which is 
much less than the operating wavelength 263.8mm  (at 1300Hz), and the width is w = 20mm.  The 
support frame is modeled as the rigid wall to totally reflect the incident wave due to the impedance match.  
The composite layer consists of three layers.  The middle layer is made of lead with thickness 0.1mmmt   
and same width as that of the cavity, while upper and lower layers are comprised of two PZT-5H 
transducers, respectively.  Four PZT transducers have the same dimension, thickness 0.5mmpt   and 
width 4mmpw  , and are polled in the thickness direction with the same polling direction.  The mass 
density, Young’s modulus, Poisson’s ratio of lead layer are 11000kg/m3,  102.0 10 Pa , and 0.45, while the 
piezoelectric material is the standard PZT-5H.  The sound speed and mass density of air are 343m/sairc  , 
and 31.29kg/mair  .  
To achieve the anticipated phase shifts in the membrane-type unit cells for framing applicable 
metasurfaces, various strategies were proposed, one of which was to apply corresponding initial stresses on 
the membranes in the design stage inducing different resonant frequencies.  One of the limitations using 
this tactic is that the initial stresses cannot be modified online to adapt different implementations.  Here, in 
the proposed schema, the tensions on the membranes are controlled by the piezoelectric transducers 
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adaptively, which in turn generate different acoustic impedances facilitating the phase shift requirements.  
Specifically, the piezoelectric transducers are deformed differently when diverse static electric voltages are 
applied so that the lead layer is stretched or compressed to produce different initial stress states since 
piezoelectric transducers are tightly bonded on the lead layer.   
 
3.3.2 Phase regulation of reflected wave 
To realize the metasurface design that can effectively steer the reflected guided wave, a unit cell of the 
metasurface must have the capability of shaping the phase over a full 2π range.  Finite element simulations 
using COMSOL Multiphysics are conducted throughout this research for performance illustration.  
Particularly, the acoustic-piezoelectric interaction module is utilized to perform the harmonic analyses with 
prestresses, in which the stationary analysis is first employed to determine the stress on the composite layer 
with voltages implemented on the piezoelectric transducers, and the frequency domain perturbation analysis 
with the stresses obtained in the stationary analysis as the base state is subsequently conducted to compute 
the acoustic wave distributions.  Without considering the viscosity, the sound wave equation for air domain 
in frequency domain can be expressed as 
 
2
2
1
0
p
p
c

 
 
      
 
                                                              (3.1) 
 
where ρ is the air density, c is the sound velocity in air domain, ω is the operating frequency, and p is the 
sound pressure.  As for the solid domain including piezoelectric transducers, the governing equations can 
written as  
 
2 0   σ u                                                                     (3.2) 
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Figure 3.1.  (a) Schematic of the adaptive acoustic metasurface and its unit cell composed of an air cavity 
and a composite layer with piezoelectric transducers loaded through static voltages.  (b) The reflected 
phase shift and ratio plots of the unit cell versus the voltage applied on the piezoelectric transducers at 
operating frequency of 1300Hz.  The five dots signify the specific voltages for five units to fulfill the 
desired discrete phase shifts.  (c) Reflected acoustic pressure distributions corresponding to five dots in 
(b) demonstrating the phase shifts spanning the 2π range at 1300Hz. 
 
where σ is the stress tensor derived from the constitutive relation of the material,  ρ is the mass density, ω 
is the designated frequency, and u is the displacement vector.  For coupling the air and solid domains, the 
boundaries shared by the two domains should have the coupling effects as  
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where ttu  is the structural acceleration, n is the surface normal, ρ is the air density,  p is the sound pressure 
and F is the load experienced by the structure.  To extract the reflected phase shift of each unit cell, the 
simulation for each unit cell is carried out as shown in Figure 3.1(c).   The support frame with air cavity is 
modeled as the acoustic rigid boundary condition allowing the total wave reflection.  The periodic boundary 
condition is applied along the lateral direction of acoustic domain, and the plane wave radiation boundary 
condition is introduced for the upper most boundary to suppress the unwanted sound scattering.  To mimic 
the acoustic wave impinging on the metasurface, the background pressure field is adopted for the acoustic 
domains other than the air cavity.  It is worth noting that the perturbation function is needed as the frequency 
domain perturbation analysis is performed in the simulation.  The phase shift and reflected amplitude can 
be obtained by taking averaged pressure field data along an extra line in the far field.  To reveal the 
adaptability of the proposed structure in terms of the input voltages, we sweep the voltage from 0V to 300V 
with 1V as the step size to extract the phase and amplitude information.  The phase shift and reflected 
amplitude results are displayed in Figure 3.1(b).  From the results, it is evident that with the increase of the 
input voltage on the piezoelectric transducers, the phase shifts clearly span the 2π phase range, and the 
reflected amplitudes are evenly kept being around 1, both of which provide the fundamental ingredients for 
building various acoustic metasurfaces.  It is also noticed that the phase shift changes rapidly around 180V 
since the resonant frequency happens to be around our target operating frequency.  In particular, the 
resonant frequency of the unit cell is 1297Hz with 180V voltage applied on the piezoelectric transducers 
which is close to 1300Hz (operating frequency) such that the unit cell undergoes the intense vibration.  To 
further demonstrate the acoustic pressure distributions, five discrete states with phase increment of 2 5  
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are selected as shown in Figure 3.1(b) (solid dots).  The corresponding acoustic pressure distributions 
controlled by the applied voltages are illustrated in Figure 3.1(c), in which the solid line clearly signifies 
the phase shift covering 2π range.  Consequently, our designed unit cells will be the candidate building 
blocks for framing different acoustic metasurfaces adaptively through tuning the applied static electric 
voltages on the piezoelectric transducers. 
 
3.3. Results and Discussions  
3.3.1 Abnormal reflection using metasurfaces 
The wave redirecting is first investigated to reveal the broadband property of the proposed metasurface 
without modifying its physical structures, but only with adapting the voltages applied on the piezoelectric 
transducers to yield different wave propagation directions.  To obtain the abnormal reflection wave front, 
the phase shift is introduced along the acoustic metasurface, allowing to revisit the generalized Snell’s law 
(GSL) based on Fermat’s principle.  Specifically, the reflected angle, r , is related to incident angle, i , as 
follows (Li et al, 2018):  
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r i
d
dx
 
 

 
  
 
                                                              (3.4) 
 
where λ denotes the wavelength in the air domain, and d dx  is the phase gradient on the metasurface 
along x-direction.  The above equation implies that the reflected angle can be tuned arbitrarily by properly 
designing suitable phase profiles along the metasurface, namely, the phase gradient ( d dx ).  Especially, 
the reflected angle will be a constant if the phase gradient along the metasurface keeps constant.   
The acoustic metasurface is constructed with 100 unit cells along the x-direction to facilitate the 
anomalous reflection (Figure 3.1(a)).  To simplify the metasurface design, every two adjacent unit cells are 
grouped together with the same applied voltages, thus 40mmdx  .  In contrast with common acoustic 
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metasurfaces with phase shifts tuned by modifying geometries of unit cells, the designed acoustic 
metasurface realizes phase shifts through diverse stress states on the lead layers induced by piezoelectric 
transducers imposed with corresponding voltages.  Here, the incident sound wave is set as the background 
pressure field propagating towards negative y-direction ( 0i 
 ) when the reflected fields of the whole 
 
tt t
 
Figure 3.2. The reflected acoustic pressure distributions for three metasurfaces with different phase 
gradients realized by the static voltages on the piezoelectric transducers.  (a) 6d  , (b) 5d  , and 
(c) 4d  .  Insets display the sound pressure along the dashed line for each case to determined 
reflected angle. 
 
metasurface are taken into account.  The periodic boundary condition is not applicable, and instead, plane 
wave radiation boundary conditions are implemented to surround the simulation domain to suppress wave 
reflections.  To demonstrate the adaptability of the framed acoustic metasurface, we investigate three 
different phase gradient designs, 6d  ,  5d  , and 4d  .  For 6d  , we need to 
determine 12 voltages, each of which satisfies one single discrete phase shift and is computed based on the 
unit cell model in Figure 3.1(c).  Since 24 unit cells cover the 2π phase shift, the 12 different voltages are 
periodically applied to the rest of 100 unit cells.  Similarly, the metasurfaces require to select 10 and 8 
voltages for 5d   and 4d  , respectively.  The specific voltages determined are listed in the Table 
3.1.  Figures 3.2(a)-2(c) illustrate the reflected pressure field patterns under the three different phase 
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gradients.  To compute the reflected angle, the sound pressure distribution along the dashed line is also 
plotted as depicted in the inset for each condition in Figure 3.2(a)-2(c).  Correspondingly, the distances 
between adjacent pressure peaks with respect to the wavelength are 1.21λ, 1.32λ and 1.86λ for the three 
phase gradients, respectively.  Using the geometrical relation, we numerically deduce the reflected angles 
to be 34.19 , 40.69  and 57.42 .  Based on the GSL, the theoretical reflected angles can be determined as 
33.35 , 41.27  and 55.54  for 6d  , 5d   and 4d  .  It is evident that the numerical results 
match with the theoretical values very well.  Consequently, the proposed acoustic metasurface is able to 
induce the abnormal reflection, and we only change the input voltages to the piezoelectric transducers for 
adjusting the phase shifts along the metasurface. 
 
3.3.2 Wave focusing with adaptive planar lenses 
The sound focusing or energy confinement appears in extensive applications since the sound, as a kind 
of clean, ubiquitous, and renewable form of energy, may act as a promising sustainable power source for 
different energy products, such as mobile electronics.  In view of its compact geometry compared to 
traditional acoustic metamaterial, the acoustic metasurface exhibits tremendous potentials in helping 
improve the energy conversion efficiency by confining the low-density sound waves (Ma and Sheng, 2016; 
Li et al, 2013; Xie et al, 2014; Qi et al, 2017).  To unveil the remarkable capability of our designed acoustic 
metasurface, especially, in the case of automatically adjustable focal locations being desired to meet various 
practical implementations, we synthesize the adaptive planar lenses with the proposed acoustic 
metasurfaces capable of guiding sound energy to different locations.  After the incident sounds are reflected 
by the planar lens, the wave components will undergo either constructive or destructive interferences due 
to the relative phase differences, resulting in the wave focusing effect or energy confinement. 
The planar flat lens is also built with 100 unit cells along the x-direction with the same topology as the 
abnormal reflection case, but realized through applying different voltages on the piezoelectric transducers 
to generate required phase shifts.  To construct the planar flat lens for confining sound energy, the phase 
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profile  x  on the acoustic metasurface should be tailored based on the following relation (Ma and Sheng, 
2016; Li et al, 2013; Xie et al, 2014; Li et al, 2014; Liu et al, 2017; Tian et al, 2015; Chen et al, 2017; Qi 
et al, 2017; Li et al, 2018; Zhu and Semperlotti 2016) 
 
   2 22x x f f

                                                             (3.5) 
 
where λ is the wavelength of sound wave in the air domain, x is the horizontal coordinate, and f is the focal 
point to be requested.  With the continuous phase profile, the discrete phase shift generated by each unit 
cell can be readily determined in terms of their sitting places in the metasurface.  We still utilize two 
consecutive unit cells grouped together with same applied voltages to produce desired phase shift given 
that the horizontal resolution is still satisfied, and the design can be simplified.  Due to the symmetry of the 
structure, 25 voltage values are solved from the unit cell model mentioned in Figure 3.1(c).  The voltages 
required to generate the phase shifts are listed in Table 3.1.  The incident wave imparted with the 
background pressure field propagates downwards along the negative y-direction to impinge on the 
metasurface, and the plane wave radiation boundary condition is employed to enclose the air domain for 
eliminating wave reflections.  To demonstrate the capability and tunability of the adaptive planar lens, we 
investigate two different focal points 1 1.00my   and 2 1.40my  .  The acoustic pressure distributions for 
the two cases are illustrated in Figure 3.3(a) and 3.3(b), where the solid arcs indicate the wave fronts and 
the dashed arrows reveal the directions of the energy flow concentrating towards the focal points.  To study 
the acoustic focusing for acoustic energy confinement, the reflected sound intensity 
2
p  fields by the 
metasurfaces are simulated and presented in Figure 3.3(c) and 3.3(d), showing that the metasurface structure 
can well focus and confine the sound energy.  It is measured from the sound intensity fields that the two 
numerically obtained focal points are 0.95m and 1.30m, respectively, which are very close to the designed 
focal locations.  We should emphasize here that when constructing the two different planar focal lenses, the 
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microstructures are kept intact, but the voltages loaded on the piezoelectric transducers are modified with 
respect to the required phase shift based on the aforementioned unit cell model. 
 
 
 
Figure 3.3.  Two planar focal lenses with two different focal points facilitated through the adaptive 
acoustic metasurface.  The sound pressure patterns with arcs indicating the wave fronts and arrows 
representing propagation directions for lenses with focal locations (a) 1.00m and (b) 1.40m.  The reflected 
sound intensity for the two focal lenses at focal points of (c) 1.00m and (d) 1.40m. 
 
3.3.3 Self-accelerating beams with arbitrary direction 
In this section, we explore our adaptive acoustic metasurface design to generate self-accelerating 
acoustic beams propagating along an arbitrary convex trajectory, which is also known as nonparaxial 
propagation.  We construct the metasurface capable of converting the normal incident acoustic wave into a 
nonparaxial beam.  By applying the caustic theory (Ma and Sheng, 2016; Li et al, 2014; Chen et al, 2017; 
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Zhu and Semperlotti, 2016), the continuous phase profile along the metasurface can be modulated to obtain 
a reflected acoustic beam which propagates along an arbitrary trajectory.  Based on the designed continuous 
phase profile, the discrete phase profile can be readily achieved by selecting the corresponding static voltage 
for each unit.  To demonstrate the capability of our adaptive acoustic metasurface to form nonparaxial beam 
propagation, we perform two study cases, a half circular trajectory and a parabolic trajectory, in our 
numerical simulations.  The half circular path with radius r and centered at (0, r) is first studied.  The 
equation describing the half circular path is  
22( )x f y r r y    .  Then, the expected spatial phase 
profile along the metasurface is (Zhu and Semperlotti, 2016) 
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where x0 represents the x-coordinates along the metasurface, and k is the wavenumber.  Then, the discrete 
phase shift can be obtained based on the continuous phase profile.  Since the parameter r controls the 
curvature of the path, we select r=3λ (where λ is the acoustic wavelength in air domain at 1300Hz) in our 
numerical simulation in order to ensure the smoothness of discrete phase profile.  Figure 3.4(a) shows the 
full acoustic pressure field of a reflected acoustic wave after a normally incident acoustic wave impinges 
on the adaptive acoustic metasurface.  The numerical result indicates the good agreement between the 
designed and realized trajectories.  With the similar procedure to that of half circular path design, the 
parabolic trajectory ( )x f y a y   can be framed through a desired phase profile (Zhu and Semperlotti, 
2016)  
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where x0 signifies the x-direction coordinates on the metasurface and k is the wavenumber.  The parameter 
a is chosen as 0.8a   for the numerical simulation.  Figure 3.4(b) displays the reflected acoustic pressure 
field under normal acoustic excitation wave reflected by the designed acoustic metasurface.  It is 
demonstrated that the simulated beam trajectory is very close to the target one.  In the two panels, the white 
solid lines represent the theoretical target trajectory.   We list the voltages on the piezoelectric transducers 
to satisfy the phase shift in Table 3.1.  Therefore, the both numerical examples clearly verify that our 
adaptive acoustic metasurface can successfully achieve nonparaxial beams on reflected wave filed by only 
adjusting the voltages applied on the piezoelectric transducers. 
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Figure 3.4. Demonstration of the adaptive acoustic metasurface design able to generate self-accelerating 
nonparaxial beam trajectories.  Either (a) a half circular path or (b) a parabolic trajectory is achieved on 
the reflected sound pressure patterns with normal incident background sound waves. 
 
3.3.4 Acoustic Cloaking 
As acoustic cloaking is an important application field in the acoustic community, we here aim to utilize 
our designed adaptive acoustic metasurface to realize the acoustic cloaking devices which can 
accommodate a variety of incident waves usually encountered in different implementations.  When acoustic 
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waves impinge onto the ground with an object over it, perturbations of the scattered fields due to the object 
exist compared to bare ground, causing the object to be discovered from the perturbed waves.  The cloaking 
devices devised to hide the object should have the functionality to manipulate wave fronts for cancelling 
the pressure field perturbation so as to mimic the wave scattering from the bare ground.  The acoustic 
metasurface capable of controlling the wave propagation directions will be a promising candidate to be 
wrapped onto the surfaces of the object and provide the illusion effect of bare ground reflection.  A simple 
schematic to elucidate the acoustic cloaking principle is illustrated in the Figure 3.5, where a convex 
isosceles triangle with a slant angle of β as the object to be hidden is considered, iP  is the incident acoustic 
wave, rP  is the desired reflection wave resembling the one from the bare ground and rwP  is the inherent 
scattering wave without metasurfaces.  Without acoustic metasurfaces placed on the object, the reflected 
field locally follows the Snell’s law, indicating i r   and r rwP P , when an acoustic plane wave with 
incident angle θ  illuminates on the object.  In contrast, with acoustic metasurfaces wrapped on the object, 
the incident wave is expected to be reflected along the rP  direction with the relationship r i     for 
the right side and r i     for the left side of the triangle, respectively.  The additional angle β should 
be compensated by the acoustic metasurfaces which render the required phase shifts on the surface with the 
change of the height h as shown in Figure 5.  Therefore, the phase shift d  introduced by the cloaking 
device at the height of h to compensate the phase difference between the object and the bare ground should 
satisfy the following relation (Esfahlani et al, 2016; Faure et al, 2016; Ma et al, 2018; Yang et al, 2016; 
Zhai et al, 2016) 
 
 2 cosd kh                                                                        (3.8) 
 
where k is the wavenumber and θ is the incident angle.  Subsequently, the discrete phase shift associated 
with each unit cell can be determined once the adaptive acoustic metasurface is installed on the surfaces of 
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the object.  And the scattered phase can be tuned to match the phase reflected by the bare ground, thus 
generating illusion effect to conceal the object.  
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Figure 3.5. The schematic for explaining the working principle of acoustic cloaking, and a triangle bump 
as the acoustic object wrapped with thin metasurfaces. 
 
 
 
Figure 3.6. Demonstration of the cloaking effect with perpendicularly incident sound waves when (a) no 
cloaking devices covering over the object, (b) cloaking devices wrapping on the object, and (c) acoustic 
bare ground as a reference. 
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Figure 3.7. The sound pressure distributions for illustrating the cloaking performances under different 
incident angles staring from 10  to 60 with 10  as the increasing step.  The solid lines in (a)-(f) denote 
the theoretical reflected angle for the corresponding incident wave. 
 
The acoustic metasurfaces covering the aforementioned triangle bump are then constructed with the 
proposed unit cells to numerically verify the acoustic cloaking effect.  The width and height of the triangle 
object are 300mm and 800mm, respectively, indicating that the two other sides will have the length of 
500mm requiring 25 unit cells ( unit cell with 20mm width) for each side.  The height of h to decide the 
phase shift is calculated using the distance from the top central point on the surface of each unit cell to the 
bare ground as displayed in Figure 3.5, which means we take the geometry of the unit cell into account 
when computing h.  To clearly demonstrate the cloaking effect, we investigate the reflected wave fields for 
bare ground, object without metasurface cloaking and object with metasurface cloaking.  The air domain 
above the structure is set as the background pressure field, which is equivalent to the planar sound wave 
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impinging downwards to the structure.  The plane wave radiation boundary conditions are imposed to 
enclose the air domain to eliminate the boundary reflection effect, and the lower surface of the metasurfaces 
representing the cavities are set to be the acoustic hard boundary conditions.  It is worth emphasizing that 
the poling directions for the piezoelectric transducers should align with their normal directions other than 
the global y-direction.  Due to the symmetry, only the phase compensations of 25 unit cells on either the 
left or right side need to be determined, thus 25 voltage values to be computed based on the unit cell model 
as shown in Figure 3.1(c).  The calculated voltages are displayed in the Table 3.1.  The acoustic pressure 
distributions for the three cases are illustrated in Figure 3.6 under the illumination of a normal incident 
acoustic plane wave with the operating frequency of 1300Hz.  It is evident from Figure 3.6(a) that there 
exist strong perturbations induced by the object when the cloaking device is not implemented.  Contrarily, 
the acoustic pressure fields reflected by the object with the cloaking metasurfaces in Figure 3.6(b) are 
similar to the those reflected by the bare ground depicted in Figure 3.6(c), thereby confirming that designed 
acoustic metasurfaces can facilitate the cloaking performance.  
To further demonstrate the versatility and tunability of the piezoelectric-based metasurface design, we 
examine the scattering characteristics of the cloaking metasurfaces under a variety of oblique incident 
waves.  For each incident angle, 25 voltages are selected using the unit cell model to yield the required 
phase shifts while the underlying physical structures are kept unchanged for all the incident circumstances.  
The required voltages for each incident case are demonstrated in the Table 3.1.   Figure 3.7 shows the 
acoustic pressure distributions reflected by cloaked object under the incident angle from 10  to 60 , and 
the solid lines represent the theoretical reflection angles.  It can be observed that the patterns of the 
simulation results match with the theoretical values very well.  However, as the incident angle increases, 
the cloaking effects provided by the adaptive acoustic metasurfaces decrease in terms of the acoustic 
pressure patterns which become more perturbed.  In particular, the cloaking effects offered by the 
metasurface on the right side decline faster than those generated by the metasurface on the left side as the 
incident angle increases.  For example, the plane wave patterns gradually become weaker from the incident 
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angle of 10  to 60 .  On the one hand, vibrational efficiency of the lead layer in the unit cell is significantly 
diminished with the increase of the incident angle such that the reflected power by the corresponding unit 
cell get lower.  On the other hand, the cloaking functionality of the metasurface on the right side will 
disappear when the incident angle is equal or greater than the critical angle 2  .  Consequently, the 
proposed adaptive acoustic metasurface design could provide significant flexibility in devising the cloaking 
devices under different circumstances.    
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Table 3.1. The calculated voltages to obtain phase shifts for each metasurface application 
Metasurfaces 
Application 
Case 
Voltages Applied on the Piezoelectric Transducers (V) 
Abnormal 
Reflection 
6d   100.00, 151.73, 166.93, 174.99, 180.59, 185.26, 189.76, 194.76, 201.27, 
211.76, 236.20, 300.00 
5d   100.00, 146.72, 166.98, 176.27, 182.55, 187.96, 193.70, 201.31, 214.96, 
261.33 
4d   100.00, 160.83, 174.99, 182.99, 189.76, 197.73, 211.76, 271.04 
Planar Flat 
Lenses 
f =1.00m 
100.00, 107.91, 120.16, 132.95, 144.22, 153.46, 160.88, 166.86, 171.80, 
176.02, 179.78, 183.33, 186.86, 190.68, 195.24, 201.45, 211.81,  
237.34, 300.00, 118.11, 158.12, 171.40, 79.05, 184.94, 190.64 
f =1.40m 
100.00, 105.79, 115.39, 126.30, 136.72, 145.86, 153.54, 159.93, 165.25, 
169.75, 173.63, 177.08, 180.26, 183.29, 186.33, 189.56, 193.23, 197.78, 
204.18, 215.03, 241.38, 300.00, 101.80, 152.07, 167.37 
Self-accelerating 
Beams 
Half circle path  
(r = 3λ) 
100.00, 245.73, 204.83, 193.01, 185.24, 177.39, 165.69, 134.59, 300.00, 
234.79, 210.21, 200.71, 195.24, 191.48, 188.65, 186.45, 184.74, 183.49, 
182.71, 182.35, 182.44, 182.95, 183.83, 185.05, 186.60, 188.47, 190.71, 
193.42, 196.83, 201.43, 208.33, 220.79, 253.94, 300.00, 100.00, 151.92, 
166.75, 174.94, 180.78, 185.75, 190.76, 196.76, 205.77, 225.42, 300.00, 
100.00, 158.92, 172.54, 180.28, 186.35 
Parabolic path 
( 0.8a  ) 
100.00, 247.40, 206.05, 194.59, 187.71, 181.88, 175.62, 167.34, 153.40, 
118.24, 000.00, 300.00, 233.16, 216.12, 207.44, 201.94, 197.99, 194.91, 
192.34, 190.12, 188.10, 186.22, 184.41, 182.64, 180.86, 179.04, 177.15, 
175.13, 172.96, 170.56, 167.88, 164.79, 161.18, 156.83, 151.42, 144.45, 
135.03, 121.40, 99.741, 59.550, 000.00, 000.00, 300.00, 300.00, 300.00, 
269.83, 252.30, 240.81, 232.68, 226.57 
Acoustic 
Cloaking 
0    
235.48, 210.27,199.77, 193.20, 188.01, 183.10, 177.61, 170.13, 156.81, 
115.68, 300.00, 235.20, 210.18, 199.71, 193.17, 187.98, 183.07, 177.57, 
170.07, 156.70, 115.12, 300.00, 234.93, 210.09, 199.67 
10    
236.30, 210.75, 200.14, 193.56, 188.40, 183.58, 178.26, 171.25, 159.37, 
127.29, 300.00, 244.98, 213.31, 201.49, 194.50, 189.19, 184.38, 179.21, 
172.60, 161.94, 136.11, 000.00, 256.94, 216.25, 202.95 
20    
238.89, 212.26, 201.34, 194.66, 189.56, 184.96, 180.12, 174.20, 165.36, 
147.41, 68.170, 300.00, 227.31, 208.21, 199.07, 193.03, 188.16, 183.56, 
178.51, 171.99, 161.49, 136.84, 000.00, 300.00, 219.49 
30    
243.68, 215.03, 203.48, 196.60, 191.52, 187.17, 182.91, 178.19, 172.14, 
162.85, 143.57, 56.897, 300.00, 231.01, 210.65, 201.07, 194.92, 190.15, 
185.88, 181.54, 176.53, 169.80, 158.65, 131.89, 000.00 
40    
251.60, 219.56, 206.89, 199.58, 194.42, 190.23, 186.44, 182.66, 178.49, 
173.35, 166.09, 153.60, 122.32, 000.00, 280.76, 226.96, 210.44, 201.81, 
196.08, 191.63, 187.75, 184.01, 180.03, 175.32, 169.01 
50    
264.72, 226.92, 212.30, 204.13, 198.61, 194.39, 190.84, 187.62, 184.49, 
181.22, 177.55, 173.11, 167.14, 158.01, 140.67, 88.725, 000.00, 272.55, 
229.17, 213.40, 204.82, 199.10, 194.78, 191.18, 187.94 
60    
300.00, 239.71, 221.46, 211.56, 205.13, 200.46, 196.78, 193.69, 190.97, 
188.44, 186.00, 183.54, 180.96, 178.13, 174.88, 170.92, 165.77, 158.44, 
146.58, 122.66, 000.00, 300.00, 300.00, 239.39, 221.31 
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3.4. Conclusions 
In conclusion, we introduce a concept of adaptive acoustic metasurface facilitated with piezoelectric 
integration in this chapter, which has the capability of tuning different phase profiles by properly adjusting 
the voltages applied on the piezoelectric transducers.  Different initial stresses are effectively controlled by 
the tuned voltages on the piezoelectric transducers such that precise phase shifts along the metasurface can 
be realized without modifying the underlying physical structure and cell topology.  With various phase 
profiles adaptively generated, several metasurfaces are constructed to accomplish abnormal reflections, 
planar flat lenses, self-bending beams and acoustic cloaking devices.  The results verify our designed 
acoustic metasurface can accommodate different circumstances of wave manipulation in an adaptive 
manner.  This design potentially paves a new avenue to manipulate acoustic waves when different working 
circumstances are encountered.    
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Chapter 4. On Vibration Suppression and Energy Dissipation Using Tuned 
Mass Particle Damper 
Particle damping has the promising potential for attenuating unwanted vibrations in harsh environments 
especially under high temperatures where conventional damping materials would not be functional.  
Nevertheless, a limitation of simple particle damper configuration is that the damping effect is insignificant 
if the local displacement/acceleration is low.  In this chapter we investigate the performance of a tuned mass 
particle damper (TMPD) in which the particle damping mechanism is integrated into a tuned mass damper 
configuration.  The essential idea is to combine the respective advantages of these two damping concepts 
and in particular to utilize the tuned mass damper configuration as a motion magnifier to amplify the energy 
dissipation capability of particle damper when the local displacement/acceleration of the host structure is 
low.  We formulate a first-principle-based dynamic model of the integrated system, and analyze the particle 
motion by using the discrete element method.  We perform systematic parametric studies to elucidate the 
damping effect and energy dissipation mechanism of a TMPD.  We demonstrate that a TMPD can provide 
significant vibration suppression capability, essentially outperforming conventional particle damper.     
 
4.1. Introduction 
Passive damping devices are widely used to protect the primary structures from sudden shocks and/or 
persistent excitations.  Although viscoelastic materials and fluid dampers are commonly implemented 
(Jones, 2001), one major drawback of such devices is that their performance is sensitive to ambient 
environment and generally can only function properly under moderate temperatures.  Alternatively, particle 
damper, owing to the advantage of being robust with respect to extreme temperatures, has attracted broad 
interest (Friend and Kinra, 2000; Saeki, 2002; Mao et al, 2004a; Saeki, 2005).  The underlying principle of 
particle damper is the energy absorption and dissipation through the collision and the friction between the 
particles and the hosting enclosure and among the particles, leading to the attenuation of vibration.  While 
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particle damper is simple in concept, its behavior is very complicated as the energy dissipation mechanism 
is highly nonlinear.  A few analytical and experimental studies have been conducted to analyze the particle 
damping mechanism (Wu et al, 2004; Xu et al, 2004; Fang and Tang, 2006).  There have also been 
continuous efforts (Tijskens et al, 2003; Mao et al, 2004b; Fang et al, 2007) on developing efficient 
numerical methods to quantify the particle damping effect using such as the discrete element method (DEM) 
(Cundall and Strack, 1979) which keeps track of the motion of all particles. 
The effectiveness of a particle damper depends on many parameters such as size, shape and material of 
the particles, local excitation level, and geometry of the enclosure etc (Lu et al, 2011).  Usually, a particle 
damper is attached to region where the level of displacement/acceleration is relatively high.  The motions 
of vertically vibrating particles in an enclosure may undergo three stages, i.e., solid, convective, and gas-
like regimes (Salueña et al, 1999; Liu et al, 2005; Rongong and Tomlinson, 2005).  When the acceleration 
level is lower than gravity, particles are in the solid stage as they are locked and move together with the 
enclosure, which results in little damping effect.  As acceleration increases, some particles inside the 
enclosure start to slide over and collide with each other, dissipating energy via the frictions and collisions.  
At this stage, the particles act like fluid with convections inside the enclosure (Salueña et al, 1999).  Further 
increase of acceleration level then yields gas-like motion of particles, especially for dilute or moderately 
dense particle systems.  It is reported that higher damping capacity may occur in the fluid-like regime since 
both the collision and friction dominate the motions of particles (Fang and Tang, 2006; Yao et al, 2014).  
For cases where local displacements/accelerations throughout the structure are low, the performance of 
particle damper would be limited.   
There exists a well-known passive damping design concept, the tuned mass damper (TMD) (Sun et al, 
1995).  In such a concept, additional mechanical components with spring, mass and damper elements are 
added to the structure to form an absorber.  In the classical design, the absorber stiffness is tuned such that 
the absorber natural frequency matches with the excitation frequency of concern, e.g., the fundamental 
frequency of the host structure, and the damping coefficient is properly tuned subsequently to maximize 
the energy dissipation over the interested frequency range.  There have been a series of studies on TMDs 
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with varying levels of design complexity (Zuo and Nayfeh, 2004; Febbo and Vera, 2008; Yang et al, 2011).  
It is worth noting that the damping involved in the TMDs is usually realized by using viscous or hysteretic 
materials (Zuo and Nayfeh, 2004) that, again, may be subjected to limitation in severe environments 
especially under high temperatures.  
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1 1,t tM I
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Figure 4.1. Schematic of primary beam structure integrated with the tuned mass particle damper (TMPD). 
 
Here we consider a tuned mass particle damper (TMPD) shown in Figure 4.1 which combines a beam-
type tuned mass damper and a particle damper.  The additional beam essentially serves as the stiffness 
element of a TMD, whereas the mass of the TMD is replaced by a particle damper which at the same time 
also provides energy dissipation capability through particle motion.  To avoid potential limitation of 
traditional TMDs under severe environment, there is no other damping element involved. In this 
configuration, the additional beam, in combination with the particle damper mass, can play the role of 
motion magnifier (Simonian and Brenana, 2006).  To facilitate this, the TMPD is connected to a rigid block 
attached to the host beam.  The host beam together with the rigid block modeled as tip mass is considered 
as the primary structure.  The basic tuning criterion is to tune the natural frequency of the TMPD to be 
equal to that of the primary structure.  Before taking into consideration its damping ability, a TMPD is 
simply an undamped absorber.  The magnified level of displacement/acceleration of the particle damper 
enclosure in a TMPD, meanwhile, can yield increased energy dissipation capability especially when the 
host structure has low displacement/acceleration levels, since it can absorb significant portion of the 
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vibratory energy.  There have been, however, very limited studies concerning the TMPD analysis.  Yao et 
al (2014) presented an approximate model through simplifying the host structure and the TMPD into a 3-
DOF (degree-of-freedom) system, where the TMPD was characterized by using viscous damping 
coefficient and equivalent stiffness and mass coefficients extracted from certain operating conditions. 
Owing to the nature of particle motions involved, a TMPD is inherently nonlinear.  The intention of 
this chapter is to develop a systematic, first-principle-based analysis of this damping mechanism to 
elucidate the parametric influences.  As shown in Figure 4.1, a beam with tip mass is adopted as the host 
structure.  A coupled algorithm is formulated that allows the integrated analysis of the host structure and 
the TMPD.  3-dimensional discrete element method (DEM) is implemented to simulate the particle motion 
characteristics.  In order to validate the accuracy of the model and the numerical analysis, experimental 
investigations on the TMPD and the traditional particle damper (PD) are conducted under different base 
excitations.  Then, using the model developed, we quantitatively evaluate the difference in energy 
dissipation efficacies of the TMPD and PD, and also conduct parametric investigations on enclosure 
dimensions and volumetric filling ratios, aiming at providing design guidelines for TMPD. 
 
4.2 Formulation of Coupled Analysis of TMPD and Host Structure 
In this section, we formulate a dynamic model for a TMPD that is integrated with a primary structure.  
As shown in Figure 4.1, the host beam is cantilevered and has length 1L .  The TMPD consists of a beam 
with length 2L that is connected rigidly with the host beam at its tip rigid block, and a box enclosed with 
particles that is attached to the tip of the TMPD beam.  The host beam and the TMPD beam form a 
segmented beam structure, while the particles move vertically inside the box/enclosure.  We first outline 
the modal analysis of the segmented beam followed by a forced response expression for beam vibration.  
We then present the discrete element method to be used for particle motion simulation.  These two motions 
are finally coupled together based on the compatibility conditions of impact/friction and 
displacement/velocity between the segmented beam and the particles at the box location.     
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4.2.1 Vibration of segmented beam 
4.2.1.1 Segmented beam modal analysis 
Since the connection between them is rigid, the host beam and the TMPD beam are considered as one 
single beam with two segments associated with the respective coordinates 1x  and 2x , as shown in Figure 
4.1.  Each segment is uniform, with Young’s modulus, mass density, area moment of inertia, and cross 
sectional area as nE , n , nI , and nA  ( 1,2n  ).  Assume negligible beam damping. The free vibration of 
the segmented beam is described as (Ou et al, 2012) 
 
'''' ( , ) ( , ) 0n n n n n nE I w x t A w x t  ,      1,2n                                           (4.1) 
 
where ( , )nw x t  denotes the vertical displacement of the beam at location nx  on segment n.  For the above 
equation, the standard separation of variables approach can be used which yields the expression of the r-th 
normalized mode shape ( )rn nx  ( 1,2n  ),  
 
1 2 3 4( ) cos( ) sin( ) cosh( ) sinh( )rn n n rn n n rn n n rn n n rn nx a x a x a x a x        ,      1,2n             (4.2) 
 
where rn  is related to the natural frequency rn  as  
 
 2 n nrn rn
n n
E I
A
 

                                                                (4.3) 
 
Apparently, as the two segments are connected together, we must have  
 
2 21 1 2 2
1 2
1 1 2 2
r r
E I E I
A A
 
 
                                                            (4.4) 
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The mode shapes and the natural frequencies are determined through the boundary conditions at 1 0x   and 
2 2x L  as well as the compatibility conditions at 1 1x L  and 2 0x  , i.e., 
 
1(0) 0r  ,      1(0) 0r        
 
2
1 1 1 1 2 2 2 1 1 1 1( ) (0) ( )r r r t rE I L E I M L       ,      
2
1 1 1 1 2 2 2 1 1 1 1( ) (0) ( )r r r t rE I L E I I L               
                                               
1 1 2( ) (0)r rL  ,      1 1 2( ) (0)r rL    
 
2
2 2 2 2 2 2 2 2( ) ( )r r t rE I L M L     ,      
2
2 2 2 2 2 2 2 2( ) ( )r r t rE I L I L                         (4.5a-h) 
 
Here Equations (4.5a), (4.5b), (4.5e) and (4.5f) simply represent the displacement and slope conditions, 
Equation (4.5c) and (4.5d) indicate that the shear and moment at the end of the host beam are balanced by 
the inertia effects of the rigid block at its tip, and Equations (4.5g) and (4.5h) indicate that shear and moment 
at the end of the TMPD beam are balanced by the inertia effects of the particle enclosure.  In these equations, 
1tM  and 2tM  are the masses of the rigid block and the particle enclosure, and 1tI  and 2tI  are their 
moments of inertia.  The mode shape solved for the respective beam segment can be written uniformly as 
(Ou et al, 2012) 
 
1 1 2 1 1( ) ( ) ( ) ( ) ( )r r rx x H L x x L H x L                                            (4.6) 
 
where x now denotes the coordinate of the entire structure and H is the Heaviside function. 
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Figure 4.2.  First two mode shapes of the segmented beam. (a) Analytical result ( 1 5.93 Hzf 
2 10.30 Hzf  ); (b) finite element result ( 1 5.99 Hzf  , 2 10.47 Hzf  ). 
 
A comparison of the natural frequencies and mode shapes solved analytically based on the above 
formulation and that solved by finite element method is shown in Figure 4.2.  As can be seen, the results 
match well.  The parameters used will be explained in full detail in Section 4.3.  In this chapter the analytical 
mode will be used in beam discretization and the subsequent vibration analysis. 
(a) 
(b) 
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4.2.1.2 Beam vibration under base excitation and TMPD effect 
The primary structure with TMPD as shown in Figure 4.1 is subjected to base excitation,
( ) sin( t)g t G  , where G is the acceleration amplitude and   is the excitation frequency, which is 
consistent with the experimental condition.  Thus the absolute transversal motion can be expressed as 
 
 rel( , ) ( , ) ( )w x t w x t g t                                                             (4.7) 
 
where rel ( , )w x t  is the transversal displacement relative to the clamped end of the host beam and g(t) is the 
base motion.  Recall the modal analysis in the preceding sub-section.  We apply the assumed mode method 
and let the relative transversal displacement be expressed as  
 
rel
1
( , ) ( ) ( )
m
r r
r
w x t x t 

                                                            (4.8) 
 
where ( )r t  is the r-th generalized coordinate and m is the number of modes used.  The force due to the 
particles in the enclosure, assumed to act at the center of the bottom of the enclosure, is denoted as 
1 2( ) ( )F t x L L    (Figure 4.1) where   is the usual Kronecker delta function.  The beam vibration under 
base excitation and TMPD effect is then described by        
 
2 2 2
1 22 2 2
1 1
( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
m m
r r
r r
r r
d d x d t
E x I x t x A x x F t x L L x A x g t
dx dx dt
 
    
 
 
     
 
       (4.9)  
 
Multiplying Equation (4.9) by an arbitrary mode shape ( )s x  and integrating over the entire length of the 
beam, recalling the mode orthogonality, we can obtain  
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2( ) 2 ( ) ( ) ( )s s s s st t t N t                                                            (4.10) 
 
where 
1 2
1
1 2 1 1 2 2 1 1 2 1 2
0
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
L L
s s s s t s t s
L
N t F t L L A g t x dx A g t x dx M g t L M g t L L                  
(4.11) 
In this chapter, we assume that the beam is subjected to proportional damping and s  is the modal damping 
ratio.  The time-dependent effect of the particle damper, ( )F t  shown in Equation (4.11), will be determined 
in the subsequent section. 
 
n
tijf
nijf
nk

 
 
Figure 4.3.  Sketch of spring, dashpot and slider model for contact force. 
 
4.2.2 Vibration analysis of particles via discrete element method 
This section outlines how the particles in the enclosure of the TMPD are analyzed.  Here we adopt the 
discrete element method (DEM) (Cundall and Strack, 1979; Fang et al, 2007), which tracks the trajectory 
of each particle (i.e., discrete element) incrementally based on first principle.  The forces amongst particles 
are based on the contact behaviors.  The damper enclosure interacts with the host beam through the force 
and displacement compatibility between the particles and the beam. 
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4.2.2.1 Contact mechanics model 
An important aspect of modeling particle motion is the selection of the contact mechanics model.  Two 
particles are in contact and contact forces occur, when the distance between the centers of two particles is 
less than the summation of their radii.  Two particles are allowed to overlap in order to facilitate the 
calculation of contact forces based on the model using spring, dashpot and slider in the normal and 
tangential direction as illustrated in Figure 4.3 (Tsuji et al, 1992).  A number of experimental and numerical 
studies have demonstrated that a nonlinear force-displacement model can effectively describe the contact 
mechanics (Zhang and Whiten, 1996; Mishra and Murty, 2001).  In this study, the nonlinear contact model 
suggested by Tsuji et al (1992) is implemented.   
As shown in Figure 4.3, the contact force acting on particle i by another particle j or the wall has the 
normal component fnij  and the tangential component ftij .  The normal component can be modelled as the 
summation of the spring force through the Hertzian contact theory and the damping force (Tsuji et al, 1992), 
i.e.,  
 
 3 2f v n nnij n nij nij ij ij ijk                                                               (4.12) 
 
where v v vij i j   is the velocity of particle i  relative to particle j , nij  is the normal relative 
displacement between these two particles, nk  is the stiffness of the spring, nij  is the normal damping 
coefficient, and nij  is the unit vector from the center of particle i  to that of particle j .  In the case of 
contact between two particles, the normal displacement nij  can be expressed as  
 
p pnij i j j ir r                                                                  (4.13) 
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where ir , ip , and jr , jp  are the radius and the center position of particles i   and j , respectively.  The spring 
stiffness nk  can be expressed as, based on the Hertzian contact theory (Johnson, 1987), 
 
   2 2
4
3 1 1
i j i j
n
i j j i i j
r r E E
k
r r E E 

   
                                            (4.14) 
 
where E  and   are the Young’s modulus and Poisson ratio of the particle, respectively.  In the case of 
contact between a particle and the enclosure wall, the stiffness is 
 
 
   2 2
4
3 1 1
i i w
n
w i i w
r E E
k
E E 

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                                              (4.15) 
 
where wE  and w  are the Young’s modulus and Poisson ratio of the enclosure wall, respectively.  As 
suggested by Tsuji et al (1992), the damping coefficient takes the following form, 
 
 1 4nij i n nijm k                                                                (4.16) 
 
where im  is the mass of particle,  and   is a constant coefficient related to the coefficient of restitution. 
The tangential component of the contact force can be decided by using Coulomb’s friction (Saeki, 
2002), 
 
 f f v vtij nij tij tij                                                            (4.17) 
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In Equation (4.17)   is the friction coefficient, vtij  is the relative velocity at the contact point along the 
tangential direction, i.e., 
 
    v v v n n ω ω ntij ij ij i jr                                             (4.18) 
 
where ωi  and ω j  are the angular velocities of particles i  and j , respectively. 
4.2.2.2 Particle motion equations  
An individual particle has two types of motion, translational motion caused by the contact and 
gravitational forces, and rotational motion induced by the contact forces only.  Usually, a particle i  is in 
contact with many other particles or the enclosure wall at the same time. Therefore, its motion is 
characterized by the following equations (Tsuji et al, 1992; Fang et al, 2007), 
 
 p f f gi i nij tij i
j
m m    
 
  θ n fi i ij tij
j
I r                                                        (4.19a, b) 
 
where p i , θ i , im , and iI  are, respectively, the position vector, the angular displacement vector, the mass, 
and the moment of inertia of particle i, and g  is the gravitational acceleration vector.  The finite difference 
format can be employed to express the translational and angular velocities as  
 
( /2) ( /2)p p pt t t t ti i i t
       
 
 ( /2) ( /2)θ θ θt t t t ti i i t
                                                        (4.20a, b) 
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The translational and angular positions of particle i at time t t  are 
 
( ) ( ) ( /2)p p pt t t t ti i i t
     
 
 ( ) ( ) ( /2)θ θ θt t t t ti i i t
                                                      (4.21a, b) 
 
In order to improve the computational efficiency of classical DEM approach, a Verlet table combined with 
LC method (Fang et al, 2007) is applied to enhance the contact detection which is the most time-consuming 
step.  An adaptive strategy for updating the Verlet table is also employed to further boost the contact 
detection efficiency. 
 
 
 
Figure 4.4.  Flowchart for the iterative numerical procedure. 
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4.2.3 Coupled analysis of beam and TMPD through iterative computation in time-domain 
We can now combine beam vibration analysis with particle motion analysis.  Recall Equation (4.10) 
where the beam vibration is discretized and converted to the modal space.  To account for the dynamic 
coupling between the beam and the TMPD, here we use the first two modes of the beam with two segments 
for discretization.  We use time-marching scheme in numerical analysis.  As the beam vibrates, we compute 
the physical response as the summation of the first two modal responses subjected to the particle damping 
effect as well as the base excitation.  The beam motion in turn causes impact and friction to the particles 
through the particle-enclosure interaction.  We then use time-marching finite difference again on particle 
motion analysis.  This procedure repeats throughout the entire simulation period.  The flowchart is shown 
in Figure 4.4.  
 
4.3. Experimental Validation 
4.3.1 Experimental setup 
To validate the numerical analysis and to explore the vibration suppression performance of TMPD, a 
series of experiments are conducted.  Obviously, the selection of TMPD parameters play important role.  It 
is worth noting that the intent of this research is to elucidate the energy distribution/dissipation of a primary 
structure integrated with a TMPD rather than to provide a rigorous optimization scheme which will be 
possible future research subject for a specific application.  Therefore, the TMPD parameters are selected in 
a heuristic manner, mainly based on the undamped vibration absorber concept (or a TMD without the 
damping element).  That is, for a given host beam and its tip mass that form the primary structure, we tune 
the natural frequency of the TMPD to be equal to that of the primary structure, such that the TMPD will be 
able to absorb significant amount of energy from the primary structure at its resonant frequency.  The 
natural frequency of the TMPD is computed based upon the enclosure mass and the TMPD beam stiffness 
(under cantilever condition).  We exclude the particle mass when computing the natural frequency of the 
TMPD, because, as well be seen later, with the motion magnifying effect due to TMPD the particles become 
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more separated with the enclosure floor.  A similar treatment was suggested by Zhou et al (2012) on the 
design of an improved piezoelectric energy harvester.  Both the host beam and the TMPD beam are made 
of the same type of aluminum with density 2700 kg/m3, Young’s modulus 68.9 GPa and Poisson ratio 0.33.  
The parameters of the beams involved in the experiment are listed in Table 4.1.  The TMPD enclosure is 
made of cast aluminum, and the related parameters are listed in Table 4.2.  Acrylic resin spheres are used 
as particles involved in TMPD, and their properties are listed in Table 4.2 as well.  The experimental setup 
is shown in Figure 4.5.  The mass of the accelerometer mounted on the tip of the primary structure is 
accounted for in both experiment and numerical analysis. 
 
Table 4.1 Dimensions of primary beam structure with TMPD 
Beam Length L (mm) Width b (mm) Thickness h (mm) 
Tip mass Mt1 and  
enclosure mass Mt2 (g) 
Primary beam 300.0 38.1 3.175 286.16 
TMPD 150.0 25.0 0.810 23.240 
 
 
Table 4.2 Parameters of enclosure and particles 
Enclosure  Particles 
Length 34.04 mm  Particle-particle normal stiffness 9 3 22.5 10 / 2 N mr  
Width 24.64 mm  Particle-wall normal stiffness 9 3 24.5 10 N mr  
Height 19.30 mm  Coefficient of restitution 0.89 
Density 2700 kg/m3  Coefficient of friction 0.52 
Young’s Modulus 70 GPa  
 Particle diameter (2r) 3.2 mm 
 Particle number 210 
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Figure 4.5.  Experimental setup. (a) Schematic of the experiment; (b) prototype. 
 
 
 
 
Figure 4.6.  Schematics of (a) conventional particle damper (PD) and (b) tuned mass particle damper 
(TMPD). 
 
(a) 
(b) 
g(t) 
g(t) 
Test point 
(a) 
(b) 
Test point 
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4.3.2 Correlation of experimental and numerical results 
Four different configurations are studied experimentally as shown in Figure 4.6: (1) primary structure 
attached with the empty enclosure (serving as the baseline); (2) primary structure with a conventional PD 
attached to its tip; (3) primary structure with TMPD configuration but without particles (i.e., an undamped 
vibration absorber tuned to the primary structure’s natural frequency); and (4) primary structure integrated 
with TMPD (particles are filled into the enclosure).  Tip accelerations of the primary structure under 
sinusoidal base movement with constant amplitude are measured.  The vibration shaker excites the structure 
in swept sine mode in the frequency range of 4-12 Hz (which covers the first and second natural frequencies 
of the integrated system).  In order to keep the amplitude of excitation acceleration constant, the input 
voltage to the shaker at each frequency point is adjusted based on the measurement of the accelerometer 
attached to the base.  Since the response behavior of the structure with particles is generally nonlinear (Fang 
et al, 2007), the root mean square (R.M.S) value of the primary system acceleration versus the excitation 
frequency is employed to quantify the damping effect.  Our main objective is to compare TMPD 
(Configuration (4)) with conventional PD (Configuration (2)).  Because our hypothesis is that the TMPD 
can potentially magnify the particle motions to amplify the damping effect, we also compare TMPD with  
Configuration (3) in which no particles are present.  Indeed, as mentioned, Configuration (3) is an 
undamped absorber targeting at the natural frequency of the primary structure.  To facilitate all these 
comparisons, we also analyze Configuration (1) which can be considered as the baseline, i.e., having neither 
vibration absorbing nor energy dissipation mechanisms other than its inherent structural damping. 
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Figure 4.7.  Frequency responses when G=0.15 m/s2.  : No damper (experiment); : no damper, 
simulation; : with damper, experiment; : with damper, simulation.  (a) PD; (b) TMPD. 
 
 
          
 
 
Figure 4.8. Frequency responses when G=0.25 m/s2: : No damper, experiment; : no damper, 
simulation; : with damper, experiment; : with damper, simulation.  (a) PD; (b) TMPD. 
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Figures 4.7-4.9 show the frequency responses of the primary structure under these four configurations 
obtained from the experimental measurements and the numerical simulations.  The base excitation levels 
are 0.15 m/s2, 0.25 m/s2 and 0.3 m/s2, respectively.  Note that the accelerometer measures the absolute value, 
which is the sum of the relative acceleration and the base acceleration.  All simulations are run for 20 
seconds so the transients die out, and the initial positions of particles are set to be distributed randomly to 
represent realistic situations.  As can be seen, for the four cases, the overall frequency responses and 
resonant frequencies calculated match closely with the experimental results, which demonstrates the 
validity and accuracy of the model that we have developed.  For example, the errors of the first and second 
resonant frequencies of the undamped baseline are 1.26% and 2.62%, respectively.  In both experimental 
measurements and numerical simulations, we can observe the phenomena of frequency shifts, i.e., the peak 
response frequencies of the system with particles shifting towards those without particles, as the excitation 
level increases.  This is similar to what is observed in conventional PD, which is caused by particles 
spending more time being separated from the enclosure under higher excitation levels (Fang and Tang, 
2006).  The small errors of the numerical results (in terms of resonant frequencies) are possibly due to the 
slight mismatch between the mathematical idealization and the actual boundary condition and other 
parametric uncertainties. 
All the results indicate that the TMPD has the vibration suppression ability among the configurations 
studied under assigned excitation levels and frequencies.  Figure 4.7 shows that, when the external 
excitation level is low, the vibration suppression performance of the undamped absorber is actually better 
than the conventional PD due to the fact that the PD does not exhibit significant damping ability (i.e., local 
acceleration less than the gravity, causing little particle motions).  It is worth noting that, under base 
excitation, the excitation forces applied to the structure as shown in Equation (4.11) are mainly produced 
by the inertia effects of the beams and the tip masses.  Hence, under the same base excitation acceleration 
level, the overall excitation forces applied to the structure in Configurations (1) and (2) may be less than 
those in Configurations (3) and (4).  A more comprehensive numerical analysis will be conducted in the 
subsequent section.   
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Figure 4.9.  Frequency responses when G=0.30 m/s2: : No damper, experiment; : no damper, 
simulation; : with damper, experiment; : with damper, simulation.  (a) PD; (b) TMPD. 
 
4.4 Simulation-based Parametric Analysis 
As the validity of the mathematical model is confirmed in Section 4.3, in this section using numerical 
simulations we carry out several parametric analyses to elucidate the vibration suppression and energy 
dissipation mechanisms.  We report the energy dissipation characteristics of particle motions which may 
not be easily observed experimentally. 
 
4.4.1 TMPD vibration suppression capability 
Particle damping is generally nonlinear and its performance depends heavily on a number of parameters, 
including the excitation amplitude and frequency.  Here in order to more fairly compare the vibration 
suppression capability of TMPD with that of conventional PD under identical excitations, in the numerical 
model we now apply, to all four configurations mentioned, an identical harmonic excitation
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( ) sin(2 )G t A ft  at the right end of the primary structure.  A and f are the excitation amplitude and 
frequency, respectively.  Other parameters remain unchanged (as shown in Tables 4.1 and 4.2).   
We start from analyzing the vibration response reduction.  Figure 4.10 shows the frequency response 
plots for the four different configurations under an excitation level A=0.11 N.  From the figure, we can 
observe that the maximum amplitude of the original structure is 11.25mm which is reduced to 6.89 mm by 
the conventional PD, i.e., a 38.76% reduction.  With the TMPD, the maximum amplitude is reduced to 
2.01mm, i.e., a 82.13% reduction.  The results indicate that the TMPD has better performance than the 
conventional PD under this excitation level.  Recalling the nonlinear relation between the excitation level 
and the responses, we further compare the peak response amplitudes of all four configurations when they 
are subjected to a series of excitation levels.  For the primary structure integrated with the TMPD, both the 
first mode and the second are analyzed as the TMPD adds an additional degree-of-freedom to the system.  
We take into account that the particle motions will change the peak response frequencies of the system, and 
let the ranges of excitation frequency be 5.66 Hz to 5.93 Hz (for the first mode) and 9.94 Hz to 10.31 Hz 
(for the second mode).  Here 5.66 Hz and 9.94 Hz are the first and second natural frequencies of the 
integrated system when all particles are fixed to the enclosure floor, and 5.93 Hz and 10.31 Hz are those 
when all particles are not in contact with the enclosure.  The actual peak responses will occur within these 
frequency ranges.  Without loss of generality, the excitation level is set to be from 0.01 N to 0.16 N with 
an interval step 0.01N and from 0.18 N to 0.30 N with interval step 0.02 N.  The ratio of the R.M.S value 
of the peak response amplitudes of the primary structure without any damper to that with various damping 
devices, /r0 r  , is used to quantify the vibration suppression effectiveness for each configuration.   
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Figure 4.10.  Comparison of frequency responses of four configurations when A=0.11 N. : 
Configuration 1 (baseline); : Configuration 2 (PD); : Configuration 3 (undamped absorber); 
: Configuration 4 (TMPD).   
 
         
 
 
Figure 4.11.  Comparison of vibration suppression performances of four configurations under different 
excitation levels. : Configuration 1 (baseline); : Configuration 2 (PD); : Configuration 3 
(undamped absorber);  : Configuration 4 (TMPD). (a) First mode; (b) second mode. 
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Figure 4.11 shows the results of peak responses (within the aforementioned frequency ranges) of all 
four configurations versus excitation levels.  The ratio is 1 for the baseline Configuration (1).  It can be 
observed that the TMPD consistently outperforms the conventional PD as well as the undamped absorber.  
When the excitation level is lower than 0.05 N, the conventional PD has little damping effect, since the 
gravity essentially locks the particles together to rest on the floor of the enclosure.  The TMPD, in contrast, 
exhibits noticeable vibration suppression capability for both the first and second resonances even when the 
excitation force amplitude is at 0.03 N, owing to its motion magnifying effect that can amplify the particle 
acceleration to above gravity.  This demonstrates the effectiveness of the TMPD at very low level vibrations 
of the primary structure.  
For the conventional PD, as the excitation level increases to above 0.05 N, the particles begin to slide 
over and collide with each other, producing more significant damping effect via momentum exchange and 
internal energy dissipation.  Eventually the PD reaches its maximum damping capacity at excitation 
amplitude of 0.11 N, as illustrated in Figure 4.11.  Although further increase of excitation amplitude yields 
more drastic particle motions, the energy dissipation capacity appears to saturate and the peak response 
reduction actually decreases.  Compared with the conventional PD, the vibration suppression performance 
of TMPD is much better, as shown in Figure 4.11, yielding as much as 9.37 times more response reduction 
(for the second resonance).  First and foremost, the motions of the particles in the TMPD are greatly 
amplified, resulting in more significant momentum exchange between the particles and the enclosure as 
well as greater energy dissipation inside the enclosure.  Second, the TMPD acts also as an undamped 
vibration absorber that can store a significant portion of the vibratory energy.  Although the main purpose 
for us to involve the undamped absorber (Configuration (3)) in this analysis is to analyze the damping 
mechanisms of the TMPD, the undamped absorber itself can be used to suppress vibration.  It is well known 
that an undamped absorber may suppress vibration through absorbing a portion of the vibratory energy 
from the host structure (as an additional degree of freedom is added to the primary structure).  For instance, 
for the first resonant peak (Figure 4.11(a)), the undamped absorber (Configuration (3)) has a better vibration 
suppression effect than the PD when the excitation level is below 0.07 N and above 0.20 N; for the second 
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resonant peak (Figure 4.11(b)), the vibration suppression effect of the undamped absorber (Configuration 
(3)) is higher than the PD for the entire frequency range.  Owing to the two combinatorial effects of 
increased damping and vibration absorption, the TMPD can reduce the resonant peak responses drastically.  
Meanwhile, it can be observed that the excitation level still affects the vibration reduction capability of 
TMPD.  As the excitation level increases, the vibration suppression effect of the TMPD for the first 
resonance increases before it reaches 0.13 N, and that of the TMPD for the second resonance increases 
before it reaches 0.24 N.  If the excitation level increases further, the respective peak responses will start to 
increase again.    
 
 
 
 
Figure 4.12.  Cumulative energies (A=0.11 N) under the PD: (A) work done by external force; (B) inter-
particle interaction; (C) particle-to-ceiling/floor impact; (D) particle-to-wall friction; (E) inherent 
damping dissipation; (F) remaining energy of the primary structure. 
 
We then analyze the energy dissipation mechanisms.  In particle damping, the energy dissipation is 
mainly due to inter-particle interaction, particle-to-ceiling/floor impact, and particle-to-wall friction.  To 
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the case of A=0.11 N during the first 10 seconds, where the excitation frequencies are 
1 7.15 Hzf   (i.e., 
the first and only peak response frequency) for the PD case and 
2 5.7Hzf   and 3 10.00 Hzf   (i.e., the 
first and second peak response frequencies) for the TMPD case, respectively.  For the PD, Figure 4.12 
shows that under this excitation level the inherent structural damping dominates the energy dissipation as 
compared with the particle damping, even though the PD has already reached its apparent optimal status in 
terms of excitation level (see Figure 4.11).  The particles start to dissipate system energy noticeably after 3 
seconds; but the remaining energy of the steady-state vibrating primary system is still large relative to the 
total work done by the external excitation.  In contrast, for the TMPD, it can be observed from Figures 
4.13(a) and 4.13(b) that the inter-particle interaction contributes significantly to the overall damping for 
both the first and second response peaks, and particles can quickly start to dissipate the system energy 
(before 2 seconds) due to the motion magnifying effect of TMPD.  This results in a considerably lower 
remaining energy of the primary structure.  It is worth noting that, for both resonant peak responses, under 
the excitation level of A=0.11 N, the TMPD does not even reach the apparent optimal operating condition 
(see Figure 4.11).   
We further vary the excitation amplitudes and examine the corresponding energy dissipations of the 
TMPD and the PD.  For each excitation amplitude, we search for the respective response peaks of the PD 
and the TMPD.  We compare the total work done by the external excitation forces, the remaining energy 
of the primary structure and the ratio of the remaining energy of the primary structure to the total external 
work done, under the resonant peak frequencies, which are listed in Table 4.3.  Apparently, the lowest ratio 
of the remaining energy and the total work done for the PD and the lowest ratios of the first and second 
peak for the TMPD are reached when the excitation amplitudes are 0.11 N, 0.13 N, and 0.24 N, respectively.  
These are consistent with the results shown in Figure 4.11.  The particles indeed dissipate more energy 
when the excitation level is high.  The remaining energy of the primary structure, however, may still be 
high since the absolute levels of response may also be high as excitation level increases.  
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Figure 4.13.  Cumulative energies (A=0.11N) under the TMPD: (A) work done by external forces; (B) 
inter-particle interaction; (C) particle-to-ceiling/floor impact; (D) particle-to-wall friction; (E) inherent 
damping dissipation; (F) remaining energy of the primary structure. (a) First mode; (b) second mode. 
 
 
Table 4.3 Comparison of energy dissipations of PD and TMPD 
A(N) 
PD  TMPD (Mode 1)  TMPD (Mode 2) 
WE(J) RE(J) RE/WE  WE(J) RE(J) RE/WE  WE(J) RE(J) RE/WE 
0.08 0.107 0.0209 0.195  0.0318 0.00261 0.0821  0.0295 0.000970 0.0329 
0.11 0.190 0.0309 0.163  0.0500 0.00331 0.0662  0.0487 0.00104 0.0214 
0.13 0.263 0.0457 0.174  0.0673 0.00346 0.0514  0.0652 0.00111 0.0170 
0.24 0.928 0.198 0.213  0.273 0.0246 0.0901  0.177 0.00209 0.0118 
0.30 1.50 0.340 0.227  0.490 0.0557 0.114  0.284 0.00538 0.0189 
WE: work done by external force; RE: remaining energy of the primary structure. 
 
4.4.2 Parametric influence to TMPD performance 
Using numerical simulation, we can explore the influence of some design parameters to the vibration 
suppression performance of the TMPD.  We first investigate the enclosure geometry.  The volume and 
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width of the enclosure as well as all other parameters are kept constant (i.e., the same as those listed in 
Tables 4.1 and 4.2), and we only change the ratio of the enclosure height to length, denoted by  .  This 
affects how the particles impact the enclosure ceiling.  Again, we search for the response peaks for the first 
and second modes of the integrated system under each   ratio.  Figures 4.14(a) and 4.14(b) show the results 
under different excitation levels 0.20 N, 0.24 N and 0.30 N, respectively.  As can be seen, for small ratio  , 
the amplitudes of both the first and second resonant response peaks are relatively high for all the excitation 
levels applied.  The reason is that, when the clearance height is small, many particles only have limited 
motion and also impact frequently with the enclosure floor/ceiling, so they behave more like added-on mass 
to the system.  As the ratio increases, the energy dissipation effect of the TMPD increases and reaches 
certain optimal value.  If the ratio further increases, the energy dissipation effect saturates since particles 
will not be able to reach the enclosure ceiling.  The frequencies of the peak responses of the system under 
different ratio   indeed change, i.e., 5.66Hz, 5.69Hz, and 5.75Hz under ratio 1.0  , 2.0 and 3.0 
respectively for the first mode when the excitation amplitude is 0.24 N.  The ratios of the remaining energy 
to the total work done by the external force, for the first and second modes, are listed in the Table 4.4.  It 
can be observed that the energy ratios are consistent with the results shown in Figure 4.14.  
 
 
Table 4.4. Damping performance of TMPD under different  
enclosure geometries 
   Mode 1  Mode 2 
 γ  1.0 2.0 3.0  0.5 1.0 2.0 
 RE/WE  0.0160 0.0044 0.0036  0.0115 0.0065 0.0078 
   WE: work done by external force; RE: remaining energy of the primary structure.                         
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Figure 4.14.  Influence of enclosure geometry to the damping effect of TMPD under different excitation 
levels. : 0.20 N; : 0.24 N; : 0.30 N. (a) First mode; (b) second mode.  
 
We also investigate the particle volumetric filling ratio vg that is defined as the ratio of the volume 
occupied by the particles to the volume of the enclosure for the TMPD.  Here the change of vg is facilitated 
by varying the height of the enclosure only.  Similarly, we search for the response peak amplitudes for the 
first and the second modes.  Figures 4.15(a) and 4.15(b) illustrate the influence of the particle volumetric 
filling ratio to the peak responses.  The excitation levels used in this analysis are 0.20 N, 0.24 N and 0.30 
N, respectively.  For the first resonant peak, as the volumetric filling ratio increases after certain value of 
vg/vgmax where vgmax is the maximum volumetric filling ratio, the vibration suppression performance goes 
down.  Before that, it is actually insensitive to the volumetric filling ratio as particles may not reach the 
enclosure ceiling.  It can be observed that the critical volumetric filling ratio will decrease as the excitation 
levels increase, since the under increased excitation levels the particles are able to impact the ceiling more 
easily.  The added-on mass effect is reinforced increasingly with the growth of the volumetric filling ratio.  
A similar observation can be reached for the second resonant peak, where the critical ratios are vg/vgmax=0.55, 
0.5 and 0.4 for excitation levels of 0.20 N, 0.24 N and 0.30 N, respectively, beyond which the vibration 
suppression performance goes down.  From these results, we can conclude that while the volumetric filling 
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ratio is an important parameter, there exists a range within which the TMPD performs in a fairly robust 
manner. 
 
         
 
Figure 4.15. Influence of volumetric filling ratio to the damping performance of TMPD under different 
excitation levels. : 0.20 N; : 0.24 N; : 0.30 N. (a) First mode; (b) second mode. 
 
 
4.5 Conclusion 
In this research, we investigate systemically the integration of particle damping mechanism into the 
tuned mass damper configuration which forms the tuned mass particle damper (TMPD).  The TMPD does 
not employ viscous or hysteretic materials, and therefore can be used in harsh environments especially 
under high temperature.  The vibration response characteristics of a benchmark beam structure integrated 
with TMPD are analyzed by combining beam dynamic analysis with discrete element-based particle motion 
analysis.  Our analysis indicates that the TMPD can effectively magnify the particle motion, thereby 
enhancing remarkably the energy dissipation capacity of the particles especially under low vibration 
scenarios.  With the combinatorial effects of the increased energy dissipation and the vibration absorption, 
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the TMPD exhibits significantly enhanced vibration suppression capability than conventional particle 
damper.  
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Chapter 5. Conclusion 
Energy flow regulation plays an important role in different applications, ranging from wave energy 
guiding, energy confinement for facilitating harvesting, to the protection of infrastructures with vibrational 
energy control. The critical component to control energy flow consists in the device that can guide the 
energy to desired directions or convert the energy from one form to another. In this dissertation, different 
novel devices are designed and synthesized to manipulate the wave energy flow, and control the vibrational 
energy in structures. 
A new concept of adaptive elastic metasurface facilitated through piezoelectric circuitry integration is 
demonstrated.  Different phase profiles along metasurfaces can be accomplished through proper selection 
of the values of negative capacitances employed.  Owing to the tunability of the circuitry elements, the 
metasurface can exhibit tunable and adaptive performance with the same physical structure and cell 
topology.  Several metasurfaces are synthesized to realize anomalous refractions, planar flat lenses and 
source illusions.  The results confirm the strong wave manipulation capability of the metasurfaces in an 
adaptive manner.  We believe that the adaptive elastic metasurfaces with shunted piezoelectric circuitry can 
open new possibilities in elastic wave manipulation and lead to potential applications ranging from 
nondestructive testing to vibration/noise control.  
An adaptive acoustic metasurface taking advantage of the electro-mechanical two-way coupling of 
piezoelectric transducers is proposed, which enables to manipulate the acoustic waves adaptively.  The 
devised adaptive acoustic metasurface consists of adaptive units constructed from membranes with back 
air cavities, wherein the strength of membranes is controlled by piezoelectric transducers applied with 
different voltages.  With different strength tuned by corresponding voltages, an accurate phase profile along 
the acoustic metasurfaces can be designed, offering the great capabilities of acoustic metasurfaces to steer 
reflected acoustic waves online without modification of the underlying physical structures.  We demonstrate 
that designed adaptive acoustic metasurfaces can successfully achieve abnormal reflections, planar focal 
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lenses and self-accelerating beams.  The acoustic cloaking realized by our adaptive acoustic metasurfaces 
is also illustrated to further manifest the versatilities of our design. 
We investigate the performance of a tuned mass particle damper (TMPD) in which the particle damping 
mechanism is integrated into a tuned mass damper configuration.  The essential idea is to combine the 
respective advantages of these two damping concepts and in particular to utilize the tuned mass damper 
configuration as a motion magnifier to amplify the energy dissipation capability of particle damper when 
the local displacement/acceleration of the host structure is low.  We formulate a first-principle-based 
dynamic model of the integrated system, and analyze the particle motion by using the discrete element 
method.  We perform systematic parametric studies to elucidate the damping effect and energy dissipation 
mechanism of a TMPD.  We demonstrate that a TMPD can provide significant vibration suppression 
capability, essentially outperforming conventional particle damper.     
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