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Abstract-Trust is a fundamental issue in multbagent systems, 
especially when they are applied in e-commence. The computa- 
tional models of trust pIay an important role in determining 
who and how to interact ia open and dynamic environments. 
To this end, a computation trust model is proposed in which 
the confidence information based on direct prior interactions 
with the target agent and the reputation information from trust 
network are used. In this way, agents can autonomously deal 
with deception and identify trustworthy parties in multi-agent 
systems. The ontological property of trust is also considered in 
the model, A case study is provided to show the effectiveness of 
the proposed model. 
Index Terms - Multi-agent Systems, Confidence, Reputa- 
tion, Trust Management, E-commence 
I. INTRODUCTION 
Electronic Commerce represents the future of commerce. It 
has created new channels and opportunities for business. Agent 
as a special computer system capable of flexible autonomous 
action in a dynamic, unpredictable and open environment has 
played an important role in e-commerce. However, agent- 
mediated e-commerce also generates a series of issues that 
remain unsolved. One of them is trust. 
Trust plays an important role in the success of e-commerce. 
Keen et al. [I] pointed out that trust is a foundation of 
e-commerce in general and agent-mediated . e-commerce in 
particular as it has the ability to open up (trust formed) or close 
down (distrust formed) the pace and nature of e-commerce 
growth. Different approaches for trust management have been 
proposed and studied in different domains, but no one has been 
proved efficient and effective for agent-mediated e-commerce. 
Agents interact with one another typically by making com- 
mitments to one another to carry out particular tasks (trans- 
actions) in agent-mediated e-commence systems. However, 
in most realistic environments, there IS no guarantee that a 
contracted agent will actually enact its commitments. Agents 
are therefore unavoidably faced with significant degrees of 
uncertainty in making decisions. In such situations, agents 
have to trust each other in order to minimize the uncertainty 
associated with interactions in open multi-agent systems. 
Trust is a cross-discipline topic, which has been widely 
discussed in different areas such as e-commerce and Artificial 
Intelligence. However, trust is a complex subject relating to 
belief in honesty, truthfulness, competence, reliability etc. of 
the trusted person or service. There is no consensus in the 
literature on what trust is, though many researchers recognize 
its importance. In this paper, the definition in [3] is adopted. 
Given this background, a number of computational modets 
of trust have been developed. The learning and evolutionary 
model proposed by Birk [4] aims to endow agents with strate- 
gies that can cope with lying and non-reciprocities agents. In 
this case, the agent reasons about the outcome of the direct 
interactions with others. However, the model does not take 
into account past experience and the reputation values of the 
contracted agent. Zacharia and Maes 153 incorporate social 
network analysis in the reputation model, which enables agents 
to gather information in richer forms from their environment 
and make rational inference from the information obtained 
about their counterparts. The main contribution of this model is 
on how reputation can be used to guide an agent’s negotiation 
stance, but faii to .put such interactions within the social 
setting. To assess the trustworthiness of an opponent, Falcone 
and Castelfranchi [63 proposed a socio-cognitive model of 
trust, which adopts a rather higher level view of trust that takes 
the knowledge of motivations of other agents for granted and 
proposes ways to reason about these motivations. However, 
it lacks the rational grounding in rational mechanisms which 
learning and reputation models provide. 
I In general, extant trust models fail to capture the individu- 
ality of an agent in assessing the reliability of an interaction 
partner. Most of them did not take into account the fact that 
interactions take place within a particular organizationa1 and 
environmental context. To this end, we propose a confidence- 
reputation model.with trust network to rectify these short- 
comings. By taking into account its past experience (from 
direct interaction) and information gathered from other agents 
(indirect interactions), an agent can build up belief about how 
trustworthy a contracted agent is likely to be in meeting the 
expected outcomes of particular contract issues. Moreover, in 
0-7803-9035-0/05/$20.00 02005 IEEE 389 
our model we consider that trust in an individual is not a single 
and abstract concept but rather it is a multi-facet concept [lo]. 
For example, the trust of being a good seller is combined of the 
trust of providing good quality product, the trust of offering 
good price and the trust of delivering the products on time. 
The different types of trust and how they are combined to 
obtain new types is called the ontological properly of trust. 
The rest of this paper is organized as follows. Some basic 
concepts are explained in Section 11. Section III presents 
the confidence-reputation model. A case study is provided in 
Section IV. Section V is the concluding remarks. 
11. BASIC CONCEPTS 
In this section, we give the basic concepts that will be used 
to construct the computational trust model. 
Let A be the universe of autonomous agents, and its 
members are denoted as a,b ,c ,  and so on. Some agents - 
a subset of A . -  are grouped together by the fact that they 
engage in frequent transactions. When a group of agents are 
involved in some transactions, they are usually constrained by 
a contract. 
Let X = {Q,Q ,..., z,} be the set of potential issues to 
be included in a contract. xi can take values from a domain, 
DZi .  x = ‘U means that issue z takes the value v E D,. 
A particular contract, 0, i s  an arbitrary set of issue-value 
assignments denoted as 0 = (z1 = 211, ..., zn = un} with 
zi E X,wi E DzG.  The agreed contract provides a clear 
statement of what is expected with respect to each issue. 
However, the social setting in which the interaction takes 
place may also give rise to expectations which are not ex- 
plicitly stated in the contract. In order to try and predict the 
future performance of an agent, it is important to analyze its 
interaction history in terms of both outcomes of interactions 
and the norms that prevailed in each past interaction. 
In mare detail, each element in the interaction history of an 
agent a intending to interact with an agent b can be defined 
as C, = { a , b , O , O ‘ , { U ~ } z E ~ , R z l l e s ( a ) , ~ n s t  - Rules,ti}. 
Here, a and b are the agents implied in the coniract; 0 is 
the contract agreed by a with b; 0’ is the outcome of the 
enactment of contract with 6. {U$)zE~ is the utility function 
of a at time t i  for the contract issues for which it hired 
by b; Rules(a) is that a had to abide by for the contract 
at time ti when the contract was signed, and Inst - Rules 
are that both a and b had to abide by in a given institution. 
So the interaction history can be represented as ODB = 
{Cl,C,, ...}. O D B ” T ~  E O D 3  is the history containing all 
interactions between a and b. 
For each new interaction between a arid b, a needs to con- 
sider the interaction history as well as the currently prevailing 
rules in order to predict the behavior of b. So the current 
context of a within which a new contract is negotiated with 
6 is described as = {ODBa)b, {U2a},EX,RuZes(a),t,), 
where t ,  represents current time. 
In the next section, the information derived from the in- 
teraction history ODl3 will be used to define and evaluate 
the agent’s trust in its opponent’s enactment of the contractual 
terms. In our model, each agent attempts to determine the 
trustworthiness of a given agent based on its own prior direct 
interactions with the agent (confidence) in conjunction with 
the reputation given by other trustworthy agents or witness 
who have interacted with the same agent. 
111. THE CONFIDENCE-REPUTATION MODEL WITH TRUST 
NETWORK 
. In this section we first focus on the confidence and repu- 
tatjon, and then put it together to get the computational trust 
model. 
A. Confidence 
Confidence, which models the direct interaction between 
two agents, is mainly derived from analyzing the result of 
previous interactions with that agent [71. The confidence of a 
in issue 2 that handled by b can be defined as: 
C ( U , b , Z )  = Wi x (u:(v) - U&)) 
C ~ E O D B - J  
m e r e  ci = {a ,  b, 0, o’, {~~)~~x(~), Ruies(a)  ~ n s t  -
Rules, t i } ,  v is the value taken by z E X ( 0 ) ,  vi is the value 
take by 5 E X ( O ’ ) ,  and 
simz(v,vi) x p(tc, ti) 
Cc, fODBL,bb im, (v ,v j )xp ( t , , t j )  * 
wi = 
In the expression of wi, t ,  is the current time and p : 
Time x Time --f [O, 11 is a time-weighing function which 
weighs the most recent contracts with larger value. The 
similarity function for an issue 5 is sim, : Dx x D x  -+ [0,1] 
, which determines how similar two values for the same issue 
is. Thus, c(a, 6, z) represents an expected value for the enacted 
contract given most cases with similar values z (to the current 
value), and the most recent cases are given more importance 
in the evaluation of the mean. We will assume that all agents 
in the society are able to evaluate their confidence in issues 
handled by their opponent and may transmit these measures 
to others. 
B. Reputation 
The interactions with someone in the past are, of course, 
the most reliable source of infomation about the agents’ 
trustworthiness because the observations used to estimate 
someone’s trustworthiness are direct samples of the subjective 
variables. However, relying only on direct experience is both 
inefficient and dangerous. It is ineflicient as an individual 
will be limited in the number of exchange partners he or she 
has, and dangerous because one will discover untrustworthy 
partners only through hard experience. These shortcomings are 
especially severe in the context of online communities where 
the number of potential partners is huge and the institutional 
guarantees in case of negative experiences are weaker. 
We assume that all agents in the society are able to transmit 
the confidence to others. The transmission of such confidence 
then gives rise to the concept of reputation. An agent’s 
reputation is infomation about or observation of an agent’s 
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Fig. 1.  An Example Trust Network 
past behavior on similar situations aggregated and distributed 
by means of word-of-mouth or through trusted third parties. 
How does the agent find the reputation of the target agent 
and incorporate the reputation of those witnesses? Our ap- 
proach applies a process of referrals in trust network through 
which agents help one another to find the witnesses [9]. 
C. Trust Network 
To explain what the trust network is, we need to understand 
the process of referral first. 
A referral to agent uj returned from agent ai is defined as 
T =< ai, a j  >, where ai is the source and aj is the destination 
of the referral. 
so a referral chain from agent ai to agent ak can be 
expressed as R =< ai ,  ..., aj, a j + ~  , ..., ak >, where aj+l is a 
neighbor of a j .  ai will use the referrals to ak to compute its 
reputation about ak. A trust network is a representation built 
from the referral chains produced from the query of ak. It also 
implies how agents estimate the reputation of other agents that 
they have not met before. 
A trust network TW(ui ,  a&, 4, R) is a directed graph, where 
A = {ai,a2,.,.,un} is a finite set of agents, El is a set of 
referrals {TI? ..,, rn]. 
Given a series of referrals { T I ,  r2, . .+I, the request agent ai 
constructs a trust network TN by incorporating each referral 
~i = (ai, a j )  into 7". ai adds ri to R if and only if a, not 
in A. Based on the small-world work theory 181, the agents 
are limited in the number of neighbors they may have; and 
the length of each referral chain is also limited to some value 
depthlimit. 
Figure 1 shows one example fm how the reputation propa- 
gates through a trust network. In the example, agent a wants 
to know the reputation of agent e. (a, b, e) and (a, c, d, e) are 
two referral chains leading to agent e. 
D. Evaluating Reputation 
Each agent has a set of neighbors, i.e., agents with whom it 
may directly interact. How an agent evaluates the reputation of 
others will depend in part on the testimonies of the neighbors. 
Let R =< a, ..., bi, bi+l, ..., b,, c > be a referral chain from 
agent a to agent c at time t. The second last agent on a 
referral chain has a direct communication with the last agent. 
A testimony for agent a from agent c with regard to a chain 
R is defined as 
Where @ is a trust transitive operator and i s  defined as: 
Ci @ Cj= IF (Ci 2 0 AND Cj 2 0) THEN Ci * Cj ELSE 
-1Ci * Cjl 
Suppose agent a wants to evaluate the reputation of the 
agent e, and E = {El ,  Ez, ..,, Em} are a group of testimonies 
towards agent c. We now show how testimonies from different 
agents can be incorporated into the reputation of the target 
agent. Here we eliminate double counting of witnesses. So 
the reputation of the target agent c is as follows 
i=m 
RE(% e, 4 = l /m c Ea;&) 
i=l 
Additionally, in order to encourage cooperation, if an agent 
who provided a good referral in a given transaction, the repu- 
tation of this agent will be increased in the future interactions; 
while if an agent who provided a bad referral in a given 
transaction, the reputation of the agent will be decreased in 
the future interactions. 
E. Putting it all together: T%e Confidence-Reputation Model 
Reputation can be particularly useful to an agent that enters 
a system for the first time. This is because the agent would not 
have interacted with any other agents in the environment in 
the past. Therefore, it would not be possible for it to compute 
its confidence in them. Thus it can only USC the information 
that is supplied to it by other agents in the environment. 
However, such information may be liable to noise or may not 
be true if agents are lying. Also if no one else has interacted 
with agent's opponent, then the agent can only take a guess 
at its opponent's reliability. In such circumstance, the agent 
can only team from its direct interactions with other agents 
and compute its confidence from these interactions. Trust is 
a dynamic and rational concept relating past experience and 
reputation to newly contracted values. Given above, using just 
confidence or just reputation values to compute the set of 
expected values for a given issue is only useful in extreme 
situations. In most situations, we believe it is preferable to 
consider both confidence and reputation. Therefore, in our trust 
model we adopt the combined degree in reference 171 to define 
the vusc on agent b over issue 5: 
T(a ,b , z )  = k . C ( a , b , z ) + ( f - k ) . R ( a , b , s )  
Where k > 1 - k, the rational is that as the agent interacts 
with another agent more and more, it will put correspondingly 
greater reliance on its personal confidence measures rather 
than reputation values (since personal interactions are deemed 
to be more accurate than information gathered from other 
agents, which might be subject to noise). 
Along the confidence and reputation, trust is always linked 
to a single aspect. As we argued previously, with the ontolog- 
ical dimension of trust we add possibility to combine trust on 
different aspects to calculate a more complex one. To represent 
the ontological property, we use graph structures like the one 
shown in Figure 2. 
Hence, to calculate a given trust taking into account the 
ontological dimension, an agent has to calculate the trust of 
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each one of the related aspects that, in turn, can be the node 
of another sub-graph with 'other aspects associated. The trust 
of those nodes that &e related with an atomic aspect of the 
behavior, are calculated using the confidence and reputation. 
'The must of node N in an ontoIogica1 graph is computed as 
follows: 
where i j  E 1, E (0,1], and q = 1. 
Note that each, individual usually has a different ontological 
structure to combine trust and a different way to weigh the 
importance of trust when they are combined. 
rv. A CASE STUDY 
5 - To demonstrate how to use the model, and to verify the ef- 
fectiveness of the proposed model, we take one example from 
tourism (refer to Figure 2). We may be looking for good travel 
agencies for holiday travel. The interaction between travelers 
and travel agencies define the scenario for this example. The 
society for this example is composed by travelers, who have 
to travel regularly and have to book these trips from travel 
agencies; and travel agencies, which provide travelers with all 
the facilities needed far a given trip. A travel is described by a 
set of issues related with different aspects of that travel. These 
issues are: 
Hotel location: It is the distance from hotel to the desti- 
nation. The utility function is U ( z  = Hotel - location) = 
1 - 0.022. 
Hotel quality: The category of the hotel (the number of 
stars). The utility function is V ( z  = Hotel - quality) = 
The others are Guide, Tours itineraries, Tours organization 
(which related with the timetable, the food and the tools used 
to do the trip). These are expected issues, The utility function 
for all the expected issues used in the example is shown in 
Table I. 
So the contract of a good travel agency in the tourism 
example is presented by X = {Hotel location, Hotel quality, 
Tours itineraries, Tours organization, Guides}. Given that, in 
Figure 2 we can see again how these issues related in the 
ontological structure considered by a good travel agency. 
Assume that we have, at this time, the interaction history 
ODBtraveler,bTQuelagency. We use the information derived 
0.25s - 0.25. 
TABLE I 
UTILITY FUNCTION 
Good 
Excellent 
from the interaction history ODBtravezer , travefage~c~ to eval- 
uate the trust of travel agency as a good travel agency from 
the travelers' perspectives using formula (1). 
V. CONCLUDING REMARKS . 
Trust is.an essential issue in e-commence in general, and 
in agent-mediated e-commence in particular. While previous 
work provides some solutions to the key issues in trust 
management, there are still some problems remained unsolved. 
Based on the analysis of the extant trust models, a confidence- 
reputation model with trust network was proposed. Our model 
can not only consider the direct interaction and the reputation 
information, but also the ontological property of trust. 
A simple example was provided to demonstrate the effec- 
tiveness of the proposed model. More work is required to test 
the applicability in real-world e-commence applications. 
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