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Abstract
Quasiballistic heat conduction, in which some phonons propagate ballistically over a thermal
gradient, has recently become of intense interest. Most works report that the thermal resistance
associated with nanoscale heat sources is far larger than predicted by Fourier’s law; however,
recent experiments show that in certain cases the difference is negligible despite the heaters being
far smaller than phonon mean free paths. In this work, we examine how thermal resistance depends
on the heater geometry using analytical solutions of the Boltzmann equation. We show that the
spatial frequencies of the heater pattern play the key role in setting the thermal resistance rather
than any single geometric parameter, and that for many geometries the thermal resistance in the
quasiballistic regime is no different than the Fourier prediction. We also demonstrate that the
spectral distribution of the heat source also plays a major role in the resulting transport, unlike
in the diffusion regime. Our work provides an intuitive link between the heater geometry, spectral
heating distribution, and the effective thermal resistance in the quasiballistic regime, a finding that
could impact strategies for thermal management in electronics and other applications.
a To whom correspondence should be addressed. E-mail: aminnich@caltech.edu
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I. INTRODUCTION
Quasiballistic heat conduction occurs if a temperature gradient exists over length scales
comparable to phonon mean free paths (MFPs).1–4 In this regime, local thermal equilibrium
does not exist and Fourier’s law is no longer valid. Heat dissipation under these conditions
is of intense interest because the thermal resistance from a heat source may be far greater
than predicted by Fourier’s law, impacting microelectronics and other applications.
Many recent experiments have investigated quasiballistic thermal transport using optical
pump-probe methods to heat a metal transducer film or lithographically patterned nanoscale
heaters. Siemens et. al. were the first to perform these experiments using an optical
pump and soft x-ray probe.5 Numerous other experiments have been reported including
using transient grating,6 thermoreflectance methods,7–10 and other lithographically patterned
metallic heaters.11–13
In general, these experiments report that the thermal transport from heaters of charac-
teristic length smaller than phonon MFPs is increasingly impeded compared to the Fourier’s
law prediction as the heater size decreases. However, recent experiments have shown that
situation may be more complicated than the conventional viewpoint. Hoogeboom-Pot et
al probed the thermal transport in sapphire and silicon using arrays of nickel nanowires
as heat sources and showed that when the separation between nanoscale line heaters was
small compared to the dominant phonon MFPs, the measured thermal boundary resistance
recovered to the diffusive limit.13 Our recent work used aluminum nanoline arrays as heating
sources in TDTR experiments and showed that the measured thermal conductivity of sap-
phire reached a constant even as the linewidth decreased.14 These experiments suggest that
the actual dependence on the heater dimensions and geometry cannot simply be attributed
to a single characteristic dimension of the heater.
Many theoretical frameworks have been developed to explain the observed quasiballistic
phenomena. Vermeersch et. al. reported a truncated levy formalism to analyze the qua-
siballistic motion of thermal energy in semiconductor alloys.15,16 Two-channel models, in
which low and high frequency phonons are described by the Boltzmann transport equation
(BTE) and heat equation, have been applied to analyze the quasiballistic thermal trans-
port in transient grating17 and thermoreflectance experiments.18,19 A McKelvey-Shockley
flux method was adapted to describe phonon transport.20 Analyses within the framework
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of the BTE have been recently reported in a number of studies.3,21–23 Most of the works
simplified the BTE either by assuming a gray model or by asymptotic expansion of spatial
part of the phonon distribution. Zeng and Chen numerically solved a gray BTE to analyze
the quasiballistic heat conduction trends for periodic nanoscale line heaters. They found
opposite trends in the effective thermal conductivity depending on the measures of tem-
perature profiles used to extract the thermal conductivities.24 Despite all of these works, a
unified explanation of the reported data for thermoreflectance experiments with different
heater geometries remains lacking.
In this work, we analyze heat dissipation in the quasiballistic regime using an analytical
solution to the mode-dependent BTE in the spatial frequency domain. Our study shows
that the thermal resistance is not a function of any one geometrical parameter but rather
depends on the spatial frequencies of the heater pattern and their relative weights. The use
of spatial frequencies differs from most prior works that considered geometrical parameters
like linewidths as the key parameters. Our work provides an intuitive link between the heater
geometry, spectral distribution of the heat source, and the effective thermal resistance in
the quasiballistic regime, a finding that could impact strategies for thermal management in
electronics and other applications.
II. THEORY
The transport of heat by thermal phonons is described by the Boltzmann transport
equation (BTE) under the relaxation time approximation given by2
∂gω
∂t
+ vg · ∇gω = −gω − g0(T )
τω
+
Qω
4pi
, (1)
where gω = ~ωD(ω)(fω(r, t, θ, φ) − f0(T0)) is the desired deviational distribution function,
g0(T ) is the equilibrium deviational distribution function defined below, Qω(r, t) is the spec-
tral volumetric heat generation, vg(ω) is the phonon group velocity, and τω is the phonon
relaxation time. Here, r is the spatial vector, t is the time, ω is the phonon frequency,
and T (r, t) is the local temperature. In the Cartesian coordinate system and assuming an
isotropic crystal, the advection term in Eq. (1) is expanded as
vg · ∇gω = vgµ∂gω
∂z
+ vg
√
1− µ2cosφ∂gω
∂x
+ vg
√
1− µ2sinφ∂gω
∂y
, (2)
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where µ = cos(θ) is the directional cosine of the polar angle θ and φ is the azimuthal
angle. Here, we note that while many crystals like Silicon contain minor anisotropies in the
Brillouin zone, they remain thermally isotropic.
Assuming a small temperature rise, ∆T (r, t) = T (r, t) − T0, relative to a reference tem-
perature T0, the equilibrium deviational distribution is proportional to ∆T (r, t),
g0(T ) =
1
4pi
~ωD(ω)(fBE(T )− fBE(T0)) ≈ 1
4pi
Cω∆T (r, t). (3)
Here, ~ is the reduced Planck constant, D(ω) is the phonon density of states, fBE(T ) is the
Bose-Einstein distribution, and Cω = ~ωD(ω)∂fBE∂T is the mode specific heat. The volumetric
heat capacity is then given by C =
∫ ωm
0
Cωdω and the thermal conductivity k =
∫ ωm
0
kωdω,
where kω =
1
3
CωvωΛω and Λω = τωvω is the phonon MFP.
Both gω and ∆T are unknown. Therefore, to close the problem, energy conservation is
used to relate gω to ∆T , given by∫ ∫ ωm
0
[
gω(r, t)
τω
− 1
4pi
Cω
τω
∆T (r, t)
]
dωdΩ = 0, (4)
where Ω is the solid angle in spherical coordinates and ωm is the cut-off frequency. Note that
summation over phonon branches is implied without an explicit summation sign whenever
an integration over phonon frequency is performed.
By assuming an infinite domain in the in-plane directions (x & y) and a semi-infinite
domain in cross plane direction (z) with specular boundary conditions such that the domain
can be extended to infinity by symmetry, in Ref. 18 we derived the Green’s function of BTE
in Fourier space, given by:
H(η, ξx, ξy, ξz) =
∫ ωm
0
Q0ω
Λωξ
tan−1
(
Λωξ
1+iητω
)
dω∫ ωm
0
Cω
τω
[
1− 1
Λωξ
tan−1
(
Λωξ
1+iητω
)]
dω
, (5)
where ξ =
√
ξ2x + ξ
2
y + ξ
2
z is the spatial Fourier variable and η is the temporal Fourier
variable. Note that Q0ω is the volumetric heating spectral profile, a scalar with units of
Qω(r, t) in Eq. (1) that depends on phonon frequency. The temperature response to any
input is now simply the product of Eq. (5) and the input function Q¯(η, ξx, ξy, ξz), given by
∆T˜ (η, ξx, ξy, ξz) = H(η, ξx, ξy, ξz)× Q¯(η, ξx, ξy, ξz), (6)
where the volumetric heat input is then given as Q =
∫ ωm
0
Q0ωdωQ¯(η, ξx, ξy, ξz).
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Heating pattern Function
Gaussian spot δ(η − η0) d1+d2ξ2z e
−D
2ξ2r
8 where ξ2r = ξ
2
x + ξ
2
y
Line array δ(η − η0) d1+d2ξ2z
+∞∑
n=−∞
sin(npiw
L
)
n
(n ∈ Integers)
Dot array δ(η − η0) d1+d2ξ2z
+∞∑
n=−∞
+∞∑
m=−∞
sin(npiw
L
)sin(mpiw
L
)
mn
(n, m ∈ Integers)
TABLE I. Input function Q¯ in Fourier space for Gaussian spot heating, nanoline array heating, and
nanodot array heating. For the Gaussian heater, D is the 1/e2 width of a Gaussian distribution,
also called the Gaussian diameter. In the nanoline and nanodot array heating patterns, the ratio
of the linewidth or dot width w and the period L, w/L, is defined as duty cycle. The heating is
assumed to be periodic in time with frequency η0 and exponentially decaying in the cross-plane
direction with a decay depth d = 10 nm.
This equation can be used to examine the thermal resistance of a semi-infinite slab to
heater patterns of different geometries and characteristic dimensions. Note that we do not
explicitly include an interface that is present in thermoreflectance experiments. Despite
this simplification, our results are still useful to understand these experiments because the
interface only changes in spectral distribution of the heater, not the trends with spatial and
temporal frequencies.
In the calculations that follow, we use the dispersion and lifetimes for crystalline sili-
con calculated by Lucas Lindsay using density functional theory.25 The details regarding
converting the ab-initio calculations to an isotropic dispersion can be found in Ref. 18.
III. RESULTS
We begin by examining thermal transport for the three heating geometries used in recent
experiments: a Gaussian distribution, nanoline arrays, and nanodot arrays. The spectral
heating distribution Q0ω is set to be ACω/τω where A is a constant indicating the magnitude
of the heat input, which we denote as a thermalized distribution. The Fourier transform of
the three heating input functions is tabulated in Table I and plotted in Fig. 1(c). Except for
the discrete nature of line and dot arrays, the Fourier components of all three functions have
two common features: their maximum occurs at zero spatial frequency, and the non-zero
elements decrease monotonically as ξx or ξy increases.
Despite the similarities in the input functions, the thermal resistances exhibit dissimilar
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FIG. 1. Input function Q¯ versus in-plane spatial frequency of (a) a Gaussian distribution, (b)
nanoline arrays and (c) nanodot arrays. The functions have a maximum at zero in-plane spatial
frequency and decrease with increasing spatial frequency. In (c), the size and color of the dots
indicate the magnitude of the Fourier component at that spatial frequency. Insets: real-space
schematics of each heater pattern.
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FIG. 2. Effective thermal conductivity versus characteristic length for three heater patterns at a
fixed temporal frequency η0 = 1 MHz. The characteristic length corresponds to diameter D for the
Gaussian heater (solid line), period L for the nanoline (dashed line) and nanodot (dotted-dash line)
array heaters with a 50% duty cycle. The effective thermal conductivity decreases as D decreases
while it exhibits a non-monotonic trend as L decreases for the nanoline and nanodot arrays.
trends. We obtain a measure of the thermal resistance by calculating the surface temperature
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rise for the three heating patterns at a fixed temporal frequency η0 = 1 MHz using the
following equation
∆T (x, y, η0) =
∫ ∫ ∞
−∞
Hs(ξx, ξy, η0)Q(ξx, ξy)e
iξxxeiξyydξxdξy, (7)
where Hs(ξx, ξy, η0) =
∫∞
−∞H(η0, ξx, ξy, ξz)
d
1+d2ξ2z
dξz is the surface temperature response at
the surface, and Q¯(ξx, ξy) is the input function that only involves the in-plane heating
geometry. The surface temperature rise is then fitted to a diffusion model based on Fourier’s
law where the thermal conductivity is treated as a fitting parameter. In this way, we can
extract effective thermal conductivities, which provide an indication of the overall resistance
to heat flow. Note that if the in-plane spatial frequencies are zero then the heater is a thin
film.
The results are shown in Fig. 2. There are three major features in this figure. First, when
the characteristic length Lc is such that ΛωLc  1, the effective thermal conductivity of all
three heaters approaches a constant value, 89 Wm−1K−1, which is less than the bulk value,
130 Wm−1K−1, because of the cross-plane effects which will be discussed shortly. Second,
for the Gaussian heater, when the beam diameter decreases and hence in-plane spatial
frequency increases, the effective thermal conductivity indeed decreases monotonically, as
has been reported in experiment.7,10 However, the same calculation applied to a line array
heater or a dot array heater shows that the effective thermal conductivity initially decreases
as period decreases, and then increases back to the constant value as the period further
decreases. Third, the dot array heater has a larger drop in effective thermal conductivity
compared to the line array heater.
In the following sections, we will analyze and explain the reasons behind these observed
features.
A. Cross-plane quasiballistic effects and volumetric heating spectral profile
First, we examine the role of cross-plane effects. Consider the surface responseHs(ξx, ξy, η)
with the thermalized spectral profile as shown in Fig. 3(a). The contour plot shows the
relative difference between BTE and Fourier’s law surface responses, |HsBTE−HsFourier
HsBTE
| as
a function of temporal frequency η and in-plane spatial frequency ξx. Deviations from
Fourier’s law are observed at ξx = 0.1 µm
−1 corresponding to a period of 10 µm. Note
7
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FIG. 3. Relative difference between BTE and Fourier predicted surface temperatures,
|HsBTE−HsFourierHsBTE | versus temporal frequency η and in-plane spatial frequency ξx for (a) the ther-
malized heating spectral profile, Q0ω = Cω/τω and (b) the spectral profile given in Ref. 20. Lighter
colors indicate larger deviations between the BTE and Fourier calculations. Deviations occur as
spatial and temporal frequencies increase. (c) Effective thermal conductivity versus temporal fre-
quency of a Gaussian heater with the thermalized volumetric heating profile (solid line) and the
profile of Ref. 20 (dashed line).
that deviations are observed even if ξx = 0 for temporal frequencies corresponding to the
cross-plane effects.
Consider the origin of the cross-plane effects at ξx = 0. To observe quasiballistic effects,
one of the following conditions must be satisfied: ητω ∼ 1, or ξzΛω ∼ 1. At temporal
frequencies less than a few hundred MHz, ητ  1 as the relaxation times are mostly less
than a few nanoseconds. Therefore, the origin of the cross-plane effects must be related to
the cross-plane spatial frequencies ξz. Recall that an oscillating surface heat flux induces a
thermal wave with a characteristic depth given by
√
kη−1C−1. At megahertz frequencies,
the spatial frequencies corresponding to this characteristic depth satisfy ξzΛω ∼ 1, and hence
deviations from Fourier’s law are observed. For example, at a temporal frequency 1 MHz,
the thermal penetration depth in silicon is around 10 µm, comparable to phonon MFPs in
silicon, which range from a few nanometers to tens of micrometers.
This cross-plane effect is strongly influenced by the spectral profile of the heating, Q0ω.
As shown in Fig. 3(b), the deviation due to ξz can be eliminated by choosing a different
spectral profile, such as that of phonons injected across an interface from Ref. 20. Such
dependence does not occur in the diffusion regime. The origin of this dependence can be
see in the numerator of Eq. 5: the spectral volumetric heating profile Q0ω is modified by
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1
Λωξ
tan−1
(
Λωξ
1+iητω
)
. This dependence enables transmission coefficients to be extracted from
TDTR measurements as described in Ref. 20.
As a result, even if ξzΛ ∼ 1, a cross-plane effect in the effective thermal conductivity may
not be observed. For example, Fig. 3(c) shows that in a Gaussian heater with a diameter
of 100 µm, the effective thermal conductivity for the thermalized spectral profile exhibits
a decreasing trend versus temporal frequency, while for the profile of Ref. 20 the effective
thermal conductivity remains constant.
Here, the spectral profile of the heat source can significantly alter the effective thermal
resistance of the solid to heat flow. Even though the responses between BTE and Fourier’s
law appear to agree with each other, it does not necessarily mean quasiballistic effects are
absent. To avoid confusion, in the rest of the analysis we will use the thermalized profile.
B. In-plane quasiballistic effects
We now consider the trends in effective thermal conductivity with in-plane spatial fre-
quency for each heater. Neither the surface response Hs(ξx, ξy) nor the input function
Q¯(ξx, ξy) alone can explain the thermal conductivity trends in Fig. 2. However, the overall
surface response as given in Eq. 7 is an integral of the product of Hs(ξx, ξy) and Q¯(ξx, ξy)
over in-plane spatial frequencies, weighted by the factor eiξxxeiξyydξxdξy. Therefore, under-
standing the observed trends requires examining this weighted product of Hs(ξx, ξy) and
Q¯(ξx, ξy) versus in-plane spatial frequency.
Without loss of generality, x and y are set to zero for simplicity. To separate the in-
plane effects from the cross-plane effects, this weighted product of Hs and Q is divided by
Hs(ξx = 0, ξy = 0), the DC component of the surface temperature response. We define
HsQdξxdξy/Hs(ξx = 0, ξy = 0) as a normalized response H¯s. In this way, the difference
between BTE and Fourier’s normalized responses H¯s is solely caused by the in-plane effects,
and the DC components of BTE and Fourier’s H¯s are always identical.
The normalized response H¯s versus non-dimensional in-plane spatial frequency for a dot
array heater with a duty cycle at 50 % and various period are shown in Fig. 4. As in
Fig. 4(a), if ξrΛω  1, then the BTE and Fourier weighted responses are identical. As the
spatial frequency increases, the BTE solution deviates from the Fourier’s solution and thus
we would expect the weighted response to deviate as well. This behavior is indeed observed
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FIG. 4. Normalized response H¯s(ξr, η) versus non-dimensional in-plane spatial frequency for a
dot array heater with a duty cycle at 50 % and a period L of (a) 1000 µm, (b) 1 µm, and (c) 10
nm. The BTE solution (open circles) is compared to the Fourier’s law prediction (solid circles).
for the dot array heater with a period of 1 µm as shown in Fig. 4(b).
As the spatial frequency further increases, the deviation in the BTE response continues
to increase as well. However, the magnitude of the responses becomes much smaller than
that of the DC component. Therefore, the DC component dominates the overall thermal
response, and as discussed earlier the BTE and Fourier normalized responses H¯s are identical
at zero in-plane spatial frequency. As a result, even when Λωξr  1, the surface response
of the dot array heaters is identical to that of a dot array heater with a large period. The
effective thermal conductivity returns to its constant value set by the cross-plane effects,
yielding the dip trend shown in Fig. 2. Similar reasoning explains the trend of the effective
thermal conductivity in the line array heaters.
On the other hand, for the Gaussian heater the effective thermal conductivity keeps
decreasing as the Gaussian diameter decreases. The reason can be identified from Fig. 5(a).
The amplitude of the normalized response H¯s in a Gaussian heater is maximum at a non-zero
in-plane spatial frequency, and the DC component is always zero. The peak in the response
shifts to a bigger in-plane spatial frequency as the Gaussian diameter decreases. As a result,
the deviation in the surface response of the Gaussian heaters between BTE and Fourier’s
law keeps increasing, leading to a decreasing trend of the effective thermal conductivity.
The key distinguishing feature of these three cases can be attributed to the relative
contribution of the DC component. In a one-dimensional problem, such as the line arrays,
the integral to obtain the surface response is performed along a single dimension, for instance
ξx. The DC component will always make a major contribution because the amplitude of
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FIG. 5. Normalized response H¯s(ξr, η) versus non-dimensional in-plane spatial frequency for (a) a
Gaussian heater with a Gaussian diameter D at 1 µm and (b) a line array heater with a period
L at 1 µm and a duty cycle at 50 %. The BTE solution (solid line in (a); open circles in (b)) is
compared to the Fourier’s law prediction (dashed line in (a); solid circles in (b)).
the normalized response H¯s scales as ξ
−1
x . In the continuous two-dimensional problem, the
integral in Eq. 7 is performed over ξx and ξy. Rewriting dξxdξy in polar coordinates as
ξrdξrdφ, where ξr =
√
ξ2x + ξ
2
y and φ is the polar angle, we observe that the DC component
contributes nothing to the integral when the spatial frequencies are continuous, as occurs
for an isolated heater like the Gaussian spot. Hence, the deviations in thermal response
between the BTE and Fourier solutions are readily observable, as in Fig. 2.
For a two-dimensional periodic heat source like the dot arrays, the DC response returns
but higher harmonics may still impact the overall response. The major difference between a
line array and a dot array heater is that the harmonics in a line array heater are composed
of two points (±2pi/L, ±4pi/L, etc) while the harmonics in a dot array heater are composed
of at least four points, i.e. the first harmonic is composed of points at (±2pi/L, 0) and
(0,±2pi/L). Therefore, the relative contribution from the harmonics in a dot array heater is
bigger than that in a line array heater due to their higher degeneracy, leading to a bigger
drop in the effective thermal conductivity in dot array heaters as shown in Fig. 2.
We further examine the interplay of spatial frequencies of the heater and the overall
thermal response in Fig. 6. In Fig. 6(a), the effective thermal conductivity is plotted versus
period for two duty cycles. The non-monotonic dependence of the effective thermal con-
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FIG. 6. (a) Effective thermal conductivity versus period with a duty cycle at 90 % (dashed line)
and 10 % (solid line). (b) Effective thermal conductivity versus period with a duty cycle of 10 %
at temporal frequencies 100 KHz (solid line) and 10 MHz (dashed line).
ductivity is again observed. While the period sets the relevant spatial frequency as 2npi/L
where n is integer, the duty cycle determines the amplitude of each term of the sum in the
heating input function of a dot array. In both cases, a dip in effective thermal conductivity
is observed as ξrΛω ∼ 1. However, the amplitude of the DC component at 90 % duty cycle
relative to the first harmonic is 81 times higher than that at 10 % duty cycle, which explains
why the duty cycle at 10 % results in a bigger drop in the effective thermal conductivity.
As the period keeps decreasing, the DC component becomes more dominant in both cases,
leading to the increase in the effective thermal conductivity.
Figure 6(b) demonstrates the interplay between the cross-plane and in-plane effects. As
the temporal frequency increases, cross-plane effects become more apparent, and the effective
thermal conductivity converges to a smaller value at large periods. Interestingly, the drop of
the thermal conductivity becomes more prominent as the increase of the cross-plane effects,
and the minimum shifts to a smaller period. The origin of this behavior is that the DC
component scales with the temporal frequency as Qη−1C−1 while the higher harmonics have
a much weaker dependence on η. Therefore, as the temporal frequency increases, the relative
amplitude of the harmonics compared to the DC component also increases, and the drop
in thermal conductivity becomes bigger. Also, as the temporal frequency increases, the
relevant range of ξz scales up as
√
kη−1C−1, accounting for the shift of the dip to smaller
12
in-plane spatial frequencies in Fig. 6(b) as temporal frequency increases.
IV. CONCLUSION
In summary, we have studied quasiballistic transport from various heater geometries
using an analytical solution of the Boltzmann equation in the spatial frequency domain.
We find that the effective thermal resistance of nanoscale heat sources depends on several
factors and is not necessarily different from the Fourier value. Whether a difference occurs
depends on the relevant spatial frequencies of the heater, the amplitude of the DC component
relative to those of other spatial frequencies, the spectral profile of the heat source, and the
temporal frequency. Our work provides detailed insights into the thermal resistance in the
quasiballistic regime, a finding that could impact strategies for thermal management in
electronics and other applications.
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