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The objective is to develop a non-invasive automatic method for detection of epileptic
seizures with motor manifestations. Ten healthy subjects who simulated seizures and one
patient participated in the study. Surface electromyography (sEMG) and motion sensor fea-
tures  were extracted as energy measures of reconstructed sub-bands from the discrete
wavelet transformation (DWT) and the wavelet packet transformation (WPT). Based on the
extracted features all data segments were classiﬁed using a support vector machine (SVM)
algorithm as simulated seizure or normal activity. A case study of the seizure from the
patient showed that the simulated seizures were visually similar to the epileptic one. The
multi-modal intelligent seizure acquisition (MISA) system showed high sensitivity, short
detection latency and low false detection rate. The results showed superiority of the multi-
modal detection system compared to the uni-modal one. The presented system has a
promising potential for seizure detection based on multi-modal data.
© 2011 Elsevier Ireland Ltd. All rights reserved.
1.  Introduction
Epilepsy is a functional disorder of the brain caused by exces-
sive discharges of groups of neurons clinically characterized
by repeated unprovoked seizures lasting from seconds to min-
utes. About 1% of the world’s population has epilepsy. Seizure
manifestations can be motor (tonic, clonic, tonic–clonic, etc.),
sensory, psychic or vegetative, and consciousness may be
retained or altered, sometimes with automatic behavior. In
spite of much progress with pharmacological, surgical and
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other treatments, about 25% of epilepsy patients continue to
have seizures. For many  of these patients, seizure onset is
unpredictable, impairing independent living and increasing
the risk of injuries, e.g. by falls or burns. Therapy resis-
tant patients with generalized tonic–clonic seizures have an
increased risk of dying as a consequence of a seizure, espe-
cially when they live alone and the seizures occur during sleep
[1,2]. An automatic seizure detection system that alerts rela-
tives or other helpers of an on-going seizure would alleviate
several of these problems. The earlier a seizure is detected,
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the more  useful the system would be. It could also be beneﬁ-
cial in determining therapeutic success or failure in patients
who  live alone and cannot reliably report whether they still
have seizures. A clinically feasible detection system needs to
be both reliable and comfortable.
Today the diagnostic gold standard in epilepsy is electroen-
cephalography (EEG) with simultaneous video surveillance.
EEG is known to be reliable for detection of seizures [3–5].
EEG-recordings require, however, either an invasive recording
(intracranial electrodes) or the placement of several scalp-
electrodes, which is less stable over time. The patient might
also be uncomfortable wearing electrodes on the scalp, which
are very noticeable for others, and thereby stigmatizing the
patient further. Despite the EEG method being the gold stan-
dard, it does not necessarily seem to be the best option for a
seizure alarm outside the hospital. It has been attempted to
use video recordings for seizure detection [6],  but they had
too many  restrictions and limitations (obstacle-free area of
movement  covered by light and camera).
Nijsen et al. [7] used accelerometers (ACM) for seizure
detection. The visual analysis of the movement  data recorded
with these sensors showed promising results (91% of the
seizures with motor phenomena were detected), and was con-
sidered feasible for detection of seizures. Others [8,9] have
tried to detect seizures based on ACM data, but an ideal
method has not yet been presented.
Earlier studies [7–9] on detecting seizures from ACM data
did not report on aspects concerning the time between seizure
onset and the detection, but only on detection versus no
detection. It is highly desirable to achieve an early detec-
tion of seizures (i.e. with only a few seconds of delay) to
make possible an intervention to stop the seizures and/or
prevent injuries during the seizures. To make such a system
reliable for detection of seizures we decided to work with
multi-modal data, so we extended the system from using
only ACM to combine it with sEMG and gyroscopes (angu-
lar velocity (ANG) data). Gyroscopes provide information on
the rotation of each joint, so this data covers e.g. movements
where the limbs are accelerated less, but still rotated. In a pre-
liminary study [10] we found that the three modalities sEMG,
ACM and ANG provided complementary information with
potential improvement of classiﬁcation accuracy. The next
issue was to identify the most promising features to distin-
guish between seizures and normal activities and furthermore
identify the most appropriate classiﬁer to automatically differ-
entiate between the two classes based on the feature vectors.
Nijsen et al. [11] showed through a visual analysis that the
continuous wavelet transformation (CWT) seems to be a bet-
ter feature than short time Fourier transformation (STFT) for
ACM data. Seizure detection from sEMG signals is a rather
unexplored ﬁeld, but from a visual inspection of the data it
seems that both the amplitude and the frequencies of the
signal during seizures are different from normal activities.
The discrete wavelet transformation (DWT) seems to be a
good choice as a feature extraction method, since it provides
a good frequency resolution at low frequencies and further-
more a good time resolution at the high frequencies. Based on
this we  used DWT for feature extraction and support vector
machines (SVM) as a classiﬁer in a pilot study [12], including
both sEMG, ACM and ANG data, with very promising results
on distinguishing between seizures/simulated seizures and
normal activities.
In this paper we search for the best feature extraction
method based on the wavelet transformation to separate
simulated seizures from normal activity. The wavelet trans-
formation is good at describing both the morphology and the
spatial distribution in the movement  signals. Compared to the
DWT, the wavelet packet transformation (WPT) provides equal
time and frequency resolution for all frequencies. Besides
DWT we have therefore also tested the WPT  as a method
for extracting features for all modalities in this automatic
multi-modal intelligent seizure acquisition (MISA) system. To
classify our data into the two groups, seizures and normal
activities, we used SVM [13] (as in our pilot study [12]) as a
binary classiﬁer trained on feature vectors from both classes,
since it is well known to function better than other classiﬁers
when the data classes are of unequal sizes. We  used data from
healthy subjects who simulated seizures (as instructed by a
physician) to develop our algorithm upon. To assess the simi-
larity between the simulated seizures and a real one, we  have
visually compared the raw data from the simulated seizures
with a real seizure from a patient for all modalities.
This paper is organized as follows: the recordings are pre-
sented in Section 2; data presentation is given in Section 3;
the method in details in Section 4 and the results in Section
5. At last Sections 6 and 7 encompass the discussion and the
conclusion, respectively.
2.  Recordings
The goal of the project was to detect simulated seizures from
multi-modal signals based on movement  data (sEMG, ACM and
ANG). To be able to statistically explore whether the automatic
detection algorithm is functioning, the number of simulated
seizures for each healthy subject had to be more  than ﬁve.
The reason for initially using healthy subjects (who simulated
seizures) instead of epileptic patients was the difﬁculty in
the patient recruitment. Most patients with more  than ﬁve
seizures with motor manifestations within a few days are
mentally retarded and therefore have difﬁculties in cooperat-
ing, when wearing the suit containing the movement  sensors.
Therefore it has yet only been possible to collect seizure data
from one patient and we only succeeded in obtaining one
seizure from this patient. Ten healthy subjects who  were
instructed to simulate seizures are therefore monitored with
all modalities and used for the project.
The project had been approved by the ethics committee
of Region Zealand, Denmark. All subjects involved received
information on the project and gave their written consent to
participate in the study.
The recordings on healthy subjects were made at the
Danish Epilepsy Centre in Dianalund, Denmark. Ten healthy
subjects aged 23–30, both male and female, were included. It
is assumed that there is no effect of gender. The measure-
ments lasted 1.5–3 h for each healthy subject. All of the healthy
subjects were asked to simulate three types of seizures and
some normal activities. They were given a description of the
seizures, and they watched seizures on a video. Before the
recording the healthy subjects trained simulating the seizures
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Table 1 – Information about the healthy controls.
Subjects Gender Age Test ﬁle
length [h]
1 F 26 1.5
2 M 30 1.25
3 M 26 0.85
4 F 24 1
5 F 26 1
6 M 24 1
7 M 27 0.75
8 M 25 1
9 M 24 1.25
10 M 23 1
while assisted by a physician. During the recordings a physi-
cian was present to check that the simulated seizures were
visually similar to real ones, when looking at the patients. If
they were not, the subject was corrected and asked to simulate
a new one. The normal activities were biking, use of mobile
phone, computer and TV, eating and gambling with dices. The
last activity was chosen because of the movement’s similar-
ity to clonic seizures or the clonic phase of the tonic–clonic
seizures, whereas the rest were activities which the patients
as well as gambling have access to during a normal admission
in the epilepsy monitoring unit (EMU). Each of the seizures was
simulated ﬁve times for each healthy subject. The times for
the simulated seizures were annotated like during a normal
admission. The three types of simulated seizures and their
descriptions are as follows:
Myoclonic is a very short lasting twitch in a single muscle.
The healthy subject is asked to make as short a contraction
of the right biceps brachii as possible, which will cause a very
short lasting movement  of the right lower arm.
Versive–asymmetric tonic seizure is characterized by a turn of
the head to an almost uncomfortable angle, where the healthy
subject is looking upwards and to the side. This is followed by
an isometric contraction in an asymmetric posturing, where
the arm, on the same side towards which the head is turned,
will be placed above the head.
Tonic–clonic starts as an isometric contraction of all the mus-
cles. After a while it changes to rhythmically repetitive jerks
made by alternating contraction and relaxation of the mus-
cles.
The gender and age of the healthy subjects are listed in
Table 1, as well as the length of the signals for the testing
phase of the classiﬁcation. The sEMG data were sampled at
frequency of 1024 Hz, whereas ACM and ANG were sampled at
frequency of 120 Hz.
The epileptic patient was admitted to the EMU  at Rigshos-
pitalet (Copenhagen University Hospital) for a diagnostic
indication, as stipulated by the ethics committee. The admis-
sion lasted 3 days, where the patient, a 29 years old male had
one seizure (of the generalized tonic–clonic seizure type). The
time for the seizure has been clinically annotated by the neu-
rophysiology technicians and later checked by a physician.
The sEMG data were sampled at frequency of 1000 Hz, whereas
the ACM and ANG were sampled at a frequency of 120 Hz as
for the healthy subjects. The reason for the use of different
sampling frequencies for the sEMG data is that the two par-
ticipating departments use different recording programs with
different setup possibilities for the sampling frequencies. Fur-
thermore the sEMG data from the EMU  at the Danish Epilepsy
Centre were ﬁltered before exportation, so to equalize the fre-
quency bands of the sEMG signals for the different subjects all
data was ﬁltered with a low-pass ﬁlter with a cut-off at 70 Hz.
The recordings all included both EEG, video, sEMG, electro-
cardiography (ECG) and motion sensors (ACM and ANG), but
for this study only sEMG data and the data from the motion
sensors were used. The motion sensors used are the system by
Xsens [14] called Xsens MVN, which is a wireless system con-
sisting of a suit with 16 sensors. Each of these sensors includes
3D ACM, 3D gyroscopes and 3D magnetometers. Based on the
recordings, the Xsens MVN  software system performs neces-
sary biomechanical calculations, which provide data from 7
extra positions on the body (shown as position 2, 3, 4, 5, 6, 19
and 23 in Fig. 1). The output therefore is 3D ACM and 3D ANG
from 23 different locations on the body, see Fig. 1. With these
23 placements on the body a full body system able to outline
practically all movements of the body parts during seizures is
obtained. For each of these two modalities we  have 69 chan-
nels. For the recording on the patient we were not able to use
the head sensor (position 7 in Fig. 1), hence, due to the biome-
chanical calculations in the software, data are useless for three
positions (position 5, 6 and 7 in Fig. 1). The third modality,
sEMG, is applied as 14 surface electrodes, each accompanied
with its own reference electrode, placed on nearby bone or
tendon. The sEMG electrodes are placed on the center of the
belly of the muscle and symmetrically on the body on the fol-
lowing muscles: sternocleidomastoid, deltoid, biceps brachii,
triceps brachii, biceps femoris, quadriceps femoris, and tibialis
anterior. The muscles are chosen by a physician based on the
knowledge on which parts of the body are most active during
seizures, and to ensure full body coverage.
The recordings were performed by starting all conventional
measurements in the EMU  (i.e. all modalities except for the
motion sensor system). When this was up and running, the
motion sensor system was started and the time in the sEMG
sampling system was annotated by the neurophysiological
assistant, as precisely as possible. All data types were then
used from this point and on, whereby they were synchronized.
The sEMG electrodes are connected to the EEG ampliﬁer,
which, in this case, is not wireless. It is the plan to imple-
ment the system as fully wireless in the future, allowing for
the patients to move around more  freely, while wearing the
alarm and monitoring device. The hope is to identify which
sensor positions are better at distinguishing seizures from nor-
mal  activities and thereby being able to lower the number of
sensors.
3.  Data  presentation
To assess the reliability of using simulated seizure data from
healthy subjects instead of epileptic patients, the raw data
from the simulated seizures were compared visually to an
epileptic one for all modalities. Since we only could record
one patient with epilepsy, a statistical comparison of the
quantitative data/parameters was not possible. A represen-
tative simulated tonic–clonic seizure is shown in this paper
for comparison with the real seizure. Fig. 2 shows the time
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Fig. 1 – The placement of the sensor positions from the Xsens MVN  system, see the Manual for Xsens MVN,  revision D,
June, 2008 [14].
Fig. 2 – The sEMG data for a real seizure and a representative simulated seizure are shown in a and b, respectively. The
matching spectrograms (for a normalization of the signals) are shown in c and d, respectively, where the red color means
high power, blue color means low. The data is from the right biceps. The seizure and the simulated seizure are both
surrounded by normal activity data, 1.5 min  prior and 1 min  later. The black vertical lines represent onsets and offsets of
seizures and simulated seizures. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to
the web version of the article.)
c o m p u t e r m e t h o d s a n d p r o g r a m s i n b i o m e d i c i n e 1 0 7 ( 2 0 1 2 ) 97–110 101
Fig. 3 – The ACM data for a real seizure and a representative simulated seizure are shown in a and b, respectively. The
matching spectrograms (for a normalization of the signals) are shown in c and d, respectively, where the red color means
high power, blue color means low. The data is from the right lower arm. The seizure and the simulated seizure are both
surrounded by normal activity data, 1.5 min  prior and 1 min  later. The black vertical lines represent onsets and offsets of
seizures and simulates seizures. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to
the web version of the article.)
plots and spectrograms of a seizure/simulated seizure and the
surrounding normal activity for the patient and the healthy
subject, respectively. The data is sEMG from the right biceps
brachii. The start and end of the seizure/simulated seizure is
marked by the black vertical lines. For the patient it can be
seen that the seizure starts prior to the muscle activity, so the
ﬁrst signs of the seizure was only visible in the EEG or other
muscles and ﬁrst a bit later did the tonic–clonic part start in
the biceps brachii. The starting point for the simulated seizure
is deﬁned as were the muscle activity starts. For some patients
the start of a seizure might as well be when the muscle activ-
ities are started, so this will not be seen as a difference. A
clear difference is the amplitude of the signals, but it should
be noted that this characteristic depends among other on the
strength of the subject and the thickness of the skin/fat layer
between electrode and muscle. The spectrograms are made
based on normalized signals (to make sure the amplitude dif-
ferences will not inﬂuence our interpretation) and plotted with
the same color bar. From the spectrograms it is revealed that
for both the seizure and the simulated seizure the power con-
tained in the signal is increased for all frequencies through a
longer period compared to the normal activities. In a future
study we  might examine the higher frequencies (above 70 Hz),
since the signals do not seem to be unimportant above this
limit. We  cannot exclude that besides the difference in ampli-
tude there are other differences too between the sEMG signals
from the seizure and the simulated seizures.
Figs. 3 and 4, which show the raw ACM and ANG data
from the right forearm, respectively, for both the patient
and a representative healthy subject, are visually similar.
The amplitude, however, is also a problem for these modal-
ities. The movements during the real seizure seem to have
larger acceleration and angular velocity and furthermore both
movements seem to be more  confounded in the real seizure,
whereas most of the healthy subjects have lower accelera-
tions and angular velocities especially. There are though also
differences among patients with epilepsy and the one we
recorded from may have had faster movements than the aver-
age patient. We will have to trust that the acceleration of
the simulated seizures were similar to real ones seen visu-
ally, when looking at the healthy subjects, since this was what
the physician concluded during the simulations. The spectro-
grams show that the real seizure has a larger power in the
higher end of the frequencies, than the simulated seizure,
but the simulated seizures do though show a higher power in
some frequencies (above 15 Hz for the ANG signal and above
1 Hz for the ACM signal) than the normal activities. These
spectrograms are as well as for the sEMG generated based on
the normalized signals to avoid power differences based on the
amplitude of the signal. There are smaller differences in the
frequencies between ACM and ANG that seems to give some
useful complementary features to our algorithm.
The movements simulated by the healthy subjects visu-
ally (when looking at the healthy subject) closely resembled
those occurring during the seizures, therefore it is reasonable
to assume that the signals recorded by the motion sensors are
similar to what we  would have recorded from patients with
epilepsy. This is also what we observed when we  compared
the data from the simulated seizures to the real one, though
with some differences in the strength of the seizures. How-
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Fig. 4 – The ANG data for a real seizure and a representative simulated seizure are shown in a and b, respectively. The
matching spectrograms (for a normalization of the signals) are shown in c and d, respectively, where the red color means
high power, blue color means low. The data is from the right lower arm. The seizure and the simulated seizure are both
surrounded by normal activity data, 1.5 min  prior and 1 min  later. The black vertical lines represent onsets and offsets of
seizures and simulated seizures. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to
the web version of the article.)
ever, these differences make the real seizure stand out even
more from the normal background activity, suggesting that
the algorithm might work even better on the real seizure data
than on the simulated ones.
4.  Method
The method for detection of seizures based on multi-modal
data is split in several steps as outlined in Fig. 5. The ﬁrst step
is to extract appropriate features and the second is to classify
the data based on these features. Prior to these steps it is,
however, necessary to take a look at the data and how it may
be divided into training and test sets for the classiﬁcation. All
of the signal processing is performed in MATLAB 7.6.
4.1. Data  partitioning
Data are partitioned due to the fact that during the recordings,
for practical reasons, all simulated seizures, were simulated
within a short time with the healthy subjects practicing the
simulations in between. It is therefore not possible to make a
causal spilt of the data into training and test periods, where
the ﬁrst part would be used for training and the last part for
test.
ACM1(l)
0ˆ
ACM2(l)
ACM23(l)
...
or
Feature
extraction Classificationx(n) 0ˆi
i
y
yANG1(l)
ANG23(l)
...
or
EMG1(l)
EMG14(l)
...
Fig. 5 – Method for detection of simulated seizures based on multi modal data. Three types of data are used, from which
features are extracted. The feature vector is sent through to a classiﬁer, which outputs yi. A positive yi classiﬁes as a
simulated seizure, whereas a negative yi belongs to the normal activity class.
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Fig. 6 – Diagram of the segmentation of the data strings
from ﬁles containing simulated seizures. Between each
segment a period of 5 s of data is left unused. Each normal
activity segment lasts 1 min.
For the classiﬁcation, both a training set and a test set of
data is needed. Therefore data is divided into smaller seg-
ments and split randomly into the training and test phases. By
splitting data in smaller segments of simulated seizures and
normal activity data there are more  segments to choose from,
when randomizing the training and test phases related to the
classiﬁcation. This ensures that both the training and test
phases contain segments from all the different activities per-
formed. For each healthy subject several ﬁles are processed.
A ﬁle containing seizures is divided in subparts as shown in
Fig. 6, where the data parts between the simulated seizures are
left unused, since, as earlier mentioned, the healthy subjects
might have been practicing for the simulation of simulated
seizures in between the actual simulations. The simulated
seizures are split in separate segments as to contain each sim-
ulated seizure as a whole. The data period after the simulated
seizures is split into segments of 1 min. This length ensures
that the movements within the segments make sense, and
that a sufﬁcient number of segments are obtained for train-
ing and test. Between each segment a sequence of 5 s is left
unused to reduce the correlation between two successive peri-
ods as much as possible without too much loss of data. A ﬁle
without simulated seizures is treated in the same way as the
period following the simulated seizures. The ﬁle is split into
segments of 1 min, with 5 s sequences left unused between
each–just as explained above.
4.2.  Preprocessing
With 14 sEMG channels and 69 channels of ACM and ANG,
respectively, we have 152 channels in total. In order to decrease
this number and thereby the computational load regarding
the feature extraction, for ACM and ANG we used the length
of the direction vector instead of the three dimensional (3D)
coordinates, x, y and z (e.g. for ACM):
ACM =
√
ACM2x + ACM2y + ACM2z (1)
Naturally since we only have one signal for each sEMG elec-
trode, the raw sEMG data will be used.
This preprocessing of data leaves us with 60 channels (pre-
liminary features) of data in total.
4.3.  Feature  extraction
In classiﬁcation problems the choice of features is often more
important than the choice of classiﬁer [15], since the fea-
tures outline the details to discriminate between two groups,
whereas one classiﬁer might provide a similar result as
another, based on the same set of features.
The features for discriminating between simulated seizures
and normal activities should therefore be chosen based on how
well they distinguish between the two groups. Based on a
visual inspection of data Nijsen et al. [11] found that a wavelet
decomposition with the ﬁfth Daubechies as a mother wavelet
was the most appropriate feature compared to the STFT for
ACM data. Consequently, we have decided to use the ﬁfth
Daubechies as a mother wavelet for our data; ACM as well as
sEMG and ANG. Compared to the STFT where a signal is split in
sine functions with different frequencies, the wavelet trans-
formation divides the signal into shifted and scaled versions
of a mother wavelet. The discrete wavelet decomposition is
basically two ﬁlters that are applied sequentially to the input
signal again and again (one time for each step), the ﬁlters are
composed as low- (g) and high-pass (h) ﬁlters based on the
mother wavelet. From each ﬁltration an approximation (A) and
a detail (D) signal is achieved. Each approximation signal can
be further ﬁltered into a new level with both an approxima-
tion and a detail signal, see Fig. 7. The black squares mark the
division by the DWT, whereas the WPT  is demonstrated by all
squares, where also the detail signals are ﬁltered. A mother
wavelet is deﬁned by a scaling function ϕ(x) and a wavelet
function  (x) [16], described by the low-pas ﬁlter, g, and the
high-pass ﬁlter, h [17]:
ϕj,m(l) = 2j/2 · gj(l − 2jm)  (2)
 j,m(l) = 2j/2 · hj(l − 2jm), (3)
where j is the resolution or scale parameter, m is the trans-
lation parameter and the inner product normalization is
described by 2j/2. The decomposition is then described as the
discrete approximation, Aj(m), and detail, Dj(m), signals given
by [17]:
Aj(m) = u(l) ∗ ϕj,m(l) (4)
Dj(m) = u(l) ∗ j,m(l), (5)
Each window of each channel (ACM, ANG or sEMG) is
applied in the wavelet transformation as u(l). By the extension
of the DWT to further ﬁltering on each detail signal as well,
the WPT  is, as stated above, obtained. Thereby the signal is
split up in uniform frequency bands with equal frequency and
time resolutions for all frequencies. This means that no matter
which frequency band shows the largest difference between
simulated seizures and normal activity in the movement  data,
an appropriate resolution is achieved for both time and fre-
quency. So a good time resolution is not compromised by a bad
frequency resolution and correspondingly a good frequency
resolution is not compromised by a bad time resolution.
Each DWT and WPT  is determined from a window of 0.75
and 1 s, respectively, both with an overlap of 50%. The win-
dows should be short enough to capture the important details
of the seizures and at the same time, long enough to keep a
good frequency resolution. The window lengths are chosen
based on the results of our assessment of the optimal value
for the two methods (DWT  and WPT), respectively. Before the
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Fig. 7 – The signal, u(l), is ﬁltered and thereby split in approximation and detail signals. The scheme with the black boxes
shows the decomposition with a normal wavelet, whereas the total scheme shows the decomposition with wavelet
packets. The decomposition is in both cases made to level 7 (seven layers). According to this scheme the detail bands we
use for the DWT would be named: DAAA4, DAAAA5, DAAAAA6 (and DAAAAAA7 for sEMG signals). These names are long,
which is why we  use the short terms instead: D4, D5, D6 (and D7 sEMG signals).
windows are divided in approximation and detailed signals,
they are ﬁltered by multiplying a Hann window of the same
length as the signal window to smoothen the spectrum. All
feature extractions are processed in MATLAB with the Wavelet
Toolbox.
4.4. DWT  feature  extraction
The DWT can be made with an optional number of layers. We
found that for the sEMG signals with a sampling frequency
of 1024 Hz it would be most efﬁcient to use 7 layers, whereby
the last bands had a resolution of 4 Hz. For the ACM/ANG sig-
nals we found that 6 layers were to be used, whereby the last
band had a resolution of ∼1 Hz. From a visual inspection of the
features extracted from the different bands in the 7 (6) layers,
the detail signals layer 4–6 (ACM/ANG signals) and 4–7 (sEMG
signals) turned out to provide larger differences (for the log-
sum/energy parameter introduced below), when comparing
the simulated seizures to randomly chosen normal activi-
ties. For the ACM/ANG signals the frequencies extracted are
0.94–7.5 Hz and for the sEMG signals they are 4–64 Hz.
To evaluate these signals and decrease the amount of data
entering the feature vector we  are interested in a measure for
each signal indicating how much “energy” they contain. This
can be evaluated by calculating a “log-sum” measure of the
signals as shown in Fig. 8 and given in (6):
xj−3 = log
⎛
⎝
L/2j∑
m=1
|Dj(m)|
⎞
⎠ , (6)
where L is the number of samples in the signal u(l), j is the res-
olution (4, 5, 6 for ACM/ANG and 4, 5, 6, 7 for sEMG) and Dj(m) is
the detail signal. By applying the logarithm, it is ensured that
the smaller differences between feature vectors from differ-
ent classes are enhanced, while the larger differences between
feature vectors are reduced. The inﬂuence on the system by
possible outliers is thereby reduced. This means that the sys-
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)(),...,( 1,ANG3,1,ANG1, mDmD
and
Coefficients
Reconstruction
log
 
ANG23 (l)
...
EMG1 (l)
)(
)(
n
n
c
b)(),...,( 23,ANG3,23,ANG1, mDmD
)(),...,( 1,EMG4,1,EMG1, mDmD
EMG14 (l)
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Fig. 8 – Flowchart of the feature extraction from Fig. 5. One window of data is analyzed at a time. l is the sample number.
The chosen sub-bands are reconstructed, which for the DWT are D4, D5, D6 and D7 (only for sEMG signals). For the WPT  the
sub-bands used are DDA3 and ADD3 for the ACM and ANG signals, whereas AAAAD5 and DDAAA5 are used for the sEMG
signals (The names are given as illustrated in Fig. 7.). A “log-sum” measure is calculated from the used bands as input to
the feature vector.
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tem is assumed to be less affected by outliers in the movement
signals.
The feature vector, x, is then collected from the vectors a,
b and c, with three (ACM/ANG) or four (sEMG) “log-sum” mea-
sures for each data window for all channels in the different
modalities:
a = [x1,ACM1 , x2,ACM1 , x3,ACM1 , x1,ACM2 , . . . , x1,ACM2B , x2,ACM2B , x3,ACM2B ]
b = [x1,ANG1 , x2,ANG1 , x3,ANG1 , x1,ANG2 , . . . , x1,ANG2B , x2,ANG2B , x3,ANG2B ]
c = [x1,EMG1 , x2,EMG1 , x3,EMG1 , x4,EMG2 , x1,EMG2 , . . . , x1,EMG14 , x2,EMG14 , x3,EMG14 , x4,EMG14 ]
xn = [an, bn, cn]T
, (7)
where ACM1 means ACM channel 1 and so on and n is the
time index. For convenience the time index, n, is omitted
in the previous equations. The concatenation of the mea-
sures into a feature vector is shown as the last step in
Fig. 8.
4.5.  WPT feature  extraction
As with the DWT, the WPT  can be made with an optional
number of layers. We used the same number of steps as
for the DWT. This divides the signal into frequency bands
of 4 Hz. From a visual inspection of the reconstructed sEMG
signals we  found the reconstruction signals that contained
the largest differences between simulated seizures and nor-
mal  activities. It turned out to be the second and the fourth
band in the ﬁfth step, corresponding to frequency bands of
16–32 Hz and 48–64 Hz, respectively. So it showed unneces-
sary to decompose it into seven steps. For the ACM/ANG data,
because of the lower sampling frequency, the decomposition
was made in six layers as used for the DWT. This gave fre-
quency bands for the reconstructed signal s of 0.94 Hz. A visual
inspection as described above was conducted with the result
that the fourth (22.5–30 Hz) and seventh (45–52.5 Hz) band
of the third step contained the larger differences between
the simulated seizures and normal activities for both ACM
and ANG.
As for the DWT, we calculate “log-sum” measure of the
signals, as given in (8) (for sEMG data) and (9) (for ACM/ANG
data):
xk = log
⎛
⎝
2L/5∑
m=1
|R(m)|
⎞
⎠ , where R = AAAAD5(k = 1),
R = DDAAA5(k = 2) (8)
xk = log
⎛
⎝
2L/3∑
m=1
|R(m)|
⎞
⎠ , where R = DDA3(k = 1),
R = ADD3(k = 2) (9)
where L is the number of samples in the signal u(l) and R(m)
is the reconstructed signal for the given sub-band. As earlier
explained, the logarithm is applied to ensure that smaller dif-
ferences between feature vectors from different classes are
enhanced and the inﬂuence by possible outliers is assumed to
be reduced.
The feature vector, x, is then collected from the vectors a,
b and c, with two “log-sum” measures for each data window
for all channels in the three modalities:
a = [x1,ACM1 , x2,ACM1 , x1,ACM2 , . . . , x1,ACM2B , x2,ACM2B ]
b = [x1,ANG1 , x2,ANG1 , x1,ANG2 , . . . , x1,ANG2B , x2,ANG2B ]
c = [x1,EMG1 , x2,EMG1 , x1,EMG1 , . . . , x1,EMG14 , x2,EMG14 ]
xn = [an, bn, cn]T
(10)
where ACM1 means ACM channel 1 and so on and n is the time
index as described above. As earlier noted the time index, n,
is omitted in the previous equations for convenience.
4.6.  Final  feature  vectors
All possible combinations (a, b, c, a and b, a and c, b and c
and a, b and c) of the three modalities are sent through the
classiﬁer, to explore which combination would be better for
an alarm system. Eqs. (7) and (10) represent the combination
where all data are used. The entering of the feature vector into
the classiﬁer is shown as the ﬁnal step in the classiﬁcation
procedure (see Fig. 5).
4.7. Classiﬁcation
We  decided to see the problem as a binary classiﬁcation prob-
lem with the classes Seizure and Normal activity. One  could also
have chosen to classify the simulated seizures into different
groups, but in this study we  wanted to examine the possibil-
ity of making one classiﬁer for all motor seizures. The class,
Seizure, contains different kinds of simulated seizures with
motor manifestations, whereas the class Normal activity con-
tains anything but the simulated seizures. The amount of data
in the two classes is very different, since we  have more  nor-
mal  activity data than simulated seizure data, which makes
the SVM algorithm attractive compared to, e.g. neural network
classiﬁers [18]. When using the SVM one can also be sure to
ﬁnd a global and unique solution to the classiﬁcation problem
(quadratic problem), compared to neural network where there
are multiple local minima and thereby multiple solutions [19].
This means that one can be sure that an optimal solution is
obtained using SVM. A third reason to choose SVM is that it is
less disposed to overﬁtting, since it chooses a speciﬁc hyper-
plane (with the largest margins) to separate the two  classes
[20].
The classiﬁcation is the last part in the detection algorithm.
Data are divided into two groups, training and test, see Fig. 9,
where the classiﬁer is trained on the data from the training
group. The data from the test group can then be classiﬁed with
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Fig. 9 – The classiﬁcation part of the algorithm is split is two; the training and the testing phase. During the training phase
the classiﬁer is trained on feature vectors and their corresponding target (−1 (normal activity) or 1 (simulated seizure)). In the
testing phase the “new” data is classiﬁed as simulated seizure or normal activity.
the classiﬁer trained for the purpose. The classiﬁer will return
a positive or negative value for each test vector, dependent on
whether it is classiﬁed as a simulated seizure or not.
The divisions of the data into these groups are made ran-
domly, for both simulated seizure and normal activity data,
ensuring close to equal amounts of each data type in each
group. It is ensured that each simulated seizure type is repre-
sented in both phases (training and test).
For the training, data is labeled:
{xn, yn}, n = 1, . . . , k, yn ∈ {−1, 1}, xn ∈ d, (11)
where k is the number of training examples, d is the dimen-
sion, xn is the feature vector (n is the time index) and yn the
matching target, indicating which of the classes the feature
vectors belong to, −1 for normal activity and 1 for simulated
seizure.
A two-class linearly separable data set (where d > 2) can be
classiﬁed by a hyperplane described by:
f (xn) = w · xn + b = 0, (12)
where w is the normal to the hyperplane and b is a shifting
constant.
The hyperplane is computed based on support vectors,
which are the feature vectors placed closest to the hyperplane
separating the two  classes. These feature vectors from the two
classes must satisfy:
yn · (w · xn + b) ≥ 1 − n, where n ≥ 0∀n, (13)
where n, a positive slack variable, is introduced to handle
data, due to the fact that most classiﬁcation problems are not
completely separable. Data points assigned to the wrong side
of the margin (deﬁned by (13)) thereby have a penalty that
increases with the distance to the margin.
To separate the two classes, the problem of ﬁnding the opti-
mal  parameters, w and b, can be reduced to minimizing the
performance function [13]:
1
2
‖w‖2 + C
l∑
n=1
n subjected to yn · (w · xn + b) ≥ 1 − n, (14)
where C is a factor which sets the trade-off between the size
of the margin and the penalty of the slack variable, n [13].
From tests we found that the most optimal value of C for our
algorithm is 0.8, which is used for the results presented later
in this paper.
For (14) to be minimized, each term should be minimized.
Minimizing the ﬁrst term means maximizing the margin
between the support vectors of the two classes. The second
term, which encompasses the slack variable, is minimized by
keeping the distance from incorrectly classiﬁed feature vec-
tors to the margin as small as possible. When a feature vector
is correctly classiﬁed n is set to 0, whereby the second term
in (14) will be 0. For a feature vector correctly classiﬁed, but
placed on the wrong side of the margin, n is between 0 and
1, whereas it is above 1, if the feature vector is wrongly classi-
ﬁed. In the two latter cases the margin is attempted placed as
close to these incorrectly classiﬁed feature vectors as possible
in order to minimize the second term in (14).
To solve (14) Lagrange multipliers are applied and we  obtain
[13]:
L(w, b, , ˛, r) = 1
2
〈w · w〉 + C
l∑
n=1
n
−
l∑
n=1
˛n [yn (〈xn · w〉 + b) − 1 + n] −
l∑
n=1
rnn, (15)
where ˛n ≥ 0 and rn ≥ 0. Eq. (15) is then transformed from its
primary form to the dual form by differentiating it with respect
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Fig. 10 – The results from the DWT feature extraction method. HS means healthy subject.
to w,  n and b and substitute the obtained relations into the
primal form to obtain [13]:
L(w, b, , ˛, r) =
l∑
n=1
˛n − 12
l∑
n,j=1
ynyj˛n˛j
〈
xn · xj
〉
(16)
The hyperplane which separates the two classes the best could
then be found by maximizing (16) with respect to
∑l
n=1yn˛n =
0, C ≥ ˛n ≥ 0, n = 1, . . . l.
In (15) 〈xn·xj〉 may also be written as K(xn·xj), where K is
a kernel. If the two classes are not linearly separable a non-
linear kernel may be applied. A kernel is a function which
transforms a signal from one space (input space) into another
space of a higher dimension, called the feature space. Thereby
a linear hyperplane, separating the two classes may be found
in the new feature space. In our case, we have been able to
separate the classes linearly, so a non-linear kernel has been
considered unnecessary.
The steps explained above are all performed in Matlab by
the SVMlight package from Joachims [21]. The package returns
a classiﬁcation-model based on the given training set, which
can then be used to classify a test set.
4.8. Test  methodology
To evaluate how well the detection algorithms function, cer-
tain measures may be calculated for each healthy subject. The
test measures used in this article are:
• Sensitivity (SEN) is the fraction of seizures that are correctly
classiﬁed.
• Latency (LAT) is the time from seizure start to the detection.
• False detection rate (FDR) is the number of falsely detected
simulated seizure onsets per hour.
When the content of a window is classiﬁed as a simulated
seizure an alarm will be generated. The latency is measured
as the delay from simulated seizure start till the alarm is gen-
erated (ﬁrst window with a positive outcast). This means that
the shortest possible latency will correspond to the length of
the window (0.75 s for the DWT method and 1 s for the WPT
method, respectively). Only the ﬁrst window, in a row of suc-
cessive detections, will generate an alarm. This means that
when successive normal activity windows are detected as a sim-
ulated seizure only the ﬁrst one will generate a false alarm, and
thereby it will only count for one FP.
The FDR is a better measure than the often used speciﬁcity,
when evaluating results on seizure/simulated seizure detec-
tion. To obtain valuable results for FDR the measurements
should contain several hours for testing. For practical reasons
we only measured for 1.5–3 h for the healthy subjects, which
may inﬂuence our results.
5. Results
The results vary depending on the feature extraction method.
The results for the DWT method are shown in Fig. 10,  whereas
the results for the WPT  method are shown in Fig. 11.  To com-
pare the results of the different combinations of modalities,
the median and 95% conﬁdence level of all results (both meth-
ods) are given in Table 2.
5.1. DWT  method
The DWT method (Fig. 10)  shows an almost perfect result,
when combining all modalities, while the detection is less
accurate when only one modality is used. For the ﬁrst healthy
subject (HS) the worst result is seen, when only the ACM data
is included, whereas the worst result for healthy subject 2, 4,
108  c o m p u t e r m e t h o d s a n d p r o g r a m s i n b i o m e d i c i n e 1 0 7 ( 2 0 1 2 ) 97–110
0
50
100
Se
ns
itiv
ity
 [%
] ACM
ANG
EMG
ACM+ANG
ACM+EMG
ANG+EMG
ALL
0
10
20
30
FD
R
 [/h
]
ACM
ANG
EMG
ACM+ANG
ACM+EMG
ANG+EMG
ALL
HS 1 HS 2 HS 3 HS 4 HS 5 HS 6 HS 7 HS 8 HS 9 HS 10
0
10
20
30
La
te
nc
y 
[s]
ACM
ANG
EMG
ACM+ANG
ACM+EMG
ANG+EMG
ALL
Fig. 11 – The results from the WPT  feature extraction method. HS means healthy subject.
5, 6, 9 and 10 are seen when only the ANG data is used. For
the last three healthy subjects (3, 7 and 8) the worst result is
achieved when only the sEMG data is used. The latencies are
short for all tests; the longest latency is seen for the ninth
healthy subject, where only the ANG data is used. The FDR
shows that for several tests the number of false detections per
hour is truly high. For 7 of the 10 healthy subjects the high-
est FDR is observed when only the ANG data is used for the
remaining three it is when only sEMG or ACM is used. When
all modalities are used, the FDR is though equal to 0 for 8 of the
10 healthy subjects, the last two (HS 1 and 8) have an FDR of
0.67 and 1.7, respectively. In Table the results are presented to
easy compare the different combinations of modalities. This
shows that the ANG modality alone performs the worst and
that clearly a combination of all modalities performs the best.
5.2.  WPT  method
For all healthy subjects except for healthy subject 6, the accu-
racy is the lowest when only the ANG data is used, and for
some the sensitivity is as low as 0%. For the healthy subject
6  the results are the worst when the ANG data is combined
with the sEMG data. For all healthy subjects the best results
are obtained, when all modalities are combined. The latency
is seen to be short for all tests except for healthy subject 2, 3, 7,
8, 9 and 10, when only the ANG data is used. The FDR  is as low
as 0 for about half of the tests, for a few it is as high as 30, and
for the rest the FDR is around 10. When all modalities are used
for eight of the 10 healthy subjects it succeeded in keeping an
FDR of 0, but for the remaining two (HS 1 and 8) the FDR is
11 and 18, respectively. Looking into Table 2 it is seen that the
ANG modality alone performs the worst with a too low sensi-
tivity and much too high median latency. A combination of all
modalities is shown to provide the best results.
5.3.  Comparison
The results for the healthy subjects on multi-modal data
(sEMG, ACM and ANG) clearly show that the algorithm per-
forms better when all three modalities are used (see Table 2).
This is independent on whether the DWT or the WPT  feature
extraction method is applied. From Table 2 it is clearly seen
Table 2 – Median values (and in parentheses the 95 conﬁdence level). SEN: sensitivity; FDR: false detection rate; LAT:
latency.
Discrete wavelet transform Wavelet packet transform
SEN [%] FDR LAT [s] SEN [%] FDR LAT [s]
ACC 100 (52–100) 0.5 (0–70) 0.75 (0.75–1.6) 100 (52–100) 0 (0–5.8) 1 (1–1.4)
ANG 71 (60–100) 49 (4.3–77) 0.75 (0.75–3.5) 29 (0–86) 0 (0–19) 19 (1–28)
sEMG 93 (49–100) 13 (1.1–50) 0.75 (0.75–1.1) 71 (39–97) 11 (2.9–33) 1 (1–1.9)
ACC, ANG 100 (82–100) 0 (0–38) 0.75 (0.75–0.75) 100 (77–100) 0 (0–19) 1 (1–1)
ACC, sEMG 100 (89–100) 0 (0–13) 0.75 (0.75–1.0) 100 (81–100) 0 (0–3.5) 1 (1–1)
ANG, sEMG 100 (86–100) 4.5 (0.2–27) 0.75 (0.75–0.75) 71 (52–97) 4.5 (2.7–19) 1 (1–1.4)
All 100 (100–100) 0 (0–1.7) 0.75 (0.75–0.75) 100 (100–100) 0 (0–18) 1 (1–1)
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that, when all modalities are used the two methods provide
similar results, with the only exceptions of the latency, where
the lower bound is dependent on the window length, and the
FDR which has a wider 95% conﬁdence range for the WPT
method. This difference is caused by two healthy subjects (1
and 8) who are seen to have much larger FDR in Fig. 11,  than
in Fig. 10,  when all modalities are used. Besides from using
all modalities it is difﬁcult to say which method provides the
best result. It depends on the individual subject and whether
the sensitivity or the FDR is the most important. The DWT
gives the highest sensitivity for all, whereas the WPT  provides
a lower FDR.
6.  Discussion
The best results, for distinguishing between simulated
seizures and normal activities based on the two wavelet
methods, are clearly obtained when all three modalities
are included. However, if the number of modalities or sen-
sors/electrodes could be reduced, without worsening the
results too much, it would be preferable considering the
usability for the patients.
The ANG modality alone is not useful, but the best results
are obtained when it is combined with the ACM and the sEMG
modalities. For both methods it would though be the ANG
modality that would be eliminated, if one wanted to base a
system on only two  modalities, since the combination of ACM
and sEMG, show the next best result for both methods.
Based on the results it seems evident to combine all three
modalities, but it does not allow us to determine which
wavelet method is the best. Beside the different approaches,
DWT and WPT,  it should also be noted that the two are based
on different frequencies, so this might as well inﬂuence the
results. When we  examined which frequency bands gave the
largest differences between simulated seizures and normal
activities, it resulted in different bands for the two methods.
Based on that examination we ended up investigating differ-
ent frequencies for the two methods. We expect that future
tests on patient data will reveal which wavelet method is
preferable for a ﬁnal detection system. Also, as mentioned ear-
lier, we  chose to look at the classiﬁcation problem as binary,
but when real seizures are collected it might improve the
results further if the seizures are split up in different groups,
dependent on the type. Furthermore we  will focus on using
more  patient-friendly measuring equipment, suitable for long
term monitoring.
The prime limitation in getting the adequate patient data
was the way the motion sensors were attached to the patient.
They were placed in pockets of a specially designed suit.
Wearing this suit did not constitute a problem for the well
functioning patients. However, these patients rarely have gen-
eralized tonic–clonic seizures. The patients who frequently
have this seizure type are typically mentally retarded, and they
could not tolerate the suit.
The aim of our study was to determine whether an algo-
rithm for seizure detection based on multimodal data can be
developed and further which combination of the modalities
that would perform the best. As our results on healthy sub-
jects who could tolerate the suit are encouraging for using a
combination of all three modalities, it is worthwhile to focus
on further development of a sensor setup, which could be tol-
erated by the patients. Fewer and smaller sEMG electrodes
and/or motion sensors, attached to the patient, with wire-
less communication could solve this problem. To make such
a change it would be helpful to investigate which places on
the body that are more  suited to wear these sensors and with
how few sensors and/or electrodes is it possible to achieve an
acceptable result.
7.  Conclusion
The automatic MISA system implemented offers a new
approach for use of movement  data with feature extraction
from discrete wavelet components or wavelet packet compo-
nents combined with an advanced classiﬁer, to detect epileptic
seizures. Based on the present studies both feature extrac-
tion methods provided equally promising results, and for both
the best result was obtained for all healthy subjects, when
combining all modalities. Future studies are needed to reveal
which feature extraction method is the best choice for patient
data.
Our data show the superiority of the multi-modal approach
as compared to a uni-modal approach, especially compared to
the ANG modality alone. At the moment, the device is a pro-
totype for research use only. We have experienced that some
patients feel uncomfortable wearing the suit containing the
sensors. The superiority of the multi-modal results encourage
us to develop a more  patient-friendly multi-modal equipment
containing the sensors, suitable for long term monitoring of
the patients with epilepsy. It is convenient to base this new
equipment on knowledge of which sensor/electrode place-
ments alone or combined can provide acceptable results,
with the presented algorithm. The next step is therefore to
test the algorithm on a feature vector containing fewer sen-
sor/electrode places. It is furthermore important to research
on improving the biomedical signal processing for either a
patient speciﬁc or a patient generic system using our multi-
modal seizure onset detection approach.
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