The use of fluorescence imaging methods, most recently based on fluorescent protein technology, and the availability of high quality fluorescence imaging systems have driven a revolution in cell and molecular biology. Live cell imaging, especially using fluorescence, is now used in a wide variety of assays in academic and commercial laboratories. The use of this technology requires particular attention to be paid to cell engineering, the design of the image acquisition system, the imaging protocol, and subsequent processing and analytic methods. In this review, we discuss each of these steps, highlighting practical techniques developed by us and others.
Several converging developments have sparked a revolution in live cell imaging. First, the development of green fluorescent protein (GFP) as a molecular reagent has allowed virtually any protein to be tagged fluorescently in a living cell. The generation of GFP mutants including spectral variants with red-and blue-shifted fluorescence allows multiple cellular components to be imaged simultaneously and has led to exciting insights into cellular dynamics. Second, recent developments in imaging techniques, dramatic reductions in computer and imaging hardware costs, and automated time-resolved image acquisition have made sophisticated and computation-intensive live cell imaging accessible to most cell biologists. It is now therefore routine to record the dynamic behaviour of proteins in living cells. The opportunity to actually "see" the distribution of a specific protein or the dynamics of a cellular structure in a living cell has provided a number of novel insights and has now become a standard method in cell biology.
Despite being widely used, live cell fluorescence imaging requires great care and usually a large amount of patience. A successful experiment requires skill with the cells and the microscope and some luck. In the following sections we outline the technical choices to be made in constructing and executing a live cell imaging experiment. Because of the complexity of live cell imaging experiments, it is good practice to ensure that the different components of the experiment are not introducing artefacts. A simple strategy is to isolate each of the treatments, reagents, incubation, and imaging parameters from all others and evaluate their effect on cell health or the performance of the event under study. It is absolutely critical to do this systematically to avoid scoring artefacts as informative cellular phenotypes. Because only a few cells are often imaged at a time, the benefit of examining large populations that accompanies most biochemical experiments is lost. Many imaging experiments are performed on 1 or 2 cells at a time, so knowing the effects of all components of the experiment is critical. With this strategy a successful live cell imaging experiment is possible.
Cell engineering for in vivo fluorescence imaging
Three different general strategies are available for visualizing fluorescence in the context of the living cell (Table I) . The most straightforward method is to take advantage of the intrinsic fluorescence of a specific cellular molecule in order to visualize it in the living cell. If this is not possible, then a small molecule or antibody that targets a specific compartment or cellular molecule can be employed. This probe is conjugated with a small molecule fluorophore so that its localization can be detected in the fluorescence microscope. Depending on its properties, the fluorescent probe can simply be added to cells or tissues, microinjected, or even introduced using standard schemes used for DNA transfection. Macromolecules conjugated with fluorophores should be checked to ensure that they retain bio-*To whom correspondence should be addressed: Division of Gene Regulation and Expression, MSI/WTB Complex, University of Dundee, Dundee, Scotland.
Tel: +44-1382-345819, Fax: +44-1382-348072 E-mail: j.swedlow@dundee.ac.uk Abbreviations: GFP, Green Fluorescent Protein; FPs, fluorecent proteins; NA, numerical aperture; WF, wide-field; LSC, laser scanning confocal; MP, multiphoton. logical activity (Keith et al., 1981; Swedlow et al., 1993) . Finally, the identification and fusion of the jellyfish Green Fluorescent Protein (GFP) and its variants to almost any cellular protein allows the genetic coding of fluorescence. A reasonable spectrum of fluorescent proteins (FPs) are now available (Campbell et al., 2002; Patterson et al., 2001) such that it is becoming routine to perform two-and three-color FP experiments in living cells.
The choice of criteria that demonstrate that fluorescent probes or FP fusions do not affect cell health depends on the experimental system being used. Many ion selective or cellular compartment selective probes are well characterized and protocols and characteristics are available in published literature (Tsien and Waggoner, 1995) , the Molecular Probes catalogue , or on lab web pages. When introducing fluorescent macromolecules into cultured cells, the growth time, mitotic index, and rate of apoptosis should all be assayed to assess cell viability and health. For example, microinjection of fluorescent proteins into Drosophila and subsequent imaging has been validated by requiring that injected embryos successfully develop into larvae and hatch . The exact criteria used depend on the cells and the experiment. If specific cellular process are being assayed, then these should be tested for effects deriving simply from the reagents used for the experiment.
The introduction of FP technology has meant that most biomedical research laboratories have the tools to engineer fluorescently labelled cells. However, it is critical to consider how these proteins are introduced in cells and, where necessary, demonstrate that their localization and activity match the endogenous protein. In genetically tractable organisms, it is often possible to assess whether a cDNA encoding an FP fusion with the gene for the protein under study rescues a deletion of the endogenous gene. If the FP fusion does rescue, this is strong evidence for the FP fusion being functional. It should be noted that many partially functional genes (e.g., ts alleles at their permissive temperature) will rescue a deletion, so this assay does not demonstrate full functionality. Other criteria include proper (Haraguchi et al., 1999; Mallavarapu and Mitchison, 1999; Mitchison et al., 1998; Swedlow et al., 1993; Tsien and Waggoner, 1995) Genetic encoding (e.g., GFP, etc.) · Vectors for fusion widely available · FP is linked to protein during synthesis · Fluorescence signal is correlated to protein concentration, allowing direct assay of protein dynamics in living cells · Fluorophore embedded in protein beta barrel, decreasing photobleaching and photodamage · Relatively limited spectral range · Often used in overexpression assay · FPs fusion to N-or C-terminus may affect protein activity (Bastiaens and Pepperkok, 2000; Lippincott-Schwartz et al., 2001; Patterson et al., 2001) Table I shows the different fluorescence labelling strategies for live cell imaging. The references shown are just some examples of the use of the different approaches. enzymatic activity (e.g., (Christensen et al., 2002) ) and biochemical fractionation (Platani et al., 2000) . In summary, it is critical to establish that the probes used in the assay are faithful reporters of cellular function and behavior.
Cell environment during imaging
Once cells have been appropriately prepared for in vivo imaging, it is critical to provide an environment that is nonperturbing and suitable for metabolism and growth. Parameters that must be considered are temperature, humidity, and imaging medium. Temperature regulation, when necessary, can be achieved by either placing the cells in a temperaturecontrolled chamber or by building a thermostatically controlled box around a portion of or even the whole microscope (Inoué and Spring, 1997; Rieder and Cole, 1998) . The exact specification will depend on the imaging system and the nature of the experiment. Regardless, the cells or tissue must be mounted on the microscope system in a chamber that, depending on the requirements of the experiment, (1) controls cell temperature, (2) prevents evaporation of media, and (3) allows access to the cells as necessary (e.g., microinjection, drug addition). Closed chambers solve many of these problems, but limit access to the cells. Open chambers allow access, but must include the ability to seal the chamber to limit evaporation of media.
The choice of medium is critical for in vivo imaging. This maintains the cells in a nutrient-rich environment and ensures the pH of the environment is correct. Many culture media use a CO 2 -based buffer system. If one of these are used in an imaging experiment, the appropriate CO 2 concentration must be maintained within the chamber. An alternative is to use a CO 2 -independent medium (e.g., Liebowitz L-15, etc.) or to add a buffering agent to the medium (e.g., 10-20 mM HEPES pH7.2). If an additional buffering agent is used, it must be assayed for effects on cells. For fluorescence imaging, the presence of pH indicators can contribute significant autofluorescence, so it is wise to use media prepared without these additives. Formulations without pH indicators are available for most media from commercial suppliers.
It is important to consider whether cells are mounted in a static chamber or whether medium is perfused through the chamber during the experiment. Perfusion is usually advisable, but its effects can be assessed by experiment. If medium is perfused into the cell chamber, it should preheated and, if necessary, equilibrated with the appropriate concentration of CO 2 .
Before attempting an imaging experiment, it is critical to test the effects of the chamber, the media, and other environmental factors on the cells or tissue. This then ensures that any effects observed in the experiment are not from a cell or tissue reacting to a poor environment.
Imaging live cells and tissues
Once the cells are ready for imaging, it is important to consider which imaging mode will be used for the actual experiment. For phase or differential interference contrast (DIC) imaging, the appropriate lens and condensor should be chosen to give sufficient resolution (Salmon and Tran, 1998) . For fluorescence it is critical to consider the choices between wide-field (WF), laser scanning confocal (LSC), spinning disk confocal (SDC) and multi-photon (MP) methods of microscopy. Each has its advantages and disadvantages that translate into applications where they perform very well and those where they do not. The details of these methods are well described in other articles and will not be expanded upon here (Agard, 1984; Andrews et al., 2002; Pawley, 1995; Piston, 1999) . In general, WF microscopes work well with thin (<30 µm), SDC and LSC work well in moderately thick samples (30-70 µm) and MP microscopes work well in very thick samples ( >500 µm) samples. The basis for choosing between these systems is their ability to maximize the signal-to-noise ratio from the sample (S:N) as well as the noise they add to the signal due to illumination variations and signal detection. For instance, a recent quantitative comparison of WF and LSC microscopes found that for thin living cells, a WF microscope produced images with better S:N, largely due to a more stable illumination system, while a LSC microscope outperformed the WF microscope on thick samples, where the dominant source of noise was out-of-focus light . For very thick samples, MP microscopes have proven very effective because of their property of limiting fluorophore excitation and photodamage (see below) to a relatively small focal volume (Piston, 1999) . In addition, there are a number of new imaging technologies that are finding increasing use in live cell imaging and should become routinely available over the next few years (Egner et al., 2002; Gustafsson, 1999) .
Once an imaging experiment on live cells is started, there is a constant trade-off between exposing the cells to enough light to adequately record the experiment, but not so much as to damage the cells and affect the experiment. Cells are intrinsically sensitive to light, so regardless of whether transmitted light (phase or DIC optics) or fluorescence is used, a shutter or other system should be used to minimize the light dose to the cells or tissue.
Absorption of a photon by a fluorophore generates an excited state that can decay by a number of pathways (Lakowicz, 1999) . For a good fluorophore, a common decay mode will be the release of a photon as fluorescence emission. However, the fluorophore can also "bleach" (for a discussion of photobleaching mechanisms, see (Tsien and Waggoner, 1995) ), causing the formation of a free radical, usually a superoxide ion. Free radicals are highly reactive species and when produced in a living cell, can react with any nearby cellular substituent. In live cell imaging, fluoro-phore excitation should be considered to always produce highly reactive free radicals, potentially causing significant damage to the interior of the cell. Fortunately, there are cellular enzyme systems in place that specifically use these reactive species, especially superoxide, for chemical reactions. For this reason, cells can usually tolerate a limited amount of fluorescence excitation and free radical production. The exact amount is highly dependent on the cell type, the fluorophore used, and the location of the fluorophore in the cell. Cells containing fluorophores close to their DNA are extremely photosensitive, often more so than cells bearing fluorophores solely in the cytoplasm.
Minimizing photodamage is critical for the success of a live cell fluorescence experiment. There are three technical tricks used to minimize photodamage. First, minimize the dose of excitation light by reducing the light intensity, either by reducing the power of the illumination source or by introducing neutral density filters into the light path. This reduces the rate of fluorophore excitation and the production of free radicals. Second, as much as possible, minimize the time of each exposure. This reduces the total time of fluorophore excitation and free radical production during each exposure and allows for cellular recovery. Third, depending on cell type, a successful experiment may require a recovery period after each exposure, so only record images rapidly unless absolutely necessary. This allows the cellular free radical scavenging systems to reduce the concentration of free radicals within the cell between each exposure.
The only way to optimize these parameters is by empirical trial. In general, it is best to start collecting data very conservatively, using reduced excitation light and short exposures such that only a very noisy image is obtained. If the cells survive these imaging conditions, exposure time and/or dose can be increased until a suitable exposure level is reached, while maintaining cell health. At the end of an imaging experiment, check the cells that have been imaged as well as those nearby that were not exposed to light. This comparison will often reveal whether exposure to light has been deleterious to the cells.
Improving signal:noise with deconvolution
The S:N of images in a live cell experiment is usually limited by the reductions in light intensity and exposur time necessary for a successful experiment. Reduced S:N often compromises resolution, making it difficult to discern cellular structures. The application of methods that restore outof-focus blurring to live cell fluorescence imaging is especially useful as these methods often reveal structures that were barely visible. The most common approach is called iterative deconvolution and involves the mathematical modelling of the imaging process as an equation:
image= psf (x-x', y-y', z-z') * object(x', y', z') * dx'dy'dz' where the image is the recorded data, the object is the sample on the microscope, the psf is the point-spread function of the microscope. The psf describes the way an infinitely small point (or in practice, a small sub-resolution bead (Wallace et al., 2001) ), is imaged by the objective lens. Each of these functions is three-dimensional. The equation is written more succinctly as
where the symbol ⊗ indicates a convolution operation. The principle of convolution in a microscope has been described previously (Agard, 1984; Agard et al., 1989; Swedlow et al., 1997; Wallace et al., 2001) . In essence, the convolution equation means that in a microscope, the psf operates everywhere in the object to produce the image. Therefore, the psf describes the blurring of every point in the image. If every point in the image is convolved identically (i.e., with the psf), and if the psf is known, it is possible to deconvolve the effect of blurring by the objective lens and recover an estimate of the object. Deconvolution algorithms are now well-developed in fluorescence microscopy and a number of review articles are available that discuss their principles and applications (McNally et al., 1999; Swedlow et al., 1997; Wallace et al., 2001) . They are almost always applied to three-dimensional images. In live cell imaging, this means that at each timepoint, a series of optical sections at a regular focus interval are recorded through the cell or tissue. When recording three-dimensional images, it is critical that optical sections are taken rapidly enough to minimize any significant changes occurring during the imaging process.
There are two families of deconvolution algorithms, deblurring algorithms and restoration algorithms (McNally et al., 1999; Swedlow et al., 1997; Wallace et al., 2001) . Deblurring algorithms make an estimate of the blurring in a given focal plane and subtract the estimated blur from the plane. They only deblur a single focal plane at a time so therefore cannot distinguish between blurred signal from elsewhere in the sample and in-focus signal. Because they remove blurred light, they tend to increase contrast, but decrease S:N somewhat (Wallace et al., 2001) . By contrast, restoration algorithms use Eq. 1 to generate an estimate of the object. This is achieved by making a guess at the object and convolving it with the psf. If the guess were correct, then the convolution calculation should produce the image data. In most algorithms, differences between the convolved guess and the image are used to update the guess, and the process is then repeated. This repeated, or iterative, approach treats the image as a three-dimensional entity and therefore can partially "restore" out-of-focus blur to its in focus position, resulting in a significant improvement in image contrast and S:N (Swedlow et al., 1993; Wallace et al., 2001) . This improvement derives from the use of out-of-focus light as additional signal; collecting three-
data results in an effective averaging of even weak signals. For this reason, iterative deconvolutions is a powerful tool for the cell biologist using live cell imaging.
An example of the effects of iterative deconvolution in live cell imaging is shown in Figure 1 . We have explored the dynamics of the Cajal body within the nucleus of living human cells using a HeLa-derived cell line that stably expresses GFP fused to p80 coilin, a Cajal body marker protein (Platani et al., 2000) . Biochemical characterization of this fusion suggested that it behaves like the endogenous protein. The HeLa GFP-coilin cell line is very photosensitive, forcing us to take record short exposures with significantly reduced light (see Fig. 1 legend) . Use of iterative deconvolution improved the S:N in the images dramatically, allowing us to detect very small Cajal bodies (Fig. 1) . Quantitative analysis of the GFP-coilin images confirmed that iterative deconvolution significantly improved image contrast and S:N (Fig. 1E ). This improvement was critical for our subsequent work using automated object finding and tracking methods to characterize the mobility of Cajal bodies in living cells (Platani et al., 2002) .
Objective lenses for live cell imaging
The objective is perhaps the most critical component in the optical path. There are a large variety of objective lenses, and the correct choice of lens depends on the application. For live cell imaging, it is usually preferable to maximize the numerical aperture (NA) of the lens as the light-gathering power, and therefore the "brightness" of the lens is proportional to NA 4 (for a discussion of the imaging properties of objective lenses, see (Inoué and Spring, 1997; Keller, 1995) ). For highest NA, immersion objectives are often used, although these will usually reduce the working distance available and are therefore only useful for samples up to 100-200 µm thick. These also give the best resolution (Inoué and Spring, 1997; Keller, 1995) , but often require extra care in the choice of immersion medium or adjustment of a correction collar. This is critical to minimize the effects of spherical aberration, an aberration that causes the spreading of light and along the optical axis thus degrading S:N and axial resolution (Wallace et al., 2001) . The interested reader is referred to any number of excellent texts and websites on the working and use of objective lenses (Davidson, 2002; Inoué and Spring, 1997; Keller, 1995) .
Optimizing an imaging system for live cell imaging
It is often assumed than any existing imaging system will be suitable for live cell imaging. In fact, live cell imaging usually requires specialized hardware for a successful experiment. First, it is critical to establish that an imaging system is capable of recording a series of images without stalling or crashing. Second, for imaging live cells, it is (Platani et al., 2000) . Images were recorded on a DeltaVision microscope using a 100×/1.4 objective lens and a Photmetrics CH350 camera with a Kodak 1401E CCD. 100 ms exposures were recorded using an neutral density filter with OD = 1.0. Optical sections were recorded at 0.5 µm intervals. (A) Unprocessed single optical section of HeLa GFP-coilin cell. Arrow indicates position of the line plot shown in (E). (B) Same as (A), except after constrained iterative deconvolution (Swedlow et al., 1997; Wallace et al., 2001) . Arrow indicates position of the line plot shown in (E). (C) A maximum intensity projection of the full dataset for the cell shown in (A). (D) Same as (C), but projection was calculated after constrained iterative deconvolution. Arrowheads (C, D) indicate two Cajal bodies that are barely visible in (C), but much clearer after deconvolution (D). (E) Line plots at the position indicated by the arrows in (A) and (B). After deconvolution (dotted line), S:N is much higher than before deconvolution (solid line). The plot shows actual counts from the camera before deconvolution. The data shown are noisy because of the light sensitivity of the cells. Scale, 5 µm. often necessary to specify low noise detectors so that the low level signals in fluorescence can be recorded. For a cooled CCD camera, this requires using a camera with a read noise of <8 e− RMS or less (Oshiro, 1998) . Third, the interference filters appropriate for a live cell experiment may be different than those optimized for small molecules fluorophores commonly used in immunofluorescence. In addition, after extended use, interference filters sometimes cloud or develop other defects that affect their ability to reflect or pass light. Finally, because a live cell experiment occurs over time, significant effort must be focussed on ensuring that the microscope is physically stable over the course of the experiment. If the temperature of the microscope room changes by even a few degrees, the resulting expansion or contraction of the microscope body and stage causes unwanted changes in focus position or optical alignment. Because of the difficulty of a live cell experiment, all aspects of the light path and signal detection should be optimized for this purpose.
Live cell image data and analysis
Live cell imaging rapidly produces a large amount of data. Recently, much of the academic and commercial community has embraced the concept of each "image" being made up of many frames separated in time, space, or spectral band, thus creating a "five-dimensional" image . This structure simplifies much of the storage and analysis issues associated with live cell data.
In the author's laboratory, it is not unusual to record 5-10 Gbytes in a single day of experiments. This amount of data presents two kinds of problems. First, there is the simple problem of storing and archiving the data. At the moment, methods of archiving this data range from CDs and DVDs to much larger tape archiving system (e.g., DLT), although the development of large storage arrays and archiving systems has meant that more sophisticated storage systems are becoming available in academic and commercial laboratories. Second, the software tools to view, store, and query these data are becoming more sophisticated, with a number of products built around database structures now available. These tools will be critical for laboratories depending heavily on live cell analysis as an assay for molecular function. As live cell imaging assays extend into high-throughput formats, where many thousands of images are collected in each experiment, the demand for these tools will only increase. An approach to this problem has been initiated by the Open Microscopy Environment (http://www.openmicroscopy.org), an open source project that seeks to develop a relational database specification for fluorescence microscopy. One advantage of this structure is that it can potentially solve the connectivity problem created by images being acquired under one commercial file format and processed under another. Designing a database system that can stand as an interface between different file standards or applications will greatly simplify the analysis of live cell imaging data.
Conclusions
Live cell imaging is an extremely powerful technique that is now used in many laboratories. A successful experiment requires care and expertise with cell engineering, chamber design, and imaging. For a fluorescence experiment, the choice of fluorescent probe and the imaging system for recording data are critical. There are now good quantitative comparisons between WF, LSC and MP microscopes, so it is now fairly clear how to choose the correct system for a given experiment. In addition, the use of iterative deconvolution methods can especially help improve the S:N levels in images of live cells. The next few years should provide microscopes with significantly improved resolution and analysis and database software that enables systematic processing of live cell images.
