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Abstract. This paper introduces the audio part of the 2010 community-
based Signal Separation Evaluation Campaign (SiSEC2010). Seven speech
and music datasets were contributed, which include datasets recorded in
noisy or dynamic environments, in addition to the SiSEC2008 datasets.
The source separation problems were split into ¯ve tasks, and the results
for each task were evaluated using di®erent objective performance crite-
ria. We provide an overview of the audio datasets, tasks and criteria. We
also report the results achieved with the submitted systems, and discuss
organization strategies for future campaigns.
1 Introduction
SiSEC2010 aims to be a large-scale regular campaign that builds on the ex-
perience of previous evaluation campaigns (e.g., the MLSP'05 Data Analysis
Competition1, the PASCAL Speech Separation Challenge [1], and the Stereo
Audio Source Separation Evaluation Campaign (SASSEC) [2]), and the ¯rst
community-based Signal Separation Evaluation Campaign (SiSEC2008) [3]. The
unique aspect of this campaign is that SiSEC is not a competition but a scienti¯c
evaluation from which we can draw rigorous scienti¯c conclusions.
This article introduces the audio part of SiSEC2010. In response to the feed-
back received at SiSEC2008, SiSEC2010 was designed to contain more realistic,
and consequently, more challenging datasets, which had not previously been
proposed for a large scale evaluation. Such datasets include recordings made in
more reverberant rooms, under di®used noise conditions, or under dynamic con-
ditions. We also repeated some of the typical tasks employed in SiSEC2008 (e.g,
underdetermined and determined mixtures) with some fresh datasets.
Datasets and tasks are speci¯ed in Section 2 and the obtained outcomes in
Section 3. Due to the variety of the submissions, we focus on the general outcomes
of the campaign and ask readers to refer to http://sisec.wiki.irisa.fr/ for
further detail.
1 http://mlsp2005.conwiz.dk/index.php@id=30.html
2 Speci¯cations
This section describes the datasets, tasks and evaluation criteria, which were
speci¯ed in a collaborative fashion. A few initial speci¯cations were ¯rst sug-
gested by the organizers. Potential participants were then invited to provide
feedback and contribute additional speci¯cations. All materials are available at
http://sisec.wiki.irisa.fr/.
2.1 Datasets
The data consisted of audio signals spanning a range of mixing conditions. The
channels xi(t) (1 · i · I) of each mixture signal were generally obtained as
[3]: xi(t) =
PJ
j=1 s
img
ij (t), where s
img
ij (t) =
PJ
j=1
P
¿ aij(¿)sj(t¡ ¿) is the spatial
image of source j (1 · j · J) on channel i, namely the contribution of source i
to the mixture in channel j, sj(t) are source signals, and aij are mixing gains.
Seven distinct datasets were provided for SiSEC2010:
D1 Under-determined speech and music mixtures
This dataset includes dataset D1 from SiSEC2008 [3], and a fresh dataset
consisting of 30 stereo mixtures of three to four audio sources of 10 s duration,
sampled at 16 kHz. The room reverberation time (RT) for the fresh dataset
was 130 ms or 380 ms.
D2 Determined and over-determined speech and music mixtures
For this category, SiSEC2010 had the following four datasets.
D2-1 Determined and over-determined speech and music mixtures
This dataset contains two sets of 2 £ 2 (#sources £ #microphones),
3 £ 3 and 4 £ 4 mixtures. The RT of the recording room was about
500 ms, and microphones were arranged as a linear array with a spacing
of approximately 10 cm. This dataset also includes dataset D2 from
SiSEC2008 [3], which consists of 21 four-channel recordings of two to
four speech or music sources acquired in four di®erent rooms.
D2-2 Robust blind linear/non-linear separation of short two-source-
two-microphone recordings
This dataset consists of 36 mixtures of di®erent sources, located at three
di®erent positions in two environments. Each recording is 1 second long.
The mixtures are six combinations consisting of a target speech signal
and a jammer source (male/female speech, sneeze, laugh, glass break or
TV sport noise). The data were recorded with directional microphones
that were 8 cm apart, in an ordinary living room or study room.
D2-3 Overdetermined speech and music mixtures for human-robot
interaction
These data include 27 recordings of three sources, which were recorded
with ¯ve microphones attached to a dummy head. We consider three dif-
ferent microphone con¯gurations, in three rooms: an anechoic laboratory
room, a fully equipped o±ce and a cafeteria. The source signals include
male and female speech and music.
D2-4 Determined convolutive mixtures under dynamic conditions
This dataset consists of two kinds of scenarios. One comprises the short
(1-2 seconds) mixtures of two sources obtained with a stereo microphone
(D2-4i). The other is a sequence of audio mixtures obtained by the ran-
dom combination of source locations and utterances (D2-4ii). Here, up
to two sources are active at the same time. The components are gener-
ated by convolving random utterances with measured impulse responses,
which were measured in a real room (RT¼700-800 ms). The microphone
spacings were 2, 6, and 10 cm.
D3 Professionally produced music recordings
This dataset contains ¯ve stereo music signals sampled at 44.1 kHz, which in-
clude the same data as these in D4 used in SiSEC2008 [3], and new recordings
for SiSEC2010. In addition to 20-second snips to be separated, full-length
recordings are provided as well. The mixtures were created by sound engi-
neers, and the ways of mixing and the mixing e®ects applied are unknown.
D4 Source separation in the presence of real-world background noise
These data consist of 80 multichannel speech mixtures in the presence of
several kinds of real-world di®used noise. Noise signals were recorded in
three di®erent real-world noise environments (in a subway car, cafeterias,
and squares), and each noise signal was recorded at two di®erent microphone
positions, the center or corner of the environment. There were one or three
sources. Two types of microphone arrays, a stereo or a 4-element uniform
linear array, were employed.
Datasets D1, D3 and D4 include both test and development data. The true
source signals and source positions underlying the test data were hidden to
the participants, while they were provided for the development data. The true
number of speech/music sources was always available.
2.2 Tasks
We speci¯ed the following ¯ve tasks:
T1 Source counting
T2 Mixing system estimation
T3 Source signal estimation
T4 Source spatial image estimation
T5 Source DOA estimation
These tasks consist of ¯nding, respectively: (T1) the number of sources J ,
(T2) the mixing gains aij or the discrete Fourier transform aij(º) of the mix-
ing ¯lters, (T3) the source signals sj(t), (T4) the spatial images s
img
ij (t) of the
sources for all channels i, and (T5) the direction of arrival (DOA) of each source.
Participants were asked to submit the results of their systems for T3 and/or T4,
and optionally for T1 and/or T2 and/or T5.
Two oracle systems were also considered for benchmarking task T4: ideal
binary masking over a short-time Fourier transform (STFT) [4] (O1) and over
a cochleagram [5] (O2). These systems require true source spatial images and
provide upper performance bounds for binary masking-based systems.
2.3 Evaluation criteria
Task T2 was designed to be evaluated by using the mixing error ratio (MER),
which was proposed in SiSEC2008 [3]. However, because we had no entrant for
task T2, we skipped the T2 evaluation.
Tasks T3 and T4 were evaluated via the criteria in the BSS EVAL [6,2],
termed the signal to distortion ratio (SDR), source image to spatial distortion
ratio (ISR), signal to interference ratio (SIR) and signal to artifacts ratio (SAR).
In addition, new auditory-motivated objective measures [7] were used to as-
sess the quality of the estimated signals for T3 and T4 in the stereo cases. Four
performance measures akin to SDR, ISR, SIR and SAR are given: overall per-
ceptual score (OPS), target-related perceptual score (TPS), interference-related
perceptual score (IPS) and artifact-related perceptual score (APS). Here, a new
method for estimating the distortion components is employed based on a gam-
matone ¯lterbank, and the salience of the target, interference and artifact distor-
tions are calculated by using the PEMO-Q measure [8]. It has been con¯rmed
that these auditory-motivated measures improve the correlation to subjective
measures compared to classical SDR, ISR, SIR and SAR [7]. The new measures
are expressed in terms of a ¯gure between 0 and 100 (not in dB).
Task T5 was evaluated from the absolute di®erence between the true and
estimated DOAs.
3 Results
A total of 38 submissions received for the audio tasks. Their average performance
values are given in Tables 1 to 8. The details and all the results are available at
http://sisec.wiki.irisa.fr/. It should be noted that the presented values
are the absolute values, not the improvements from the values for mixtures.
Although a close analysis of each table is beyond the scope of this paper, what we
observed was following. We can obtain good results for instantaneous/anechoic
mixtures (e.g., Tables 1 and 5), however, the separation of reverberant mixtures
still remains challenging, especially in underdetermined scenarios (e.g., Table 2).
The realistic datasets (D2-2, D2-4 and D4) attracted a relatively large number
of participants as shown in Tables 4, 6 and 8.
Some tasks were evaluated with the new auditory-motivated objective mea-
sures (e.g., Tables 1, 2, 7 and 8). Sometimes, the performance tendency was
the opposite of that with BSS EVAL. More detailed investigations are required,
however, it seems that binary mask based methods tend to achieve a poorer
grade than non-binary mask approaches.
4 Conclusion
This paper presented the speci¯cations and results of SiSEC2010. We hope that
SiSEC2010 will provide a common platform for the source separation research
¯eld. This time, we welcomed all proposed tasks and datasets and ¯nally we had
Table 1. Average performance for tasks T3 or T4 for instantaneous dataset D1. Figures
relate to T4 when the ISR is reported and to T3 otherwise.
dataset Test Test2
System [9] [10]2 O1 O2 [9] O1 O2
SDR OPS 13.5 60.7 7.7 36.2 10.5 55.0 8.1 39.3 12.8 53.2 9.3 40.5 8.4 33.9
ISR TPS 24.0 75.2 58.3 20.0 68.1 14.4 49.4 22.8 70.6 17.0 55.5 14.4 46.4
SIR IPS 20.5 77.1 18.2 67.8 21.6 79.3 17.4 71.4 19.8 70.7 18.7 65.6 17.0 61.8
SAR APS 14.8 73.2 8.4 36.9 11.5 60.3 9.1 45.5 14.1 64.8 10.2 49.6 9.6 35.7
Table 2. Average performance for task T4 for convolutive dataset D1. Correlation
between the classical (SDRs etc.) and the auditory-motivated measures (OPS etc.)
was 0.6-0.68.
System
Test:RT=130ms Test:RT=250ms Test2:RT=130ms Test2:RT=380ms
SDR ISR SIR SAR SDR ISR SIR SAR SDR ISR SIR SAR SDR ISR SIR SAR
OPS TPS IPS APS OPS TPS IPS APS OPS TPS IPS APS OPS TPS IPS APS
[9]2 2.6 7.3 4.8 7.5 1.4 5.6 2.5 7.4 2.9 8.6 6.3 9.2 0.6 5.0 0.5 6.8
32.2 55.2 50.4 59.7 25.7 46.2 41.0 52.5 34.8 58.4 54.2 60.6 15.8 38.3 27.2 41.1
[11] 5.3 10.2 9.9 7.1 3.9 8.5 7.3 6.9 3.6 8.4 6.5 7.1 2.1 5.9 3.3 6.0
25.7 53.8 49.8 40.4 21.5 50.1 43.7 35.6 20.5 45.2 37.2 40.0 11.6 36.2 22.9 26.2
[12]2;3 3.1 6.4 3.8 7.9 1.9 5.4 1.9 8.3 2.5 6.2 3.4 10.1 0.2 3.4 -0.8 8.2
30.3 55.2 44.4 64.6 21.2 45.3 29.8 59.8 27.9 52.1 36.3 76.5 14.3 32.3 14.5 68.5
[13]3 2.7 6.2 4.1 8.3 1.7 5.5 2.7 8.8 3.2 6.7 4.3 9.1 0.9 4.0 -0.6 7.4
33.5 55.0 45.1 78.0 27.5 48.3 36.2 77.0 32.9 56.9 49.0 61.7 11.7 31.3 13.8 50.0
O1 9.7 18.3 19.9 10.2 8.7 16.2 19.4 10.4 10.2 18.1 19.6 11.0 9.2 16.8 18.5 9.9
52.4 68.9 79.5 57.2 50.6 63.8 78.3 56.4 52.0 59.8 77.9 59.2 41.6 50.0 72.5 48.8
O2 6.9 12.1 16.5 7.6 6.6 11.5 16.0 7.9 7.3 13.6 16.0 7.9 6.2 11.8 14.4 6.5
34.7 48.2 69.3 39.6 31.8 41.9 65.1 37.9 27.5 41.0 61.3 32.2 18.2 28.2 49.6 20.7
seven datasets. This increase in the number of active participants is the product
of a series of evaluation campaigns. On the other hand, we think that seven
datasets may have been too large to collect su±cient number of participants for
each task, and to evaluate all the submissions in detail. We may need a framework
for pre-selecting the task/dataset proposals. In addition, perhaps it is time to
reorganize the speci¯cations and datasets in a series of SiSECs for prospective
evaluation campaigns and future source separation research. We invite all willing
participants to join a continuous collaborative discussion on the future of source
separation evaluation.
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Table 3. Average SIR for task T3 over dataset D2-1.
System
Cushioned rooms O±ce/lab rooms Conference room New o±ce room
J = 2 J = 3 J = 4 J = 2 J = 3 J = 4 J = 2 J = 3 J = 4 J = 2 J = 3 J = 4
[14] 8.03 6.83 4.53 11.6 7.8 9.0
[15] 3.2 0.9 0.1 9.0 2.0 -2.0 4.3 -0.3 -3.1 5.2 2.6 1.5
[15]2 4.2 4.0 4.4 6.4 4.4 -1.2 4.9 0.9 -2.2 9.3 6.0 4.7
[16] 13.7 10.4 10.0
Table 4. Average performance for dataset D2-2. SIR¤ and SDR¤ in [17] for linear
systems were also evaluated according to the dataset providers' proposal.
System
speech+speech speech+(sneeze or laugh) speech+(glass or TV noise)
SIR¤ SDR¤ SDR SIR SAR SIR¤ SDR¤ SDR SIR SAR SIR¤ SDR¤ SDR SIR SAR
[18] 8.5 5.0 3.7 8.7 18.6 6.1 3.3 1.9 6.8 16.7 9.4 5.3 4.7 9.8 19.1
[19] 8.1 0.8 -0.9 8.4 23.2 6.3 0.0 -1.8 7.3 27.2 11.3 0.6 -1.2 11.3 18.4
[20] 7.9 6.4 5.9 9.4 9.7 7.4 5.0 3.5 8.6 7.8 8.1 5.6 5.6 9.5 9.3
[21] 11.5 8.2 7.7 12.2 18.8 10.6 6.2 4.0 11.3 17.0 9.9 6.4 6.1 10.7 15.5
[21]2 3.1 16.3 10.1 2.7 14.0 10.3 2.6 12.8 8.1
[16] 2.0 5.5 10.5 4.5 9.4 12.3 0.4 2.5 8.0
[14] 0.6 6.2 5.0 0.5 7.0 3.7 -0.6 5.5 4.3
Table 5. Average SIR for dataset D2-3 for three microphone con¯gurations C1-C3.
Anechoic Cafeteria O±ce
System C1 C2 C3 C1 C2 C3 C1 C2 C3
[16] 24.6 23.4 22.8 9.2 15.0 12.9 11.9 12.7 13.3
[14] 5.5 13.6 12.5 3.7 4.8 5.7 2.5 3.6 4.3
Table 6. Average performance for dataset D2-4. For D2-4ii, the evaluation was per-
formed only considering the segments where two sources overlap.
dataset D2-4i dataset D2-4ii
System SDR SIR SAR System SDR SIR SAR System SDR SIR SAR
[22] 3.2 9.9 5.2 [23] 3.2 8.1 6.1 [23] 2.5 8.6 5.0
[22]2 4.2 11.7 5.8 [21] 5.6 11.3 7.6 [21] 4.6 10.7 6.8
[22]2 3.7 10.6 5.5 [21]2 6.2 13.8 7.4 [24] 4.5 9.9 7.2
[25]2 2.1 9.2 3.9
Table 7. Average performance for dataset D3
System
Development data Test data
SDR ISR SIR SAR OPS TPS IPS APS SDR ISR SIR SAR OPS TPS IPS APS
[26] 2.1 6.5 7.9 2.9 26.6 49.9 51.5 43.7 1.3 6.7 4.7 0.9 31.7 49.0 49.9 46.3
[27]2;3 0.9 11.2 1 -0.8 24.9 56.4 89.6 6.0 -1.1 7.5 1 -2.1 21.3 39.0 89.6 3.7
[28] 3.3 8.0 7.2 5.3 17.3 45.0 27.4 48.1 2.2 6.2 6.2 3.9 18.7 40.9 30.4 45.4
O1 6.5 18.3 20.0 6.7 31.8 64.3 70.0 30.7 5.8 20.8 21.2 5.6 24.9 53.6 62.0 23.2
O2 3.5 8.4 17.0 3.3 29.2 47.5 63.8 30.2 2.9 8.9 14.9 1.7 20.9 34.2 53.0 21.8
Table 8. Average performance for source separation of dataset D4. Figures relate to
T4 when the ISR is reported and to T3 otherwise. [29], [14], [30] and [31] also addressed
task T5. Results can be found at http://sisec.wiki.irisa.fr/.
System
2-ch£1-src 2-ch£3-srcs 4-ch£1-src 4-ch£3-srcs
SDR ISR SIR SAR SDR ISR SIR SAR SDR ISR SIR SAR SDR ISR SIR SAR
OPS TPS IPS APS OPS TPS IPS APS OPS TPS IPS APS OPS TPS IPS APS
[13] 2.7 16.1 4.4 11.9 1.3 7.0 1.9 7.7 3.0 15.7 4.0 12.8 2.6 7.7 4.3 9.1
36.3 69.9 45.2 88.3 18.6 42.3 23.7 63.4
[29] -9.3 -7.2 14.1 8.0 -8.1 -4.3 12.2 8.1
33.5 49.9 55.5 53.8
[14] 3.2 1 3.2 0.5 5.2 5.0 7.4 1 7.4 4.8 13.7 6.3
[30]2 -12.2 -7.7 6.2 8.8
19.3 35.2 34.8 40.6
[31]2 -8.6 -3.2 7.5 5.4
16.3 39.4 35.2 28.3
[16] 2.5 16.0 4.0 12.8 7.5 17.1 10.4 14.3 3.5 13.8 5.3 11.2
38.4 73.4 51.2 78.4
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