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1 Introduction
Demand can be defined as the relation between price and
the quantity of goods that buyers are willing to purchase. This
correlation is displayed in relation to the global market by
the sold product quantity at one time-point. If we focus on
the telecommunication services sector, we can note the devel-
opment of the sale of cell phones and internet extensions
(ADSL, ISDN, GPRS, Wi-Fi etc.)
Factors affecting the development of demand are for
example technology, price and considerations from the fields
of psychology, sociology and economies.
Generally, demand can be considered as a time series un-
der which the demand model can be defined and develop-
ment trends can be predicted.
2 Construction of the demand model
The demand model can be constructed using standard
statistical methods including Decomposition Time Series,
and the Box-Jenkins Metodology, or by applying Artificial In-
telligence methods, including for example Neural Networks.
2.1 Decomposition time series
The series { , , , }y t Tt 1 is gradually decomposed to
several components: trend, circular component, seasonal
component and residual component (unsystematic compo-
nent). This method is based on work with time series system-
atic components. Features of time series behaviour can be
better observed in separate components than in the unde-
composed original time series.
In this research study from the field of standard statistical
methods, exponential smoothing will be used for demand
modelling.
Exponential Smoothing
The above defined time series will be written as
{ , , , }y t Tt 1 . Simple Exponential Smoothing is described
in the recurrent form  ( ) y y yt t t    1 1, yt is the Exponen-
tial Average in time t, yt1 is the Exponential Average in time
t 1, value  is the Smoothing Constant from the interval
  0 1; . The Exponential Average can be expressed on the
basis of the recurrent form as:
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Brown’s Simple Exponential Smoothing
The time series yt is constructed with a stationary process
in the form yt t  0 , 0 is the mean value of the process,
and t are random values with the features of white noise.
After applying Exponential Smoothing to the Time Series
yt t  0 we obtain the relation
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Brown’s Linear (double) Exponential Smoothing
Alternatively, we can make a double application of the
Simple Exponential Smoothing method on the time series yt
expression in the form
 ( ) ( ) ( )y y yt t t
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21  
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2.2 Box-Jenkins methodology
Unlike classical decompositional methods, which deal
with systematic time series components (trend, circular and
seasonal), the Box-Jenkins methodology deals with a residual
(unsystematic) component. The method involves searching
for relations of individual observations. By this method we
are able to describe time series which are not manageable by
standard methods.
The time series is perceived as a realization of the stochas-
tic process which is defined as a series of accidental quantities
arranged in time
 	
X s t s t( , ), , S T , where S is a selective
space andT is an index series. For each s S the realization of
the stochastic process is defined on the index series T.
For the Box-Jenkins methodology, the following special
accesses are significant: autoregressive process AR, moving
average process MA, and combined process ARMA. These
processes result from the linear process by resetting all pa-
rameters till the final number. The parameters are chosen
in such a way that the stationarity and invertibility of the
processes will be ensured. A special non-stationary ARIMA
model also exists in the Box-Jenkins methodology.
ARIMA processes
Some integrated processes may be arranged by means of
differentiation to stationary and are expressed in the form of
the stationary and invertible ARMA(p, q) model. The original
integrated process in the form:
  p
d
t q tB B y B( )( ) ( )1  
is called the autoregressive integrated process of sliding aver-
ages of the order p, d, q. This is called ARIMA (p, d, q). Models
with d 1 2, are usually used.
2.3 Artificial intelligence methods
Neural Networks
The benefit of the Artificial Neural Network lies in its
ability to implement complex non-linear functions. Neural
systems co-execute a large number of operations and work
without an algorithm. Their activity is based upon the learn-
ing process, when the neural network gradually conforms to
calculation. In the course of a learning phase we do not have
to be occupied by the problem of the right selection function,
because the neural network is able to make do only with prac-
tise examples.
This is the main difference in comparison with a tradi-
tional approach (e.g. comparison of traditional non-linear
models and a back-propagation network). The neurone func-
tion scheme can be demonstrated graphically as follows:
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where y is the output (neurone activity), S demonstrates a
transmission function (jump, linear, non-linear), xi is neurone
input (inputs are in total N), wi represents a level of synoptic
weight,  describes a trigger level.
The principle of back-propagation network learning
Let us consider a neurone network withL – layers l 1,…,
L and as the output i-th neurone in the 1-th layer we use the
indicationVi
l .Vi
0 means xi, i.e. the i-th output. The indication
wij
l expresses a connection fromVi
l1 toVi
l . An algorithm can
then be inscribed after separate stages as follows:
1. subranged random numbers based-Weight Initialization.
2. Insertion of

xP into the network input (layer l  0), i.e.
V xk k
p0
 .
3. Network signal propagation:
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4. Calculation of delta for the output layer:
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5. Calculation of delta for previous layers by Error Back-
-Propagation:
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6. Weight change according to formula:
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7. If all samples have been submitted to the network we con-
tinue in phase no. 8, otherwise we go back to phase no. 2.
8. If the network error compared to the selected criterion
value was minor or the maximum number of steps was
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Fig. 1: Model of a neurone
exhausted, then the learning process can be completed,
else phase no. 2
2.4 Choice of a relevant model
An appropriatemodel can be determined on the basis of:
a) the graph of the time series, or from its absolute or
relative characteristics,
b) interpolative criteria (a decisive deviation of resi-
dues, coefficient of determination, coefficient of
autocorrelation of residues, tests of parameters),
c) extrapolative criteria (average characteristics of
“ex post” forecast mistakes, graph forecasts).
Average characteristics of residues
The average square mistake – dispersion
MSE
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The average absolute mistake
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The lower the values of the specified characteristics, the
better the chosen model is.
3 Demand modelling
The above mentioned methods will be used for demand
modelling of a narrowband mobile connection (GPRS,
HSCSD). The GPRS Demand Model (i.e. the number of
households which are using a narrowband mobile internet
connection) is based on the values from the Czech Statistical
Office (between 2003 and 2009) and estimate made by an
expert.
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Fig. 2: ARIMA Demand modelling of GPRS
ARIMA Processes
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Fig. 3: Residual autocorrelation for GPRS
Fig. 4: Brown’s linear exp. smoothing of GPRS
Brown’s linear exp. smoothing with alpha  0.9428
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Fig. 5: Residual autocorrelation for GPRS
4 Conclusions
In this paper, we have described some methods for de-
mand modelling in telecommunications. Within the research
project on demand modelling in telecommunications we ob-
tained the following values for the average characteristics
of residues.
On the basis of the results of RMSE and MAE average
characteristics of residues, the demand model based upon
Neural Networks can be considered as best, but a different re-
sult arises from an evaluation of prediction quality, because
the best prediction value result was obtained from a demand
model based on Brown‘s linear exponential smoothing.
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Back-Propagation Neural Network
Fig. 6: Neural Network Demand Modelling
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Fig. 7: Residual Values for GPRS
Neural
Network
ARIMA
(1,1,1)
Brown’s exp.
smoothing
RMSE 0.96 1.31 1.53
MAE 0.92 0.88 1.02
Table 1: Average characteristics of residues
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Fig. 8: Comparison of the GPRS internet connection used by households in the 2nd quarter of 2008, values published on February 10th,
2009 by the Czech Statistical Office, and results predicted by demand models for GPRS
The prediction based on the Neural Networks was also
used with other demand courses in the field of telecommuni-
cations for which more accurate results were obtained in
terms of prediction quality.
Future research will focus on improving the prediction re-
sults and a demand model based on the above-mentioned
methods.
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