Abstract-In this paper, a novel efficient DBF (eDBF c ) partitioned scheduling algorithm of constraineddeadline sporadic task systems on multiprocessors is proposed. A criterion which tracks the demand bound function exactly as needed is used in the novel algorithm. The using of the new criterion in eDBF c avoids the incorrect judgment made by density algorithm and DBF* algorithm in determining whether a processor can accommodate an additional task. We give the pseudo code of the new algorithm on least-number processors and fixed-number processors respectively, and derive the sufficient and necessary conditions for success of our algorithm. The experimental results show the superiority of the proposed algorithm over density algorithm and DBF* algorithm.
I. INTRODUCTION
The partitioned scheduling on multiprocessors [1] [2] [3] [4] [5] [6] has received more and more attention recently. It is opposed to the global scheduling. Under the global scheduling, different jobs of one task may be executed on different processors [7] [8] [9] [10] . However, under partitioned scheduling, once a task is assigned to a processor, it is always executed on the processor. The process of partitioning tasks among processors reduces a multiprocessor scheduling problem to a series of uniprocessor problems, which makes the scheduling on multiprocessors simpler and easier.
Among all the partitioned scheduling algorithms, the partitioned scheduling of sporadic task systems [1, 3, 5, 6] has been studied most over the years. Unlike the periodic task, the period i p of a sporadic task i τ is the minimal time interval between two jobs of i τ . It means that, in the sporadic task systems, i τ generates a potentially infinite sequence of jobs with successive job-arrivals separated by at least i p time units. The sporadic task model [11] [12] [13] [14] [15] [16] is widely used for recurring processes that occur in hard real-time systems nowadays, which makes partitioning the sporadic tasks among processors become a latecomer in the real-time tasks scheduling area.
Since the partitioned scheduling of sporadic task systems is NP-hard in the strong sense [17] , the partitioned scheduling algorithms can not be optimal. Fisher, Baruah and Baker [3] presented a polynomialtime algorithm for partitioning a collection of sporadic tasks among the processors of an identical multiprocessor platform with static-priority scheduling on each individual processor. Baruah and Fisher [5, 6] proposed density and DBF* partitioned scheduling algorithms of sporadic task systems and showed that the density scheduling is never superior to the DBF* scheduling. All of the algorithms make contribution for the development of partitioned scheduling. However, since all of the algorithms are obtained by approximating the demand bound function [18] , the systems which are feasible under the partitioned paradigm are flagged as "infeasible" sometimes. We still need to find a more efficient algorithm to improve these weaknesses in partitioned scheduling.
In this paper, we focus on the constrained-deadline sporadic task system in which each task has its relative deadline no larger than its period and describe a novel efficient DBF (eDBF c ) partitioned scheduling algorithm of constrained-deadline sporadic task systems on multiprocessors. In the new algorithm, we use a criterion which tracks the demand bound function exactly instead of approximating it. It makes sure that the tasks in a processor are indeed unschedulable when a task fails to be put into the processor. The using of the new criterion avoids the incorrect judgment made by DBF* and density algorithms which use the approximations of the demand bound function as the criterions. The task sets which are infeasible in DBF* have the chance to be feasible in eDBF c . τ , we define three subclasses of sporadic task systems as follows: Implicit-deadline sporadic task systems: all the sporadic tasks satisfy the additional constraint that
Ⅱ. TASK MODEL
Constrained-deadline sporadic task systems: all the sporadic tasks satisfy the additional constraint that
Arbitrary-deadline sporadic task systems: there is no additional constraint to the sporadic tasks.
Considering the number of processors used in the systems, we define two subclasses of multiprocessor systems as follows:
Fixed-number processors systems: the number of processors can be used in the system is fixed at m.
Least-number processors systems: the number of processors can be used in the systems is as few as possible (small than or equal to m).
Most prior research on multiprocessor scheduling of sporadic tasks have been dealing with the implicitdeadline sporadic task systems on fixed-number processors [5] . However, the constrained-deadline sporadic task systems arise in practice. Meanwhile, because using as few as possible processors can save the resources of the system, least-number processors systems receive much attention. In this paper, we focus on the scheduling of constrained-deadline sporadic task systems on least-number processors and fixed-number processors.
Ⅲ. Background and Related Work The research on partitioned scheduling of sporadic task systems on multiprocessors arises recent years. To make sure that the system is feasible after assigning a new task to one processor, the approximations of demand bound function are used in the algorithms [1, 3, 5, 6] . The demand bound function for sporadic task systems is proposed by Baruah et al. in [18] ( , ) max 0, 1
In [19] , they proved that ( ) 
for all
We Recently, several approximations have been proposed to solve the complexity problem of the demand bound approach. Devi [20] proposed a test which allows a fast evaluation and acceptance of task sets in many cases. The task system τ arranged in order of non-decreasing relative deadlines is feasible on a uniprocessor platform using Earliest Deadline First (EDF) [21] scheduling, which is optimal for preemptive uniprocessor scheduling, if
Albers et al. [22] proposed the superposition approach. Let '( , ) i DBF t τ denote an upper bound for the task demand bound function considering only the jobs up to the selectable maximum time interval ( 
A task system τ is feasible on a processor l π if
The super position test which calculates at the maximum the first x jobs of each task exactly is called SuperPox(x).
Albers et al. [23] found that the test by Devi is only a special case of the superposition approach when x=1. Meanwhile, they proposed a fast exact feasibility test for uniprocessor real-time systems. They use different levels of approximation to make the correct decision, and the new test is much faster than the demand bound function described in [18] .
However, not all of the approximations have been used in the partitioned scheduling. Most of the criterions used in the partitioned scheduling algorithms of sporadic task systems are based on SuperPox(1). Baruah et al. proposed both static-priority and dynamic-priority scheduling algorithms to partition the sporadic tasks [1, 3, 5, 6] . Considering the dynamic-priority scheduling (the staticpriority scheduling is more or less the same) in [5, 6] , they applied a technique called DBF* for approximating DBF in essentially tracking DBF exactly for a single step of height i e at time interval i D , followed by a line of slope i i e p (the same to SuperPox (1)).
The criterion used in DBF* algorithm for constraineddeadline sporadic task systems is:
They proved that any constrained-deadline sporadic task system Consequently, the DBF* may cause many task sets to be unacceptable despite them being feasible. In [23] , it showed that a higher level of the superposition test leads to a higher acceptance rate. Under SuperPox(1), when the utilization of a single processor is bigger than 82%, the percentage of the tasks that are feasible is near 0. It explains why the DBF* causes the task set that is feasible to be unaccepted by the processors in another side. The DBF* scheduling which applies SuperPox(1) needs improvement.
Ⅳ. EDBF C ALGORITHM
In this section, we extend the feasibility test presented in [23] to the multiprocessor platform and present a novel eDBF c algorithm for partitioning a constrained-deadline sporadic task system among the processors which can increase any of the tasks' levels as needed.
A. The Criterion of eDBF c
Before the eDBF c algorithm is given, we will show a lemma and a theorem first.
Lemma 1: For the tasks assigned to the processor l
the task set is feasible under EDF. Proof: We suppose that a deadline is missed at some time instant f t . Then, we must have
Two cases are considered. , there must exist a time interval which is contradict to (11) .
Since f u t TI ≥ and u TI is the maximum among all time intervals, Hence the tasks assigned to the processor l π are feasible under EDF if they satisfy Equation (8) and (9). Lemma 1 shows us that, to check whether the task set is feasible, it is not necessary to let all tasks be in the same level in the SuperPos(x). Once Equation (8) and (9) are satisfied, other time intervals bigger than u TI do not need to be considered. It makes the following partitioned scheduling feasible.
Theorem 1: When the tasks previously assigned to one processor l π were feasible under EDF and the new task i τ assigned to the processor l π can not satisfy SuperPos(1), the tasks remain feasible under EDF if the following conditions are satisfied after increasing the level in the SuperPos(x) of some of the tasks previously assigned to l π :
Proof:
l u π ≤ is the same to Equation (9) . Then, we can know from Lemma 1 that the task set is still feasible under EDF after assigning i τ to l π .
Theorem 1 validates the feasibility of using Equation (14), (15) and (16) to partition tasks on multiprocessors in theory. For constrained-deadline sporadic task systems, it is much simpler.
Theorem 2: For constrained-deadline sporadic task systems, any i τ satisfying Equation (14) and (16) It follows that '( , ) (
As a result, ( ) 1 l u π ≤ can be ignored for constraineddeadline sporadic task systems. Clearly, any task satisfying Equation (14) and (16) can be assigned to the processor. It means that we can use Equation (14) and (16) as the criterion of the novel algorithm for constrained-deadline sporadic task systems. In the following, we present the eDBF c partitioned scheduling algorithm. In the algorithm, the new task is attempted to be assigned to the processors one by one. The task is put into a processor when it satisfies the criterion. If there is no such a processor, the system is infeasible. Considering the number of processors used in a multiprocessor system, two cases must be discussed. One is assigning the tasks to a least-number processors system; another is assigning the tasks to a fixed-number processors system.
B. eDBF c Algorithm on Least-number Processors
Considering the partitioned scheduling algorithm on least-number processors, the pseudo code is shown as follows. The tasks are ordered in non-decreasing relative deadline order.
for i = 1:n for l = 1:m if i τ satisfies Equation (15) on processor l π put ( , ( ) ) (14) and (16), the new task is failed to be put into the processor. If the new task is failed to be put into all the processors, the system is infeasible. In the pseudo code, we can not use Equation (14) and (16) simply to judge the feasibility since some tasks' levels need to be increased during the judgment. Equation (17) is used to increase the level of a τ . 
From (18) 
The criterion used in eDBF c is different to the approximative criterions used in density algorithm and DBF* algorithm. In density algorithm and DBF* algorithm, when a task is failed to be put into a processor, the system still may be feasible assigning the task to the processor. However, once a task is failed to be put into a processor in eDBF c , it indeed can not be assigned to the processor. We will take the task set which is infeasible using DBF* in [5] for example. We are attempting to assign two tasks 1 π . Since it is a constrained-deadline sporadic task system, we only need to judge whether it satisfies Equation (14) and (16).
( ) 1
TI τ = at this moment. (14) is not satisfied when
Then we need to use Equation (17) to increase the level of 1 τ . It reminds us that it is correct and necessary to increase some of the tasks' levels to get a higher acceptance rate in the partitioned scheduling algorithm in despite of the increasing of the run time. As shown in [23] , the percentage of the task sets that are feasible in SuperPos (2) is much higher than in SuperPos(1), meanwhile, the acceptance rate does not change a lot when the level of the superposition test is higher than 3. It means that the run time of the eDBF c will not increase too much since SuperPos(3) is enough for most of the task sets. In the example described above, to let the system be feasible, we only need to increase the level of 1 τ to SuperPos(2). c on least-number processors. Although the pseudo code of eDBF c on fixed-number processors is longer than the pseudo code of eDBF c on least-number processors, it does not mean that eDBF c on fixed-number processors is more complicated than eDBF c on leastnumber processors. Seen from the pseudo code, the eDBF c on fixed-number processors is an extension of DBF*. If the tasks are feasible under SuperPos(1) on m processors, it is not necessary to check the Equation (14) and (16) any more. In this aspect, eDBF c on fixednumber processors is simpler than eDBF c on leastnumber processors. In practice, we will choose a suitable method on demand of processors.
D. The Properties of eDBF c
After giving the eDBF c algorithm and proving the correctness of the algorithm, we give the sufficient and necessary conditions for success of eDBF c in this part. To describe the effectiveness of eDBF c in detail, we define ( ) sum δ τ for a given task system
It is noticed that ( ) sum δ τ represents the maximum cumulative computational demand of all the tasks in the system. Lemma 2 follows immediately. Lemma 2: Suppose that we are attempting to schedule task system τ on the processors using eDBF c .
If
( ) 1 sum δ τ ≤ , Equation (14) and (16) are satisfied.
for all 0 t ≥ . It means that we can find a 0 t satisfies Equation (14) and (16) Proof: By Theorem 3, we only need to check Equation (14) and (16) in the constrained-deadline sporadic task system. From Lemma 2, we know that (14) and (16) 
Hence, if τ can be successfully partitioned, it must satisfy that U m ≤ .
Theorem 4 and Theorem 5 specify the sufficient condition and the necessary condition for our eDBF c to successfully partition a constrained-deadline sporadic task system respectively. Compared with DBF*, although the necessary conditions for eDBF c and for DBF* are more or less the same, the sufficient condition for eDBF c allows more tasks to satisfy than for DBF*.
Ⅴ. EXPERIMENTAL RESULTS AND COMPARISONS
In this section, we compare eDBF c with density algorithm and DBF* algorithm. Although all of the algorithms proposed in [1, 3, 5, 6] are partitioned scheduling algorithms, the algorithms proposed in [1, 3] are used for static-priority scheduling. Because both of the density algorithm proposed in [5] and the DBF* algorithm proposed in [6] are used for dynamic-priority scheduling of constrained-deadline sporadic task systems, we choose them to do the experiments. The average number of schedulable tasks, the success ratio and the increase ratio of check number are taken as the metrics in this paper. The average number of schedulable tasks is the average maximal number of tasks that can be accepted by the processors. The success ratio shows the percentage of the tasks that can be successfully partitioned. The check number describes the time intervals checked by the algorithms. The increase ratio of check number is a parameter that shows the increasing of the check number of eDBF c compared with DBF*. The algorithms are implemented in MATLAB 7. The tasks are generated randomly with varying periods, execution time and relative deadlines. We define the maximal value of the periods to be 1000, and the minimal value of the periods to be 10. Each period i p is assigned in the range [10, 1000] τ is generated in the range [1, ] i D with a uniform random distribution. We set the number of processors to be 2, 4 and 6. The performance of the algorithms is shown in the following.
A. Comparison of average number of schedulable tasks
In this section, we perform a comparison of average number of schedulable tasks on different number of processors. In the experiment, we generate sufficient tasks and assign them to the processors one by one. Once a task was failed to be put into the processors, we stopped and got the number of tasks in the processors. We have repeated each experiment 100 times and computed the average value for each chosen set of parameters. The comparison of average number of schedulable tasks is shown in Table 1 .
From Table 1 , we know that the average number of schedulable tasks increases while the number of processors increases. When the number of processors is fixed, the density scheduling algorithm allows the least tasks to be put into the processors while eDBF c allows the most. Density and DBF* algorithms can not allow as many tasks as eDBF c because both of them are approximate methods.
B. Comparison of success ratio
The success ratio is an important metric which we are greatly concerned about. A good algorithm must have a high success ratio. In the experiment, we changed the number of processors used in the system, and saw the success ratio of the algorithms. The success ratios of the tasks on 2 processors, 4 processors and 6 processors are shown in Fig 3, Fig 4 and Fig 5 . The x-axes represent the value of the total utilization, and the y-axes represent the success ratio. Like the figures in the following of this paper, each figure is a histogram of 100 buckets, each bucket corresponding to a range of 1 percent of the full range of total utilizations possible for a given number of processors. For example, when the number of processors is 2, each bucket represents a total processor utilization range of 2 percent.
From Theorem 5, we know that only the tasks sets which have the total utilization smaller than m can be successfully partitioned on m processors. Similarly, for each bucket, the total utilization of the tasks can not be out of the range of the bucket. Consequently, we keep generating the tasks until the total utilization is out of range and check whether they can be successfully partitioned in the experiment. We do the experiment 100 times for every bucket and get the number of tasks successfully partitioned. The success ratio can be obtained by Equation (23) .
100
number of tasks successfully partitioned success ratio = (23) As Figures 3-5 show, the bigger the number of processors is, the sooner the success ratio decreases. All of the success ratios of the three algorithms are 100% when the total utilizations are low. However, it changes when the total utilizations become heavier. The descent velocities of density and DBF* are much faster than eDBF c . The eDBF c can obtain the highest success ratio among the algorithms. It validates that, although DBF* is better than density algorithm, it still make the systems which are feasible under the partitioned paradigm be flagged as "infeasible" sometimes. The heavier total utilization the system has, the more mistakes DBF* makes. When the number of the processors is fixed at 4 and 6, eDBF c is the only one that can partition the tasks successfully under heavy total utilization.
The average number of schedulable tasks and the success ratio validate the advantage of eDBF c compared with density algorithm and DBF* algorithm. However, the increasing of the check number in eDBF c makes it more complicated than the two algorithms. We will show the increase ratio of check number compared with DBF* in the following. 
C. Increase Ratio of Check Number
One task only needs to be checked once in both density algorithm and DBF* algorithm. However, in eDBF c , at least one time interval of every single task needs to be checked. It means that a task may be checked several times in eDBF c . We use the increase ratio of check number to describe the increasing of the check number in our new algorithm compared with DBF*. It can be obtained by Equation (24). 
The number of the processors is fixed in the experiment. It requires us to check whether the tasks are feasible under SuperPos(1) first in eDBF c . In the new algorithm, if a task fails under SuperPos(1), it needs to be checked again. As a result, although the time interval does not change, the check number increases by 1 in this situation. The increase ratios of check number on 2 processors, 4 processors and 6 processors are shown in Figures 6-8 . The x-axes represent the value of the total utilization, and the y-axes represent the increase ratio of check number. For every bucket in the figures, we do the experiment 100 times and get the average value.
When the number of processors is fixed at 2, the maximum increase ratio can be almost 0.9. However, it changes when the number of processors is 4 and 6. The maximum increase ratio decreases to less than 0.4 when the number of processors is fixed at 6. The bigger the number of processors is, the lower the increase ratio is. Although it does not perform good on 2 processors, the increase ratio can be tolerated on any number of processors 4 m ≥ . It shows us that, in despite of the increasing of complexity, eDBF c is better than density and DBF* as a whole. 
Ⅵ. CONCLUSION
We proposed the eDBF c algorithm for partitioned scheduling of constrained-deadline sporadic task systems on multiprocessors considering two cases that the number of processors is as few as possible and the number of processors is fixed. Although the new algorithm is more complicated than DBF*, it avoids the incorrect judgment made by density algorithm and DBF* algorithm in determining whether a processor can accommodate an additional task. It is sure that, once a task is put into a processor, it is accepted to the processor as long as it satisfies the DBF test in eDBF c . The sufficient and necessary conditions for success and the experimental results proved the correctness of, and evaluated the effectiveness of eDBF c . The processors assumed in this paper are identical unit-capacity processors, extending our algorithm to the processors with different speeds or computing capacities is our future work. 
