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1. INTRODUCTION 
Let X be a real or complex Banach space. Let T be a bounded linear 
operator from X to X. We are first concerned with the iterative construction 
of approximate solutions of the equation 
u - Tu =f. (1) 
Recently Browder and Petryshyn [I] h ave discussed the iteration process of 
Picard-Poincare-Neumann, 
%+1 = TX, i-f, (x0 given). 
We propose to discuss the iteration process, 
(2) 
Y s+1 -?- Tyn f = n + 1 &Go +f, (Yo given). 
If x,, = yO then, according to Lemma 1 below, y% = (l/n) C’& xi . Hence 
we expect the sequence {m} to converge more readily. In particular, the 
following theorem extends Theorem 1 of [l]. 
THEOREM I. Let X be a Banach space. Let T be a linear operator from X to 
X which is asymptotically bounded; i.e., /) Tk /I < Mfor some M > 0 and all 
k 3 1. Let {y,J be the sequence defined by (3). Then : 
(a) If T is weakly asymptotically regular, i.e., for each x E X the sequence 
(Tkx) conoerges weakly in X, and iff belongs to the range of I - T then for any 
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initial approximation y0 the sequence (y,} will converge strongly to a solution u of 
equation (1). 
(b) If for some initial approximation y0 there exists a subsequence {yn(j)} 
which converges weakly to an element y E X and if 
for some N > 0 and all n(j), then y is a solution of equation (1) and the whole 
sequence {y,} converges strongly to y. 
(c) IfXisrefEexiveandifIlf+Tf+-**+T’fII<NforsomeN>O 
and all k > 1 then for any initial approximation y0 the sequence {m} will 
converge strongly to a solution u of equation (1). 
REMARK. Theorem 1 of [l] assumes that T is an asymptotically con- 
vergent operator (i.e., for each x E X the sequence of iterates { T”x) converges 
strongly). By the principle of uniform boundedness it follows that an asymp- 
totically convergent operator is also asymptotically bounded. Of course, the 
converse is not true. This can be seen by taking an operator T which has - 1 
as an eigenvalue and for which /I T j/ = 1. 
REMARK 2. It is easy to see that if T is asymptotically bounded then a 
necessary condition for the existence of a solution of equation (1) is 
Ilf + Tf + --- + T”f II <M 
for some constant M > 0 and all n. 
The proof of Theorem 1 appears in Section 2. It is based on a modified 
version (Theorem 2) of the Kakutani-Yosida mean ergodic theorem. 
In Section 3 we are concerned further with Eq. (1). Some consequences of 
Theorem 1 are given. 
In Section 4 we apply the results of Theorem 1 to equations involving 
(possibly) unbounded linear operators. More precisely, let X be a Hilbert 
space and let S, and S, be densely defined, closed linear operators which 
together with their adjoint operators S,* and S$ are accretive (defined below). 
In Theorems 5 and 6 we discuss the existence and iterative construction of 
solutions of the equation 
sp + s,u = f. (4) 
2. Lemma 1 relates the iteration processes defined by relations (2) and (3). 
LEMMA 1. Let T be a bounded linear operator from X to X and f a fixed 
element of X. Let {x,,} and {m} be the sequences de$ned by relations (2) and (3) 
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respectively. Define the afine operator A by Ax = TX + f. If x,, = yO 
then 
yn = ; f Xi = 1 rr 
2=1 
n ~lAix,, forall n> 1. 
PROOF. Clearly xi = Aix, for all i. Hence we need only to prove that 
yn = (l/n) CL xi . F or 71 = 1 this holds by definition. To finish the proof 
we denote (1 /n) Cfi=I xi by z,, and we note that the z, also satisfy relations (3). 
For 
s Tz, + +yc,+f = &$(Txi+f)+&(TYo+f) 
2-l 
= ,‘, i %+l + & x1 
for n > 1. This concludes the proof. 
Theorem 2 is a modified version of the Kakutani-Yosida mean ergodic 
theorem applicable to affine operators. 
THEOREM 2. Let A be an afine mapping of a Banach space X into itself. 
Assume that: 
k z)l jj Akx - Aky 1) < C // x -y 11 for some C > 0, all x, y E X and 
I ; 
(ii) For some y,, E X the sequence {yn = (l/n) x:x1 Aiy,) contains a sub- 
sequence (yncj,} that converges weakly to a point y * E X, and the sequence 
{A”‘i)y,,} is bounded. 
Then the whole sequence {y,} converges trongly to y*, and Ay* = y*. 
PROOF OF THEOREM 2. We first show that Ay* = y*. Since an tine 
continuous mapping is also weakly continuous, it follows from hypothesis (ii) 
that 
Ayn~) - yntj) -+ Ay* -y*, weakly. 
Further since A is a&e and satisfies hypothesis (i) 
(5) 
iiAyk -yk 11 = 11$(Ak+'y, - Ay,)Ij <; I/ A’51, -y,, 11, (6) 
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for all k 2 1. Since the sequence {Po)y,,} is bounded we conclude from (6) 
that II Amti) -~a II -0. By virtue of (5) this implies Ay* = y*. 
To prove that the whole sequence {y,} converges strongly to y*, we note 
that A may be represented as Ax = TX + f, where T is a linear operator and 
f is a fixed element in X. It follows that A0 = f; and, by induction, 
A”x = Tkx + A”O. Hence 
for all ?1 3 1, (7) 
and, since Ay* =y*, 
Tiy* = y* _ i i Ai(), 
2-l 
for all n 3 1. (8) 
Again using Akx = Tkx + AkO, k 2 1, we conclude from hypothesis (i) that 
[I Tkx 1) = ]I Akx - AkO II < C 11 x I] , for all x E X and all k > 1. (9) 
Subtracting relations (7) and (8) we find 
; i Ti(y, - y*) = L i A’y,, - y*. 
2=1 ' i=l 
Hence by hypothesis (ii) 
&T VY, -y*)+O, weakly. 
2 1 
Relations (9) and (11) show that the hypotheses of the Kakutani-Yosida 
mean ergodic theorem ([2], Theorem 1, p. 192) are satisfied; and hence the 
whole sequence converges strongly; i.e., 
$- i Ti(y, - y*) -+ 0, 
*=l 
strongly. 
It follows from (10) that yn = (l/n) C& Aiyo + y*, strongly. This finishes 
the proof. 
PROOF OF THEOREM 1. The proof of each of the three parts is based on 
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Theorem 2. We let A be the affine transformation from X to X defined by 
Ax = TX + f. By induction, for all x and all k 3 1, 
(‘2) 
Using the assumption that /( Tk’ Ij < M for all K it follows that for all x, 
y E X and all K 3 1, 
I/ Akx - Aky jl = (/ Tkx - Tky 11 = 1) Tk(x - y) 1) < M II x -y 11 . (13) 
PROOF OF PART (a). By hypothesis there exists a solution u of equation (1). 
Then Au = u and it follows from (12) that 
u = Tku + Ak-If, for all k > 1. (14) 
By hypothesis the sequence {Tku} converges weakly; hence in view of (14) 
the sequence {Akf} also converges weakly. Let y. be a fixed but otherwise 
arbitrary element of X. It follows that the sequence {Akyo = Tkyo + Ak-lf} 
converges weakly to an element y *. Consequently, the sequence {Akyo} 
is bounded and the sequence of arithmetic means (l/n) CL1 Aiyo also 
converges weakly to y *. This means that hypothesis (ii) of Theorem 2 is 
satisfied. By (13) hypothesis (i) is also satisfied. Hence Ay* =y* and 
(l/n) XL A"Y, -+Y*, strongly. By Lemma 1 the sequence ((l/n) & Aiyo} 
is identical with the sequence {m} defined by relation (3); hence the proof is 
finished. 
PROOF OF PART (b). By virtue of relations (13), hypothesis (i) of Theo- 
rem 2 is satisfied. According to Lemma 1 the sequence {y,J defined by rela- 
tion (3) may be represented by yn = (l/n) Cy’r Aiyo n > 1. Hence, by 
hypothesis, a subsequence {(l/n(j)) xFL{) Aiyo} converges weakly to a y 
in X, Furthermore, since (11 Tk I/} and (11 CF$ T”f I/} are bounded, it follows 
from (12) that the sequence {AG(j)yo} is bounded. Altogether, hypothesis (ii) 
of Theorem 2 is also satisfied; and the desired result follows immediately. 
PROOF OF PART (c). The proof of this part isvery similar to the proof of 
part (b). If y. is a fixed but otherwise arbitrary element of X, it was shown 
that the hypotheses and relation (12) imply that the sequence {A*y,} is bound- 
ed. Hence the sequence {( 1 /n) C~z,lA~yo} is also bounded; and, by the assump- 
tion of reflexivity, we can extract a weakly convergent subsequence. Then 
we can finish the proof as in part (b). 
3. SOME CONSEQUENCES OF THEOREM 1 
The first result is an extension of Theorem 1, part (c), to nonreflexive 
Banach spaces. 
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THEOREM 3. Let X be a Banach space which is not necessarily reflexive. 
Let T be an asymptotically bounded linear operator from X to X. Suppose that 
f E X is such that the set 
is contained in a weakly compact subset K of X. Then the iterated sequence 
Y n+l = 5 Tyn + f starting with y1 = f 
converges strongly to a solution of equfztion (1). 
REMARK. The existence of a solution of Eq. (1) under the hypotheses 
of Theorem 3 is not a new result. Indeed, Browder ([3], Lemma 4), assuming 
only the continuity of T instead of the asymptotic boundedness, showed that 
the sequence (m} defined by (16) contains a subsequence which converges 
weakly to a solution of Eq. (1). 
PROOF OF THEOREM 3. We note that the iterated sequence defined by (16) 
is a special case of (3) withy,, = 0. So using Lemma 1 and equations (12) we 
have 
i.e., the sequence {m) lies in the convex hull of K. By the Krein-Smulian 
and Eberlein-Smulian Theorems ([5], pp. 430 and 434), the closed convex 
hull of K is weakly sequentially compact. Hence we can extract a weakly 
convergent subsequence {yflo)}. Furthermore by the principle of uniform 
boundedness there exists N > 0 so that 11 alto Tjf I] < N for all k. Thus 
all of the hypotheses of Theorem 1, part (b), are satisfied. It follows that the 
whole sequence {y%} converges strongly to a solution of equation (1). This 
finishes the proof. 
Next we consider the approximate solution of a particular class of equa- 
tions of the type (1). Let (S, 2, p) be a finite measure space, and + a measure 
preserving mapping of S into itself. For given f E Lco(S, 2, CL) such that 
(17) 
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for some N 3 0 and all k, it is known (Browder [3], Theorem 21) that there 
exists h EL~(S, Z: p) so that 
h(s) - W44 = f (4 a.e. in s. 
Theorem 4 shows an approximate method of solving this equation. 
THEOREM 4. Let (S, Z:, CL) be a jkite measure space, and 4 measure pre- 
serving mapping of S into itself. Let f E Lm(S, Z, CL) satisfy relation (17). DeJine 
an iterated sequence (y,} in L”(S, Z, p) by 
Y n+l = & yno$ + f beginning with y1 = f, (18) 
Then there exists h EL*(S, 2, p) such that 
h(s) - 43 = f (s) a.e. in s, 
and such that for each real, p, p > 1 
IIY, --h llLp+O as n+ co. 
PROOF OF THEOREM 4. For a fixed but arbitrary real, p, p > 1, we 
define a linear mapping T of Lp(S, .Z, p) into itself 
It is readily seen that g EL*(S, Z, p) implies Tg ELP(S, 2, CL), and 
g&> = g&) a.e. if and only if Tg,(s) = Tg,(s) a.e. Furthermore 
Ilg llu = II Tg lb f or all g ELP(S, Z, p). In particular this means that T 
is an asymptotically bounded linear operator of LP(S, 2, p) into itself. It 
follows from the hypothesis (17) that 
< p(Sy” N 
L’ 
for all K. Since Lp(S, 2, p) is reflexive, all of the hypotheses of Theorem 1, 
part (c), are satisfied. Noting that the sequence {m} defined by (18) is a special 
case of (3) with y. = 0, we conclude that {m} converges strongly to an 
element h EL~(S, 2, p) such that 
4s) - WN =f(4 a.e. in S. 
Furthermore Lemma 1 and Eqs. (12) imply that yn = (l/n) X:=1 (C~:~f#). 
Hence it follows from hypothesis (17) that p - ess. sup I y*(s) 1 < N for all tt. 
Choosing a subsequence which converges to h a.e., it follows that 
h EL~(S, Z, II). This finishes the proof. 
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REMARK. It is readily seen that the mapping T defined by Tg = g@ 
for all g sLm(S, 2, II) maps L”(S, Z, CL) into itself. Moreover 11 T lILm < 1. 
Hence if the sequence {m} defined by (18) converges weakly in Ly(S, Z, p) 
to y, then Theorem 1, part (b), implies that y(s) - y($s) =f(~) a.e., and the 
whole sequence (yn} converges strongly in Lm(S, Z, CL) to y. However, further 
hypotheses seem to be needed in order to conclude the weak convergence of 
{m> in LV? -% 4. 
4. APPLICATION TO UNBOUNDED OPERATORS 
Let X be a Hilbert space. We consider finally the application of Theorem 1 
to the construction of approximate solutions of the equation 
SlU -I- &?u = f, (4) 
where S, and S, are densely defined closed linear operators, which together 
with their adjoint operators, Sf and SC, are accretive. If X is a Hilbert space 
then a linear operator Q with domain D(Q) and values in X is said to be 
accretive if 
Re(Qu, 4 2 0 for all u E D(Q). 
This terminology has been introduced by Friedrichs and Kato. If T is 
accretive, then - T is dissipative in the sense of Phillips. The following 
result will be useful. 
LEMMA 2. Let Q be a densely dejked closed linear operator in a Hilbert 
space X. Suppose that Q and its adjoint Q* are accretive. Let p > 0. Then: 
(a) The operator I + pQ has a bounded inverse defined on all of X with 
1u)t-m II(P~ +QY II <p-l. 
(b) The operator T(Q) = (PI - Q) (PI + Q)-l has domain X and norm 
II T(Q) II G 1. 
(c) The operator I + T(Q) is injective. 
(d) The range of I + T(Q) is contained in the domain D(Q) of Q. 
PROOF. Parts (a) and (b) are proved in [4]. Proof of part (c): Let u E X 
be such that (If T(Q)) u = 0. Then (PI+ Q) v + (PI - Q) v = 0, where 
v = (PI + Q)-1 U. This implies that v = 0, and hence u = 0. 
Proof of Part (d): Choose v in the range of I + T(Q); i.e., 
‘u = (I + T(Q)) u, f or some UEX. Then v=(pI+Q)z+(pI-Q)z, 
where z = (PI + Q)-’ u. Hence v = 2px; and, since z is contained in the 
domain of Q, so is v. This finishes the proof. 
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Before considering the construction of approximate solutions of equa- 
tion (4), we discuss its solvability. To this end we define the operators Ti , 
T, and T by 
Ti = (pI - SJ (pI $- &)-I, i- I,2 
T = T,T,. (‘9) 
According to Lemma 2 the domains of T1 , T, and T can be taken as X. 
Consider the equation 
u - Tu = (I + T1)f. (20) 
Lemma 3 relates the solutions of equation (4) to the solutions of equation (20). 
LEMMA 3. Let X be a Hilbert space. Let S, and S, be densely defined 
(with domains D(S,) and D(S,)) closed linear operators on X, which together 
with their adjoints, St and S,*, are accretive. Let p > 0, and let T1 , Tz and T 
be defined by (19). Then if u E D(S,) n D(S,) is a solution of Eq. (4), it follows 
that v = (PI + S,) u is a solution of Eq. (20). Conversely zf v E X is a solution 
of equation (20), then u = (PI + S,)-1 v is contained in D(S,) A D(S,) 
and is a solution of Eq. (4). 
PROOF. We first observe that for all u E D(S,) n D(S,) and 
v = (PI + S,) u we have 
v - TV = (I + T1) (S,u + S,u). (21) 
This follows readily from the definition of T. The first conclusion of the 
theorem follows immediately from (21). 
To prove the second part, assume that v is a solution of Eq. (20) and 
u = (PI + S&l v. If u E D(S,) n D(S,) then it follows from (20) and (21) that 
(I + Qf = (I+ Td (S,u + W. 
Hence, by virtue of Lemma 2, part (c), Sru + S,u = f. Thus the proof is 
finished by showing that necessarily u E D(S,) n D(S,); and this is clearly 
equivalent to showing u E D(S,). By hypothesis 
v - (PI - S,) (PI + S,)-l (PI - S,) (PI + S&l v = (I+ TJf, 
or 
v - (PI - S,) w‘ = (I + TAf, 
where 
u = (PI + SJ-1 v 
w = (PI - S,) u, and w’ = (PI + As,)-1 w. 
Combining the appropriate pairs of expressions in (22) we find, 
v + w = 2pu, and vfw=2pw’+(I+T,)f. 
(22) 
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Hence 
u=w’+ + (I+ Tl)f. 
This representation of u shows that u E D(S,) because w’ E D(S,) and, in 
view of part (d) of Lemma 2, (I + 7’i)f E D(&). This finishes the proof. 
THEOREM 5 (Existence). Let X be a Hilbert space. Let the operators S, , 
S, , T, , T, and T be as in Lemma 3. Then there exists u E D( S,) n D( S,) so that 
;f and only if 
s,u + s,u =f (4) 
11 i TYf + Tlf) (j G N 
i=o 
(23) 
for some N > 0 and all n. 
PROOF. In view of Lemma 3, it is sufficient to prove that there exists 
w E X satisfying Eq. (20) if and only if relation (23) is satisfied. By part (b) 
of Lemma 2, Ij T /I < 1; and hence T is asymptotically bounded. Therefore 
the desired result concerning Eq. (20) follows directly from Theorem 1, 
part (c), and Remark 2 following Theorem 1. This finishes the proof. 
Next we turn to the problem of constructing approximate solutions of 
Eq. (4). In view of Theorem 1, part (c), and the relation between Eqs. (4) 
and (20), a convergent sequence of approximate solutions is readily 
constructed. 
THEOREM 6 (Construction). Let X be a Hilbert space. Let the operators 
S, , S, , TI , T, , and T be as in Lemma 3. Suppose that relation (23) is satisJied. 
Then for any initial approximation z. the sequence de$ned by 
z “%+--+,$(T~f+f) n+1= 72 + 1 
n+l 
converges strongly to a solution of Eq. (20). Moreover the sequence 
eo, = (PI + &t-l 2, (24) 
converges trongly to a solution of Eq. (4). 
PROOF. According to Lemma 2, part (b), I/ T jl < 1; and hence T is 
asymptotically bounded. Since relation (23) is satisfied the first part of the 
theorem follows directly from Theorem 1, part (c). The second part follows 
directly from Lemma 2, part (a), and Lemma 3. This finishes the proof. 
664 DE FIGUEIREDO AND KARLOVITZ 
REMARK 1. The iteration process of Theorem 6 is patterned after an 
iteration process studied by Kellogg [4]. For a given u,, in the domain of S, 
he defines the alternating direction iterations 
vn = (PI + S&l [(d - &!) %I +.f1, 
%+1 = w + &-1 w - 81) VTi +A* 
If S, and Sa are as in Lemma 2, then in view of Lemma 2 these iterations 
are meaningful. If {run} is the sequence defined by (24) and if uO = w,, then, 
using Lemma 1, it can be seen that 
In [4], Kellogg proves part of Theorem 6 under the additional hypothesis 
24 ED(S,*) n D(g), s;u + s,*u = 0 a u = 0. 
The characterization of the existence of a solution if Eq. (4), i.e., Theorem 5, 
seems to be new. 
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