In these lecture notes, we study problems of designing low-congestion subnetworks of given networks. We apply some newest results in Graph Minor Theory to the problem, and obtain efficient (even best possible) algorithms.
Introduction
In these lecture notes, we study how to apply some newest results in Graph Minor Theory to the problems of designing low-congestion subnetworks of given networks. We will discuss the complexity of some graph problems. See Appendix for the notion of complexity.
Graph Theory plays a very important role in the study of theoretical computer science. The following exercise shows an example of the power of graph modeling.
Exercise 1.1 (McBrain's party [4, Chapter 15]). Professor McBrain and his wife April
give a party at which there are four other couples. Introductions are made, and a certain number of handshakes take place; no one shakes hands with his or her partner, and no one shakes hands more than once with the same person. At the end of the party the Professor asks everyone else how many people they have shaken hands with, and receives answers that are all different. How many people shook hands with April?
Solution (Exercise 1.1). Let S be the set of the answers McBrain got. Clearly, jSj ¼ 9. Since one can shake hands with at most eight people (excluding oneself and one's partner), S f0; 1; . . . ; 8g. Hence we can conclude that S ¼ f0; 1; . . . ; 8g.
It is not difficult to see that if one shakes hands with 8 people, then one's partner cannot shake hands with anyone. This is because, if this is not the case, then there is no person who shook hands with no one. Next consider the one who shook hands with 7 people. Then one's partner shook hands with exactly one person (who shook hands with 8 people). This is because, if this is not the case, then there is no person who shook hands with exactly one person.
By a similar argument, we can show the couplings 8-0, 7-1, 6-2, 5-3. Only the person with 4 shake-hands does not have ''the partner.'' Clearly, the partner is Dr. McBrain, and thus April (and also McBrain) shook hands with 4 people. Ã
The above exercise is solved (implicity) in a graph model. We will see the notion of degree. Then this exercise will be more clearly solved.
Quick Introduction to Graph Theory
In this section, we introduce some graph-theoretic notions needed in these notes. Also the concept of spanning tree congestion is introduced here. For more comprehensive introduction to graph theory, see Diestel' s excellent textbook [14] .
Basic notation
First of all, we define some basic graph-theoretic terms.
Definition 2.1 (Graph).
A graph G is a pair ðV; EÞ of finite sets V and E V 2
À Á
, where
À Á ¼ ffu; vg j u 6 ¼ v; u; v 2 Vg. We denote the vertex set of G by VðGÞ, and the edge set of G by EðGÞ.
. This is the upper bound of the number of edges of a graph with n vertices and without parallel edges. Ã
The following notion of connectivity of graphs plays an important role in these notes.
Definition 2.5 (Connected graph). A graph G ¼ ðV;
EÞ is connected if for each pair v; w 2 V there exists a list ðu 1 ; e 1 ; u 2 ; e 2 ; . . . ; u 'À1 ; e 'À1 ; u ' Þ such that u 1 ¼ v, u ' ¼ w, u i 2 V, e i 2 E, and e i ¼ fu i ; u iþ1 g for each i.
(We call such a list v-w path.) A graph is disconnected if it is not connected. A maximal connected subgraph of a disconnected graph H is a connected component (or just a component) of H. 
Thus the statement is true. See Fig. 4 for example. Ã
Trees form a well-structured family of graphs: Any connected subgraph of a tree is also a tree, and any tree can be constructed in a recursive fashion by joining two smaller trees at a node. This enables us to handle trees very efficiently. Moreover, a tree can represent hierarchy of data and many other important structures in nature and society. Therefore, trees are widely used graphs to model important notions in science and technology. The file system of UNIX OS, evolution/genealogy trees, XML structure to represent a Web page, and syntax tree in natural language analysis are typical examples. The followings are well-known properties of trees. We use these properties implicitly when we deal with trees. Theorem 2.1 (Folklore, see e.g. [14] ). For a graph T, the following conditions are equivalent:
H H is an induced subgraph of " G G. (i) T is a tree; (ii) T is connected and has no cycle as a subgraph; (iii) T is connected and jEðTÞj ¼ jVðTÞj À 1; (iv) T is connected and has a unique u-v path for every pair u; v 2 VðTÞ.
Definition 2.8 (Spanning tree, Fig. 6 ). A graph T is a spanning tree of a graph G if T is a tree and a spanning subgraph of G.
Now we shall define the notion of graph parameters. First we need the concept of graph isomorphism.
Definition 2.9 (Graph isomorphism, Fig. 7) . Let G and H be graphs. An isomorphism from G to H is a bijection f : VðGÞ ! VðHÞ such that fu; vg 2 EðGÞ iff f f ðuÞ; f ðvÞg 2 EðHÞ. If there exists an isomorphism from G to H, then we write G ¼ $ H. Now we define graph parameters. Intuitively, a graph parameter ignores the labels of graphs and consider only their structures. Graph parameters are also called graph properties or graph invariants. . the number of vertices;
. the number of edges;
. the maximum degree, the minimum degree, and the average degree.
In the definitions above, we have dealt with simple graphs. There are some generalizations of simple graphs.
Definition 2.11 (Generalizations of graphs)
. A multi-graph may have self-loops and parallel edges between the same pair of vertices. In a directed graph, each edge is considered as order pair. In an infinite graph, the vertex and edge sets can be infinite.
Planar graphs
In this section, we introduce planar graphs and study some properties of them. The class of planar graphs is one of the most well-studied class of graphs. Refer to a standard textbook [30] by Nishizeki and Chiba for further study.
Definition 2.12 (Planar graph, Fig. 8 ). An embedding of a graph into plane is planar if it has no pair of crossing edges. A graph is planar if it has a planar embedding.
There is a well-studied subclass of the class of planar graphs. Fig. 6 . Graph G and its spanning tree T. The following fact is immediate from the definition.
G T
Proposition 2.2. Any planar graph is k-outerplanar for some (large enough) k.
To consider a problem with spanning trees, the following notion of planar dual is very useful.
Definition 2.15 (Planar dual, Fig. 11 ). Let G be a planar graph with a certain embedding, and let F ðGÞ be the faces of this embedding. The planar dual G Ã is the graph with the vertex set VðG Ã Þ ¼ F ðGÞ and in which two vertices F; F 0 2 F ðGÞ are adjacent iff they share an edge in G.
Note that even if the original graph G is without loops and parallel edges, its dual G Ã may have loops or parallel edges. For example, consider the dual of C n with a planar embedding (see Fig. 12 ).
The term ''dual'' comes from the following fact. Based on the solution of the above exercise, we can design an outerplanarity test method using a planarity test method.
Exercise 2.6. There is a linear-time algorithm for testing planarity [19] . Using such an algorithm, design a lineartime algorithm for testing outerplanarity.
Solution (Exercise 2.6). For an input graph G, we obtain a new graph G 0 by adding new vertex v adjacent to all other vertices. If G is outerplanar, then G 0 must be planar. This can be shown by using the argument in the solution of Exercise 2.5.
If G
0 is planar, then we have a planar embedding of G 0 . From this embedding, we remove all edges adjacent to v. Now v is an isolated vertex which is in a face of the embedding. Clearly, all other vertices are on the boundary of that face. We can transform the embedding so that the face becomes the exterior face.
From the arguments above, we can conclude that G is outerplanar if and only if G 0 is planar. Thus we first obtain G 
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Solution (Exercise 2.7). It is easy to see that for any planar graph G, its average degree dðGÞ satisfies
Therefore, by the pigeon hole principle, there must be a vertex of degree less than 6. Ã
Spanning tree congestion
The following is the central notion of these lecture notes.
Definition 2.16 (Spanning tree congestion, Fig. 14) . Let G be a (connected) graph and T be its spanning tree. The detour of fu; vg 2 EðGÞ in T is the unique u-v path in T. If fu; vg is also in T, then fu; vg itself is the detour of fu; vg. The congestion of e 2 EðTÞ, denoted cng G;T ðeÞ, is the number of edges in G whose detours contain e. The congestion of T, denoted cng G ðTÞ, is the maximum congestion over all its edges. The spanning tree congestion of G, denoted stcðGÞ, is the minimum congestion over all its spanning trees.
Spanning tree congestion is formally defined by Ostrovskii [32] , and has been studied intensively [7-9, 20, 23, 24, 26-29, 31-34, 40] .
The congestion of an edge in a spanning tree of a graph is strongly related to the size of the cut defined by the edge (see Fig. 15 ).
Theorem 2.4 (Congestion and cut size).
A cut of a graph G is a partition ðA; BÞ of VðGÞ; that is, A \ B ¼ ; and A [ B ¼ VðGÞ. The size of a cut ðA; BÞ of G is the number of edges connecting A and B; that is, jffu; vg 2 EðGÞ j u 2 A; v 2 Bgj. Let G be a (connected) graph and T be its spanning tree. Let e 2 EðTÞ be an edge of T. We denote T À e the forests obtained by removing e from T. It is easy to see that T À e has exactly two components, say A e and B e . Then, cng G;T ðeÞ coincides with the size of cut ðA e ; B e Þ of G.
The spanning tree congestion is defined only for connected graphs. However, we can simply generalized the notion by defining the spanning tree congestion of a disconnected graph as the maximum spanning tree congestion of its connected components. Designing Low-Congestion Networks with Structural Graph TheoryExercise 2.8. Show that stcðGÞ ! ðGÞ for any connected graph G.
Solution (Exercise 2.8).
Let T be a spanning tree of G that minimizes the congestion, v be a leaf of T, and e be the edge incident to v. Consider cng G;T ðeÞ. Clearly, the cut defined by e is ðfvg; V n fvgÞ, and its size is deg G ðvÞ. Now we have
This completes the proof. See also Fig. 16 . Ã Exercise 2.9. Show that stcðK n Þ ¼ n À 1.
Solution (Exercise 2.9). By Exercise 2.9, stcðK n Þ ! ðK n Þ ¼ n À 1. Let S be a star spanning tree of K n ; that is, only one vertex has degree more than 1 in S (see Fig. 17 ). It is easy to see that each edge in S defines a cut like ðfug; V n fugÞ. Therefore,
Thus stcðK n Þ ¼ n À 1. Additionally, it is not hard to prove that only the star spanning trees are the optimal trees for complete graphs. Ã
The next exercise associates the spanning tree congestion with its average degree.
Exercise 2.10. Show that stcðGÞ > dðGÞ À 1 for any connected graph G.
Solution (Exercise 2.10).
To obtain a proof, we need the following definitions. The girth of a graph is the length of a minimum cycle in the graph. The girth of a tree is defined to be infinity. For an edge of a graph, its stretch in a spanning tree is the length of the detour of the edge in the spanning tree. Now we are ready. Let G be a connected graph with n vertices, m edges, and average degree d. If G is a tree, then d ¼ 2m=n ¼ 2ðn À 1Þ=n < 2, and thus stcðGÞ ¼ 1 > d À 1. Thus we assume G is not a tree. Let g be the girth of G. Obviously, d ¼ 2m=n. Let T be a spanning tree of G that minimizes the congestion. We shall consider the average congestion of the edges of T, which is a lower bound of the congestion of T. It is easy to see that exactly m À ðn À 1Þ edges of G are not in T. Since G is of girth g, stretch of such edges are at least g À 1. If e 2 EðTÞ, then clearly its stretch is 1. If the detour of fu; vg 2 EðGÞ is of length ', then it contributes to the average congestion by '=ðn À 1Þ since it counted by each cut defined by ' inner edges of the detour. Therefore, 204 OTACHI
Recall that d ¼ 2m=n, and thus 2m=ðn À 1Þ À 1 > d À 1. Hence we have
Quick Introduction to Graph Minor Theory
Let G and H be graphs. When G ''contains'' H? There are some notions of graph containment relations.
Graph operations
Graph containment relations will be defined with (local) graph operations. Here we introduce some important graph operations.
Definition 3.1 (Edge deletion, Fig. 18 ). Let G ¼ ðV; EÞ be a graph, e 2 E, and F E. Graph G À e ¼ ðV; E À fegÞ is the graph obtained from G by the deletion of e. Graph G À F ¼ ðV; E À FÞ is the graph obtained from G by the deletion of F. Fig. 19 ). Let G ¼ ðV; EÞ be a graph, v 2 V, and Fig. 20 ). Let G ¼ ðV; EÞ be a graph and e ¼ fu; vg 2 E. Graph G=e is the graph obtained from G by the contraction of e, where VðG=eÞ ¼ V À fu; vg þ v e and EðG=eÞ ¼ ffx; yg 2 E j fx; yg \ fu; vg ¼ ;g [ ffv e ; wg j fu; wg 2 E or fv; wg 2 Egg. That is, by the contraction of an edge e, we identify the two endpoints of e.
Graph containment relations
Now we define several graph containment relations. First two notions are already introduced in these notes in different terms. It is easy to see that a graph H is an induced subgraph of a graph G only if H is a subgraph of G. In this sense, the subgraph relation is weaker than the induced subgraph relation. Now we introduce two graph containment relations weaker than the subgraph relation. Definition 3.6 (Topological minor). A graph H is a topological minor of a graph G if H can be obtained from G by deleting some vertices and edges and by contracting some edges incident to at least one vertex of degree 2.
Definition 3.7 (Minor).
A graph H is a minor of a graph G if H can be obtained from G by deleting some vertices and edges and by contracting some edges.
Clearly, every topological minor of a graph is its minor. See Fig. 21 for examples of a minor and a topological minor.
The following fact holds from definition.
We say by abusing the language that G contains H as an induce subgraph, a subgraph, a topological minor, or a minor if G contains a graph isomorphic to H as an induce subgraph, a subgraph, a topological minor, or a minor, respectively.
Graph minor and planar graphs
Now we revisit the planar graphs. Recall that a graph is planar if it can be embedded in the plane without edge crossings, and a planar graph is outerplanar if it can be embedded in the plane without edge crossings so that every vertex is on the exterior (unbounded) face.
Minor-closed family
Definition 3.8 (Minor-closed family). A family G of graphs is minor-closed if for any G 2 G, any minor of G is in G.
Exercise 3.1. Show that the family of all planar graphs is minor-closed.
Solution (Exercise 3.1). Let G be a planar graph with a planar embedding. It is easy to see that deletions of any vertices and edges do not cause a new edge crossing. Thus we can concentrate on edge contractions. Let e ¼ fx; yg be an edge of G. In an embedding of G, we first remove a line ' e corresponding to e and points p x ; p y corresponding to x and y. Next we add a line ' v e ¼ p x [ ' e [ p y . Finally, we can transform the line ' v e in to a point without introducing new edge crossings. Thus we have a planar embedding of G=e. See also Fig. 22 . Solution (Exercise 3.2). Almost the same as the previous one. Ã
Kuratowski's and Wagner's theorems
The study of minor closed families is the main topic of graph minor theory. The first family was the class of planar graphs. Kuratowski [25] proved the following famous theorem. A few years later, Wagner [41] showed the following similar result. Here we prove Wagner's theorem using Kuratowski's theorem. (Proofs of these two theorem can be found in Diestel's textbook [14] .) To this end, we need the following two facts. Proof (Kothari [22] ). It is known that H is a minor of G if and only if G has a subgraph from which H can be obtained by only edge contractions [14] . Let G 0 be such a subgraph of G. It is easy to see that ÁðG 0 Þ 3 since edge contractions do not decrease the maximum degree. Furthermore, the graph obtained from G 0 by some edge contraction have maximum degree at most 3 also. Now consider the steps of contractions from G 0 to H. It contains no contraction of an edge with degree three vertices on both ends. Therefore, H is actually a topological minor of G 0 (and thus of G). Ã
The following is the main lemma.
Lemma 3.6. If G contains K 5 as a minor, then it contains either K 5 or K 3;3 as a topological minor.
Proof. Assume G contains K 5 as a minor. Let H be a minimal subgraph of G that contains K 5 as a minor. Hence we can obtain H from G by edge contractions. Let V 1 ; . . . ; V 5 be connected subsets of VðHÞ corresponding to each vertex of K 5 . That is, there is an edge fv i ; v j g 2 EðHÞ for each i 6 ¼ j such that v i 2 V i and V j 2 V j . By the minimality of H (see Fig. 23 ), each H½V i is a tree, and H has exactly one edge between V i and V j for i 6 ¼ j. Let T i be a tree with vertices V i and its four neighbors in another trees. Therefore, T i has exactly four leaves. Now we have the following two cases. 
The graph minor theorem
A graph F is a forbidden minor of a family if no graph in the family contains F as a minor. As we saw, the class of planar graphs is minor-closed and has exactly two graph as forbidden minors. Proposition 3.9. Every minor-closed family of graphs can be characterized by an infinite family of forbidden minors.
Proof. Just take the complement of the class as the set of forbidden minors. Ã Wagner showed that the class of planar graphs is characterized by two forbidden minors K 5 and K 3;3 , and then asked more generally whether any minor-closed class of graphs is characterized by a finite set of forbidden minors [42, This conjecture is now known as the Robertson-Seymour theorem. That is, it was proven by Robertson and Seymour. The first paper of their project on Graph Minor Theory was published in 1983 [36] , and the twentieth paper that has the subtitle ''Wagner's conjecture'' was published in 2004 [39] and contains the proof of the conjecture. Their 20 papers consist of more than 500 pages. In their project on Graph Minor Theory, Robertson and Seymour developed several important tools on the algorithmic graph theory. On of them is an algorithm for minor testing. [38] ). For a fixed graph H and a given graph G, it can be decided in OðjVðGÞj 3 Þ time whether G contains H as a minor.
Theorem 3.12 (Robertson and Seymour
The fact above implies the following good property of minor-closed families.
Corollary 3.13. For a fixed minor closed family G and a given graph G, it can be decided in OðjVðGÞj 3 Þ time whether G 2 G. Fig. 23 . From a K 5 minor to a K 3;3 topological minor.
T i
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Proof. By the Robertson-Seymour theorem, G has a finite family F of forbidden minors that characterize G. Since G is fixed, jF j is a fixed constant. Given a graph G, we check for each F 2 F whether G contains F as a minor in 
Spanning Tree Congestion with Graph Minor
In this section, we present an application of the tools developed in the project of Graph Minor Theory to the spanning tree congestion problem. Main purpose of this section is to study how to use such tools by proving the following theorem: for graphs of bounded degree and a fixed number k, the problem to decide whether a graph has spanning tree congestion at most k is solvable in linear time.
Treewidth
The concept of treewidth was introduced by Robertson and Seymour [37] . A tree-decomposition of a graph G is a pair ðX; TÞ, where T is a tree and X ¼ fX i j i 2 VðTÞg is a collection of subsets of VðGÞ such that . S i2VðTÞ X i ¼ VðGÞ, . for each edge fu; vg 2 EðGÞ, there is a node i 2 VðTÞ such that u; v 2 X i , and . for each v 2 VðGÞ, the set of nodes fi j v 2 X i g forms a subtree of T. An element in X is called a ba. The width of a tree decomposition ðX; TÞ equals max i2VðTÞ jX i j À 1. The treewidth of G, denoted by twðGÞ, is the minimum width over all tree decompositions of G. For example, see Fig. 24 . The graph depicted in Fig. 24 has treewidth at most 2, since any bag has cardinality at most three.
The concept of treewidth generalizes the notion of trees. It is known that many NP-hard problems can be solve in polynomial time if treewidth is bounded (see e.g. [2, 5] ). (See the standard textbook of NP-hardness by Garey and Johnson [15] .)
It is easy to check that treewidth is a minor-closed property.
Exercise 4.1. Show that the family of graphs with bounded treewidth is minor-closed.
Solution (Exercise 4.1).
It suffices to show that none of vertex deletion, edge deletion, nor edge contraction do not increase the treewidth of a graph. Let G be a graph and ðX; TÞ is a tree decomposition of G with width twðGÞ. First we consider the simplest case: an edge deletion. It is easy to see that for each e 2 EðGÞ, the pair ðX; TÞ is also a tree decomposition of G À e with width twðGÞ.
Next we consider a vertex deletion. Let X 0 be the family fX i n fvg j X i 2 Xg for a vertex v 2 VðGÞ. Clearly, ðX 0 ; TÞ is a tree decomposition of G À v with width at most twðGÞ.
Finally we consider an edge contraction. This case is also simple. Consider the edge contraction G=fx; yg for some edge fx; yg 2 EðGÞ. For each X i 2 X, if X i \ fx; yg 6 ¼ ;, then we define X 00 i ¼ X i n fx; yg [ v fx;yg , where v fx;yg = 2 VðGÞ is a new vertex; otherwise we define X 00 i ¼ X i . Let X 00 denote the resulting tree decomposition. Clearly, ðX 00 ; TÞ is a tree decomposition of G=fx; yg with width at most twðGÞ. See also Fig. 25 . Ã
From the above fact and Corollary 3.13, we now have the following nontrivial fact. Note that determining the treewidth of a graph is NP-hard in general [1] . This result is used extensively in the study of algorithmic graph theory.
Exercise 4.2. Show that twðGÞ ! ðGÞ for any graph G.
Solution (Exercise 4.2). Let ðX;
TÞ be a tree decomposition of G. We may assume without loss of generality that no bag contains another bag in the decomposition. Let i be a leaf of T and j be the unique neighbor of i in T. By the assumption above, there is an element v such that v 2 X i but v = 2 X j . From the definition of tree decompositions, fk j v 2 X k g forms a subtree of T. Hence v is included in X i only, since otherwise fk j v 2 X k g is disconnected. (Recall that j = 2 fk j v 2 X k g.) Again from the definition of tree decompositions, there is a node k 2 VðTÞ such that u; v 2 X k for each edge fu; vg 2 EðGÞ. Since v is included in X i only, we can conclude that N G ½v X i . Therefore,
Show that a graph with n vertices of treewidth at most k has at most kðn À kÞ þ k 2 À Á edges.
Solution (Exercise 4.3)
. Induction on n. If n k, then the statement is trivially true. Assume that a graph G has n > k vertices and the statement is true for all graphs with less than n vertices. By Exercise 4.2, G has a vertex v of degree at most k. We now remove v from G together with at most k edges incident to v. By the induction hypothesis, jEðG À vÞj kðn À 1 À kÞ þ k 2 À Á , and thus we have
as required. Ã Exercise 4.4. Show that a graph has treewidth at most 1 if and only if it is a forest.
Solution (Exercise 4.4)
. Let G be a graph of treewidth at most 1. If G contains a cycle C as a subgraph, then twðGÞ ! twðCÞ and twðCÞ ! 2 since ðCÞ ¼ 2. Contradiction. Assume that G is a forest. Let H be a connected component of G. It suffices to show that H has treewidth at most 1. Clearly, H is a tree. For each vertex v of H, we take a bag X v ¼ fvg. Similarly, for each edge fu; vg of H, we take a bag X fu;vg ¼ fu; vg. Now we define X and T as follows:
T ¼ ðVðGÞ [ EðGÞ; ffv; eg j v 2 VðGÞ; e 2 EðGÞ; v 2 egÞ:
It is routine to verify that ðX; TÞ is a tree decomposition of H, and that the width of ðX; TÞ is at most 1. See Fig. 26 for an example. Ã Exercise 4.5. Determine the treewidth of the cycle C n , the complete graph K n , and the complete bipartite graph K m;n . . We shall show that twðC n Þ ¼ 2, twðK n Þ ¼ n À 1, and twðK m;n Þ ¼ minfm; ng. All the lower bounds come from the minimum degrees. An optimal tree decomposition of C n is depicted in Fig. 27 . For K n , the upper bound is attained by a tree decomposition with a single bag that contains all vertices. Let U; V be the partition of the vertex set of K m;n such that jUj ¼ m and jVj ¼ n. Let T be a path with n vertices f1; . . . ; ng with edges fi; i þ 1g. Each bag contains the set U and a vertex in V such that no two bag share a vertex in V. Clearly, this is a tree decomposition of K m;n with width jUj ¼ m. Thus twðK m;n Þ m. By symmetry, we can also show that twðK m;n Þ n. Ã
MSOL: Courcelle's theorem
Here we introduce a very strong and general tool for graphs of bounded treewidth. See also [18, Section 2] for more details. The syntax of Monadic Second Order Logic (MSOL) of graphs includes the logical connectives _,^, :, ,, ), variables for vertices, edges, sets of vertices, and sets of edges, the quantifiers 8, 9 that can be applied to these variables, and the following five binary relations: (i) u 2 U where u is a vertex variable and U is a vertex set variable. 1 (3-Colorability) . A graph G ¼ ðV; EÞ is c-colorable if there exists a mapping f : V ! f1; 2; . . . ; cg such that f ðuÞ 6 ¼ f ðvÞ for any edge fu; vg 2 E. Note that 3-colorability is NP-complete even for planar graphs [13] . A graph G is 3-colorable if and only if G j= 3COL, where Corollary 4.4. For graphs of bounded treewidth, we can solve 3-colorability in linear time.
Using Courcelle's theorem, we prove the following theorem.
Theorem 4.5. For graphs of bounded treewidth and a fixed number k, the problem to decide whether a graph has spanning tree congestion at most k is solvable in linear time.
Proof. We show that it is expressible in MSOL. Let G ¼ ðV; EÞ. For F EðGÞ, we denote by GhFi the subgraph induced by F, that is, EðGhFiÞ ¼ F and VðGhFiÞ ¼ S fu;vg2F fu; vg. We first define the following basic expressions: Using the above basic expressions, we define some expressions related to connectivity of graphs. 
The meanings are clear: ForestðE 1 Þ if and only if GhE 1 i is a forest, TreeðE 1 Þ if and only if GhE 1 i is a tree, and Pathðv 1 ; v 2 ; E 1 Þ if and only if GhE 1 i is a v 1 -v 2 path. Then, defining the expression SpnTreeðE 1 Þ that means GhE 1 i is a spanning tree of G is an easy task. It is also easy to define the expression Detourðe 1 ; E 1 Þ such that Detourðe 1 ; E 1 Þ if and only if GhE 1 i forms a detour for e 1 :
The following expression Cong k ðe 0 ; E 0 Þ means that e 0 is contained in at most k detours in GhE 0 i. (Note that e 0 itself is a detour containing e 0 .)
Obviously, stcðGÞ k if and only if G j= ð9E 0 ÞðSpnTreeðE 0 Þ^ð8e 0 2 E 0 ÞðCong k ðe 0 ; E 0 ÞÞÞ. Therefore, Courcelle's theorem implies the theorem. Ã
A linear-time algorithm for bounded degree graphs
We shall extend the result in the previous subsection. Recall that ÁðGÞ is the maximum degree of G.
Lemma 4.6. For a connected graph G, twðGÞ < ÁðGÞðstcðGÞ þ 1Þ.
Proof. Let T be a minimum congestion spanning tree of G; that is, stcðGÞ ¼ cng G ðTÞ. For each v 2 VðTÞ, let E v be the subset of EðGÞ such that E v ¼ fe 2 EðGÞ j the detour for e in T contains vg:
Let B v be the vertices contained in at least one edge in E v , that is,
Obviously, jB v j 2jE v j. Let B ¼ fB v j v 2 VðGÞg. We define a tree T as It is not difficult to see that the pair ðB; TÞ is a tree decomposition of G. Therefore, [24] , and then an improved bound was shown by Otachi, Bodlaender, and van Leeuwen [35] . Here, the original bound is enough and thus we omit the improved bound.
Theorem 4.7. For graphs of bounded degree and a fixed number k, the problem to decide whether a graph has spanning tree congestion at most k is solvable in linear time.
Proof. Let G be a graph of bounded degree and ÁðGÞ ¼ d. Since k and d are constants, we can check whether twðGÞ < dðk þ 1Þ in linear time by Bodlaender's algorithm. If the output of the algorithm is ''no,'' then stcðGÞ > k from the above lemma. Otherwise, G has bounded treewidth, and hence, we can determine whether stcðGÞ k in linear time. Ã
Known Results on the Spanning Tree Congestion Problem
Recently, the spanning tree congestion problem has been studied intensively. Here we review some known results.
Graph theoretic results
To the best of our knowledge, the first result on the spanning tree congestion appeared in 1987 and due to Simonson [40] , although the term ''spanning tree congestion'' was not used.
Theorem 5.1 (Simonson [40] ). Every connected outerplanar graph G has spanning tree congestion at most ÁðGÞ þ 1.
In the same paper, Simonson conjectured that every k-outerplanar graph has spanning tree congestion at most k Á ÁðGÞ. This conjecture was later settled by Bodlaender, Kozawa, Matsushima, and Otachi [8] in a slightly stronger form.
Theorem 5.2 (Bodlaender, Kozawa, Matsushima, and Otachi [8] ). Every connected k-outerplanar graph with maximum degree d has spanning tree congestion at most k Á d. Furthermore, if d is odd, then the graph has spanning tree congestion at most k Á ðd À 1Þ þ 1.
In 2004, Ostrovskii rediscovered the notion and named it ''spanning tree congestion'' [32] . After his paper, several graph theoretical results are proven. Theorem 5.3 (Ostrovskii [32] and Löwenstein, Rautenbach, and Regen [29] ). Every connected graph with n vertices has spanning tree congestion at most n 1:5 . There are some graph with n vertices and spanning tree congestion proportional to n 1:5 .
Theorem 5.4 (Ostrovskii [32] and Hruska [20] ).
The complete k-partite graph K n 1 ;...;n k is the graph with vertex sets V 1 [ Á Á Á [ V k such that jV i j ¼ n i and V i \ V j ¼ ; for i 6 ¼ j in which two vertices u 2 V i and v 2 V j are adjacent if and only if i 6 ¼ j.
Theorem 5.5 (Kozawa, Otachi, and Yamazaki [24] , and Law and Ostrovskii [27] ). For k ! 2, 1 n 1 Á Á Á n k and
& A Cartesian product G Ã H of two graphs G and H is the graph with the vertex set VðGÞ Â VðHÞ ¼ fðg; hÞ j g 2 VðGÞ; h 2 VðHÞg in which two vertices ðg 1 ; h 1 Þ and ðg 2 ; h 2 Þ are adjacent if and only if either g 1 ¼ g 2 and fh 1 ; h 2 g 2 EðHÞ, or h 1 ¼ h 2 and fg 1 ; g 2 g 2 EðGÞ. An m Â n grid is the graph P m Ã P n and an m Â n torus is the graph C m Ã C n . An m Â n rook's graph is the graph K m Ã K n .
Designing Low-Congestion Networks with Structural Graph TheoryTheorem 5.6 (Hruska [20] , Castejón and Ostrovskii [9] , and Kozawa, Otachi, and Yamazaki [23, 24] ). If m n, then & stcðC m Ã C n Þ ¼ 2m:
$ % otherwise.
< :
The d-dimensional hypercube Q d is the Cartesian product of d copies of P 2 .
Theorem 5.7 (Law [26] ). stcðQ d Þ ¼ Âð
Algorithmic and complexity results
Recently, some algorithmic and complexity results have been presented. The first one is on outerplanar graphs.
Theorem 5.8 (Bodlaender, Kozawa, Matsushima, and Otachi [8] ). For any connected outerplanar graph, its spanning tree congestion can be determined in linear time.
We denote by STC the problem of determining whether a given graph has spanning tree congestion at most given k. If k is fixed, we denote the problem by k-STC. The following theorem presents some sharp contrasts in the parameterized complexity of the problem.
Theorem 5.9 (Bodlaender, Fomin, Golovach, Otachi, and van Leeuwen [7] ). k-STC is solvable in linear time if one of the following conditions is satisfied:
(i) k 3, (ii) the input graph has bounded degree, (iii) the input graph is an apex-minor-free graph (the class of apex-minor-free graphs contains planar graphs, graphs of bounded genus, and graphs of bounded treewidth). On the other hand, STC is NP-complete for planar graphs and k-STC is NP-complete even if all the following conditions are satisfied:
(i) k ! 8, (ii) input graphs are K 6 -minor-free, and (iii) input graphs has only one vertex of unbounded degree.
The above theorem is very sharp. However, it consider only sparse graphs. There are also very important classes of non-sparse graphs such as perfect graphs [11] , chordal graphs [16] , and chordal bipartite graphs [17] .
A graph is chordal if it contains no induced cycle of length more than 3. A graph is chordal bipartite if it is bipartite (i.e., contains no cycle of odd length) and contains no induced cycle of length more than 4. Chordal graphs and chordal bipartite graphs are perfect graphs. It is known that the spanning tree congestion problem is NP-hard even for the following very restricted subclasses of chordal graphs and chordal bipartite graphs.
A graph is a split graph if its vertex set can be partitioned into a clique (pairwise adjacent vertices) and an independent set (pairwise nonadjacent vertices). It is easy to see that any split graph is a chordal graph. Two edges fu; vg and fx; yg in a graph are independent if fu; vg \ fx; yg ¼ ; and there is no edge between fu; vg and fx; yg (see Fig. 28 ). A graph is a chain graph if it is bipartite and contains no independent pair of edges.
Theorem 5.10 (Okamoto, Otachi, Uehara, and Uno [31] ). STC is NP-complete for split graphs and chain graphs.
On the other hand, we found a subclass of chordal graphs for which the spanning tree congestion can be determined 214 OTACHI (i) K 1 is a cograph; (ii) if G and H are cographs, then so is G [ H; (iii) if G and H are cographs, then so is G È H. Note that the classes of chordal graphs and cographs are incomparable: for example P 4 is a chordal graph but not a cograph, while C 4 is not a chordal graph but a cograph.
Theorem 5.11 (Okamoto, Otachi, Uehara, and Uno [31] ). The spanning tree congestion of cographs can be approximated with in a factor 3 in polynomial time. Furthermore, the spanning tree congestion of chordal cographs can be determined in linear time.
