We address online combinatorial optimization when the player has a prior over the adversary's sequence of losses. In this framework, Russo and Van Roy proposed an informationtheoretic analysis of Thompson Sampling based on the information ratio, resulting in optimal worst-case regret bounds. In this paper we introduce three novel ideas to this line of work. First we propose a new quantity, the scale-sensitive information ratio, which allows us to obtain more refined first-order regret bounds (i.e., bounds of the form √ L * where L * is the loss of the best combinatorial action). Second we replace the entropy over combinatorial actions by a coordinate entropy, which allows us to obtain the first optimal worst-case bound for Thompson Sampling in the combinatorial setting. Finally, we introduce a novel link between Bayesian agents and frequentist confidence intervals. Combining these ideas we show that the classical multi-armed bandit first-order regret bound O( √ dL * ) still holds true in the more challenging and more general semi-bandit scenario. This latter result improves the previous state of the art bound O( (d + m 3 )L * ) by Lykouris, Sridharan and Tardos.
Introduction
We first recall the general setting of online combinatorial optimization with both full feedback (full information game) and limited feedback (semi-bandit game). Let A ⊂ {0, 1}
d be a fixed set of combinatorial actions, and assume that m = a 1 for all a ∈ A. An (oblivious) adversary selects a sequence ℓ 1 , . . . , ℓ T ∈ [0, 1] d of linear functions, without revealing it to the player. At each time step t = 1, . . . , T , the player selects an action a t ∈ A, and suffers the instantaneous loss ℓ t · a t . The following feedback on the loss function ℓ t is then obtained: in the full information game the entire loss vector ℓ t is observed, and in the semi-bandit game only the loss on active coordinates is observed (i.e., one observes ℓ t ⊙ a t where ⊙ denotes the entrywise product). Importantly the player has access to external randomness, and can select their action a t based on the observed feedback so far. The player's objective is to minimize its total expected loss L T = E T t=1 ℓ t · a t . The player's perfomance at the end of the game is measured through the regret R T , which is the difference between the achieved cumulative loss L T and the best one could have done with a fixed action. That is, with L * = min a∈A T t=1 ℓ t · a, one has R T = L T − L * . The optimal worst-case regret (sup ℓ 1 ,...,ℓ T ∈[0,1] d R T ) is known for both the full information and semi-bandit game. It is respectively of order m √ T (Koolen et al. [2010] ) and √ mdT (Audibert et al. [2014] ).
First-order regret bounds
It is natural to hope for strategies with regret R T = o(L * ), for one can then claim that L T = (1 + o(1))L * (in other words the player's performance is close to the optimal in-hindsight performance up to a smaller order term). However, worst-case bounds fail to capture this behavior when L * ≪ T . The concept of first-order regret bound tries to remedy this issue, by asking for regret bounds scaling with L * instead of T . In Koolen et al. [2010] an optimal version of such a bound is obtained for the full information game:
Theorem 1 (Koolen et al. [2010] ) In the full information game, there exists an algorithm such that for any loss sequence one has R T = O( √ mL * ).
The state of the art for first-order regret bounds in the semi-bandit game is more complicated. It is known since Allenberg et al. [2006] that for m = 1 (i.e., the famous multi-armed bandit game) one can have an algorithm with regret R T = O( √ dL * ). On the other hand for m > 1 the best bound due to Lykouris et al. [2018] is O( (d + m 3 )L * ). A byproduct of our main result (Theorem 4 below) is to give the first optimal first-order regret bound for the semi-bandit game:
Theorem 2 In the semi-bandit game, there exists an algorithm such that for any loss sequence one has R T = O( √ dL * ).
We derive this result 1 using the recipe first proposed (in the context of partial feedback) in Bubeck et al. [2015] . Namely, to show the existence of a randomized strategy with regret bounded by B T for any loss sequence, it is sufficient to show that for any distribution over loss sequences there exists a strategy with regret bounded by B T in expectation. In other words to prove Theorem 2 it is sufficient to restrict our attention to the Bayesian scenario, where one is given a prior distribution ν over the loss sequence (ℓ 1 , . . . , ℓ T ) ∈ [0, 1]
[d]× [T ] . Importantly note that there is no independence whatsoever in such a random loss sequence, neither across times nor across coordinates for a fixed time.
The rest of the paper is dedicated to the (first-order) regret analysis of a particular Bayesian strategy, the famous Thompson Sampling (Thompson [1933] ). In particular we will show that Thompson Sampling achieves both the bounds of Theorem 1 and Theorem 2.
Thompson Sampling
In the Bayesian setting one has access to a prior distribution on the optimal action a * = argmax a∈A T t=1 ℓ t · a.
In particular, one can update this distribution as more observations on the loss sequence are collected. More precisely, denote p t for the posterior distribution of a * given all the information at the beginning of round t (i.e., in the full information this is ℓ 1 , . . . , ℓ t−1 while in semi-bandit it is ℓ 1 ⊙ a 1 , . . . , ℓ t−1 ⊙ a t−1 ). Then Thompson Sampling simply plays an action a t at random from p t .
This strategy has recently regained interest, as it is both efficient in practice and particularly elegant in theory. A breakthrough in the understanding of Thompson Sampling's regret was made in Russo and Van Roy [2014a] where an information theoretic analysis was proposed. They consider in particular the combinatorial setting for which they prove the following result: 
in the full information and semi-bandit game.
It was observed in Bubeck et al. [2015] that the assumption of independence across times is immaterial in the information theoretic analysis of Russo and Van Roy. However it turns out that the independence across coordinates (conditionally on the history) in Theorem 3 is key to obtain the worst-case optimal bounds m √ T and √ mdT . One of the contributions of our work is to show how to appropriately modify the notion of entropy to remove this assumption.
Most importantly, we propose a new analysis of Thompson Sampling that allows us to prove first-order regret bounds. In particular we show the following result:
Theorem 4 For any prior ν, Thompson Sampling satisfies in the full information game
To the best of our knowledge such bounds were not even known for the full-information case with m = 1 (the so-called expert setting of Cesa-Bianchi et al. [1997] ).
Information ratio and scale-sensitive information ratio
As a warm-up, and to showcase one of our key contributions, we focus here on the full information case with m = 1 (i.e., the expert setting). We start by recalling the general setting of Russo and Van Roy's analysis (Subsection 2.1), and how it applies in this expert setting (Subsection 2.2). We then introduce a new quantity, the scale-sensitive information ratio, and show that it naturally implies a first-order regret bound (Subsection 2.3). We conclude this section by showing a new bound between two classical distances on distributions (essentially the chi-squared and the relative entropy), and we explain how to apply it to control the scale-sensitive information ratio (Subsection 2.4).
Russo and Van Roy's analysis
Let us denote X t ∈ R d for the feedback received at the end of round t. That is in full information one has X t = ℓ t , while in semi-bandit one has X t = ℓ t ⊙ a t . Let us denote P t for the posterior distribution of ℓ t , . . . , ℓ T conditionally on a 1 , X 1 , . . . , a t−1 , X t−1 . We write E t for the integration with respect to P t and a t ∼ p t (recall that p t is the distribution of a * under P t ). Let I t be the mutual information, under the posterior distribution P t , between a * and X t , that is
* )] be the instantaneous regret at time t. The information ratio introduced by Russo and Van Roy is defined as:
The point of the information ratio is the following result:
Proposition 1 (Proposition 1, Russo and Van Roy [2014a] ) Consider a strategy such that
where H(p 1 ) denotes the Shannon entropy of the prior distribution
Proof The main calculation is as follows:
Moreover it turns out that the total information accumulation E T t=1 I t can be easily bounded, by simply observing that the mutual information can be written as a drop in entropy, yielding the bound:
Pinsker's inequality and Thompson Sampling's information ratio
We now describe how to control the information ratio (1) of Thompson Sampling in the expert setting. First note that the posterior distribution p t of a * ∈ {e 1 , . . . , e d } satisfies (with a slight abuse of notation by viewing p t as a vector in R d ):
In particular this means that:
where the inequality uses that ℓ t ∞ ≤ 1. Now combining (3) with Jensen followed by Pinsker's inequality yields:
. Furthermore classical rewriting of the mutual information shows that the quantity E t [Ent(p t+1 , p t )] is equal to I t (see [Proposition 4, Russo and Van Roy [2014a] ] for more details). In other words we just proved that r 2 t ≤ 2I t and thus:
Lemma 1 In the expert setting, Thompson Samping's information ratio (1) satisfies Γ t ≤ 2 for all t.
Using Lemma 1 in Proposition 1 one obtains the following worst case optimal regret bound for Thompson Sampling in the expert setting:
Scale-sensitive information ratio
The information ratio (1) was designed to derive √ T -type bounds (see Proposition 1). To obtain √ L * -type regret we propose the following quantity which we coin the scale-sensitive information ratio:
where r
With this new quantity we obtain the following refinement of Proposition 1:
Proposition 2 Consider a strategy such that Λ t ≤ Λ for all t. Then one has
It only remains to use the fact that a − b ≤ √ ac implies that a − b ≤ √ bc + c.
Reversed chi-squared/relative entropy inequality
We now describe how to control the scale-sensitive information ratio (4) of Thompson Sampling in the expert setting. As we saw in Subsection 2.2, the two key inequalites in the Russo-Van Roy information ratio analysis are a simple Cauchy-Schwarz followed by Pinsker's inequality (recall (3)):
In particular, as far as first-order regret bounds are concerned, the "scale" of the loss ℓ t is lost in the first Cauchy-Schwarz. To control the scale-sensitive information ratio we propose to do the Cauchy-Schwarz step differently and as follows:
where
is the chi-squared divergence. Thus, to control the scalesensitive information ratio (4), it only remains to relate the chi-squared divergence to the relative entropy. Unfortunately it is well-known that in general one only has Ent(q, p) ≤ χ 2 (p, q) (which is the opposite of the inequality we need). Somewhat surprisingly we show that the reverse inequality in fact holds true for a slightly weaker form of the chi-squared divergence, which turns out to be sufficient for our needs:
.
Also we denote
. Proof Consider the function f t (s) = s log(s/t) − s + t, and observe that f ′′ t (s) = 1/s. In particular f t is convex, and for s ≤ t it is 1 t -strongly convex. Moreover one has f ′ t (t) = 0. This directly implies: 
Combinatorial setting and coordinate entropy
We now return to the general combinatorial setting, where the action set A is a subset of {A ∈ {0, 1} d : A 1 = m}, and we continue to focus on the full information game. Recall that, as described in Theorem 3, Russo and Van Roy's analysis yields in this case the suboptimal regret bound O(m 3/2 √ T ) (the optimal bound is m √ T ). We first argue that this suboptimal bound comes from basing the analysis on the standard Shannon entropy. We then propose a different analysis based on the coordinate entropy.
Inadequacy of the Shannon entropy
Let us consider the simple scenario where A is the set of indicator vectors for the sets
In other words, the action set consists of Thus we see that, unless the regret bound reflects some of the structure of the action set A ⊂ {0, 1}
d (besides the fact that elements have m non-zero coordinates), one cannot hope for a better regret than m T H(a * ). For larger action sets this quantity yields the suboptimal bound m
T . This suggests that the Shannon entropy is not the right measure of uncertainty in this combinatorial setting.
Interestingly a similar observation was made in Audibert et al. [2014] where it was shown that the regret for the standard multiplicative weights algorithm is also lower bounded by the suboptimal rate m 3/2 √ T . The connection to the present situation is that standard multiplicative weights corresponds to mirror descent with the Shannon entropy. To obtain an optimal algorithm, Koolen et al. [2010] , Audibert et al. [2014] proposed to use mirror descent with a certain coordinate entropy. We show next that basing the analysis of Thompson Sampling on this coordinate entropy allows us to prove optimal guarantees.
Coordinate entropy analysis
d , we define its coordinate entropy H c (v) to simply be the sum of the entropies of the individual coordinates:
. Equivalently, the coordinate entropy H c (a * ) is the sum of the entropies of the d random variables 1 i∈a * . This definition allows us to consider the information gain in each event [i ∈ a * ] separately in the information-theoretic analysis. By inspecting our earlier proof one easily obtains in the combinatorial setting, denoting now
As a result, the scale-sensitive information ratio with coordinate entropy is Λ t ≤ 1. Therefore
To establish the first half of Theorem 4 we just need to estimate H(p 1 ). By Jensen's inequality, we have
Using the inequality log(1 + x) ≤ x on the second term we obtain
This gives the claimed estimate
Remark 1 Consideration of the coordinate entropy suggests that it is unnecessary to leverage information from correlations between different arms, and we can essentially treat them as independent. Examination of our proofs reveals the following fact supporting this philosophy. Any algorithm which observes arm i at time t with probability p t (i ∈ a * ) satisfies the same regret estimates that we show for Thompson Sampling. For example, as long as no arm has probability more than 0.5, we could pick two bandit arms half the time and none half the time in a suitable way and obtain the same regret guarantees. This remark extends to the thresholded variants of Thompson
Sampling we discuss at the end of the paper.
Bandit
Now we return to the m = 1 setting and consider the case of bandit feedback. We again begin by recalling the analysis of Russo and Van Roy, and then adapt it in analogy with the scale-sensitive framework. In this section, we require that an almost sure upper bound L * ≤ L * for the loss of the best action is given to the player. Under this assumption we show that Thompson Sampling obtains a regret bound O( H(a * )dL * ). Our Lemma 5 below generalizes a part of their proof and will be crucial in all our analyses.
The Russo and Van Roy Analysis for Bandit Feedback
In the bandit setting we cannot bound the regret by the movement of p t . Indeed, the calculation (3) relies on the fact that ℓ t is known at time t + 1 which is only true for full feedback. However, a different information theoretic calculation gives a good estimate.
Lemma 4 In the bandit setting, Thompson Sampling's information ratio satisfies
Then we have the calculation
By Lemma 5 below, this means
The following lemma is a generalization of a calculation in Russo and Van Roy [2014a] . We leave the proof to the Appendix.
Lemma 5 Suppose a Bayesian player is playing a semi-bandit game with a hidden subset S of arms. Each round t, the player picks some subset a t of arms and observes all their losses. Define
In the bandit case, we have an upper bound using the ordinary entropy:
General Theorem on Perfectly Bayesian Agents
Here we state a theorem on the behavior of a Bayesian agent in an online learning environment.
In the next subsection we use it to give a nearly optimal regret bound for Thompson Sampling with bandit feedback. This theorem is stated in a rather general way in order to encompass the semi-bandit case as well as the thresholded version of Thompson Sampling. The proof goes by controlling the errors of unbiased and negatively biased estimators for the losses using a concentration inequality. Then we argue that because these estimators are accurate with high probability, a Bayesian agent will usually believe them to be accurate, even though this accuracy circularly depends on the agent's past behavior. We relegate the detailed proof to the Appendix. 
Then the following statements hold for every i.
A) The expected loss incurred by the player from rare arms is at most
B) The expected total loss that arm i incurs while it is common is at most
Remark 2 This result is similar in spirit to the work Russo and Van Roy [2014b] which shows that
Thompson Sampling outperforms any upper-confidence bound strategy.
First-Order Regret for Bandit Feedback
As Theorem 6 alluded to, we split the action set into rare and common arms for each round. Rare arms are those with p t (i) ≤ γ for some constant γ > 0, while common arms have p t (i) > γ. Note that an arm can certainly switch from rare to common and back over time. We correspondingly split the loss function into
Now we are ready to prove the first-order regret bound for bandits. Our inequalities follow a similar structure as in the full-feedback case, but there seems to be no clean formulation in terms of an information ratio Λ t .
Theorem 7 Suppose that the best expert almost surely has total loss at most L * . Then Thompson Sampling with bandit feedback obeys the regret estimate
Proof Fix γ > 0 and define R t and C t correspondingly. We split off the rare arm losses at the start of the analysis:
The first term is bounded by Theorem 6A with the rare/common partition above, γ 1 = γ 2 = γ, andp t (i) = p t (i). For the second term, again using Cauchy-Schwarz and then Lemmas 2 and 5 gives:
Substituting in the conclusion of Theorem 6B gives:
gives the desired estimate.
Semi-bandit and Thresholded Thompson Sampling
We now consider semi-bandit feedback in the combinatorial setting, combining the intricacies of the previous two sections. We again have an action set A contained in the set {a ∈ {0, 1} d : ||a|| 1 = m}, but now we observe the m losses of the arms we played. A natural generalization of the bandit m = 1 proof to higher m yields a first-order regret bound of O( mdL * ). However, we give a refined analysis using an additional trick of ranking the m arms in a * by their total loss and performing an information theoretic analysis on a certain set partition of these m optimal arms. This method allows us to obtain a O( dL * ) regret bound for the semi-bandit regret. We leave the proof to the Appendix.
Theorem 8 The expected regret of Thompson Sampling in the semi-bandit case is
O log(m) d log(d)L * + md 2 log 2 (L * ) + d log(T ) .
Thresholded Thompson Sampling
Unlike in the full-feedback case, our first-order regret bound for bandit Thompson Sampling has an additive O(d log(T )) term, so it is not completely T -independent. In fact, some mild T -dependence is inherent -an example is given in the Appendix. However, this mild T -dependence can be avoided by using Thresholded Thompson Sampling. In Thresholded Thompson Sampling, the rare arms are never played, and the probabilities for the other arms are scaled up correspondingly. More precisely, for γ < 1 d
, the γ-thresholded Thompson Sampling is defined by letting R t = {i : p t (i) ≤ γ} and playing at time t from the distribution
This algorithm parallels the work Lykouris et al. [2018] which uses an analogous modification of the EXP3 algorithm to obtain a first-order regret bound. Thresholded semi-bandit Thompson Sampling is defined similarly, where we only allow action sets containing no rare arms. 
Theorem 9 Thompson Sampling for bandit feedback, thresholded with
γ = log 2 (L * ) L * , has expected regret E[R T ] = O H(a * )dL * + d log 2 (L * )
Theorem 10 Thompson Sampling for semi-bandit feedback, thresholded with
. Then with I c t (·) the coordinate information gain we have
Proof We first claim that the relative entropy
is at most the entropy decrease in the law L t (ℓ t (i)) of the random variable ℓ t (i) from being given that i ∈ S. Indeed, let ℓ t (i) be a {0, 1}-valued random variable with expected valuel t (i) and conditionally independent of everything else. By definition,
is exactly the information gain in L t ( ℓ t (i)) upon being told that j ∈ S. Since ℓ t (i) is a noisy realization of ℓ t (i), the data processing inequality implies that the information gain of L t (ℓ t (i)) is more than the information gain in L t ( ℓ t (i)) which proves the claim. Now, continuing, we have that
is at most the entropy decrease in ℓ t (i) from being given whether or not i ∈ S. Thereforê
Summing over i gives the result. For the second assertion regarding the bandit case, we can consider the single random variable (i t , ℓ t (i t )) which allows us to do everything with ordinary entropy. See Russo and Van Roy [2014a] Proposition 3 for the detailed calculation.
A.2 Proof of Theorem 6
Here we prove Theorem 6. Recall the statement:
Theorem 6 Consider an online learning game with arm set [d] such that the player has a correct prior on the sequence of losses. Assume there always exists an action with total loss at most L * . Each round, the player plays some subset a t of actions, and pays/observes the loss for each of them. Let p t (i) = P t [i ∈ a
* ] be the time-t probability that i is one of the optimal arms and p t (i) = P t [i ∈ a t ] the probability that the player plays arm i in round t. We suppose that there exist constants 1 L * ≤ γ 1 ≤ γ 2 and a time-varying partition [d] = R t ∪ C t of the action set into rare and common arms such that:
Then the following statements hold for every i.

A) The expected loss incurred by the player from rare arms is at most
E t: i∈Rtp t (i)ℓ t (i) ≤ 2γ 2 L * + 8 log(T ) + 4.
B) The expected total loss that arm i incurs while it is common is at most
The following notations will be relevant to our analysis. Some have been defined in the main body, while some are only used in the Appendix.
The ℓ t variables are the instantaneous rare/common losses of an arm, while the L t variables track the total loss. The u t variables are underbiased/unbiased estimates of the ℓ t while the U t variables are underbiased/unbiased estimates of the L t .
To control the error of the estimators U t we rely on Freedman's inequality (Freedman et al. [1975] ), a refinement of Hoeffding-Azuma which is more efficient for highly assymmetric summands.
Theorem 11 (Freedman's Inequality) Let S t = s≤t x s be a martingale sequence, so that
Suppose that we have a uniform estimate x s ≤ M. Also define the conditional variance
and set V t = s≤t W s to be the total variance accumulated so far.
Then with probability at least 1 − e − a 2 2b+M a , we have S t ≤ a for all t with V t ≤ b.
The following extension to supermartingales is immediate by taking the Doob-Meyer decomposition of a supermartingale as a martingale plus a decreasing predictable process. 
Corollary 1 Let
Towards proving the two claims in Theorem 6 we first prove two lemmas. They follow directly from proper applications of Freedman's Theorem or its corollary.
Lemma 6 In the context of Theorem 6, with probability at least
Lemma 7 In the context of Theorem 6, fix constants λ ≥ 2 and L > 0 and assume γ 1 ≥ 1 L
. With
Remark 3 This second lemma has no dependence on L * and holds with L * = ∞. For proving Theorem 6 we will simply take L = L * . We will need to apply this lemma with L = L * for the semi-bandit analog.
Proof of Lemma 6:
We analyze the (one-sided) error in the underestimate
We apply Corollary 1 to this supermartingale, taking
For the filtration, we take the loss sequence as known from the start so that the only randomness is from the player's choices. Equivalently, we act as the observing adversary -note that S t is still a supermartingale with respect to this filtration. Crucially, this means the conditional variance is bounded by
. We also note that with these parameters we have
Therefore, Freedman's inequality tells us that with probability 1− 2
and hence
Proof of Lemma 7:
Similarly to the rare loss upper bound, we define an estimator for L C t (i):
We will again apply Freedman's inequality from the point of view of the adversary, this time to the martingale sequence S t = s≤t x s for
We have
. We use the parameters b = Plugging into Freedman, we see that with probability at least 1−2e
Now we use these lemmas to prove Theorem 6. In both halves, the main idea is that if something holds with high probability for any loss sequence, then the player must assign it high probability on average. Proof of Theorem 6A:
By Lemma 6 we have P[E] ≥ 1 − 2 T 2 for any fixed loss sequence. The player does not know what the true loss sequence is, but his prior is a mixture of possible loss sequences, and so the player also assigns E a probability at least 1 − 2 T 2 at the start of the game. Let F denote the event that the player assigns E probability P t [E] ≥ 1 − 1 T at all times during the game. Since probabilities are martingales, F has probability at least 1 − 2 T by Doob's inequality. Assume that F holds, so that
, as long as E holds we must have L . So the expected number of additional times that arm i is pulled after this point is less than 1.
On the complementary event where F does not hold we simply observe that this event has probability at most 2 T and contributes loss at most T , therefore the expected loss from this event is at most 2.
To finish, we note that γ 2 U R t (i) is exactly the total loss paid by the player from arm i when i is rare. Therefore τ is the first time t which satisfies
Assuming that F holds, this means that at time τ we have
It was just argued above that in this case i is pulled at most 1 additional time on average, and that the case when F is false contributes at most 2 loss of i in expectation. Therefore the total expected loss from i on rare rounds can be upper bounded by 2γ 2 L * + 8 log T + 4.
Proof of Theorem 6B:
We apply Lemma 7 with L = L * which says that for λ > 2 we have P[E λ ] ≥ 1 − e −λ/2 . Let τ λ be the first time that
(If no such time exists, take τ λ = +∞.) As before, note that at the beginning, the player must assign probability at least 1 − 2e −λ/2 to E since his prior is some mixture of loss sequences. By definition, if E holds then i = a * if time τ λ is reached. Hence we see that
by optional stopping since U C t (i) is computable (measurable) by the player. By Doob's maximal inequality, the probability that there exists t ≥ τ λ with p t (i) > γ 1 is at most
at the last time t when p t (i) > γ 1 . We have just shown an upper bound on the probability that there exists t with both
So turning it the other way around, we see that
In other words, λ * has tail bounded above by an exponential random variable with half-life 2 log(2) starting at 2 log(1/γ 1 ) + 2 log(2), and therefore
However, we always have
since after the last time t with p t (i) > γ 1 , the value
A.3 Semi-bandit Proof
We first illustrate why the naive extension of the m = 1 case fails to be tight in the semi-bandit case. Then we introduce the rank ordering of arms and explain how to define rare arms in this context. Finally, we prove Theorem 8.
A.3.1 Naive Analysis and Intuition
We let a * ∈ A be the optimal set of m arms, and assume that it has loss at most L * . We let
Ignoring the issue of exactly how to assign arms as rare/common, we have
The first term is again small due to Theorem 6 and the second term can be estimated as
The main difference is that now the coordinate entropy H c (a * ) can be as large as O(m). So the result is
This argument is inefficient because it allows every arm to have loss L * before becoming rare. However only j optimal arms can have loss more than L * j . So although the coordinate entropy of a * can be as large as O(m), the coordinate entropy on the arms with large loss so far is much smaller. This motivatives the rank ordering we introduce below.
A.3.2 Rare Arms and Rank Order
In this subsection we give two notions needed for the semi-bandit proof. First, analogously to our definition of rare and common arms in the bandit m = 1 case, we split the action set A into rare and common arms. We start with an empty subset R t = ∅ ⊆ [d] of rare arms and grow it as follows. As long as there exists i so that P t [(i ∈ a * ) and (R t ∩ a * = ∅)] ≤ γ, we add arm i to R t . Note that we must perform this procedure recursively because the actions have overlapping arms. The result is a time-varying partition of the arm set [d] = R t ∪ C t which at any time satisfies:
1. For any i ∈ C t we have
2. For any i ∈ R t we have
As a result of this construction, for semi-bandit situations we will take (γ 1 , γ 2 ) = (γ, dγ) in applying Theorem 6. The next step is to implement a rank ordering of the m coordinates. We let a
) and ties are broken arbitrarily. Crucially, we observe that
We further consider a general partition of [m] into disjoint subsets S 1 , S 2 , . . . , S r . Define a * S k = {a * s : s ∈ S k }. We will carry out an information theoretic argument on the events {i ∈ a * S k } and see that taking a dyadic partition allows a very efficient analysis. Our naive analysis corresponds to the trivial partition S 1 = [m].
A.3.3 Proof of Theorem 8
Recall the theorem statement:
Theorem 8 The expected regret of Thompson Sampling in the semi-bandit case is
Proof First, we define:
We explain the changes from the m = 1 case, and then give the precise results. We again begin by bounding the regret by the total loss from rare arms plus the regret from common arms. We pick a threshold γ and apply the recursive procedure from the previous section. This means that Theorem 6 will apply with (γ 1 , γ 2 ) = (γ, dγ) for any γ. We set
Now for the analysis:
The first term is bounded by O md 2 log 2 (L * ) + d log(T ) as a direct application of Theorem 6. For the second term we have by Cauchy-Schwarz that
By Lemma 5 the first expectation can be estimated information theoretically by H c (a
Substituting this estimate, we have upper-bounded the common-arm regret term by
The key reason for introducing the sets S k now appears, which is to give a separate estimate for the inner expectation. Let
for any j ∈ S k . So roughly, for each fixed i the sum t: i∈Ct . In fact Lemma 8 below guarantees:
Therefore using the fact that H c (a
) and multiplying by d to account for the d arms, we have an estimate of the common arm regret contribution of
we have
Substituting, and observing that
we have that the common arm regret is at most
We are left with finding a partition (S 1 , . . . , S r ) that makes this last sum small. Taking the whole set S 1 = [m] as in the naive analysis gives √ m, while taking d singleton subsets S k = {k}
But taking a dyadic decomposition does much better! Letting
This yields a common arm regret estimate of
Combining with the estimate for rare arms, we have the claimed result.
, let s k = min(S k ), and let γ 1 be a constant satisfying
. Thompson Sampling satisfies
Proof of Lemma 8: We first apply Lemma 7 with γ 1 = γ and
The lemma says that for λ ≥ 2 and γ 1 ≥ s k L * , with probability at least 1 − 2e −λ/2 , for all t with
We note that since p t (i, S k ) ≤ p t (i) and γ ≤ p t (i) we have
for any A. We rewrite the latter expectation, then essentially rewrite it again as a RiemannStieltjes integral (where p t (i, S k ) = p ⌊t⌋ (i, S k ) for any positive real t):
Define τ x to be the first value of t satisfying
Translating the result of Lemma 7 shows that when x =
Now, the average maximum of a martingale started at p and bounded in [0, 1] is seen by Doob's inequality to be at most p(1 − log p). Therefore
The function f (x) = x(1 − log x) is concave, so by Jensen's we have
where λ is such that x =
and changing variables to integrate over λ gives an estimate of
This integral is bounded since γ 1 ≤ 1 2
(and also 10 log(1/γ) ≥ 2, which is needed since only λ > 2 is allowed in Lemma 7) so we get a bound of
A.4 Thresholded Thompson Sampling
Here we prove Theorems 9 and 10. First we precisely define thresholded Thompson Sampling. For some parameter γ > 0, we have already described how to generate a partition [d] = R t ∪ C t into common and rare actions. In the bandit case, we define Thompson Sampling thresholded at γ as a Bayesian algorithm playing from the following distribution:
In the semi-bandit case, we use the following definition which generalizes the above:
Note that in the semi-bandit case, for i ∈ C t we may havep t (i) < p t (i). However we always havep t (i) ≥ γ, so Theorem 6 still applies.
Theorem 9 Thompson Sampling for bandit feedback, thresholded with
Theorem 10 Thompson Sampling for semi-bandit feedback, thresholded with
Proof of Theorem 9:
Note that we always havep
We therefore have the calculation
The former expectation is at most L * while the second can be bounded using Lemmas 2 and 5:
Plugging back into our estimate for E[R T ] we obtain
The value E i L C t (i) satisfies exactly the same estimate
as in the non-thresholded case. Indeed, the probabilitiesp t (i) resulting from thresholding satisfy the conditions in Theorem 6. Again setting γ = log 2 (L * ) L * , we get the desired result.
Proof of Theorem 10:
If we threshold at γ, we remove at most γd probability of actions, so we still havê
The corresponding calculation is
We take the sets S k to be the same partition of [m] as in the non-thresholded case. Thresholding at γ = m log 2 (L * ) L * makes the first term md log 2 (L * ), and the second term satisfies the same estimates as in the non-thresholded case.
A.5 Two Negative Results
A.5.1 Thompson Sampling Does Not Satisfy High-Probability Regret Bounds
It is natural to ask for high-probability regret bounds. Here we point out that against a worstcase prior, Thompson Sampling does not satisfy any high-probability regret bound even with full feedback.
Theorem 12 There exist prior distributions for which Thompson Sampling achieves Ω(T ) regret a constant fraction of the time, with either full or bandit feedback.
Proof
We construct such a prior distribution with 2 arms. First, arm 1 sees loss 1 for each the first T /3 rounds while arm 2 sees none. Then with probability 50%, both arms see no more loss, while with probability 50%, arm 2 sees loss 1 for the last 2T /3 rounds but arm 1 still sees no more loss.
In this example, Thompson Sampling will pick arm 1 half the time for the first T /3 rounds, hence has a 50% chance to have a linear regret from the case that there no further loss.
A.5.2 Thompson Sampling Does Not Achieve Full T -independence
Our first-order regret bounds for non-thresholded Thompson Sampling in the (semi)bandit cases had d log(T ) terms. Here we show that mild T -dependence is inherent to the algorithm.
Proposition 3 There exist prior distributions against which Thompson Sampling achieves Ω(dL * ) expected regret for very large T with bandit feedback, even given the value L * .
Proof
An example prior distribution for at least 3 arms is as follows. First pick a uniformly random "good" arm. For the others, flip a coin to decide if they are "bad" or "terrible".
We insist that the good arm have loss 0 on the first round and the other arms have loss 1. For the good arm, every subsequent loss is a fair coin flip until the total loss reaches L * . For each bad arm we do the same but stop when the loss reaches L * + 1. The terrible arms receive fair coin flip losses forever.
Assume that the player does not pick the good arm on the first time-step. We claim that given infinite time, the player will pay loss L * + 1 on each terrible arm, which implies the desired result. Indeed, suppose the player played a terrible arm i most recently at timet, did not play i on the first round, and has observed loss less than L * on this arm. Then we claim that the player's probability for arm i to be good must be bounded away from 0 for any fixedt. Indeed, the initialization with i as the good arm and the good arm to be bad must be uniformly positive. The only Bayesian evidence for the truth over this alternative hypothesis is the player's observed losses on arm i. But these observations are inconclusive and since t is fixed their Bayes factor stays bounded.
Additionally, with probability 1 the player's probability assigned to the true arm configuration is bounded away from 0 uniformly in time. Indeed, being a martingale, if this were false then the probability would have to converge to 0. But the player's subjective probability of a true statement cannot converge to 0, because the player after an infinite amount of time would assign the true statement probability 0.
Since for fixedt the Bayes factor between the truth and the alternative is bounded, we see that this alternative with arm i as the good arm has probability bounded away from 0 uniformly in time.
We have just argued that Thompson Sampling with this prior will have a uniformly positive probability to play such an arm i until it plays i again. Thus, with probability (for the first arm not to be good), Thompson Sampling accumulates loss L * + 1 on every terrible arm except the first arm it plays. This results in Ω(dL * ) regret.
