Motivated by emerging applications in workforce management, we consider a class of revenue management problems in systems with reusable resources. The corresponding applications are modeled using the well-known loss network systems (sometime also called the stochastic knapsack model).
Introduction
In this paper, we consider a class of revenue management problems that arise in systems with reusable resources. The paper is motivated by several application domains, and, in particular, by several emerging applications in workforce management. In many industries, a significant part of the workforce is hired adhoc to perform a specific project. Thus, professional manpower services is a growing market that brings up new challenges in workforce revenue management. Similar problems arise in large corporations, such as IBM that need to manage their internal workforce in the face of dynamic and evolving tasks. The major issues in all of these scenarios are how to manage capacitated resources over time in dynamic environments with many uncertainties, and how to choose the most profitable customers/projects to maximize the resulting revenue. Other notable applications are hotel room booking, car rentals and on-line video rentals.
Typically, these systems consist of several capacitated resources that are used to serve multiple classes of customers, each of which has different characteristics, such as arrival rate, price and resource and service requirements. The goal is to devise a policy that selects profitable customers and maximizes the resulting revenue. There are three key characteristics of these systems. The first characteristic is reusability of resources. That is, resources that are allocated to serve a certain customer/project will become available to serve other customers after the service/project is over. The second characteristic is that the decision whether to serve customers should be made upon their arrival. In particular, if a customer is not served upon arrival, either because the system decides she/he is not profitable enough, or because the system does not have sufficient available capacity, she/he is assumed to be lost and leaves the system. The third characteristic is that arrival process of customers, as well as their service time requirements, are stochastic. This generates stochastic optimization models that are usually computationally challenging.
In this paper, we model the corresponding revenue management problems as loss network models. These are well-known models that have been introduced over 4 decades ago, and have been studied extensively in the context of communication networks (see, for example, the survey paper of Kelly ([12] )). The classical loss network model consists of a system with several capacitated resources that faces multiple classes of customers. The customers of different class arrive according to mutually independent homogenous Poisson processes, each of which requires a certain combination of resources for a time that is a-priori random (with finite mean), and is willing to pay a certain price per unit of service time. Customers must be served upon their arrival, or, otherwise, they leave the system. If a customer is served the required combination of resources must be engaged for the (random) duration of the service time, and can not be used by other customers until the service is over. The system may deny service from customers in order to keep the capacity free for more profitable future customers. However, a customer can be served only if at the moment of arrival there are sufficiently many available resources to satisfy her/his specific requirements. The goal is to find an admission policy that maximizes the long-run revenue rate. Like many stochastic optimization models, one can formulate the problem using a dynamic programming approach. However, even in special cases, the resulting dynamic program seems computationally intractable as the corresponding state-space grows very fast. (This is known as the 'curse of dimensionality'.) Thus, finding provably good policies is a very challenging task.
In this paper, we focus on revenue management model with single reusable resource, where there is only a single resource in the system that is used to serve multiple classes of customers as described above. (In the literature on loss network models this is sometimes called the stochastic knapsack problem.) We use a simple knapsack-type linear program (LP) that provides an upper bound on the expected long-run revenue rate. The LP can be easily solved, and the optimal solution is used to construct a novel and conceptually simple admission control policy for the original model; the policy is called the class selection policy (CSP).
The LP optimal solution guides the selection towards more profitable classes. The CSP policy admits all the customers of the selected profitable classes as long as capacity permits, and always rejects customers from other classes. Moreover, the LP is used to analyze the performance of CSP policy. The CSP policy induces a stochastic process that can be reduced to a classical loss network model. Facilitating the result of Sevastyanov [19] , who characterized the stationary distribution of the corresponding loss network model, we are able to develop explicit expressions for the resulting blocking probabilities under the CSP policy. That is, for each one of the classes, we derive an expression for the probability that a customer of a profitable class arrives at some random time, and there is no sufficient available capacity.
Using several novel ideas, we bound customer blocking probabilities and analyze their asymptotic behavior. The bounds on the blocking probabilities are used to obtain uniform and asymptotic performance guarantees. For the case where resource requirements of all customer classes are identical, we obtain the explicit lower bound for the ratio between the expected long-run revenue rate of the CSP policy and the best achievable rate. The bound is a function of only the capacity of the system, regardless of other parameters such as arrival rates, number of classes, prices and service time distributions. We show that this bound is always at least 0.5, and that it approaches 1 as the capacity grows to infinity. That is, the CSP policy is guaranteed to have expected long-run revenue rate that is at lest half of the best achievable, and it is asymptotically optimal as the capacity of the system grows large. To the best of our knowledge, this is the first policy for this model with uniform performance guarantees. The CSP policy can be shown to be asymptotically optimal also in the case where resource requirements of different classes are not identical.
In this case we assume that the ratio between the capacity and the maximum resource requirement grows to infinity, while the other parameters can be arbitrary. For each specific input of the problem, we can obtain uniform performance guarantees that depend only on the latter ratio. The CSP policy and the asymptotic analysis can be extended to systems with multiple resources as long as each customer class requires a bounded number of different resources. (In this case the resulting linear program is a packing-type LP.) As we shall discuss below our asymptotic performance analysis is more general than existing results in several important dimensions.
Finally, we incorporate static pricing to the single resource model. In this model we first determine the respective prices that each class is charged. The respective arrival rate of each class depends on the price it is charged. After the prices are set, we wish to find the best admission control policy that maximizes the expected long-run revenue rate. The CSP policy and its performance analysis can be extended to this more general model. However, the policy is derived based on a non-linear program (NLP). We show how to simplify the resulting NLP, and discuss several scenarios in which it can be solved efficiently.
As we already mentioned loss networks have been studied extensively in the context of communication networks, and there is a huge body of literature. The study of loss networks has been focused on two major issues, the study of heuristics and sensitivity analysis.
Since it is apparent that computing optimal policies is likely to be intractable, researchers have proposed different heuristics, studied their properties and analyzed their performance (see, for example, [15, 17, 12, 8, 16, 7] ). Iyengar and Sigman [9] have used the LP identical to the one used in this paper to devise a heuristic for the same model. However, the policy they propose is very different than ours. Specifically, they use the LP to generate a 'desirable' target performance mode, and, then, exploit exponential penalty functions to maintain the system as close as possible to the target mode. Other mathematical-programming-based approximation have been used to study models similar to the one discussed in this paper (see, for example, [3] ).
However, all of these heuristics are analyzed only in very specific regimes, usually called heavy traffic regimes. Specifically, the capacity and the arrival rates are scaled simultaneously at the same (linear) rate. The performance of the proposed policies is then analyzed in the resulting limiting regime. This type of analysis usually assumes that the service times are exponentially distributed, and that all the other parameters of the problem are kept fixed. While these are reasonable assumptions in the context of communication networks, they are less likely to hold in the application domains that motivate this paper. In contrast, our analysis provides uniform performance guarantees that hold for any capacity value. Our asymptotic performance analysis holds under very general assumptions. Specifically, we allow general service time distributions, and only require that the ratio between the capacity of the system and the maximum resource requirement grows to infinity, allowing all the other parameters of the problem to change arbitrarily.
In addition, we can easily characterize the corresponding rate of convergence.
The second major issue that has been studied is the sensitivity of the system with respect to changes in various parameters, especially the capacity and the arrival rates (see, for example, [18] ). The main effort has been to study changes in the resulting blocking probabilities. (By blocking we refer to the event that a customer arrives at some random time, and can not be served upon arrival due lack of sufficient available capacity.) Since computing blocking probabilities is known to be #P -Hard [14] , there have been efforts to propose methods to approximately compute blocking probabilities and bound them (see, for example, [6, 19, 10, 21, 11, 12, 23] ). We note that there have been several approaches that use linear and nonlinear programs to bound blocking probabilities (see, for example, [13, 4] ). One of the key features in our performance analysis is the bounds that we develop on the corresponding blocking probabilities under the CSP policy. The techniques that we use are significantly different than in the existing literature, and we believe that they will have applications in other settings.
The rest of the paper is organized as follows. In Section 2, we provide the mathematical formulation to the revenue management model with a single reusable resource. In Section 3, we develop the LP and describe the CSP policy. In Section 4, we discuss the performance analysis of the CSP policy. Finally, in Section 5, we discuss the model with static pricing.
Model Formulation
In this section, we provide a mathematical formulation of the revenue management model with a single reusable resource discussed in this paper. Consider a system with a single resource pool of capacity C < ∞ that is facing demands from M different classes of customers. The customers of each class i = 1, . . . , M , arrive according to an independent Poisson process with rate λ i . Each class-i customer, requests A i ∈ Z + units of the resource for a certain period of time that is a-priori random and has finite mean µ i . During the time this customer is served, these units can not be used by other customers; after the service is over, the units become available again to serve other customers. (While a customer is served we only know the conditional distribution of the residual service time of this customers.) In particular, we allow generally distributed service times, and assume that service times are independent of the customer arrival process and among different customers. If served, a class-i customer is willing to pay r i dollars per time unit of service. A customer can be served only if there is sufficient available capacity at the moment of his/her arrival. That is, a class-i customer can be served only if there are currently at least A i units available in the system. However, customers can be rejected even if there exists sufficient available capacity to serve them. (Rejecting a customer now possibly enables serving more profitable customers in the future.) The assumption is that customers that are not satisfied upon arrival, either due lack of capacity or because they are rejected, are lost and leave the system immediately. The goal is to find an admission policy that maximizes the expected long-run revenue rate.
For each policy π, let R π (T ) be the revenue achieved by policy π over the interval [0, T ]. Next define R(π), the expected long-run revenue rate of a policy π as
where the expectation E π is taken with respect to probability measure induced by policy π.
At any point of time t, the state of the system is specified by the class of each customer currently being served, as well as the time that elapsed from the moment of his/her arrival. Without loss of generality, we restrict attention to state-dependent policies. That is, policies that are represented as measurable functions from the state-space defined above to actions. (The actions are whether to accept a class-i customer in the current state.) It is straightforward to verify that for each feasible policy, there exists a state-dependent policy that achieves at least the same expected long-run average revenue. Note that each state-dependent policy induces a Markov process over the state-space. Moreover, using analogous arguments to those used in Theorems 1, 4 and 5 of [19] , one can show that for any state-dependent policy π, the corresponding Markov process has a unique stationary distribution which is ergodic. Thus, for each state-dependent policy, the limit in (1) above is well-defined. Furthermore, since the induced Markov process is ergodic, we can omit the expectation in the numerator of (1).
As in most stochastic control optimization models, dynamic programming framework is the most common way to formulate the problem. However, it is straightforward to see that the corresponding state-space of the underlying dynamics program is very large even for simple special cases. In particular, it seems computationally intractable to solve the dynamic program and compute the optimal policy. For example, consider the special case with service times that follow exponential distributions. The state in this case is specified merely by the number of customers of each class currently being served. However, the corresponding state-space grows exponentially fast in capacity C, and becomes computationally intractable.
LP-Based Approach
In this section, we construct a simple linear program (LP) that provides an upper bound on the achievable long-run average revenue rate. Our LP is identical to the one used by Iyengar and Sigman [9] and is based on similar ideas used by Adelman [3] in the queueing networks framework. However, we shall show how to use the optimal solution of the LP to construct a simple admission control policy that is called class selection policy (CSP). Moreover, the LP will be used to analyze the performance of the proposed CSP. In particular,
we shall show that the expected long-run revenue rate of the CSP policy is guaranteed to be near-optimal for any capacity value C and that the policy is asymptotically optimal as C grows to infinity. More specifically, we shall show that
where OPT denotes the optimal control policy, A denotes the maximum resource requirement (i. 
An LP
We have already mentioned that any state-dependent policy induces a Markov process on the state-space of the system that has a unique stationary distribution. In particular, for each class i and a given statedependent policy π, there exists a stationary probability α (π)
i for accepting a class-i customer. Thus, the policy π is associated with the stationary probabilities α
M . Furthermore, the induced Markov process is ergodic. Therefore, by applying Little's law, we can use the stationary probability α
press the expected number of class-i customers being served in the system under state-dependent policy π
is the expected number of class-i customers being served in the system with infinite capacity and no rejections; in the context of communication networks it is usually called the traffic intensity.) It follows that the expected long-run revenue rate of policy π can be expressed
Similarly, the overall expected number of resource units being engaged to serve customers can be expressed
The physical constrains of the system discussed in this paper imply that, for any feasible policy, it is not possible to find more than C units being used to serve customers. We conclude that
for any feasible state-dependent policy π. This suggests the following LP:
Note that, for each feasible state-dependent policy π, the corresponding vector
M ) is a feasible solution to the LP defined by (3)- (5) above, and has objective value that is equal to the expected long-run revenue rate of policy π. In fact, the LP enforces the capacity constraint of the system only in expectation, while in the original problem this constraint should hold for every sample path. It follows that the LP from above relaxes the original problem and provides an upper bound on the optimal expected long-run average revenue. The LP defined by (3)- (5) (4) is satisfied. In particular, the optimal solution has the following structure:
for M the corresponding value of α M is possibly a fraction, i.e., 0 < α M ≤ 1; and, for i = M + 1, . . . , M , we have α i = 0. Next we shall use the optimal solution of the knapsack LP from above to construct an extremely simple admission policy, and show that its expected long-run revenue rate is guaranteed to be near-optimal in the sense defined in (2) above.
The Class Selection Policy
Let α * = (α * 1 , . . . , α * M ) be the optimal solution of the knapsack LP defined by (3)- (5) above. Then, we propose the following class selection policy:
Consider an arrival of a class-i customer (i = 1, . . . , M ):
• For each i = 1, . . . , M − 1, accept the customer as long as there is sufficient available capacity in the system upon arrival, i.e., at least A i units are available;
• If i = M , accept with probability 0 < α M ≤ 1 and as long as there is sufficient available capacity in the system upon arrival, i.e., at least A M units are available;
The CSP policy has a very simple structure. It always admits customers from the classes for which the corresponding value α * i in the optimal LP solution equals to 1, as long as capacity permits; it never admits customers from classes for which the corresponding value α * i equals to 0; it flips a coin for the possibly one class with fractional value α * M . The CSP is conceptually very intuitive in that it splits the classes into profitable and non-profitable that should be ignored. i arrive at rate λ i , and each requires A i servers for some random service time with mean µ i ; whenever a request arrives and the number of idle servers is not sufficient to serve it, the request is lost and leaves the system. It can be easily verified that the loss network model described above is identical to the stochastic process induced by the CSP policy.
Performance Analysis
One of the natural questions studied in the context of loss networks is what is the stationary blocking probability of a given request. That is, what is the stationary probability that a certain request arrives at some random time and the number of idle servers in the system is not sufficient to serve it. The latter question is directly related to the performance analysis of the CSP policy. Focus on the classes with positive α * i , say there are M of them. Without loss of generality, assume that there is no fractional variable in the optimal solution α * , i.e., for each i = 1, . . . , M , α * i = 1. (If α * M is fractional, we think of class M as having an arrival rate λ M = α * M λ i and then eliminate the fractional variable from α * .) For each i = 1, . . . , M , let P i be the stationary probability of rejecting a class-i customer under the CSP. It is straightforward to verify that probability P i is equal to the stationary blocking probability of a stream-i request in the corresponding loss network model described above. Specifically, let X i be the the stationary (random) number of class-i (stream-i) customers being served in the system at some random time under the CSP policy. Then from the PASTA property ( [22] ), it follows that
Moreover, the expected long-run revenue rate of the CSP policy can be expressed as
However,
is the optimal value of the LP, which is an upper bound on the achievable expected long-run revenue rate for any feasible policy. Thus, a key aspect of the performance analysis of the CSP policy is lower bounding probabilities 1 − P i or, equivalently, upper bounding probabilities P i . In particular, (6) above implies that any uniform constant bound on these probabilities can be directly translated to a performance guarantee of the CSP policy. Specifically, if 1 − P i ≥ β for each i = 1, . . . , M , it follows that
In the rest of the analysis, we shall establish upper bounds on the corresponding blocking probabilities 
Identical Resource Requirements
First, we discuss the special case in which the number of required resource units is the same for all classes; without loss of generality, assume that for each i = 1, . . . , M , A i = 1. In this special case, the blocking probabilities are identical for all classes 1, . . . , M . Specifically,
, where X k denotes the stationary (random) number of class-k customers being served in the system under the CSP policy. 
(ii) P i ↑ 0 as C → ∞, regardless of other parameters of the problem such as the price rates, service time distributions and number of classes.
Proof : Recall that probabilities P i s are the same and equal to the blocking probability in the corresponding loss network model described above. That is, P i = P( being served in the infinite capacity system described above. Sevastyanov (see [19] ) showed that, for each n = 0, . . . , C, we have
Equation (7) M j=1 y j = n}. Using (7) above, we express
Next we use the following identity for each n = 0, . . . , C,
Also, observe that function
. This, together with Constraint (4), implies that
is decreasing in C and equal to 1/2 for C = 1. Moreover, expression
n! e −C approaches 0.5 as C grows to infinity (e.g., see 6.5.34 of [1] ). Thus, using Stirling approximation, we obtain
which concludes the proof of the lemma.
We have obtained the following theorem. In light of Theorem 4.2 above, we note that if C = 1, it is extremely easy to compute the optimal policy. In fact, one can improve the performance guarantee of the CSP policy by solving the problem exactly
for small values of C, and apply the LP-based policy only for values of C where it becomes computationally intractable to compute the optimal policy. Taking this strategy will improve the overall performance guarantee.
We also note that the bound in Theorem 4.2 above is tight with respect to the LP defined by (3)- (5) above. Specifically, consider the case where there is a single class with ρ 1 = 1 = C. Clearly, the optimal policy is to accept every customer as long as there exists sufficient available capacity. It can be verified that the expected long-run revenue rate of the optimal policy is half the optimal value of the LP. Thus, there is no hope of proving guarantees stronger than half using the LP as the only upper bound.
Non-identical Resource Requirements
Next, we consider the case where each class may have different resource requirement A i . Again, we assume that there is no fractional variable in the optimal solution of the LP, α * , and that there are M ≤ M classes with positive α * i variable. That is, α * i = 1, for each i = 1, . . . , M . It is now clear that the respective blocking probabilities P 1 , . . . , P M are not identical. However, using the result of Sevastyanov ([19] ), for each i = 1, . . . , M , blocking probability P i is expressed as
In particular, it follows that if A i ≥ A j then P i ≥ P j . The analysis in this case is more involved compared to the analysis in the case with identical resource requirements. The main difficulty comes from the fact that if the resource requirements for each class are different, then
we can assume that all the resource requirements are equal 1.) This makes the analysis significantly harder.
Nevertheless, we will show that the CSP policy is asymptotically optimal, even if the resource requirements are not identical.
We shall show that all blocking probabilities P 1 , . . . , P M diminishes to zero as ratio C/A 8 grows to infinity. In light of (10) and the discussion above, it is sufficient to show that
diminishes to 0 as ratio C/A 8 grows to the infinity. Specifically, we will show that
is asymptotically at least 0.25 as ratio C/A 8 grows to infinity. Indeed, this implies that blocking probabilities P 1 , . . . , P M diminish to 0 as ratio C/A 8 grows to infinity. We first focus on the case where
and C/A 4 grows to infinity. Then probability 
Let B ⊆ S be the set of all blocking states. That is,
Let S M be the projection of S to the space of the variables (y 1 , . . . , y M −1 ). Specifically,
. Focus now on y ∈ S M , and consider the set of values of y M for which state (y , y M ) is a blocking state, i.e., (y , y M ) ∈ B. Denote this
≤ A consecutive integers. Moreover, since the random variables
The first inequality follows from the fact that for each y ∈ S M , the set B M (y) consists of at most A consecutive integers and y∈S M P (y) ≤ 1. (This is the sum of probabilities of disjoint events.) The second inequality follows from the properties of the Poisson distribution. In particular, the maximum probability assigned to a specific value is at most z! e −z is monotone decreasing in z, by our assumption,
Moreover, using Stirling approximation, we know that the function
. Therefore, as C/A 4 grows to infinity, probability
This concludes the proof of the lemma.
Next, we show that as C/A 8 grows to infinity, probability ρ i , and let Q be a discrete random variable that is equal to A k with probability ρ k /λ. Next, we express random variable
is a sequence of independent and identically distributed random variables equal in distribution to Q, and are independent of W . (It is easy to verify that random variable
In order to prove the lemma, we develop two lower bounds for probability P(0 ≤ W i=0 Q i ≤ C); one of the bounds is based on the Central Limit Theorem and the other on Chebyshev inequality. Then, we show that, as the ratio C/A 8 grows to infinity, at least one of the two lower bounds is asymptotically at least 0.25.
Clearly,
The first inequality follows from the fact that we restrict attention to event [W ≤ λ]. The second inequality follows from the fact that Q i 's are nonnegative, W is an integer-valued random variable and we restrict
The first equality follows from the fact that W is independent of λ i=0 Q i . Finally, the last inequality follows from the fact that
First, consider the last expression in (13) 
where τ 0 > 0 is a universal constant and Φ(x) is the cumulative distribution function of a Normal distributed random variable with mean 0 and standard deviation σ λ . Since γ ≤ A 3 , we can extend (14) above to
Thus, as C/A 8 grows to infinity, and unless σ is going to 0 faster than C/A 8 , the lower bound developed in (13) above approaches 0.25. Since we only assume that the ratio C/A 8 grows to infinity, irrespective of other parameters of the model (which can be arbitrary), we can not assume that σ is a constant.
Next, we develop the second lower bound that is based on Chebyshev inequality, and is strong when σ goes to 0. Using similar arguments to (13) above, we can condition on event
, and obtain
Focus on the first term P(W ≤ λ − √ λ 4 ). We claim that, as λ ≥ C A 2 grows to infinity, the probability
. We have already seen that P(W ≤ λ) approaches 0.5. Thus, it is sufficient to show that
. However, by arguments identical to the one used in the proof of Lemma 4.3 above, we obtain that
. Using Stirling approximation, we conclude that, indeed,
as λ ≥ C A 2 grows to infinity. Now, we focus on the second term
Thus, by applying Chebyshev inequality, we derive
where the last inequality follows from the fact that E[Q] ≥ 1.
(1 − 0.25/∆), it follows that the lower bound developed in (15) above approaches 0.25 as C/A grows to infinity. Otherwise, we get
and the lower bound developed in (13) above is asymptotically at least 0.25 as C/A 8 grows to infinity. This concludes the proof of the lemma. 
. Using the notation introduced above, we wish to show that probability P(
However, by the properties of Poisson random variable (see 6.5.34 of [2] ), it follows that probability We note that for fixed A, one can derive similar uniform performance guarantees for the CSP policy as capacity C grows to infinity. Also, note that the analysis in Section 4 still holds if the price rate of each class is a random variable with mean r i .
P(W >
We note that the CSP policy and the asymptotic analysis can be extended to models with multiple resources. Let C j be the capacity of resource j = 1, . . . , N , and let A i,j ∈ Z + be the number of units of resource j requested by class i. One can write a packing-type LP that provides a similar upper bound on the best achievable revenue rate. Specifically, we have a constraint M i=1 α i ρ i A ij ≤ C j , for each j = 1, . . . , N . This LP can be solved and one can derive a CSP policy that accepts class-i customer with probability α i as long as there is sufficient amount of available resources to satisfy her/his requirement. Suppose now that, for each class-i, the number of different resources required by a customer of this type (i.e., number of resources with A i,j > 0) is bounded by some constant K. Then, one can use the uniform bound for the blocking probabilities to show that they diminish to 0 as long as K is kept fixed.
A Comparison of the Performance Analysis with Existing Approaches
Next we would like to contrast our performance analysis with existing literature. As already mentioned, there are several results that establish the asymptotic optimality of different policies. However, all of the existing results assume: (i) exponentially distributed service time; (ii) simultaneous scaling of the arrival rates and the capacity (That is, we set C n = nC and λ n = nλ, and let n grow to infinity.); (iii) other parameters of the problem, such as the number of classes and resource requirements, are kept fixed.
In contrast, our analysis holds for general service time distributions, and it only requires that the ratio C/A 8 grows to infinity, letting other parameters of the problem, such as arrival rates, number of classes and resource requirements (below A), be arbitrary. The analysis highlights the fact that the most important characteristic of the problem is the ratio between the capacity and the resource requirements of different classes. Moreover, the fact that our performance analysis relies on the LP-based upper bound enables us to compute explicit and uniform performance bounds for each value of the ratio C/A.
Price-Driven Customer Arrivals
In this section, we consider an extension of the model discussed in Section 2 in which the arrival rates of the different classes of customers are affected by prices. Specifically, consider a two stage decision. At the first stage we set the respective prices r 1 , . . . , r M for each class. This determines the respective arrival rates λ 1 (r 1 ), . . . , λ M (r M ). (The rate of class i is affected only by price r i .) Then, given the arrival rates, we wish to find the optimal admission policy that maximizes the expected long-run revenue rate. In particular, we assume that λ i (r i ) is nonnegative, differentiable and decreasing in r i for every 1 ≤ i ≤ M . In addition, there exists a price, say r max , such that for each i = 1, . . . , M , we have λ i (r) = 0 for r ≥ r max .
Using arguments analogous to the discussion in Section 3, we construct an upper bound on the achievable expected long-run revenue rate through the following nonlinear program (NLP1):
s.t.
We denote this nonlinear program by (NLP2) and describe it as follows:
bi-section search on interval [0, r max ]. The complexity of this procedure depends on the complexity of maximizing (r i − Θ)ρ i (r i ) for each 1 ≤ i ≤ M . It is not hard to check that there are at least two tractable cases are: In both of the two previous cases, objective functions (r i − Θ)ρ i (r i ), 1 ≤ i ≤ M , are concave and could be solved using standard methods.
