We establish a Cramér-type moderate deviation result for selfnormalized sums of weakly dependent random variables, where the moment requirement is much weaker than the non-self-normalized counterpart. The range of the moderate deviation is shown to depend on the moment condition and the degree of dependence of the underlying processes. We consider two types of self-normalization: the bigblock-small-block scheme and the interlacing or equal-block scheme. Simulation study shows that the latter can have a better finite-sample performance. Our result is applied to multiple testing and construction of simultaneous confidence intervals for high-dimensional time series mean vectors.
1. Introduction. Self-normalized sums have attracted considerable attention recently. In comparison with their non-self-normalized counterpart, the range of Gaussian approximation can be much wider under same moment conditions. Let X i , 1 ≤ i ≤ n, be independent mean zero random variables and S n = n i=1 X i . Define the self-normalized sum (1.1)
The following Cramér type moderate deviation result is a version of Theorems 2.1 and 2.3 of Jing, Shao and Wang (2003):
Theorem 1.1. Let X i , 1 ≤ i ≤ n, be independent with EX i = 0, E|X i | 2 > 0 and E|X i | 2+δ < ∞ for 0 < δ ≤ 1 and all i. Then there exists an absolute constant A such that
for all 0 ≤ x ≤ d n,δ , and |O(1)| ≤ A. If in addition, If in (1.1), (1.4) and (1.2) we use the non-self-normalized version with T ′ n = S n /(E(V 2 n )) 1/2 , then the range of x such that (1.4) (or (1.2)) holds can be much narrower. The moderate deviation result of type (1.4) (or (1.2)) plays an important role in statistical inference of means since in practice one usually does not know the variance var(S n ) = E(V 2 n ). Even if the latter is known, it is still advisable to use T n , due to its wider range of Gaussian approximation. For a comprehensive study of self-normalized sums we refer to ( [17] ) and ( [30] ).
The main purpose of this paper is to establish a Cramér-type moderate deviation result for self-normalized sums of weakly dependent random variables under weak moment conditions. This result should be very useful for statistical inference on dependent data with fat-tailed marginal distributions. In this case due to the dependence the self-normalized denominator V n in (1.1) is no longer valid. In the context of resampling theory for weakly dependent processes, block bootstrap procedures were proposed for adjusting for dependence; see [28] and [23] . However, the problem of tail Gaussian approximation is rarely studied. In this paper we first propose two types of self-normalized sums based on the big-block-small-block scheme and the interlacing or equal-block scheme, and then establish their associated moderate deviation theory. It is shown that, due to the dependence, the range of Gaussian approximation is narrower than their independent counterparts, but is still wider than their non-self-normalized ones under same polynomial moment conditions.
Although we focus on establishing a self-normalized Cramér-type moderate deviation result for weakly dependent data, our proof technique could be used to extend additional self-normalized limit theorems in Jing, Shao and Wang (2003) , [25] and others surveyed in [30] from independent data to weakly dependent data with finite moments.
The rest of this paper is structured as follows. Section 2 introduces weakly dependent processes in terms of β-mixing coefficients and functional dependence measures. These notions of dependence are not nested. Together they cover a large class of widely used (nonlinear) time series models. Section 3 provides two types of self-normalized sums for dependent data and derive their moderate deviation theorems. It also presents a two-sample moderate deviation extension. Section 4 gives an application to multiple test for highdimensional time series mean vectors, where the test in [21] is generalized to the dependence setting. Section 5 presents a simulation study, which indicates that the self-normalized sums based on the interlacing scheme performs very well in finite samples. All the proofs are given in Section 6.
2. Dependence Measures. There are many different notions of temporal dependence for general (nonlinear) time series. In this paper we focus on two measures of dependence that have been shown to cover a large class of time series models commonly used in statistics, econometrics, finance and engineering.
2.1. β-mixing. Many widely used nonlinear time series models can be shown to be beta-mixing and/or strong-mixing.
Let {X t } ∞ t=1 be a sequence of random variables that may be non-stationary. Let I t −∞ and I ∞ t+j be σ−fields generated respectively by (X −∞ , · · · , X t ) and (X t+j , · · · , X ∞ ). Define
{X t } ∞ t=−∞ is called β-mixing (or absolutely regular) if β(j) → 0 as j → ∞ and is strong mixing if α(j) → 0 as j → ∞.
There are alternative yet equivalent definitions of these mixing conditions for Markov processes. For a strictly stationary Markov process
The Markov process {X t } is said to be α − mixing if
||T t φ|| 1 → 0 as t → ∞;
and the Markov process {X t } is β − mixing if
It is well-known that 2α(t) ≤ β(t). See, e.g., Bradley (2007) . The notion of β − mixing for a Markov process is closely related to the concept called V − ergodicity (in particular 1 − ergodicity), see e.g., Meyn and Tweedie (1993) . Given a Borel measurable function V ≥ 1 , the Markov process
the Markov process {X t } is V − unif ormly ergodic if for all t ≥ 0,
for positive constants c and δ. A stationary process that is V-uniformly ergodic will be β − mixing with an exponential decay rate provided that E[V (X t )] < ∞. This connection is valuable because one can show that a Markov time series is beta mixing by applying the famous drift criterion (for ergodicity): There are constants λ ∈ (0, 1) and d ∈ (0, ∞), a norm-like function Γ() ≥ 1 and a small set K such that
In this case, {X t } is geometric ergodic and beta mixing with an exponential decay rate. There is also a drift criterion for sub-geometric ergodicity or beta mixing decay at a slower than exponential rate. See, e.g., Tong (1990) , Meyn and Tweedie (1993) and Chan and Tong (2001) .
Many nonlinear time series econometrics models are shown to be beta mixing (and hence strong mixing) via Tweedie's drift criterion approach. See, e.g., Tong (1990) for threshold models, Chen and Tsay (1993a, b) for functional coefficient autoregressive models and nonlinear additive ARX models, Masry and Tjφstheim (1995) Wu (2005 Wu ( , 2011 . Suppose that (X t ) is a causal process that can be represented as
where G t (·) is a measurable function such that X t is a well-defined random variable, and F t = σ(. . . , ε t−1 , ε t ). Here ε t , t ∈ Z, are independent and identically distributed (i.i.d.) random variables. Let (ε * i ) i∈Z be an iid copy of (ε i ) i∈Z , and
Assume that, for all t, X t has finite rth moment, r > 2. Define the functional dependence measures as
Note that θ r (m) is closely related to the impulse response function for linear processes and it can be interpreted as a nonlinear generalization of impulse response functions. We say that (X t ) is geometric moment contraction (GMC; see Wu and Shao 2004) if there exists ρ ∈ (0, 1) and 0 < τ ≤ 1 such that
It is easily seen that (2.3) is equivalent to θ r (m) = O(ρ m τ 1 ) for some ρ 1 ∈ (0, 1). We emphasize that GMC does not imply geometric β-mixing. Andrews (1984) gave a simple AR(1) example: X t = (X t−1 + ε t )/2, where ε t are i.i.d. Bernoulli(1/2). This process is not α-mixing (and hence not β-mixing), however it satisfies GMC (2.3) with ρ = 1/2 (or a 2 = log 2).
Examples of GMC. Consider the infinite order autoregressive process
where ε k are i.i.d. and R is a measurable function; see Wu (2011) and Doukhan and Wintenberger (2008) . Assume there exists a nonnegative sequence (w j ) j≥1 with w * = ∞ j=1 w j < 1 such that
By Equations (27) and (28) in Wu (2011) , since ∞ j=1 w j < 1, (2.4) has a strictly stationary solution of the form
To obtain a bound for θ k , we define the sequence a k with a 0 = δ 0 , and
If w j decays sub-geometrically in the sense that, for some ρ ∈ (0, 1), τ ∈ (0, 1) and C 0 > 0, as j → ∞,
Then by elementary calculations, the recursion (2.5) has the asymptotic relation
which entails GMC condition (2.3). If in (2.6) τ = 1, then for some ρ 0 ∈ (0, 1), we have
3. Main results. Let {X i , i ≥ 1} be a sequence of random variables satisfying
for r > 2 and c 1 < ∞. Set S k,m = k+m i=k+1 X i and S n = S 0,n . Assume that there exists a positive number c 2 such that
We shall assume that {X i } is weakly dependent which can be either geometric β-mixing or geometric moment contracting (GMC); see Sections 3.3 and 3.4, respectively. For independent random variables, (1.1) is the natural form for normalized sum. The situation is quite different when dependence is present. There are a few ways to account for dependence. Section 3.1 proposes the big-blocksmall-block normalized sum, while Section 3.2 introduces an interlacing normalized sum. For both schemes we can establish their moderate deviations for either geometric β-mixing or GMC processes. Blocking technique is a common way to weaken dependence; see for example Lin and Foster (2014).
3.1. Big-block-small-block Normalized Sum. Partition {X i , 1 ≤ i ≤ n} into consecutive big blocks and small blocks. Let
where H j,1 (resp. H j,2 ) are large (resp. small) blocks, and the corresponding block sums
Consider the self-normalized big-block sum
Under geometric β-mixing condition (3.9) or GMC condition (2.3), one can easily prove that W n d.
→ N (0, 1).
If the mean is common but unknown, i.e., E(X i ) = µ for all i with µ unknown, we consider the Student t-statistic
which is W n in (3.4). Denote by I * n the interlaced version of W * n in (3.5):
Here we shall treat I n with m 1 = m 2 as a separate case since we only use half of the data from odd blocks {1, 2, . . . , m}, {1+ 2m, 2+ 2m, . . . , 3m}, . . ., while if α 1 > α 2 we essentially use all the data. Our simulation study shows that the equal-block scheme has a better finite-sample normal approximation accuracy performance, especially when the dependence of the underlying process is relatively strong. By excluding data X i from even blocks {m + 1, . . . , 2m}, {1 + 3m, . . . , 4m}, . . ., we expect that the dependence among (Y 1 , Y 2 , . . .) is weaker than block sums (Y 1,1 , Y 1,2 , Y 2,1 , Y 2,2 , . . .) as in Section 3.1. The better finite-sample performance of the interlacing normalized sum I n can be intuitively explained by the fact that, due to the dependence, for two consecutive blocks, the second block does not add too much new information. This is especially so when the dependence is strong. Based on this, we shall treat it as a separate case. A similar version can be computed if we use only even blocks.
Moderate Deviation under Geometric
, and |O(1)| ≤ A. In particular, we have
If τ = 1 = δ and we choose α 1 = α 2 = 1/2, then (3.10) yields
as x n → ∞ and x n = o(n 1/4 ). Note that when X i are independent, Theorem 1.1 gives a wider range of x n = o(n 1/2 ). If τ = 1 = δ and we choose α 1 = α 2 = 1/4, then (3.11) implies (3.13)
Again when X i are independent, Theorem 1.1 gives a wider range of 0 ≤ x ≤ o(n 1/6 ). In practice, it is more common to use the Student t-statistic W * n rather than the self-normalized W n . We have the same result for W * n in (3.5).
Theorem 3.2. Let Conditions (3.1) (with unknown mean µ), (3.2) and (3.9) hold. Then Results (3.10) and (3.11) also hold for W * n .
3.3.1. Moderate deviation for two-sample statistic. The results can be easily extended to two independent sequences of β-mixing random variables. Let {X (1) i , i ≥ 1} and {X (2) i , i ≥ 1} be two independent sequences of β-mixing random variables with the same order of mixing decay rate and satisfy (3.14)
0,n . Assume that there exists positive numbers c 2 , a 1 , a 2 and τ such that
and
Theorem 3.3. Under Conditions (3.14), (3.15) and (3.16), Results (3.10) and (3.11) remain valid forŴ n .
Moderate Deviation under Geometric Moment Contraction.
In this subsection we consider time series models that satisfy the GMC condition of Wu and Shao (2004) . Similarly as (3.9), assume that there exist a 1 , a 2 > 0 and 0 < τ ≤ 1 such that
(1) Assume Conditions (3.1), (3.2) and (3.17). Let 0 < α < 1 and 2 < r ≤ 3. Then there exist finite constants c 0 , A depending only on c 1 /c 2 , a 1 , a 2 , α, r and τ such that I n in (3.7) satisfies the following moderate deviation theorem
for all 0 ≤ x ≤ c 0 min(n (1−α)/2 , n ατ /2 ) and |O(1)| ≤ A. In particular, we have
for all 0 ≤ x ≤ c 0 min(n (1−α)(r−2)/(2r) , n ατ /2 ) and |O(1)| ≤ A. and (3.19) hold with I * n in (3.8).
If we increase τ or r, then the range for x could be wider. Let τ = 1, r = 3 and α = 1/4. Then the moderate deviation (3.19) implies (3.13) uniformly in the range 0 ≤ x ≤ o(n 1/8 ). In comparison, if α 1 > α 2 , then the big-block-small-block self-normalized sum (3.11) has a moderate deviation with a narrower range. Note that the former only uses half of the data. This phenomenon suggests that, when dependence is present, one can use fewer data to achieve higher accuracy. The latter claim is justified in a simulation study in Section 5.
3.5. Small Sample Corrections. In our interlacing normalized sum I n in (3.7), if Y j are i.i.d. standard normal, then I n ∼ t k , a t-distribution with degrees of freedom k. Note that k ∼ n 1−α /2, which is much smaller than n. In actual application of Theorem 3.4, instead of the normal distribution function Φ, we suggest using the t k distribution. Similar claims can be made for I * n , W n and W * n as well. See [32] , [16] and others for similar suggestions.
Applications.
As the result of Jing, Shao and Wang (2003) has been widely applied in statistics and econometrics for independent data, our results should be very useful in similar applications with spatial dependent data and time series observations. As an illustrative yet important application, in this section we apply our theory to a time series extension of multiple tests of Fan, Hall and Yao (2007) .
Consider the problem of estimating the mean vector µ = (µ 1 , . . . , µ p ) ′ of a stationary p-dimensional vector process Z i = (Z i1 , . . . , Z ip ) ′ . Assume that there exists a constant C < ∞ such that, for all 1 ≤ l ≤ p, E(|Z il | 3 ) ≤ C. For the dependence condition, assume either the β-mixing condition (3.9) or the GMC condition (3.17) holds with τ = 1 uniformly for all component process (Z il ) i∈Z , l = 1, . . . , p. Namely there exist finite positive constants a 1 and a 2 , independent of p, such that (3.9) or (3.17) holds. Assume that the dimension p satisfies log p = o(n 1/4 ). 
As discussed in Subsection 3.5, the finite-sample performance can be improved if in (4.2) we use quantiles of t distributions. The simultaneous confidence intervals in (4.2) can be used for testing the hypothesis
We reject the null hypothesis at level α if there exists one of the intervals in (4.2) that does not include the corresponding µ • l .
Example 4.1. (High-dimensional linear process) Let η ij , i ∈ Z, 1 ≤ j ≤ p, be i.i.d. random variables with mean 0, variance 1 and with finite rth moment; let η i = (η i1 , . . . , η ip ) ′ and
where A j = (a j,kl ) k,l≤p are coefficient matrices. Assume that there exists a constant c < ∞ such that, for all k ≤ p, 
where G(·, ·) = (G 1 (·, ·) , . . . , G p (·, ·)) ⊤ is a measurable function and η i , i ∈ Z, are i.i.d. random variables. We now introduce a set of sufficient conditions for the stationarity of (4.4). Let r > 0. Assume that there exists L ∈ (0, 1) such that
and C > 0, θ > 0 and z 0 such that
Following the argument in [35] , we conclude that the recursion (4.4) has a stationary solution of the form Z i = g(F i ) satisfying Z i r ≤ C 1 p θ for some C 1 > 0, and the function dependence measure
holds for all i ≥ 0. Then the functional dependence measure for each component series (Z ij ) i∈Z is also bounded by C 1 p θ L i for all j = 1, . . . , p. A careful check of the proof of Theorem 3.4 indicates that (3.19) is still valid, by noticing that if in m-dependence approximation, the lag m ≥ κn 1/4 for a sufficiently large κ, then p θ L m ≤ L m/2 in view of (4.1). Therefore, based on the sample Z 1 , . . . , Z n , the intervals (4.2) are 1 − α (conservative) simultaneous confidence intervals for the mean vector µ = EZ i .
5.
A simulation study. In this section we shall study the finite-sample approximation accuracy in Theorems 3.1 and 3.4. Consider the AR(1) process
where ε i are i.i.d. standard normal and |ρ| < 1, and the ARCH(1) process
where ε i are also i.i.d. standard normal and a and b are real parameters with E(bε 0 ) 2 < 1, namely |b| < 1. The larger the value of ρ or b, the stronger the dependence of the process (X i ) or (U i ), respectively. We choose 10 levels: ρ = 0, 0.1, . . . , 0.9 and b = 0, 0.1, . . . , 0.9. For ρ = 0 (resp. b = 0), (X i ) (resp. (U i )) are i.i.d. normal. Note that, if b = 0.9 then E(|U i | 3 ) = ∞ since E(|bε 0 | 3 ) > 1. In fact, according to Basrak, Davis and Mikosch (2002) , let p = p(b) be such that E(|bε 0 | p ) = 1. Then U i has finite rth moment with r ∈ (0, p), but E(|U i | p ) = ∞.
Choose n = 1000. In W * n of (3.5) we let m 1 = 43 and m 2 = 7. In the interlacing version I * n of (3.8) we let m = 50. In Theorems 3.3 and 3.4, we consider 25 levels of x: x = 1.6, 1.7, . . . , 4.0. As discussed in Section 3.5, instead of the Gaussian approximation, more accuracy can be gained if we use t distribution. Assuming that the data X i are i.i.d. standard normal. Then I * n has t distribution with degrees of freedom n/(2m) − 1 = 9. Besides I * n and W * n , we also consider the self-normalized sum If X i are i.i.d. standard normal, then it is easily seen that T * n ∼ t n/(2m)−1 = t 19 and also W * n ∼ t k−1 = t 19 . Table 1 shows the tail probabilities based on Gaussian and t distributions. The last column presents the ratio between Gaussian and t 9 tail probabilities. When x becomes larger, as expected, the Gaussian approximation becomes worse. Tables 2, 3 and 4 show the ratios P (T * n ≥ x)/(1 − P (t 19 ≥ x)), P (I * n ≥ x)/(1−P (t 9 ≥ x)) and P (W * n ≥ x)/(1−P (t 19 ≥ x)), where the probabilities P (T * n ≥ x), P (I * n ≥ x) and P (W * n ≥ x) are approximated by simulating 10 6 realizations of the AR(1) process (5.1). As the dependence becomes stronger, namely ρ is bigger, or x moves away from 0, the moderate deviation approximations for T * n and W * n become worse with the latter being slightly better, while the interlacing normalized sum I * n has a relatively consistent good performance. Similar conclusions can be made for the ARCH process (5.2). For example, when x = 4 and b = 0.9, with 10 6 repetitions, the above three ratios are 0.65, 0.70 and 0.63, respectively. Details are omitted. In practice, we suggest using I * n . Table 3 . Moderate deviation ratios P (I * n ≥ x)/(1 − P (t 9 ≥ x)) for the AR(1) process (5.1) with x = 1.6, . . . , 4.0 and ρ = 0, . . . , 0.9. x ρ = 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 Table 4 . Moderate deviation ratios P (W * n ≥ x)/(1 − P (t 19 ≥ x)) for the AR(1) process (5.1) with x = 1.6, . . . , 4.0 and ρ = 0, . . . , 0.9. x ρ = 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9such thatξ i , 1 ≤ i ≤ n are independent and
This is Lemma 2.1 of Berbee (1987) . By Theorem 4.1 in Shao and Yu (1996) we have Lemma 6.2. Under assumptions (3.1) and (3.9), the following holds
for any 2 ≤ r ′ < r, m ≥ 1, k ≥ 0, where c 0 is a constant depending only on r ′ , r, a 1 , a 2 and τ .
Proof of Theorem 3.1. Clearly, (6.1) and (3.2) yield
LetỸ j , 1 ≤ j ≤ k be independent random variables such thatỸ j and Y j,1 have the same distribution for each 1 ≤ j ≤ k. Set
. By Lemma 6.1 and k ≤ n/(2m 2 ), we have
We next apply Theorem 1.1 toW n . It follows from (1.4) that
This and (6.3) imply that there exist finite constants c 0 , A depending only on c 1 /c 2 , a 1 , a 2 , r and τ such that (6.5)
uniformly in 0 ≤ x ≤ c 0 n (1−α 1 )/2 , and |O(1)| ≤ A. This proves (3.10).
It also follows from (1.2) that (6.6) 2+δ) ) . This and (6.3) imply (3.11).
For the proof of Theorem 3.4, we need to use the following lemma.
Lemma 6.3. Let ζ i , 1 ≤ i ≤ n be independent non-negative random variables with Eζ Applying Theorem 1.1 toĨ n , we have, for some constant c 4 > 0, that
= exp O(1) (1 + x) r k r/2−1 (6.12) for 0 ≤ x ≤ c 4 k 1/2 . Hence (3.18) follows from (6.12), (6.9), (6.10) and (6.11) with elementary calculations. (3.19) follows similarly.
