In this paper we are concerned with threshold-one contact processes on lattices. We show that the probability that the origin is infected converges to 0 at an exponential rate I in the subcritical case. Furthermore, we give a limit theorem for I as the degree of the lattice grows to infinity. Our results also hold for classic contact processes on lattices.
Introduction
In this paper we are concerned with threshold-one contact processes on lattices Z d , d = 1, 2, . . . For any x, y ∈ Z d , we write x ∼ y when there is an edge connecting these two vertices. We say that x and y are neighbors when x ∼ y. The threshold-one contact process {η t } t≥0 on Z d is with state space {0, 1}
In other words, at each vertex of Z d there is a spin taking value 0 or 1. For each x ∈ Z d and t > 0, the spin at x at moment t is denoted by η t (x). Furthermore, we define η t− (x) as η t− (x) := lim s<t,s↑t η s (x).
Hence η t− (x) is the spin at x at the moment just before t. {η t } t≥0 evolves according to independent Poisson processes {N x (t) : t ≥ 0} x∈Z d and {Y x (t) : t ≥ 0} x∈Z d . For each x ∈ Z d , N x is with rate 1 and Y x is with rate λ, where λ > 0 is a parameter called the infection rate. At t = 0, each spin takes a value from {0, 1} according to some probability distribution. Then, for each x ∈ Z d , the spin at x may flip only at event times of N x and Y x . For any event time s of N x , η s (x) = 0 no matter whatever η s− (x) is. For any event time r of Y x , if η r− (x) = 1, then η r (x) = 1. If η r− (x) = 0, then η r (x) = 1 when and only when at least one neighbor y of x satisfies η r− (y) = 1. Therefore, {η t } t≥0 is a spin system (see Chapter 3 of [6] ) with flip rates function given by Intuitively, the threshold-one contact process describes the spread of an infected disease. Vertices with spin 1 are infected individuals while vertices with spin 0 are healthy. An infected vertex waits for an exponential time with rate one to become healthy while a healthy vertex is infected by neighbors with rate λ when at least one neighbor is infected.
Our main result in this paper about the threshold-one contact process {η t } t≥0 also holds for the classic contact process {β t } t≥0 . The flip rates function of β t is given by
The main difference between η t and β t is that for β t , a healthy vertex is infected at rate proportional to the number of infected neighbors. The threshold-one contact processes is introduced in [2] by Cox and Durrett as a tool to study threshold voter models (see Part two of [8] and [1, 5, 7, 10, 12] ). [2] gives an important dual relationship between the threshold-one contact process and an additive Markov processes. According to this dual relationship, [2] shows that the critical value λ c (d) for the threshold-one contact process on Z d satisfies λ c (d) ≤ 2.18/d. [11] develops this result by showing that lim d→+∞ 2dλ c (d) = 1. In recent years, there are some works concerned with threshold contact processes with threshold K > 1. [9] shows that the critical value λ c (d, K) for the threshold K > 1 contact process on [3] shows that the same conclusion holds for the case on regular trees T N and gives the rate at which λ c (T N , K) converges to 0 as N grows to infinity.
Main result
In this section, we will give the main result of this paper. First we introduce some notations. For d ≥ 1 and λ > 0, we denote by P λ,d the probability measure of the threshold-one contact process {η t } t≥0 on Z d with infection rate λ. We denote by E λ,d the expectation operator with respect to P λ,d . We write η t as η
We denote by δ 1 and δ 0 configurations in {0, 1}
for each x ∈ Z d . We denote by O the origin of Z d and denote by e 1 the unit vector (1, 0, 0, . . . , 0). Since the threshold-one contact process is attractive (see Chapter 3 of [6] ), for any t > s and λ 1 > λ 2 ,
As a result, it is reasonable to define the following critical value.
, the process η t converges weakly to δ 0 as t → +∞, which is called the subcritical case.
In the subcritical case, we are concerned with the rate at which the probability that O is infected converges to 0 as the time t grows to infinity. To introduce our main result, we give a lemma at first.
After giving λ a proper scale, we obtain the following limit theorem of I(λ, d) as our main result.
Theorem 2.2 shows that for subcritical threshold-one contact process with infection rate λ, the probability that O is infected converges to 0 as t → +∞ at an exponential rate approximate to 2λd − 1 when the dimension d is sufficiently large.
According to the dual relationship introduced in [2] , there is an intuitive explanation for Theorem 2.2. When the dimension d is large, the thresholdone contact process is similar with a branching process such that each particle generates 2d particles at rate λ or dies at rate one. The mean of the sum of the particles at t is exp{(2λd − 1)t}.
In Theorem 2.2, the case where λ > 1/2 is trivial, since [11] shows that
Similar conclusion with Theorem 2.2 holds for the classic contact process {β t } t≥0 , the flip rate function of which is given in (1.2).
and
In this paper, the proof of theorem about β t is similar with that of the counterpart conclusion about η t . We will give all the details in the proof of theorem about η t and give just a sketch for the proof of theorem about β t .
At the end of this section, we give the proof of Lemma 2.1. The proof of Theorem 2.2 is divide into Section 3 and Section 4.
Proof of Lemma 2.1. We utilize the dual relationship introduced in [2] . Let {A t } t≥0 be a Markov process with state space
and flip rate functions
A t ∪ {y : y ∼ x} at rate λ for any t ≥ 0 and each x ∈ A t . We write A t as A A t when A 0 = A. Then, according to [2] , there is a dual relationship between {η t } t≥0 and {β t } t≥0 such that
As a result, according to strong Markov property,
Since A t is symmetric for Z d and is a monotone process under the partial order that A ≥ B if and only if A ⊇ B,
on the event {A t = ∅}. By (2.5) and (2.6),
and hence,
for any t, s ≥ 0.
The existence of I(λ, d) follows from (2.7) and Fekete's Subadditive Lemma. By Fekete's Subadditive Lemma,
The proof of the existence of J(λ, d) is nearly the same as that of I(λ, d) by the self-duality of {β t } t≥0 introduced in Theorem 6.1.7 of [6] .
Proof of the existence of J(λ, d). Let C t = {x ∈ Z d : β t (x) = 1} and write C t as C A t when C 0 = A, then according to Theorem 6.1.7 of [6] ,
The existence of J(λ, d) follows from (2.8) and a similar analysis with that after (2.4) in the proof of Lemma 2.1.
Upper bound
In this section we will give upper bounds for
The proofs of Theorem 2.2 for cases where λ = 0 and λ > 1/2 are trivial. According to [11] , lim
As a result, for λ > 1/2 and sufficiently large d, λ c (d) < λ/d and
Therefore,
for λ > 1/2 and sufficiently large d. The above analysis also holds for J(λ/d, d) since [4] shows that the critical value λ c (d) for the classic contact process
When λ = 0, O waits for an exponential time with rate one to become healthy and will never be infected again. Hence,
Now we only need to deal with the case where λ ∈ (0, 1/2). The following lemma gives an upper bound for I(λ, d).
As a direct corollary, max lim sup
Proof of Lemma 3.1. According to the flip rate functions of {η t } t≥0 given in (1.1) and Hille-Yosida Theorem,
since O has 2d neighbors and {η t } t≥0 is symmetric for Z d .
Then, according to Grönwall's inequality,
The analysis for J(λ, d) is similar. According to the flip rate functions given in (1.2),
Then J(λ, d) ≤ 2λd − 1 follows from the same analysis as that of I(λ, d).
Lower bound
In this section we will give lower bounds for I(λ/d, d) and J(λ/d, d) for λ ∈ (0, 1/2). The main tool we utilize is a Markov process {ζ t } t≥0 with state space [0, +∞) Z d introduced in [11] . In other words, for {ζ t } t≥0 , there is a spin at each vertex of Z d taking a nonnegative value.
Let {N x (t) : t ≥ 0} x∈Z d and {Y x (t) : t ≥ 0} x∈Z d be the same Poisson processes as that in Section 1. {ζ t } t≥0 evolves according to {N x } x∈Z d and
For any event time s of N x , ζ s (x) = 0 no matter whatever ζ s− (x) is. For any event time r of Y x , ζ r (x) = ζ r− (x) + y:y∼x ζ r− (y). Between any adjacent event times of Poisson processes, ζ t (x) evolves according to deterministic ODE
In other words, if there is no event time of
It is useful for us to give the generator of {ζ t } t≥0 . For any ζ ∈ [0, +∞)
x ∈ Z d and m ∈ [0, +∞), we define U (ζ, x) = ζ(x) + y:y∼x ζ(y) and define
Then, the generator Ω of {ζ t } t≥0 is given by
is the partial derivative of f (ζ) with respect to the coordinate ζ(x).
The following lemmas are crucial for us to give lower bound for I(λ, d).
There is a coupling of η δ1 t and ζ t such that
for each x ∈ Z d and t ≥ 0.
Proof. For any t ≥ 0 and x ∈ Z d , we define 
for any t ≥ 0.
Proof. According to the generator of {ζ t } t≥0 given in (4.2) and Theorem 9.1.27 of [6] ,
Let Q = q(x, y) x,y∈Z d be the Q-matrix of the continuous time simple random walk on Z d such that
where
In other words, P t is the transition function of the simple random walk with Q-matrix Q.
According to classic theory of continuous time simple random walk on Z d , there exists C > 0 such that
for any t ≥ 0, where C does not depend on λ and d. Therefore,
for any t ≥ 0 and x ∈ Z d . Then, the following lemma holds for F .
Lemma 4.3. For any
where e 1 = (1, 0, 0, . . . , 0).
Proof. (4.5) follows directly from the generator of {ζ t } t≥ given in (4.2) and Theorem 9.3.1 of [6] .
Lemma 4.4. If λ satisfies GH = µH
for some µ > 0 and H :
Proof. Let ζ 0 (x) = H(x) for each x ∈ Z d , then, according to Lemma 4.1, Lemma 4.2, and Hölder's inequality,
We denote by
By direct calculation, for any
By (4.8) and classic Theory for ODE on Banach Space, ODE (4.5) has the unique solution such that
(4.8) ensures the sum in (4.10) is finite. By (4.9),
Since H is the eigenvector of G with respect to the eigenvalue µ, H is also the eigenvector of Γ t = e tG with respect to the eigenvalue exp{tµ}.
As a result,
By (4.7) and (4.12),
To search λ and µ satisfies the condition in Lemma 4.4, we introduce the simple random walk on Z d ∪ {△}, where △ ∈ Z d is an absorbed state.
. .} be simple random walk on Z d ∪ {△} with transition probability
We will give H(x) with the form R(x, d, p). For this purpose, we need the following lemma.
Proof. The conclusion is trivial for x = O. For x = O and 0 ≤ p 1 < p 2 ≤ 1, we construct a coupling for
The transition probability matrix P of the coupling process
(4.14)
It is easy to check that P gives a coupling of S n (d, p 1 ) and
then, by (4.14) and (4.15), Furthermore,
Proof. For p ∈ (0, 1], we define
It is obviously that K(p) is decreasing in p. By Lemma 4.5, K(p) is continuous in p.
The existence and uniqueness of p(λ, d) follows from (4.19), (4.20) and the fact that K(p) is continuous and decreasing in p.
according to the fact that p(λ, d) satisfies (4.17) and
for each x = O, it is easy to check that
As a result, (4.18) follows from Lemma 4.4.
To give a limit theorem of p(λ, d), we need the following lemma.
Proof.
On the other hand, Finally, we give the proof of lim
Proof. For any λ ∈ (0, 1/2), we define
Then by (4.17) and Lemma 4.7,
Therefore, 
