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R E S U M E 
Dans les methodes de commande extremale par perturbations, un signal d'excitation 
exogene est additionne a l'entree de commande et le gradient, calcule par une cor-
relation entre les variations de l'entree et celles de la sortie du systeme, est asservi a 
zero. Le principal inconvenient de cette categorie de methodes est leur faible vitesse 
de convergence. Cette limitation est liee au fait qu'une triple separation d'echelles 
de temps entre la dynamique du systeme, le signal d'excitation, l'estimation du 
gradient et l'adaptation de commande doit etre respectee. Cette these examine at-
tentivement ces separations temporelles en vue d'ameliorer les performances de ce 
type de schemas de commande extremale en terme de vitesse de convergence. 
Une solution classique consiste a accelerer la dynamique du systeme en utilisant un 
algorithme de commande approprie et de permettre, ainsi, une convergence arbi-
trairement rapide. Dans le cadre de ce travail, nous considerons le cas d'un systeme 
non lineaire dynamique, mono-entree, mono-sortie, plat dont la dynamique de la 
sortie plate est inversee par linearisation exacte. II est demontre que, meme pour ce 
scenario relativement avantageux, il existe une dynamique residuelle entre la sortie 
plate commandee et la variable optimisee qui impose une limitation fondamentale. 
Si la dimension de la dynamique residuelle est inferieure ou egale a un, une vitesse 
de convergence arbitrairement elevee peut etre obtenue. Ce n'est cependant plus le 
cas pour une dynamique residuelle de dimension superieure. 
Une limite sur l'acceleration de la dynamique du systeme ayant ete atteinte, une 
augmentation de la valeur de la frequence du signal d'excitation est alors conside-
ree. S'il est admis que le dephasage induit par un signal d'excitation rapide peut 
destabiliser le systeme, un resultat original etablit que lorsque la frequence du signal 
d'excitation est augmentee, le systeme, tout en restant stable peut converger loin de 
l'optimum. Le probleme de precision est analyse en detail et il est demontre que la 
distance entre l'optimum et la solution obtenue par une methode de perturbations 
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est proportionnelle au carre de la frequence de l'excitation et ne tend pas vers zero 
pour une amplitude d'excitation tendant vers zero. Une exception etant le cas d'une 
approximation de Wiener-Hammerstein, pour laquelle l'erreur tend vers zero avec 
l'amplitude de l'excitation et done pour laquelle la frequence du signal d'excitation 
peut etre arbitrairement elevee sans nuire a la precision. 
Augmenter la frequence du signal d'excitation pour une representation de Wiener-
Hammerstein permet d'accelerer la convergence mais peut cependant conduire a 
une instabilite due a l'apparition d'un dephasage. Un schema de compensation de 
phase est done propose pour garantir la stabilite. Cette boucle de compensation 
de phase necessitant la connaissance du signe du gradient, un signal d'excitation 
supplement aire a basse frequence doit etre introduit. 
Concernant les systemes non lineaires dynamiques plus generaux, et comme dis-
cute precedemment, la frequence du signal d'excitation est choisie selon des criteres 
de precision. II apparait done naturel, pour une acceleration de la convergence, 
de modifier l'algorithme d'estimation du gradient. L'idee la plus simple, consiste a 
remplacer l'estimation du gradient par filtrage et correlation par l'algorithme clas-
sique des moindres carres avec facteur d'oubli. Mathematiquement, 1'utilisation des 
moindres carres permet de reduire le probleme d'une echelle de temps et done de 
passer outre la separation temporelle entre le signal d'excitation et l'estimation du 
gradient. Les resultats de simulation montrent que l'utilisation des moindres carres 
au lieu du filtrage ameliore la vitesse de convergence d'un ordre de grandeur. 
L'algorithme des perturbations est equivalent a une interpolation des donnees par 
un modele lineaire et au calcul du gradient a partir de ce modele. La derniere partie 
de ce travail se pose la question de savoir si une augmentation de la complexite du 
modele (e.g. modele quadratique ou modele de connaissance plutot qu'un simple 
modele lineaire) pourrait ameliorer la precision ou la vitesse de convergence. II est 
demontre que lorsqu'une mesure de la fonction objectif est disponible, l'ordre de 
l'erreur sur la commande optimisante est independant de la complexite du modele 
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si l'amplitude et la frequence du signal d'excitation sont suffisamment faibles. Les 
deux techniques proposees pour l'acceleration de la convergence sont appliquees au 
probleme d'optimisation en temps reel d'une colonne de flottation utilisee pour le 
desencrage de papier recycle. Les resultats obtenus sont compares aux performances 
de la methode des perturbations standard. 
En conclusion, cette these propose differentes techniques d'acceleration pour diffe-
rents scenarios. Une convergence arbitrairement rapide peut etre rendue possible 
par une commande en cascade lorsque la dynamique residuelle est de dimension 
un. Pour des systemes de Wiener-Hammerstein, il est aussi possible d'obtenir une 
convergence arbitrairement rapide avec un signal d'excitation de frequence elevee et 
une compensation de phase. Pour des systemes non lineaires dynamiques plus gene-
raux, la frequence du signal d'excitation est limitee par la precision et un modele de 
complexite arbitraire peut etre utilise avec un algorithme de moindres carres pour 
l'obtention de la vitesse de convergence maximale atteignable. 
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A B S T R A C T 
In perturbation-based extremum-seeking methods, an excitation dither signal is 
added to the input, and the gradient, computed from the correlation between the 
input and output variations, is forced to zero. The main drawback of this method is 
the speed of convergence, since several time-scale separations have to be respected; 
between the system dynamics and the dither, dither and gradient estimation, and 
gradient estimation and control. This dissertation takes a close look on these time-
scale separations in the interest of improving the convergence speed of the schemes. 
The traditional idea is to render the system dynamics as fast as possible by using 
appropriate control, thereby leading to arbitrarily fast convergence. In this work, we 
consider the fairly advantageous scenario of single-input single-output flat nonlinear 
dynamic system where the dynamics with respect to the flat output are inverted 
using feedback linearization. Even here, it is shown that there exists a residual 
dynamics between the controlled flat output and the optimized variable which may 
pose a fundamental limitation. If the dimension of the residual dynamics is less 
than or equal to one, arbitrary fast convergence can be achieved, though this is not 
the case for higher dimension residual dynamics. 
Having touched the limit on accelerating the system dynamics, increasing the value 
of the dither frequency is considered. It is well known, that the phase shift caused 
by a fast dither could destabilize the system. However, what is new is that when the 
dither frequency is increased, the system might converge away from the optimum. 
The precision issue is analyzed in detail and it is shown that the distance between 
the optimum and solution reached by the perturbation method is proportional to 
the square of the frequency of excitation and does not go to zero even when the 
amplitude of the excitation goes to zero. However, for Wiener/Hammerstein ap-
proximations, the error will indeed go to zero with the excitation amplitude and so 
the dither frequency can be increased arbitrarily without loss of precision. 
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Increasing the value of the dither frequency in Wiener/Hammerstein representation 
can accelerate convergence, but may lead to instability due to the phase shift intro-
duced. So, a phase compensation scheme is presented to ensure stability. The phase 
compensation loop in turn requires the sign of the gradient, for which an additional 
low frequency dither needs to be introduced. 
For general nonlinear systems, as discussed before, the dither frequency is fixed 
from precision requirements. So, the next idea for accelerating convergence is to 
change the gradient estimation algorithm. It is proposed to change the gradient es-
timation using correlation and filtering into the traditional least squares algorithm 
with a forgetting factor. Mathematically, using least-squares avoids one time-scale, 
which in turn means that time-scale separation between the dither and gradient 
estimation can be done away with. Simulation results show that using least-squares 
instead of filtering improves the speed of convergence by an order of magnitude. 
The perturbation algorithm is equivalent to fitting a linear model to the data and 
computing the gradient from this linear model. The last part of this work asks the 
question of whether increasing the model complexity (e.g., quadratic or a funda-
mental model instead of a simple linear one) would improve precision or convergence 
speed. It is shown that when a measurement of the objective function is available, 
the order of the error on the optimizing control is independent of the model com-
plexity as long as the excitation amplitude and frequency are sufficiently small. 
The two proposed methods for convergence speed improvement are used for the 
Real-Time Optimisation of a deinking flotation column and the obtained results 
are compared to the performance of the standard perturbation method. 
In conclusion, the thesis provides various acceleration techniques for various scena-
rios. Arbitrarily fast convergence is possible by cascade control when the residual 
dynamics is of dimension one. For Wiener/Hammerstein system, again arbitrarily 
fast convergence is possible with fast dither and phase compensation. For general 
Xll 
nonlinear systems, the dither frequency is limited by the precision and a model of 
any complexity can be used with a least squares algorithm to provide the fastest 
convergence possible. 
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L'annee 2007 a vu celebrer le trois-centieme anniversaire de Leonhard Euler, ma-
thematicien et physicien suisse qui reste jusqu'a aujourd'hui l'un des scientifiques 
les plus prolifiques de tous les temps. Son oeuvre comporte en effet trente volumes 
de mathematiques, trente-deux de mecanique et d'astronomie et douze de physique 
et de recherches diverses. 
Dans sa "Dissertation sur le principe de la moindre action", Euler (1753) demontre 
que les lois de la nature repondent systematiquement a un "principe d'epargne" de 
l'energie. 
Deux siecles plus tard, il ne s'agit plus de laisser a la nature le pouvoir de decision 
en la matiere, et la theorie de la commande automatique utilise le formalisme etabli 
par Joseph Louis Lagrange, un disciple d'Euler, pour contraindre un systeme dyna-
mique donne a evoluer de maniere a optimiser un critere fixe par l'utilisateur. Rudolf 
Kalman, l'un des pionniers de la recherche dans ce domaine, resout le probleme de 
commande optimale d'un systeme lineaire avec critere quadratique et montre que 
sa solution est celle d'une equation de Riccati (Kalman, 1960). Un probleme de 
commande optimale consiste a trouver la sequence de commandes a appliquer a un 
systeme pour que sa sortie suive la meilleure trajectoire au sens d'un critere choisi 
par le concepteur. 
La complexity de ce type de problemes fait que la solution obtenue est dans la 
plupart des situations, une exception etant le cas d'un systeme lineaire avec critere 
quadratique mentionne precedemment, une fonction du temps et non des etats du 
systeme et done que son implantation est realisee en boucle ouverte et ne beneflcie 
pas des avantages de la contre-reaction (feedback) notamment en terme de reduc-
tion de la sensibilite et de rejet de perturbations. C'est la commande predictive par 
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modele interne (Cutler and Ramaker, 1980), (Richalet et al., 1978), (Morari and 
Lee, 1999) qui apporte la solution a ce probleme en proposant une optimisation 
du modele embarque dans l'algorithme de commande sur un horizon glissant et un 
recalage de ce modele sur la mesure apres chaque cycle de commande. 
Pour l'ensemble de ces methodes, le critere a optimiser est en general une distance 
entre la trajectoire ("probleme de poursuite") ou la valeur ("probleme de regula-
tion") de la sortie mesuree ou estimee et celle de la sortie desiree. Un terme de cout 
energetique ou economique peut aussi apparaitre dans le critere. La sortie desiree 
est le plus souvent le resultat de l'experience acquise dans la conduite du systeme. 
Elle peut aussi etre fournie par une optimisation hors ligne effectuee sur un modele 
de simulation suffisamment complexe pour refleter les proprietes du systeme reel 
sur une large gamme de fonctionnement. 
Le probleme generique de la determination en ligne de la valeur de cette sortie de-
siree, notre principale preoccupation pour ce travail, recoit le nom d'optimisation 
en temps reel. Aujourd'hui, alors que les industries de transformation de la matiere 
font face a une forte competition mondiale, les techniques d'optimisation en temps 
reel des procedes representent une opportunity pour une meilleure exploitation des 
ressources disponibles. 
L'optimisation en temps reel des procedes est souvent divisee en deux grandes fa-
milies de methodes. D'abord les methodes a base de modele ("methodes indirectes") 
qui utilisent des modeles de l'installation pour predire les conditions optimales 
d'operation. Puis, les methodes sans modele ("methodes directes") qui supposent 
que la fonction objectif est mesuree, et pour lesquelles les variables manipulees sont 
ajustees de maniere a evoluer dans la direction de minimisation (ou de maximisa-
tion) du critere. Ces methodes sont inspirees des techniques "E.V.O.P." (Evolutio-
nary OPeration) introduites par Draper and Li (1954). 
Une approche particuliere de l'optimisation en temps reel est celle employant des 
techniques de commande extremale. Dans Krstic and Wang (2000) la paternite de 
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cette approche est attribuee a Maurice Leblanc, ingenieur et industriel frangais du 
debut du XXlfeme siecle. Le probleme traite dans Leblanc (1922) est celui de la 
commande de moteurs de locomotives par un courant alternatif. L'auteur propose 
de faire varier de maniere automatique une auto-induction (self-induction) pour 
rendre maximale l'intensite d'un courant induit. Comme souligne par Ariyur and 
Krstic (2003), cette methode de commande extremale represente le premier algo-
rithme de commande adaptative. Au cours des annees soixante, les travaux relatifs 
a la commande adaptative se scindent en deux axes de recherche, celui concernant 
le probleme de la stabilisation de la sortie d'un systeme dynamique et celui dont 
l'objectif est l'optimisation d'une fonction de la sortie d'un systeme dynamique 
(Astrom, 1995), (Sternby, 1980). Dans la premiere categorie, la stabilite du schema 
de commande adaptative par modele de reference ("M.R.A.C." pour Model Refe-
rence Adaptive Control) est demontree par Parks (1966) en utilisant le formalisme 
des fonctions de Lyapunov. La seconde categorie n'a pu, quant a elle, faire l'objet 
d'une analyse de stabilite rigoureuse que jusqu'a recemment avec la publication par 
Krstic and Wang (2000) d'une preuve formelle de convergence du schema de com-
mande extremale par la methode des perturbations. Cette contribution majeure a 
renouvele l'interet de la communaute automaticienne pour cette classe de methodes 
et stimule la publication de nombreux travaux portant autant sur la synthese de 
methodes originales que sur leurs applications. Guay and Zhang (2003) proposent 
une alternative a la methode des perturbations n'exigeant plus de disposer d'une 
mesure de la fonction objectif mais ou il est cependant necessaire de connaitre la 
structure parametrique exacte de cette fonction. Ces travaux ont egalement contri-
bue a raviver l'interet pour cette classe d'algorithmes d'optimisation en temps reel. 
Les auteurs font appel a des methodes de commande adaptative non lineaire rela-
tivement recentes (Kokotovic, 1992), (Krstic et al., 1995), (Sepulchre et al., 1997) 
qui permettent de simultanement stabiliser et optimiser un systeme. 
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Problematique 
Un procede industriel n'atteint que tres rarement un regime permanent du fait de 
la presence reguliere de perturbations externes affectant son operation. Cependant, 
l'objectif d'une loi commande extremale, comme par ailleurs celui de l'ensemble des 
algorithmes d'optimisation en temps reel implantes dans l'industrie, est d'optimi-
ser le systeme en regime permanent. Cette restriction au mode statique plutot que 
dynamique, resultat de la limitation de capacite des calculateurs industriels actuel-
lement disponibles, entraine un ralentissement considerable de la convergence des 
methodes se basant uniquement sur la mesure de la fonction objectif. Si cet aspect 
n'affecte que tres peu les methodes basees sur un modele, ces dernieres necessitent, 
quant a elles, la connaissance d'une structure de modele exacte, sous peine de faire 
converger l'algorithme vers un point d'operation non optimal. Or cette hypothese 
est difficilement realisable dans le cas de procedes industriels complexes. II apparait 
des lors qu'opter pour une categorie de methodes plutot qu'une autre represente 
un dilemme entre une precision suffisante sur l'optimum obtenu et une vitesse de 
convergence acceptable. Dans le cas d'un systeme rapide, il sera plus avantageux 
d'utiliser une methode basee sur la mesure de la fonction objectif lorsque celle-ci est 
disponible. Cependant, pour des systemes naturellement lents (en boucle ouverte) 
comme c'est le cas des procedes (bio)chimiques rencontres dans l'industrie les deux 
approches conduiront a de faibles performances en terme de precision pour la pre-
miere ou de vitesse de convergence pour la seconde. 
Objectif principal 
Dans le cadre de ce travail, partant de methodes basees sur une mesure de la fonction 
objectif, d'abord de la plus repandue d'entre elles : la methode des perturbations, 
puis de methodes plus generates, nous proposons d'analyser de maniere quantita-
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tive l'impact de l'acceleration de la convergence sur la precision de l'optimisation 
obtenue, et de formuler par la suite des schemas de commande extremale ameliores 
et suffisamment simples pour pouvoir etre implantes sur un calculateur industriel. 
La realisation de cet objectif principal nous a amene a formuler les objectifs suivants. 
Objectifs specifiques 
1. Analyser formellement leg limitations en terme de precision de la methode de 
commande extremale par perturbations pour une classe specifique de systemes : 
ceux pouvant etre representes par un modele de type Wiener-Hammerstein (Wit-
tenmark and Evans, 2001). 
2. Analyser formellement les limitations en terme de precision de la methode de 
commande extremale par perturbations pour une classe plus large de systemes non 
lineaires. 
3. Analyser formellement les limitations en termes de vitesse de convergence de la 
methode de commande extremale par perturbations. 
4. Proposer des strategies permettant d'accroitre la vitesse de convergence de cette 
methode. 
5. Generaliser les resultats obtenus aux methodes adaptatives d'ordre superieur. 
6. Valider ces resultats sur une unite industrielle. 
Organisation de la these 
Le Chapitre 1 presente une breve revue de la litterature reliee aux methodes d'op-
timisation en temps reel. Nous faisons, dans cette partie, le distinguo entre les deux 
grandes approches, i.e. les methodes a deux phases soit celles pour lesquelles la mise 
a jour de la commande est effectuee a chaque cycle d'optimisation et celles a base 
de commande extremale. Nous indiquons, par ailleurs, les principales limitations 
des methodes disponibles soit la faible vitesse de convergence dans un cas et la 
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convergence vers un point d'equilibre non optimal dans l'autre. 
Le Chapitre 2 prolonge l'analyse proposee par Krstic and Wang (2000) en mettant 
en evidence une dependance du point d'equilibre de l'algorithme de commande ex-
tremale par la methode des perturbations a la frequence du signal d'excitation. 
Le Chapitre 3 propose deux methodes simples d'acceleration de la convergence. 
La premiere s'applique aux systemes non lineaires dynamiques du type Wiener-
Hammerstein et utilise le principe de compensation de la phase induite par le sys-
teme. Une estimation de la phase en ligne dispense de la connaissance d'un modele 
du systeme et permet de compenser la phase du systeme. La seconde methode s'ap-
plique aux systemes non lineaires dynamiques plus generaux et consiste a estimer le 
gradient requis par l'algorithme de commande extremale en utilisant une methode 
de moindres carres avec facteur d'oubli. 
Le Chapitre 4 analyse les limitations de la structure en cascade communement sug-
geree pour l'acceleration de la methode des perturbations. 
Le Chapitre 5 decrit et analyse les conditions d'adequation du modele pour les me-
thodes d'optimisation en temps reel par commande extremale. Nous montrons que 
sous la condition d'une excitation suffisamment faible, la complexity du modele uti-
lise n'ameliore pas la qualite de l'optimisation en terme de precision et done qu'un 
modele de degre 1 est sumsant pour garantir une precision d'ordre donne. 
Le Chapitre 6 illustre les performances superieures des deux strategies d'acceleration 
de la convergence proposees, au travers de la simulation d'une unite de desencrage 
de pate a papier. 
Nous achevons en presentant les principales conclusions de ce travail et suggerons 
quelques axes futurs de recherche. 
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CHAPITRE 1 
REVUE DE LA LITTERATURE 
La litterature traitant des algorithmes d'optimisation en temps reel distingue tradi-
tionnellement deux classes de methodes. D'abord celles pour lesquelles la commande 
est calculee a chaque cycle d'optimisation et dont la solution s'ecrit : 
u* = argminv7(«) (1.1) 
u 
avec u 6 M.m vecteur des variables independantes mesurees, J G Rm —> R fonction 
objectif du probleme d'optimisation. 
II y egalement les methodes ou les iterations de l'algorithme d'optimisation sont 
alignees avec le temps reel selon la loi devolution suivante. 
avec k €.R gain fixant la vitesse d'adaptation de la commande u. 
La premiere categorie de methodes est designee par le vocable "Optimisation en 
temps reel" (l'acronyme "R.T.O." pour "Real Time Optimization" est souvent 
utilise). Dans cette these, nous appelerons ceci "optimisation numerique". La se-
conde categorie a d'abord ete presentee comme un probleme de commande (Leblanc 
(1922), Blackman (1962)) dont une particularite est que la consigne a appliquer est 
inconnue. Elle est aujourd'hui approchee comme un probleme d'optimisation sous 
le nom d'optimisation en temps reel par commande extremale ("Extremum See-
king control", "Extremal Control" ou "Peek Seeking Control") (Ariyur and Krstic, 
2003). 
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En plus de cette classification, nous ferons, comme indique au Tableau 1.1, une 
distinction supplemental entre deux families d'approches : celles employant un 
modele de connaissance du procede et qui suppose done une structure de modele 
exacte et celles utilisant un modele empirique ou "boite noire", e'est-a-dire basees 
sur un choix arbitraire d'une structure de modele. 





Modele de connaissance 
Section 1.1.1 
Marlin and Hrymak (1997) 
Zhang and Forbes (2006) 
Roberts (1979) 
Section 1.1.2 
Guay and Zhang (2003) 
DeHaan and Guay (2005) 
Marcos et al. (2004) 
Modele empirique 
Section 1.2.1 
Wellstead and Scotson (1990) 
Bozin and Zarrop (1990) 
Nascimento Jr. (1994) 
Bamberger and Isermann (1978) 
Golden and Ydstie (1989) 
Section 1.2.2 
Krstic and Wang (2000) 
Wang et al. (2000) 
Tan et al. (2006c) 
Garcia and Morari (1981) 
McFarlane and Bacon (1989) 
Golden and Ydstie (1989) 
Guay et al. (2004) 
Favache et al. (2006) 
Cougnon et al. (2006) 
Chacune des approches presentees dans le Tableau 1.1 est elaboree ci-dessous. 
1.1 Optimisation en temps reel a base de modeles de connaissance 
Cette classe de methodes utilise l'application de lois fondamentales de la physique 
pour la derivation d'un modele et le choix d'une structure (ou "parametrisation") 
de la fonction objectif utilisee pour l'optimisation du systeme. Cela correspond, 
en genie des procedes, a l'ecriture de bilans de masse, d'energie et de quantite de 
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mouvement (e.g. Dochain and Perrier, 2007) fournissant directement un modele 
d'etat de l'installation. 
1.1.1 Optimisation numerique avec modele de connaissance 
Formulation generate 
Marlin and Hrymak (1997) decrivent la structure generate d'un algorithme d'optimi-
sation en temps reel a base de modele de connaissance. Cette classe d'algorithme, 
rencontree dans la litterature sous la denomination d'"approche a deux phases" 
(Zhang and Forbes, 2006), est constitute d'une etape d'estimation des parametres 
du modele suivie d'une etape d'optimisation (Fig 1.1). Le probleme d'estimation est 
h, 
w 













FIGURE 1.1 Optimisation en temps reel avec approche a deux phases. 
celui de la determination des parametres d'un modele statique et peut etre formule 
comme suit 
9* = arg min G(x, u, 9) 
6 
F(u,x,0) = 0 (1.3) 
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avec u G R m vecteur des variables independantes mesurees, x G R9 vecteur des 
variables dependantes mesurees, 0 EW vecteur des parametres inconnus, F : R m x 
R9 x W —• R™ fonction vectorielle continue decrivant la dynamique du systeme et 
G : M m x r x K " - ^ R fonction objectif du probleme d'estimation. 
L'etape d'optimisation explicite s'ecrit 
min J(u, x, 9*) 
u 
s.t. S(u,x,6*) < 0 
F(u,x,9*) = 0 (1.4) 
avec 5" : R m x I ' x l p -> I 1 fonction vectorielle continue decrivant les contraintes 
d'operation et J : Rm x W x W —> R fonction objectif du probleme d'optimisation. 
Ces methodes consistent en une optimisation numerique d'un modele de Ins ta l l a -
tion et supposent que l'optimum du modele utilise est identique a celui de Ins ta l l a -
tion. L'egalite des deux optima resulte de la coincidence du modele avec le systeme 
au sens de la mesure utilise en (1.3) par suite de l'etape d'adaptation parame-
trique. Cependant, cette coincidence suppose l'hypothese d'une structure parfaite 
du modele (Ljung, 1999). Si la structure du modele et celle de l'installation sont 
differentes, l'algorithme R.T.O. peut conduire a operer l'installation en un point 
different de son optimum. 
Co'incidence des opt ima du modele et du sys teme 
L'analyse des conditions de coincidence des optima du modele utilise et de celui 
du systeme dans le cas d'une structure inexacte (ou volontairement approximee) 
apparait pour la premiere fois dans Biegler et al. (1985) pour un probleme voisin 
du schema R.T.O. 
Les auteurs considerent le probleme d'optimisation d'un modele "rigoureux" (equi-
valent du procede reel dans le schema R.T.O.) avec contraintes d'egalites et d'in-
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egalites : 
min J(u, x, 0) 
u 
s.t. S{u,x,0) < 0 
~F(u,x,9) = 0 
6-p(u,x,d,-y) = 0 (1.5) 
et celui de son approximation (equivalent du modele dans le schema R.T.O.) 
min J(M, X,9) 
u 
s.t. S(u,x,6) < 0 
~F(u, x,9) = 0 
6-K(u,x,d,p) = 0 (1.6) 
avec u vecteur des variables independantes, x vecteur des variables dependantes, 
0,7 et P parametres. En imposant que l'optimum du modele rigoureux satisfasse les 
conditions de Karush-Kuhn-Tucker pour le modele approxime, Biegler et al. (1985) 
obtiennent les condition suffisantes a l'optimum : 
VUK = VuP 
VXK = VxP 
VQK = Vgp 
(1.7) 
Forbes et al. (1994) fournit des conditions de coincidence des deux optima dans le 
cas, plus general, ou les variables apparaissant dans le modele ne sont pas identiques 
a celles du procede reel. Les auteurs utilisent le concept d'espace reduit c'est-a-
dire une reformulation du probleme initial d'optimisation avec contraintes en un 
12 
probleme d'optimisation sans contraintes par projection sur les contraintes actives. 
Dans cet espace reduit le gradient (reduit) s'ecrit 
V r J = [VUJVXJ] Z (1.8) 
ou Z forme une base du noyau (espace nul) du Jacobien de l'ensemble des contraintes 
actives. Le Hessien (reduit) s'ecrit 
2 J - ZT 
V 2 J 
V2 J 
V2 J 
V 2 J 
v u 
La condition de coincidence des optima du modele et du systeme est la suivante : 
Si u* est le minimum unique du systeme, alors il doit exister au moins un ensemble 
de valeurs du parametre ajustable 9 pour lequel 
V / I . = 0 
v rtJa\u=u — w 
et 
pour 
*uTV2Ja|u=u*u ^ 0,VM e S 
u VrJp|u=M*ti > 0, Vu e S 
ou Jp et Ja representent respectivement les fonctions cout du systeme et du modele 
et S l'ensemble des commandes admissibles. 
Plusieurs strategies sont proposees pour compenser l'effet d'une erreur de structure 
dans le modele utilise. Dans Roberts (1979), la methode I.S.O.P.E. (Integrated 
System Optimization and Parameter Estimation) utilise un critere augmente : a 
la fonction objectif initiale (considerant le modele) s'ajoute un terme de correction 
approximant le biais entre le modele et le systeme, la methode amene le gradient 
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du systeme a zero et conduit ainsi le systeme a son optimum : Plus specifiquement, 
la technique de Roberts (1979) est 
min P(u, x, 0) — XTu 
x,u 
s.t. F(u,x,6) = 0 
S(u,x,0)<0 (1.9) 
avec 
A = [ V u < s t , m e - Vux
T] [Vex
T] ~l VeP (1.10) 
et 
Vux
T jacobien des variables dependantes du modele par rapport aux variables de 
commande, V„a:^gteme jacobien des variables dependantes du systeme par rapport 
aux variables de commande, V#£T matrice de sensibilite des variables dependantes 
par rapport aux parametres et V#P sensibilite de la fonction objectif par rapport 
aux parametres. Les conditions necessaires d'optimalite au premier ordre conduisent 
a 
VUP
T = XT = [X7ux
T - Vuxs
T
ystfeme] [ V ^ ] "
1 VeP 
et done a 
VUP
T = 0. (1.11) 
L'evaluation du terme de correction \Tu dans (1.9) requiert l'estimation de la ma-
trice Vux
T . Cette estimation est effectuee par une perturbation de chacune des 
variables manipulees et necessite done d'attendre l'etablissement du regime perma-
nent des mesures disponibles. 
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1.1.2 Commande extremale avec modele de connaissance 
Dans l'approche a deux phases, les etapes d'estimation parametrique et de calcul de 
la commande optimisante sont effectuees de maniere sequentielle, les parametres du 
modele, apres convergence, sont utilises lors de la phase de calcul de la commande. 
A chaque cycle, les parametres sont mis a jour et une nouvelle commande est syn-
thetisee. En commande extremale adaptative, les etapes d'estimation parametrique 
et de calcul de la commande sont effectuees simultanement. Cette approche conduit 
cependant a une interaction entre les deux phases pouvant entrainer une instability 
de la boucle fermee. 
Pour illustrer ce concept, considerons l'exemple suivant. 
Exemple 1 
Soit le systeme dynamique decrit par l'equation d'etat 
x = f(x) + F(x)0 + G{x)u (1.12) 
avec x E Rn vecteur des variables d'etat du systeme, u £. Km vecteur des variables 
manipulees, 6 6 MP vecteur des parametres, / : Rn —> Rn fonction continue suf-
fisamment derivable, F : M.n —> Rn x p fonction matricielle continue suffisamment 
derivable, G : M.n —> Rn x m fonction vectorielle continue suffisamment derivable et 
une fonction objectif y de la forme 
y = P(x,6) (1.13) 
avec P : Rn x p —• R fonction continue suffisamment derivable. 
Pour resoudre en ligne ce probleme d'optimisation en temps reel, l'application de 
la loi de gradient presentee en introduction a ce chapitre, conduit, dans le cas ou la 




x = -k— 
ox 
Pour y parvenir, la loi de commande extremale adaptative par linearisation exacte 
suivante peut etre utilisee 
u = -G-1 (f(x) + F(x)6 + rj^-d\] (1.14) 
avec d(t) signal d'excitation exogene continu. 
L'observateur "O.B.E." (pour "Observer Based Estimator") (Bastin and Dochain, 
1986) et (Perrier et al., 2000)) suivant 
x = f(x) + F(x)6 - G(x)u + Ke (1.15) 
e = x — x (1-16) 
genere une erreur d'estimation e dont la dynamique s'ecrit 
e = F(x)d-Ke (1.17) 
Cette erreur est utilisee pour la mise a jour des parametres du modele selon la loi 
d'adaptation suivante 
B = -TeFe (1.18) 
avec 9 = 9 — 8 vecteur des erreurs d'estimation sur les parametres, e = x — x, 
vecteur des erreurs d'estimation sur les etats, Ti — Ff > 0 I = e,o, matrices de 
ponderations. 
En substituant (1.14) dans (1.12), on obtient la dynamique du systeme en boucle 
fermee suivante 
± = F{x)°-(l[~d) (L19) 
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Sous reserve d'une convergence sans biais du vecteur des parametres (i.e 9 = 0), le 
systeme en boucle fermee evolue vers l'optimum de la fonction objectif en utilisant 
un integrateur qui lui est inherent. 
Pour l'analyse de stabilite de ce schema, considerons la fonction de Lyapunov sui-
vante 
- K i - - ) ' ( i - ) T + ^ , , + ^ (1-20) 
dont la derivee temporelle s'ecrit 
et apres developpement, 
(1.22) 
Deux categories de termes apparaissent dans l'expression precedente : 
- Des termes de signe positif (formes quadratiques) : ( |£ — d) | ^ (fjr — d) et 
eTKe 
- Des termes de signe indetermine : ( ^ — d) (^-F(x)8 + §^g0 — d\ 
Pour garantir la convergence de la loi de commande extremale, les lois de commande 
et d'adaptation doivent done etre modifiees pour compenser l'effet de ces termes de 
signe indetermine 
Soient alors, les lois de commande et d'estimation modifiees suivantes 
u = -G-1 (f(x) + F{x)6 + Te (j^ - d\ + A (1.23) 
§ = -TeF
Te + t2 (1.24) 
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Apres developpement, il apparait que le choix 
garantit la stabilite du schema en boucle fermee. 
Cet exemple a permis d'illustrer la difficulty de synthetiser une loi de commande 
extremale adaptative du fait des interactions entre commande et estimation parame-
trique. Cette difficulty est levee dans Guay and Zhang (2003) ou les auteurs presente 
une technique de stabilisation-optimisation adaptative designee "Commande extre-
male par recherche adaptative d'extremum (ou A.E.S.C. pour "Adaptive Extremum 
Seeking Control") basee sur l'utilisation d'une fonction de Lyapunov assignable (ou 
C.L.F "Control Lyapunov Function" (Sepulchre et al., 1997). Contrairement aux 
methodes traditionnelles de synthese de lois commandes adaptatives, cette approche 
"constructive" deduit, a partir des conditions de stabilite, des lois de commande et 
d'estimation qui ne sont done plus choisies a priori. Les auteurs supposent la validite 
d'une parametrisation de la fonction objectif y de la forme 
y = p(xp,0p) (1.27) 
avec dp, un vecteur de parametres satisfaisant 
9P e n9 = {6P e W\
d2p^fp) ^ col <0,xpe R
m} (1.28) 
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le vecteur des variables d'etat du systeme 1 6 E " est partitionne en x — [xpx^]
T 
avec respectivement, 
xq = c/)(x) (1.29) 
xp = f(x) + Fp(x)9p + Fq(x)0q + G(x)u (1.30) 
avec u € Rm vecteur des variables manipulees, / : R™ —> Rm fonction continue 
suffisamment derivable, Fp : R" —» R
mxP fonction matricielle continue suffisamment 
derivable et y : Rpxp —> R fonction objectif continue suffisamment derivable. 
Une extension de l'algorithme de commande extremale par recherche adaptative 
d'extremum en presence de contraintes inegalites est proposee dans DeHaan and 
Guay (2005). 
Le probleme s'ecrit formellement 
min p(t,xv, s, 9) 
xpem
m 
s.t. gj(t,xp,s) <0,j = l...mg 
hj(t,xp,s,6) <0,j = l...rrih (1.31) 
Le systeme est suppose admettre une partition de la forme x = [x^x^]T avec res-
pectivement, 
xP = fP(x) + Fp(x)6p + Gp{x)u 
xq = fq(x) + Fq(x)9q (1.32) 
avec M£M m vecteur des variables manipulees, fp : R
ra -+ Rm et fp : R" -> R
n _ m 
fonctions continues suffisamment derivables. 
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L'utilisation d'un critere augmente permet une prise en compte des contraintes 
1 m9 rnh 
Pa(t, xp, s, 6) = p(t, xp, s,0) + — Y^ ^(9j(t, xp, s)) +Vh^2 *(M*>
 XP> s 'd)) C1-33) 
Vg j=1 j = 1 
avec i]g,r]h > 0 constante fixee. Les contraintes dures apparaissent dans le terme 
de fonction barriere (\&) et les contraintes molles dans celui de fonction de penalite 
( * ) • 
La fonction de Lyapunov utilisee s'ecrit : 
V = \ \ \ ^ ^ ~ d(t)\\2 + \0TpT-% + \e
T
qT~% + i | |e | |
2 (1.34) 
avec $i = 9i — 6i I = p, q, vecteur des erreurs d'estimation sur les parametres, 
e = xp — xp, vecteur des erreurs d'estimation sur les etats apparaissant dans la 
fonction objectif, Ti — Tf > 0 I = p,q, matrices de ponderations et d(t) signal 
d'excitation exogene continu. 
L'estimation des parametres est effectuee en utilisant un observateur O.B.E. couple 
a un algorithme de projection. L'equation d'observation s'ecrit : 
xP = f(x) + Fp(x)6p + Fq(x)0g + G(x)u + Ke (1.35) 
e = xv — xv (1.36) 
avec K matrice de gains symetrique, definie positive. 
Cette equation d'observation genere une erreur d'estimation de la forme : 
e = Fp{x)9p + Fq(x)dq - Ke (1.37) 
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utilisee pour l'adaption des parametres 0P et 0q, selon l'algorithme de projection 
suivant : 
0q = TqFT(x) 
dp(xp, dp) _ . . \ d
2p(xp, 6P) g T 
dXr, 
ep = Proj {ev,YpF^x) 
dxpdxT 
dp(xp, 0P) _ ^ d
2p(xp, 0P) + ^ 
dxn \J Ju ><p\J <AJ V) 
(1.38) 
(1.39) 
avec Proj{.,.} algorithme de projection (Krstic et al., 1995) choisi tel que 
0pTp -
dp(xp: dp) _ \ d
2p(xp, 0P) g T 
dxTl dxpdx? 
Fp}dp>0 (1-40) 
et 6p 6 VLQ. 
Comme souligne par les auteurs, l'utilisation d'un algorithme de projection garan-
tit la convexite de l'estimee de la fonction objectif p(xp,0p). La loi de commande 
obtenue s'ecrit : 
u = -b







ep - d{t) 
f{x)+Fp{x)0p + Fq(x)0q 
b(x,0) dp(xp,dp) dxp d(t) 
d2p(xp, Op) G{x) 
et d(t) signal exogene determine de maniere a satisfaire une condition de persistence 
d'excitation. 
Dans DeHaan and Guay (2005), le probleme d'optimisation est decompose en deux 
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etapes : Une premiere phase realisee dans une boucle externe genere le point de 
consigne optimal en utilisant la fonction de Lyapunov assignable. La partie des 
etats (xq), n'intervenant pas dans la fonction objectif y, est supposee stable ou sta-





La loi de mise a jour du point de consigne optimal s'ecrit 






2pa . t (u , , , 







2 \ dxp dxpdt J 2 
(1.44) 
et A;esi, keS2 > 0, parametres de reglages et Ms, constante fixee. 
La seconde phase de l'algorithme est une boucle interne realisant la poursuite de 
la trajectoire de reference generee par la boucle externe. La fonction de Lyapunov 
assignable utilisee est 
T / 1 II 71(2 
V t = 2 "Xp ~ r ~ d" }.ffrr-
10 + -\\e\\2 
2 2" " 
(1.45) 
De maniere similaire au cas sans contraintes (Guay and Zhang, 2003), un observa-
teur O.B.E. permet de generer une erreur d'estimation utilisee pour la reconstruc-
tion des parametres du modele par une methode de projection. La loi de commande 
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obtenue par les auteurs s'ecrit 
u = -G~l (fp{x) + Fp(x)§ - r - d - ktzt) (1.46) 
avec 
zt = Fp{x)9 - ktzt (1.47) 
Mentionnons, enfin, que dans Marcos et al. (2004), l'algorithme est etendu au cas 
ou une partie seulement du vecteur des variables d'etat est mesurable. Le probleme 
est alors resolu par l'utilisation d'un observateur d'ordre reduit (Khalil, 1996). 
1.2 Optimisation en temps reel a base de modeles empiriques 
Comme pour les methodes a base de modeles de connaissance, celles utilisant des 
modeles empiriques peuvent etre classees en deux categories, les methodes utilisant 
une approche a deux phases et celles utilisant une loi de commande extremale. 
1.2.1 Optimisation numerique avec modele empirique 
Les modeles empiriques utilises pour l'optimisation en temps reel sont de natures 
diverses et nous les presentons ici par ordre de complexite croissante. Une double 
classification peut etre entreprise pour cette categorie de modeles : d'abord selon 
leur nature statique ou dynamique puis de leur caractere lineaire ou non lineaire, 
1.2.1.1 Modele non lineaire statique 
L'utilisation d'un modele statique quadratique a ete proposee par Wellstead and 
Scotson (1990). Les auteurs utilisent une forme incrementale et justifient ce choix 
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par la reduction du nombre de parametres a estimer qu'il entraine. Si y(t) represente 
la fonction devant etre maximisee a l'equilibre et x(t) la variable manipulee, le 
modele du systeme s'ecrit : 
y(t) = y* - a(x(t) - x*)2 (1.48) 
avec y* valeur optimale de y(t), x* commande optimale et a parametre du modele 
quadratique. La forme incrementale de (1.48) s'ecrit : 
Ay(t) = 2x*aAx(t) - aAx2(t) (1.49) 
avec : 
Ay(t) = y(t)-y(t-l) 
Ax(t) = x(t) - x(t - 1) 
Ax2(t) = x2(t)-x2(t-l) 
Un algorithme de type moindres carres recursifs permet d'estimer les parametres 
&i et a.2 du modele : 
Ay(t) = &iAx(t) + a2Ax
2{t) (1.50) 
et de calculer la commande optimale au temps suivant selon : 
Oil 
*(t + 1) = ~-h + Xpertit + 1) (1.51) 
le signal xpert(t) est un signal exogene dont le role est d'assurer une condition de 
persistance d'excitation. Bozin and Zarrop (1990) montrent que sous reserve d'un 
choix adequat du signal d'excitation xpert(t), l'algorithme converge. De plus, si les 
non-linearites et les dynamiques negligees sont sumsamment faibles, la commande 
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(toujours si la condition de persistance d'excitation est satisfaite) converge vers une 
valeur proche de la commande optimale. Cependant, les auteurs montrent qu'un 
biais sur la commande a l'equilibre apparait si la fonction objectif est impaire et 
que le signal d'excitation decroit trop rapidement, soit une situation ou les non 
linearites negligees ne sont plus suffisamment faibles (le modele quadratique est 
une fonction paire de la commande). Pour pouvoir maintenir un niveau d'excita-
tion permettant la poursuite de la commande optimale en presence de variations du 
systeme et ce meme en presence d'un non linearite impaire (anti-symetrique) dans 
le systeme, Nascimento Jr. (1994) propose d'utiliser un modele reseaux de neurones 
dont les fonctions de bases sont asymetriques. 
1.2.1.2 Modele non lineaire dynamique 
Bamberger and Isermann (1978) puis Golden and Ydstie (1989) utilisent une struc-
ture de modele non lineaire de type Hammerstein 
A(q-l)y{t) = B{q-l)u(t - 1) + C ( g _ > 2 ( * - ! ) + « + #(*) (1-52) 
avec A(q~1), B(q~1) et C{q~1) polynomes d'ordre n et m, v le biais sur l'estimation 
de la sortie et R(t) residu contenant les dynamiques et non linearites negligees. Les 
auteurs notent que dans le cas de la representation utilisee (modele de Hammer-
stein), le modele, bien que non lineaire par rapport aux etats, est lineaire en ses 
paramctrcs. Cc modele peut etre reecrit sous la forme standard utilisee en estima-
tion parametrique 
y(t) = e
T(j)(t - 1) + R(t) (1.53) 
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ou le regresseur (p(t — 1) est 
<f>{t-l) = [y(t-l),--- ,y{t-n),u(t-!),••• ,u(t-m-l), 
u2(t-l) , - . . , « 2 ( t - m - l ) , l ] (1.54) 
0T = [-a1,-a2,--- ,-an,bo,h,--- ,bm,c0,ci,--- ,cm,v] 
L'estimation des parametres est effect uee en utilisant un algorithme de type moindres 
carres ponderes recursifs avec facteur d'oubli variable qui s'ecrit : 
e(t) = y(t) - d{t - l)
T4>{t - I) 
p(t) - x(t)-HP(t l) p(t-im-i)4>T(t-i)P(t-i) 
6(t) = d(t-l) + P(t)(f)(t-l)e(t)/r(t) (1.55) 
avec e(t) erreur de prediction, P(t) matrice symetrique definie positive (matrice 
de covariance), r(t) estimation de la variance des mesures et X(t) facteur d'oubli 
variable defini par 
f traceP{t — 1) 
\{t) = max | tracep{t _1) + g 2 ( t ) / ( 1 + ^ _ 1)Tp{t _ y ^ _ 1 ) } , Ami 
ou 0 < Xmin < 1 est une borne inferieure de X(t). 
Golden and Ydstie (1989) discute de l'extension de la methode de Bamberger and 
Isermann (1978) dans le cas ou le modele est inexact et propose d'utiliser une ap-
proximation du modele en regime permanent. Ce modele approxime doit cependant 
posseder les memes derives premieres (tangente au point courant et secondes (cour-
bure au point courant) que le systeme. Les resultats de Golden and Ydstie (1989) 
completent ainsi ceux proposes precedemment par Biegler et al. (1985). 
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1.2.2 C o m m a n d e extremale avec modeles empiriques 
1.2.2.1 Mode le lineaire stat ique et commande extremale par la m e t h o d e 
des perturbat ions 
Dans un schema de commande extremale par perturbations, un signal d'excitation 
est superpose au signal de commande dans le but d'extraire l'information rela-
tive au gradient (Fig 1.2). On notera que pour cette classe de commandes extre-
males, une mesure de la fonction objectif est supposee disponible (y = J(x, 9)) avec 
x e R n vecteur des variables d'etat, 0 € R m vecteur des variables manipulees et 
J : R n x R m —> R fonction objectif (continue suffisamment derivable). 
Un filtre passe-haut de frequence de coupure Uh isole les variations de la variable 
optimisee de sa valeur moyenne. L'etat representant le filtre passe-haut est note 
fj. Ce signal est ensuite module par une perturbation identique a celle ajoutee a la 
commande. Un filtre passe-bas de frequence de coupure uii et dont la sortie est notee 
£, reduit le niveau d'oscillation du signal resultant £ = ^ | soit le gradient recherche. 
Finalement, un regulateur a action integrale de gain k conduit ce gradient estime a 
zero. 
Le schema de commande s'ecrit : 
§ = k£, 9 = 9 + asm(ut) (1.56) 
£ = -ui£ + ui(y - 7))asm(wt) (1-57) 
f] = -ujhr) + ujhy (1.58) 
La valeur des etats en regime permanent est obtenue en utilisant la condition d'equi-
libre x = f(x, 0) = 0 est notee x = 1(9). La fonction objectif en regime permanent 
27 
0 = 0 + asm(a)t) 
x=f(x,0) 
y = J(x,0) 
+ 
"/ 




S + Ct),, 
FIGURE 1.2 Commande extremale par la methode des perturbations d'apres Krstic 
et Wang (2000). 
s'ecrit done y = J(l(9),9). Soient les variables d'ecart par rapport a l'optimum 
recherche, 
6 = 6-6* 
y = y-y* 




ou y* est la valeur minimale de la fonction objectif a l'equilibre de y obtenue pour 
6 = 6*. II s'ensuit que la relation entre y et 9 s'exprime comme 
y = J(l(9* + 8), 6* + §)- J(l(6*), 9*) = v{6) (1.62) 
En supposant que x soit en regime permanent, le systeme moyenne pour les trois 
etats (6, £, et 77) est obtenu en prenant la moyenne du membre de droite des equa-
tions (1.56) a (1.56) sur l'intervalle [0, —]. Les etats moyens sont notes (-)a. Le 
28 





-uita + ^af0" u(6)sm(ujt)dt 
„ 2TT 
~^ff + ^ ^ v(6)dt 
(1.63) 
avec 6 — 9a + asm(u>t). 
La convergence de ce schema de commande extremale est etablie par Krstic and 
Wang (2000) selon la demarche suivante : 
- la stabilite exponentielle du point d'equilibre du systeme moyenne (1.63) (9a, £°, 
et rja) est d'abord demontree. 
- a partir de la, la stabilite exponentielle de (9, £, and r}) (systeme non moyenne) 
est etablie en utilisant le theoreme de la moyenne (Khalil, 2002). 
- ce systeme non moyenne (9, £, and 77) represente la partie lente, tandis que le 
systeme original x = F(x, 9) represente la partie rapide (couche limite) supposee 
exponentiellement stable. La theorie des perturbations singulieres est alors ap-
pliquee pour prouver que leur interconnexion est aussi exponentiellement stable. 
(Khalil, 2002). 
Une consequence immediate de cette preuve de convergence est la necessite d'une se-
paration des echelles de temps entre la dynamique du systeme, la frequence du signal 
de perturbation, la vitesse d'estimation du gradient et celle de l'adaptation de la 
commande. Cette separation permet d'eviter les interactions et done une eventuelle 
instabilite. L'aspect principal est que le signal d'excitation doit etre suffisamment 
lent pour pouvoir considerer le systeme comme etant statique entrainant ainsi une 
convergence extremement lente i.e. inferieure de 2 a 3 ordres de grandeur a la dy-
namique du systeme. Si cette restriction reste acceptable pour des systemes rapides 
possedant des constantes de temps de l'ordre de la seconde (typiquement rencontres 
dans les systemes electriques et mecaniques) (Wang et al., 2000), elle n'est plus ad-
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missible pour des systemes chimiques ou biochimiques dont les constantes de temps 
sont de l'ordre de l'heure ou parfois meme du jour. Cette restriction signifie qu'une 
optimisation necessiterait entre un mois et une annee pour etre completee. La per-
formance de la commande extremale par la methode des perturbations en terme 
de precision moyenne a l'equilibre, est analysee par Krstic and Wang (2000) et les 
auteurs affirment que la position du point d'equilibre du systeme moyenne est une 
fonction de l'amplitude du signal d'excitation de la forme 
°a = -^J§)a2+0{a4) (L64) 
Ce resultat sera discute plus en details au Chapitre 2 ou nous montrons que cette 
erreur depend non seulement de l'amplitude mais aussi de la frequence du signal 
d'excitation. 
La preuve de convergence precedemment mentionnee est une approche locale. Ce-
pendant, dans une serie de contributions recentes, le groupe de recherche dirige par 
Iven Mareels, a montre que la methode des perturbations n'est pas une methode 
locale (Tan et al., 2006a), (Tan et a l , 2006b), (Nesic et a l , 2006). Les auteurs 
analysent, dans la situation ou la caracteristique non-lineaire inconnue presente 
plusieurs extrema, la possibilite de converger vers l'extremum global (Tan et al., 
2006c). Dans Tan et al. (2006c), un schema simplified comportant uniquement un 
integrateur et une modulation est considere. La technique proposee consiste a faire 
varier l'amplitude du signal d'excitation exogene selon une loi d'adaptation don-
nee qui fait decroitre cette amplitude au fur et a mesure de la progression de la 
recherche. La loi utilisee s'ecrit 
a = —5eg(a) (1.65) 
a(0) = a0 > 0 
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avec a amplitude du signal d'excitation, g(.) application Lipschitzienne nulle a l'ori-
gine et positive ailleurs. 5 > 0, e > 0 et a0 > 0. 
On notera enfin, que la commande extremale par la methode des perturbations a 
ete etendue aux systemes multi-entrees, mono sortie par Ariyur and Krstic (2002) 
et aux systemes integrateurs par Zhang et al. (2006). 
1.2.2.2 Modele lineaire dynamique 
Garcia and Morari (1981) utilisent un modele dynamique lineaire du type 
A{q~1)y{k) = B(g_1)m(fc) + u{k) (1.66) 
avec y E MP, sortie mesuree, v, bruit stationnaire correle. A(q~1), B(q~l) matrices 
de polynomes en g_1, operateur de retard defini par q~1(y(k)) = y(k — 1). Le 
bruit etant correle, Garcia and Morari (1981) proposent d'estimer les parametres 
du modele par une methode de type variable instrumentale avec facteur d'oubli de 
la forme : 
4+i = 0k + Kk+l (y{k + 1) - 4>l+A) (1-67) 
Kk+i = Pk+iZk+i (1-68) 
Pk+1 = [Pk-PkZk+ilX + ^PkZk+ir^l+iPk]/^ (1-69) 
La commande extremale est calculee par un algorithme de gradient ("methode de 
la plus grande pente") comme suit 
ml+1 = mi- / iV m P | / (1.70) 
avec [i gain fixant la taille du pas d'iteration, et VmP|/ gradient de la fonction 
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objectif evalue am/ . Le gradient est calcule par : 
yyTp/ mM _ dP(y,m) dP(y,m) ( dy \ 
VmP{y,m)\i - - g - ^ \ i + -QJT-\I [d^r)i (!-71) 
ou le Jacobien (•£%?) t est deduit de maniere analytique des parametres du modele 
dynamique par la relation : 
( ^ ) , = ^ I B ) < ( L 7 2 ) 
Dans McFarlane and Bacon (1989), c'est directement la fonction objectif J(u,x) 
qui est estimee en utilisant un modele auto regressif avec entrees exogenes multiples 
(A.R.X.) 
m 
A{q-l)J{k) = J2 Bfa-^Uiik - 1) + c + i/(fe) (1.73) 
i=i 
ou v est un bruit blanc centre. 
Similairement a Garcia and Morari (1981), le vecteur de commandes est calcule par 
un algorithme de gradient comme suit 
uiik+i = Uiik + IJ, (VUJ)
T (1.74) 
1.2.2.3 Modele non lineaire statique 
Dans une variante de l'algorithme (A.E.S.C.) (voir Section 1.1.2), Guay et al. (2004), 
Favache et al. (2006), Cougnon et al. (2006) proposent de representer la fonction 
objectif sous la forme d'un modele reseaux de neurones et s'affranchissent, ainsi, de 
la necessite de disposer de la structure de la fonction objectif et done d'un modele 
de connaissance. 
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La parametrisation suivante de la fonction objectif y = (f>{u) est utilisee : 
y = (j)(u) = W*
TS(u) + n(t) (1.75) 
avec <f>(u) : MP -»• R 
//(£) : erreur d'approximation 
5(w) = [si(w), S2(w), • ••> SP(W)]T : vecteur de fonctions de base Si(u) definies par : 
*1 
i = l,2,...,p (1.76) 
u>i et CTJ representent respectivement le centre et la dispersion de la fonction Gaus-
sienne, specifies a priori par l'utilisateur. 
W*T, vecteur des parametres inconnus du modele, solution du probleme d'optimi-
sation : W* =arg minWGn»„ {supuen\W
TS(u) - (/>{u)\} 
avec fi sous ensemble compact de W, Q,w = {W|||W|| ^ wm} et wm constante 
positive fixee. 
De maniere similaire a la methode presentee a la Section 1.1.2, les auteurs utilisent 
une technique du type O.B.E. permettant de generer une erreur d'estimation pour 
la reconstruction des parametres inconnus W realisee, comme precedemment,par 
un algorithme de projection. 
L'equation de l'observateur est 
V = W—ii + c{t)TW + k(y - y) (1.77) 
avec 
c(t) = -kc(t)+u^- (1.78) 
y = WTS(u) 
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La synthese du controleur optimisant utilise la fonction de Lyapunov assignable 
suivante 
V = \z2s + \rf (1.79) 
avec zs = W
Tjf^ — d(t), gradient de la fonction objectif perturbe par un signal 
d'excitation exogene d(t) et 77 = y — c(t)W erreur d'estimation filtree. Le systeme 





DEPENDANCE DE L'ERREUR SUR LA SOLUTION OPTIMALE 
DES METHODES DE PERTURBATIONS A LA FREQUENCE 
D'EXCITATION 
La trop lente vitesse de convergence des algorithmes d'optimisation en ligne uti-
lisant des lois de commande extremale basees sur la methode des perturbations 
s'avere etre leur limitation principale. Krstic and Wang (2000) montrent que la sta-
bilite du schema requiert une triple separation des echelles de temps. Ainsi, le signal 
d'excitation (perturbation) doit etre suffisamment lent par rapport a la dynamique 
du systeme. L'estimation du gradient par filtrage et correlation doit a son tour etre 
lente vis-a-vis de la periode du signal d'excitation. Enfin, la loi d'adaptation de la 
commande doit etre suffisamment lente relativement a la dynamique d'estimation. 
En dephasant le signal modulant, on peut contourner cette limitation inherente a la 
methode des perturbations. Cependant, a moins qu'elle ne soit exacte et parfaite, 
cette compensation de phase ne contribue qu'a stabiliser le systeme en boucle ferme 
et ne peut completement eliminer un biais sur la variable manipulee qui est propor-
tionnel au carre de la frequence d'excitation. Dans Krstic and Wang (2000), il est 
demontre que le systeme converge en moyenne autour d'un voisinage de l'optimum, 
la taille de ce voisinage etant completement determinee par l'amplitude du signal 
d'excitation. Le systeme etant suppose quasi-statique a la frequence du signal d'ex-
citation, il n'est fait aucune mention dans cette publication d'une dependance de la 
taille de ce voisinage vis-a-vis de la frequence du signal d'excitation. 
Apres un rappel des resultats obtenus par Krstic and Wang (2000) dans la Section 
2.1, la dependance frequentielle de l'erreur de la commande optimale est quantifiee 
dans la Section 2.3 ou l'on demontre que pour la classe de systemes non-lineaires 
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ne pouvant etre representees par des modeles de type Wiener-Hammerstein, la taille 
du voisinage est proportionnelle au carre de la frequence du signal d'excitation. 
Une consequence directe de ce resultat est que meme lorsque l'amplitude du signal 
d'excitation tend vers zero, la taille du voisinage ne se reduit pas a un point. Ce 
resultat signifie que lorsque la frequence du signal d'excitation est elevee et qu'une 
eventuelle compensation de phase destinee a garantir la stabilite en boucle fermee 
est utilisee, la solution obtenue est biaisee. Nous demontrons finalement dans la 
Section 2.3 que cette dependance frequentielle ne represente pas un probleme si-
gnificatif pour la classe des systemes non-lineaires de type Wiener-Hammerstein si 
l'amplitude du signal d'excitation est suffisamment faible. 
Deux types de systemes non lineaires dynamiques sont consideres dans ce chapitre. 
La premiere categorie est constitute de l'ensemble des systemes pouvant etre re-
presents par une non linearite statique en cascade avec une dynamique lineaire. 
Cette classe de systeme se rencontre dans la litterature (Wittenmark and Evans, 
2001) sous le nom de modeles de Wiener/Hammerstein. La seconde categorie est 
formee des systemes ne pouvant etre representes par un modele de Wiener ou de 
Hammerstein et qu'en l'absence de terme plus adequat, nous denommerons "sys-
teme non lineaire general" (Fox et al., 1984), (Kuhlmann and Bogle, 1997). Les 
caracteristiques de ces deux classes de modeles du point de vue de l'optimisation 
sont discutees dans la Section 2.2. 
2.1 Analyse classique de la position du point d'equilibre de la com-
mande extremale par perturbation 
Le probleme a Fetude est celui de l'optimisation en regime permanent d'un systeme 
non lineaire dynamique. Ce probleme peut etre formule comme suit 
36 
min J(x, 9) 
e v ' 
s.t. x = F(x,8) = 0 
(2.1) 
avec x EW1 vecteur des variables d'etat, 6 6 Km vecteur des variables manipulees, 
F : Rn x Km —> Kn fonction continue suffisamment derivable decrivant la dyna-
mique du systeme et J : W1 x E m —> K la fonction objectif (continue suffisamment 
derivable). 
Pour la resolution en ligne de ce probleme d'optimisation, une loi de commande 
extremale est deduite, sous l'hypothese de convexite de la fonction objectif J, des 
conditions necessaires d'optimalite 
- l 
9-k—-kl—- — I — I — 
~d8~ \~d8~~dx~ \~dx) ~d8 
(2.2) 
Une etape cruciale de la synthese d'une commande extremale est l'estimation du 
gradient ^. Pour la methode des perturbations a l'etude dans cette partie de la 
these, cette estimation est, comme decrit a la Section 1.2.2.1, realisee par filtrage 
et modulation. 
Rappelons que le systeme moyenne comprend trois variables d'etat (8, £, et 77) et 




- ^ r + ^ a / „ - u{9) sin(cut)dt 
-UhT 2TT J? "WW 
(2.3) 
avec 8 — 8a + asm(ut). 
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La condition d'equilibre de ce systeme moyenne (2.3) correspond a : 
i: 
v 
T = 0 (2.4) 
1/(0) sm(cot)dt = 0 (2.5) 
a=^Vu{0)dt (2'6) 
(2.7) 
La valeur de 9a, est obtenue en utilisant la deuxieme condition d'equilibre : 
/ " v(9a + a sin(wt)) sin(o;t)dt = 0 (2.8) 
Jo 
Cette equation est utilisee pour determiner l'expression du point d'equilibre. La 
Proposition 1 reprend une partie des resultats de (Krstic and Wang, 2000) : 
Proposition 1 (Krstic and Wang, 2000) La position du point d'equilibre du modele 
moyenne (2.3) est une fonction de Vamplitude du signal d 'excitation : 
¥=-9w/+oia% (2-9) 
La preuve de cette proposition, tiree de (Krstic and Wang, 2000), est brievement 
decrite ci-dessous en vue d'etre comparee au resultat obtenu dans le cas dynamique. 
Le lecteur notera que l'ordre du developpement de 0a est augmente de 1 par rapport 
a la preuve originale de maniere a mettre en evidence l'absence de termes en a3. 
Preuve : La valeur a l'equilibre de 0a, est obtenue par la condition (2.8). L'evaluation 
de cette integrale requiert l'utilisation d'un developpement en serie de Taylor a 
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l'ordre N de v(9) autour de V optimum,. 
N 1 
u(9) = J2 ^ ( 0 ( 0 ) ^ + 0(9N+1) (2.10) 
i=0 
Ou i/W(0) est la derivee d'ordre i de u evaluee a l'optimum. 
L'ordre de l'erreur de troncature 0{9N+l) est identique a celui de l'erreur de tronca-
ture exprimee en fonction de l'amplitude du signal d'excitation a si 9N+1 = X^=o ^ai 
avec b0 = 0. Pour prouver que le developpement de 9
N+1 ne contient pas de terme 
constant b0, procedons au developpement en serie de Taylor de la variable d'ecart 
u{9 + d) autour du point d'equilibre 9. 
u{9 + d) = v{9) + v'{9)d + \v"{9)d2 + 0{as) (2.11) 
avec d — asin(ui) 
En substituant ce developpement dans la condition d'equilibre (2.8), on obtient 
J u(d + d)ddt= J (u(9) + u(9)d+-u"(9)d2 + O(a3))ddt = 0 (2.12) 
et apres simplification des termes nuls en moyenne 
"2 , -
v(9)+O{aA)=0 (2.13) 2 
et done 
v\9) = 0{a2) (2.14) 
Ce resultat signifie que lima^o v (9) oc 0 et done lima_+o 9 oc 9* <=> lima_>o & oc 0 et 
enfin que bo = 0. On peut done ecrire 
N 1 
v(9) = Y/-/(Q)d




0* = (6a + a sm(u!t)y = ] T Cffi V smk{ujt) (2.16) 
fc=i 
avec C£ = kulLk\V est utilisee pour evaluer les differents termes de (3.1). L'integrale 
(2.8) est donnee par, 
/ ^ p{9) s in(^) dt + 0(aN+1) (2.17) 
Jo 
= J ] W(0) J2 Cie«~kak / " sinfc+1M) dt 
i=0 fc=l 
AT 2 j < ( i - l ) 
^'JJ2^' ^j±lui{Q)p-^a2j+l f» s i n2i+2 ( a ; i ) d t 
i=0 j=l %' ^ ° 
i=o i = i ^ ' 
En particulier, le developpement a l'ordre 4 s'ecrit, 
v' + v"d- + i/3> Q ^ 2 + 1-<A + i/4> Q ( ^ 3 + i a 2 ^ ] = 0(a4) (2.18) 
Un developpement a l'ordre 3 de 9a est utilise, 
0° = b0 + M + b2a
2 + b3a
3 + 0(a4) (2.19) 
En notant que i/ — 0, l'identification terme a terme des coefficients du polynome 
en a condui t & bo = 0, bi = 0, b2 = —^n et 63 = 0. • 
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2.2 Representation de systemes non lineaires 
Les modeles du type Wiener ou Hammerstein sont couramment utilises pour la re-
presentation de systemes non lineaires (Wittenmark and Evans, 2001). Ces modeles 
possedent une dynamique lineaire en cascade avec une non linearite statique. La 
difference entre les modeles de Wiener et de Hammerstein est l'ordre d'apparition 
de la dynamique lineaire et de la non linearite statique. Ainsi, le modele de Ham-
merstein est constitue d'une non linearite statique suivie d'une dynamique lineaire 
tandis que pour le modele de Wiener, la dynamique lineaire precede la non linearite 











FIGURE 2.1 Approximation d'un systeme non lineaire par une representation de 
Wiener ou de Hammerstein. 
Alors qu'a l'optimum du regime permanent, le gain du systeme est nul pour toute 
frequence pour une approximation de Wiener/ Hammerstein, il n'cn est pas de 
meme pour un systeme non lineaire general pour lequel, bien que le gain statique 
soit nul, le gain aux autres frequences est generalement non nul. Cette propriete 
revient a representer un systeme dynamique non lineaire comme la somme de deux 
modeles de Wiener ou de Hammerstein comme illustre a la Figure 2.2. La premiere 
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Non linearite 1 
Non linearite 2 
FIGURE 2.2 Approximation d'un systeme non lineaire general utilisant deux modeles 
de Wiener en par allele. 
2.2.1 Caracterisation de l'optimum d'un systeme non lineaire dyna-
mique 
Nous nous proposons dans cette partie de caracteriser la classe des systemes non 
lineaires possedant un optimum mais ne pouvant etre representes par un modele de 
Wiener ou de Hammerstein. Le lemme suivant fourni une propriete essentielle de 
cette classe de systemes. 
Lemme 1 Soit un systeme non lineaire dynamique possedant un optimum statique 
et ne pouvant etre represents par un modele de Wiener ou de Hammerstein, alors 
le zero a l'optimum de la linearisation Jacobienne est situe a I'origine du plan 
complexe. 
Preuve : Soit y = J : Wl x Rm —> R une fonction objectif (continue sufnsamment 
derivable) avec x E W1 vecteur des variables d'etat, 9 G KTO vecteur des variables 
manipulees et G(s) = -Jfir = hi=° lSi la linearisation Jacobienne du systeme non 
lineaire dynamique avec A(s) polynome monique. 
Le resultat utilise les propositions suivantes, 
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(i) % = G(0) - 0 pour 6 = 0*. 
(ii) G(JUJ) ^ 0 pour au moins une valeur de u ^ 0 et pour 6 = 6* car sinon 
G(JUJ) = 0, Vo; et le systeme serait alors de type Wiener ou Hammerstein ce qui 
contredit l'hypothese. 
De la proposition (i), on deduit que b0 = 0 pour 9 = 9* car G(0) = ^ = b0. 
De la proposition (ii), on deduit qu'il existe au moins un coefficient bi ^ 0 pour 
9 = 6*. 
II en resulte, G(s) = s ( f f o b i ^ = 0, Vo; et done s = 0. • 
2^i=o ais 
2.2.2 Exemple d'il lustration 
Pour illustrer le resultat du Lemme (2.2.1), examinons dans l'exemple suivant le 
cas d'un systeme d'ordre 2. 
Soit le systeme non lineaire 
x = f(x,9) 
y = h(x) (2.20) 
avec i e R 2 vecteur des variables d'etat, 9 ER variable manipulee, / : I 3 x K -> R 
fonction continue suffisamment derivable decrivant la dynamique du systeme et 
h : R2 —> K fonction continue suffisamment derivable decrivant la sortie a optimiser 
y-
La linearisation Jacobienne de ce systeme s'ecrit : 
x = Ax + B6 













et D = 0. 
La fonction de transfert G{s) = QI4 s'ecrit 
G(s) = C{sI-A)-lB 
8x2 d$ ~ ya 3xi I de 
(s _ ili)(s _ Hi) _ HLHL 
^ c t e i ' V cte2 ' 3 i2 ctei 
(2 
dont le zero est 
s = 
.HLHI fsf dx2 oe . c/i 
L'optimum statique du systeme (2.20) est defini par 
dy dy dy dx 
1§ = ~d6 + ~dx~d6 
= 0 (2 
sous la contrainte que le systeme (2.20) soit en regime permanent i.e. que 
x = f(x, d) = 0 
dont la differentiation s'ecrit, 
d9 dx d9 
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et done 
* = - ^ ^ (2.26) 
89 dx 89 K ' 
en substituant (2.26) dans (2.24), on obtient la condition suivante 
dO dx dx d9 
= CA~XB 
_dh_dfi , dj\d£2 
_ dx2 80 "*" dxi 86 
~ dlldfl _ dh 9fi 
dx\ 8x2 8x\ 8x2 
= 0 
dxx 89 8x2 89
 K ' ' 
Et cette derniere condition, lorsque substituee dans (2.23), conduit a l'obtention 
d'un zero de la fonction de transfert G(s) nul a l'optimum. 
2.3 Dependance de la solution vis-a vis de la frequence de la perturba-
tion 
Dans 1'analyse presentee a la Section 2.1, il est suppose que x et y sont en regime 
etabli i.e, que la relation y = u{9) est algebrique. Cette relation est, en realite, dyna-
mique soit de la forme y = P(0), P etant un operateur dynamique. La consequence 
du caractere dynamique de l'operateur P est une modification du point d'equilibre. 
Nous demontrons dans cette section la dependance du point de correlation nulle 
vis-a-vis de la frequence du signal d'excitation. 
Plus precisement, dans (2.17) la constante 9a et la sinusoi'de a sm(ut) ont un meme 
gain, i.e, le gain est independant de la frequence d'excitation. Cette hypothese n'est 
cependant valide que si la dynamique du systeme est negligee. En considerant une 
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a + ^a ff P(0) sm(out)dt 
2vr 
-u>hrj
a + ^ /0« P(6)dt 
(2.28) 
2.3.1 Cas d'un systeme non-lineaire general 
Dans cette section, nous demontrons que dans le cas d'un systeme non-lineaire 
general, la distance entre l'optimum et le point de correlation nulle est proportion-
nelle au carre de la frequence. Ce result at, qui utilise un developpement en serie de 
Taylor, est local. 
Theoreme 1 La position du point d'equilibre du systeme moyenne (2.3) est fonc-
tion de Vamplitude et de la frequence du signal d'excitation, 
Qa = aa2 + pu2 + -fa2uj + 8<J + 0{[u a]4 (2.29) 
oil a, (3, 7, and S sont des constantes pouvant etre evaluees a partir d'un deve-
loppement en serie de Taylor de Voperateur dynamique P. La notation 0([u> a]4) 
represente 0([u a]4) = <9(a4) + 0(OJA) + 0(co2a2) + 0{uo?) + 0(auj3). 
Preuve : Comme precedemment, la position d'equilibre de 9a, se deduit de la condi-
tion 
/ " P(9a + asin(u;t)) am(ut)dt = 0 (2.30) 
Jo 
L'evaluation de l'integrale (2.30) utilise un developpement en serie de Taylor a 
l'ordre 4 de P(9) autour de l'optimum. L'ordre de troncature est determine de 
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maniere a ce que seuls les termes d'ordre 4 soient negliges. 
P(§) = P(0) + P'(0)6 + ^P"(O)02 
+^P ( 3 )(O)03 + Ip(4)(O)04 + O(05) (2.31) 
ou PW(0) represente la derivee d'ordre i de P evaluee a l'optimum. 
Les termes pW(0) sont des operateurs lineaires. 
En exprimant les termes de la forme sin7 (utf) comme une combinaison de termes du 
type sm(jut) et cos(jut), les derivees successives apparaissant dans (2.31) s'ecrivent 
P'(0)8 = G106
a + Gn sm(ujt + (f>n)a (2.32) 
P"(0)82 = G20 (e-
2 + y ) + G21 sm(cot + 021) 2a^
a 
a2 
-G 2 2 cos(2wi + 022) — (2.33) 
P^Wd* = C?3o(£3 + ^ ) + G3i s i nM + 03i) ( 3 a ^
2 + ^ 
3 3a2(9a a 
-G32 cos(2a;t + 032) — G33 sm{3cut + 033) — (2.34) 
p(4)(O)04 = G40 ( V + 3a
2^2 + ^ ] 
+G4i sin(wt + 04i) ^4a<9"
3 + 3a39A 
/ ~ 2 a 4 \ 
- G 4 2 cos(2w* + 042) ( 3a
20a + — J 
a4 
-G43 sm(3ut + </>43) a
36>a + G44 cos(4a;i + </>44) — (2.35) 8 
oil Gij et <f>ij sont respectivement le gain et le dephasage introduits par l'operateur 
dynamique P^ ; a la frequence juj. 
De maniere analogue au developpement utilise pour la preuve de la proposition (2.3) 
(cas statique), le passage d'une expression de l'erreur de troncature dans le membre 
de droite de l'equation (2.31) en terme de 9 a une expression fonction de l'amplitude 
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a et de la frequence u du signal d'excitation de meme ordre requiert l'absence de 
terme constant dans l'expression de 6. Pour prouver que le developpement de dN+l 
ne contient pas de terme constant bo, nous procedons de nouveau au developpement 
en serie de Taylor de la variable d'ecart P(9 + d) autour du point d'equilibre 9. 
P{9 + d) = P(§) + P'(9)d + \p'\d)d2 + 0(a3) (2.36) 
avec d = asin(u>t) 
En substituant ce developpement dans la condition d'equilibre (2.30), on obtient 
f" P0 + d)ddt = f " (p(§) + P'(0)d + \p"{0)d2 + 0(a3yj ddt = 0 (2.37) 
/•T7 r-
/ P(9 + d)ddt = j (P(6)+aGi(§,u)sbn(LJt + (l>i0>u)) 
Jo Jo 
1 - a2 
+ -G2{9,0) + — G2{9,2u) cos(2u>t + cf>2{9,2u)) + 0{a
3))a sm(cot)dt 
,2 
qui conduit a 
et done a 
\GX{6, UJ) cos(0i(0, UJ)) + 0(a
4) (2.38) 
Gx{9, u) cos(&(0, u)) = 0(a
2) (2.39) 
limGi(0,u;)cos(0i(0,u;)) = O (2.40) 
a—>0 




Urn GMu) = 







et dans ces deux cas 
lim cos((j)i(9,uj)) 
a—>0,Vu; 




lim<k(0) = (2fc+l)£ ,A;€Z 
a—>0 2 
=.limP'((?) = ^ 




Gi(0,O) = 0 (2.42) 
lim Gx (0,0) 
a—>0 








On peut done finalement ecrire (2.31) comme 
p{§) = p(o) + P'{O)8 + \p"{o)e2 
+^P^{0)63 + ^P{4)(0)64 + 0([wV]) (2.44) 
La substitution de (2.31) a (2.35) dans (2.44) puis dans (2.30) conduit a la condition 
d'equilibre suivante 
~ (\ ~2 1 
Gn cos(0n) + G21 cos(02i)^ + G31 cos(03i) ( -0
a + -a2 
+GA1 cos(04i) (^ + ^ A = 0([u> a]
4) (2.45) 
L'equation (2.45) possede la meme structure que (2.18). Le gain statique v^> est 
remplace par Gn cos(0ji) (soit le gain a la frequence du signal d'excitation). Le de-
phasage introduit par l'operateur dynamique PW conduit done a une modulation 
par cos(</)ji). La correlation par le signal sm(cot) dans l'expression (2.45) elimine 
l'ensemble des harmoniques, par definition orthogonaux a ce signal, et seul le fon-
damental est preserve. Le developpement a l'ordre N est done donne par 
N 2 j<( i - l ) , . j+i r i r2j+2 
E E ( T ) 2i+P+1 Gneos^O^-V^O (2.46) 
^ = 0 1 — 1 V / 
A la place de (2.19), un developpement a l'ordre 3 de 9a prenant en compte la 
dependance frequentielle est utilise, 
da = b0 + b1a + b2uj + b3au + bAa
2 + b5u
2 + (2.47) 
bf>a2uj + b7auj
2 + b$a3 + b9u;
3 + 0([u a]4) 
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Gij et COS(0JJ) sont developpes en fonction de to 
Gij = Gijo + uiGiji + u; G^2 + 
a ; 3 ^ + 0(LOA) (2.48) 
cos(0y) = Cij0 + LoCiji + a;
2Cij2 + 
w 3 C y 3 + 0(w
4 ) (2.49) 
Gno est le gain statique de la derivee premiere, nul par definition a l'optimum. 
Cno e s t le cosinus du dephasage introduit par G\\ pour s —> 0. Soit N(s) = (n0 + 
riis + ri2S2 + • • •) le numerateur de la fonction de transfert representant la derivee 
premiere. Comme Guo = 0, alors n® — 0. s = 0 est done une racine de N(s) et s 
devient un facteur du numerateur done lim.s^oGn(s) oc s. G\\ presente done un 
dephasage de f quand s —> 0 et son cosinus est nul. 
Les coefficients bi sont evalues en identifiant terme a terme les puissances en a et 
en LU, 
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bi = 0, i = {0,1,2,3,7,8} (2.50) 
1 G310C310 / o c i \ 
h, = - ^ 1 1 { 2 . 5 2 ) 
^210^210 
, C310 (G310G2H — G 3 1 1 G 2 1 0 ) (n rn\ 
hs = -z 7^-7^ (2-53) 
8 ^210^210 
^310 (C311C210 + C310C2I1) 
8 ^210^210 
(C111C211 — C112C210) 
G^ioC^io 
n 1^111^211 - ^112^210; / 0 - ,v 
Cri l l -p, 7 ^ l^-04J 
- C i 
(G111G2II + G112G210) 
11 A*2 G /^ 210^210 
En retenant uniquement les termes non nuls, il s'en suit, 
a = W (2.55) 
p = b5 (2.56) 
7 = h (2.57) 
5 = b9 (2.58) 
(2.59) 
tels que dermis par (2.29).D 
Une consequence importante de ce theoreme, liee a la presence de termes en a;2 dans 
l'erreur, est la convergence a un point de correlation nulle different de l'optimum, 
pour une amplitude nulle. 
Iim9a = puj2 + 5u;3 + 0(uj4 
0^0 
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En comparant ce resultat avec celui presente dans (Krstic and Wang, 2000), il 
apparait une difference liee a la presence de termes du type 0(u2). La presence 
de ces termes signifie que lorsqu'une frequence trop elevee du signal d'excitation 
est utilisee, et ce meme en presence d'une compensation de phase garantissant 
une evolution stable du systeme, la solution ne converge pas necessairement vers 
l'optimum. L'erreur converge vers zero uniquement si la compensation de phase est 
parfaite. 
2.3.1.1 Puissances impaires de a 
La condition d'equilibre (2.46) ne faisant apparaitre que des puissances paires de a 
(de fait de la presence du terme 2j dans l'exposant), le resultat suivant peut etre 
enonce, 
Lemrae 2 Dans le developpement de 8a donne en (2.47), les coefficients de tous 
les termes possedant une puissance impaire de a sont nuls. 
Preuve : Ce resultat est demontre par recurrence. La propriete est vraie au rang 
zero, puisque comme demontre au Theoreme 1, les coefficients des termes en a, 
au, au2, a3 sont nuls. Supposons que dans le developpement a l'ordre k de 9a, il 
n'existe aucun terme en puissance impaire de a, i.e., les coefficients de a2l~lup pour 
p = 0,1,2, • • • ,k — 1, 21 — 1 -\- p < k, sont nuls. Sous l'hypothese precedente, dans 
le developpement a l'ordre k + 1 de 9a, les termes supplementaires possedant une 
puissance impaire de a sont ^^ f c + 2£/a a~1o; f e + 2~2 i . Ces termes sont introduits dans 
l'expression de 6a et les termes du type a2'_1a>fc+2_2/ dans (2.46) sont regroupes. Les 
termes du type a2l~luk+2~21 avec une puissance impaire de a ne peuvent provenir 
de produits croises de termes d'ordres inferieurs car par l'hypothese emise au rang 
k, aucun d'entre eux ne possede de termes en puissance impaire de a. Les termes 
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du type a2l~luk+2~21 avec une puissance impaire de a doivent done provenir des 
termes rajoutes. Cependant, lorsque 8a est eleve a une puissance d'ordre superieure, 
l'ordre total doit augmenter du fait de l'absence de termes constants (60 = 0) dans 
le Theoreme 1. L'unique possibility d'avoir des termes du type a2l~lu>k+2~21 est 
done que ces termes proviennent de 9a a2j avec i — 2j — 1 = 1 et j — 0, i.e., 
i = 2. II en decoule, 
2K/c+2 
G210C210//2o J2 ^
2l~^k+2~2l = 0 (2.60) 
Qui implique £; = 0 et demontre ainsi la proposition a l'ordre k + 1. • 
2.3.2 Cas de modeles du type Wiener ou Hammerstein 
Pour cette classe de modeles, le gain statique est nul a l'optimum independamment 
de la partie dynamique. Cette propriete d'independance de la phase du systeme 
vis-a-vis du point de fonctionnement sera exploitee dans le Chapitre 3 (Chioua 
et al., 2007b) de cette these dans le but d'ameliorer les performances dynamiques 
de l'algorithme de commande extremale par perturbations. 
Par suite de cette propriete d'independance, l'operateur G\\ est nul pour toute fre-
quence. En utilisant cet argument dans le Theoreme 1, il apparait que les coefficients 
de UJ2 et a;3, i.e. (3 et 5 sont identiquement nuls. Dans ce qui suit, nous demontrons 
que lorsque Gu = 0 pour toute frequence, tous les termes independants de a dans 
l 'expression de # a , soit u>4, u>5, e tc . , . sont ident iquement nuls. 
Theoreme 2 Pour un systeme dynamique non lineaire represents par un modele 
54 
du type Wiener on Hammer stein, le point d'equilibre de (2.28) est donne par, 
~Qa = aa2 + ia
2uj + 0{a2u2) + 0(a4) (2.61) 
Preuve : Le resultat est demontre par recurrence. La propriety est vraie au rang zero, 
puisque comme demontre au Theoreme 1, si Gn = 0, les coefficients des termes u, 
to2, u3 sont nuls. Supposons que pour le developpement a l'ordre k de 6a il n'existe 
aucun terme de la forme a°uip, p = 0,1, • • • ,k. Dans le developpement a l'ordre k+1 
de 0a, considerons le terme £,ojk+l. Ce terme est introduit dans l'expression de 9a et 
les termes du type ujk+l dans (2.46) sont regroupes. On note que Gn etant nul, la 
sommation commence a partir de i = 2. Lorsque 6a est eleve a une puissance d'ordre 
superieur, l'ordre augmente par suite de l'absence de terme constant (b0 = 0 dans 
le Theoreme 1. II s'ensuit que les termes du type u)k+1 proviennent obligatoirement 
de 9a a2i avec i — 2j — 1 = 1 et j = 0, i.e., i — 2. Done, 
G210C210Zu
k+1 = 0 (2.62) 
qui implique ^ = 0. Ce qui demontre la proposition a l'ordre k + 1. Les termes 
O(aco3), 0(a3u>) sont elimines en utilisant le Lemme 2. • 
Ce resultat signifie que pour un modele de Wiener ou de Hammerstein 
1. la distance entre le point de correlation nulle et l'optimum tend vers zero 
lorsque a —> 0, lima^0 0
a = 0 
2. l'erreur est proportionnelle a 0{a2) du fait de l'absence de termes du type 
0(au) etc 
3. la position du point d'equilibre reste dependante de la frequence pour a ^ 0 
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2.3.2.1 Solution optimale de fonctions paires 
Un resultat interessant peut etre etabli lorsque la non linearite statique d'un modele 
de Wiener ou de Hammerstein est symetrique par rapport a l'optimum. 
Lemme 3 Soit un systeme non lineaire dynamique represents par un modele de 
Wiener ou de Hammerstein pour lequel la non linearite statique est une fonction 
paire de 8. Alors, 0a = 0 est le point d'equilibre de (2.28). 
Preuve : Ce resultat utilise les propositions suivantes, 
(i) Les derivees d'ordre impair de la non linearite statique sont nulles a l'origine. 
(ii) Les representations de type Wiener/Hammerstein verifient Gn — 0. 
L'Equation (2.46) peut done s'ecrire, 
* E E ( T ) » ^ " • ( t o . y "2i = ° P-63) 
i = l j=l ^ ' 
Comme 9a est en facteur dans l'expression precedente, 9a = 0 est une solution. • 
Une interpretation possible de ce resultat est que l'erreur sur la commande optimale 
pour des modeles de Wiener ou de Hammerstein provient de l'assymetrie de la non 
linearite statique. Notons, cependant, que rien ne peut etre conclu dans le cas d'un 
systeme dynamique non lineaire ne pouvant etre represents par un modele de Wiener 
ou de Hammerstein. 
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2.4 Exemples illustratifs 
2.4.1 Reacteur continu infiniment melange avec reaction de Van De 
Vusse 
2.4.2 Description du systeme 
Pour illustrer la dependance du point de correlation nulle a la frequence d'excitation, 
nous considerons un systeme reactif isotherme dans un reacteur continu infiniment 
melange (Engell and Klatt, 1993) 
- Reactions 
A-* B -*C:2A->D. 
- Modele 
Les bilans en regime transitoire sur les especes A et B sont donnes par : 
D(CAin - CA) - hCA - 2hC
2
A 
hCA - k2CB - DCB (2.64) 
- Variables 
- Ox-, concentration de l'espece X 
- CAin, concentration a l'entree 
- D, taux de dilution 
- /CJ, constantes cinetiques 
- Objectif : Maximisation de la concentration du produit B, CB 
- Variable manipulee : D. 
- Parametres 






- k2 = 24 h-
1 
- fc3 = 0.5 L rnol-^"
1 
- CAIU = 1 mol L"1 
En linearisant ce systeme, on obtient la fonction de transfert suivante entre CB et 
D : 
^ , x CBQS + a 
l S j " (S 4- D0 + fc: + 2fc3CA0) (s + D0 + k2)
 [ -° j 
avec 
a - CBoA) + fci (Cso + C^o - C^in) + 2hCAoCBO (2.66) 
ou l'indice (-)0 represente le point autour duquel le systeme est linearise. 
Notons que a change de signe en fonction de sa position par rapport a l'optimum 
et est nul a l'optimum. Ce systeme ne peut done pas etre represente de maniere 
exacte en utilisant seulement un modele de Wiener ou de Hammerstein (Figure 2.2) 
mais peut cependant etre approxime par la somme de deux modeles de Wiener (ou 
de Hammerstein) avec 
A(s) = (s + D0 + k1 + 2kzCAo)(s + D0 + k2) 
B(s) = 1 (2.67) 
Dans ce cas particulier, la non linearite presente dans la premiere branche (Fi-
gure 2.2) se reduit a une constante (CBO)- La seconde non linearite est egale a a. La 
simulation suivante compare les resultats d'optimisation du systeme original (2.64) 
a ceux de son approximation par un modele de Wiener. La non linearite statique 





0 = kxCA - k2CB - DCB (2.68) 
58 
dont la solution s'ecrit 
CB = Akj^+D) (
{h + D)~ V(ki + Dy-8k3DCAin) (2.69) 
La partie lineaire du modele de Wiener utilise est approximee par une dynamique 
formee des poles de la linearisation du systeme original (2.64) au voisinage de l'op-
timum, soit 
r M _ (D* + h + 2hC*A)(D* + k2) 
app[S)~ (s + D* + h + 2k3C*A)(s + D* + k2)
 [Z-m) 
ou D* est le debit optimal donne par 
D* _ k2k3CAin + (fci - k2)y/k2(ki + k3CAin) 
faCAin + h-k2 
et CA, la concentration du reactif A a l'optimum de CB donnee par 
r* _ (*i + D*) ~ V(h + D*)
2 - 8hD*CA~ 
2.4.3 Resultats de simulation 
Plusieurs frequences d'excitation sont utilisees et les points de convergence (points 
de correlation nulle) obtenus par simulation du modele non lineaire (2.64) sont com-
pares d'une part a ceux obtenus par simulation de l'approximation par modele de 
Wiener et d'autre part au taux de dilution optimal de 24.016 h~l. Les reponses 
temporelles sont donnees pour 3 frequences. A basse frequence (0.27r/i_1), le point 
d'equilibre se confond pratiquement avec l'optimum theorique (Figure 2.3). Pour 
une frequence d'excitation de (27r/i-1), un biais de (0.8/i-1) apparait sur la com-
mande optimisante (Figure 2.4). Enfin, lorsque la frequence d'excitation est tres 
elevee par rapport a la frequence de coupure du systeme linearise i.e. 4nh~l, le 
point d'equilibre obtenu s'eloigne davantage (20.6/iT1) de l'optimum theorique (Fi-
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gure 2.5). Pour les 3 scenarios, l'approximation du systeme par un modele de Wiener 
conduit a un point d'equilibre optimal. Un point interessant a noter est que l'erreur 
reste faible jusqu'a une certaine frequence critique puis augmente significativement 
lorsque la frequence d'excitation depasse cette valeur (Figure 2.6). 
Variable manipulee (Taux de dilution D) 
I I , 
7\ 












0 1 2 3 4 5 
Temps [h] x 1 Q4 
FIGURE 2.3 Comparaison des solutions obtenues avec un modele exact et son ap-
proximation par un modele de Wiener, frequence d'excitation = 0.27T h~l. 
2.4.4 Reacteur piston avec reaction de Van De Vusse 
La dependance du point de correlation nulle a la frequence d'excitation illustree 
pour un systeme a parametres localises, reste valable dans le cas d'un systeme a 
parametres repartis comme le montre le cas d'etude suivant. 
2.4.5 Description du systeme 
Considerons un systeme reactif isotherme dans un reacteur piston a alimentation 
distribute (Cougnon et al., 2006). 
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Variable manipulee (Taux de dilution D) 
Approximation modele de Wiener 
Optimum theorique Modele exact 
1000 2000 3000 
Temps [h] 
4000 5000 
FIGURE 2.4 Comparaison des solutions obtenues avec un modele exact et son ap-
proximation par un modele de Wiener, frequence d'excitation = 2ir h~\. 
Variable manipulee (Taux de dilution D) 
Approximation modele de Wiener 
Optimum theorique 
Modele exact 
500 1000 1500 
Temps [h] 
2000 2500 
FIGURE 2.5 Comparaison des solutions obtenues avec un modele exact et son ap-












Approximation Modele de Wiener 
modele'exact 
10 10 10 10 
Frequence [h ] 
FIGURE 2.6 Evolution de la solution en fonction de la frequence du signal d'excita-
tion. 
- Reaction : A -* B -* C, 2A -* D. 















S dz + hCA - k2CE 
(2.73) 
conditions initiales : 
CA(Z,0) = CAO,CB(Z,0) = CBO (2.74) 
conditions aux frontieres : 
CA(0, t) = CAin, CB(0, t) — CBin (2.75) 
dv 
on suppose que j£ — q. 
Variables 
- Cx, concentration de l'espece X 
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- g, debit volumique par unite de longueur 
- ki} constantes cinetiques 
- C^im concentration a l'entree 
- C ^ J , concentration de l'alimentation distribute 
- v, debit volumique 
- S, section du reacteur 
- L, longueur du reacteur 
- Objectif : Maximisation de la concentration du produit B a la sortie du reacteur, 
CB(L). 
- Variable manipulee : q. 
- Parametres 
- fci = 5.6530 h - 1 
- k2 = 5.6530 h -
1 
- k3 = 140.2601 L m o r
1 h" 1 
- CAin = 1 mol L"
1 
- Ctsn = 10 mol L - 1 
- v — 1 m3 h _ 1 
- L = 1 m 
2.4.6 L inea r i s a t i on 
Le systeme etudie est linearise autour de 3 points de fonctionnement 
- q = Qopt 
- q = Qopt + 0.5 
- q = qopt - 0.5 
Le lieu des poles/zeros de ces 3 points est represents a la Figure 2.7. On observe 
que la plupart des poles et zeros ne changent pratiquement pas de position excepte 
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pour le zero au voisinage de l'optimum. Le systeme passe du caractere a minimum 
de phase au caractere a non-minimum de phase de part et d'autre de l'optimum 
et se comporte comme un derivateur filtre a l'optimum. Ce systeme ne peut done 
etre represents par un modele de Wiener ou de Hammerstein et doit etre approxime 





















2 Q \ 1 1 ^JALQ 1 1 1 i 
-60 -50 -40 -30 -20 -10 0 10 
Real Axis 
FIGURE 2.7 Poles et zeros du systeme linearise autour des points q = qopU q = 
qopt + 0.5 et q = qopt - 0.5. 
2.4.7 Resultats de simulation 
Comme indique au Tableau 2.1 et a la Figure 2.8 ci-dessous, plusieurs frequences 
d'excitation sont utilisees et les points de convergence (points de correlation nulle) 
obtenus par simulation du modele non lineaire (2.73)-(2.75) sont compares au taux 
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de dilution optimal de 2.1006 h~l. Notons que les conditions initiales sont choisies 
dans une region localement stable (Krstic and Wang, 2000). Si les conditions initiales 
sont choisies dans cette region, la position du point d'equilibre est independante 
des conditions initiales. Comme pour le cas precedemment discute d'un systeme a 
parametres localises, l'erreur sur l'optimum, faible jusqu'a une certaine frequence 
critique, augmente significativement au dela de cette valeur. 
TABLE 2.1 Influence de la frequence d'excitation sur la position d'equilibre du sys-





































Dans cette partie de la these, il a ete demontre que l'algorithme de commande ex-
tremale par la methode des perturbations converge en moyenne vers un point de 
correlation nulle distinct de l'optimum. L'erreur pour un systeme non lineaire gene-
ral est proportionnelle non seulement au carre de l'amplitude du signal d'excitation 
mais aussi au carre de la frequence de ce signal d'excitation. II s'ensuit qu'une 
optimisation lente est requise non seulement pour des considerations de stability 
mais aussi de precision. Dans le cas particulier de representions du type Wiener ou 
Hammerstein, l'erreur est toujours multipliee par le carre de l'amplitude du signal 
d'excitation. En choisissant done une amplitude du signal d'excitation suffisamment 
faible, (avec une limitation liee a une presence eventuelle de bruits de mesure) l'effet 



















1 . 5 ' • • • • • • • 
10~2 10~1 10° 
Frequence [h~1] 
FIGURE 2.8 Evolution de la solution en fonction de la frequence du signal d'excita-
tion. 
nue. Cette propriete des systemes du type Wiener ou Hammer stein est exploitee 
au chapitre suivant pour ameliorer les performances dynamiques de l'algorithme de 
commande extremale par la methode des perturbations. 
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C H A P I T R E 3 
A C C E L E R A T I O N D E LA C O N V E R G E N C E 
Deux concepts sont traditionnellement utilises pour ameliorer la vitesse de conver-
gence de l'algorithme de commande extremale par la methode des perturbations. 
Le premier utilise des algorithmes de commande qui sont appliques au systeme 
en vue d'accelerer sa dynamique et done d'accroitre sa bande passante (voir par 
exemple Krstic (2000); Chioua et al. (2007d)). Le second concept fait appel a un 
compensateur de phase utilise pour corriger le dephasage introduit par la dyna-
mique du systeme a la frequence du signal d'excitation Ariyur and Krstic (2003); 
Krstic (2000). Si les algorithmes de commande cherchent en general a reduire le 
dephasage sur une plus grande echelle de frequences, leur utilisation est cependant 
limitee par le degre relatif du systeme, la stabilite de la dynamique interne et la 
presence de retards purs. Les compensateurs de phase se concentrent, eux, sur la 
frequence du signal d'excitation et necessitent la connaissance du dephasage a cette 
frequence. 
La premiere partie de ce chapitre reprend les idees relatives a la compensation de 
phase. Cependant, pour eviter la necessite d'une connaissance a priori du depha-
sage introduit par le systeme, une estimation de ce dephasage basee sur les mesures 
disponibles est utilisee. La phase est estimee par modulation de la sortie avec un 
signal en quadrature de phase (dephase de f radians) par rapport au signal d'exci-
tation. Un signal d'excitation a basse frequence est ajoute de maniere a determiner 
le signe du gradient. Ce signe est necessaire pour garantir la stabilite de la boucle 
d'adaptation de phase. 
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La strategic de compensation de phase proposee s'applique dans la cas ou le systeme 
a optimiser peut etre represente par un modele de Wiener-Hammerstein (Section 
2.2). 
Dans la seconde partie de ce chapitre, nous proposons une modification relativement 
simple du schema de commande extremale par la methode des perturbations pou-
vant etre utilisee dans le cas plus general ou une approximation par un modele de 
Wiener-Hammerstein ne peut etre justifies. Cette modification consiste a substituer 
a l'estimation du gradient par filtrage lineaire telle que realisee dans la methode des 
perturbations, une estimation par moindres carres recursifs avec facteur d'oubli. 
Les deux schemas de commande extremale proposes sont testes en simulation sur 
un reacteur continu infiniment melange avec reaction de Van De Vusse. 
La Section 3.1 reformule de maniere simplifiee l'influence de la dynamique du sys-
teme sur la stabilite du systeme en boucle fermee. La Section 3.2 presente la me-
thode modifiee de commande extremale avec compensation de phase pour laquelle 
une preuve de stabilite est fournie dans la Section 3.3. La Section 3.4 justifie l'uti-
lisation d'un algorithme d'estimation par moindres carres recursifs avec facteur 
d'oubli. Des resultats de simulation de l'optimisation d'un modele approxime puis 
exact d'un reacteur continu infiniment melange avec reaction de Van De Vusse sont 
discutes dans la Section 3.6. 
3.1 Influence de la phase du systeme sur la stabilite en boucle fermee 
Si la dynamique du systeme est rapide par rapport a la frequence du signal d'exci-
tation, les etats decrivant ce systeme peuvent etre consideres quasi-statiques, 
N 1 
v(6) = ^ -}v
{i)(0)^ + 0{aN) (3.1) 
i=0 
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i.e., au second ordre, 
i 2 2 
i,(0) = y\{9af + %- + 20aasm(ut) - ^- cos(2o;t)) 
Zi Zi Zi 
(3.2) 
En l'absence d'une separation entre l'echelle de temps du signal d'excitation et celle 
du systeme, les sinusoi'des de frequence u et 2u possedent un dephasage qui affecte 
la convergence. Ainsi, au lieu de u(6) l'operateur dynamique P{6) doit etre utilise, 
a a' P(0) = oGo((0°)
2 + IT) + 2GJaasin{u>t - tpj) - G2uJ- cos(2o;t - ip2u})) (3.3) 
ou GiW et fiu sont respectivement le gain et le dephasage de la derivee seconde a la 
frequence iui. Les equations du systeme moyenne prenant en compte ce dephasage 
s'ecrivent alors 
-k? 
- w , ( e - G j ° a 2 c o s ( p w ) ) (3.4) 
-uh[r)
a - Go((0





La troisieme variable rf n'affecte pas les deux premieres, sa stabilite peut done 
etre analysee independamment. En supposant que la dynamique de 6a est lente par 
rapport a celles des filtres, £a peut etre considere quasi-statique. Cette hypothese 
destinee a simplifier l'analyse de stabilite peut cependant etre levee. L'equation 
d'etat s'ecrit alors 
6a = -kGJaa2 cos (^) (3.5) 
ce qui signifie que la stabilite locale est garantie si et seulement si cos{ipJ) > 0. En 
choisissant une frequence du signal d'excitation suffisamment basse, le dephasage 
peut etre maintenu inferieur a 7r/2, garantissant ainsi la stabilite. 
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3.2 C o m m a n d e extremale avec compensat ion de phase 
La presence d'une composante dynamique dans le systeme conduit a un dephasage 
entre l'entree et la sortie du systeme qui peut eventuellement conduire a une insta-
bility en boucle fermee. L'objectif du schema de commande (Figure 3.1) est d'uti-
liser un signal d'excitation de frequence plus elevee en vue de reduire le temps de 
convergence. Par ailleurs, des elements supplement aires sont inclus dans ce schema 
de commande de maniere a compenser le dephasage introduit par le systeme. 
La sortie possede une composante continue, une composante a la frequence du signal 
d'excitation ainsi que des composantes de frequences plus elevees. La composante 
d'interet (soit celle qui n'est pas eliminee par correlation) est celle a la frequence du 
signal d'excitation, G^6a sm.(u>t — if^). Cette composante peut etre decomposee a 
son tour en une premiere partie "en phase" et une seconde par tie "en quadrature de 
phase" (relativement a la phase du signal d'excitation) soit b\ sin(u/t) + &2COs(W). 
La partie en phase est amenee a zero par la boucle d'optimisation. L'originalite de 
la methode proposee dans cette partie de la these est l'introduction d'une boucle 
supplement aire de compensation de phase. Cette boucle conduit la partie en qua-
drature de phase a zero. Si la compensation de phase est parfaite, la stabilite de la 
boucle d'optimisation est alors garantie. 
Pour extraire la composante en quadrature, il est propose de moduler le signal de 
sortie du systeme par un signal en quadrature de phase avec le signal d'excitation 
(i.e., si le signal d'excitation est sin(u;t), alors cos(o;t) est utilise pour la modulation) 
dans la boucle de compensation de phase. L'estimateur de phase est lui-meme realise 
sous la forme d'une loi de commande integrate, et est en moyenne de la forme, 
^ = - f c v , G w ^ ° s i n ( ^ w ) (3.6) 
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6 = 9 + a sin(ay) + a sin(<2y) 
asin(rty) | •/ _ j _ 
asm{a)ht) 
acos(a)ht) 
x = f{x,0) 
y = J(x,0) 
y-n 
Dephaseur 
a sm(mht - (p) 
Dephaseur 
s + a>,„ 
acos(fiy-^>) 
FIGURE 3.1 Commande extremale par la methode des perturbations avec com-
pensation de phase. La partie en pointilles represente les blocs introduits par la 
modification de la methode classique des perturbations, le bloc dephaseur introduit 
un retard de phase (p. 
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dont on notera la similitude avec l'equation (3.4). 
La principale difficulte introduite par l'equation de compensation de phase ci-dessus 
est que le signe du terme 9a influence directement la stabilite du systeme en boucle 
fermee. Pour lever cette dependance, le signe de 6a doit etre estime independamment 
et multiplier la loi d'adaptation ce qui est precisement l'objectif de la troisieme 
partie du schema propose dans laquelle le signe de 9a est obtenu en injectant un 
signal a basse frequence puis en modulant la sortie avec ce signal a basse frequence. 
Le produit en moyenne est G^d0, cos((/^J. Comme le second signal d'excitation 
utilise est a basse frequence, le terme cos(<^) est positif et le signe de G^fi0, cos(</?a,i) 
est done aussi celui de 6a. II s'ensuit qu'une multiplication du gain d'adaptation de 
phase par le signe de G^O0, cos^^,) assure la stabilite du schema. Le schema propose 
se distingue du schema classique de commande extremale par perturbations par le 
fait que le signal basse frequence n'intervient que dans le cas d'une instabilite, sinon, 
e'est le signal haute frequence qui fixe la vitesse de convergence. 
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3.3 Analyse de la strategie de commande extremale avec compensation 
de phase 
Le schema de commande extremale avec compensation de phase peut etre represents 
par les equations suivantes, 
9 = —k£, 9 = 9 + a sin(u>it) + a sm(u ht) 
£ = -un£ + ujn (y-ifia s\n{uht - 0) 
T) = -LUhlT] + Uhly 
7 = -uJia + uJii{y-r])acos{ujht-(p) 
fi = -ui2fi + uJi2(y - ri)acos(utt) 
(p = —kyifi 
En plus des variables d'ecart de-furies par (1.59) a (1.61), une nouvelle variable 
d'ecart dp = dp — ipu>h avec dp phase estimee du systeme et ipu,h phase reelle du 
systeme a la frequence a^, sera utilisee dans les developpements ulterieurs. 




-^e + T a J? p$) sinM - w* 
2TT 
- ^ i 7 a + ^ a j o h Pifi) c o s K t - &)dt 







avec 9 — 9a + asm(u^£) + asm(uit). 
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l'operateur P{9) est donne par 
P(9)=1-G0((9
ar + a2) 
+2Gu,l6
aasm(ujlt - ipUl) 
+2GUJhe
aasm(ujht - (pUh) 
a2 
- G ^ y COs(2Wjt - paw,)) 
a2 
-G2ujhY cos(2ujht - (p^) 
-GUh+LJla
2 coB((uh + (Ji)t - (pUh+Ul) 
+GWh-UJla
2 cos((u^ - ui)t - <fujh-un )) (3.8) 





a - G 0 # )





a - G^0aa c o s ^ ) ) 
-fc^7a/x°dt 
Parmi les six variables d'etat apparaissant dans l'equation precedente, fja n'infiuence 
pas les autres variables et est stable par construction. II peut done etre ignore dans 
l'analyse de stabilite. En supposant que les dynamiques de 9a de (pa sont plus lentes 
que celles des filtres, les 3 etats £a, 7a , fj,a peuvent etre consideres quasi-statiques. 
Comme dans la Section 2 de ce chapitre, cette hypothese est uniquement destinee a 
simplifier l'analyse de stabilite et peut etre levee. Par ailleurs, l'objectif de l'etat na 
est d'extraire le signe du terme 9a. On note que G^ > 0 et a > 0. Done, si la plus 













suffisamment faible pour que le dephasage a cette frequence satisfasse ipWl < ir/2, 
alors cos(v?Wi) > 0, ce qui implique signe(iJ,
a) — signe(0a). Finalement, le systeme 









avec k\ = akGbJh et k2 = a^^G^G^ cos(v?Wi)- En utilisant les nouvelles variables, 
X\ = 6a and x2 = 1 — cos(ip






— k\X\ + k\X\X2 
-k2x\x2{2 - x2) 
(3.11) 
On notera que si la valeur initiale x^init de x2 est choisie telle que 0 < x2init < 
2, (3.11) montre que x2 reste dans l'intervalle semi-ouvert [0,2). La fonction de 
Lyapunov suivante est utilisee 
^ ^ 
(3.12) 
avec a > 0. Cette fonction de Lyapunov est definie positive par construction et est 
nulle seulement pour x\ = 0, x2 = 0. La derivee temporelle de cette fonction de 
Lyapunov est 
V = —kix1 + k\xxx2 — ak2xlx2 — ak\ x2 
2-x2 
xxx2 (3.13) 
En choisissant a = = , on obtient 
«2 
V = -kxx\{\ + 
00n 
2-x2 
) < 0 (3.14) 
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ce qui montre que le systeme (3.11) converge vers X\ = 0 i.e. 9a = 0. 
3.4 Utilisation d'un algorithme d'estimation par moindres carres recur-
sifs avec facteur d'oubli 
3.4.1 Phase d'un systeme non lineaire 
Un modele de Wiener ou de Hammerstein, comme detaille a la Section (2.2), possede 
une dynamique lineaire en cascade avec une non linearite statique. Si Ton considere, 
par exemple, le cas d'un modele de Wiener, la sortie s'ecrit 
y = P(u) = f(u)G(s) (3.15) 
avec f(u), fonction non lineaire de l'entree u et G(s) une fonction de transfert repre-
sentant la partie dynamique du modele. On peut done ecrire les derivees premiere 
et seconde de cette sortie par rapport a la variable u comme 
d2y d2P dp 
d^=&S= d^G(s) ( 3 - 1 7 ) 
et Ton observe que la phase de la sortie est identique a celle des ses derivees pre-
miere et seconde. Notons que dans le cas d'un modele de Hammerstein, cette pro-
priete reste vraie, l'ordre des termes relatifs aux parties lineaires et non lineaires 
etant inverse. C'est precisement cette particularite des representations de Wiener-
Hammerstein qui a ete utilisee a la section precedente pour revaluation et la com-
pensation de la phase du systeme en vue d'accelerer la convergence de la methode 
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des perturbations. Ainsi, dans l'Equation (3.3) que nous rappelons ci-dessous, 
P{0) = \G0((e
a)2 + y ) + 2Gjaasm(ut - <pu) - GJL cos(2ut - <^) ) (3.18) 
P{0) est un operateur dynamique et G^ et (p^ sont respectivement le gain et le 
dephasage de la derivee seconde a la frequence iui. Dans le cas d'un modele de 
Wiener (ou de Hammerstein), la phase est uniquement dependante du terme G{s) 
dans l'Equation (3.15). De par ce fait (piu> est aussi la phase de la sortie du systeme 
et de sa derivee premiere a la frequence iu. L'estimation de la phase peut done etre 
realisee simplement par une mesure de sortie. 
Cependant, si le systeme n'est plus du type Wiener-Hammerstein, le schema de 
compensation de phase precedemment propose necessiterait d'evaluer la phase de 
la derivee seconde du systeme non lineaire et proscrirait ainsi son utilisation. 
3.4.2 Analyse de convergence des schemas d'estimation par filtrage li-
neaire et par moindres carres recursifs avec facteur d'oubli 
Estimation du gradient par filtrage lineaire 
L'algorithme d'estimation par filtrage lineaire utilise par la methode des perturba-
tions s'ecrit 
t = -\u£ + ui(y-v)d (3-19) 
f) = -uhri + cuhy (3.20) 
ou £ et rj sont respectivement les etats des filtres passe-bas et passe haut (Fig. 1.2) 
et d — a sm(ut) le signal d'excitation. 
Soit la fonction de Lyapunov 
V = I? + i f (3-21) 
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avec £ = £ — £* et fj = r\ — rf. 
En utilisant ces deux variables d'ecart, les equations d'etats (3.19) et (3.20) peuvent 
etre reecrites sous la forme 
| = -uifjd-mi^+unCtf-j) (3.22) 
f) = -uhri + u)h£*d (3.23) 
La derivee temporelle de cette fonction de Lyapunov est 
a2 ~ -
V = -ujhfj
2 - — UJIC2 + ujhfjCd - <jJif)£d + u>i£,C(d
2 
et l'on peut observer que rien ne peut etre conclu concernant le signe de cette derivee 
temporelle. Si l'on considere maintenant le systeme moyenne pour les deux etats 
(£,77) obtenu en prenant la moyenne du membre de droite des equations (3.19) et 
(3.20) sur l'intervalle [0, ^ ] . Les etats moyens sont notes (-)a. Le systeme moyenne 
s'ecrit (Khalil, 2002) : 
1° = -^ey (3-25) 
ft = -uhrj
a (3.26) 
La meme fonction de Lyapunov (3.21), dans le cas de ce systeme moyenne possede 
une derivee temporelle dont l'expression s'ecrit, pour le choix ui = u>h = k 
2 
Va = -k{na2 + ^ - e 2 ) (3.27) 
et Va < -kVa < 0 
En invoquant, le theoreme de la moyenne (voir Annexe 2), le systeme est done 
exponentiellement stable pour une valeur de k suffisamment faible. 
Examinons, maintenant la precision obtenue sur les parametres estimes par filtrage 
(3.24) 
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lineaire. Le point d'equilibre du systeme moyenne, (Equations 3.25 et 3.26) est 
(£a,?7a) est (0,0). Cependant, selon le choix des frequences de coupures (ui,Uh) ou 
de maniere equivalente de celui du gain k, un biais peut apparaitre sur l'estimation 
de (£,77) comme illustre par l'Exemple 1. 
Ce biais peut etre explique par le theoreme de la moyenne qui stipule que la distance 
entre l'etat d'un systeme dynamique et celui du meme systeme dynamique apres 
moyennage est borne par une fonction d'ordre 0(k). 
Pour quantifier le biais obtenue par une estimation par filtrage lineaire, considerons 
d'abord l'Equation 3.23. Cette relation etant lineaire, une transformation de Laplace 





uh + s 
aio 
S2 + U)2 
(3.28) 
(3.29) 
dont la solution temporelle est 
H(t) = ~^== s i n M - t a n " ^ - ) ) (3.30) 
En substituant cette solution dans l'Equation 3.22, on obtient 
£=-ul£j+ulf(t) (3.31) 
avec 
/(*) = - ^ C = ( c o s ( 2 ^ - t a n " 1 ^ ) ) + -J==2 ) 0-32) 
qui s'ecrit apres transformation de Laplace 
79 
Le biais observe en moyenne peut alors etre deduit en calculant la moyenne des 
solutions temporelles de 3.28 et 3.33 qui ne doivent pas etre confondues avec la 
solution du systeme moyen (Equations 3.25 et 3.26). 
£ f'idt = —^L= (3.34) 
27 
J fjdt = 0 (3.35) 
Jo 
On notera finalement, que ce biais disparait dans le cas d'une commande extremale 
pour laquelle la valeur de £* (gradient a l'optimum) est nulle, mais peut cependant 
nuire a la precision sur la commande optimisante si la strategie est destinee a un 
asservissement de pente ("Slope Seeking") (voir e.g. Ariyur and Krstic (2004) pour 
un detail de cette technique). 
Estimation du gradient par moindres carres recursifs avec facteur d'oubli 
Une estimation de gradient par une loi de moindres carres recursifs avec facteur 
d'oubli s'ecrit 
§ = - i r V (3-36) 
R - -2(\R + (p<pT) (3.37) 
avec e = y — y erreur d'estimation, y — <pT9 modele de la sortie, lineaire vis a vis 
des parametres 0 et A facteur d'oubli. 




R = -2(\R + <pTtp) (3.39) 
80 
ou |^0 represente l'estimation du gradient et 0 = 6 — 9* l'erreur d'estimation. 
L'existence d'un inverse de la matrice de covariance R — f0 e~
Xr(pipTdT + R(0)e~xt 
est garantie par la condition de persistence d'excitation (Anderson et al., 1986). 
Soit la fonction de Lyapunov 
V = ^0TR6 (3.40) 
La derivee temporelle de cette fonction de Lyapunov est 
V = -X9TR9 = -2XV < 0 (3.41) 
On observe done que, contrairement au cas d'une estimation par filtrage lineaire, 
la convergence exponentielle de la methode des moindres carres avec facteur d'ou-
bli, ne necessite pas d'avoir recours au theoreme de la moyenne dont les conditions 
d'application imposent une borne superieure sur la valeur du gain d'estimation liee 
a la frequence du signal d'excitation, elle meme, determinee par la dynamique du 
systeme. Cette restriction etant levee, la seule limitation sur la vitesse d'estimation 
est dans le cas de la methode des moindres carres avec facteur d'oubli uniquement 
liee a la presence de bruits de mesure. 
Pour illustrer notre propos, l'exemple suivant compare les performances des deux 
algorithmes dans le cas d'un modele sans erreur de structure. 
Exemple 1 
Soit un systeme dont la caracteristique reliant l'entree et la sortie est de la forme 
y = a + bu. L'estimation des parametres a = 5 et b = 6 est effectuee par les deux 
algorithmes precedemment decrits. Le signal d'excitation utilise est u — asin(ut) 
dont la frequence est fixee a Ihr1. L'estimation par filtrage est testee pour 3 valeurs 
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de gain k = 0.3, k = 1 et k — 2. 
Moindres carres 
^ ^ M ^ W W W V l W W / > m A W A W ^ 
Filtrage lineaire 
0 5 10 15 20 25 30 35 40 
Temps [h~ ] 
FIGURE 3.2 Comparaison des vitesses de convergence, estimation parametre b (gra-
dient), moindres carres et filtrage lineaire, gain d'estimation par filtrage lineaire = 
0.3. 
Les Figures 3.2 a 3.7 comparent les resultats obtenus par chacune des methodes 
d'estimation pour ces trois valeurs de gain. On peut observer qu'un accroissement 
de la valeur de ce gain conduit a un niveau d'oscillation croissant sur l'estimee du 
parametre a et un biais sur celle du parametre b. Ce phenomene est une consequence 
du theoreme de la moyenne : d'une part le systeme original (non moyenne) presente 
des oscillations qui n'apparaissent plus dans le systeme moyenne. Et d'autre part, 
l'erreur d'approximation par moyennage est bornee par une fonction qui croit li-
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0 5 10 15 20 25 30 35 40 
Temps [rf ] 
FIGURE 3.3 Comparaison des vitesses de convergence, estimation parametre a, 
moindres carres et filtrage lineaire, gain d'estimation par filtrage lineaire = 0.3. 
Moindres Carres 
Filtrage lineaire 
0 5 10 15 20 25 30 35 40 
Temps [rf1] 
FIGURE 3.4 Comparaison des vitesses de convergence, estimation parametre b (gra-





0 5 10 15 20 25 30 35 40 
Temps [rf1] 
FIGURE 3.5 Comparaison des vitesses de convergence, estimation parametre a, 
moindres carres et filtrage lineaire, gain d'estimation par filtrage lineaire = 1. 
waaiim 
Moindres Carres 
t Filtrage lineaire 
0 5 10 15 20 25 30 35 40 
Temps [h ] 
FIGURE 3.6 Comparaison des vitesses de convergence, estimation parametre b (gra-
dient), moindres carres et filtrage lineaire, gain d'estimation par filtrage lineaire = 
2. 
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Temps [h ] 
FIGURE 3.7 Comparaison des vitesses de convergence, estimation parametre a, 
moindres carres et filtrage lineaire, gain d'estimation par filtrage lineaire = 2. 
3.5 Analyse de la strategie de commande extremale utilisant une esti-
mation par moindre carres recursifs avec facteur d'oubli 
Soit une commande extremale adaptative constitute d'une loi de gradient pour la 
synthese de la commande optimisante 
x F dy u = - r o — du 
(3.42) 
u — u + d (3.43) 
avec 
d = a sin(utf) (3.44) 
et r o gain d'adaptation de la commande. 
Si l'estimation des parametres utilise une loi de moindres carres recursifs avec fac-
teur d'oubli (Equation 3.37), les lois d'adaptation de la commande et des parametres 
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s'ecrivent 
fi = -r0^§ (3.45) 
R = 2((pTip-\R) (3.46) 
0 = -R-\yy~w
Te) (3.47) 
La sortie du systeme devant etre optimisee est ecrite comme 
J = y = lp
Te (3.48) 
La fonction de Lyapunov suivante est utilisee 
l g r ™ • 1 fdJ 
2 
V-2em+2{Tj (3'49) 
avec 9 = 9 — 6 En notant que le gradient de la fonction objectif peut s'ecrire comme 
G = di = f ^ (3.50) 
et son hessien comme 
H = * l = &tpe+d<pde_ 
du2 du2 du du 
la derivee temporelle de la fonction de Lyapunov s'ecrit 
V _ _ ^ _ r„„ ( ^ _ *(r * - ^ + r * , ( * g _ *«,, (3,2) 
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si Ton note 
D _ H%-
ou 
X = 9 
Y = We 
ou 
OU 
A = XR>0 (3.53) 




cette derivee temporelle est de la forme 
V = -XT(A - C)X - BY2 + DXY (3.59) 
et il peut etre observe que V < 0 pour D2 < 4(A — C)B ce qui montre que le 
systeme (3.47) converge vers (X, Y) = (0,0) i.e.6 - > 0 e t G = | J - + O i.e. J -» Jopt. 
3.6 Exemple illustratif 
Nous reprenons dans cette section le probleme d'optimisation presente en (2.4.1) et 
evaluons les benefices des deux strategies proposees en terme de vitesse de conver-
gence a l'optimum. 
3.6.1 Reacteur continu infiniment melange avec reaction de Van De 
Vusse 
Concernant la methode de compensation de phase, elle est appliquee au modele 
approxime au voisinage de l'optimum theorique par une representation de Wiener, 
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constitue d'une partie lineaire qui s'ecrit 
app[ J " (s + D* + kx + 2k3C*A)(s + D* + k2)
 [6™} 
ou D* est le debit optimal donne par 
D* = fahCAin + (fci - k2)y
/k2(k1 + k3CAin) , v 
kzCAin + h-k2 
et CA, la concentration du reactif A a l'optimum de CB donnee par 
CA - i / - (3.62) 
en cascade avec la non linearite statique suivante 
fci 
CR = 
4A;3(A;2 + D) 
((fci + D) - V(fci + £>)2 - 8/c3JD^m) (3.63) 
Dans la Section 2.4.1, l'optimisation en ligne de ce systeme par l'utilisation de la 
methode des perturbations impose une frequence maximale du signal d'excitation 
de 47r hr1 (Figure 2.5). Une boucle de compensation de phase permet maintenant 
d'accroitre cette frequence d'un facteur 5 soit a une valeur de 20nh~1 (Figure 3.8) 
tout en garantissant la stabilite de la boucle fermee. En consequence de quoi, un 
temps de convergence initialement de 350 h est reduit a pres de 75 h. 
Pour la seconde approche, soit celle constitute d'une etape d'estimation par moindres 
carres, les resultats en simulation (Figure 3.9) sont cette fois-ci compares a ceux 
obtenus par la methode des perturbations lorsqu'appliquee au modele exact decrit 
par le systeme d'equations 2.64. Rappelons que pour cet exemple, une frequence 
maximale du signal d'excitation de 0.2ir /t_1 (Figure 2.3) etait necessaire pour ga-

















FIGURE 3.8 Variables optimises et manipulee, methode de perturbations avec com-
pensation de phase, frequence d'excitation = 207r / i_ 1 
d'un algorithme d'estimation par moindres carres avec facteur d'oubli permet de 
reduire le temps de convergence initialement de 6300/?. a pres de 200h pour une 
meme frequence d'excitation de 0.27T h~l. 
3.7 Conclusions 
Nous avons propose deux modifications de l'algorithme de commande extremale 
par la methode des perturbations permettant d'ameliorer la vitesse de convergence 
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FIGURE 3.9 Variables optimisee et manipulee, methode de perturbations utilisant 
une estimation par moindres carres avec facteur d'oubli, frequence d'excitation = 
0.2TT h~l 
tout en maintenant la stabilite de la boucle fermee en presence d'une dynamique 
non negligeable dans le systeme. Une premiere solution s'appliquant aux systemes 
de Wiener-Hammerstein est constitute d'un algorithme de compensation de phase 
utilise pour corriger le dephasage introduit par la dynamique du systeme a la fre-
quence du signal d'excitation. Une seconde solution s'appliquant aux systemes non 
lineaires plus generaux utilise une estimation par moindres carres recursif avec fac-
teur d'oubli. Les resultats de la simulation de l'optimisation en temps reel d'un 
reacteur continu parfaitement melange avec reaction de Van de Vusse indiquent 
que la vitesse de convergence peut etre significativement augmentee par 1'utilisa-
tion des deux methodes. 
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CHAPITRE 4 
AMELIORATION DES PROPRIETES DE CONVERGENCE DE LA 
COMMANDE EXTREMALE PAR LA METHODE DES 
PERTURBATIONS POUR UNE CLASSE DE SYSTEMES 
DIFFERENTIELLEMENT PLATS 
Cette partie de la these poursuit l'investigation de moyens permettant d'accelerer la 
vitesse de convergence de l'algorithme de commande extremale par la methode des 
perturbations. Nous nous posons, ici, la question de savoir si la vitesse de conver-
gence peut etre arbitrairement augmentee par une acceleration de la dynamique du 
systeme realisee par l'addition d'une commande par anticipation et/ou par retroac-
tion. Dans Krstic (2000) ce meme probleme est pose pour la classe des systemes non 
lineaires du type Wiener ou Hammerstein. Dans ce chapitre, nous tentons d'etendre 
les resultats de Krstic (2000) a une autre categorie de systemes, i.e. la classe des 
systemes differentiellement plats mono-entree, mono-sortie. Le choix de cette classe 
de systemes est motive par la possibilite qu'ils offrent de realiser une inversion de 
leur dynamique au degre relatif pres. En plus de l'aspect stability du systeme en 
boucle fermee, nous nous interessons a celui de la precision sur le point d'equilibre 
du systeme moyenne. II a ete demontre au Chapitre 2 (Chioua et al., 2007c), (Chioua 
et al., 2007a) que pour les systemes non lineaires ne pouvant etre representes par 
un modele du type Wiener ou Hammerstein et dont une caracterisation est four-
nie par le Lemme (2.2.1), l'algorithme de commande extremale par la methode des 
perturbations converge en moyenne avec une erreur proportionnelle au carre de la 
frequence du signal d'excitation. Nous analysons, ici, la possibilite de reduire cette 
erreur en utilisant une commande par anticipation et/ou par retroaction. Le resultat 
de cette analyse indique que dans le cas general, la vitesse de convergence ne peut 
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etre arbitrairement augmentee pour un niveau de precision donne. Le raisonnement 
utilise se base sur les elements suivants : comme la sortie a optimiser ne peut etre 
controlee dans la boucle interne (perte de commandabilite a l'optimum), il existera 
toujours une relation statique ou dynamique entre la sortie controlee et la sortie 
optimisee. Si cette relation est dynamique et que la dimension de la "dynamique 
residuelle" (concept que nous introduisons et definissons a la Section 4.1.4) est in-
ferieure ou egale a 1, alors la vitesse d'adaptation peut etre fixee arbitrairement. 
Cependant, si la dynamique residuelle est de dimension superieure a 1, le systeme 
converge vers un point d'equilibre distinct de l'optimum statique recherche et la 
vitesse maximale d'adaptation est limitee. 
La Section 4.1 formule le probleme de l'optimisation en ligne par la methode des 
perturbations de la classe des systemes differentiellement plats, mono-entree, mono-
sortie. Les resultats de l'analyse sont fournis dans la Section 4.2 et illustres par deux 
exemples simples dans la Section 4.3. 
4.1 Commande extremale par la methode des perturbations de sys-
temes differentiellement plats en boucle fermee 
4.1.1 Formulation du probleme 
Le probleme a l'etude est celui de l'optimisation en regime permanent d'un systeme 
non lineaire mono-entree, mono-sortie, en boucle fermee et peut etre formule comme 
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suit : 
minJ(x(r r e / ) , r r e / ) (4.1) 
rref 
s.t. x = F(x) + G(x)u = 0 
r = H(x) 
u = K(x, rref) 
Avec x e W1 vecteur des variables d'etat du systeme, u € R variable de commande, 
r £ E sortie commandee, rref e R reference de la sortie commandee, F et G sont 
des fonctions continues suffisamment derivables decrivant la dynamique du systeme, 
H une fonction des variables d'etat decrivant la sortie , K un operateur (statique 
ou dynamique) representant le correcteur et J la fonction objectif (continue suf-
fisamment derivable). La premiere contrainte du probleme (derivees temporelles 
des variables d'etat nulles) traduit le fait que l'optimisation est realise en regime 
permanent. 
4.1.2 Inversion d'un systeme differentiellement plat 
La classe des systemes different iellement plats (Fliess et al., 1995), (Sira- Ramirez, 
2004) etant consideree avec la variable r pour sortie plate, l'ensemble des variables 
d'etat ainsi que l'entree du systeme peuvent etre reconstruits a partir de la sortie 
plate et de ses derivees successives, on peut done ecrire 
x = d(r,f,r,---) (4.2) 
et 
u = C2(r,f,r,---) (4.3) 
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La fonction cout mesuree J depend de r et de ses derivees successives, i.e. 
J(x) = / ( r , r , f , - - - ) (4.4) 
La dynamique du systeme, peut, apres transformation du vecteur d'etat (Khalil, 
2002), s'ecrire comme : 
r(n) = a(x) + p(x)u, p{x) ^ 0 (4.5) 
Un simple correcteur base sur l'inversion exacte est utilise pour la commande du 
systeme, i.e. 
(-"to+r$+ ££.'*< (>•&->•»)) 
" = ^ W> "- (4'6) 
4.1.3 Commande extremale d'un systeme differentiellement plat 
A l'equilibre du systeme, les variables d'etat ainsi que Pentree du systeme sont des 
fonctions de la reference r re/. La fonction cout peut done s'ecrire 
J(x(rref),rref) = J(rref) (4.7) 
Pour la resolution en ligne de ce probleme d'optimisation, une loi de commande 
extremale est deduite des conditions necessaires d'optimalite, sous Phypothese de 
convexite de la fonction objectif J, : 
dJ 
fref = -k-z (4-8) 
drref 
94 
Le schema presente a la Figure (4.1) est une version modifiee de celui propose par 
Krstic and Wang (2000). Ainsi, le filtre passe-haut n'est plus utilise et le nitre passe-
bas est d'ordre superieur. L'utilisation d'un filtre passe-bas d'ordre n est motive par 
la necessite de pouvoir evaluer rljf de maniere causale. 
Comme dans le cas de la commande extremale par la methode des perturbations 
classique, la fonction objectif incluant la dynamique du systeme, (y = J(x,r)) 
est supposee directement mesurable. Cette sortie mesuree est modulee par le meme 
signal d'excitation injecte a l'entree du systeme. Un filtre passe-bas d'ordre n consti-
tue de n cellules elementaires d'egales frequences de coupures UJC et de sortie /% per-
met d'eliminer les oscillations residuelles et d'extraire le gradient requis (3n 
dj 
dr. ref 
Finalement, un controleur integral de gain ktoc conduit ce gradient estime a zero. 
Le schema de commande s'ecrit 
u = K(x,rref) 
rref - rref + ° Sin(firf) 
0-—r- k co 
x = F(x,u) 
r = H(x) 
A 
6), 
(s + coc) 
-d -asin(cot) 
j = / ( r , r , - - - , r w ) 
A 
«>c 




FIGURE 4.1 Commande extremale par la methode des perturbations. K est un 
operateur dynamique fonction des derivees de frej. 
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A = -Uc(j3i-f(r,r,r,---)d) (4.9) 
^ = -UciPi-Pi^), i = 2 , - - . , n (4.10) 
rref = -kucpn (4.11) 
^re/ = rref + d, d = asm(uit) (4.12) 
fre/ = -kucpn + d (4-13) 
f% = k^yj^d-iy^q-'p^+d^, 
3=0 
i = 2,---,n (4.14) 
n - l 
rW = ^ } + E ^ ( f 2 / - r ( i ) ) (4-15) 
La dynamique de l'erreur de poursuite (e = r — rref) est : 
n—1 n 
e(") = - J^ i^£« - J ] i ^ « (4.16) 
t=0 i=0 
avec i^o = —1-
La stabilite de cette erreur de poursuite depend uniquement du choix des coefficients 
K{. On notera, enfin, que le terme d'anticipation r^ elimine, en moyenne, la partie 
forcee et conduit a l'obtention d'une erreur nulle, en tout temps, sous reserve d'un 
choix approprie des conditions initiales. 
4.1.4 Dynamique residuelle 
Le degre relatif (drei) d'une sortie donnee est defini comme le plus petit ordre 
de derivation faisant apparaitre l'entree de maniere explicite (Isidori, 1995). Le 
degre relatif d'une sortie plate pour la classe des systemes mono-entree, mono-
sortie coincide avec Fordre n du systeme. Par ailleurs, la variable optimisee peut 
etre exprimee comme une fonction de la sortie plate et de ses derivees temporelles 
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successives : J(x) — / ( r , f, f, • • •). Nous definissons le degre residuel (dimension de 
la dynamique residuelle) comme l'ordre de derivation le plus eleve necessaire pour 
reconstruire la variable optimisee i.e. J{x) = /(r , r, • • • , r^dres">). Le lemme ci-dessous 
permet de relier le degre residuel au degre relatif 
Lemme 4 La somme du degre relatif et du degre residuel est egale a l'ordre du 
systeme 
C^rel ~t~ ("res — *"• 
Preuve : 
La derivee temporelle d'ordre i de J(x) est donnee par : 
J®(x) = / i ( r , r , • • • ,r{d™s+i)) (4.17) 
La derivee d'ordre drei de J(x) s'ecrit done : 
jMfc) = / 2 ( r , r, • • • , r
[dres+d™l)) (4.18) 
j(drel\x) etant, par la definition du degre relatif, une fonction explicite de l'entree, 
r(drea+drt,i) es^ u n e foncti0n explicite de l'entree. Comme le degre relatif de r est n, 
dres + drei > n. Par ailleurs, J^
drel''1\x) n'est pas une fonction explicite de l'entree 
done dres + drei — 1 < n i.e. dres + drei < n. II s'ensuit que dres + drei = n . • 
Dans le cas d'un systeme lineaire, dres correspond au nombre de zeros et la condition 
drei + dres = n est effectivement la definition du degre relatif. Le Lemme 1 montre 
que la dynamique residuelle coincide exactement avec la dynamique interne si la 
sortie du systeme est J(x). Notons que ce resultat est une consequence directe du 
Lemme 4 dans Hagenmeyer and Zeitz (2004). 
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4.2 Analyse de la coramande extremale de systemes differentiellement 
plats commandes 
Nous montrons, dans cette section, que pour un systeme differentiellement plat pour 
lequel le degre residuel de la variable optimisee est 0 ou 1, la vitesse de convergence 
peut etre fixee arbitrairement. Cependant, une vitesse de convergence arbitraire ne 
peut plus etre obtenue si le degre relatif est superieur a 1. 
Theoreme 3 Soit un systeme plat avec une hi de commande donnee par (4-6) 
et une hi de commande extremale donnee par (4-9)-(4-15). II existe une valeur de 
Vamplitude (a), de la frequence (u) du signal d 'excitation, de la frequence de coupure 
(u)c) et du gain d'adaptation de la commande (k) tels qu'une vitesse de convergence 
arbitrairement fixee et une precision donnee puissent etre localement obtenues, si et 
seulement si le degre residuel de la variable a optimiser est inferieur ou egal a 1. 
Preuve : 
Commande parfaite du systeme plat : De par la propriete de platitude du systeme, 
une commande parfaite de la sortie peut etre realisee en utilisant (4.6), i.e., 
r = rref + d (4.19) 
r - rref + d (4.20) 
r « = r%f + d^ (4.21) 
Si une commande parfaite transforme la relation initialement dynamique entre rref 
et r en une relation statique, la relation entre r et J reste, elle, dynamique. Les 
derivees successives de r etant des fonction des Pi, la dynamique residuelle peut 
s'exprimer comme une fonction des /?; et sera formulee comme telle dans l'analyse 
qui suit. 
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Moyennage : Le theoreme de la moyenne (Khalil, 2002) est utilise apres reformula-
tion de la dynamique residuelle. Le systeme moyenne s'ecrit : 
01 = -<»c ( f t ~ ^ I ^(fd) dr J (4.22) 
ft = -uc(ft - ft^), i = 2,.--,n (4.23) 
raref = - k u c ( 3
a
n (4.24) 
Developpement en serie de Taylor: Un developpement au second ordre de la sortie 
du systeme autour de l'optimum statique (r*,0, 0) s'ecrit : 
f(rref + d, rve/ + d, • • • , rffl + d^) = (4.25) 
- dres dres o2 £ 
i=0 j=0 
I dres dres dres 0 \J2 £ £( f+d) ( 0( f+d) ( i )( f + d) ( f c ) 
\i=0 j=0 fc=0 
,n avec f = rref — r* et f ̂  = r^f, i = 1,2, • 
le dernier terme du membre de droite represente l'erreur d'approximation du deve-
loppement en serie. 
Moyennage du developpement en serie de Taylor : Avec d = asin(u;£), l'integrale 
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dans (4.22) s'ecrit : 
/»22L dres 





. 7 = 1 
j=o 
/ dres u>res \ 
\ i=Q j=Q J 
avec floor(i/2) = z/2 pour i pair et floor(i/2) = (i —1)/2 pour i impair. L'expression 
de r ^ en fonction de $ utilise les relations (4.13)-(4.14) et est donnee par, 
ft = -Wc(/?1
a + 0 ( a 4 ) + 6 + 7 + 7 o ( C / - r * ) ) 
n 





avec 7/ = Mr , v = [rji rj2 ••• Vn]
T, T = [liuc li^l • • • 7 d r e s ^
r e s ] T e t 
(-l) 'Ct"i for i + j > n 
Ma 
0 for i + j < n 
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Expression en forme standard : L'equation ci-dessus peut etre ecrite comme : 
x 
x 
= uc(Ax + 5 ( 7 - 7or* + 0(a
A)) + Be) (4.31) 
A = 
_pal & ••• 





































Changement d'echelle de temps : En considerant revolution du systeme boucle dans 




= 8Ax + <5S(7 - 7or* + 0(a
4)) + 5Be (4.32) 
Stabilite du systeme linearise : Les valeurs propres de A peuvent determinees par 
resolution de l'equation det(s/ — A) = 0 et Ton peut verifier que le determinant 
possede la structure suivante 
n - l 
det(s7 - A) = s(s + l)n + k^0 + k ^ a^ (4.33) 
i=i 
Pour k = 0, le polynome caracteristique possede une racine a l'origine du plan com-
plexe et n racines a s = — 1. Par continuite, pour k > 0, k —»• 0, la racine perturbee 
reste dans le voisinage de celle non perturbee. Pour des valeurs de k faibles, les 
racines au voisinage de s = — 1 restent stables et done seul le comportement de la 
racine a l'origine doit etre analyse. Soit pour k —• 0, rx —•> 0 la racine au voisinage 
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de l'origine. Cette racine etant solution de l'equation caracteristique, i.e., 
n - 1 
r i (n + l ) n + kl0 + k J2 ocir[ = 0 (4.34) 
i = i 
Comme r\ —> 0, les termes d'ordre superieur peuvent etre negliges il s'ensuit, 
r i = —-, ;— (4.35) 
1 + kai 
Si 70 > 0, alors le systeme est stable pour des valeurs suffisamment faibles de k. De 
plus, le systeme est instable pour des valeurs positives de k si 70 < 0. 
Stabilite du systeme non lineaire : Soit Sis un sous-ensemble compact de M.
n+1 pour 
lequel la condition de stabilite du systeme linearise est satisfaite. Dans l'equation 
(4.32), e contient des termes d'ordre 2 et plus, e = 0(||a;||2), il existe un sous-
ensemble compact Snis inclus dans Sis et tel que e < c||x|| avec c constante positive. 
De par le Lemme 9.1 dans Khalil (2002) sur les perturbations evanescentes ("va-
nishing perturbations"), il s'ensuit que la stabilite locale du systeme non lineaire 
(4.31) decoule directement de la stabilite de sa partie lineaire. 
Precision : Le point d'equilibre du systeme moyenne est donne par, 




r* 7 + 0(a
4) 
7o 
0{a2) + £«- r ( < W 2 ) A**7* 
(4.36) 
(4.37) 
(ra \ _ r * _
 v ! ' ^ • ? = i » W 
\'ref)equ ' g^ ^f lO O T(d r e , /2) &f , oj 
dr2 "I" Z J J = 1 drdrW) 
Resultats - Condition suffisante - Cas d'un degre residuel 0 ou 1 : si la dimension 
de la dynamique residuelle est 0 ou 1, (dres < 1), 7 = 0, 70 = -Q£ > 0 (Hessien au 
point minimum). De plus, 71 = ^r pour dres = 1 et 7! = 0 pour dres = 0. tous 
les autres termes 7$ sont nuls. Comme 70 > 0, une valeur de A; peut etre choisie 
pour stabiliser le systeme. Soit Amj„ > 0, la plus petite valeur propre de (—A), 
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alors le systeme converge exponentiellement avec une vitesse donnee par e~ min 
= e-
xmin&ut_ c o m m e /y; ryQ e t /yx SOnt independants de u, A et \min ne sont pas 
fonction de a;. Ce resultat signifie qu'une frequence d'excitation peut etre choisie 
arbitrairement haute. 
Concernant la precision, si dres < 1, le point d'equilibre est independant de la fre-
quence. La distance entre ce point d'equilibre et l'optimum recherche ((^e/)eg« —r*) 
etant uniquement proportionnelle a 0(a2), cette erreur peut etre rendue arbitraire-
ment faible par un choix approprie de l'amplitude du signal d'excitation. 
Resultats - Condition necessaire - Cas d'un degre residuel superieur a 1 : Si la 
dynamique residuelle est de dimension superieure a 1 (dres > 1), dans l'equation 
(4.32) tous les termes 7$ definis par (4.28) sont fonction de la frequence d'excitation 
UJ. Considerons en particulier 70 : le premier terme -^ est par definition le Hessien 
de la fonction objectif J et est positif par l'hypothese de convexite de J. Cependant, 
du fait de la presence de termes additionnels, il peut etre seulement conclu qu'il 
existe une gamme de frequences u telles que 70 > 0. Le systeme est done stable 
uniquement a l'interieur de cette gamme et instable a l'exterieur. II s'ensuit qu'il 
existe une frequence d'excitation maximale pouvant etre utilisee sans destabiliser 
le systeme et done une limitation de la vitesse de convergence. 
Concernant la precision, si dres > 1, le point d'equilibre possede des termes qui 
dependent seulement de la frequence d'excitation (et non d'un produit amplitude-
frequence d'excitation) qui ne tendent pas vers zero pour a —»• 0. La frequence 
d'excitation maximale utilisable n'est pas seulement limitee par des considerations 
de stabilite mais aussi de precision. • 
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4.3 Exemple illustratif 
4.3.1 Description du systeme 
Nous reprenons, dans la suite, l'exemple decrit en (2.4.1) et constitue d'un systeme 
reactif isotherme dans un reacteur continu infiniment melange. Cet exemple nous 
permet d'illustrer l'effet de la dimension de la dynamique residuelle sur la precision 
obtenue sur la commande optimale. Dans le premier cas, la sortie optimisee est 
J\ — CB (avec dres = 1). Dans le second, c'est la fonction objectif J<t = DCB (avec 
dres — 2) qui est optimisee. 
- Objectif : 
- Cas 1 : Maximisation de la concentration du produit B, CB-
- Cas 2 : Maximisation de la fonction objectif DCB. 
- Variable manipulee : Boucle interne - D, Boucle externe - rref. 
- Variable commandee : Boucle interne - r = c _CA = sortie plate . 
4.3.2 Resultats de simulations 
Precision de la commande optimale : Les Figures 4.4 et 4.9 illustrent revolution du 
point d'equilibre de la commande extremale par la methode des perturbations pour 
une frequence d'excitation variable. L'axe des ordonnees est une moyenne tempo-
relle du taux de dilution. Cette moyenne est calculee sur une fenetre de taille fixe a 
la fin de l'optimisation. Sur chacune des figures, la courbe en trait plein represente 
les valeurs a l'equilibre de cette moyenne en l'absence de boucle interne de com-
mande. La courbe en trait pointilles represente, elle, cette meme moyenne, dans le 
cas d'une commande parfaite realisee par la boucle interne. 
Le scenario illustre par la Figure 4.4 correspond au cas d'un degre residuel egal 
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a 1. Pour ce cas, l'erreur due a la frequence est completement compensee et, en 
excluant les erreurs numeriques liees au moyennage temporel decrit ci-dessus, au-
cune deviation par rapport a Foptimum n'est observee. II s'ensuit que pour cette 
categorie de systemes, une frequence d'excitation choisie arbitrairement elevee peut 
etre utilisee et done une acceleration de la vitesse de convergence est realisable. 
Ainsi, en comparant les Figures 4.3 et 4.2 qui correspondent respectivement aux 
scenarios avec et sans commande en cascade pour une frequence d'excitation de 
\h~l, on observe clairement que Facceleration du systeme par commande cascade 
entraine une compensation de l'erreur sur la position du point d'equilibre due a la 
frequence. 
Concernant la seconde fonction objectif, le degre residuel est de 2 et comme le 
montre la Figure 4.9, l'introduction d'une boucle interne de commande degrade les 
performances de la commande extremale. Pour les valeurs de frequences au dela 
de 2 /i_ 1 , l'erreur obtenue en presence d'une boucle interne de commande est supe-
rieure a celle sans commande. Ceci peut 6tre explique par l'examen de la dynamique 
du systeme linearise. Ainsi, dans le cas dres = 1, la fonction de transfert obtenue 
possede un zero unique dont la position a Foptimum est Forigine du plan complexe. 
Ce zero introduit un dephasage de n/2, non correle avec le signal d'excitation. Par 
contre dans le cas dres — 2, deux zeros sont presents dans la fonction de transfert du 
systeme linearise. Si Fun de ces deux zeros est situe a Forigine du plan complexe, 
le second, ne l'est pas et est responsable de l'erreur mentionnee ci-dessus. 
Dans la gamme de frequences 2 h~x a 6 h~x, les poles presents dans la dynamique 
du systeme linearise compensent l'effet du second zero. Cependant, l'introduction 
d'une commande parfaite dans la boucle interne compense ces poles et l'effet du 
second zero est alors dominant et conduit done a l'erreur observee sur la Figure 4.9. 
Acceleration de la convergence par introduction d'une boucle interne de commande : 
II est important de relever que, comme etabli par le Theoreme 3, la vitesse de 
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convergence est directement reliee a l'inverse de la frequence du signal d'excitation. 
Soit une precision sur le taux de dilution fixee a 3% en moyenne. Dans le cas avec 
degre residuel egal a 1 (Ji = CB) , la precision imposee est obtenue pour une vitesse 
de convergence maximale de 1 /jT1 en l'absence d'une boucle interne de commande 
(Figure 4.9). L'addition d'une boucle interne de commande permet d'accroitre la 
frequence d'excitation a 6 h~l (Figure 4.9). Dans le cas avec degre residuel egal 
a 2 (J2 = DCjj), le phenomene oppose est observe : ainsi, pour le systeme sans 
boucle de commande interne une precision de 1.5% en moyenne est obtenue pour 
une frequence du signal d'excitation de 3 h~l, tandis qu'en presence d'une boucle de 
commande interne, la m£me frequence d'excitation de 3 h~l conduit a une precision 
de 7%. 
4.4 Conclusions 
Cette partie de la these a montre les limitations des strategies de controle en terme 
d'ameliorations des performances (soit l'augmentation de la bande passante et la 
reduction de l'erreur de position) de la commande extremale par la methode des 
perturbations. Ainsi, une commande par anticipation/retroaction permet d'obtenir 
une vitesse de convergence arbitrairement elevee pour un niveau de precision donne 
uniquement pour une classe limitee de systemes non lineaires : ceux pour lesquels 
la dynamique residuelle est de dimension inferieure ou egale a 1. Dans le cas ou 
la dimension de la dynamique residuelle est superieure a 1, une boucle interne de 
commande peut au contraire degrader les performances de la boucle de commande 




ADEQUATION DE MODELES POUR UNE OPTIMISATION 
PRECISE VIA LA COMMANDE EXTREMALE 
Nous avons presente au Chapitre 1 divers algorithmes d'optimisation en temps reel 
et les avons classes selon l'ordre de complexity du modele utilise pour revaluation 
de la commande optimisante dans le cas des schemas R.T.O. standard ou pour celle 
du gradient de la fonction objectif dans le cas des schemas R.T.O. par commande 
extremale. Dans ce chapitre nous analysons l'impact de l'ordre du modele utilise sur 
la precision de la commande obtenue. II apparait que dans le cas ou une mesure de la 
fonction objectif est disponible et sous l'hypothese d'une excitation d'amplitude et 
de frequence suffisamment faibles, la precision obtenue sur la commande optimisante 
est independante du degre du modele utilise. Ce resultat signifie qu'un modele de 
degre minimal (ordre 1) est suffisant pour garantir la convergence de la sortie a son 
optimum avec une precision d'ordre donne. 
5.1 Commande extremale adaptative avec modele statique 
Dans cette section, nous demontrons que dans le cas d'un systeme non-lineaire 
general, la distance entre l'optimum et le point d'equilibre est proportionnelle au 
carre de l'amplitude et au carre de la frequence independamment du degre du 
modele statique utilise. 
Soit le schema de commande extremale adaptative constitue d'une loi de gradient 
I l l 
pour la synthese de la commande optimisante 
fi = -T0f (5.1) 
du 
u = u + d (5.2) 
avec 
d = asm(ut) (5-3) 
et T0 gain d'adaptation de la commande. 
La mise a jour des parametres est effectuee selon une loi de moindres carres recursifs 
avec facteur d'oubli qui s'ecrit 
6 = -R~lipe (5.4) 
R = -XR + lp
T
(p (5.5) 
avec e = (y — y) erreur d'estimation, y = ipT6 un modele de la sortie, lineaire vis a 
vis des parametres 6 et enfin A facteur d'oubli. 
Cette parametrisation de y permet d'ecrire les lois d'adaptation de la commande et 
des parametres comme 
i = -r,fj (5.6) 
R = -\R + (pTcp (5.7) 
9 = -R-l(yy-ipyTe) (5.8) 
Le systeme moyenne pour les trois etats (u, R, et 9) est obtenu en prenant la 
moyenne du membre de droite de l'equation sur l'intervalle [0, —]. Les etats moyens 
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-\Ra + fo» (p
Tipdt 
- J^(Ra)-1((fy - W
TQa)dt 
(5.9) 
Les conditions d'equilibre du systeme moyenne sont 









On note que le point d'equilibre de la seconde variable R est Ra = J " ip ipdt et 
que ce terme est par suite de la condition de persistence d'excitation (Anderson 
et al., 1986) defini positif, garantissant ainsi l'existence d'un inverse (Ra)~1. 
Theoreme 4 Le point d'equilibre du systeme moyenne tel que decrit par (5.9) et 
determine par (5.10) a (5.12) est obtenu avec une precision d'ordre O([co2a2]) quel 
que soit le degre du modele statique utilise par I'algorithme de commande extremale. 
Preuve : Le developpement au second ordre du terme $o
w (pipTdt autour du point 
courant u s'ecrit 
2jr 2 j -
V(«)+rf^i + ^ u + 0 ( a . ) 
f(u) + <^U« + 5d2 |f l»=* + °(°3) 
T 
3 ^ dt (5.13) 
113 
Apres simplification des termes mils en moyenne et en notant que 
^ ( v(*)jl£\La + ^\u=uV{u) ) = 0(a2) 2 
ay, 
du2fu=u ' dv? 
(5.14) 
on obtient 
I' ip(pTdt — ,A. T a d(fi difr 3a
4 cr</? ^ V i r 
* + ^(a2) 
en posant 
(5.15) 
M = [Mx M2 M3] 
3a2 d2tp 
32 <9u2' 
1'Equation 5.15 s'ecrit 
/ " </^Td£ - M M T + 0(a2) 
Jo 
en combinant les Equations (5.10) et (5.12), on obtient 
,2TT \ — 1 _ 2 7 T 




en developpant le terme ip au premier ordre, cette equation peut s'ecrire 
V2 ^«-f(*)+^l + 0(a2) )ydt + O(a2) = 0 (5.19) 
—MT(MMT)-1M1 I " ydt + —MT(MM
T)-1M2V2a / " yddt + 0(a
2) = 0 
(5.20) 
en utilisant la propriete suivante (une preuve de cette propriete est donnee a l'An-
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nexe I) 
MiiMM^Mj = 0 Vi^j 
Mi(MM
T)'1Mi = 1 Vi (5.21) 
on obtient 
2 " * 
a? 
et done 
/ " yddt + 0(a2) = 0 (5.22) 
Jo 
/ yddt = 0(a4) (5.23) 
Cette equation est identique a l'ordre 4 pres, a la condition d'equilibre (2.30) utilisee 
au Chapitre 2 pour l'analyse de la precision sur la commande optimisante pour 
la methode de commande extremale par la methode des perturbations. Le raeme 
raisonnement que celui utilise en (2.3.1) est done repris ci-dessous. 
En developpant le terme y = P(u) autour de l'optimum u* et en notant u — u — u* 
et d = asin(ujt) on obtient 
/ U (P\U=U* + P'\u=u*(u + d) + -P" | u = u . (w + df + 0(u + d)
3) ddt = 0(a4) 
(5.24) 
Pour demontrer que 0(u + d)3 = 0(a)3 nous procedons, comme en (2.3.1) au 
developpement en serie de Taylor de la variable d'ecart P(u + d) autour du point 
d'equilibre u. 
P(u + d) = P\u=ii + P'\u=ud + -P" \u=&d
2 + 0(a3) (5.25) 
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En substituant ce developpement dans la condition d'equilibre (5.23), on obtient 
J" P(u + d)ddt = J" fp\u=il + P'\u=<xd + \p"\u=ud
2 + 0{a3)) ddt = 0(a4) 
(5.26) 
27T 27T 
I OJ I U 
/ P(u + d)ddt = / (P\u=u + aGi(u,oj)sm(ut +<fri(u,u)) 
Jo Jo 
1 a2 
+ jG2(u, 0) + — G2(u, 2u) cos(2wt + <f>2{u, 2w)) + 0{a
3))a sm(u>t)dt 
a2 ~ ~ , 4. 
qui conduit a 
et done a 
- yGi(w,u;)cos((/)i(M,a;)) + 0(a ) (5.27) 
Gi(u, u) cos(0i(u, w)) = 0(a2) (5.28) 
limGi(u,a;)cos(0i(w,w)) = O (5.29) 
a—>0 
deux cas sont alors possibles 
- cas(i) 
lim GAU.UJ) = 0 
lim G\{U,UJ) = 0 
a—>0,a>—>0 
=>limGi(«,0) = 0 
a—>0 
=^i/'(w) = 0 
=> u = u* 
=• u = 0 
=> 60 = 0 (5.30) 
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cas(ii) 
lim cos(0i(ii,a;)) = 0 
a—>0,Vu; 
=4> lim cos(01('u, u))) = 0 
a—>0,u;—»0 
=> limcos(0i(w, 0)) = 0 
a—>0 
=^lim^i(w) = (2&+l )^ ,A ;eZ 
a—>0 2 
=» lim P (u) = —^ 
a-+0 B ( s ) 
=^Gi(w,0) = 0=*i/(u) = 0 
=4> it = u 
=>u = 0 
=*• 60 = 0 (5.31) 
On peut done ecrire (5.24) comme 
J " (P\U=W + P'\u=u-(u + d) + ̂ P"\u=u*(u + df + O([coa}
3) J ddt = 0{a4) 
(5.32) 
et apres elimination des termes nuls en moyenne 
or a 
yGi|u=u*(tu)cos(0i|u=u.(w)) +ywG'2|u=u*(tc;)cos(01|u=u.(^)) + O([a;
3a4]) = 0(a4) 
(5.33) 
on obtient l'identite suivante 
Gi|u=„*(u;)cos(<£i|u=u»(aO) + «G2|„=u*(^)cos(</)1|u=u.(a;)) = 0([w
3a2]) (5.34) 
soit 
G!i|u=u»(^)cos(0i|t<=M*(a;)) 3 2 
w = _ 771 r~\ 7T~\ r~\\+V\.[ua \) (5.35) 
Comme /imu,_^oGi|„=u*(a;) = Gi|u=u*(0) est le gain statique de la derivee premiere 
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v(u*), nul par definition a l'optimum alors G\\u=u* = 0(u). 
C\o = cos(<f>i(u,0)) est le cosinus du dephasage introduit par G\\U=U*{UJ^ pour 
u> —> 0. Soit N(s) = (no + n\s + n^s1 + • • •) le numerateur de la fonction de 
transfert representant la derivee premiere. Comme Cri|u=u* (0) = 0, alors no = 
0. s = 0 est done une racine de N(s) et s devient un facteur du numerateur 
done lims^oGi|u==u*(s) oc s. Gi\u=u*(s) presente done un dephasage de | quand 
s —• 0 done limtj^ocos((j)i\u=u*(uj)) et done cos(0i|u=u*(a;)) = 0(ui). II s'ensuit 
Gi|„=u*(cc>)cos(0i|u=u.(u;)) = O(co
2). 
Concernant le denominateur, UmUJ->oG2\u=u*{
UJ) cos(02|u=u»(w)) ^ 0 comme le prouve 
le raisonnement par contradiction suivant : 
Si lifnoj—>oG2\u=u* 
(u>) = 0 alors v (u*) = G2(u,0) = 0 cependant, v (it*) > 0 par 
l'hypothese de convexite. Si /ima,_^o
cos(02|u=u*(^;)) = 0 alors 02|u=«*(O) = (2/c + l ) | 
ce qui conduit a P \u=u* = ^47^ et a Gr2|u=«*(0) = 0 d'ou i/"(u*) ^ (J2U=U*(0) = 0 
impossible car v (u*) > 0 par l'hypothese de convexite. 
il s'ensuit limu^oG2\u=u*(w) cos(4>i\u=u-(u>)) 7̂  0 et 
u = 0(u2) + 0([cu3a2}) = 0{[u2a2]) (5.36) 
.• 
Ce resultat signifie que l'ordre du modele utilise, pour une amplitude et une fre-
quence d'excitation sumsamment faibles, n'influence pas la precision obtenue sur la 
commande optimisante. 
5.2 Exemple illustratif 
Nous reprenons ici l'exemple precedemment decrit a la Section 2.4.1, un systeme 




A - • B - • C, 24 - • £>. 
- Modele 
Les bilans en regime transitoire sur les especes A et £? sont donnes par : 
D{CAin ~ CA) - hCA ~ 2faC\ 
hCA - k2CB - DCB (5.37) 
- Variables 
- Cx, concentration de l'espece X 
- CAini concentration a l'entree 
- D, taux de dilution 
- hi, constantes cinetiques 
- Objectif : Maximisation de la concentration du produit B, CB 
- Variable manipulee : D. 
- Parametres 
- fci = 24 h"1 
- k2 - 24 h"
1 
- fa = 0.5 lmol"1 h"1 
- CAin = 1 mol 1
_1 
Nous nous proposons ici de comparer les performances en termes de precision sur la 
commande optimisante obtenue par l'algorithme de commande extremale utilisant 
une estimation parametrique par moindres carres recursifs avec facteur d'oubli (5.8) 






Le premier scenario utilise un modele statique lineaire de la forme 
y = a + (3u (5.38) 
i.e. un regresseur 
ip=[l u] (5.39) 
Le second scenario utilise, quant a lui, un modele statique quadratique de la forme 
y = a + 0u + 7u2 (5.40) 
i.e. un regresseur 
tp=[l u u2) (5.41) 
5.2.1 Resultats de simulation 
L'evolution de Ferreur sur la commande optimisante en fonction de l'amplitude et 
de la frequence du signal d'excitation est representee par la Figure 5.2 dans le cas 
d'un modele statique lineaire et par la Figure 5.2 dans celui d'un modele statique 
quadratique. II peut etre observe que les deux courbes possedent une allure similaire 
soit une croissance parabolique en amplitude et une decroissance parabolique en 
frequence traduisant ainsi l'independance de l'ordre de l'erreur vis a vis du modele 
employe. 
Dans la Figure 5.3, plusieurs valeurs de l'amplitude du signal d'excitation sont utili-
sees et la frequence est maintenue constante a 0.2ir h~l. En comparant les valeurs de 
la commande a l'equilibre pour chacun des scenarios a la valeur optimale theorique 
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FIGURE 5.1 Evolution de la solution en fonction de la frequence et de l'amplitude du 
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Amplitude [h ] Frequence [h ] 
FIGURE 5.2 Evolution de la solution en fonction de la frequence et de l'amplitude 
du signal d'excitation, modele quadratique, algorithme des moindres carres recursifs 
avec facteur d'oubli. 
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amplitude (u — 0(a2)) pour les deux scenarios. Enfin, la Figure 5.4, ou plusieurs 
valeurs de la frequence du signal d'excitation sont utilisees pour une amplitude 
constante de 0.1 h~l indique que l'erreur possede aussi une allure parabolique cette 
fois ci en frequence (u = 0(UJ2)). 
29 
JT"' 






















1 / \ 
v \ s/ 
modele quadratique -
10 10u 10' 10' 
Amplitude [h ] 
FIGURE 5.3 Evolution de la solution en fonction de l'amplitude du signal d'excita-
tion, modeles lineaire et quadratique, algorithme des moindres carres recursifs avec 
facteur d'oubli. 
5.3 Conclusions 
Dans cette partie de la these, Nous avons analyse la distance entre le point de 
convergence d'un algorithme de commande extremale utilisant une mesure de la 
sortie a optimiser et l'optimum. II apparait que l'erreur sur la commande optimi-
sante obtenue est proportionnelle au carre de la frequence et au carre de l'amplitude 
et ce, independamment du degre du modele statique utilise c'est a dire du nombre 
de parametres utilises pour la determination du gradient. II s'ensuit qu'un choix 
parcimonieux de la structure du modele lors de la conception d'une loi de com-
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Frequence [h ] 
FIGURE 5.4 Evolution de la solution en fonction de la frequence du signal d'excita-
tion, modeles lineaire et quadratique, algorithme des moindres carres recursifs avec 
facteur d'oubli. 
mande extremale permet une reduction de la complexity des calculs sans nuire a 
ses performances en terme de precision. 
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CHAPITRE 6 
APPLICATION A UNE COLONNE PILOTE DE FLOTTATION 
6.1 Commande extremale d'une colonne de flottation 
Les deux strategies proposees au Chapitre 3 dans le but d'ameliorer les perfor-
mances de la commande extremale par la methode des perturbations en terme de 
vitesse de convergence, soit la methode de compensation de phase et l'utilisation 
d'une estimation par moindres carres recursifs sont maintenant appliquees a l'opti-
misation en temps reel de l'operation de desencrage de papier recycle, un probleme 
presentement a l'etude a l'lnstitut Canadien de Recherches sur les Pates et Papiers 
(PAPRICAN). Le desencrage est realise en utilisant une colonne pilote de flottation, 
procede destine a separer les fibres de pate a papier des particules d'encre qui leur 
sont attachees. Certaines parties du modele utilise dans ce chapitre sont derivees 
d'equations constitutives tandis que d'autres resultent de donnees experimentales. 
6.1.1 Description du systeme 
Comme illustre a la Figure 6.1, la pate contaminee est injectee dans la colonne 
par sa partie superieure et apres le processus de separation, la pate decontaminee 
quitte cette colonne par la partie inferieure. Les particules d'encre qui doivent etre 
retirees, s'attachent aux bulles d'air circulant en sens oppose au flux de pate, soit de 
bas en haut. La qualite de ce procede de separation depend de plusieurs parametres 
physiques et selon Gendron et al. (2008), les principaux facteurs affectant la sepa-
ration sont la taille et la vitesse des bulles d'air qui influencent respectivement la 
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surface totale disponible pour l'attachement des particules d'encre et la probabilite 
de collision entre bulle d'air et particule d'encre. Deux parametres caracteristiques 
d'une colonne de flottation sont la fraction volumique d'air eg et le diametre moyen 
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FIGURE 6.1 Schema de principe de la colonne de flottation experimentale. 
Le developpement des equations suivantes est tire de (Gendron et al. (2008)) 
100(1 (6.1) 
avec 
- AP, pression differentielle en cm H20 
- AL, distance entre les capteurs de pression en cm 
Le diametre moyen des bulles d'air ds est obtenu par resolution de l'equation non 
lineaire suivante qui, de par sa nature semi-empirique, est la principale source d'in-
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certitude du modele 
gd%p(l - eg) 
18//(1 + i?e0-687) 
uS9 - ^yr:„2L=o (6-2) 
ou Usg est la vitesse de glissement relative entre la phase gazeuse et la phase liquide 
et Re le nombre Reynolds respectivement dermis par : 





- Jg, vitesse superficielle du gaz en cm/ s 
- J;, vitesse du liquide descendant en cm/ s 
- g, acceleration de la pesanteur en cm/ s2 
- p, masse volumique en g/cm3 
- fi, viscosite en g/(cm.s) 
la vitesse superficielle de bulle Sb est 
Sb = ^ (6.5) 
db 
et le temps de retention moyen r de la phase liquide 
T = (
1 -£g)(Hcol - Hfroth) /g gx 
Ji 
avec 
- Hcoi, hauteur de la colonne en cm 
- Hfroth, niveau de mousse en cm 
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6.1.2 Critere d'optimisation 
Le critere d'optimisation retenu reflete les deux objectifs a atteindre i.e. une vitesse 
de bulles minimale et une surface de bulle maximale en maximisant une fonction 
objectif formee du produit de la vitesse superflcielle Sb qui peut interpreter comme 
etant la vitesse de generation de surface de bulles et du temps de retention moyen 
r qui reflete la vitesse des bulles. De plus, la contrainte egalite signifie que l'opti-
misation est realisee pour le systeme a l'equilibre. 
max J = St,T (6.7) 
Qg 
*-t. ^f = ^( -AP(*) + KQ9(t -D) = 0) 
La dynamique du systeme est supposee lineaire et de premier ordre avec retard. 
En resolvant les Equations 6.1 a 6.6 et en prenant en consideration la contrainte 
egalite precedente, on peut representer la fonction objectif J = S^T en fonction du 
debit d'air Qg et Ton observe la presence d'un maximum de 1.4 10
4 pour un debit 
d'air de 3.3 L/min tel qu'illustre par la Figure 6.2. 
6.1.3 Identification de la dynamique du procede 
Pour l'identification de la fonction de transfert reliant le debit d'air et la pression 
differentielle, des tests experimentaux ont ete realises sur une colonne de flottation 
pilote a l'lnstitut Canadien de Recherches sur les Pates et Papiers (PAPPJCAN). 
La Figure 6.3 compare la sortie du modele du premier ordre avec retard pur obtenu 
aux donnees mesurees. Les parametres, estimes par une methode de type erreur de 
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0.5 1 1.5 2.5 3.5 
Q (l/min) 
FIGURE 6.2 Relation non lineaire statique entre la fonction objectif J et le debit 
d'air. 
sortie, sont 
- Gain statique : K = —20 cmH^olLjmin 
- Constante de temps : r = 325 sec 
~ Retard pur : D = 28 sec 
6.1.4 Resultats de simulation 
Les deux strategies d'optimisation proposees sont validees sur le modele semi-
empirique obtenu dans les sections precedentes. Le systeme est represente par un 
modele de Wiener forme d'un systeme lineaire dynamique du premier ordre en cas-
cade avec une non linearite statique. La presence d'une dynamique entre la variable 
manipulee Qg et la variable optimisee J = S^T Justine l'utilisation des strategies 
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Debit d'air Q 
4 1 i i i i i i i I 
0 50 100 150 200 250 300 350 400 
Temps (Minutes) 
Pressions differentielles estimee (trait discontinu) et mesuree (trait plein) 
761 1 1 T 1 1 1 1 1 
0 50 100 150 200 250 300 350 400 
Temps (Minutes) 
FIGURE 6.3 Pressions differentielles mesuree et estimee 
proposees. 
La figure 6.4 represente revolution du debit d'air Qg et celle de la variable optimisee 
J = SfrT en utilisant la methode des perturbations classique. On peut y observer 
que la convergence au point optimum requiert un temps d'environ 40 h. 
L'acceleration de la convergence par les methodes de compensation de phase et 
d'estimation par moindres carres recursifs avec facteur d'oubli sont analysees pour 
cet exemple dans ce qui suit. 
L'examen des Figures 6.5 et 6.6 permet d'observer qu'une nette acceleration de 
la reponse du systeme en boucle fermee est obtenue. Ainsi, le temps de reponse 







Variable manipulee: Q 
20 40 60 
Temps (Heures) 





FIGURE 6.4 Variables optimisee et manipulee avec une condition initiale Qg = 
2 L/min, methode des perturbations classique. 
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par ces deux methodes sont de meme amplitude (0.2 L/min) mais de frequences 
differentes. La methode d'estimation par moindres carres recursifs utilise une exci-
tation basse frequence identique a celle utilisee par la methode des perturbations 
classique (3 x 10~47r h^1). La methode de compensation de phase utilise, quant 
a elle, deux signaux d'excitation de frequence plus elevee i.e. (15 x 10~47r h~l) et 
(75 x 10-4TT h~l). 
La variable manipulee obtenue en utilisant une methode d'estimation par moindres 
carres recursifs presente de faibles oscillations, comme il peut etre observe a la Fi-
gure 6.6. Un moyen permettant de reduire les oscillations serait une diminution de 
la valeur des gains d'estimation, d'optimisation ou de celle du facteur d'oubli. Cette 
option conduit cependant a un ralentissement de la convergence. L'absence d'oscil-
lations dans le cas de la methode des perturbation classique (Figure 6.4) est liee 
a un choix de valeurs de parametres de reglage conduisant a un filtrage du signal 
d'excitation. 
Pour verifier la validite de la correction de signe utilisee par la methode de compen-
sation de phase, deux scenarios sont consideres. Pour le premier cas (Figure 6.5), la 
valeur de la condition initiale est inferieure a celle de la commande optimale egale a 
3.3 L/min. Pour le second cas (Figure 6.7), la valeur de la condition initiale lui est 
superieure. On note que dans chacun des cas, Paction de commande demarre dans 
la mauvaise direction, resultat de la presence d'un dephasage introduit par la dyna-
mique. Au fur et a mesure que ce dephasage est compense par la deuxieme boucle, 
Taction de commande retrouve progressivement la bonne direction et converge vers 
la valeur optimale de 3.3 L/min. 
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Variable manipulee : Q 
N 
<Y = 3.3 l/min 
20 30 40 50 60 
x10 
Variable optimisee : J=S x 
1h . ^ 
J* =* 1.4 1( 




Correction de phase (deg) 
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Temps (Heures) 
50 60 
FIGURE 6.5 Variables optimisee et manipulee avec une condition initiale Qg 






Variable manipulee: Q 
10 20 30 
Temps (Heures) 
Variable optimisee: J=S T 
40 50 
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FIGURE 6.6 Variables optimisee et manipulee avec une condition initiale Qg 
2 L/min, algorithme des moindres carres recursifs avec facteur d'oubli. 
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Variable manipulee : Q 
c 
I 4 Q. *= 3.3.1/min. 
10 20 30 40 50 60 
x10 
Variable optimisee : J=S x 
:¥ J* = 1.4 10q 
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50 60 
FIGURE 6.7 Variables optimisee et manipulee avec une condition initiale Qg 
4 L/min, methode de compensation de phase 
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6.2 Conclusions 
Ce chapitre a permis d'illustrer les benefices des deux solutions proposees en vue 
d'ameliorer les performances de l'algorithme de commande extremale par la me-
thode des perturbations. Les deux strategies sont validees sur un modele semi-
empirique d'une colonne pilote de flottation presentant une dynamique non ne-
gligeable. II est observe que la premiere solution, constitute d'un algorithme de 
compensation de phase ainsi que la seconde qui utilise une estimation par moindres 
carres recursif avec facteur d'oubli permettent, toutes deux, de reduire significati-
vement le temps de convergence a l'optimum. 
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CONCLUSIONS ET RECOMMANDATIONS 
Conclusions 
Nous avons contribue, dans le cadre de ce travail, a revaluation des performances 
en termes de precision et de vitesse de convergence des methodes de commande 
extremales par perturbations lorsqu'appliquees a des systemes couramment rencon-
tres dans l'industrie chimique i.e. les processus a dynamique lente. 
Si l'analyse de la stabilite des algorithmes d'optimisation en temps reel par com-
mande extremale peut aujourd'hui etre consideree comme un sujet relativement 
mur, il n'en est pas de meme pour celle de leurs performances, un aspect qui in-
teresse particulierement le praticien en commande et en optimisation des procedes 
industriels. 
Rappelons que d'une part, les methodes adaptatives a base de modeles de connais-
sance necessitent une structure (parametrisation) exacte de la fonction objectif, 
donnee rarement disponible pour des problemes a l'echelle industrielle. Ces me-
thodes peuvent done conduire a une degradation de la precision sur la commande 
optimisante obtenue. D'autre part, les methodes basees sur une mesure de la fonc-
tion objectif, e.g. la methode des perturbations, necessitent un temps de conver-
gence extremement long du fait de la necessite d'une triple separation des echelles 
de temps. 
L'analyse de la precision presentee au Chapitre 2 a demontre que la solution de 
l'algorithme de commande extremale par la methode des perturbations converge en 
moyenne vers un point de correlation nulle distinct de l'optimum et que l'erreur 
pour un systeme non lineaire general est proportionnelle non seulement au carre de 
l'amplitude du signal d'excitation mais aussi au carre de la frequence de ce signal 
d'excitation. Une consequence immediate de ce resultat est qu'une optimisation 
136 
lente est requise non seulement pour des considerations de stabilite mais aussi de 
precision. 
L'erreur sur la commande optimisante a ete quantifier, dans ce meme chapitre, pour 
deux categories de systemes, ceux pouvant etre modelises par une representation 
de Wiener-Hammerstein puis ceux dont la dynamique non lineaire exclut ce type 
de representation. 
Dans le cas le plus general, une dependance de l'erreur sur la commande optimisante 
au carre de la frequence d'excitation a ete demontree. Dans celui, plus particulier, 
des representions de Wiener-Hammerstein, nous avons mis en evidence que l'erreur 
est toujours proportionnelle au carre de l'amplitude du signal d'excitation. Des lors, 
le choix d'une amplitude d'excitation sumsamment faible minimise l'effet de la fre-
quence et une convergence plus rapide peut ainsi etre obtenue. 
Une methode d'acceleration de la convergence couramment suggeree dans la littera-
ture consiste en l'emploi d'une structure en cascade constitute d'une boucle interne 
de commande destinee a la stabilisation/acceleration du systeme et d'une boucle 
externe generant la consigne optimale. Nous avons, au Chapitre 4, analyse Pimpact 
d'incorporer une commande par anticipation/retroaction en terme d'amelioration 
des performances (augmentation de la bande passante et reduction de l'erreur de 
position) de la methode des perturbations. Nous avons demontre dans ce chapitre 
qu'il n'est possible d'obtenir une vitesse de convergence arbitrairement elevee pour 
un niveau de precision donne que pour des systemes dont la dynamique interne 
pour la sortie a optimiser est de dimension inferieure ou egale a 1. Si la dimension 
de cette dynamique interne est superieure a 1, l'introduction d'une commande en 
cascade peut au contraire degrader les performances de la boucle de commande 
extremale par une amplification de l'erreur et un ralentissement de la vitesse de 
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convergence. 
Nous avons propose deux modifications de l'algorithme de commande extremale par 
la methode des perturbations permettant d'ameliorer la vitesse de convergence tout 
en maintenant la stabilite de la boucle fermee en presence d'une dynamique non 
negligeable dans le systeme. La premiere solution visait les systemes pouvant etre 
representee par un modele de Wiener-Hammerstein et consiste en un algorithme 
de compensation de phase utilise pour corriger le dephasage introduit par la dyna-
mique du systeme a la frequence du signal d'excitation. Une preuve de convergence 
de cet algorithme utilisant le formalisme de Lyapunov a ete fournie et cette me-
thode a ete validee en simulation pour l'optimisation d'un systeme reactif et d'une 
unite industrielle de desencrage de pate a papier successivement aux Chapitres 3 
et 6. Les resultats, pour chacun de ces deux exemples, indiquent que la vitesse de 
convergence peut etre significativement augmentee. 
Une seconde solution destinee, cette fois, aux systemes ne pouvant etre representes 
sous la forme de modeles de Wiener-Hammerstein consistait a substituer a l'esti-
mation par filtrage utilisee par la methode des perturbations, une estimation par 
moindres carres recursif avec facteur d'oubli. II a ete demontre que l'utilisation d'un 
algorithme d'estimation d'ordre 2 permet de s'affranchir de l'une des trois separa-
tions d'echelles de temps requises par la methode des perturbations. Ainsi, l'effet 
d'une excitation a faible frequence vis-a-vis de la dynamique du systeme n'entraine 
plus un temps de convergence extremement long. 
L'analyse de precision effectuee dans la premiere partie de ce travail a ete genera-
lisee aux methodes de commande extremale utilisant un modele d'ordre superieur, 
et il a ete demontre, au Chapitre 5, que le degre de complexity du modele utilise, 
pour une amplitude et une frequence d'excitation suffisamment faibles, n'influence 
pas l'ordre de precision obtenue sur la commande optimisante. 
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Recommandat ions 
Trois aspects pourraient, a notre avis, contribuer a completer ce travail. Dans 1'ana-
lyse effectuee au Chapitre 5, les resultats concernant la precision sur la commande 
optimisante ont ete obtenus sous l'hypothese que le modele utilise est statique. II 
serait interessant d'envisager le cas, plus general, ou ce modele est dynamique. La 
difficulte d'analyse, dans ce cas, provient notamment de la dependance, vis a vis 
des entrees, de la sortie et de ses derivees successives qui apparaissent alors dans 
l'expression du vecteur de regression. 
Dans cette meme partie, un second point concernant l'effet de la prise en compte 
de mesures auxiliaires merite d'etre etudie. Nous avons observe en simulation un 
phenomene a priori contre-intuitif : l'ajout de mesures auxiliaires tendrait a dete-
riorer la precision obtenue sur l'estimation du gradient et done sur la commande 
optimisante qui lui est proportionnelle. L'exemple etudie concerne le systeme reactif 
decrit au Chapitre 2 pour lequel deux mesures (soit la mesure d'un etat du systeme 
en plus de celle de la sortie a optimiser) sont utilisees pour l'estimation du gradient. 
Un troisieme et dernier aspect concerne l'hypothese de differentiabilite invoquee 
tout au long de ce travail. Pour l'utilisation de la methode des perturbations, la 
caracteristique non lineaire decrivant le systeme ne doit pas necessairement etre 
differentiable en tout point. Nos resultats preliminaires (non inclus dans ce tra-
vail) concernant le cas d'une caracteristique statique non differentiable a l'optimum 
montrent que l'erreur sur la commande optimisante est d'ordre 1 en amplitude du 
signal d'excitation. Cette erreur etant d'ordre 2 dans le cas d'une caracteristique 
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ANNEXE I 
PREUVE DE LA PROPRIETE 5.21 
Soient M une matrice carree inversible de dimension n, MT sa transposee et In la 
matrice identite d'ordre n alors 
{MTM)'l{MTM) = I (1.1) 
en multipliant (1.1) a droite par MT et a gauche parM~ r on obtient 
MT(MTM)~1M = / (1.2) 
done 
M[(MTM)-1Mj = I(i,j) = OVz ̂  j (1.3) 
et 




THEOREME DE LA MOYENNE 
(Khalil, 2002) : Soient f(x,t,e) et ses derivees partielles premieres et secondes par 
rapport a (x, e) des fonctions continues et bornees pour (t, x, e) G [0, oo) x£>0x [0, So], 
pour chaque ensemble compact Do C D, avec D, un domaine de Rn. 
Supposons que / soit une fonction periodique en t et de periode T > 0 et e un 
parametre positif. 
Soient x(t,e) et xav(et) les solutions respectives du systeme 
x = ef(t,x,e) (II.l) 
et du systeme autonome moyen 
x = efav(x) (II.2) 
avec 
fav(x) = ^J f(r,x,0)dr (II.3) 
- si xav(et) € D Vt e [0,b/e] et x(0,e) — xav(0) = O(s), alors il existe e* > 0 tel 
que pour tout 0 < e < e*, x(£, e) est defini et 
x(t,e)-arot,(e<) = 0(e) (II.4) 
pour tout t G [0, b/e] 
- si l'origine x = 0 G -D est un point d'equilibre exponentiellement stable du 
Systeme II.2 et tt £ D est un sous-ensemble compact de sa region d'attraction, 
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xav(ty € ^ et x(0,e) — xav(0) = 0(e) alors il existe e* > 0 tel que pour tout 
0 < e < e*, x(t, e) est defini et 
x(t,s)-xav(et)=0(e) (II.5) 
pour tout t G [0, oo) 
- si l'origine a; = 0 e D est un point d'equilibre exponentiellement stable du 
Systeme II.2, alors il existe des constantes positives s* et k telles que pour tout 
0 < £ < £ * , le Systeme II.1 possede une solution unique x(t, e), exponentiellement 
stable, periodique en t, de periode T verifiant \\x(t, e)\\ < he. 
