ABSTRACT For removing noises and recovering intrinsic structure from corrupted image data, a classic modeling approach is based on sparsity assumption. In traditionally, the sparsity is measured by L 1 -norm. However, L 1 -norm often leads to bias estimation and the solution is not as accurate as desired. To address this problem, this paper presents a new but effective data recovery model based on the L 1−2 metric, enabling the robust recovery of corrupted data. The L 1−2 metric is a non-convex approximation to L 0 -norm and defined by the difference of L 1 -and L 2 -norms. The significant characteristic of our model is measuring both recovery data and error by the L 1−2 metric. Our model allows for efficient optimization by two steps. Extensive experimental results show significant improvement compared with state-of-the-art algorithms.
I. INTRODUCTION
A fundamental issue in pattern recognition and computer vision is to remove noises and recover intrinsic structure from corrupted data. To achieve this aim, principal component analysis (PCA) [1] and its robust versions have been presented. Torre and Black reviewed previous robust approaches and presented a new method by employing an intra-sample outlier process [2] . Ke and Kanade prespented L 1 norm based PCA by applying maximum likelihood estimation to input data [3] . Whereafter, He et al. [4] presented a rotationalinvariant PCA based on maximum correntropy criterion.
By exploiting the low-rank property, Wright et al. established a robust principal component analysis (RPCA) [5] , [6] method, which assumes the error matrix is sparse and the clean data matrix is low rank. Under the restricted isometry property (RIP) condition, RPCA can decompose the corrupted data into the sum of a low-rank matrix and a sparse matrix exactly by minimizing a weighted combination of the nuclear norm and the L 1 norm. There exist many algorithms for RPCA, such as inexact augmented Lagrange multiplier algorithms (inexact ALM) [7] , gradient descent approach [8] , and sub-gradient based algorithm [9] . As an important extension of RPCA, the low-rank representation (LRR) [10] - [12] was presented to segment subspace from a union of multiple linear subspaces. LRR sought the lowest rank representation among all the candidates that represent all vectors as the linear combinations of the basis vectors in a dictionary. Like RPCA, LRR also assumes the error term is sparse.
Most of the abovementioned methods characterize the error via L 1 or L 2 norm. Interestingly, He et al. [13] showed that by replacing the L 1 norm on error items with non-convex M-estimators, exact recovery of densely corrupted low-rank matrices is possible. Recently, Zhang et al. [14] presents a method called double nuclear norm based matrix decomposition (DNMD) characterizing the error via nuclear norm. Compared with L 1 or L 2 norm, the nuclear norm is more intuitive for describing error caused by occlusion [14] , [15] .
In essence, the L 1 norm is the convex approximation of L 0 norm for counting the number of nonzero elements. However, convex approximation often makes the resulting solution deviate from the original matrix [16] . To address this problem, non-convex approximations for the L 0 norm have been exploited recently. Such forms include the truncated nuclear norm [17] , [18] , capped-L 1 norm [19] , [20] , L p norm [21] , [22] , γ -norm [23] , and transformed L 1 function [24] .
Recently Esser et al. [25] and Yin et al. [26] proposed the difference of L 1 and L 2 norms, called L 1−2 metric, as the nonconvex approximation to the L 0 norm in nonnegative least squares problems and compressed sensing problems. Their experiment results show that even if the restricted isometry property condition is unsatisfying, the L 1−2 metric can work well than existing non-convex approximation.
Inspired by the L 1−2 metric's better approximation to the L 0 norm, this paper presents robust principal component analysis based on L 1−2 metric (RPCA-L 1−2 ) for recovering the corrupted data. The RPCA-L 1−2 measures the data error by the L 1−2 metric, instead of L 1 metric in RPCA.
Although the L 1−2 metric is non-convex, it can be decomposed into the difference of two convex functions. Then the DC programming [27] , [28] can be employed to solve our model. The ''DC'' means ''difference of convex functions''. DC programming is a special kind of optimization method, whose objective function can be decomposed into the difference of two convex functions. Furthermore, Lou and Man [29] derive an analytical solution for the proximal operator of the L 1−2 metric, which makes some fast L 1 solvers applicable for L 1−2 .
The main contributions of this paper are as follows. (i) A new but effective data recovery model based on L 1−2 metric is presented, enabling the robust recovery of corrupted image data.
(ii) Our model allows for efficient optimization by two steps. One step only needs a sub-differential computing. The other step is a convex optimization and can be solved by mild adjustment of existing algorithms.
The rest of this paper is organized as follows. Section II reviews the related work. Section III presents our model and corresponding algorithm. Section IV reports experimental results. Section V offers conclusions.
II. RELATED WORKS
Given a data set X = [x 1 , x 2 , ..., x s ], where each x i is a sample. The nuclear norm of the matrix X is defined by ||X|| * = i σ i , which is the sum of the singular values of X. Besides, the L 2 and L 1 norms of a matrix X are defined by
The data X is usually corrupted. RPCA tries to decompose X into two matrices D and E, where the matrix D is supposed to have low rank and E is supposed to be sparse. The decomposition model is given by
It can also be rewritten as
Thus RPCA is a model based on L 1 norm in essence. There exist many algorithms for solving the RPCA, such as inexact ALM [7] , gradient descent approach [8] , and sub-gradient based algorithm [9] .
To exploit the sparsity robustly, the vector's L 1−2 metric was first addressed in [25] in the context of nonnegative least squares problems, and then applied to compressed sensing problems. For a vector x, its L 1−2 metric is given by
The boundness [26] of the L1-2 metric can be given by
Furthermore, one has ||x|| 1−2 = 0 if and only if ||x|| 0 = 1. The L 1−2 metric is nonconvex; DC programming can be employed for solving problem based on L 1−2 . DC programming takes the form:
where g, h are convex functions. Such a function f is called DC function, and g-h a DC decomposition of f while g and h are DC components of f . The construction of DC algorithm involves the DC components g and h but not the function f itself. The DC algorithm is summarized in Algorithm 1, in which the first-order approximation is used to substitute the non-convex part.
Algorithm 1 General Form of DC Algorithm
Input: [26] .
(ii) The L 1−2 metric can promote robustness than others. As an illustration, consider the noise variable x=
The metric values of x are in Figure 2 with varying x 3 and fixed x 2 = 0.1, x 1 = 0.1. We can observe the L 1−2 metric gets small than L 1 and L 0.5 , whenever component x 3 how varies. Hence L 1−2 metric promotes robustness to large noise component. Following experiments will verify this observation.
Inspired by the L 1−2 metric better sparsity and robustness, this paper applies it into recovering the corrupted data. Similarly to the vector's L 1−2 metric, for matrix X, one can define its L 1−2 metric by ||X|| 1−2 ||X|| 1 − ||X|| F . Then we propose the robust principal component analysis based on
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B. SOLVING SCHEME
Although the L 1−2 metric is non-convex, we can decompose it into the difference of two convex functions. Then the DC programming can be employed to solve our model. Specifically, the optimization (5) can be rewritten as:
where F(E) and G(E) are two convex functions defined by
Here F and G are convex functions. The DC algorithm can be employed for solving (6) . Suiting algorithm is summarized in Algorithm 2.
In (8) is the RPCA, which can be solved by inexact ALM.
If E k = 0 and E k = X, the problem (8) also can be solved by inexact ALM. In this case, the augmented Lagrange Input: E 0 , k = 0; Repeat
2 Compute:
Until convergence.
where Y is the Lagrange multiplier and µ is the penalty parameter. Then (8) can be solved by alternately updating D, E, Y, respectively. The updating of D and Y coincide with RPCA, and omitted here for simplification. When fix D and Y, the E can be updated by optimizing augmented Lagrange function. The optimization can be written as (10) .
which is equivalently to (11) :
The solution of (11) can be given by where S ε (·) is soft-thresholding operator defined by
Some convergence results of DC algorithm are discussed in [28] . For completeness, we give a simplified version as follows.
For the sequences {E k } and {F(E k ) -G(E k )} of Algorithm 2: (i) if the objective function is bounded, then the sequences {F(E k )-G( E k )} decrease and converge.
(ii) If F or G is strongly convex, then {E k } converges.
Considering neither F nor G is strongly convex, the convergence of sequence {E k } is still an open problem.
IV. EXPERIMENTS
The RPCA-L 1−2 is applied in recovering corrupted image and background modeling for performance evaluation. For comparison, we select the standard PCA [1] , Euler principal component analysis (EPCA) [30] , RPCA, and RPCA-L p [21] (p = 0.5). Note that for the L p , the studies [31] , [32] show that for p ∈ (0, 0.5], the performance has no significant improvement as p decreases, while for p ∈ [0.5, 1), the smaller the p, the sparser the solutions by minimizing the L p norm, Thus in RPCA-L p , the p = 0.5 is used. Each method's parameters are tuned to achieve their best performances.
A. RECOVERING CORRUPTED FACE IMAGE
Real face images are often corrupted due to occlusion, ambiguities or other causes. Therefore, it is essential to remove the errors from the corrupted data before further applications. These errors are large in magnitude, but sparse in the spatial domain. It is believed that if we have enough images of the same face, the models based on low rank assumption will be able to remove these errors [5] .
In In the first experiment, we add the noise of standard uniform distribution on the interval [0, 255] to half samples to form the corrupted samples. For each corrupted sample, the percentage of corrupted pixels varies from 10% to 50%. The recovery errors and recognition rates of various algorithms at different corruption rate (noise rate) are in Figure 3 , and some recovery images are compared in Figure 4 . One can see the proposed algorithm significantly outperforms other methods. Especially, with the increasing corruption rate RPCA-L 1−2 's performance decreases slowly, while other methods' fast.
Next experiment evaluates the robustness for large corruption. For simplification, the percentage of corrupted pixels is fixed at 30%. Then, kinds of noise distribution intervals are used, which are 0.5 times, 1 times, 10 times, 100 times, of [0, 255]. The recovery errors and recognition rates are in Figure 5 , and some recovery images are compared in Figure 6 . We can see the proposed algorithm still outperforms other methods. Note that the recovery error in Figure 5(a) is under natural logarithm. In Figure 6 , when observed images are corrupted by the noise with uniform distribution on the intervals [0, 255 × 100], these noise magnitudes are much larger than the normal pixel values. Since PCA aims minimizing reconstructed error, these noises are not removed successfully by PCA. However, RPCA-L 1−2 can produce better recoveries than others. These results verify the robustness of RPCA-L 1−2 for large corruption as revealed in section II. A. 
B. BACKGROUND MODELING FROM SURVEILLANCE VIDEO
Now, we consider the problem of background modeling (background extraction) from surveillance videos captured by a static camera. Background modeling plays a key role in event detection and human action recognition. Its purpose is automatically detecting activities (also called foreground objects) from the background. Due to the correlation between frames the models based on low rank assumption can detect these foreground objects, which are the error E in RPCA-L 1−2 .
Nine videos are tested respectively (http://perception.i2 r.a-star.edu.sg/bk_model). Each frame is of size 60 × 80. To obtain a quantitative comparison, we employ three VOLUME 6, 2018 indexes F-score, precision, and recall measuring the recovery accuracy. The indexes are defined as:
where G is the ground truth mask, and T is the mask output. For each video two hundred frames are selected randomly and stack each frame into the matrix X, which is size of 4800 × 200. Then we detect foreground objects from X. The parameters of these comparative methods are tuned to obtain the best F-scores. Some comparisons are shown in Figure 7 .
The quantitative indexes are exhibited in Table I . From these comparisons, we can see that in many cases RPCA-L p outperforms PCA, EPCA and RPCA, in seven of 27 cases. However, in most cases, the scores show RPCA-L 1−2 is more effective than the other methods, in 15 of 27 cases. These results verify the effectiveness of RPCA-L 1−2 for background extraction.
V. CONCLUSION
This paper proposes a new data recovery model and corresponding optimization algorithm. In the new model, the L 1−2 metric is employed for characterizing the sparsity and low rank property. In further, we will consider how to utilize the L 1−2 metric in other models based on sparse and low rank assumptions, such as low-rank representation models or dimensionality reduction model [33] . 
