TD learning in Monte Carlo tree search by DELEVA, ALEKSANDRA
University of Ljubljana
Faculty of Computer and Information Science
Aleksandra Deleva
TD learning in Monte Carlo tree
search
MASTERS THESIS
THE 2nd CYCLE MASTERS STUDY PROGRAMME
COMPUTER AND INFORMATION SCIENCE
Mentor: prof. dr. Branko Ster
Ljubljana, 2015

Univerza v Ljubljani
Fakulteta za racunalnistvo in informatiko
Aleksandra Deleva
Ucenje s casovnimi razlikami pri
drevesnem preiskovanju Monte Carlo
MAGISTRSKO DELO
MAGISTRSKI PROGRAM DRUGE STOPNJE
RACUNALNISTVO IN INFORMATIKA
Mentor: prof. dr. Branko Ster
Ljubljana, 2015

Copyright. The results of this Masters Thesis are the intellectual property of the author
and the Faculty of Computer and Information Science, University of Ljubljana. For the
publication or exploitation of the Masters Thesis results, a written consent of the author,
the Faculty of Computer and Information Science, and the mentor is necessary.
c2015 Aleksandra Deleva

Declaration of Masters Thesis authorship
I, the undersigned Aleksandra Deleva am the author of the Master Thesis
entitled:
TD learning in Monte Carlo tree search
With my signature, I declare that:
 the submitted Thesis is my own unaided work under the supervision of
prof. dr. Branko Ster
 all electronic forms of the Masters Thesis, title (Slovenian, English),
abstract (Slovenian, English) and keywords (Slovenian, English) are
identical to the printed form of the Masters Thesis,
 I agree with the publication of the electronic form of the Masters Thesis
in the collection "Dela FRI".
In Ljubljana, 24. September 2015 Author's signature:

xAcknowledgments
I would like to thank my mentor prof. dr. Branko Ster and his teaching as-
sistant Tom Vodopivec, for their guidance and helpful suggestions throughout
the process of writing this thesis. I would also like to thank my parents, my
brother, my boyfriend and my close friends, for their unconditional love and
support.
Aleksandra Deleva, 2015

"Evolve solutions; when you nd a good
one, don't stop."
| David Eagleman

Contents
Povzetek i
Abstract iii
1 Introduction 1
1.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Overview of the thesis . . . . . . . . . . . . . . . . . . . . . . 3
2 Monte Carlo Tree Search 5
2.1 Monte Carlo methods . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Monte Carlo tree search . . . . . . . . . . . . . . . . . . . . . 6
2.3 Upper Condence Bounds for trees . . . . . . . . . . . . . . . 10
3 Temporal Dierence Learning 15
3.1 Sarsa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 n-step TD method . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 TD() . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4 The General Video Game Playing Competition 27
4.1 The Framework . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2 The Competition . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3 Overview of some of the games in the framework . . . . . . . . 30
5 Sarsa-TS() 33
CONTENTS
6 Experiments 37
6.1 Experiments on a variety of games . . . . . . . . . . . . . . . 38
6.2 Case study: Chase . . . . . . . . . . . . . . . . . . . . . . . . 45
6.3 Case study: The legend of Zelda . . . . . . . . . . . . . . . . . 48
6.4 Results from participation in the GVG-AI competition . . . . 50
7 Conclusions and future research 53
List of Figures
2.1 Selection step . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Expansion step . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Simulation step . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Back propagation step . . . . . . . . . . . . . . . . . . . . . . 9
3.1 Accumulation of eligibility traces . . . . . . . . . . . . . . . . 22
3.2 The backward view . . . . . . . . . . . . . . . . . . . . . . . . 23
4.1 The GVG-AI competition site [12] . . . . . . . . . . . . . . . . 27
6.1 Number of games with maximum win percentage for values of
 between 0 and 1 . . . . . . . . . . . . . . . . . . . . . . . . 39
6.2 Number of games with maximum win percentage for each
value of  between 0 and 1 . . . . . . . . . . . . . . . . . . . . 40
6.3 Percentage of games that were won for dierent values of 
between 0 and 1, for all 20 games . . . . . . . . . . . . . . . . 41
6.4 Percentage of games that were won for values dierent values
for  between 0 and 1, for all 20 games . . . . . . . . . . . . . 42
6.5 Percentage of score in games that were won for dierent values
of  between 0 and 1, for all 20 games . . . . . . . . . . . . . 42
6.6 Percentage of score in games that were won for dierent values
of  between 0 and 1, for all 20 games . . . . . . . . . . . . . 43
6.7 Percentage of steps taken in games that were won for dierent
values of  between 0 and 1, for all 20 games . . . . . . . . . . 44
LIST OF FIGURES
6.8 Percentage of steps taken in games that were won for  be-
tween 0 and 1, for all 20 games . . . . . . . . . . . . . . . . . 44
6.9 Percentage of games that were won for values dierent values
for  between 0 and 1, for the game Chase . . . . . . . . . . . 45
6.10 Percentage of games that were won for dierent values of 
between 0 and 1, for the game of Chase . . . . . . . . . . . . . 46
6.11 Percentage of score in games that were won for dierent values
of  between 0 and 1, for the game of Chase . . . . . . . . . . 47
6.12 Percentage of score in games that were won for dierent values
of  between 0 and 1, for the game of Chase . . . . . . . . . . 47
6.13 Percentage of games that were won for dierent values of 
between 0 and 1, for the game Zelda . . . . . . . . . . . . . . 48
6.14 Percentage of games that were won for dierent values of 
between 0 and 1, for the game Zelda . . . . . . . . . . . . . . 49
6.15 Percentage of score in games that were won for dierent values
of  between 0 and 1, for the game Zelda . . . . . . . . . . . . 49
6.16 Percentage of score in games that were won for dierent values
of  between 0 and 1, for the game Zelda . . . . . . . . . . . . 50
6.17 Validation rankings for GECCO, scoring on games separately . 51
6.18 Validation rankings for CIG, scoring on games separately . . . 52
6.19 Validation rankings for CEEC, scoring on games separately . . 52
Povzetek
Drevesno preiskovanje Monte Carlo(MCTS) je postalo znano po zaslugi uspe-
hov v igri Go, pri kateri racunalnik nikoli prej ni premagal cloveskega mojstra.
Nastalo je vec razlicic algoritma. Ena izmed najbolj znanih razlicic je Zgornja
meja zaupanja za drevesa oz. UCT (Kocsis in Szepesvari). Mnoge izboljsave
osnovnega algoritma MCTS vkljucujejo uporabo domenskih hevristik, zaradi
katerih pa algoritem izgubi na splosnosti.
Cilj tega magistrskega dela je bil raziskati, kako izboljsati algoritemMCTS
brez ogrozanja njegove splosnosti. Paradigma spodbujevalnega ucenja, ki se
imenuje ucenje s casovnimi razlikami, omogoca uporabo kombinacije dveh
konceptov, dinamicnega programiranja in metod Monte Carlo. Moj cilj je
bil vkljuciti prednosti ucenja s casovnimi razlikami v algoritem MCTS. Na
ta nacin se spremeni nacin posodabljanja vrednosti vozlisc glede na rezultat
oz. nagrado.
Iz rezultatov je mogoce sklepati, da je kombinacija algoritma MCTS in
ucenja s casovnimi razlikami dobra ideja. Na novo razvit algoritem Sarsa-
TS() kaze na splosno izboljsanje uspesnosti igranja. Ker pa so igre, na
katerih so bili izvedeni poskusi, zelo razlicne narave, se ucinek algoritma na
uspesnost posameznih iger lahko precej razlikuje.
Kljucne besede
Drevesno preiskovanje Monte Carlo, Monte Carlo, Drevesno preiskovanje,
Zgornja meja zaupanja za drevesa, Ucenje s casovnimi razlikami, Umetna
inteligenca
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Abstract
Monte Carlo tree search (MCTS) has become well known with its success
in the game of Go. A game in which a computer has never before won in
a game against a human master player. There have been multiple varia-
tions of the algorithm since. One of the best known versions is the Upper
Condence Bounds for Trees (UCT) by Kocsis and Szepesvari. Many of the
enhancements to the basic MCTS algorithm include usage of domain specic
heuristics, which make the algorithm less general.
The goal of this thesis is to investigate how to improve the MCTS algo-
rithm without compromising its generality. A Reinforcement Learning (RL)
paradigm, called Temporal Dierence (TD) learning, is a method that makes
use of two concepts, Dynamic Programming (DP) and the Monte Carlo (MC)
method. Our goal was to try to incorporate the advantages of the TD learn-
ing paradigm into the MCTS algorithm. The main idea was to change how
rewards for each node are calculated, and when they are updated.
From the results of the experiments, one can conclude that a combination
of the MCTS algorithm and the TD learning paradigm is after all a good
idea. The newly developed Sarsa-TS() shows a general improvement on the
performance. Since the games we have done our experiments on are all very
dierent, the eect the algorithm has on the performance varies.
Keywords
Monte Carlo tree search, Monte Carlo, Tree search, Upper Condence Bounds
for Trees, Temporal Dierence learning, Reinforcement learning, Articial
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Intelligence
Chapter 1
Introduction
Monte Carlo tree search (MCTS) [1] over the years has become one of the
well known algorithms used in game playing. This algorithm has shown its
strength by playing games with very little or no domain knowledge. One of
the rst great successes was playing the game of Go. This is a game that
has a very high branching factor, and a computer has never beaten a human
until MCTS was applied to it.
The algorithm itself is organized in four steps: selection, expansion, sim-
ulation and back-up. The rst two steps are called a tree policy and their
goal is to select a node according to some policy or expand the tree. The
simulation part is called a default policy, and is basically an execution of
the game till its end in a stochastic manner. After all steps have nished in
the predened order, the back-up goes through all the nodes visited during
the tree policy and updates their value. MCTS does updates at the end of
the play-out. The main goal of the tree policy is to tackle the exploitation-
exploration dilemma. This is dependent on the node selection method used.
Later on many versions and variations of the MCTS algorithm were devel-
oped. One of the most known and used versions is called Upper Condence
bounds for Trees (UCT) and was developed by Kocsis and Szepesvari [2] [3].
The node selection strategy used in the UCT works by forming bandit prob-
lems out of each node selection. In this manner the exploitation-exploration
1
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dilemma is tackled. To improve the performance of the UCT, a lot of re-
search was done using dierent kinds of heuristics. Unfortunately, the usage
of domain-specic knowledge decreases the generality of the algorithm and
in such form it works well only for the game it was improved for.
Temporal Dierence (TD) learning [4] has been developed as a com-
bination of two concepts related to Reinforcement learning (RL), Dynamic
Programming (DP) and the Monte Carlo (MC) method. Similar to DP it
updates its estimates before even having the nal outcome, and similar to
MC it does not require a model of the domain.
Our research is directed to nding a way to incorporate the advantages
from the TD learning paradigm, in order to try to improve the performance of
the MCTS algorithm. We started o with a version of the UCT algorithm,
and changed its node selection strategy to -greedy. The  helps increase
or decrease the amount of exploration that will be done. Further on we
continued by calculating the rewards on each step of the tree policy. Finally
by updating the back-up step we incorporated TD into our algorithm. First
thing to note is that each node is aected only by its descendants, and second
is that the degree at which one node aects another is dependent on the
distance between them. Lastly, the nodes are updated all through the play
out as opposed to MCTS which has to wait till the end to do the updates.
1.1 Related Work
The idea to combine the advantages of MCTS methods with the TD learning
is not a new one. A method called temporal dierence search was developed
[5]. In this method, TD learning is used in a combination with simulation
based search methods, as is MCTS. The TD learning in this method is used
to learn the weights of a heuristic function. This method was unsuccessful
with MCTS, but on the other hand it performed well when combined with
the alpha-beta search. We on the other hand do not lean on the domain
specic features.
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Another algorithm that was developed is called TDMC() [6]. This
method has shown to be better than the plain TD() in the game of Othello.
The algorithm uses MC to evaluate the probability to win in non terminal
nodes. They haven`t used MCTS but they have proposed it as further re-
search possibilities. We on the other hand started with a version of MCTS
and incorporated the TD learning. We do this by changing up the back-
propagation step to use the TD in order to calculate the node values. These
values will be further on used by the selection step. We use eligibility traces
from TD that decay the values depending on the distance from the current
node.
Some experimenting with weights has been tried and developed in [7]
They made use of  as a trace-decay parameter between 0 and 1, by decreas-
ing the reward depending on the number of layers to the root, and updating
all with the same value, which is dierent from the TD approach we use.
Our research was also inuenced by the work done by Vodopivec and Ster
[8] [9]. Their research is also using the Temporal Dierence paradigm in the
MCTS algorithm. They normalize the Upper Condence Bounds for trees,
and later combine it with TD learning.
1.2 Overview of the thesis
The general outline is as follows:
 Chapter 2: In this chapter we give the necessary background knowl-
edge needed, in order to get to know the basic concepts how the algo-
rithm works in its core. We also give an example of the UCT version
of the MCTS algorithm, since it is the starting point to our further
development.
 Chapter 3: In this chapter we introduce the TD learning paradigm.
An overview of the TD() and afterwards of the Sarsa() algorithm are
given. These algorithms are the second segment we used to incorporate
into our research.
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 Chapter 4: A brief introduction of the competitions we were part of
during the creation of our algorithm. Our development and testing was
done using the framework given by the competition site.
 Chapter 5: Here we introduce the algorithm developed with this thesis.
 Chapter 6: In this chapter we display the results from testing our
algorithm. The results from the competitions we were a part of are
also reviewed.
 Chapter 7: Lastly we share our opinion on the work done, and possible
future enhancements and research.
Chapter 2
Monte Carlo Tree Search
2.1 Monte Carlo methods
Monte Carlo (MC) methods work by sampling randomly a certain domain.
After the sampling has ended the samples gathered are evaluated and a re-
sult is returned. The number of samples greatly aects the result`s accuracy.
When applied to games, the MC is considering moves possible from the cur-
rent position. Sampling is done by running simulations, where a simulation
is a played out game. To return a result, it evaluates the gathered samples.
Not using heuristics nor requiring more information about the domain
makes MC superior and more general compared to other search methods.
The MC method also performs much better in games with a high branching
factor, since this operation is very expensive for other tree search methods,
while MC just increases its amount of sampling. On the other hand, not
needing to know game specics can be seen also as a disadvantage, since it
would not see some special or tactical moves that are obvious for other tree
search methods that use heuristics.
5
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2.2 Monte Carlo tree search
Monte-Carlo Tree Search (MCTS) is an algorithm that can be applied to any
nite length game. It uses the best-rst strategy, and it approximates its re-
sults by using stochastic simulations. The MCTS algorithm creates a partial
tree while executing simulations. With each simulation the tree becomes
more complete and the estimates become more accurate. A simulation is a
series of pseudo random moves from the player that is controlled by Articial
Intelligence (AI) and his opponent.
When building a tree the basic MCTS algorithm usually has some sort
of budget, it may be a limitation in number of iterations, time, memory
consumed or similar. When the budget has been met, the algorithm stops
and returns the best move so far. The tree is built in a way that each node
represents a state in the domain, and each link to the child nodes represents
an action that can be taken to get to that node.
The algorithm is divided into four fazes that are to be executed in each it-
eration: called selection, expansion, simulation and back-propagation. These
steps are done in this order until the predened budget is reached [11].
2.2.1 Selection
In the selection step (Figure 2.1) we descend through the tree by applying a
child selection policy. The child selection policy controls the balance between
exploration and exploitation.
Exploration is looking into less promising moves in order to search for
moves that may have a high value potential. On the other hand the ex-
ploitation is selection of moves that are known to be promising and have
given good results in previous iterations. The selection step lasts until an
expendable node is reached. An expandable node is a non terminal state
that has unexpanded child nodes.
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Figure 2.1: Selection step
2.2.2 Expansion
The expansion step (Figure 2.2) starts when the game has reached a state
that does not exist in the tree built so far. One or more nodes can be added
to the tree. The number of nodes to be added depends on the available
actions and the strategy that is used.
2.2.3 Simulation
After nodes have been added to the tree, the simulation step (Figure 2.3)
comes in to play to nish the game by selecting actions according to a so
called default policy. The default way of doing the simulation step is taking
random actions till the end is reached. Another way is using a policy that
weights actions, this way it is possible to get better results. A drawback of
using weights is time consumption.
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Figure 2.2: Expansion step
Figure 2.3: Simulation step
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Figure 2.4: Back propagation step
2.2.4 Back-propagation
When the simulation step has nished and the end of the game is reached,
the back-propagation (Figure 2.4) steps in. What this step does, is traverse
through the steps that were taken to get to this outcome and update their
visit count and value according to the outcome.
2.2.5 Move selection
When the computational budget is met, the search is terminated. An action
that is a child of the root node is returned as the best move. There exist
many ways to choose criteria by which a best child can be picked. Some
winning action criteria are mentioned by Schadd [10]:
 Max child: Selection of highest reward root child
 Robust child: Selection of the most visited child
 Max-Robust child: Selection of child with both highest reward and visit
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count. If there is no such child, the search continues until such a child
node is found
 Secure child: Selection of the child that maximizes a lower condence
bound
2.2.6 Denition of policies
Two separate policies can be dened from the rst three steps [1]:
 Tree policy: It represents the rst two steps, selection and expansion.
That is selecting and adding a leaf node to the tree
 Default policy: It represents the simulation to a terminal node, and
producing an estimate.
The last step of back propagation does not use a policy since its only function
is to update statistics of the tree.
2.3 Upper Condence Bounds for trees
When searching the tree, promising nodes need to be also investigated. With-
out using heuristics, there is no other way but to invest a lot of computational
resources in order to investigate them all. Since computational resources are
often limited, dedicating only a certain amount of resources into investigat-
ing new unknown nodes so that new promising nodes would be found is a
better combination.
This kind of problem is very similar to bandit problems. Choosing an
action can be made based on rewards collected from past actions. So a
balance needs to be made between choosing actions that may pay o in the
long run (exploration) or the secure option that has already proven to be
good (exploitation). This problem is solved by using a policy that chooses
action, such that it would minimize regret and maximize reward.
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This problem was an inspiration for Kocsis and Szepesvari to incorporate
the UCB as a tree policy in MCTS, which resulted with the Upper condence
Bounds for Trees (UCT) algorithm [2][3]. UCB, being an ecient and simple
way to stay within the best regret bounds, turned out to be a good way to
tackle the exploration-exploitation dilemma.
Every time a node selection needs to be done, it can be seen as a multi-
armed bandit [1]:
UCB = Xj + 2Cp
s
2lnn
nj
(2.1)
The average reward Xj is within [0; 1]. Cp is a constant greater than 0,
Kocsis and Szepesvari have chosen it to be Cp =
1p
2
. The number of times
the parent has been visited is represented with n, and nj is the number of
times the child node j has been visited.
Exploration of less known choices is encouraged by the second part of
the equation 2Cp
q
2lnn
nj
, while the choices that are known to be good and
have been more visited are exploited by Xj. As the number of visits of the j
child node increases, its contribution decreases. The unexplored nodes have
greater probability to be chosen. When the number of visits nj equals to
zero, UCT =1, which is the highest value.
After the selection of a new node with the UCT policy, the MCTS algo-
rithm continues with the default policy to nish the game and get to an end
state. Whether it is a win or loss, this value is back-propagated to all the
nodes that were visited on the way, from the selected by the tree policy to
the root of the tree. The nodes hold information of the total reward Q(v)
they have gotten so far, and the number of times they were visited N(v).
The Algorithm 1 and Algorithm 2 are part I and part II of the pseudo
code that shows the MCTS algorithm with the use of UCT [1]. Values that
are kept in each node are total reward Q(v), number of visits N(v), incoming
action a(v) and state s(v). The result from the algorithm is an action leading
to the highest reward child node.
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Algorithm 1 The MCTS algorithm (Part I)
1: procedure MCTS UCT(s0)
2: create root node v0 with state s0
3: while within computational budget do
4: v  TreePolicy(v0)
5:  DefaultPolicy(s(vl))
6: BackUp(; vl)
7: end while
8: return a(BestChild(v0; 0))
9: end procedure
10:
11: procedure TreePolicy(v)
12: while within v is nonterminal do
13: if v is not fully expanded then
14: return Expand(v)
15: else
16: v  BestChild(v; Cp)
17: end if
18: end while
19: return v
20: end procedure
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Algorithm 2 The MCTS algorithm (part II)
1: procedure Expand(v)
2: choose a 2 untried actions fromA(s(v))
3: add a new child v0 to v
4: with s(v0) = f(s(v); a)
5: and a(v0) = a
6: return v
7: end procedure
8:
9: procedure BestChild(v)
10: si = argmax
v02children ofv
Q(v0)
N(v0) + c
q
2 lnN(v)
N(v0)
11: end procedure
12:
13: procedure DefaultPolicy(s)
14: while s is nonterminal do
15: choose a 2 A(s) uniformly at random
16: s f(s; a)
17: end while
18: return reward for state s
19: end procedure
20:
21: procedure BackUp(v;)
22: while s is not null do
23: N(v) N(v) + 1
24: Q(v) Q(v) + (v; p)
25: v  parent of v
26: end while
27: return reward for state s
28: end procedure
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Chapter 3
Temporal Dierence Learning
One of the great achievements in reinforcement learning is the Temporal
Dierence (TD) learning paradigm [4]. It is a combination of Dynamic pro-
gramming (DP) and Monte Carlo (MC) methods. TD updates estimates
even before having a nal outcome, similar to DP, and learns without having
a model of the domain, similar to MC.
TD methods collect experience following a certain policy, and use it for
prediction. Both TD and MC work in a manner that they update the non-
terminal states with estimates according to the policy used, with the dier-
ence of when they do the update. MC doesn't do any updates until the end
of the episode, since it does not know the actual return which will be the
target for the value of the state St at time t, V (St).
V (St) V (St) + [Gt   V (St)]; (3.1)
where  is a constant step parameter, and Gt is the complete return.
Gt = Rt+1 + Rt+2 + 
2Rt+3 +   + T t 1RT ; (3.2)
where T is the terminal time step. On the other hand, TD methods only
have to wait for one time step to be able to form a target. It uses Rt+1,
which is the observed reward, and the value of the state V (St+1) to make
an update to the state value V (St). TD is considered as a bootstrapping
15
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method since it bases updates on existing estimates. TD(0) is the simplest
of all TD methods. We shall explain the usage of the parameter later on.
The update for the state St at time t, V (St) for TD(0):
V (St) V (St) + [Rt+1 + V (St+1)  V (St)]; (3.3)
where the target for the update is Rt+1 + V (St+1), instead of Gt as in MC.
The parameter  is a discount rate.
Algorithm 3 TD(0)
1: V (s) = 0
2: for each episode do
3: Initialize S
4: for every step of episode do
5: A A0 from S using policy
6: Take action A,
7: observe reward R and next state S0
8: V (S) V (S) + [R + V (S0)  V (S)]
9: S  S0
10: until S is terminal
11: end for
12: end for
TD uses so-called sample backups. Full backups need all the possible suc-
cessors, while sample backups only need a sample. Sample backups compute
the backed-up value by looking ahead at the successor and using its value
along with the current reward.
The need of MC methods to wait for the entire episode is something that
needs to be considered, since some episodes can last for a really long time
or are really slow; there are applications that do not even have episodes at
all. This feature makes MC not be the best choice. On the other hand TD
being implemented in a fully incremental and on-line fashion, requires one
step waiting time. This feature makes TD very compatible with these types
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of properties.
3.1 Sarsa
When looking at the prediction problem, just like MC, TD also needs to con-
sider the exploitation exploration dilemma. This results in two approaches:
on-policy and o-policy. So here we will explain the on-policy approach called
Sarsa.
Algorithm 4 Sarsa
1: Q(s; a) initialize arbitrarily
2: for each episode do
3: Initialize S
4: Choose A from s using policy
5: for every step of episode do
6: Take action A,
7: observe reward R and next state S0
8: Choose
9: Q(S;A) Q(S;A) + [R + Q(S0; A0) Q(S;A)]
10: S  S0
11: until S is terminal
12: end for
13: end for
For this approach, considering state-value pairs will change to considering
state-action value pairs instead. So before, in order to learn the value of a
state we were looking at states transitioning to other states. Now we would
like to learn the state action-value, and we shall learn this by looking at
the transition from one state-action into another state-action. Since this
transitions whether is state-value or state-action value are similar, the TD(0)
convergence still applies. In every transition from a non-terminal node, an
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update is done:
Q(St; At) Q(St; At) + [Rt+1 + Q(St+1; At+1) Q(St; At)]: (3.4)
Q(St+1; At+1) is dened as zero when it is terminal.
Sarsa just like TD is a step by step method that learns very quickly and
can in time adjust its policies depending on what has been learned during an
episode. MC in this case is inferior to Sarsa. If MC nds itself in a situation
where the policy is not really working, it will not know till the very end of
the episode, and can get stuck in a state.
3.2 n-step TD method
MC methods back up all the states with the observed rewards from the
episode at the very end of it. TD takes the next reward and the value of
the state from the next step, after what a backing up is done on multiple
rewards. The number of rewards depends on the strategy used, it can be a
one-step, two-step or n-step backup. These kind of methods that go up to n
steps are called n-step TD methods. TD(0) is a one-step method. Since TD
target back-up is the discounted value estimate of the following state and the
rst reward:
Rt+1 + V (St+1); (3.5)
which is a one-step approximate return. So generally the n-step return can
be dened as:
Gt+nt (V (St+n)) = Rt+1+Rt+2+
2Rt+2+ ::+
n 1Rt+n+nV (St+n): (3.6)
n-step backups are considered more of an increment than an update. In
the estimated value V (St), the increment t(St) is produced by the n-step
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backup:
t(St) = [G
t+n
t (Vt(St+n))  Vt(St)]: (3.7)
When updates are made during an episode, right after an increment, we
call this on-line updating:
Vt+1(s) = Vt(s) + t(s); 8s 2 S; (3.8)
while o-line updating would not do any changes to the estimates during the
episode. It sums up all the gathered estimates at the end of an episode. The
MC methods and one step TD are considered the extremes for the o-line
and on-line methods.
3.3 TD()
The  in TD() is indicating the use of a so called eligibility trace. The
eligibility traces can be viewed in two manners. The forward view, otherwise
called theoretical, and the backward view which can also be referred to as
the mechanistic view. The forward view can not be implemented easily since
in each step it uses information that will become known later on. In this
section, we shall do an overview of the forward view rst.
Toward any linear combination of n-step returns a backup can be done,
as long as the weights sum up to 1. A complex backup is a sort of average
of simpler component backups. So a way to understand the TD() can be
as a way to average the n-step backups. All n-step backups normalized by
1  and proportionally weighted by n 1, where  is a value between 0 and
1, are contained in the average. Normalization is done so the weights would
sum to 1.
Gt = (1  )
1X
n=1
n 1Gt+nt (Vt(St+n)); (3.9)
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is a backup called the -return. With every step the weights become smaller
by . When there exists a terminal state, the sum is nite:
Gt = (1  )
T t 1X
n=1
n 1Gt+nt (Vt(St+n)) + 
T t 1Gt: (3.10)
The target of the -return algorithm is a -return backup. The value of
the state increment on each step
t(St) = [G

t   Vt(St)] (3.11)
The complete return with the end at time T is:
Gt = Rt+1 + Rt+2 + :::+ 
T t 1RT (3.12)
Individual n-step backups are
Gt+1t = Rt+1 + Vt(St+1) (3.13)
Gt+2t = Rt+1 + Rt+2 + 
2Vt(St+2) (3.14)
: : : (3.15)
Gt+nt = Rt+1 + Rt+2 + :::+ 
nVt(St+n) (3.16)
By following this we can derive how a state is updated.
Gt = G
t+1
t +
T t 1X
n=2
n 1(Gt+nt  Gt+n 1t )  T t 1GT 1t + T t 1Gt:
Here we introduce the so called TD-errors:
t = Rt+1 + Vt(St+1)  Vt(St) (3.17)
t+1 = Rt+2 + Vt(St+2)  Vt(St+1) (3.18)
: : : (3.19)
t+m = Rt+m+1 + Vt(St+m+1)  Vt(St+m) (3.20)
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It can be shown that
Gt+nt  Gt+n 1t = n 1t+n 1 (3.21)
Gt  GT t 1t = T t 1T 1 (3.22)
We also assume that Vt(ST ) = 0. The update rule may be written using
TD-errors:
t(St) = [G

t   Vt(St)]
[Gt+1t
T t 1X
n=2
()n 1 + t+n 1 + T t 1T 1   Vt(St)]
The rst TD-error is
Gt+1t   Vt(St) = t (3.23)
The update is then:
t(St) = [
T tX
n=1
()n 1t+n 1]
[()0t + ()
1t+1 +   + ()T t 1T 1]
The -return for  = 0 is the previously mentioned TD(0). For  = 1
and  = 1, on the other hand, it is same as the previously mentioned MC.
This property can be seen better if we separate the formula.
Now that we have seen the how the forward view works, we shall do an
overview of the backward view of TD(). We denote eligibility trace for
non-visited states Et(s) 2 R+ as
Et(s) = Et 1(s); 8s 2 S; s 6= St (3.24)
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where s is the state,  is called the trace-decay parameter and  is the
discount rate. The trace for visited states, St, is also decayed by , but it
is also incremented by 1:
Et(St) = Et 1(St) + 1 (3.25)
Each time a state is visited, the trace accumulates, but then it decays as
less visits come along. In a way,  shows how long ago was a state visited.
Figure 3.1: Accumulation of eligibility traces
The TD error for state value prediction is
t = Rt+1 + Vt(St+1)  Vt(St) (3.26)
This error provokes recent states to be updated
Vt(st) = tEt(s); 8s 2 S (3.27)
The mechanistic view is looking backwards. So we are assigning the TD
error to the previous states.
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Figure 3.2: The backward view
Algorithm 5 TD()
1: V (s) 0
2: for each episode do
3: Initialize E(s) = 0;8s 2 S
4: Initialize S
5: for every step of episode do
6: A action given by policy  for S
7: Take action A,
8: observe R reward and S0 state
9:   R + V (S0)  V (S)
10: E(S) E(S) + 1
11: for all s 2 S do
12: V (s) V (s) + E(s)
13: E(s) E(s)
14: end for
15: S  S0
16: until S is terminal
17: end for
18: end for
As we can see from Figure 3.2, the states are not updated equally. De-
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pending on how far they are from the current state, the further they are the
smaller the impact from the current state is on them. This eect is controlled
by the  parameter that is less than 1 but not zero. In case when  and 
are 1, the impact of the state is equal for any distance of a state. In case
when only  is one, only  has inuence over the decay.
The case when  and  are 1 is also called TD(1), and can be considered a
MC implementation if also the  parameter is same as in the MC algorithm.
In case of TD(1) implementation that is on-line, the method learns about
changes in policy immediately. This feature makes this implementation bet-
ter than the previously explained MC.
3.3.1 Sarsa()
The combination of eligibility traces with the previously mentioned algorithm
Sarsa is called Sarsa(). Similarly so Sarsa, here the state value pairs from
TD() are substituted with state action pairs. So the trace denoted with
E(s; a) would be:
Et(s; a) = Et 1(s; a) + IsStIaAt ; 8s 2 S; a 2 A (3.28)
The IsSt and IaAt are 1 if s = St or a = At accordingly. They are called
indicators of identity. Just like before, the Vt(s) state value is substituted
with the Qt(s; a)
t = Rt+1 + Qt(St+1; At+1) Qt(St; At) (3.29)
Qt+1(s; a) = Qt(s; a) + Et(s; a); 8s; a (3.30)
We can refer to the Sarsa algorithm explained previously as the one step
Sarsa. These two algorithms use a policy with which they make approxima-
tions of q(s; a), and update it along the way.
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Algorithm 6 Sarsa()
1: Initialize Q(s; a) = 0;8s 2 S;8a 2 A
2: for each episode do
3: Initialize E(s; a) = 0;8s 2 S;8a 2 A
4: Initialize S;A
5: for every step of episode do
6: Take action A,
7: observe reward R and next state S0
8: Choose A0 from S0 using policy
9:   R + V (S0; A0)  V (S;A)
10: E(S;A) E(S;A) + 1
11: for all s 2 S; a 2 A do
12: Q(s; a) Q(s; a) + E(s; a)
13: E(s; a) E(s; a)
14: end for
15: S  S0; A A0
16: until S is terminal
17: end for
18: end for
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Chapter 4
The General Video Game
Playing Competition
The General Video Game Playing Competition [12] is a popular competition
for AI. Its focus is on having the agents play multiple games that are now
known to it. The types of games played are 2D single player arcade games.
Figure 4.1: The GVG-AI competition site [12]
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Such competitions give reliable benchmarks on how good the competitors
agent is.
4.1 The Framework
4.1.1 Video Game Description Language (VGDL)
The description language is built from objects and their interaction in a 2D
rectangular space. Objects are able to move according to specied behavior
or according to physics. Through collision objects can also interact.
A game has a description of the level, that is a description of start location
of objects in the 2D space, and a description of the game, which describes
the interactions that are possible and the dynamic of the game. A game is
terminated after a predened number of steps.
The description of the game is consisted of [13]:
 Mapping of the levels: Translation of level description into objects for
the initial state of the game
 Sprite set: Classes of objects used in a tree structure. Properties of
these objects are the description how they are aected by physics, how
they are visualized, and resources they have. The last property is
dynamic since it describes the expendable resources like mana, ammu-
nition etc.
 Interaction set: Describes what can happen when two objects collide.
 Termination set: Describes the ways a game can end.
4.1.2 The General Video Game AI (GVG-AI) Frame-
work
The framework that is used in this competition is Java VGDL. It loads
games that are described with the VGDL, and gives an interface with which
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new controllers can be developed. These controllers can control the players
actions.
The VGDL gives a model through which the controller can learn about
the state of the game, but not about the game denition. This property is
not provided, since its the job of the agent to get to know the game and nd
a way to win it.
The implementation is created in a way that the controllers get 40 mil-
liseconds to return an action, if the time passes and a move is not returned,
a NIL value is returned. Methods implemented receive a so called State
observation object that carries information like [13]:
 Time step, score and state
 The actions the agent can play at a time step
 Observations list
 Observation grid
 History of agent events
4.2 The Competition
4.2.1 Game sets
The competition has 30 single player games each with 5 levels. The games
are grouped in sets, 10 games each.
 Training set: The games n this set are known to the competitor
 Validation set: Is a set of the games from the previous competitions
Test set. The games are not known to the competitor. When a com-
petitor uploads his controller, he can try it out on the Validation and
Training sets.
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 Test set: This set is the set of games used for the nal results in the
competition. The controllers can not try their games on this set before
the end of the competition.
The scoring is dependent on the game itself. There are generally three
types of scoring:
 Binary: Where a result not equal to zero is only given when the game
is won
 Incremental: Where score increments or decreases depending on events.
 Discontinuous: Is using the Incremental system, but there are events
that bring increase in score that is much bigger than other more com-
mon events.
Game termination conditions are also dened in the framework. A more
general one is Counters, which is when sprites are created or destroyed. Some
games end when reaching a certain point in the level. The last termination
condition is dependent on number of steps, which is set to 2000 for all games.
4.2.2 Evaluation
The competition ends with each controller executing the sets mentioned pre-
viously. So 500 games in total for the test set. Dierent statistics are collected
for each 50 plays of each game and after summing and analyzing a score table
declaring the winner is conducted
4.3 Overview of some of the games in the
framework
Here we will give a brief overview of some of the games that are in the GVG-
AI framework. As we mentioned earlier, the games are 2D single player
arcade games.
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4.3.1 Chase
The game Chase is a racing arcade game. The main character played by the
player is a police ocer, chasing criminals not to ee the country. The game
play is a car chase. On the road there are other cars and obstacles that the
player must avoid in order catch the criminal. The criminal must be reached
a few times before he will actually stop. The game has a time limit in which
the criminal should be arrested. There is a bar showing how slowe the player
is to getting the criminal. Each time the player gets to the criminal the bar
lls up a bit. The game score is rising throughout the game, but also score
points are lost when obstacles are not avoided well.
4.3.2 The legend of Zelda
The Legend of Zelda is consisted of puzzles, exploration and battle. To win
the game not much exploration is needed, though it helpful since the player is
rewarded with items. These items can are further on helpful to use through
the game. The player has a life meter which can be relled by collecting
certain items. The game is consisted of an overworld, an area where the
character can communicate with other characters and gain items. Another
area are the dungeons which are a labyrinth and usually have one greater
item. To get to the item the character has to ght enemies or solve puzzles.
The character has a map and a compass that help him nd his way. The
game does not have scoring throughout the game. The character can only
collect items to help him get through the areas easier.
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Chapter 5
Sarsa-TS()
We decided to use the GVG-AI framework as a starting point. It is a frame-
work that provides basic implementations of several algorithms, between
which there is also an implementation of the MCTS algorithm. This frame-
work by itself oers many games built in, so the algorithms can be tested,
locally or by uploading it on the competition website. The amount of games
that an algorithm can be tested on, helps to see how good the algorithm
works on a more general level, not only specically to one or few games.
We started o by downloading and setting up the GVG-AI framework.
We settled for the implementation called OLMCTS as a start, which is an
implementation of the previously described MCTS algorithm using UCT.
For the selection step of the MCTS algorithm, we decided on the -greedy
approach. The greedy selection method exploits the actions that are known
to pay o the most with the current knowledge. The -greedy, on the other
hand, is greedy most of the time. The  parameter is the probability with
which algorithm will explore other less known options.
The next step was incorporating the -return algorithm into MCTS. The
MCTS algorithm for each node keeps a total reward, which is updated in the
backup step. When the algorithm gets to a leaf node or the computational
budget has been met, it updates all the nodes that were a part of the tree
policy with the collected reward throughout the simulation. So the rst step
33
34 CHAPTER 5. SARSA-TS()
we took towards -return, was calculating the reward collected on each step
of the tree policy and saving it in the node. Next in the back-up step as in
MCTS we update only the nodes that were part of the tree policy. This time
the update on the total reward of a node is done with the rewards collected
from the current node and all its descendants. Here we introduce  as a
trace-decay parameter. As in the previously explained -return algorithm,
it is a value between [0; 1]. Each reward that is added to total reward of the
node fades by  depending on how far it is from the current node.
The last step was getting to incorporate Sarsa() into the algorithm. We
introduce  as a discount factor. As in the Sarsa() we compute the TD
error for each node:
t = Rt + Qt(St+1; At+1) Qt(St; At) (5.1)
We compute a backup so that we compute the TD error of a node, and
update all its ancestors with the TD error
Qt+1(s; a) = Qt(s; a) + Et(s; a); 8s; a; (5.2)
where we take  to be 1=nj,where nj is the number of visits of the node.
And the eligibility trace Et(s; a) is
Et(s; a) = Et 1(s; a); 8s 2 S; s 6= St;8a 2 A: (5.3)
The pseudo code of the algorithm is presented below.
35
Algorithm 7 The Sarsa-TS() algorithm (Part I)
1: procedure SarsaTSearch(s0)
2: create root node v0 with state s0
3: while within computational budget do
4: v  TreePolicy(v0)
5: DefaultPolicy(s(vl))
6: BackUp(vl)
7: end while
8: return a(BestChild(v0; 0))
9: end procedure
10:
11: procedure TreePolicy(v)
12: while within v is nonterminal do
13: if v is not fully expanded then
14: return Expand(v)
15: else
16: v    greedy(v)
17: end if
18: end while
19: return v
20: end procedure
21: procedure Expand(v)
22: choose a 2 untried actions fromA(s(v))
23: add a new child v0 to v
24: with s(v0) = f(s(v); a)
25: and a(v0) = a
26: calculate nodes step reward R(v)
27: return v
28: end procedure
29:
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Algorithm 8 The Sarsa-TS() (part II)
1: procedure -greedy(v)
2: if random number <  then
3: si = randomv02children of vQ(v0)
4: return Expand(v)
5: else
6: si = argmax
v02children ofv
Q(v0)
7: end if
8: calculate nodes step reward R(v)
9: end procedure
10:
11: procedure DefaultPolicy(s)
12: while s is nonterminal do
13: choose a 2 A(s) uniformly at random
14: s f(s; a)
15: end while
16: calculate nodes step reward R(v)
17: end procedure
18:
19: procedure BackUp(v)
20: initialize  and  to a value between [0; 1]
21:  = Rt + Q(v0) Q(v)
22: while depth of v >= v0 depth do
23: N(v) N(v) + 1
24:  1=N(v)
25: E(v) ()degree
26: Q(v) Q(v) + E(v)
27: v  parent of v
28: degree  degree+1
29: end while
30: end procedure
31:
32: procedure BestChild(v)
33: si = argmax
v02children ofv
Q(v0)
34: end procedure
Chapter 6
Experiments
To test the performance of the newly developed algorithm Sarsa-TS(), which
is using -greedy as a node selection method, we compared it with two vari-
ants from the MCTS algorithm explained in Chapter 2, using UCT or -
greedy as a selection method, and Sarsa-TS() using UCT with no additional
normalizations. Each graph displays values in percentage on y-axis and  or
 spanning between 0 and 1 accordingly. The results when  is changing, we
take  to be 1, and vice versa. For the MCTS algorithms, the same value is
shown across as a straight line over the x axis, since they do not contain 
and  as parameters.
Because of limited processing power at hand, we were able to compute
tests over 20 games with 5 levels, and 100 repetitions each. This way, we got
1000 samples per game.The games the algorithms were tested on are part of
the GVG-AI framework explained in Chapter 4. The games are arcade, 2D,
single player games.
As computational budget games were given the average amount of iter-
ations they need, for each game it is dierent. This property was acquired
with additional tests run previous to the nal tests that are displayed further
on. Roll-out depth of the search tree is xed to 10. The number of moves
from each node is predetermined from the framework, dierent depending on
the game. The  in -greedy is taken to be 5%. The Cp for the algorithms us-
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ing UCT is taken to be 0:2. The variance is calculated with 95% condence.
In the following sections we shall preview the tests made on all games, and
two games will be reviewed separately in a more detailed manner. Lastly, we
shall review the results of the on-line GVG-AI competition.
6.1 Experiments on a variety of games
In order to show how the algorithm works on a more general level, we chose
20 of the games oered by the GVG-AI framework to test on. We did 100
repetitions on 5 levels for each game. The complete list of games used for
the experiment:
 Aliens
 Boulderdash
 Butteries
 Chase
 Frogs
 Missile command
 Portals
 Sokoban
 Survive zombies
 Zelda
 Camel race
 Dig Dug
 Firestorms
 Infection
 Firecaster
 overload
 Pacman
 Sea quest
 Whack a mole
 Eggomania
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Figure 6.1: Number of games with maximum win percentage for values of
 between 0 and 1
To examine the results, we compare them on three dierent parameters:
 win percentage
 score for a game that was won
 number of steps taken in the game that was won
First of all, we shall take a look at Figure 6.1 and Figure 6.2. As all games are
tested on dierent values for  and , they reach a maximum win percentage
when a certain value is used of  or  accordingly. The gures display how
many games reached their maximum win percentage for each value of  or .
We can observe that many of the games reach it at 0. This is very dependent
on the nature of the game. The way the scoring is done in the game, is it
given all throughout the game or only at the end of the game, can have a
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Figure 6.2: Number of games with maximum win percentage for each value
of  between 0 and 1
great eect on how much it benets from looking deeper in the tree or just
one step back.
When comparing the two histograms, we can observe that no matter if
we are changing the  or  parameter most games have a maximum win at 0
at either one of the parameters. Further on, in Figure 6.1 we notice a more
linear decrease, whereas in Figure 6.2 other than 0 most of the games have
their maximum somewhere in the middle between 0 and 1.
Next we shall take a look at Figure 6.3 and Figure 6.4. These graphs
represent the win percentage average for all games used, the rst one shows
results for  between 0 and 1 and  is set to 1. The latter has this reversed,
 is the one set to 1.
From the graphs we can see that we benet just by switching from UCT
to -greedy as a node selection method. Further on we can see that the
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Figure 6.3: Percentage of games that were won for dierent values of 
between 0 and 1, for all 20 games
Sarsa-TS() using UCT did not do very well. This is due to the algorithm
not being normalized. Lastly we look at the curve of the Sarsa-TS() using
the -greedy method.
The rst thing we can observe is that for  = 1 the algorithm does not
give equal results to the MCTS algorithm. While conceptually the algorithms
are presumably the same, what gives Sarsa-TS() an advantage is the way
rewards are calculated, and updated.
As we mentioned earlier in Chapter 5, we update the nodes values reg-
ularly, not only at the end. The usage of eligibility trace  and discount
parameter  decrease the inuence of a child node on the current one, de-
pending on the distance between them. When looking at Figure 6.3, for
values of  between 0 and 1, we can notice that from 0 it decreases linearly
towards 1. While Figure 6.4 has its maximum between both the extremes.
Notable is also the inuence of the  parameter, which resulted in a slightly
higher maximum win percentage average than the  parameter.
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Figure 6.4: Percentage of games that were won for values dierent values
for  between 0 and 1, for all 20 games
Figure 6.5: Percentage of score in games that were won for dierent values
of  between 0 and 1, for all 20 games
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The second parameter we analyzed is the percentage of score in games
that were won. The graphs displayed in Figure 6.5 and Figure 6.6 show the
results. Similar conclusions come out of these two graphs. The score is in
these games closely linked to the information if the game has been won. Then
again, this is a property that is very dependent on the type of game, and its
way of scoring.
The last parameter we analyzed is the steps taken when a game is won.
The graphs displayed in Figure 6.7 and Figure 6.8 show the results. We
can see from both the graphs than a clear correlation between between the
previous results, and these can not be made. The steps taken in our case do
not indicate on a better score or a win.
Figure 6.6: Percentage of score in games that were won for dierent values
of  between 0 and 1, for all 20 games
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Figure 6.7: Percentage of steps taken in games that were won for dierent
values of  between 0 and 1, for all 20 games
Figure 6.8: Percentage of steps taken in games that were won for  between
0 and 1, for all 20 games
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6.2 Case study: Chase
Figure 6.9: Percentage of games that were won for values dierent values
for  between 0 and 1, for the game Chase
The game of Chase is a single player arcade game. It is from beginning to
end a car chase, with the goal of the main character, a police ocer, to catch
the bad guy, a criminal trying to ee. The games score constantly changes.
Throughout the game it rises, but the player also can get penalties each
time he makes a mistake in avoiding obstacles. Negative scoring does give
information when the player has done something wrong, so in this case by
looking back at steps taken, we can identify these moments and score the
appropriate nodes with a smaller value. The experiments were done over 100
repetitions on 5 levels of the game.
If we take a look at Figure 6.9 or Figure 6.10, both show that Sarsa-TS()
gives better results. A thing to note is that the best values are somewhere
between both the extremes 0 and 1, in both cases. So looking back only
one step is too little, but also looking at the whole way back is also not a
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good idea. One of the reasons for this is that looking too far back is time
consuming. As we observed earlier, when  is a value smaller than one and
 is one, the win percentage average is slightly larger.
Figure 6.10: Percentage of games that were won for dierent values of 
between 0 and 1, for the game of Chase
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Figure 6.11: Percentage of score in games that were won for dierent values
of  between 0 and 1, for the game of Chase
Figure 6.12: Percentage of score in games that were won for dierent values
of  between 0 and 1, for the game of Chase
48 CHAPTER 6. EXPERIMENTS
Figure 6.13: Percentage of games that were won for dierent values of 
between 0 and 1, for the game Zelda
6.3 Case study: The legend of Zelda
The game Legend of Zelda is a single player game lled with puzzles and
action. The player collects items throughout the game, that help him get
through it easier. There isn't any scoring other than at the end of the game
when the player either wins or loses. Because the scores in the game are
trivially small, there isn't much use of looking too far back at the scores,
since they do not carry a lot of information.The experiments were done over
100 repetitions on 5 levels of the game.
If we take a look at Figure 6.13 or Figure 6.14, we can immediately notice
that the best results are gotten when looking only one step back. In this game
specically looking further back can do more damage than good. But looking
at the previous step does show itself as a good strategy.
As we have already noticed before, using  that is smaller than one and
 as one, we were able to get slightly better results. Also the win score
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Figure 6.14: Percentage of games that were won for dierent values of 
between 0 and 1, for the game Zelda
Figure 6.15: Percentage of score in games that were won for dierent values
of  between 0 and 1, for the game Zelda
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Figure 6.16: Percentage of score in games that were won for dierent values
of  between 0 and 1, for the game Zelda
parameter does give a very similar output as the win percentage average.
They are correlated to each other, as the win percentage average grows so
does the win score. According to this, they are both valid choices for showing
the performance of the algorithm.
6.4 Results from participation in the GVG-
AI competition
The competition is organized in three legs, and at the end of the three legs
results are summed up and the overall winner will be announced. We were
a part of two dierent legs of the GVG-AI competition, the Genetic and
Evolutionary Computation Conference (GECCO) [14], the IEEE Conference
on Computational Intelligence and Games (CIG) [15] and the Computer
Science and Electronic Engineering Conference (CEEC) [16].
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For each competition, there are two sets of 10 games, which are at the
time being unknown to the participants by name and content. There is a
validation set and a test set, which give the nal rankings. The test set from
GECCO is the validation set for CIG, and a training set for the CEEC.
6.4.1 GECCO
For this competition we chose to submit the newly developed Sarsa-TS()
with  set to 0.4 and  set to 1. In the validation set we were ranked at the
15th place, scoring 27 points and winning 15 out of 50 games.
The complete list of games for the validation set is Roguelike, Surround,
Catapults, Plants, Plaque attack, Jaws, Labyrinth, Boulder chase, Escape,
Lemmings If we take a closer look at the results by game. Thee games where
our algorithm worked well are Plaque attack, Jaws and Lemmings.
For the test set we were ranked at the 51 place with 100 games won out
of 500. The games used in the test set are unknown at the time being of
writing this thesis, so unfortunately we can not analyze the games.
Figure 6.17: Validation rankings for GECCO, scoring on games separately
6.4.2 CIG
For this competition we submitted the same code of our algorithm Sarsa-
TS() with  set to 0.4 and  set to 1. Here we were ranked at the 17th
place winning 15 out of 50 games, scoring 25 points. Details of the games
separately are unknown at the time of writing, so unfortunately we can not
analyze the games in more detail.
For the test set we were ranked at the 52 place winning 119 out of 500
games.
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Figure 6.18: Validation rankings for CIG, scoring on games separately
6.4.3 CEEC
For this competition we chose to set  to 0 and  set to 1, using the Sarsa-
TS() algorithm. At the time of writing the competition is still in progress
and the current rating is 11th place, winning 13 out of 50 games and scoring
71 points. The games are also unknown.
So comparing the results from the CEEC competition and the CIG and
GECCO, we got better scoring when using  set to 0 instead of 0.4. This
could be very dependent on the games used and how the scoring works.
Figure 6.19: Validation rankings for CEEC, scoring on games separately
Chapter 7
Conclusions and future research
The Monte Carlo tree search algorithm over the time has become one of the
preferred choices for solving problems in many domains, not just games. The
goal of our research was to try to enhance one of the versions of MCTS, more
precisely the UCT algorithm. We started by changing the node selection
method with the -greedy method. Later on we started analyzing the TD
learning paradigm, and ended up incorporating the Sarsa() algorithm into
the UCT. This resulted in our Sarsa-TS() algorithm. We incorporated the
use of eligibility traces,  as a trace-decay parameter, and  as a discount
factor.
The experiments we did show a general improvement in the results, when
compared to the algorithm with which we started our research. Tests were
done so that either the eligibility trace or the discount parameter was set to
one and the other one is ranging between 0 and 1. In both cases, the best
results over all were never when both parameters are set to 1. Each game
responds dierently to our algorithm. In some cases the improvement is
drastic, in other it is only a slight improvement or none at all. The majority
of games we tested on generally show an improvement, but each game has a
dierent value as its maximum. One of the things that inuence this is the
game itself. We weight the nodes with the scoring, and every game has a
dierent scoring system. Some are scored throughout, some only at the end.
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For further research there still remain open questions. The reasons why
the best general value is at 0, what other factors inuence this other than
the types of games used for testing. If it is the games, can we determine the
best values to use according to the way the scoring is done in them.
Our algorithm Sarsa-TS() weights the nodes so that its descendants,
depending on the distance, have dierent amount of inuence. The values
of the nodes are updated at each step taken, as opposed to updating at the
end. Its performance encourages further research to combining the MCTS
with the TD learning paradigm. Exploring these concepts may end up being
a whole new class of enhancements for MCTS.
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