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1 Introduction
Measurements of vector boson production in association with jets in the forward region at
the Large Hadron Collider (LHC) can be used to test the Standard Model (SM) and provide
constraints on the parton density functions (PDFs). LHCb is the only detector at the
LHC with precision tracking coverage in the forward region, allowing sensitivity to PDFs
at a dierent range of Bjorken-x compared to ATLAS and CMS [1]. LHCb measurements
typically probe PDFs at x as low as 10 4 and at high x [2].
This article reports total and dierential cross-section measurements of W and Z
production in association with jets, hereafter referred to as Wj and Zj, respectively.1 The
measurements are performed using data collected during 2012 at a centre-of-mass energy
of
p
s =8 TeV, corresponding to an integrated luminosity of 1.98  0.02 fb 1. The W and
Z bosons are identied through the W !  and Z !  decay channels. This work
extends measurements of the Zj production cross-section at 7 TeV [3, 4] and ratios of
the production cross-sections at 7 and 8 TeV [5]. It also complements previous studies of
inclusive electroweak boson production at LHCb, where the electroweak bosons decay to
muons [6{8].
1Here, the notation Z additionally includes contributions from virtual photon production and its
interference with Z boson production, Z=.
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This analysis makes use of the same ducial acceptances for electroweak bosons as
previously employed in ref. [7]. For W boson decays, this corresponds to requiring that the
muon has a pseudorapidity, , in the range 2:0 <  < 4:5 and transverse momentum, pT,
greater than 20 GeV.2 For Z boson decays, both muons are required to full these kinematic
requirements, and in addition, the dimuon invariant mass, M, is required to be in the
range 60 < M < 120 GeV. The ducial criteria for these measurements require at least
one jet to have transverse momentum pjetT > 20 GeV, and jet pseudorapidity, 
jet, in the
range 2:2 < jet < 4:2. The jet is also required to be separated by a radius R of 0.5 from
the charged lepton(s) produced in the boson decay, where R is the sum in quadrature
of the dierence in pseudorapidity and the dierence in azimuthal angle between the jet
and the lepton. In addition, the Wj measurement requires that the transverse component
of the vector sum of the muon and jet momenta, p+jT , is greater than 20 GeV. Jets are
reconstructed using the anti-kT algorithm [9], with the R parameter set to 0.5. Jet energies
are dened at the hadron level, and do not include the contribution of neutrinos in the jet.
All measurements are performed for the jet with the largest transverse momentum
in the event. The Wj measurement is made dierentially as a function of pjetT , 
jet,
and the pseudorapidity of the muon produced by the W boson decay, . For the Zj
measurement, the dierential cross-sections are determined as a function of pjetT , 
jet, the
boson rapidity, yZ , and the dierence in azimuthal angle between the Z boson and the jet,
jj. The jet transverse momentum distributions and the jj distribution tend to be
sensitive to higher-order eects within perturbative quantum chromodynamics (QCD) [10],
while measurements of the (pseudo)rapidity distributions are sensitive to the PDFs that
parameterise the structure of the proton. The ratio of the W+j to the W j cross-sections
is measured, as is the ratio of the Wj cross-sections to the Zj cross-section. Finally, the
charge asymmetry of Wj production is measured as a function of .
2 Detector and simulation
The LHCb detector [11, 12] is a single-arm forward spectrometer covering the pseudorapidity
range 2 <  < 5, designed for the study of particles containing b or c quarks. The
detector includes a high-precision tracking system consisting of a silicon-strip vertex detector
surrounding the pp interaction region, a large-area silicon-strip detector located upstream
of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip
detectors and straw drift tubes placed downstream of the magnet. The tracking system
provides a measurement of momentum, p, of charged particles with a relative uncertainty
that varies from 0.5% at low momentum to 1.0% at 200 GeV. The minimum distance of a
track to a primary vertex (PV), the impact parameter, is measured with a resolution of
(15 + 29=pT)m, where pT is the component of the momentum transverse to the beam,
in GeV. Dierent types of charged hadrons are distinguished using information from
two ring-imaging Cherenkov detectors. Photons, electrons and hadrons are identied by
a calorimeter system consisting of scintillating-pad (SPD) and preshower detectors, an
2This article uses natural units, where the speed of light (c) and the reduced Planck constant (~) are set
to unity, c = ~ = 1.
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electromagnetic calorimeter and a hadronic calorimeter. Muons are identied by a system
composed of alternating layers of iron and multiwire proportional chambers. The online
event selection is performed by a trigger, which consists of a hardware stage, based on
information from the calorimeter and muon systems, followed by a software stage, which
applies a full event reconstruction.
In this paper, candidate events are required to pass the hardware trigger, which selects
muons with a transverse momentum pT > 1:76 GeV and the subsequent software trigger,
where a muon with pT > 10 GeV is required to be present. A global event cut (GEC) is
also applied at the hardware stage, which requires that the number of hits in the SPD
sub-detector should be less than 600.
Simulated pp collisions are generated using Pythia 8 [13, 14] with a specic LHCb
conguration [15]. Decays of hadronic particles are described by EvtGen [16], in which nal-
state radiation is generated using Photos [17]. The interaction of the generated particles
with the detector, and its response, are implemented using the Geant4 toolkit [18, 19] as
described in ref. [20].
Results are compared to theoretical calculations performed at O(2s) in perturbative
QCD using the Powheg [10, 21] and aMC@NLO [22] generators, interfaced with Pythia
in order to simulate the parton shower, where the NNPDF3.0 [23, 24] PDF set is used
to describe the dynamics of the colliding protons. Additional xed-order predictions are
generated using Fewz [25] at O(2s) with the NNPDF3.0, CT14 [26] and MMHT14 [27]
PDF sets.
3 Event selection
Events are selected containing one or two high-pT muons produced in association with
a high-pT jet. Jets are reconstructed at LHCb using a particle ow algorithm [3] and
clustered using the anti-kT algorithm as implemented in Fastjet [28]. Additional selection
requirements are placed on the jet properties in order to reduce the number of spurious
jets selected. The jet energies are calibrated on an event-by-event basis. These calibrations
are determined from both data and simulation, and are applied as a function of the jet pT,
azimuthal angle, pseudorapidity, charged particle fraction and the number of reconstructed
PVs in the event [3]. To reduce contamination from multiple pp interactions, charged
particles reconstructed within the vertex detector are only clustered into a jet if they are
associated to the same PV as the nal state muon(s).
The measured muons and jets are required to satisfy the ducial requirements outlined
in section 1. An exception is the requirement on the pT of the vector sum of the momentum
of the muon and jet, p+jT > 20 GeV, in Wj events. In the selection, the muon is replaced
by the jet, -jet, which contains the signal muon after performing a jet reconstruction with
relaxed jet selection requirements. The modied ducial requirement, p-jet+jT > 20 GeV,
improves the suppression of the background from di-jets, which tend to be balanced in
transverse momentum. An acceptance factor is introduced (see section 5), which corrects
the results to correspond to the ducial regions dened in section 1.
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As Wj events contain just one nal-state muon and consequently suer from a higher
background, additional requirements are placed on the sample. The background to the Wj
sample from Zj events where both muons are produced in the LHCb acceptance is suppressed
by rejecting events containing a second muon with pT in excess of 20 GeV. Backgrounds
from semileptonic decays of heavy-avour hadrons are suppressed by requiring that the
impact parameter of the muon track with respect to the PV should be less than 0.04 mm.
Additionally, the sum of the energy associated with the track in the electromagnetic and
hadronic calorimeters is required to be less than 4% of the muon momentum. In total, 8 162
Zj and 133 746 (99 683) W+j (W j) candidates are selected.
4 Purity determination
The selected data samples contain background contributions from three distinct processes:
 QCD multi-jet production, which can produce muons in the nal state, either due to
the misidentication of hadrons, or through the semileptonic decay of heavy-avour
hadrons where a high-pT jet is also present in the event.
 Electroweak processes, such as Z !  , W !  or, in the case of Wj production,
Z ! , can produce events that mimic the signal. Contributions are also expected
from electroweak diboson and top quark production.
 A small background contribution from \fake jets" is present when the data sample
contains events where the reconstructed and identied jet is not associated with
genuine particles, but is instead due to detector eects, such as the presence of fake
or misreconstructed particles, or to particles produced in a dierent pp collision to
that producing the W or Z boson.
4.1 Wj sample purity
The QCD background to the Wj sample is determined by performing an extended maximum
likelihood t to the distribution of the muon transverse momentum pT, divided by the
transverse momentum of the -jet, p-jetT (where the -jet is dened in section 3). This
variable acts as a measure of muon isolation, with a value close to unity when little activity
is present in the vicinity of the candidate muon and a value closer to zero as the multiplicity
in the surrounding region increases. Consequently, it provides strong discrimination between
muons produced in electroweak processes, which tend to be produced in isolation, and those
produced in QCD processes, which are typically surrounded by additional particles. Two
separate components are accounted for in the t:
 The template shape describing all electroweak processes, including the signal, is taken
from simulation. The shape of the isolation variable is approximately independent of
pT, and consequently provides a good description of all electroweak processes. The
simulated shape is corrected for mismodelling by applying correction factors obtained
from a comparison of Zj events in data and simulation. The Wj signal contribution
is subsequently separated from the other electroweak backgrounds as described below.
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Figure 1. The contributions to the selected (left) W+j and (right) W j samples are shown, where
the QCD background is obtained by a t to the pT/p
-jet
T spectrum and the electroweak background
is determined as described in the text. The contributions shown are the sum of the individual
contributions in bins of jet, where the charge asymmetry typical of Wj production in pp collisions
is evident.
 The QCD background template is obtained using a di-jet enriched data sample,
obtained by requiring p-jet+jT < 20 GeV. The small contribution from signal events in
the template is subtracted using simulation where the normalisation is obtained from
the bin corresponding to pT=p
-jet
T > 0:95 in the signal region. The template shape is
then corrected for dierences in the p-jetT distribution between the background and
signal regions.
The ts are performed in bins of jet, pjetT , and 
 separately for positively and negatively
charged Wj candidates. The background from Z decays to muons and  leptons, where a
single muon is present in the nal state, is determined from simulation where the sample
is normalised to the number of fully reconstructed Z !  decays observed in data. The
small contribution from WW , tt and single top events is determined using next-to-leading
order (NLO) predictions obtained from MCFM [29]. Finally, the background from W ! 
decays is determined by rst obtaining the ratio of W !  to W !  events expected
from simulation and normalising to the remaining signal after all other backgrounds have
been determined. The background from fake jets is evaluated using simulation.
The contribution from QCD processes is found to vary between 30{70% in dierent bins
of jet, pjetT and 
 while the contribution from electroweak processes (including di-boson
and top production) amounts to 5{10% of the selected samples. The contribution from
fake jets represents approximately 0.8{0.9% of the samples. The overall purity of the W+j
(W j) sample is determined to be 46.7(36.5)% where the total contributions, obtained by
summing over the yields in the jet bins, are shown in gure 1.
4.2 Zj sample purity
The contribution from semileptonic decays of heavy-avour particles to the Zj sample is
determined by selecting a background-enhanced sample using two approaches, where either
the muons are not isolated from other activity in the event or where they do not form a good
vertex. The eciency with which the requirements select background events is evaluated by
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comparing the number of events selected by the two approaches as in ref. [7]. The total
contribution is estimated to be approximately 0.7%. The misidentication of hadrons as
muons is evaluated as in ref. [7], by considering the contribution from events where both
muons full all the selection criteria, but with both muons required to have the same sign
charge; and gives a contribution of approximately 0.4%. Decays of the Z boson to  pairs
can contribute if both  leptons subsequently decay to muons. The contribution from this
source is determined from simulation to be approximately 0.1%. The number of events
containing di-boson or top production is again calculated using simulation, normalised to
NLO predictions from MCFM and is determined to be negligible. The contribution from
fake jets is determined from simulation to amount to approximately 0.9% of the selected
sample. The overall purity of the Zj sample is determined to be 97.8%.
5 Cross-section measurement
The cross-section, i, for W and Z boson production in association with one or more jets
in the ith phase space bin is given by
i = Ui
Ai  i Ni
"muoni  "jeti  "seli  L
; (5.1)
where Ui is an unfolding correction which accounts for resolution eects causing migrations
between dierent bins of phase space. The number of candidates selected in bin i is given by
Ni while i represents the signal purity. The acceptance factor, Ai, accounts for dierences
between the ducial region of the measurement and the kinematic requirements placed on
the muons and jets. The eciencies for reconstructing the muons and the jet are given
by "muoni and "
jet
i , respectively, while the eciency of any additional event selection is
given by "seli .
The instantaneous luminosity is measured continuously during the acquisition of physics
data by recording the rates of several selected standard processes. The eective absolute
cross-section of these processes is measured during dedicated calibration periods, using
both van der Meer scans [30, 31] and beam-gas imaging methods specic to the LHCb
detector [32]. Both methods give consistent results and are combined to give the nal
luminosity calibration with an uncertainty of 1.2% [33]. The integrated luminosity of the
data sample used, L, is obtained from the accumulated counts of the calibrated rates and
amounts to 1.98  0.02 fb 1.
The eciency to reconstruct and select muons in the event is evaluated using the same
techniques employed in the inclusive W and Z boson measurements at LHCb [6{8]. In
particular, a data-driven tag-and-probe study is performed on selected inclusive Z ! 
events in data and the eciency of reconstructing, triggering and identifying the muons is
measured. These eciencies are applied as a function of the pseudorapidity of the muon(s)
in the event. The eciency to reconstruct and identify the jet in the event "jeti , is evaluated
from simulation. This eciency increases with pT, from about 90% for jets with pT of
20 GeV to saturate at about 95% for higher pT jets. It is dominated by the probability
that the jet passes the requirements designed to reject fake jets. In the case of the Wj
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sample, the eciency of the additional requirements placed on the event, including a veto
on extra muons, is evaluated using a \pseudo-Wj" sample, where Zj events are selected
but one muon is masked in order to mimic the neutrino in Wj events. Corrections are
applied based on a comparison of the eciency of the requirements in Wj and \pseudo-Wj"
events in simulation. The eciency of the GEC requirement at the hardware stage of the
trigger is again evaluated in a similar fashion to the inclusive analyses, where the eciency
is measured in a Zj sample selected with a looser trigger requirement [6{8]. This eciency
is evaluated separately in each kinematic bin considered in the analysis, but shows little
variation with the variables that describe the jet kinematics.
The unfolding correction, Ui, corrects for dierences observed in the number of events
produced and measured in a given bin due to the nite resolution of the detector, where
the dierences are primarily caused by migrations in the pjetT and 
jet distributions. The
correction is determined from simulation as the ratio of events produced in a specic bin to
those recorded by the detector in the same bin. The correction varies between 0.9 and 1.0,
where the largest corrections are seen at low pjetT and in the highest and lowest 
jet bins.
For the Zj sample, the acceptance factor, Ai, is identically equal to unity as the selection
mirrors the ducial acceptance exactly. In the case of the Wj selection, the requirement
of p-jet+jT > 20 GeV diers from the ducial requirement of p
+j
T > 20 GeV. Consequently,
the acceptance factor accounts for dierences between these two variables arising from
extra activity that may be present in the neighbourhood of the signal muon. This factor
is evaluated using simulation, which is reweighted in bins of jet pT and pseudorapidity to
match next-to-leading order predictions obtained from aMC@NLO. The acceptance factor
varies between 0.95 and 1.00 in dierent bins of phase space.
6 Systematic uncertainties
Several sources of systematic uncertainty have been evaluated. The uncertainty on the
estimated purity of the Wj sample is evaluated by repeating the t using alternative
templates. The t is performed for a number of dierent scenarios:
 the data-driven corrections are not applied to the simulated Wj shape,
 the simulated Wj shape is replaced by the \pseudo-Wj" data sample,
 the subtraction of signal events from the background template is performed by
obtaining the normalisation from simulation instead of the data-driven method outlined
in section 4.1.
The uncertainty on the contributions from electroweak templates is taken to be the statistical
precision on the Zj and Wj samples used to perform the data-driven normalisation. For
the Zj sample, the uncertainty on the misidentication background is given by the sum in
quadrature of the statistical precision and the accuracy of the method, obtained by comparing
the two approaches described in section 4.2. This gives an uncertainty of approximately 30%
on the misidentication background. The uncertainty on the contribution from semileptonic
decays of heavy-avour hadrons is about 20%, consisting of the sum in quadrature of the
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statistical uncertainty on the evaluated contribution, and the variation in the background
level found by changing the requirements used in selecting the background-enhanced region.
The uncertainty due to the presence of fake jets is taken to be the statistical uncertainty of
approximately 30% on the determination of the fake-jet contribution. A similar level of
agreement is observed between data and simulation by comparing kinematic distributions
in regions with enhanced fake-jet populations.
The uncertainty in the muon reconstruction eciency is determined by re-evaluating the
cross-section with the total eciency varied by one standard deviation around the central
value. An additional 1% systematic uncertainty is also applied to account for dierences
in eciencies observed between inclusive Z events and Zj events. The uncertainty on the
jet reconstruction eciency is evaluated by comparing the dierences in eciency between
Zj data and simulation where the quality requirements are varied about their nominal
values. This results in an uncertainty of 1.9%. The uncertainty on the selection eciency,
1%, includes the statistical uncertainty due to the limited size of the \pseudo-Wj" data
sample and the uncertainty on the corrections evaluated from simulation for dierences
between Wj and \pseudo-Wj" events. The uncertainty on the GEC eciency is taken to
be the sum in quadrature of the accuracy of the method, 0.3% [7, 8], and the dierence
observed between W+j, W j and Zj events in simulation, typically smaller than 0.2%.
The uncertainty on the eciency with which jets are selected is evaluated by varying the
selection requirements and determining how the fraction of events rejected agrees between
data and simulation, using the methods described in ref. [3]. Agreement is typically seen at
the level of about 1.7%. This is taken as an uncertainty on the modelling of the eciencies
in simulation, and is combined in quadrature with the statistical precision with which the
eciencies are determined.
The uncertainty on the acceptance factor, Ai, is determined by comparing the values
obtained with and without NLO reweighting performed, and by comparing the acceptance
calculated in \pseudo-Wj" events in data and simulation. These individual dierences,
contributing 0.5% and 0.3%, respectively, are added in quadrature with the statistical
precision of the determination.
Two contributions to the uncertainty on the unfolding correction, Ui, are considered.
The variation of the corrections is evaluated by comparing the dierence in the number
of Zj events between the bin-by-bin corrections employed in the analysis and a Bayesian
unfolding [34, 35] with two iterations. The dierence is typically 0.8{1.5%, depending
on the distribution considered. This is larger than the variation seen when changing
the number of iterations in the Bayesian approach, and it is also larger than the eect
of reweighting the bin-by-bin corrections to the jet transverse momentum distributions
produced by dierent event generators. An additional uncertainty due to the resolution of
the jet pseudorapidity in data is also considered and obtained by comparing the dierence
between the jet pseudorapidity calculated using just the charged component of the jet and
using both the charged and neutral components in Zj data and simulation. A good level
of agreement is observed within the statistical precision of 0.5%. The two contributions
are added in quadrature and taken as the systematic uncertainty associated with the
unfolding corrections.
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Dierent sources for the jet energy scale uncertainty are considered. The energy scale
associated with tracks is known and simulated to an accuracy of better than 1% [12].
The calorimeter energy scales are modelled to an accuracy of better than 10%. This is
conrmed by comparing the fraction of pjetT carried by neutral nal-state particles between
data and simulation, and evaluating how much the calorimeter response can be varied before
disagreement is observed. The jet energy resolution at LHCb is modelled in simulation
to an accuracy of about 10% [3, 5]. The analysis is repeated with the simulated pjetT
smeared by 10%; the change in the nal result of approximately 0.3% is assigned as the
relevant uncertainty. Combining these eects yields an energy scale uncertainty of about
3%, consistent with previous studies [3] considering the pT balance in Z +1-jet events. In
order to determine the eect on the measurement, the analysis is repeated with the energy
scale varied to cover possible dierences between data and simulation. The variation in
the measured cross-sections lies between 4 and 11%, depending on the bin and sample
considered. This is assigned as the energy scale uncertainty.
A summary of the dierent contributions to the systematic and total uncertainty for
the measured quantities which will be outlined in section 7 is given in table 1. In the case
of Zj measurements, the systematic uncertainty is dominated by the knowledge of the jet
energy scale, while for Wj measurements a similarly large uncertainty is present due to the
determination of the sample purity.
7 Results
The total cross-sections for Wj and Zj production are obtained by summing over the mea-
sured cross-sections in bins of jet. All statistical uncertainties are taken to be uncorrelated,
while uncertainties arising from common sources and/or methods are taken to be fully
correlated between dierent bins. The cross-sections are calculated to be
W+j = 56:9 0:2  5:1  0:7 pb ;
W j = 33:1 0:2  3:5  0:4 pb ;
Zj = 5:71 0:06 0:27 0:07 pb ;
where the rst uncertainties are statistical, the second are systematic, and the third are due
to the luminosity determination. The ratios of Wj and Zj production are determined to be
RWZ = 15:8 0:2  1:1 ;
RW+Z = 10:0 0:1  0:6 ;
RW Z = 5:8  0:1  0:5 ;
RW = 1:72 0:01 0:06 ;
where RWZ , RW+Z and RW Z represent, respectively, the ratio of the Wj, W
+j and W j
cross-sections to the Zj cross-section, and RW represents the ratio of the W
+j to W j
cross-sections. The asymmetry of W+j and W j production, A(Wj), is given by
A(Wj)  (W+j   W j)=(W+j + W j) = 0:264 0:003 0:015 :
{ 9 {
J
H
E
P
0
5
(
2
0
1
6
)
1
3
1
Source W+j W j Zj RWZ RW
Statistical 0.4 0.5 1.1 1.2 0.7
Muon reconstruction 1.3 1.3 0.6 0.9 0.0
Jet reconstruction 1.9 1.9 1.9 0.0 0.0
Selection 1.0 1.0 0.0 1.0 0.0
GEC 0.5 0.5 0.4 0.2 0.1
Purity 5.5 7.0 0.4 6.0 2.5
Acceptance 0.6 0.6 0.0 0.6 0.0
Unfolding 0.8 0.8 0.8 0.0 0.2
Jet energy 6.5 7.7 4.3 3.4 1.2
Total Systematic 8.9 10.7 4.8 7.0 3.3
Luminosity 1.2 1.2 1.2 | |
Table 1. Summary of the dierent contributions to the total uncertainty on W+j , W j , Zj and
their ratios given as a percentage of the measured observable.
In the above results, the rst uncertainties are statistical and the second are systematic.
The results are compared to theoretical predictions calculated using the aMC@NLO
and Powheg generators in gure 2. The uncertainty on the theoretical predictions due to
higher-order eects is calculated by varying the renormalisation and factorisation scales
independently by a factor of two around the nominal scale [36]. Additional uncertainties
arise from the description of the PDFs, and the value of the strong coupling, s. The total
theoretical uncertainty is obtained by combining the PDF and s uncertainties in quadrature,
and adding the result to the scale uncertainty linearly. The measurements are represented
by bands where the inner band represents the statistical uncertainty and the outer band
the total uncertainty. In the cross-section measurements, the scale uncertainty dominates
the theoretical uncertainty, while it largely cancels in the ratios and asymmetry. The data
and predictions are further compared dierentially for Wj production in gures 3 and 4,
and for Zj production in gures 5 and 6, with good agreement seen in all distributions.
Further to the total and dierential production cross-sections, measurements of the
charge ratio and asymmetry of Wj production are also performed as a function of lepton
pseudorapidity and are compared to Powheg and aMC@NLO in gure 7. Due to the
cancellation of scale uncertainties, these distributions are expected to show sensitivity to the
PDFs and consequently are also compared in gure 8 to xed-order calculations performed
with Fewz separately for the NNPDF3.0, CT14 and MMHT14 PDF sets. The xed-order
predictions are expected to give a good description of the ratios and asymmetries as the
eects of higher-order terms and hadronisation largely cancel between the positively and
negatively charged Wj predictions. In general, good agreement is seen between the data
and the predictions, although the data presents a slightly larger ratio and asymmetry,
particularly in the rst bin of . However, when the spread of predictions obtained using
dierent PDF sets is considered, the deviations are not signicant.
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Figure 2. Summary of the measurements performed in the ducial region, as dened in section 1.
The measurements are shown as bands, while the theoretical predictions are presented as points.
For the experimental measurements, the inner band represents the statistical uncertainty, while the
outer band represents the total uncertainty. For the theory points, the inner error bar represents
the scale uncertainty, while the outer bar represents the total uncertainty. The cross-sections and
ratios are shown normalised to the measurement, while the asymmetry is presented separately.
8 Conclusions
Measurements of the forward W and Z boson cross-sections in association with jets atp
s = 8 TeV are presented. The W bosons are reconstructed in the decay W !  and
the Z bosons in the decay Z ! . Total cross-sections are presented in the forward
ducial region in addition to measurements of the charge ratio and asymmetry of Wj
production and the ratio of Wj to Zj production. Dierential cross-sections are presented
as a function of pjetT , 
jet,  in the case of Wj production, and for Zj production, where a
full reconstruction of the nal state is possible, measurements are presented as a function of
pjetT , 
jet, yZ , and the azimuthal separation of the Z boson and the jet, jj. The Wj charge
ratio and asymmetry are presented as a function of . All measurements are observed to
be in agreement with predictions obtained at O(2s) interfaced with a parton shower in
order to achieve NLO plus leading-log accuracy. The measurements of the charge ratio and
asymmetry of Wj production are also compared to predictions obtained at O(2s) in xed
order perturbative QCD and show good agreement.
{ 11 {
J
H
E
P
0
5
(
2
0
1
6
)
1
3
1
R
at
io
 [
p
b
]
µ
η
)/
d
W
j
(
σ
d
10
20
30
40
50
60
 = 8 TeVsLHCb, 
)j+W  Data (
)j−W  Data (
  POWHEG
  aMC@NLO
µ
η
2 3 4
0.8
1
1.2
0.8
1
1.2
R
at
io
 [
p
b
]
je
t
η
)/
W
j
(
σ
d
10
20
30
40
50
60
70
80
 = 8 TeVsLHCb, 
)j+W  Data (
)j−W  Data (
  POWHEG
  aMC@NLO
jet
η
2.5 3 3.5 4
0.8
1
1.2
1.4
0.8
1
1.2
1.4
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in the nal bin in .
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