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Objectives
An interpolation survey is presented in this work.
Polynomial interpolation, cubic splines interpo-
lation, Akima cubic spline interpolation, Sinc
function interpolation, and Radial Basis Func-
tions (RBFs) interpolation are implemented us-
ing MATLAB. The derivation and mathematical
equations are presented. Then all methods are
applied to one example for the sake of compari-
son, a randomly chosen sample points are taken
according to Sinc function interpolation method
due to its exclusiveness.
Introduction
The general concept of the interpolation can be de-
fined as: Given a data set {(x0, y0), (x1, y1), . . .,
(xn, xn)} of (n+1) points, we would like to find
an interpolant p(x) that passes through the data.
This can be used to approximate the function val-
ues within the range of the data.
In this poster, we would like to compare different
type of interpolations in terms of absolute error and
time complexity. The general formula of interpolant
can be defined as
Pn =
n∑
i=0
ci φi(x), (1)
where φi(x) is called the basis functions. These basis
functions will be defined based on the interpolation
type.
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Monomial
This method represents the interpolant p as a linear combina-
tion of monomials.
•Disadvantage: computing of inverse of the coefficient matrix
is numerically unstable because as number of data points
increases the matrix becomes more ill conditioned.
Pn =
n∑
i=0
= ci xi (2)
where c = [c0, c1, . . . , cn]> can be found
y0
y1
...
yn
 =

1 x0 x20 . . . xn0
1 x1 x21 . . . xn1...
1 xn x2n . . . xnn


c0
c1
...
cn
 . (3)
Cubic Splines
The cubic splines are used because for higher order polynomial
interpolant the oscillations are quite high. For the given data
(x0, f0(x0)), (x1, f1(x1)), . . . , (xn, fn(xn)), the cubic spline is
S(x) = Si(x) on x1 ≤ x ≤ xi+1 0 ≤ i ≤ n− 1. (4)
and
Si(x) = ai(x− xi)3 + bi(x− xi)2 + ci(x− xi) + di. (5)
where
a1 =
zi+1 − zi
6h , bi =
zi
2 , ci =
fi+1 − yi
h
− h2zi + zi+16 ,
di = fi. and
z1
z2
...
zn−1
 = 6h2

4 1 0
1 . . . . . .
. . . . . . 1
0 1 4

−1
f2 − 2f1 + y0
f3 − 2f2 + y1
...
fn − 2fn−1 + yn−2
 (6)
Akima cubic spline interpolation
This technique was first introduced by Hiroshi Akima in the
Journal of the Association for Computing Machinery in 1970.
It is a cubic spline with different conditions at the data points.
ti =
∣∣∣mi+1 −mi∣∣∣mi−1 + ∣∣∣mi−1 −mi−2∣∣∣mi∣∣∣mi+1 −mi∣∣∣ + ∣∣∣mi−1 −mi−2∣∣∣ (7)
where mi is given by:
mi =
yi+1 − yi
xi+1 − xi (8)
ti =
mi −mi−1
2 (9)
di = yi (10)
ci = ti (11)
bi =
3mi − 2ti − ti+1
xi+1 − xi (12)
ai =
−2mi + ti + ti+1
(xi+1 − xi)2 (13)
Lagrange Interpolation
The interpolating polynomial can be written as a linear system
of equations which is better conditioned and much easier to
solve.
• It overcomes the ill-conditioning of coefficient matrix
These polynomial are denoted by li(x), where
li =
n∏
j=0
j 6=i
(x− xj)
(xi − xj). (14)
Pn =
n∑
i=0
yili(x), (15)
Newton Interpolation
The coefficients of Newton interpolation are computed using
divided differences.
p(x) =
n∑
i=0
f [x1, x2, . . . , xi]
i∏
j=1
(x− xj−1), (16)
Where the coefficients for Newton interpolant of degree n can
be computed through divided differences as following:
f [xi] = f (xi) i = 0, 1, . . . , n (17)
f [x0, x1] =
f (x1)− f (x0)
x1 − x0 (18)
...
f [x0, . . . , xn] =
f [x1, . . . , xn]− f [x0, . . . , xn−1]
xn − x0 (19)
Radial basis functions
interpolation
RBF’s are circular functions centered at certain points. RBFs
interpolant is a linear combination of a basis function. The
general equation for the RBFs method can be obtained by
using basis function φ(‖x− xi‖) in where ‖x− xi‖ is 2-norm
of the distance between the x and the points xi The weights
of the basis function ci can be computed as follows
c1
c2
...
cN
 =

φ11 φ21 . . . φN1
φ12 φ22 . . . φN2
...
φ1N φ2N . . . φNN

−1 
f1
f2
...
fN
 (20)
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Sinc Interpolation
An exponential convergence rate of the residual error entailed
is expected with Sinc Interpolation. The Sinc interpolation
uses the logarithmic transformation which is invoked as:
Q(x) = log
(
x− a
b− x
)
(21)
The Sinc points can be defined as xk = a+be
kh
1+ekh , where h =
√
pid
βN , where d =
pi, β = 1 and N denotes the number of Sinc points. The Sinc interpolant
can be obtained above equations as following:
P (x) =
N∑
k=0−N
= Ck S[Q(x), kh] (22)
where the Sinc function S[Q(x), kh] is defined as following:
S[Q(x), kh] = sin(pi[Q(x)− kh]/h)
pi[Q(x)− kh]/h (23)
Moreover, the Sinc coefficients, Ck can be computed through the follow-
ing equation when the Sinc function is approximated at the nodal points
[I ](2N+1)(2N+1)[Ck](2N+1)(1) = [f (xk)](2N+1)(1). where I is the identity matrix
and f (xk) is the given function evaluated at Sinc points. Thus, Ck cab be
obtained as:
[Ck](2N+1)(1) = [f (xk)](2N+1)(1) (24)
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