Abstract-In this paper we introduce a dataset of uncompressed color images taken with three digital cameras and exhibiting different levels of natural noise due to low-light conditions. For each scene there are on average two low-noise and two high noise images that are aligned at the pixel level both spatially and in intensity. The dataset contains over 100 scenes and more than 400 images, including both RAW formatted images and 8 bit BMP pixel and intensity aligned images. We also introduce a method for estimating the true noise level in each of our images. We use our dataset to analyze three current state of the art denoising algorithms: Active Random Field, BM3D, and Multi-Layer Perceptron. We found that BM3D obtains the best denoising results, however it is the slowest of the three methods with Active Random Field taking only a few seconds and MultiLater Perceptron and BM3D taking a few minutes to half an hour to denoise a 10 to 18 mega-pixel image.
I. INTRODUCTION
I N the field of computer vision, noise reduction is the application in which granular discrepancies found in images are removed. The task of performing noise reduction is synonymous with improvement in image quality. It is for that reason there exist a variety of different methodologies when it comes to the application of noise reduction.
In general most of the performance evaluations for these various noise reduction methodologies are done on images contaminated with artificial noise. The noise is generated from some distribution (Gaussian, Poisson, salt and pepper) with zero mean and different levels of noise contamination, usually characterized by the noise variance.
Many of the consumer based cameras in digital photography deal with the issues of low-light noise. The issue of low-light noise for a particular digital camera is so important that it is used as a metric of the camera sensor and for determining how well the camera performs [1] .
However, measuring the performance of a noise reduction algorithm on images corrupted by artificial noise might not give an accurate enough picture of the denoising performance of the algorithm on real digital camera images in low-light conditions. For this purpose, we bring the following contributions in this paper:
• A dataset of uncompressed low light natural noise occurring color images taken with three cameras: Canon PowerShot S90, Canon EOS Rebel T3i and Nikon D700.
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• A process for the collection of noisy and non-noisy pixelaligned images of the same scene.
• A method for aligning the intensity values of all the images of the same scene.
• A technique for computing the PSNR [2] of an image without a ground truth. One criticism that can be made about the dataset is the lack of different cameras. Different cameras and settings produce different kinds of noise which many of these denoising methodologies try to learn. A denoising methodology that works best for a specific type of camera could be trained on noisy-clean image pairs for that specific camera, and not on image pairs from a variety of different cameras. Trying to construct a dataset of various image pairs from various different cameras may help determine which denoising methodology generalizes well over many different cameras, however it does not evaluate the full potential of that methodology on any one specific camera at various noise levels. We selected three cameras, with different sensor sizes, one with a relatively small sensor (Canon S90), one with a mid-size sensor (Canon T3i) and one with a large sensor (Nikon D700).
A. Related Works
Most of the commercial digital cameras provide color images and it has been shown that the distribution of lowlight noise is not Gaussian, but follows some form of a mixture distribution [3] , [4] . Although a variety of color image databases exist such as [5] the only image denoising database for benchmarking [6] discussed in [7] studies various denoising methodologies on color images corrupted by artificial Gaussian noise. The problem with artificial Gaussian noise is that a denoising methodology could be parameterized in such a way to give the best possible performance on such a simple noise model, but still under-perform on images with real and more complicated noise structure. As of the moment this paper was written, we are not aware of any a database of images corrupted by real camera noise as the one presented in our paper.
II. A DATASET FOR CCD IMAGE DENOISING
Many various denoising methodologies [8] , [9] learn information from the noisy and non-noisy image pairs to construct some kind of generalized mapping for future noisy images. It is therefore very important to maintain a careful construction of the pixel and intensity aligned noisy and non-noisy image pairs, where the noisy images have real camera noise. This difficulty in constructing an appropriate pair is why simple grayscale images with artificial noise are used in practice. As stated previously these grayscale images with artificial noise are not fully representative of the images obtained from digital cameras under low-light conditions. Thus, we seek to construct a dataset of real image pairs of clean and noisy images acquired by digital cameras under different exposure conditions.
We will first introduce how the natural clean and noisy images were collected in this paper.
A. Acquisiton of Natural Image Pairs
The dataset 1 acquired in this paper consists low-light uncompressed natural images of multiple scenes, with about four images of each scene where two images contains noise and the other two image contains very little noise. The presence of noise in the images is mainly due to the number of photons that are received by the camera's sensor and the amplification process, as shown in [10] . The images in a low-light static scene are acquired under the following "sandwich" procedure:
• A reference image is first obtained with low light sensitivity (ISO 100) and long exposure time.
1 Available at http://stat.fsu.edu/ ∼ abarbu/Renoir.html
• One or two noisy images are then obtained with increased light sensitivity and reduced exposure time.
• Finally, a clean image is taken with the same parameters as the reference image. There are two low-noise images acquired, one at the beginning and one at the end, to be able to evaluate the quality of the whole acquisition process. If there was some motion or lighting change during acquisition, the two low noise (clean) images will be sufficiently different, as measured by the PSNR, obtained as described in Section II-D. In fact, we discarded the sequences with PSNR of the clean images less than 35, with one exception for the Nikon camera, with PSNR of 34.63.
The actual acquisition parameters for each camera are presented in Table I . Using the Canon Developer Tool Kit for the Canon S90 and the EOS Utility for the Canon Rebel T3i we were able to program the collection of four images that were taken all while trying to preserve the static scene in the images by not moving or refocusing the camera. The sandwich approach that we used to obtain our images also helped insure that the only visual difference between the images of a scene was simply due to noise. All of the images were collected and saved in RAW format (CR2 for Canon and NEF for Nikon). An example of one of the images in the dataset can be seen in Figure 1 . In the end we collected 51 scenes for the S90, 40 for T3i and 26 for the Nikon.
The adaptive homogeneity directed demosaicing algorithm [11] was used for interpolating the pixel data values when constructing the BMP images from the RAW images. The RAW images for all three cameras are included in the dataset for researchers that are interested in experimenting with the demosaicing process, such as [12] , [13] .
One criticism that can be made is the perceived lack of images in the database. The image denoising database in [6] contains 300 noisy images at 5 noise levels (σ = 5, 10, 15, 25, 35) for a total of 1500 images. The dimensionality of these images is 481 by 321 . The dimensionality of the images for just the S90 images is 3684 by 2760 while the images from the other cameras are even larger, as shown in Table II . Although our image database contains far fewer noisy images, our images contain about 60 times more pixels and therefore more patch variability.
B. Main Assumptions and Notations
In this section we present the main assumptions that form the basis of the acquisition procedure, intensity alignment and noise level estimation.
We assume that the two clean images I r and I c and the noisy image I n are noisy versions of a common (unknown) ground truth image I GT , corrupted by independent noise for each pixel. We also assume that the two clean images have the same noise distribution since the two images are of the same static scene with the same ISO level and exposure time. Thus
and we use the following notations:
• R, I r -the reference image
• C, I c -the clean image
• N, I n -the noisy image
• X -one of the clean or noisy images
GT -the unknown ground truth image
• , r , c -random variables for the reference and clean images • n -random variable for the noisy images • σ 2 (X) = var(X) the variance of a random variable X
C. Intensity Alignment
The dataset construction went beyond just the acquisition of the images. For the purposes of properly aligning the pixel intensities of the image pairs we developed a new form of brightness adjustment that mapped our RAW images to an 8-bit uncompressed format. The reference image was first mapped from 16-bit to 8 bit as follows. We computed the cumulative distribution of the 16-bit pixel intensities of the RAW reference image and identified the value that represented the 99 percentile. We then constructed a linear scaling of the RAW reference image that sets the 99th percentile value to the intensity value 230 in the 8-bit image. Thus 1% of the pixels are mapped to intensities above 230, and even fewer will be saturated to value 255.
Each of the other images of the same scene is reduced to 8-bit and aligned to the 8-bit reference image by finding a linear mapping specified by parameters (α, β) such that if I is the 16-bit image, αI + β becomes the 8-bit aligned image after its values larger than 255 or less than 0 are truncated. The parameters (α, β) are found to minimize
This is done by coordinate optimization using the Golden section search in one dimension [14] alternating optimization on α and β until convergence. Figure 3 shows an example of the mapping between the pixels of a pair of a clean and a noisy image. The parameters (α, β) obtained for the mapping are robust to outlier pixels. Figure 2 shows an example of the green channel for a particular image in the dataset before and after alignment is performed. Figure 4 shows that the alignment process maintains a compact and static variance of intensity difference within ±30 intensity difference, however for larger pixel intensities there seems to be an increase in variance of the intensity difference. Figure 5 shows the standard deviation of the intensity difference vs pixel values for the distribution shown in Figure   4 . The shape of this curve resembles very nicely the structure curves studied in [3] .
D. Noise Estimation
As stated previously the amount of noise present in the dataset is due to the sensor and the amplification process. The fact that not all of the images were taken in the same environment under the same camera settings means that we have a wide variety of noise in our images. The fact that we are not dealing with artificial noise also means that we do not know beforehand what will be the noise variance σ 2 . Thankfully our "sandwich" procedure for image acquisition, as influenced by [15] , allows us to estimate the noise level for any one of our images.
We will use the fact that if two random variables A, B are independent, then var(A − B) = var(A) + var(B), or in other words σ
where var(A), σ(A) are the variance and standard deviation of A respectively. Then
from the independence of r and c and the fact that r and c are identically distributed (so we can represent them as ).
We obtain the estimation of the noise level in the clean and reference images:
For the noisy images we use
to obtain the estimation of the noise level as
We can use equations (4) and (5) to estimate the true noise level for any image in our dataset. The relation between the variances can be easily visualized by representing the four images I r , I c , I n and I GT as points in the plane, and the distances between the pairs as the standard deviation of the difference. Then we have the situation shown in Figure 6 where I r , I c , I
GT and I n , I r , I
GT form two right triangles, with the first one being isosceles. If we want to use the best estimate of the GT, which is I a = (I r + I c )/2, then we have an alternative formula for the noise level in the noisy images
E. Dataset Information
Aside from estimating the noise level in every image, we also quantified the image fidelity across the image batches using various metrics such as PSNR [2] , SSIM [16] , and VSNR [17] . Although there exist specialized metrics for lowlight conditions such as [18] we decided to use measures that are the most prevalent and common in practice. Table II lists some specific characteristics about the various cameras and their images in the dataset. Note that the σ in Table II comes from the estimates from equations (4) and (5) . Figure 7 shows the distribution of noise levels for the noisy and clean images for each camera. Figure 8 shows box-plots of the variation in PSNR and noise levels for each camera. 
III. EXPERIMENTAL CALIBRATION
To investigate how well the assumptions we made about the noise hold, we acquired a special scene with the S90 camera. The scene was of a constant intensity surface in low-light settings. Using our intensity alignment methodology, instead of mapping our clean image from the 99th quantile to the 230 pixel intensity; we mapped the median to the 128 pixel intensity. Using this mapping we then aligned the other two noisy and the clean image using the Golden section method, as described in Section II-C. Figure 10 shows the alignments of the calibration dataset as well as a histogram of pixel difference between the reference image and the other images in the calibration dataset. Fig. 9 . Comparison between our method of estimating σ and the "naive" method based on the difference image. Both methods were tasked with estimating the σ for the red, green, blue channels, and the overall image for the calibration scene. The usual difference image σ estimate identifies the reference image as having no noise at all.
Since we know that the I GT was constant since the scene contained a constant intensity surface, we can immediately obtain a true value for σ 2 for each image by directly computing the intensity variance in the image. However, to account for smoothly changing illumination, we constructed a GT version for each image by Gaussian blurring it with a large spatial kernel (σ = 20) and then calculated the noise level as the variance of the difference image between the original image and its smoothed version. We then looked to see if the "naive" estimate of using the difference image between the reference image and the other calibration images provided similar results to those we obtained using our methodology from equations (4) and (5). Analysis of the estimated noise levels for the three image channels and the overall estimate are summarized with boxplots in Figure 9 .
As Figure 9 shows our estimated σ values are less biased and have smaller variance than the naive estimation of σ from the difference images. This investigation gives us more confidence that the assumptions from Section II-B hold true. Consequently, the noise estimation described in Section II-D will be used as our noise estimation method for all of the images in our dataset and for estimating the PSNR of the denoised images.
IV. EVALUATION OF DENOISING ALGORITHMS
In this section we use our dataset to evaluate three popular image denoising algorithms: the Active Random Field (ARF) [9] , BM3D [19] and multi layer perceptron (MLP) [8] .
Each of these methods depends on a noise level parameter σ. The methods were evaluated for a number of values of the noise level σ and the best results were reported for each method.
A. Image Denoising using Active Random Fields
The first noise reduction algorithm that we evaluated on our dataset is the Active Random Field (ARF) [9] . The problem of noise reduction can be intuitively be expressed as a Bayesian problem where given a noisy image y we search for an image x that has the noise removed.
The ARF is based on the Fields of Experts [20] Markov Random Field (MRF) prior:
where x j is the value of pixel j for that image. The energy gradient with respect to x has the analytical solution
where α f , f = 1, ..., N are coefficients and J − f , f = 1, ..., N is the mirror image of filter J f around its center pixel.
The inference algorithm of the ARF consisted of one to four gradient update iterations:
which is very fast. The Active Random Field idea was to learn the model parameters that give best results on this fast inference algorithm, by directly optimizing the average PSNR function on a training set. For a more details, see [9] .
We tested the original ARF filters from [9] that were trained using Gaussian noise (in particular the trained filters for σ = 10, 15, 20, 25 and 50. Each individual RGB channel was denoised separately.
B. Image Denoising using BM3D
The next denoising algorithm evaluated in this paper comes from the idea of sparse 3D transform-domain collaborative filtering (BM3D) [19] . The BM3D noise reduction algorithm utilizes a collaborative filtering procedure which takes groups of 2D image blocks into 3D data arrays then transforms the 3D group, shrinks its transform spectrum, and finally finds the inverse of the 3D transformation. By finding similar blocks in the image and jointly denoising them, the algorithm does a very good job at denoising the blocks. With the BM3D methodology for image denoising many estimates for a pixel intensity are obtained and an averaging procedure is used to aggregate the intensity estimates from overlapping blocks. For more information, see [19] .
In our application, a special version of the BM3D algorithm meant for color image denoising (which can be found at http: //www.cs.tut.fi/ ∼ foi/GCF-BM3D/BM3D.zip) will be used on the noisy images. For BM3D we evaluated the algorithm's performance at σ = 5, 10, 15, 20, 25, and 50.
C. Image Denoising using Multi-Layer Perceptron
The final denoising method that will be evaluated in this paper is the multi layer perceptron (MLP) [8] . The MLP is a learned nonlinear function which is trained to map noisy image patches into clean ones by back-propagation [21] . Once learned the MLPs perform denoising by decomposing the noisy image into several patches and retrieving several denoising results which are then all averaged over a particular region of the original image. For more information, see [22] .
For our demonstration we used MLPs trained on Gaussian filters (which can be found at http://people.tuebingen.mpg.de/ burger/neural denoising/) to denoise our images. In particular we used filters for σ =10, 25, 35, 50, and 75.
The MLP method was performed with a sliding window stride size of 6 and a width of 2 for the Gaussian window weights. V. RESULTS
In Table III are shown the denoising results of the various methods on the images from the three camera types. We computed the PSNR, SSIM, and VSNR values between the denoised and the best GT estimate which is the average of the Table III show that the ARF and MLP methods performed about the same, while BM3D performed the best on all three cameras. The average computation times necessary to denoise an image with the three methods on the three datasets are shown in Table IV . The ARF method on average took only a few seconds per image, while MLP and BM3D took anywhere between a few minutes to half an hour. Figure 11 shows an example of denosing results from the three methods on a noisy image from the Nikon set.
VI. CONCLUSION
We collected and developed a dataset of images for the sake of better understanding the noise formation in digital camera images. The images in the dataset are large and contain real noise due to low-light settings and are acquired from commercially available cameras. Additionally, we developed a method for obtaining pixel-aligned RAW images of low and high noise, and intensity-aligned BMP images so that proper studying of the images and its noise need not be only done in RAW format. Finally, we presented a technique to calculate the PSNR of an image without a ground truth.
We tested our dataset on three denoising methods ARF, BM3D, and MLP. We were then able to calculate and measure the noise levels in the denoised images using a variety of different methods such as PSNR, VSNR, and SSIM. Note that these methods were trained on images corrupted by artificial Gaussian noise. Since these methodologies train filters and try to learn the noise structure from the noisy images, they could in fact perform even better if trained on our dataset. We also calculate the average denoising computation time for these denoising methods on real color images. With so many different denoising methods having been developed or currently in development our dataset allows for proper analysis of these tools, and for the quantitative evaluation of noise models for digital cameras.
