Practical Prolog programs usually contain extra-logical features like cuts, side-e ects, and database manipulating predicates. In order to exploit implicit parallelism from real applications while preserving sequential Prolog semantics, a parallel logic programming system should necessarily support these features. In this paper we show how Prolog's extra-logical features can be supported in an and-or parallel logic programming system. We show that to support extra-logical features an and-or parallel logic programming system should recompute the solutions to independent goals instead of sharing them. We describe an abstraction called the Composition Tree for representing and-or parallel execution with recomputation. We introduce the notion of \local-leftmostness" in the Composition Tree and use it for deriving complete and e cient methods for supporting extra-logical predicates in and-or parallel logic programming systems based on the Composition Tree abstraction.
Introduction
One of the most important features of Logic Programming Languages is that they can be implicitly executed in parallel without any intervention from the programmer. There are three prominent forms of implicit parallelism in Logic Programming Languages:
1. Or-parallelism: arises when multiple clauses de ne some predicate and a goal uni es with more than one clause head|the corresponding bodies can then be executed in or-parallel fashion. Or-parallelism is thus a way of e ciently executing a nondeterministic procedure; it speeds up the search for a solution to the top-level query by exploring alternative solutions in parallel.
This paper is an expanded version of the paper \Complete and E cient Methods for Supporting Cuts and Side-e ects in And-Or Parallel Prolog" that appeared in the Proceedings of the 4th IEEE Symposium on Parallel and Distributed Processing held in Arlington, Texas, in Dec. 1992. dynamic approach so that neither any user intervention is required nor any parallelism is unnecessarily lost. Our techniques apply to only those and-or parallel systems that use Conditional Graph Expressions (CGEs) 18] for representing independent and-parallelism. To the best of our knowledge ours is the rst attempt to support full Prolog semantics in an and-or parallel system.
Our ability to support extra-logical predicates of Prolog using a dynamic approach crucially rests on our decision to recompute the solutions of independent goals rather than sharing them 1 .
We have developed an abstract model for representing and-or parallel computation with recomputation, called the Composition Tree 12, 14] . We have also shown how the environment representation techniques of purely or-parallel systems can be adapted for use in and-or parallel systems based on the composition-tree 12, 14, 11] . In this paper we show how Prolog's extralogical features and full Prolog Semantics can be supported in the Composition Tree (C-tree for brevity) abstraction without sacri cing any parallelism. The techniques we present are an elegant generalization of the e ective techniques that have been used for supporting full Prolog on purely and-parallel and or-parallel systems.
The rest of this paper is organized as follows: in section 2 we discuss how Full Prolog is supported in current purely and-parallel and purely or-parallel systems; in section 3 we present a general method to support side-e ects in recomputation based or-parallel systems; in section 4 we re ne this method for the Paged Binding Array (PBA) model; section 5 concludes the paper. Throughout this paper familiarity with the basic concepts and techniques used in purely or-parallel such as Aurora 20, 6] and purely and-parallel systems such as &-Prolog 18, 17] is assumed.
Extra Logical Predicates
Prolog programs include pure predicates and extra logical predicates. By extra logical predicates we mean side-e ect predicates, including I/O predicates, such as read and write, database predicates, such as assert and retract, and meta-logical predicates such as the cut (!), var and call. Meta-logical predicates such as var, do not cause problems in combined independent and-and or-parallel systems; however, var will cause problems if we were to have dependent and-parallelism as well 8]. We also assume that predicates whose clauses may be modi ed at runtime are declared as dynamic from beforehand by the user (most modern Prolog systems will indeed require the user to declare such predicates as dynamic). This allows us to treat calls to such dynamic predicates as normal side-e ect (e.g., read/write) predicates.
In general, to get the same external behaviour as sequential Prolog the execution of an extralogical predicate has to be suspended until one can be sure that all other extra-logical predicates preceding' it have nished (`preceding' in the sense of left-to-right, top-to-bottom, sequential Prolog execution). In the case of cut, however, one can do better. Since the execution of cut does not a ect the computed answer, but only the shape of the search tree, a cut can be executed immediately and parallel execution can proceed with goals following the cut. However, not all the actions that are normally associated with a cut can be taken immediately, if the sequential semantics of Prolog is to be preserved. Only those actions can be carried out which are safe; unsafe actions have to be postponed until all extra-logical predicates before this cut have nished (see later).
Extra-Logical Predicates in Purely Or-parallel Systems
In or-parallel execution several or-branches, or alternatives, may be explored at the same time.
To maintain sequential Prolog semantics, a side-e ect predicate should be executed only after all others preceding it have nished. However, detecting in advance precisely when all preceding side-e ects have nished is akin to solving the halting problem, and therefore this knowledge has to be approximated. The most widely used approximation is to execute a side-e ect predicate only when the or-branch containing it becomes the leftmost branch in the whole or-parallel search tree 15]. Thus, if a side-e ect predicate is encountered by a processor, the processor checks if the node containing that side-e ect is in the leftmost branch of the or-parallel tree. If so, the side-e ect is executed, otherwise the processor suspends until the branch becomes leftmost. After suspending, the processor may either busy-wait until that branch becomes leftmost (as done in the initial Muse system), or it can search for work elsewhere (as done in Aurora and in later versions of Muse), leaving this suspended side-e ect for some other processor to execute. Figure 1 shows a search-tree for a goal G. During execution, the side-e ects T 0 ; T 1 ; : : :; T n will be executed. The side-e ect T 0 is placed in the leftmost branch, and will therefore be executable as soon as it is called. In contrast, the side-e ect T 1 can only execute when the two search-tree branches to its left have been nished.
It can be easily shown that a dynamic scheme outlined above for ordering the execution of side-e ect predicates is superior to a naive static scheme that simply sequentializes a program (more sophisticated static schemes that employ compile-time analysis may fair somewhat better). Consider for example the following de nition of predicate p which contains predicates se 1 An or-parallel system using the static approach will declare this predicate sequential. At runtime hence the choice point for p will be labeled sequential, and its alternative tried sequentially, i.e., one after the other. Sequentialising this predicate to obtain Prolog semantics (i.e., trying the alternatives in choice-point for p in sequential fashion) will lead to loss of or-parallelism because goals g 1 , g 2 and g 3 cannot be executed simultaneously (although goals that are generated by their clauses can be executed in or-parallel), rather they will be executed sequentially since the alternatives of p will be tried sequentially. If goals g 1 , g 2 , g 3 are substantially large, the loss of parallelism may be substantial. However, in the dynamic approach, the goals g 1 , g 2 , g 3 can be executed simultaneously, except that side-e ects se 3 is executed only after se 2 and h 2 have nished, which in turn is executed only after se 1 and h 1 have nished. This will result in loss of parallelism between h 1 , h 2 and h 3 but that will also be lost in the static approach, and unless one can determine the nature of h i s (i.e., if they do or do not contain any further side-e ects), devising a technique that will execute them in parallel while preserving Prolog sequential semantics is hard. Clearly, although the dynamic scheme involves some runtime overhead, it is better than the static approach in that it exploits more parallelism, Various techniques have been proposed for e ciently determining when a branch becomes leftmost 2, 19, 4, 6, 25, 5] for di erent underlying or-parallel models. Arguably, the techniques developed for the Aurora system 20] have been the most well researched and successful 15, 6, 25, 16] . To determine if a branch containing a node is leftmost in the entire tree, the techniques developed for Aurora use the fact that the entire search tree is shared, and therefore accessible to all the processors. For each node the system dynamically keeps track of the root node of the subtree whose leftmost branch contains the node. This root node is called the sub-root node 25] If the sub-root node is identical to the root node of the or-tree, then the node is in a leftmost branch.
Extra-Logical Predicates in Purely And-Parallel Systems
We now analyse side-e ects in purely and-parallel systems that use CGEs, such as &-Prolog. In such systems supporting side-e ects in accordance to Prolog's sequential semantics can take advantage of the fact that at any given time only one solution exists on the stacks and the order in which solutions are explored is exactly like in the sequential execution of Prolog. If an andparallel goal in a CGE reaches a side-e ect, it must make sure that all the sibling and-branches to its left have nished execution. This is because an and-branch to its left may fail, and in such a case, in the equivalent sequential Prolog execution the side-e ect would never be reached and hence would never be executed. Therefore, to preserve sequential Prolog semantics, in a purely and-parallel system a side-e ect should be executed only after all sibling and-branches to its left have nished execution. If the CGE containing the branch with the side-e ect is nested inside another CGE, then all sibling and-branches of the inner CGE which are to its left must also have nished, and so on. If any of these and-parallel goals have not nished, the execution of the side-e ect must be suspended until they do. Figure 2 gives an example of side-e ect execution in and-parallelism.
The central question is now how to detect that all and-parallel goals to the left have nished. Having shown the advantage of using a dynamic technique for supporting side-e ects over a static technique for purely or-parallel systems, let us also show the same for purely independent and-parallel systems. In an and-parallel system a static technique will enforce the correct order of execution of side-e ects by replacing parallel conjunctions with sequential conjunction. Thus given a CGE (cond ) p 1 3 ). Clearly, g 1 and g 2 can no longer be executed in parallel, and hence if they involve large amount of computation substantial parallelism may be lost. However, the dynamic approach will not replace parallel conjuncts by sequential ones and will execute g 1 and g 2 in parallel. In the dynamic approach side-e ect se 2 will be executed only after the goal p 1 has completely nished. Thus, the dynamic approach will not be able to execute h 1 and h 2 in parallel, but neither would the static approach. Again, although, the dynamic approach will incur some run-time overhead, the amount of parallelism gained may be signi cant.
3 And-Or parallelism with Recomputation
In the presence of both and-and or-parallelism, it is possible to reuse solutions as argued for example in 13]. That is, given two non-deterministic and-parallel goals, say a(X), b(Y), then rather than computing b in its entirety for every solution found for a, it would be much better if we rst computed all solutions for a and b separately and then combined these solutions through a join. Although this may apply to pure logic programs, it does not apply very well to logic programs which contain side-e ects and other extra logical features (as it is so often the case with Prolog programs). For example, consider the case where, within b, the value of a variable is read from the standard input and then some action taken which depends on the value read. The solutions for b may be di erent for every invocation of b (where each invocation corresponds to a di erent solution of a). Hence solution sharing would yield the wrong results in such a case. The simple solution of sequentializing such and-parallel computations results in the loss of too much and-parallelism, because if a(X), b(Y) falls in the scope of some other goal which is being executed in and-parallel then that goal has to be sequentialized too, and we have to carry on this sequentialization process right up to the topmost level and-parallel conjunction. If, however, the goals are recomputed then this sequentialization can be avoided, and parallelism exploited even in the presence of cuts and side-e ects. Hence, there is a strong argument for recomputing non-deterministic and-parallel goals, especially if they are not pure, and even more so if we want to support Prolog as the user language. Recently, techniques have been proposed for exploiting and-and or-parallelism that recompute independent goals 12]. The Composition Tree essentially uses the idea of recomputing independent goals of a parallel conjunction. Consider the CGE (true => a & b), the classical and-or tree for which is shown in gure 3.(i). With recomputation, for every alternative of a, the goal b is computed in its entirety. In C-tree based models, each separate combination of a and b is represented by what we term as a composition node (c-node for brevity). Thus, each composition node corresponds to a di erent solution for the parallel conjunction, i.e., a di erent \continuation".
We explain how the Composition-tree (C-tree for brevity) is incrementally constructed, using the example in gure 3. Consider the conjunctive goal a & b, where a and b are independent. Both a and b have three alternative solutions. Figure  4 explains how part of the C-tree is built. First, the non-determinism of goals a and b needs to be represented: a choice point is used to represent the fact that several alternative solutions can be extracted from (true => a & b). The children of this choice-point are c-nodes, where each c-node corresponds to a combination of solutions of goals a and b. Let us suppose processors P1 and P2 begin execution of the top level query. They rst create a top choice-point to represent non-determinism present in the CGE, and place as its rst alternative the c-node C1 under which they will execute a and b in and-parallel, just as in &-Prolog. This is represented in gure 4.(i). As the goals a and b are executed, new choicepoints that lead to alternative solutions of goals a and b are created. Or-parallelism can be exploited by executing alternatives of these choicepoints in parallel. A new group of processors can, therefore, move in and pick up untried alternative of goal a. We have chosen to follow Prolog and recompute independent goals to the right, hence the goal b will be recomputed from scratch ( Figure 4. (ii)). The execution of the alternative of a, and the recomputation of goal b is done under a new c-node (node C2 in Figure 4. (ii)). Also, note that part of the computation for a is logically shared between the two groups of processors 3 . The dotted arrow represents this sharing. The dotted arrow is emanating from what we call a share-node and points to the choicepoint, nodes above which are logically shared. The actual implementation of share nodes varies with the data structures being used to represent parallel execution, but in general share nodes must give access to the shared branches. The share node should also be accessible from the corresponding c-node and vice versa (depicted by the dotted line connecting the share-node to the c-node). The nal Composition-tree for the above query might appear as shown in gure 3.
(ii). Note that a third group of processors has created another c-node (C3 in the gure), to exploit the last alternative in goal a. Note also that the c-nodes serves purposes very similar to the Parcall frames and markers of the RAP- WAM 18] .
The C-tree can represent or-and independent and-parallelism quite naturally: execution of goals in a c-node gives rise to independent and-parallelism while parallel execution of untried alternatives gives rise to or-parallelism.
Both Prolog and a pure C-Tree based model will always recompute goals to the right. Therefore, they have the same search space, leading to a topological similarity between the C-tree and the purely or-parallel tree of the query. This similarity can be seen by comparing gure 3.
(ii) and gure 3.(iii), that represents the purely or-parallel search tree for the program above 4 . Recomputation means that branches that are \shared" in the purely or-parallel tree (i.e., that are \common", even though di erent binding environments may still have to be maintained {we will refer to such branches and regions for simplicity simply as \shared") are also shared in the C-tree, and vice-versa. Due to sharing the subtrees of some independent and-parallel goals may be spread out across di erent composition nodes. Thus, the subtree of goal a is spread out over c-nodes C1, C2 and C3 in the C-tree of gure 3.(ii), the total amount of program-related work being essentially what Prolog would perform.
A more complex case for nested CGEs is shown in Figure 5 . In this case, goal g leads to a choicepoint from which another group of processors steals the alternative g2. As in the example above, a new c-node labeled G2 is created in which the second solution for g (i.e., g2) is found and the recomputation of subgoal h done. Once g2 and h nish in G2, the continuation of (g Figure 5 ) has been found, and therefore, the group of processors must now recompute d for this solution of c. However, c-node C1 was reserved for computation arising out of the rst solution of c, namely, the one that will give m1. One solution is to create a new c-node, labeled C2 in gure 5 to compute d. From this example one can notice that when an alternative is stolen from a choicepoint nested inside a number of c-nodes, then new c-nodes need to be created to exploit and-parallelism from each c-node whose scope includes that choicepoint. Thus, in this example both c-nodes G1 and C1 have to be recreated as c-nodes C2 and G2 respectively when an alternative is stolen from choicepoint in goal g. However, these new c-nodes need contain only information relevant to the restarted goals, because during backtracking if a share node is encountered, the processor will follow the dashed arrow and will start backtracking from the node pointed to by this share node. Thus, if a processor backtracks over e2, reaches c-node C2, then backtracks over m2, then h, and then g2, eventually reaching the share node below g in c-node G2, then it will immediately skip to the choicepoint above g1 pointed to by this share node, and will continue backtracking from there. So there is no need to keep control information for goals c and g in share-nodes C2 and G2 respectively since that information, if kept, will never be used.
Throughout the previous explanation, we have commented that \groups" of processors would move to take alternatives and work in and-parallel. We now formalize this notion. In an and-or parallel system that uses the C-tree abstraction, processors are divided into teams. Or-parallelism is exploited between di erent teams while and-parallelism is exploited among the processors in the teams. Note that the number of c-nodes that get created in the C-tree depends on the number of teams available for execution. Thus, in the gure 3.(ii), three c-nodes were created since three teams were available (Each team works on a c-node and assigns independent andgoals to its member processors for execution). If there were ve teams available the constructed C-tree will be as shown in gure 6 (Note that the equivalent or-tree shown to the right in gure 6 is unchanged). In the example we have chosen, a maximum of nine c-nodes may be created (since each of a and b lead to three solutions each). Thus, the amount of parallelism exploited is determined by the processing resources available. If enough processors are not available (e.g., for the C-tree in Figure 3. (ii)), the remaining solutions are found by backtracking.
In the rest of this paper we show how side-e ects can be supported in the C-tree abstraction. We present concrete algorithms for supporting side-e ects and cuts for the PBA model 14, 12] . The PBA model assumes that the entire C-tree is shared (i.e., logically shared branches are also physically shared) and hence accessible to all processors of all the teams. A completely opposite view is taken by the ACE model 11] in which each team has its own copy of the C-tree resulting in the C-tree being logically shared but not physically shared. We now de ne some terminology which we will repeatedly use in this paper. Given a node n in an and-branch b, the other and-branches which correspond to the same composition node (or c-node) as that of b are termed as sibling and-branches of n. The composition node is termed as immediate ancestor c-node of n, and the and-parallel goal corresponding to n is termed as the and-parallel goal of n. Thus, if we consider the node marked with an asterisk in gure 6, then c-node C3 would be its immediate ancestor c-node, the subgoal b in C3 its and-parallel goal, and the branch a3 of C3 its sibling and-branch.
Side-e ects in And-Or Parallel Systems with Goal Recomputation
In an and-or parallel system that uses goal recomputation, each or-parallel environment exists separately|they will only share those parts which will also be shared in equivalent purely or-parallel computation. There is no sharing of independent and-parallel goals (unlike the and-or parallel models that reuse solutions). This simpli es the problem of supporting side-e ects considerably. Also, a dynamic scheme for supporting side-e ects and cuts in and-or parallel systems should fare much better than a static scheme (the reasons must be obvious from discussions for pure cases in Sections 2.1 and 2.2). In the rest of this section we outline such a dynamic approach.
Recall that there is a 1-1 correspondence between the C-tree and the purely or-parallel tree of a query ( gures 3 and 6). In the topologically equivalent purely or-parallel tree, given a CGE (true => g 1 & : : :& g n ), then the or-parallel subtree of the goal g i would appear immediately below that of g i?1 . Moreover, for every success branch of g i?1 the tree for g i is duplicated (this corresponds to doing recomputation). We de ne the notion of \locally leftmost" to study the relationship between the leftmostness property in a C-tree and in a purely or-parallel tree. A node is locally leftmost in a subtree if it is in the leftmost branch in that subtree (i.e., all branches to the left of this branch have been backtracked over either due to failure or due to attempts to nd more solutions after success). A subtree is locally leftmost in another subtree that contains it if the root-node of the smaller subtree is locally leftmost in the bigger subtree.
A su cient condition for executing a side-e ect according to Prolog semantics can now be given. When a side-e ect is encountered in a C-tree, the side-e ect can be executed as soon as the associated node is in the leftmost branch of the topologically equivalent purely or-parallel tree.
Consider a node n in the subtree of goal g j in the CGE ( : : :g 1 ; and (c) the c-node of n is similarly locally leftmost in the subtree of its and-parallel goal, its sibling and-branches to the left are locally leftmost in the subtrees of their respective and-goals, and so on, upto the root the search tree. Given that the C-tree is topologically equivalent to the purely or-parallel tree, if a node containing a sidee ect satis es the above condition, then we can safely assume that this side-e ect is leftmost, that all side-e ects before this side-e ect have nished, and hence this side-e ect can be safely executed. If not, the side-e ect has to suspend, and wait until the condition is satis ed. Note that because we check for local leftmostness in the subtree of each and-parallel goal to the left, no explicit ordering of c-nodes is necessary. We can now give the conditions for execution of a side-e ect in a C-Tree based model. Given a CGE one of whose and-goals leads to a side-e ect predicate, a side-e ect can be executed:
(i). if the node containing the side-e ect is locally leftmost in the subtree of its and-parallel goal; and, (ii). if the sibling and-branches to its left are locally leftmost in subtrees of their respective and-parallel goals; and, (iii). If the CGE is nested inside another CGE, then the c-node corresponding to the inner CGE must recursively satisfy rules (i), (ii) and (iii); otherwise, if the CGE is not nested inside another CGE, then the c-node corresponding to this CGE must be in the leftmost branch in its tree. The corresponding algorithm is shown below: n is the node containing the side-e ect. The rst step in the algorithm is to obtain the and-parallel goal, g, of n (g is represented by the root of the subtree corresponding to the and-parallel goal), followed by obtaining the immediate ancestor c-node of n (if n is not in scope of any CGE, the immediate ancestor c-node will be set to NULL). This code assumes that the function tip node returns the leaf node of the nished branch for an and-parallel goal g i . The implementation of the WAIT operation and of the functions locally leftmost, tip node, and finished depends on the environment representation scheme used. An implementation and ensuing optimizations for the PBA model is discussed in section 4.1. OR not locally leftmost( tip node(g i , current-c-node), g i )) WAIT; g else WAIT; n = current-c-node; g = and-goal(n); current-c-node = immediate-ancestor-c-node(n); g /*end while*/ if (locally leftmost(n,ROOT)) /*ROOT is the global root*/ execute side-e ect; g
It is important to note that the subtrees of sibling and-branches to the left of the node which contains the side-e ect may be spread over many composition nodes. That is its di erent orbranches may be parts of di erent and-parallel computations (c.f., gures 3 and 6). Nodes of such a subtree are accessed with the help of the share nodes which contain a pointer to their corresponding choice points (dotted arrows in gure 3 and 6).
Note that the property of a node being \leftmost" in g j requires that execution of the sibling and-branches corresponding to goals g 1 : : : g j?1 is nished, otherwise \leftmostness" is meaningless. Thus, the condition for supporting side-e ects in purely and-parallel systems, described above, is naturally included in our \leftmostness" property. The \leftmostness" property is illustrated further in Figure 7 . In the example shown in gure 7, before the side-e ect side-eff in the second clause of b corresponding to branch a3 can execute, the branch containing this side-e ect should become leftmost in the purely or-parallel tree ( Figure 7.(ii) ). In the C-tree this corresponds to the branch containing the side-effect (marked by asterisks in the gure) becoming locally leftmost in the subtree of goal b spread across composition nodes C3 and C4. Also, branch a3 (the left sibling branch of the branch containing side-eff) should become locally leftmost in the subtree spread across composition nodes C1, C2, and C3. This is because c-node C4's subgoal a has a share node which points to the terminal node of branch a3. In addition, since c-nodes for the parallel conjunction a & b are nested within that of p & q, the branch p2 should become locally leftmost in the subtree of goal p spread across c-nodes Cx and Cy.
To clarify further, consider a program whose composition tree is shown in Figure 8 (i). Suppose there are only two points where a side-e ect is present in the program (shown as s1 and s2 in the C-tree). Suppose two teams of processors, T1 and T2 respectively, executing c-nodes C1 and C2 in parallel, reach the side-e ect s1 and s2 respectively at the same time. Given the state of the computation (Figure 8(i) ), side-e ect s1 will suspend because its sibling branch to the left is not complete yet. Side-e ect s2 will also suspend because although it is locally leftmost in the subtree of goal b its left sibling and-branch is not locally leftmost in the subtree of goal a (note that the subtree of goal a is spread over c-nodes C1 and C2). When branch a1 completes ( Figure  8 (ii)), side-e ect s1 can be executed immediately. However, side-e ect s2 cannot be executed because a2 is still not locally leftmost in a's subtree. After team T1 has found all solutions for goal b (note that the continuation of the CGE is executed after every solution that is found for b) under c-node C1, it will backtrack into branch a1. As soon as T1 reaches the lowest choicepoint in branch a1 (labeled ch in Figure 8 ) while backtracking, branch a2 becomes the leftmost branch in the subtree of goal a, and side-e ect s2 can be executed ( gure 8(iii)). Figure 8(iv) shows the equivalent or-parallel tree.
The Paged Binding Array Model
The Paged Binding Array (PBA) Model is an and-or parallel execution model based on the composition-tree 14, 12]. The PBA model uses an extension of binding arrays 28, 27] to support multiple or-parallel environments. As mentioned earlier, the concept of teams of processors is used to implement and-parallelism. The various teams|each team consisting of one or more processors|work in or-parallel to search for multiple solutions, while within a team, the member processors work co-operatively, in and-parallel to generate a speci c solution. Details of the environment representation scheme are not important for the purpose of supporting side-e ects and cuts. What is relevant is that in the PBA model the entire C-tree is accessible to all the processors in all the teams (therefore, the target architecture for the PBA model is a shared memory multiprocessor). In this section we describe in detail how side-e ects and cuts can be e ciently implemented in the PBA model. These techniques can be readily adapted for other models (e.g., ACE 11]) as well.
Implementing Side-e ects in the PBA Model
To incorporate side e ects in the PBA model we should be able to check the \locally leftmost" property of nodes e ciently. This is indeed possible due to the presence of c-nodes and share nodes. In the PBA model a given and-parallel goal can access the sibling and-branches to its left via the c-nodes (that are shared). C-nodes also keep track of the individual activities of each and-parallel goal, hence it is easy to determine when all sibling goals to the left of an and-parallel goal have nished. Moreover, in the PBA model a marker node called the end-marker is added to the stack whenever the end of an and-parallel goal in a CGE is reached. It marks the tip of the and-branch of an and-parallel goal of a CGE. A pointer to the end-marker of a goal in a CGE is also recorded in the slot corresponding to that and-parallel goal in the c-node (in the end-marker-ptr eld). This information is used by the function tip node. Until a solution is found for the goal, the end-marker-ptr eld in the c-node for that goal contains NULL. The implementation of tip node, finished, and locally leftmost in algorithm check leftmost therefore becomes: tip node(g, c-node) f return(c-node!g(end-marker-ptr)); g nished(g, c-node) f return(c-node!g(end-marker-ptr) != NULL ); g locally leftmost(n, g) f return(subroot-node(n) == g); g
In the code above c-node!g denotes the record where the status information regarding goal g is kept. Thus, c-node!g(end-marker-ptr) returns the pointer to end-marker node for goal corresponding to g. Also note that the immediate ancestor composition node of n can be obtained from the CN (composition-node) register, which keeps track of this information (like the PF register of RAP-WAM 18]).
The WAIT operation can either be implemented as a busy-wait or, preferably, as suspension (i.e., the processor suspends and goes elsewhere in the tree to do some other useful work). In the PBA model since the c-tree is shared, suspension and picking up of some other work are not so expensive; therefore the latter option is adopted.
We further need to address how to e ciently keep track of the subroot node of a given node within the search tree of an independent and-parallel goal. This can be done in a way similar to that used by purely or-parallel systems, such as Aurora. We describe the technique used by Aurora's Dharma scheduler 25]. Other schedulers, such as the Bristol scheduler 6] use similar ideas. Each node n has a eld called the subroot-node eld which contains a pointer to the highest node r in whose subtree n is in the leftmost branch. For example, in gure 9(i) the subroot node for N6 would be pointing at N0. When a node m spawns children nodes, the rst child node sets its subroot node eld to that of the subroot node eld of m, while others set it pointing to themselves. When a node is determined to be a subroot node of a node k, a bit is set in the parent node of that subroot node (i.e in the leftjoin node of k). Referring to gure 9, the processor expanding node N1 would set the bit for N6. When a processor backtracks to a node which is a leftjoin node of another node, after exploring a branch and reclaiming it, and it nds this bit set, it resets this bit. In the example, after backtracking from N7, the processor would reset the bit. The next time a processor checks for \leftmostness" of a node, whose leftjoin node's bit is reset, it recomputes its subroot node because its subroot node may have moved higher up. This is shown in gure 9(ii), where the processor expanding node N4 needed to recompute its root-node because N6's bit has been reset, thus nding that its true root-node is N0. To recompute the subroot-node, each node has to know whether or not it is the leftmost child of its parent node. This information is kept by keeping a sibling chain 6] which links the various children nodes of a node from left to right. Each node also has a pointer to its leftmost child node. When a processor determines a subroot node for a node, it sets the subroot-node eld of all nodes in the path from that node to the subroot node to point to that subroot-node.
An Optimized Algorithm for Determining Leftmostness
It must be apparent from the previous discussion that essentially we are trying to determine \global" leftmostness of a side-e ect (i.e., if the node is in the leftmost branch with respect to the entire tree) by determining local-leftmostness in all the intervening CGEs between the root-node and the node containing the side-e ect. We determine local-leftmostness by requiring the nodes (choice points and c-nodes) to keep track of their subroot nodes in the subtrees corresponding to their immediate ancestor and-parallel goals. Thus, the global-leftmostness check consists of lots of local-leftmostness checks. One can optimize the determination of global leftmostness by having direct access to the subtree node of a node with respect to the entire tree (i.e., by keeping track of the subroot node of a node in the topologically equivalent purely or-parallel tree). This will make the global leftmost check quite simple (just a simple comparison to see if the subroot node is identical to the root of the entire tree). However, the overhead is that the subroot node information for each node has to be updated.
To implement this we use a new eld in the c-nodes. We call this eld c-node! g n (subrootnode), with one element per goal in the corresponding CGE. We also add a register SRB, \Sub-Root Node," in each processor that points to the subroot node of the current node. The algorithm for updating the subroot node can now be extended in the way described below.
Essentially, we follow the algorithm for the purely or-parallel case, except where c-nodes are concerned. In the case of a c-node, we have to handle the three new situations: rst, when a c-node for a CGE is set up; second, when an and-task nishes (a solution to an and-goal of CGE is found); and, third, when a CGE is backtracked into. The extensions to the algorithm are thus:
Creation of C-node: There are two cases, rst, when the very rst c-node is created for a CGE, and second, when a c-node is created as a result of a team stealing a choice point from below another c-node. In the rst case, the leftmost and-goal of the c-node inherits the subroot node of the parent node of c-node and the subroot nodes of other and-goals are set to point to themselves. That is, c-node! g 0 (subroot-node) := SRB, where SRB is pointing to subroot node of c-node's parent node; the others are set to point to themselves. When the rst choice-point in an and-goal is created, its subroot node eld is assigned from the subroot-eld of the goal entry in the corresponding c-node. In the second case, the c-node is created as a result of stealing an alternative from a choice-point below an existing c-node. There are three types of goals whose subroot nodes have to be computed: (i) the goal g j from where the alternative was selected; (ii) the goals g i to the left, i.e., i < j; (iii) the goals g i to the right, that is, i > j. The goals g i such that i < j have already been executed by other teams, hence the stealing team need not set c-node! g i (subroot-node) for these goals. The goal g j corresponds to the new alternative just picked. This alternative can never be the leftmost, hence the subroot node for the corresponding computation will be the rst alternative created, and its SRB should be set to itself (note that the share-node for g j will be its leftjoin node). Finally, for each goal g i such that i > j (goals to the right) c-node! g i (subroot-node) should be set pointing to itself. End of an And-goal: Whenever an and-goal computation terminates, its nearest right and-sibling uses the subroot node information of the terminated and-goal to update its own subroot node information. That is, if a solution is found for and-goal g i then cnode!g i+1 (subroot-node) := SRB, where SRB points to the subroot node of the endmarker node of g i . Backtracking into a CGE: When backtracking takes place through a CGE, the and-siblings to the right of the task to where one backtracks must be restarted; the subroot-node elds in the c-node corresponding to these restarted goals are set pointing to themselves. Verifying if a side e ect can be executed is a simple question of verifying if its and-or subroot node is the root of the whole tree. Also, optimizing access to the and-or subroot node can be made according to the principles described for the several Aurora or-schedulers. Therefore, in the best case we can now verify leftmostness in constant time (if we are pointing directly at the subroot node), whereas in the worst case we are still linear on the number of ancestor nodes.
Note that now the overhead of determining (global) leftmostness is identical to that in Aurora 16, 25] . This is not surprising since the steps (i), (ii) and (iii) above are really keeping track of the subroot node information in the equivalent purely or-parallel tree. Note that with respect to purely and-parallel computation our optimized algorithm using the concept of subroot-node permits us to check if a side-e ect can be executed (hopefully) more e ciently compared with algorithms presented in 7, 21]. Our optimized algorithm applied to purely and-parallel systems can be viewed as an optimization of the scheme presented in 7].
Implementing Cut in the PBA Model
Implementing cuts in and/or-parallel systems is very similar to implementing side-e ects except that some of the actions (i.e., part of the pruning) can be taken immediately ( gure 13). The desired e ect of a cut is that all branches to the right, up to the node where the cut was introduced, get pruned. However, a problem can arise if the cut is not leftmost: for example, another cut to the left of this cut might eventually succeed and prune this cut itself, as shown in gure 10. This will happen when the scope of the second cut (that is, the choice-point up to which it will prune) is below the scope of the rst cut, causing some branches to get pruned incorrectly (see gure 10 or see 15] for more details). Note that the branches pruned by a cut that lie in the subtree in which the branch containing the cut is leftmost, can be immediately removed. Pruning of other branches may need to wait until after the branch containing the cut becomes globally leftmost.
In the purely or-parallel case, pruning at a choice point node n is performed by a processor p by discarding the right alternatives of the node n, verifying if n is the last node to prune, and if not, moving to n's parent node to carry on further pruning. The problem thus is knowing when can processor p move up and carry on pruning without being pruned itself (i.e., without the pruning of the branch that p is working on) by a cut in a branch to the left. One simple solution is to wait until the branch containing n is locally leftmost with respect to n's parent node: in this way p can never prune branches incorrectly. However, in such a case p will not prune as many or-branches as quickly as possible, and will risk wasting processor cycles because other processors will be expanding these or-branches which will eventually get pruned.
The Aurora or-parallel system treats cuts in a manner di erent from side-e ects. As mentioned earlier, part of the operations associated with a cut can be performed as soon as it is encountered rather than when it becomes leftmost. This is based on the observation that a cut only a ects the shape of the or-tree. The Aurora system, therefore, immediately performs many of the actions associated with a cut 16] when one is encountered. Essentially, all the pruning that can be done safely is performed immediately. This is accomplished as follows: a cut boundary ag (CutB) and a cut counter (CutC) is associated with each or-node (choice point). A cut boundary ag indicates if the corresponding procedure calls a cut; cut counter indicate how many cuts the node has in its continuation (thus, the higher the cut counter, the more pending cuts to perform). Each processor also maintains a global cut counter that keeps track of how many cuts are pending in the or-branch the processor is currently executing. A processor decrements its global cut counter every time it executes a cut. Also, when a processor encounters a clause containing n cuts, it increments its cut counter by n. A cut counters of a node is obtained from the current value of the cut counter of the processor that created it. Once the cut counter of a node is initialized it is never changed.
When a processor encounters a cut it should ideally cut all branches to the right up to the point where the cut was introduced (its cut boundary node). However, if this cut is not in the leftmost branch, then incorrect pruning may result since this cut may itself be pruned by a younger cut to the left. Thus, a cut should prune only those branches which will get pruned even if the cut in question was itself pruned by another cut to the left. The cut counter is used to recognize such branches. When a processor executes a cut, it checks if any of the nodes between the current node (the node where the cut is being executed) and the cut boundary node of this cut:
have alternatives to the left and a cut counter value exceeding that of the processor's; or have alternatives to the left and are marked with the cut boundary ag.
If either of the above condition holds, the processor must postpone completion of the \higher" part of the cut. By completion of higher part of the cut we mean pruning of branches above the lowest such node where one of the above conditions holds true. When the processor's cut counter value is less than that of node's and it is not in the leftmost branch with respect to the corresponding cut boundary node, it means the there may still exist a younger cut to the left. An older cut is always in the danger of getting pruned itself, if it is not in the leftmost branch with respect to its cut boundary node. Figure 11 shows an example of pruning in a search tree decorated with cut counters and cut boundary ags. The fastest processor, p, is shown shaded. Processor p tries rst to execute ! (3) , that is, to prune alternatives for nodes B and C. Node B is ! (3) 's cut boundary node. Although not leftmost for C, p's CutC has the same value as the C's CutC, and C's cut boundary ag is false, therefore p can prune alternatives in C to the right. Moving up, ! (3) 's cut boundary node, namely B, is reached, therefore p can also prune branches to the right in B.
The state after pruning B and C is shown in gure 12. Note that after executing ! (3) , p has a single cut to execute, and its cut counter is decreased to 1. Imagine now that again p executes b very quickly and tries to execute ! (2) next. Processor p is still not leftmost at C, and because its cut counter is smaller than B's CutC, p cannot try to prune any higher. This corresponds to the branch to the left executing ! (3) , and pruning p's branch, but then failing in b, hence preventing execution of ! (2) . Only if d fails meanwhile, making p's branch leftmost, will p be able to prune at node A.
Having described how a cut is implemented in a purely or-parallel system, we now explain its implementation in an and-or parallel system based on C-trees (note that implementation of cuts in purely and-parallel systems is fairly straightforward and, therefore. we do not discuss it here). Once again we make use of the topological similarity between the purely or-parallel tree and the C-tree of a query, which allows us to directly import all the techniques and algorithms developed for a purely or-parallel model into our and-or parallel model. Thus, to support cuts in the C-trees, we maintain a cut counter and a cut boundary ag in each choicepoint node and a cut counter for each worker. All the actions that are needed for executing the cut in the purely or-parallel tree are mapped directly into the C-tree. Essentially, all nodes in the C-tree corresponding to the nodes that would be in the scope of the cut in the equivalent purely orparallel tree would be cut (see Figure 13 ). The algorithm that accomplishes this is given below. The only complication arises when a execution of a cut causes pruning in an and-parallel goal in a CGE and while moving up to prune further, the pruning team encounters a c-node. Pruning in this case should proceed into the and-parallel goal to the left. The procedure cut(n, cut level) is invoked when a cut is encountered during execution; n is the node in which the cut is encountered and cut level is the level in the tree up to which pruning has to be done. The algorithm treats or-nodes as discussed previously, and guarantees the correct pruning of alternatives below c-nodes. Note that WAIT can be implemented as a busy wait, i.e., the team waits for the if condition to become true, or as a suspension, i.e., the team suspends execution to nd work elsewhere and this cut is retried later (possibly by another team). Also, note that the invocation of prune tree(n) in prune trees interrupts all the teams active in a subtree rooted at n, the subtree is removed, and the teams look for new work outside the pruned part of the tree.
Note that, as mentioned, a cut in one and-parallel goal may also need to prune subtrees of sibling and-goals to the left. This can happen if: execution of cut after goal c should also prune branches in goals a and b. In this case, either the c-node is complete and we can prune as long as we are leftmost, or and-tasks are still executing. Some optimizations are then possible. First, pruning in b may be performed as soon as b reaches a solution regardless of a. Second, if the subgoal b does not contain any side-e ects, pruning of a may be performed as soon as a completes, that is without having to wait for b (this is because either b succeeds and hence pruning should be done, or b deterministically fails, the entire computation fails, and hence doing pruning will not a ect the nal result).
Conclusion
In this paper we argued that supporting full Prolog is crucially important in an and-or parallel logic programming system. We showed that, in general, dynamic approaches to supporting sidee ects and cuts require no user intervention and exploit more parallelism compared to static approaches that partially sequentialize logic programs or require the programmer to divide a program into sequential and parallel parts. We also argued that it is easier to support full Prolog in models that use goal recomputation rather than those that reuse solutions. We presented an abstraction called Composition Tree that permits and-or parallel execution with goal recomputation. We presented complete and e cient techniques for supporting extra-logical predicates in one such and-or parallel model based on the Composition-tree abstraction|the Paged Binding Arrays model, which uses an extension of binding arrays to support multiple environments. Our techniques rely on proven and e cient techniques used for purely or-parallel and purely and-parallel systems, and hence we believe they will be quite e cient. The algorithms presented above are being incorporated in the implementation of the PBA model. The underlying principles of our approach to supporting side-e ects and cuts in and-or parallel systems are quite general and can be applied to other models as well, even to those that have dependent and-parallelism, such as Prometheus 24] and IDIOM (with recomputation) 10].
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If ! in node N3 is executed before ! in node N4 then the node N5 may be wrongly pruned. This is because in sequential execution ! in node N4 would prune node N3, and if test in node N4 fails then N5 would not be pruned and would be explored next. ?-q.
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The figure shows the or-parallel execution for a query q. Black nodes are nodes with cut boundary flag set. For each node the goal list and the value of the cut counter is shown. Arrows represent active processors. The processor corresponding to the shaded arrow executes !(3) and !(2) before any other cut gets executed.
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Consider the cut after b2 corresponding to solution a2 for a. The scope of this cut is shown by the dotted closed area, both for the C-tree as well as for its equivalent or-parallel tree. Nodes can be pruned only upto the point where the "locally leftmost" check succeeds. Thus, only node b3 can be pruned. The others will be pruned only after c-node C1 and branch b1 in c-node C2 have finished. The information that some pruning may be needed later, is recorded in the subroot node of b2 in subtree of goal b of c-node C2. 
