Abstract Biogeochemical models such as DailyDayCent (DDC) are increasingly used to help quantify the emissions of green-house gasses across different ecosystems and climates. For this use they require parameterisation to represent a heterogeneous region or are site specific and scaled upwards. This requires information on inputs such as climate, soil, land-use and land management. However, each input has an associated uncertainty, which propagates through the model to create an uncertainty in the modelled outputs.
Introduction
Since the beginning of the industrial revolution there has been a 19 % increase in the concentration of nitrous oxide (N 2 O) in the atmosphere (WMO 2010) . N 2 O is an important greenhouse gas (GHG) due to its global warming potential, which is 298 times that of CO 2 (IPCC 2007) . Soil, after fertilizer manufacturing, is one of the primary sources of N 2 O and is produced as an intermediate product of nitrification and denitrification. The magnitude of N 2 O emissions is dependent on a number of factors such as the available mineral N, temperature, precipitation and soil texture (Bouwman et al. 2002; Abdalla et al. 2010; Van Kessel et al. 2013) . As agriculture has intensified, increased nitrogen inputs through mineral fertilisers and manures have led an increase of N 2 O emissions (Jones et al. 2007 (Jones et al. , 2011 . Despite the increase in the number of studies monitoring N 2 O emissions from soil there is still considerable uncertainty in estimating emissions of N 2 O. This is due in part to the temporal and spatial variations in N 2 O fluxes (Mishurov and Kiely 2010; Rafique et al. 2011) . Over the last few decades, process based models, such as DailyDayCent (DDC), have been developed to help improve our understanding of ecosystem processes.
More recently these models are becoming increasingly used to project temporal and spatial estimates of greenhouse gasses (GHG) fluxes from different ecosystems and climate zones Del Grosso et al. 2010; Bell et al. 2012 ). Therefore they can be used as a tool to inform policy decisions, and also improve inventory reporting of GHG fluxes.
To have confidence in model projections, an assessment the sensitivity in the modelled outputs that result from input uncertainty is required Hastings et al. 2010; . This is because ecosystem models are often parameterized to represent either a proportion of heterogeneity in a region , or are scaled up from site-specific applications. On a site level the inputs which are used to drive the model have an associated uncertainty due to either measurement or spatial uncertainty. Therefore the aim of this study is to analyse the propagation of uncertainties in key climate and soil model inputs on modelled N 2 O emissions at an experimental cropland site using DDC (Parton et al. 1998 ). To do this we parameterised DDC with site specific soil, climate, crop and land management information. Without changing any internal model parameters, or tuning to match N 2 O fluxes, we applied the model with no further calibration for all fertilizer application rates at the long term UK cropland experimental site. Modelled N 2 O fluxes and yield estimates were then compared to measured values. The key input variables were defined and their uncertainty range was estimated from published literature. We then performed a sensitivity analysis to investigate the impact of changes in a single input value on N 2 O fluxes for each variable. Finally using Monte Carlo simulations we investigated if the random combinations of all input variables within their pre-defined uncertainty ranges may have on annual N 2 O emissions and crop yields.
Materials and methods

Site description
The Grange field experimental site is located at the ADAS Gleadthorpe Land Research Centre in North Nottinghamshire (Latitude: 53°13 0 N; Longitude: 1°07W). The mean annual rainfall is 600 mm and mean annual temperature is 9.9°C. The soil type is characterised as a sandy silt loam soil with soil pH and bulk density of 6 and 1.12 g cm -3 respectively. Grange field is a long term arable site with no organic material applied for at least 3 years prior to the beginning of the experiment. Winter wheat (Triticum aestivum) was sown on the 5th of October 2007 and subsequently harvested on the 29th of August 2008. The experimental site was split into six sub plots with one control plot (no fertiliser applied) and the remaining five with an increasing target rate of ammonium nitrate fertiliser (AN) to be applied (Table 1) Grosso et al. 2005 ) is a daily time-step biogeochemical model, developed from the CENTURY model (Parton et al. 1998) .The model simulates the flows of C and N between the atmosphere, soil and vegetation for different plant production systems including croplands, grasslands and forestry. A more detailed description of the model is given by Parton et al. (1998) , however in general the DDC model contains above and below-ground biomass pools, a microbial pool and three soil organic matter (SOM) pools. Each SOM pool has a different decomposition rate through which C and N flows through these different pools (Parton et al. 1998) . The other important sub-models are, the water budget, leaching and soil temperature and the Nitrogen submodel which estimates emissions of N 2 O due to both nitrification and denitrification.
The key input parameters for DDC, which drive model simulations, are maximum and minimum temperature, precipitation, harvest, fertilisation and tillage events and also soil texture data. Inputs are given in a maximum of 12 input files, and each file contains information on different input variables (Parton et al. 1998) . For example, the fertiliser input file contains information on fertiliser type and application rate. The model simulates crop growth, and the subsequent fluxes of N and C, using a daily time step which is controlled through the schedule file. This allows for events such as fertilisation, harvesting and tillage events can be scheduled on a daily basis d during the experimental period, and also for preceding years. To calibrate the DDC model we initially established a soil carbon (C) equilibrium, by modelling native vegetation and its C input for the previous 1,900 years. Following an initial ploughing event, we then modelled grassland at minimal fertiliser rates for 100 years, to ensure that N within the soils was not a limiting factor. This was then followed by (a) a 10 year period of modern management practices and (b) site-specific management where input information for the Gleadthorpe experimental site was available (as described in ''Site description'' section). Only crop parameters, such as above-ground dry matter (PRDX), were adjusted to match site information (Chamberlain et al. 2011) , and the model was subsequently applied using a generic parameterisation without plot-specific calibration to the emissions data, i.e. the same parameterisation was applied across all target application rates. In addition the same crop parameter values were used for each experimental plot therefore any difference in crop growth was based on how the model interprets the effect of N fertiliser application on plant growth. Modelled daily N 2 O fluxes were then compared with their corresponding measured N 2 O fluxes and available yield data for the control and different target fertiliser application plots to assess model performance. These simulations formed the baseline runs for the subsequent sensitivity and uncertainty analyses.
Sensitivity and input uncertainty analysis
Key soil and climate inputs have an associated uncertainty in their measured value which can propagate through a biogeochemical model and as a result change estimated baseline values. The uncertainty range in the site inputs used in this study are similar to those used by Hastings et al. (2010) and are outlined in Table 2 . To evaluate model behaviour to uncertainty in each of the inputs, we assumed the site value is the median point and then simulated a 10-step-wise change in the key site parameters. Each step change was at equal intervals and the increase or decrease in the range of values simulated was constrained by the maximum and minimum values outlined in Table 2 . For each simulation, only a single input was varied and all other soil and climate inputs remained at the original site level. With regards to the climate inputs DDC uses daily climate values therefore a 1°C or 1 mm increase or decrease refer to daily values. Additionally daily values were only changed for the experimental period. Using Monte Carlo simulations we then tested the potential interaction uncertainty in the soil and climate inputs have on modelled outputs We assumed each input and its range of values had an equal weight and is independent of other variables. We then sub-sampled 10,000 unique combinations of all inputs over their uncertainty ranges and simulated their potential impact on N 2 O emissions and crop yields. Smith et al. (1997) and described in more detail in Smith and Smith (2007) .
As the sensitivity analysis requires a single parameter to be varied by ten steps, within the range defined in Table 2 , there were ten simulations of daily N 2 O fluxes over the experimental year. Therefore, to test the potential impact each individual input has on N 2 O fluxes and crop yields we firstly calculated the variance in modelled daily estimates across the ten datasets. From this we then found the best-fit regression equation, using Minitab TM , between the variance in daily N 2 O fluxes or increase in aboveground carbon across the sensitivity analysis to the baseline values derived using the original site inputs. This allowed an assessment of how uncertainty in each input propagates through the model, or more specifically, if the uncertainty propagation is linear or non-linear. This analysis was performed separately for each parameter varied and for each site.
To express the percentage contribution of each input to the range of annual emissions simulated as a result of input uncertainty, we calculated the contribution index (%) of each parameter according the formula (Vose 2000; Gottschalk et al. 2007 ):
where c i is the contribution index (%) in factor i, r g is the standard deviation in the total uncertainty (across the Monte Carlo simulations), r i is the standard deviation of the range of values simulated as part of the ten step sensitivity analysis of the input, i, where i, is the specific input of interest at the time and i max is the total number of model input factors considered. This provides a quantitative assessment of the order of importance of each input parameter to total uncertainty: where the higher the percentage value the more important the input is to total uncertainty.
Results
Site simulation With the exception of one plot: 140 kg N ha -1 , modelled N 2 O fluxes were both of a similar magnitude and exhibited a statistically significant correlation with their corresponding measured values. When replicate measurements were considered there was no significant bias or error between modelled and measured values. Over the experimental year, the pattern of increase in annual N 2 O emissions followed modelled estimates. However, DDC tended to underestimate annual emissions between 4 and 25 % in each experimental plot (Table 3a) , but modelled estimates mostly fell within the range of measured values. The exception was for the experimental plot with a target application rate of 140 kg N ha -1 . Here modelled annual N 2 O emissions were 25 % lower than the average measured values, and modelled estimates also fell well outside the range of measured values (Table 3a) . Yield estimates were only available for the 210 kg N ha -1 experimental plot at 5.92 Mg ha -1 , the corresponding modelled values for the same plot were estimated to be 5.96 Mg ha -1 or a 1 % overestimation of the yield by DDC (Table 3b) . Sensitivity analysis (Table 4a , f). Decreasing site bulk density, within the defined range, led to an increase in annual N 2 O emissions of between 7 and 12 % in each experimental plot (Table 4a -f). DDC was also sensitive to changes in clay content which were varied by ±20 % from the original site value. Increasing site clay content led to a decrease in annual emissions of between 6 and 10 % across all the experimental plots (Table 4a-f). Decreasing clay content only had a very small effect on annual emissions which only increased by between 2 and 3 %. In addition the propagation of input uncertainty to changes in both clay content and bulk density was linear as in terms of daily fluxes there was only a slight increase or decrease in values and no change in the pattern of emissions.
As stated previously, daily precipitation was varied within a range of ±1 mm per day. Decreasing daily values led to a small decrease in annual estimates of between 2 and 3 % across all experimental plots (Table 4a-f). DDC was more sensitive to increases in daily precipitation. Where values were increased up to and including 1 mm per day there was an increase in annual emissions of between 6 and 13 % in all the experimental plots (Table 4a- plot, increasing daily temperature led to a 6 and 17 % increase in annual emissions, respectively. Decreasing daily temperatures led to a 27 and 3 % increase in annual emissions, respectively (Table 4a, f). For both inputs when we compared the baseline fluxes with the variance in N 2 O emissions the relation was of a third order and the correlation coefficient for the linearity in these relationships decreased. This was because changing the climate inputs led to a change in the pattern of emissions in line with changes in for example changes in precipitation. DDC exhibited the largest sensitivity to changes in soil pH, to which the response was an order of magnitude greater than to changes in other inputs. In each experimental plot decreasing soil pH led to an increase in N 2 O fluxes, with the magnitude of increase dependent on the rate of N applied. The largest increase in annual N 2 O emissions was in the control plot, where the average annual emissions after the sensitivity analysis were three times greater than baseline estimates in the control plot (Table 4a ). Whereas, in the 350 kg N ha -1 application plot the average annual emissions doubled (Table 4f) . Similarly, increasing soil pH up to and including 1 pH unit led to a decrease in annual N 2 O emissions of between 30 and 19 % in the control and 350 kg N ha -1 plots, respectively. When we fitted a regression line between the variations in daily N 2 O fluxes due to changes in site pH as part of the sensitivity analysis and baseline estimates we found that uncertainty propagation was of a second order. Yield estimates Table 5a -f represents the baseline crop yields using the Grange field site values and the mean annual crop yields when inputs were increased (mean ?'ve) or decreased site value (mean -'ve) from the site value. The results of the regression analysis between the variance in daily increase in aboveground C across the 10 step change in each input and the corresponding baseline daily values are outlined in Table 5a -f. Values here are based on the same stepwise change in the climate and soil inputs as outlined in Table 2 and ''N 2 O fluxes'' section. Crop yield responses differed to those for N 2 O fluxes. For example, any change in temperature led to a decrease of only approximately 2 % in crop yield across all experimental plots (Table 5a -f). DDC exhibited a small sensitivity to changes in daily precipitation and when values were changed by ±1 mm per day, there was an average increase of 3 % and decrease of 8 % in crop yields, respectively, across all experimental plots. Varying bulk density by ±0.2 g cm -3 also led to an increase of between 8 and 10 % in crop yields when values were changed from the default value. Similarly, decreasing bulk density from the site value led to a decrease of approximately 3 % in crop yields (Table 5a-f). This was also true for changes in clay content, where for example, in the control plot, increases or decreases by a maximum of 20 % led to an increase in crop yields of 3 and 9 %, respectively (Table 5a-f). For these inputs the relationship between baseline annual crop growth and variation in crop growth during the year (R 2 = 1) and of a first order.
Soil pH had the largest effect on crop yields but change in yields in response to changing pH were smaller than those observed for annual N 2 O emissions. When soil pH was increased up to and including 1 pH unit there was an increase of 46 and 25 % in crop yield in the control and 350 kg N ha -1 application plots, respectively. The percentage difference in the remaining plots fell within this range; as fertiliser rates increased the percentage difference decreased (Table 5a-f). Similarly, decreasing soil pH led to a decrease in crop yields of between 24 and 42 %. Variance in annual crop growth and baseline estimates were linear (R 2 = 1) but were of a third order this was because over the year the pattern of growth was the same however the rate of C accumulation by the plant differed especially after N application.
Monte Carlo simulations N 2 O fluxes
Baseline annual N 2 O emissions and the mean of the annual N 2 O emissions that were higher or lower than the baseline estimates across the Monte Carlo simulations are outlined in Table 6a . In the control plot, the maximum and minimum annual N 2 O emissions were 11.9 and 0.9 kg N 2 O-N ha -1 year -1 , respectively. The standard deviation in the range of values simulated by DDC across all combinations was 2.8 kg N 2 O-N ha -1 year -1 , which is 180 % of the site value. The magnitude of change in average annual N 2 O emissions and the standard deviation in the range of values were also relatively large in the remaining experimental plots. However, the value of the standard deviation when expressed as a percentage of the annual baseline estimate decreased as fertiliser N rates increased (Table 4a-f). For example in the 70 kg N ha -1 plot, the maximum and minimum annual emissions simulated across the 10,000 random combinations was 12.1 and 1.09 kg N 2 O-N ha
, respectively. The standard deviation in the range of values was 2.8 kg N 2 O-N ha -1 year -1 and this represents 150 % of the annual baseline value. In the 350 kg N ha -1 application plot, the maximum and minimum annual emissions were 12.2 and 2.66 kg N 2-O-N ha -1 year -1 , respectively. The standard deviation in the range of values was 2.6 kg N 2 O-N ha -1 year -1 , which was 85 % of the baseline annual emissions, and was smaller than for the other experimental plots (Table 4a-f). For each experimental plot, the magnitude of emissions derived from the Monte Carlo simulations was smaller in magnitude than the uncertainty range of the input parameter soil pH, to which DDC exhibited the largest sensitivity. This reflects the non-linearity of the response of the model when simulating N 2 O fluxes to changes in inputs (Table 4a -f).
Yield estimates
Baseline crop yields and the mean of the crop yields that were higher or lower than baseline values simulated across the Monte Carlo analysis are outlined in Table 6b . Values are based on the same random combinations of changes in the site inputs as used in ''N 2 O fluxes'' section. As with N 2 O emissions, the average change in crop yields was smaller than the uncertainty range for soil pH reflecting the nonlinearity of the response to changes in the different inputs (Table 5a-f). In addition, even as the N application rate increased, the maximum crop yield never changes, but the minimum and standard deviation in the range of values decreased. For example, in the control plot, the maximum and minimum crop yields were a maximum of 9.7 and 1.75 Mg ha -1 ; the standard deviation was 3.91 Mg ha -1 , which is approximately 68 % of the mean. In the 350 kg N ha -1 fertiliser plot, the maximum and minimum yields were 9.7 and 3.15 Mg ha -1 ; the standard deviation was 2.1 Mg ha -1 , which is approximately 31 % of the mean. Results of the regression test with up to 3rd order fit are also included. The R 2 values represent the correlation coefficient between the baseline daily increment in aboveground C and the variation in the daily values across the ten datasets generated in the input sensitivity analysis a Values represent the mean crop yields where the input simulated is increased from the site value b Values represent the mean crop yields where the input simulated is decreased from the site value
The relative importance of different input parameters in contributing to model output
The contribution index details the order of the importance of each input to modelled estimates simulated over the Monte Carlo simulations. Figures 2a, b and 3a , b outline the contribution of each individual site input to the uncertainty in modelled N 2 O emissions and crop yields, respectively. Values are expressed as the normalized percentage change in the standard deviation of the range of values (i.e. N 2 O emissions or crop yields) simulated after the sensitivity analysis of each individual input with respect to the standard deviation of the outputs from the Monte Carlo simulations. For each plot the percentage contribution for both annual N 2 O emissions and crop yield followed a similar pattern therefore for ease of presentation only values from the control and 350 kg N ha -1 are presented here. In terms of annual N 2 O emissions, uncertainty in soil pH accounts for between 70 and 76 % of the range of emissions across the different experimental plots. In addition as the rate of N application increased from zero to 350 kg N ha -1 the percentage contribution of soil pH decreased (Fig. 2a,  b) .The order of the contribution of the remaining inputs in descending order was: temperature, bulk density, precipitation and clay content. However, the difference in the percentage contribution of each input was small with values ranging from 5 to 7 % and the order of the contribution of each input was the same for each experimental plot. Figure 3a , b represents the order of the importance of each site input to the uncertainty in modelled crop yields estimates. As with uncertainty in annual N 2 O emissions for each experimental plot, uncertainty in soil pH is the most important factor, accounting for between 62 and 71 % of the variation in crop yields. The contribution of the remaining inputs, however, varies between the different experimental plots. In the control plot and plots with a low N application rate (70 and 140 kg N ha -1 ) clay content and bulk density were the second to fourth most important inputs with each accounting for between 10 and 6 % of the total uncertainty, respectively. In the experimental plots with a higher N application rates; 210 and 280 kg N ha -1 , the same inputs: clay content, bulk density and precipitation all were of an equal importance, contributing 10 % each to the range of values simulated. Finally, for the 350 kg N ha -1 plot precipitation was the second most important factor (13 %), followed by bulk density (11 %) and clay content (10 %), (Fig. 3b) . For each plot, temperature consistently accounted for only 2 % of the variation in the range of emissions.
Discussion
This study aimed to test if the DDC model can adequately replicate both N 2 O fluxes and yield values from six different experimental plots located at the Grange field experimental site, and test the response of the model to uncertainties in input parameters. In terms of the baseline annual emissions of N 2 O, both the pattern and annual estimates across all the experimental plots was relatively accurate. Where modelled estimates were higher or lower than the average values model estimates tended to fall within the range of measured values. The exception to this was the 140 kg N ha -1 experimental plot. Measured annual emissions in this experimental plot were higher than the 210 kg N ha -1 plot. Typically, increasing N application rates in the DDC leads to a linear increase in the rate of N emitted therefore the model could not predict these higher rates of N emissions. Uncertainty in measured estimates of annual emissions on a field scale has been well documented and centre on the large spatial variation in N 2 O emissions (Moiser et al. 1998; Turner et al. 2008) . Where the spatial heterogeneity of the physical and biological factors that control the rate of N 2 O emissions coupled with the limited area static chambers cover mean that it is possible N 2 O emissions are over or underestimated (Chadwick et al. 2014) . Therefore, in this instance differences between the measured and modelled estimates in the 140 kg N ha -1 may be driven by uncertainties in measured values.
The range of values used in the sensitivity and uncertainty analysis were based on previous studies such as Hastings et al. (2010) , and aimed to reflect the variation in each input at a site level rather than on a spatial scale. This studies also included investigated the sensitivity of their respective model to changes in fertiliser application rates. However as the experimental design of the Grange field site involves increasing N application rates we know that these increasing rates propagate linearly through the model (R 2 = 1.0). Uncertainty propagation from soil and climate inputs were the same across all plots for both N 2 O fluxes and yield. However the uncertainty attributable to bulk density, clay content, temperature and precipitation were small when compared with that of soil pH. The underlying cause of the response of N 2 O and crop yields to changes in soil pH can be attributed to two aspects of model behaviour; (a) the movement of C and N through the different C pools and (b) interactions between pH and low or sub-zero temperatures. However it is important to note that the pH of this site was quite low at 6 and normally in crop management this would be the lowest limit accepted by the farmer to grow wheat, otherwise yields would be compromised, and would trigger a liming event. So our lower model step to pH 5 is an extreme event and causes a speciation change in the nitrogen compounds on the soil and creates an environment preferential to de-nitrification (Weslien et al. 2009; Rütting et al. 2013) .
The SOM sub-model within DDC contains three organic matter pools; active, slow and passive and the movement of C between these are dependent on numerous variables, such as initial organic matter content, crop type, climate and soil type (Parton et al. 1998 ). Tied to the SOM sub-model is the N sub-model and the movement of mineral N through the different organic matter pools is controlled by the movement of C via C:N ratios. In the absence of specific information on parameters such as initial soil C, DDC requires a period of native vegetation to be scheduled prior to current management activity. This allows for the total system C to be estimated, soil C equilibrium to be reached and the rate of C movement within the SOM sub model to be defined. As part of the sensitivity analysis, when soil pH was decreased at equal intervals up to and including 1 pH unit, the estimated system C was higher than baseline values. This led to an increase in crop yields, coupled with an increase in N 2 O emissions. Coupled with this, however, is the response of DDC to changes when average air temperatures fall below 0°C.
If average air temperature falls below 0°C, precipitation is interpreted by DDC to occur as snow fall (Parton et al. 1998) and if followed by an increase in average temperatures, snow melt occurs which can lead to a spike in N 2 O fluxes. Over the course of the experimental year on a number of occasions during the winter, air temperature fell below 0°C and then increased again above 0°C at the same time as precipitation occurred. This led to spikes in modelled N 2 O fluxes, over a couple of days the magnitude of which increased as N application increased. For example the maximum N 2 O flux was 25 g N 2 O-N ha -1 in the control plot and 28 g N 2 O-N ha -1 in the 350 kg N ha -1 plot. In addition, the contribution of these events to annual emissions decreased as N application rates increase; in the control plot they accounted for 7 % of annual emissions and in the 350 kg N ha -1 plot they accounted for 5 % of annual emissions. As described previously, decreasing soil pH led to DDC increase in total system C during the spin up phase and consequently an increase in daily N 2 O emissions and crop yields. This, coupled with the decreasing and increasing temperature patterns during the experimental year, meant that the peak N 2 O fluxes in response to climate were larger than the baseline peak N 2 O fluxes. For example when soil pH was decreased by 1 pH unit, the maximum peak N 2 O flux due to decreasing temperatures was 57 and 61 g N 2 O-N ha -1 day -1 in the control and 350 kg N ha -1 plots, respectively. To test if this was an important effect, we changed the temperature towards the end of the experimental period and gap filled it with the preceding days where the average temperature did not fall below zero degrees. Following this we then decreased the soil pH in equal intervals to the maximum value of 1 pH unit. With this experimental procedure, we found that changing soil pH still increased daily fluxes, but the spikes in N 2 O fluxes were no longer present, confirming the importance of correctly simulating freeze-thaw cycles, and simulating rain versus snowfall in the precipitation record. The importance of freeze thaw cycles has also been described in both field and laboratory based studies where these cycles were estimated to account for up 40 % of N 2 O emissions (Röver et al. 1998; Priemé and Christensen 2001) . With, peak emissions being attributed to trapped N 2 O or denitrification during thawing (Teepe et al. 2001) . Changes in bulk density and clay content had a similar effect on soil C content, however, as DDC was less sensitive to changes in these inputs and the overall effect was smaller.
The climate inputs affect the annual N 2 O emissions in a different manner, since temperature and precipitation values were varied on a daily basis over the experimental period, therefore they do not alter the equilibrium phase of the simulations. Therefore, while the magnitude of emissions simulated by DDC can increase or decrease, the pattern of emissions can also slightly changed. This is because the climate inputs control the potential evapotranspiration (PET) and soil decomposition rates. For example, changes in precipitation can extend dry periods or can lead to soil saturation. Over the experimental year, Grange field was relatively dry with a total rainfall of 655 mm when daily precipitation values were increased up to 1 mm per day therefore fluxes of N 2 O were simulated by DDC which were absent in baseline runs, although the overall effect on annual estimates was small. Changes in daily temperature also had a similar effect, especially towards the end of the experimental year, where decreasing daily values led to an increase in the number of the spikes in N 2 O emissions which were of the same magnitude as those found in baseline runs. For example, in the control plot when temperature values were decreased by 1°C, annual emissions were 30 % higher than baseline estimates. Increasing daily temperatures removed some of the spikes in simulated N 2 O, but annual emissions remained very similar to baseline estimates.
While DDC can provide a good baseline estimate of annual N 2 O emissions and crop yields, uncertainty in the inputs can lead to a relatively large variation in the range of values simulates. While the uncertainty driven by the sensitivity of the DDC model to changes in soil pH this response may not be entirely unexpected especially when we consider that the initial soil type at Grange field was slightly acidic. Based on experimental evidence, lowering soil pH can reduce the reduction of N 2 O gas produced in the soil, and thereby increase the rate of N 2 O emissions (Š imek and Cooper 2002; Mkhabela et al. 2006; Weslien et al. 2009 ; Van den Heuvel et al. 2011) . While changing soil pH by one pH unit may be an overestimate of the actual range of values found in the site experimental plot, t the range of values used in the sensitivity analysis is based on potential uncertainty in site values from previously published work.
When expressed as a percentage of baseline emissions, the standard deviation of N 2 O emissions from the uncertainty in the inputs, where all input parameters were varied within their respective ranges, was largest for the control plot and decreased with increasing N application rate. This is because the baseline N 2 O flux is lower at lower N application rates, so the model is more responsive to other drivers affecting N mineralisation, nitrification and denitrification of soil N, when external N is limited. The signal from these soil processes, as influenced by changes in the input parameters, declines as external inputs of N increase.
This study shows that the DDC model can adequately simulate cropland N2O fluxes under UK conditions, and that the model is sensitive to a number of input parameters. In addition our results showed that uncertainty in these inputs can propagate through the model and alter the pattern of N 2 O fluxes or crop growth during the year (e.g. precipitation) or just the magnitude (e.g. bulk density). Reducing uncertainty in these input parameters will lead to more accurate simulations, with an accurate estimate of soil pH being most important for accurately simulating N 2 O emissions.
