Networks are often used to describe adaptive social systems, where individual (node) 19 behaviour generates network-level structures that influence subsequent individual-level 20 behaviour. To address questions about the dynamics of network structure in these systems, there 21 is a need to analyze networks through time. Various statistical methods exist for estimating the 22 behaviour of networks in time, in terms of both time-ordered and time-aggregated networks. In 23 this paper, we discuss three main analytical steps for the analysis of time-aggregated network 24 data: 1) aggregation choices, 2) null-model comparisons, and 3) constructing, parameterizing, 25 and making inferences from time series models. We then present a custom R package, netTS, 26 which facilitates these steps. Observed grooming data from a group of vervet monkeys, a highly 27 social primate species, is used as an example to highlight three potential analyses: 1) quantifying 28 the stability of network-level social structures through time, 2) identifying keystone nodes 29 driving/maintaining network structures, and 3) quantifying the interdependence between node 30 behaviour through time. In particular, we highlight the role of bootstrapping, permutation, and 31 simulation as critical components in the analysis of time-aggregated networks. 32 33
: Overview of using a moving window approach to extract network measures over time: 106 The ability to alter the window size and shift introduces the possibility of multiple scales 107 being chosen. With the possibility of longer window sizes, more data is aggregated together 108 within each network. The lower limit to window size choices can, to some extent, be specified by 109 the fact that as the size gets too small, the network measures become progressively noisier (see 110 the bootstrap method discussed below). The upper limit however, apart from the maximum time 111 scale of the dataset, has no a prior limit and will increasingly capture longer-term trends. In 112 some cases, depending on the temporal dynamics of the systems of interest, there are potentially 113 "natural" scales (Caceres, Berger-Wolf & Grossman 2011). In general however, apart from 114 attempting to identify one optimal window size, it is likely the case that the way a pattern of 115 interest changes depending on the time scale chosen will itself be of great interest. 116 The amount to shift a window through time will affect the scale at which change occurs, with 117 smaller window shifts capturing shorter time-scale changes. Similarly, smaller window shift 118 choices will also increase the amount of autocorrelation in the time series, as subsequent window 119 aggregations will share much the same relational data. Depending on the method being employed 120 to analyze these data, this can present a challenge, as some statistical methods are better at 121 modeling or accounting for temporal autocorrelation. Once a window size and shift has been selected, and a time series of networks generated, 125 it is possible to use network metrics at the scale of the network, node, or dyad (Newman 2010).
Window size choices
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A few common metrics are built in to the netTS package, but in general the network measure 127 required is a user-specified function. This function takes a network as input and returns a value, 128 or vector of values, in the case of node or dyadic measures (e.g., Fig. 2 ). By using user-generated 129 functions, the package can take advantage of the wide range of network measures available, 130 without constraining users to a pre-specified list of options. and returns a single value of effort. The netTS package provides two functions. The first 145 approach sums the total time (effort.time), based on the first and last sample time of each day 146 within a window. This method assumes equal sampling effort throughout the day and could be 147 useful for data collected ad libitum throughout a sampling day. The second approach uses a 148 unique ID number for each scan event (effort.scan). It assumes that events are captured within 149 set scanning periods, with each period given a unique ID, and would be suitable for sampling 150 regimes where periodic scans are used to collect data. As sampling effort will vary by dataset 151 and collection method, it is also possible to construct user defined effort functions. To assess the accuracy of a network measure, we use a bootstrap approach on the event data 154 used to create the network. Applying this method, it is possible to take multiple bootstrap samples of the event data within a time aggregated window, create a network with the 156 bootstrapped sample, calculate a network measure, and then estimate the correlation between 157 measures in the bootstrapped networks and the observed network. Higher correlation estimates 158 indicate that the network measure is robust to bootstrapped sampling, suggesting that sampling is 159 adequate to provide a good measurement. This test can be advantageous for detecting the lower 160 threshold for the window size choices. help refine how the observed pattern is different (Farine 2017) . We could decide to take all 171 grooming events and randomly distribute them between nodes to generate a null model.
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Similarly, we could maintain that some individuals are more present in grooming events than 173 others by permuting individuals between grooming events. We can then compare the observed 174 network to those null models to make inferences about how it differs or not. By performing 175 permutations for each time-aggregated network, it allows for estimations of how the network 176 diverges from the null model through time (e.g., is it consistently different, or are there only 177 certain times/seasons where there is difference?). In the netTS package, we provide some 178 predefined permutation methods, but also allow for user-specified permutation functions that will 179 take an event data frame as input and return a range of network measurement values. 226 We first vary the window size from 10 days to 200 days to see how the variance in edge 227 density changes. The idea here is that at small window sizes, the density will be consistently low, 228 reducing variation. Similarly, at high window sizes, the density will be saturated, resulting again 229 in low variation across time. We therefore look for window sizes that maximize the variation in 230 edge density (Fig. 4 ). In this case variation in edge density showed a peak around 33 days ( Fig.   231 4a). 
Assess window size choice
236
The colours of the vertical lines in a) correspond to colours of lines in b).
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To highlight how window size choices impact subsequent network measures we plot mean 238 node out-strength over time for a range of window sizes. We use the bootstrap test in order to 239 identify the lower end of possible window size choice (Fig. 5) . The results suggest that, given the 240 temporal resolution of the vervet data network, measurement accuracy is reduced in window 241 sizes below 30 days. Notably, the consistently high similarity between the bootstrapped networks 242 and observed networks, using a 30-day window, suggests that the window size identified by the 243 maximum variation in edge density (i.e., 33 days) results in robust networks. are seen involved in grooming the same. We then tested for differences between the pattern of 257 "random" grooming and our observed grooming patterns through time. We used this approach to 258 assess the consistency of mean out-degree (the number of partners groomed) and mean The observed values are presented as blue points, and the 95% quantiles generated 265 through permutations are presented as a pink ribbon. 266 We can see from figure 6 that, within the group, out-degree is consistently lower than expected 267 with random grooming interactions, i.e., that individuals are more selective with whom they 268 groom compared to random. Whereas, in the case of group centrality, there is less differentiation 269 between random and observed networks, with only occasional times when mean eigenvector 270 centrality is not lower than expected by chance. 271 We can similarly evaluate the stability of both a particular network structure (e.g., mean out- We found that in the case of grooming structure within the vervet monkey group, we see that the 282 network remains similar between 10-day shifts, except for a noticeable spike around October 283 2015 ( Fig. 7a ). In the overall network structure, we also found a steady decline from the 284 beginning of 2015, with a slight increase in similarity in early-2016 ( Fig. 7b ). eigenvector centrality of the network. We allowed this effect to vary by individual by using a 294 random slope for the effect of out-grooming. If this random slope turns out to be negligible, it 295 would suggest that out-grooming behaviour for all individuals has the same effect on group 296 centrality structure. We also control for seasonal effects via a circular basis spline on day-of- 297 year, and model dependence in the residuals using an AR1 process. We fit the model with the 298 brms package following a Bayesian approach (Bürkner 2017 ).
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The model suggests that there are some differences between individuals in the effect of their away from the mean effect: i.e., blue is lower than the mean, and red is above the mean effect.
311
Shading indicates the 95% credible intervals for each line. Each line is also given labels based on 312 the name of the individual to aid in identifying those individuals having either a more positive or 313 negative effect on eigenvector centrality. 314 We then use simulated data, using a known underlying grooming networks, to aid in making The ability to extract network measures as time series affords many analytical options. As an 332 example, a multivariate autoregressive model (MAR, also known as vector autoregression) was 333 used to estimate the dependency between individual measures of grooming behaviour in our 334 vervet group (Ives et al. 2003) . This allowed us to test whether individual changes in out-335 grooming behaviour are correlated among individuals, i.e., do some individuals show 336 coordinated out-grooming behaviour. 337 We used simulated data to help construct and interpret the MAR model. We simulated two suggested that given our data the MAR is likely to detect correlated out-grooming, however the 358 results, given our statistical model and the data collected, are likely to be noisy. To help 359 parameterize the model to make better inferences, the simulated data with no pattern was used to 360 help choose priors, reducing the chance of false positives. Similarly, the simulation with a known 361 pattern found that the best results were achieved when non-overlapping windows were extracted 362 using nodeTS.
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The results from the MAR model run on the observed data suggested only a weak 364 interdependence between individual out-grooming behaviours, with positive correlation 365 estimates of 0.31 between Laur and Tear and, 0.34 between Alla and Zool (Fig. 10 ).
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Interestingly, in the case of the Laur-Tear dyad, individually, they are also estimated to have a 367 higher than average positive effect on the centrality of the grooming social network of the group.
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This suggests that when one increases/decreases grooming, so, too does the other, and that both 
