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ABSTRACT Recently, a new way to amplify DNA, called solid phase ampliﬁcation (SPA), has been introduced. SPA differs
from the traditional polymerase chain reaction (PCR) in the use of surface-bound instead of freely-diffusing primers to amplify
DNA. This limits the ampliﬁcation to two-dimensional surfaces and therefore allows the easy parallelization of DNA ampliﬁcation
in a single system. Furthermore, SPA could provide an alternate route to DNA target implantation on DNA chips for genomic
studies. Standard PCR processes are usually characterized (at least initially) by an exponential growth and a broad population
distribution, and they are well described by the theory of branching processes, wherein a generating function can be used to
obtain the probability distribution function for the population of offspring. This theoretical approach is not appropriate for SPA
because it cannot properly take into account the many-body (steric) and geometric effects in a quenched two-dimensional
environment. In this article, we propose a simple Lattice Monte Carlo technique to model SPA. We study the growth, stability, and
morphology of isolated DNA colonies under various conditions. Our results indicate that, in most cases, SPA is characterized by
a geometric growth and a rather sharp size distribution. Various non-ideal effects are studied, and we demonstrate that such
effects do not generally change the nature of the process, except in extreme cases.
INTRODUCTION
Since its invention in 1983, the polymerase chain reaction
(PCR) has transformed molecular biology by allowing re-
searchers to make unlimited copies of a single DNA frag-
ment in a matter of hours. PCR is usually performed by ﬁrst
mixing the necessary components in a vial. The ampliﬁca-
tion then takes place in all of the available volume. Usually,
only one target sequence is ampliﬁed for each PCR experi-
ment. This means that if different DNA strands are ampliﬁed
simultaneously (i.e., Multiplex PCR), they have to be sepa-
rated afterward (using, for example, gel electrophoresis; see
Pang et al., 2002). Recently, a new type of DNA ampliﬁca-
tion, called solid phase ampliﬁcation (SPA), has been intro-
duced by two different groups: Adessi et al. (2000) and Bing
et al. (1996). By attaching the primers to a solid surface, SPA
allows an ampliﬁcation limited to a well-deﬁned two-dimen-
sional area. Since it results in a spatially located ampliﬁca-
tion, it is possible to amplify a large number of different
DNA strands in the same experiment (i.e., onto the same
solid surface) without mixing them. This characteristic could
be very useful for the design of DNA chips.
It is common to make use of the theory of branching
processes to model PCR (Peccoud and Jacob, 1996). In this
framework, a generating function provides the probability
distribution function for the number of offspring, given the
initial number of molecules and the total number of PCR
cycles. However, the theory of branching processes is not
appropriate in the case of SPA because it cannot take into
account the many-body interactions in a quenched environ-
ment such as molecular crowding (a chain has less chance to
produce an offspring when surrounded by other chains).
Furthermore, such theories cannot provide any spatial or
density information. In this article, we propose a simple ap-
proach to modeling SPA. We reduce the system to a lattice
model where a given site can be either occupied by one DNA
molecule or left empty. Monte Carlo techniques are then
used to simulate the ampliﬁcation process, i.e., the growth of
the colony. The model is thus reminiscent of the models used
for the growth of tumors and bacterial colonies (Eden, 1961;
Meinhardt, 1982; Sams et al., 1997; Wagner et al., 1999;
Williams and Bjerknes, 1972; Ziqin and Boquan, 1995).
This article is organized as follows. The next section
describes and explains the PCR process and reviews the
standard way to model PCR, the branching process theory.
The following two sections then introduce the new technique
of solid phase DNA ampliﬁcation and our Monte Carlo
lattice model and results, respectively. We end with our
discussion and conclusions.
SOLUTION PCR
PCR is based on the activity of polymerase, a naturally
occurring enzyme that acts on a single stranded DNA frag-
ment (ssDNA) and generates its complementary strand. Two
characteristics of polymerase make PCR possible. First,
polymerase cannot copy a DNA chain without a short
sequence of nucleotides to ‘‘prime’’ the process, i.e., to get
the process started. This initial stretch of DNA is called
a primer. The primers are generated synthetically and are
designed to complement a speciﬁc sequence at one end of the
target sequence (the section of the DNA fragment that needs
to be ampliﬁed). The other essential characteristic of poly-
merase is that it can only act on one end (the 39-end) of the
primer. This comes from the structure of the sugar molecules
used in the DNA double helix. In a PCR experiment, two
primers are usually required (one for each strand). By
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carefully choosing these two primers, it is possible to
multiply a selected section of the total DNA fragment: only
the section contained between the two primers (the target
sequence) is then ampliﬁed (Fig. 1).
In a typical PCR experiment, the four necessary compo-
nents—piece(s) of DNA, large quantities of the four nucleo-
tides (adenine A, cytosine C, guanine G, and thymine T),
large quantities of the two primers, and DNA polymerases
—are mixed in an aqueous solution (the buffer, which is also
used to maintain proper pH and salt concentrations). The
PCR process itself usually consists of sequentially heating
(to denature the double-stranded DNA), cooling down (to
allow the primers to hybridize to the ssDNA fragments) and
reheating the mixture (to allow the polymerase to complete
the double helix). Those three steps are respectively called
denaturation, annealing, and extension (see Fig. 1). After
a few cycles, exact replicas of the target sequence have been
produced. In the subsequent cycles, dsDNA of both the
original molecules and the copies are used as templates.
Solution PCR is thus characterized, at least initially (after
a while, a lack of nucleotide and/or primer and/or enzyme
can affect the growth rate), by an exponential growth. After
several cycles, the pool is greatly enriched in pieces of DNA
containing the target sequence. In ;1 h, as many as n ¼ 25
cycles can be completed, giving up to a 225 ’ 67-million-
fold increase in the amount of the target sequence.
In practice, however, PCR ampliﬁcation is not perfect.
For example, a PCR thermal cycle can ﬁnish before the
polymerase has completely copied the DNA. The copy is
then said to be a sterile molecule and it is unable to replicate
in the following cycle. It is also possible that the molecule
simply does not ﬁnd a matching primer in the annealing
phase. These phenomena slow down the growth of the
population size. Therefore, the expected population grows
like;yn, with y\2 (typically y’ 1.9; see Bing et al., 1996).
Nonspeciﬁc hybridization of the primer can also occur and
can lead to the ampliﬁcation of nonspeciﬁc PCR products.
The case of a primer using the other primer as a template
leads to the formation of primer-dimers (Brownie et al.,
1997; Halford et al., 1999; Hogdall et al., 1999; Markoulatos
et al., 2002; Nazarenko et al., 2002; Wabuyele and Soper,
2001). Because they contain both primer annealing sites,
primer-dimers are valid templates and are ampliﬁed very
efﬁciently. They may even become the predominant PCR
product. To avoid mis-hybridization and the formation of
primer-dimers, great care must be taken in the primer design
and in the choice of experimental conditions. For example,
too short a primer (primer lengths of 18–30 bases are optimal
for most PCR applications), complementarity among the 39
ends of the two primers, low annealing temperatures, high
enzyme concentrations, and high primer concentrations have
all been shown to increase the frequency of primer-dimer
formation (Brownie et al., 1997; Markoulatos et al., 2002).
As previously mentioned, solution PCR leads, at least
initially, to an exponential ampliﬁcation of the target se-
quence. This is due to the fact that every molecule (the
original ones as well as the copies) can be duplicated at each
cycle. Solution PCR is thus characterized by the yield of the
reaction, p, which is the probability that a DNA molecule
produces a fertile copy during a cycle. The growth remains
exponential as long as p stays constant. It is the case for the
ﬁrst cycles because PCR is usually carried out with a large
excess of reagents (nucleotides, primers, and polymerases)
such that the DNAmolecules do not have to compete to copy
themselves. After a while (typically 20 cycles), however,
there are not enough reagents to satisfy all the DNA targets,
and both the reaction yield p and the growth rate decrease.
Unless the reaction yield p is equal to 1 or 0, PCR is
a random process. If we start with a single copy of the target,
the population could be anywhere between 1 and 2n after n
ampliﬁcation cycles. To simulate this ampliﬁcation, a simple
Monte Carlo procedure can obviously be useful. However,
since PCR is intrinsically a simple discrete process, branch-
ing theory can also be used (Peccoud and Jacob, 1996). This
straightforward, yet powerful theory allows one to quickly
FIGURE 1 Representation of the PCR process. A dsDNA fragment is ﬁrst
heated (a) to break the molecule into its two complementary fragments (b).
The solution is then cooled down to allow the primers to bind to their
complementary sequences along the DNA fragments (c). Finally the solution
is reheated to allow the polymerase to add nucleotides at the end of the
primers and eventually make a complementary copy of the template (d ).
Because the polymerase can only act on one end of the DNA (the 39 end), the
solution quickly consists almost exclusively of DNA fragments correspond-
ing to the target sequence located between the two selected primers (e).
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obtain the mean value of the DNA population and the
probability distribution of offspring using a generating func-
tion.
In the framework of the branching process theory, the
discrete growth of a population is written in terms of the





k ¼ p01 p1s1 p2s21 p3s31 . . . ; (1)
where pk is the probability that one molecule gives rise to k
molecules after one generation (i.e., after one PCR cycle in
our case). The probability distribution for the population
after n generations is given by the composition of the
generating function over itself n times:
PnðsÞ ¼ PðPn1ðsÞÞ; (2)
where the coefﬁcient of the sk term is then the probability of
having k molecules after n generations. Using this iterative
approach, it is possible to obtain the exact probability
distribution function for the population after n generations.
If the process is started with just one individual (m0 ¼ 1),
the expected population size after n generations,Mn, is given
by Bailey (1963) and Feller (1968) as
Mn ¼ ðP9ð1ÞÞn: (3)
In the case of a larger initial number of molecules (m0[ 1),
each of them will, independently, give rise to a branching
process. The probability-generating function for the nth
generation would thus be ðPnðsÞÞm0 : Therefore, the expected
population size after n generations isMn¼m03 (P9(1))n and
the probability distribution function tends toward a Gaussian
form when the initial copy number m0 is increased (Feller,
1968).
During a PCR cycle, a molecule can either duplicate or
not. The probabilities associated with those events are re-
spectively denoted as p and 1  p. Therefore the generating
function of a PCR cycle is reduced to
PðsÞ ¼ ð1 pÞs1 ps2: (4)
The expected DNA population of a PCR ampliﬁcation
experiment starting with a single molecule is thus given by
Mn ¼ ðP9ð1ÞÞn ¼ ð11 pÞn: (5)
Using Eq. 2, it is possible to obtain the probability distribu-
tion function for the DNA population for arbitrary values of
p. Fig. 2 shows three samples distributions obtained after n¼
10 iterations. The population sizes (the x-axis) mn were
divided by the expected value (m* ¼ mn/Mn) to make
comparisons easier. The general shape of the distribution is
almost independent of the number of cycles for n$ n*’ 10.
In general, we see that the larger the value of p, the sharper
the distribution. Also, for large values of p (p $ p* ’ 0.82),
the distribution is actually multimodal. This is due to the fact
that the initial ampliﬁcation is then critical: a failure of the
original molecule to duplicate in the ﬁrst cycle has a lasting
impact. For large values of p, the distribution thus contains
(at least) two peaks: one corresponding to the case where the
initial ampliﬁcation failed, and the other one (the larger one)
where it was successful. As the ampliﬁcation yield p ap-
proaches its maximum value (p ¼ 1), other peaks progres-
sively appear corresponding to the cases where one of the
molecules failed to reproduce in the second cycle, then in the
third cycle, and so on.
PCR is often used to detect substances that are present in
very small concentrations (e.g., viral DNA). It is highly
effective if one only wants to know if a given substance is
present or not. A harder task is quantitative PCR (Q-PCR)
where one’s goal is to determine the initial number of
molecules (m0), given the ﬁnal population (mn) of a single
experiment, the (estimated) ampliﬁcation yield p, and the
number of PCR cycles (n) (Boom et al., 2002; He et al.,
2002; Stevens et al., 2002). Fig. 2 shows why Q-PCR is
difﬁcult in practice. When the ampliﬁcation yield p is small,
the probability distribution is broad and has a large standard
deviation. On the other hand, when p is large, the distribution
is multimodal. Note that Fig. 2 represents the extreme case
where the initial number of molecules is 1. The situation is
less critical when m0 is larger. However, it is precisely when
the number of initial molecules is very small and cannot be
directly detected using other methods that PCR should be
used! Furthermore, the ﬁnal number of molecules is only
known approximately and it is very hard to have a reliable
value for the ampliﬁcation yield p. Nevertheless, Q-PCR has
been shown to be useful. It is used, for example, to provide
FIGURE 2 Probability distribution of the DNA population for different
PCR ampliﬁcation yields p (using n ¼ 10). For pJ 0:82; the distribution is
multimodal. The x-axis is the normalized (so the expected value is 1 for all p)
size of the population (M* ¼ m10/M10) whereas the y-axis is the probability
multiplied by the expected population size P*(M*) ¼ M10P10(M*). The
general shape of the distribution is almost completely independent of the
number of cycles for n $ n* ¼ 10. The distributions were obtained starting
with a single initial molecule. The distribution tends to become Gaussian
when the initial copy number is increased.
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an estimate of the virus load during HIV and hepatic
infections (Boom et al., 2002; Stevens et al., 2002).
SOLID PHASE AMPLIFICATION
The central idea of this novel method is to attach the 59-end
of the primers to a surface (silica, polystyrene bead, . . .)
instead of letting the primers freely diffuse in a bulk solution
(see Fig. 3 a) (Adessi et al., 2000; Bing et al., 1996). The
primers then form a very dense carpet (the density is ;1011
primers per mm2—Adessi et al., 2000—which corresponds
to a mean distance of the order of ;5–10 nm between
primers; note that this is similar to the contour length of
a primer). In this context, the ampliﬁcation can occur via
two processes. First, a freely diffusing DNA target can be
captured on the surface and then copied by the polymerase
(see Fig. 3, a–d ). This is called interfacial ampliﬁcation.
Note that the copy stays attached to the surface whereas
the initial DNA molecule returns to the solution after the
annealing step. After several DNA copies are attached to
the surface via interfacial ampliﬁcation, a second type of
ampliﬁcation can take place. In this case, the free end of the
attached copy hybridizes to the primer (attached to the
surface) complementary to its sequence, and the ampliﬁca-
tion process can start (see Fig. 3, e–l ). It is important to note
that this surface ampliﬁcation process leaves both molecules
attached to the surface, hence its name. Therefore, solid
phase DNA ampliﬁcation leads to the growth of a colony of
FIGURE 3 Representation of the solid phase ampliﬁcation process. In the ﬁrst cycle (a-b-c-d) the DNA is replicated by the interfacial ampliﬁcation. The net
result is that one ssDNA is now attached to the surface via the primer. The solution is then changed with a new one free of DNA targets. In the following cycles
(e-f-g-h and i-j-k-l ), only surface ampliﬁcation is possible. This results in a spatially located DNA colony. Note that since a molecule always generates its
complementary sequence in a thermal cycle, the two complementary branches will be present in the colony and two different types of primers have to be
attached to the surface.
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molecules attached to the surface and located in the same
region. This characteristic could easily be exploited in the
design of DNA microarrays.
The procedure for solid phase ampliﬁcation can be
separated in three distinct steps—annealing, extension, and
denaturation—which are repeated in an iterative way. In the
ﬁrst cycle, interfacial ampliﬁcation is the only type of
ampliﬁcation possible. The result of the ﬁrst cycle is thus to
obtain a certain number of target DNAs attached to the sur-
face via the primers. In subsequent cycles, surface ampliﬁca-
tion is also possible since some of the target DNAs are
now attached to the surface. However, when the two types
of ampliﬁcation process coexist, interfacial ampliﬁcation is
usually predominant (Adessi et al., 2000). Therefore, to
obtain surface ampliﬁcation, the initial solution has to be
washed away and replaced with a solution free of DNA
targets. Surface ampliﬁcation is then the only ampliﬁcation
possible and the temperature cycles can be started again. The
net result of a surface ampliﬁcation event is to obtain a new
ssDNA molecule attached to the surface in the immediate
proximity of the initial strand (Fig. 3, h–i). Note that the
length of the molecules used in SPA is typically 400 bases
(contour length of ;170 nm). The radius of gyration in the
hybridization phase (ssDNA) is thus ;15–20 nm which is
larger than the mean distance between nearest-neighbor
primers (;5–10 nm). Also, a typical DNA length is much
larger than the persistent length of ssDNA (;10 bases or;4
nm) but is similar to that of dsDNA (;150 basepairs or;51
nm). Therefore, the molecule is very ﬂexible in the hybrid-
ization phase, and has no problem bending to ﬁnd matching
primers. However, at the end of the elongation phase (when
the molecule is completely double-stranded), it becomes
quite rigid and must be under considerable bending stress.
Surface ampliﬁcation results in an area covered with
copies of both strands of the original DNA target. This can be
seen as a DNA colony. The number of colonies depends on
the number of DNA targets captured (via interfacial ampliﬁ-
cation) before the initial solution is washed. If different DNA
targets are captured, many types of colonies will exist on the
surface.
Two strategies can be used for primer implantation. Spe-
ciﬁc primers can be used so that the hybridization (and the
ampliﬁcation) is only possible for a speciﬁc DNA target. A
chip can then be designed so that each sub-area is speciﬁc
for one target, and it is possible to detect target sequences
without using solution-based primer sets, hybridization, or
electrophoresis (Bing et al., 1996). Another approach con-
sists of adding, at both ends of the nucleic acid templates
to be analyzed, the linker sequences complementary to the
immobilized primers (Adessi et al., 2000). In this case, it is
possible to amplify each template molecule irrespective of
their actual sequence. Note that the colonies are then ran-
domly arrayed. If the colonies are far enough from each other
(favored by using a small concentration of DNA targets in
the initial solution), each colony is ampliﬁed but remains
isolated from the others (no merging occurs between neigh-
boring colonies). SPA thus allows the parallelization of the
DNA ampliﬁcation process without any direct human inter-
vention. In both scenarios, the actual growth of the colonies
is similar.
The process described in Fig. 3 corresponds to the ideal
case in which the primer cannot be removed from the
surface. In reality, the successive heating and cooling of the
solution can cause the primer to detach from the surface. A
recent study (Adessi et al., 2000) showed that, even in the
most suitable case, up to 50% of the primers had detached
after 28 cycles. Of course, the primers can also detach after
a DNA target has been ‘‘attached’’ to it. Therefore, after a
couple of cycles, the solution can contain some free diffusing
targets and primers. In this context, solution PCR followed
by interfacial ampliﬁcation is still possible in principle.
However, experimental work (Adessi et al., 2000) showed
that this process is negligible, perhaps because of the very
small concentration of DNA targets and primers present in
solution. It is also possible to avoid solution PCR completely
by changing the chemical mix at each cycle.
The number of molecules in a given SPA colony does
not increase exponentially (with the exception of the ﬁrst
few cycles) as in the case for solution PCR. The reason is
molecular crowding. Two free molecules separated by less
then their radius of gyration (Rg) will interact sterically with
each other, and will tend to repulse each other. In SPA,
a duplicated molecule (child), will always be in the vicinity
of the original molecule (parent). Therefore, the parent
molecule will not be able to bend and make a new molecule
in the vicinity of its child and vice versa. When a molecule is
completely surrounded by others, its free end tends to move
away form the surface (like in a dense polymer brush; Currie
et al., 2000; Netz and Schick, 1998; Skvortsov et al., 1999).
Therefore, after a few cycles, a molecule at the center of the
colony (which is thus surrounded by others) will have a
smaller duplication probability (its free end is less likely to
ﬁnd a matching primer on the surface). Because of this
phenomenon, a DNA colony should be characterized by a
roughly constant density and should grow outwards, i.e.,
from its perimeter. Since only the perimeter can reproduce
freely, the growth cannot be exponential.
Like in solution PCR, a SPA cycle can ﬁnish before the
polymerase has completely copied the DNA, resulting in
a sterile molecule. In solution PCR, this simply reduces the
growth rate of the ampliﬁcation. In SPA the impact can be
more severe because the sterile molecule is attached to the
surface and will interact sterically with its neighbor. When
the edge of the colony is obstructed by sterile molecules, the
latter can act as a fence and slow down, or even stop, the
growth of the colony. Note that there is a certain (small)
probability for a sterile molecule to become fertile again in
subsequent cycles (the sterile molecule may rehybridize to
a fertile molecule, allowing the polymerase to complete its
DNA sequence).
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SIMULATING SOLID PHASE AMPLIFICATION
As mentioned previously, the branching process theory is not
appropriate for solid phase DNA ampliﬁcation because it is
based on the assumption that the ampliﬁcation yield is the
same for all molecules and remains unchanged over all
cycles. Although somewhat realistic in the case of solution
PCR, those assumptions are obviously not valid for SPA
because of the many-body (steric) interactions (see Solution
PCR). In this section, we propose a simple lattice Monte
Carlo system to model SPA and we present simulation re-
sults.
The simplest possible system, where a molecule can only
create a copy of itself on an empty lattice site immediately
adjacent to its position (with a probability 0\ p # 1), is
considered in The Basic System. In the following sub-
sections, the model is generalized to include sterile molecules
(Sterilization) and molecules detaching from the surface
(Detachment). In The Colony Density Proﬁle, the model is
further generalized to allow a greater density at the center of
the colony. To do so, two alternatives are explored (adding
a probability for a molecule to generate a copy of itself in
between existing molecules and allowing more than one
molecule to occupy each site of the lattice). In each case, the
growth of the colony is examined as well as its stability and
morphology.
As we shall see, a realistic representation of a SPA experi-
ment must include many parameters. Also, while a lattice
representation greatly simpliﬁes the simulation, some impor-
tant choices are still necessary regarding the algorithm itself.
Choosing a good algorithm and a good set of parameters
likely requires a combination of precise experimental data
and microscopic simulations, e.g., detailed and extensive
molecular dynamics or Brownian dynamics simulations of
realistic chains attached to surfaces. Instead of trying all
possible options and sets of parameters, educated guesses are
made, allowing an overview of the possibilities and an
understanding of the general phenomenon of SPA. There-
fore, this work should not be seen as a ﬁnal product, but
rather as a starting point, aiming at guiding what needs to be
done experimentally and in terms of microscopic simula-
tions.
The basic system
The simplest way to model SPA is to use a lattice algorithm
where each site can be either occupied by a ssDNA molecule
or left empty (an empty site is actually occupied by several
primers since the latter form a dense carpet). Fig. 4 shows
a simple example of such a system. At each thermal cycle,
a ssDNA molecule can either generate a copy on one of its
empty nearest neighbor sites or stay inactive. Although very
simple, this model better represents SPA than branching
processes because it includes the essence of the molecular
crowding phenomenon, i.e., when all the nearest neighbors
of a molecule are occupied, the latter cannot produce further
copies. The model thus assumes that the duplicated mole-
cules are always roughly at the same distance from the
original molecules and that once a molecule is surrounded by
four others (we use a square lattice), its free end remains
away from the surface so that it cannot duplicate.
The simulation algorithm goes as follows. A molecule is
ﬁrst placed at the center of a square lattice. At each cycle,
each molecule makes one attempt to copy itself into one of
its empty nearest neighbor sites (if any). If more than one
such site is available to a molecule, one of them is chosen
randomly, but the molecule still has only one chance (per
cycle) to make a copy. Therefore, two molecules can try to
generate a copy onto the same site, but only one can be
successful. Each attempt has a probability p of being suc-
cessful. When a molecule is completely surrounded by others
(i.e., all its nearest neighbors are occupied by other mole-
cules), it cannot produce any more copies. Note that a colony
is actually made of both strands of the original DNA target
(see Solid Phase Ampliﬁcation). We do not, however, dis-
tinguish between the two types.
Simulations were performed for up to 100 thermal cycles
and were averaged over 100,000 colonies for each set of
parameters. Fig. 5 shows the average size M(n) of a colony
(deﬁned as the number of fertile molecules in the colony), as
a function of the number n of thermal cycles, for various
values of p (Fig. 5, inset, shows the average size of a colony
after n ¼ 100 iterations as a function of p). As expected,
a larger value of p leads to a faster increase of the colony
size. Also, the growth in the size of the population is slower
than for solution PCR. This is so because once a molecule is
surrounded by others, it stops copying itself (this is the
molecular crowding issue that we mentioned previously).
Therefore, apart from the very ﬁrst few cycles, the colony
FIGURE 4 Example of an SPA representation on a square lattice system.
A lattice site can be occupied by an ssDNA molecule or left empty. At each
cycle, a molecule can either make a copy on one of the nearest neighbor
empty sites or stay inactive. When all four nearest neighbor sites are
occupied (molecules in gray), the molecule cannot produce copies anymore.
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grows mostly from its perimeter. Since the radius r of the
colony increases linearly with the number n of generations,
rðnÞ; n; (6)
its surface area, A(n), scales like
AðnÞ; rðnÞ2; n2: (7)
If we assume that most of the sites inside the colony are
occupied, which is certainly the case for the ‘‘old’’ sites away
from the colony perimeter, the colony grows in a geometrical
manner:
MðnÞ}AðnÞ; n2: (8)
This can be veriﬁed on Fig. 6 where the evolution of the
colony size (M(n)) is shown on a log-log graph. An asymp-
totic slope of 2 is clear for all values of p. The initial
exponential growth ceases when the core of the colony
reaches its maximum density of one molecule per lattice site.
Fig. 7 shows the distribution of colony sizes for p ¼ 10%
to p ¼ 90% with 10% intervals. The distributions are much
sharper than the one obtained for solution PCR (compare
to Fig. 2). This is so because solid phase ampliﬁcation is
less sensitive to failures in the ﬁrst few thermal cycles.
When normalized, the standard deviation of the distributions
decreases sharply when p increases (Fig. 7, inset), as one
would expect.
Sterilization
As explained in the previous section, a thermal cycle can
ﬁnish before the polymerase has completely copied the DNA
strand, resulting in a sterile molecule. Such a molecule is
unable to produce new copies because the DNA sequence at
its free end does not correspond to the primer sequences on
the surface. However, a sterile molecule still occupies space;
therefore, it applies steric constraints to its neighbors and can
prevent them from duplicating. Note that a sterile molecule
can become fertile again in subsequent cycles if it rehy-
bridizes with a fertile molecule.
The algorithm presented in the last section was modiﬁed to
account for these phenomena. First, each new molecule is
now assumed to have a probability s to be born sterile (the
probability to generate a sterile molecule is thus ps). Note
that a sterile molecule still occupies one lattice site, and
therefore prevents a fertile molecule from occupying it. We
thus make the approximation that a sterile molecule, with
a smaller radius of gyration, has the same steric impact as
a fertile one. Second, to account for the possible rehybrid-
ization of a sterile molecule, we assume that when a fertile
FIGURE 5 Average sizeM of the colony as a function of the number n of
SPA cycles. Each colony starts with a single molecule. The data were
averaged over 100,000 colonies for each set of parameters. A larger value of
p leads to a faster increase of the colony size. Inset: Average size of a colony
after n ¼ 100 iterations as a function of p.
FIGURE 6 Average sizeM of the colony as a function of the number n of
SPA cycles. Apart from the very ﬁrst few cycles, the relation is linear for all
values of p, and for large n, the slope approaches a value of 2 (solid line).
Therefore the colony grows in a geometrical manner, M(n) } n2.
FIGURE 7 Distribution of colony sizes m for p ¼ 10% to p ¼ 90% (from
left to right) with 10% intervals. All distributions are much sharper than that
obtained by solution PCR (see Fig. 2). We used ensembles of 1000 colonies
and n¼ 1000 cycles. Inset: Normalized standard deviation as a function of p.
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molecule is completely surrounded by others (all its nearest
neighbors are occupied), it tries to recombine with one of its
neighbors (one of the four neighbors is chosen randomly). If
this neighbor happens to be sterile, it has a probability r to
complete its sequence, thus rendering it fertile (we also
assume that all the fertile molecules can rehybridize with
a sterile molecule even though only molecules that are its
complement can actually do it). Note that both s and r are
assumed to be constant during the simulation, i.e., from cycle
to cycle.
Simulations were performed using this algorithm and the
recombination mechanism was ﬁrst assumed to be negligible
(r ¼ 0). The probability for a molecule to make a copy was
set to p ¼ 0.4, the number of thermal cycles to n ¼ 100 and
the results were averaged over 100,000 colonies. Since
a sterile molecule is unable to copy itself, a larger probability
s to obtain a sterile molecule results in a slower growth. This
can be seen in Fig. 8, where the number of fertile molecules
is plotted as a function of the number of cycles for various
values of s. When s 6¼ 0%, there is a ﬁnite probability that
a colony simply stops growing because all the molecules on
its perimeter turn out to be sterile. In principle, this could
happen at any stage of the development of the colony. In
reality, however, when s\s*’ 41%, the colony either stops
growing after only a few cycles or grows indeﬁnitely. As an
example, the distributions of colony sizes are compared in
Fig. 9 for s ¼ 0% and s ¼ 20%. Apart form the obvious fact
that the mean colony size decreases when s increases, there is
apparently little difference between the two distributions.
However, we note a little bump near the origin for the s ¼
20% case: this corresponds to the colonies that died young.
As s is increased, the probability that the colony stops
growing at a later stage increases, and when s[ s*  41%,
the colony is doomed to die (the average size of the colonies
converges to a ﬁnite value: M(n!‘) 6¼ ‘). This can be
observed in Fig. 10 where the size distributions are plotted
for s ¼ 40% and s ¼ 50%. Those critical effects can also be
seen on Fig. 11 where the fraction of colonies still growing
after n cycles Vg/V, is plotted as a function of the inverse of
the number of cycles (1/n) for different values of s. When s\
s*  41%, the number of growing colonies converges to
a ﬁnite value. Another important result is that when s\ s*
the growth of the colony remains geometric, i.e., we still
have M ; n2. The actual value of s* is expected to be equal
FIGURE 8 Average sizeM of the colony (number of fertile molecules) as
a function of the number n of cycles for various values of s. The solid line
corresponds to a geometric growth and has a slope of 2. A sterile molecule is
not able to copy itself, therefore a larger probability s to generate a sterile
molecule results in a slower growth. For each set of data, the results were
averaged over 100,000 colonies and p ¼ 0.4 was used.
FIGURE 9 Distribution of colony sizes M for s ¼ 0% and s ¼ 20% ( p ¼
0.40 in both cases). Apart from the obvious fact that the mean size of the
colony is larger for s ¼ 0%, and the little bump at the beginning of the s ¼
20% curve (due to colonies that have stopped growing because all the
molecules on their perimeter were sterile), there is little difference between
the two distributions. The ensemble is made of 100,000 colonies and we
allowed n ¼ 100 cycles. We have M0% ¼ 4036, s0% ¼ 247, and M20% ¼
1745, s20% ¼ 217. For s ¼ 20%, the total fraction of the ‘‘dead’’ colonies is
184/100,000 after 100 cycles.
FIGURE 10 Distribution of colony sizes m for s ¼ 40% and s ¼ 50%
(inset). The ensemble is made of 100,000 colonies and we used n ¼ 100
cycles and p ¼ 0.40. We have M40% ¼ 234, s40% ¼ 141, and M50% ¼ 46,
s50% ¼ 45.
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to the site percolation threshold c* of the given lattice. For
the two-dimensional square lattice, we have c* ¼ 0.407254
(Stauffrer and Aharony, 1992), which is compatible with our
value of s*  41%.
When the probability r that a fertile molecule hybridizes
with and completes a sterile molecule is not negligible, the
impact of molecular sterility is less important. For example,
we can see in Fig. 12 that the s ¼ 0.2 curve gets closer to the
s ¼ 0.0 curve as r increases. The effect is very subtle, how-
ever, and the recombination mechanism can be neglected if s
is not too large. For large values of s, however, rehybridiza-
tion cannot be neglected because it is the only mechanism
that ensures that a colony will not remain surrounded by
sterile molecules forever. Rehybridization is then the key to
continuous growth.
Note that sterile molecules can affect the shape of the
colonies.While extremely symmetric when no or only a small
fraction of the molecules are sterile, the colonies become
more asymmetric when the fraction of the sterile molecules is
increased (results not shown). This is so because a small
number of consecutive sterile molecules can completely
block a direction of growth for the colony. The colony then
has to go around the blocked section, leading to an asym-
metrical growth.
Detachment
Until now, we have assumed that a primer (or an attached
molecule) cannot be removed from the surface. In reality, the
successive heating and cooling phases can cause the primer
to break away from the surface. The algorithm was further
modiﬁed to include this rather dramatic effect: at each cycle
a molecule now has a probability x of disappearing. It is
further assumed that the number of primers remains high and
that it is never a limiting factor. Therefore the probability of
copying a molecule p is not affected by primer detachment,
and remains constant. Furthermore, a site that has just been
vacated by the detachment of a molecule cannot be distin-
guished from a site that has never been occupied. Note that it
is also assumed that the detachment of a molecule occurs at
the beginning of a thermal cycle in the denaturation phase
when the solution is heated and that the probability x is
independent of the number of cycles.
Fig. 13 shows the average size of the colony as a function
of the number of cycles for various values of x. The
probability for a molecule to make a copy was set to p¼ 0.4,
FIGURE 11 The fraction of colonies still growing after n cycles as
a function of the inverse of the number of cycles 1/n for different values of s.
Here,V¼ 1000 is the initial number of colonies, andVg is the colonies that
are still alive after n cycles. When s[ s*  41%, the number of growing
colonies converges to a ﬁnite value.
FIGURE 12 Average sizeM of the colonies as a function of the number n
of cycles for various values of r. For each set of data the results were
averaged over 100,000 colonies and p¼ 0.4 was used. When the probability
r that a fertile molecule hybridizes and completes a sterile molecule is not
negligible, the effect of the sterile molecules is a little less important: the s¼
0.2 curve gets closer to the s ¼ 0.0 curve as r is increased.
FIGURE 13 Average size of the coloniesM as a function of the number n
of cycles for various values of x, the probability for a molecule to break away
from the surface. The solid line corresponds to a geometrical growth and has
a slope of 2. For each set of data the results were averaged over 100,000
colonies and p ¼ 0.4 was used.
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the sterile molecules were neglected (s ¼ r ¼ 0), the number
of thermal cycles was set to n ¼ 100, and the results were
averaged over 100,000 colonies. An increase in the prob-
ability of molecular detachment results in a decrease of the
expected size of the colony. Furthermore, when x reaches
a critical value (here x* ’ 30%), the expected size of the
colony actually decreases after it reaches a maximum. This
means that the colonies are actually doomed to becoming
extinct as the number of thermal cycles is increased;
molecules simply disappear faster than they are created.
Note that the data in Fig. 13 are actually an average over the
colonies that survive (i.e., colonies that have at least one
fertile molecule) at least n¼ 100 cycles. The argument is that
the extinct colonies cannot be observed experimentally. If
the extinct colonies are included in the average, the expected
size of the colony is further reduced. Another phenomenon
associated with the detachment of molecules is that as x
increases, there is a possibility that a colony actually splits
into two (or more) distinct parts making the results harder to
interpret. Note that the actual value of x* is expected to
correspond to the case where the probability of detachment
in one cycle is equal to the net duplicating probability for that
cycle ((1  x)p). The value of x* is thus independent of the
lattice type, but depends on the value of p. For p ¼ 0.40, we
have 0.4 (1  x*) ¼ x* leading to x* ¼ 0.2857, which is
consistent with our results.
The colony density proﬁle
One drawback to using a lattice to model SPA is that the
lattice rigidly ﬁxes the maximum density of molecules (e.g.,
to one per lattice site). Although a uniform density seems to
be a fairly good approximation, one should expect the
density at the center of the colony to be somewhat higher
than at the fringe. Indeed, while it is very difﬁcult for a
molecule surrounded by others to bend so that its end can
ﬁnd a matching primer, it is not completely impossible. This
section explores three alternatives to model this phenome-
non.
One simple way to model a greater density at the center of
the colony is to allow a molecule to make copies of itself on
interstitial lattice sites. In practice, the algorithm is modiﬁed
in the following way: at each cycle, a molecule that is
completely surrounded (all its nearest east-west-north-south
neighbors are occupied) tries to ﬁnd a primer in one of the
four interstitial sites (chosen randomly) situated in between
these neighbors (see Fig. 14). If that site is empty, the
molecule has a probability d\ p of making a copy.
Here, the average size of the colonies will be studied as
a function of the number of cycles for various values of
d assuming p ¼ 0.4, s ¼ r ¼ x ¼ 0, and n ¼ 100. Fig. 15
shows these results, averaged over 100,000 colonies. As
expected, the average population size of a colony increases
with d. This increase is far from being linear, though. After
a fast increase when d is varied from 1% to 5%, a further
increase of d causes little change to the average colony size.
The reason is that the maximum density is limited, therefore
a larger d simply results in a faster increase, but not in
a higher density. This is an important ﬁnding because it
means that the probability that a molecule produces a new
copy in a dense environment cannot be neglected even if it is
very small.
An alternative way to model a continuous growth at the
center of the colony is to let more than one molecule occupy
each site in our lattice model. In practice, the algorithm is
modiﬁed in the following way: at each cycle, a molecule that
is completely surrounded tries to duplicate onto its own
FIGURE 14 An example of a lattice with a smaller effective mesh size. At
each cycle a main molecule (in black) that is completely surrounded (all its
nearest neighbors are occupied) tries to ﬁnd a primer in one of the four
interstitial sites (chosen randomly). If that site is empty, the molecule has
a probability d of making a copy (in gray).
FIGURE 15 Average size M of the colony as a function of the number n
of cycles for d¼ 0%, 1%, 5%, 10%, and 20%, where d is the probability that
a molecule makes a copy on an interstitial site. For each set of data the results
were averaged over 100,000 colonies and p¼ 0.4 was used. Inset: Same data
on a log-log graph. All curves are now almost undistinguishable. The solid
line corresponds to a geometrical growth and has a slope of 2.
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lattice site. The probability for the duplication to be suc-
cessful (pd(N)) depends on the number N of molecules on the
site like, e.g.,
pdðNÞ ¼ eAN; (9)
where A is a parameter regulating the strength of the local
(on-site) steric interactions. When A ! ‘, the system is
reduced to the ordinary SPA thermocycled algorithm pre-
sented in The Basic System, and colonies grow in a geo-
metrical manner. On the other hand, when A! 0, the system
behaves like a perfect solution PCR (with no steric inter-
action) and the size of the colony grows exponentially. For
intermediate values of A, the growth becomes geometric
after a transition regime whose duration (number of cycles)
depends upon the value of A (a large value of A leads to
a short transition period). This transition regime can be
observed in Fig. 16, where the average colony size is plotted
as a function of the number n of thermal cycles for a value of
A ¼ 0.5. The inset of Fig. 16 shows a typical density proﬁle
obtained with the algorithm. The density proﬁle of the colony
is not ﬂat, unlike the colonies generated in the previous sec-
tions.
In fact, we can also propose a deterministic analytical
model for the growth behavior of such a colony, using
a continuous time approximation. In dimensionless units, the
model is deﬁned by the differential equation:
r˙ðr; tÞ ¼ Hðvt  rÞf ðrÞ; (10)
where r(r,t) is the local density of the colony at time t, H is
the Heaviside (or step) function, v is the radial speed at which
the colony grows (one could take this to be roughly given by
p since this is the probability for the perimeter to grow out by
one more lattice site), and f(r) is a function describing the
steric inﬂuence of the current density on the local growth.
Here, r is the distance from the center of the colony (we
assume a polar symmetry). Following Eq. 9, we can use, for
example, the exponential constraint
f ðrÞ ¼ erðr;tÞ: (11)
With the blank initial condition r(r,0) ¼ 0, we obtain















rrðr; tÞdr ! t2lnðtÞ: (13)
The results conﬁrm that the growth is always geometric
after a transient regime, and that the density proﬁle of the
colony is peaked. Therefore, geometric growth and nonﬂat
proﬁles are not contradictory. Note that we also tried other
f(r) functions (e.g., the simple ceiling equation f(r) ;
(rmax  r)n), and obtained qualitatively similar results.
DISCUSSION
The simple lattice model of solid phase DNA ampliﬁcation
(SPA) presented in this article predicts major qualitative
differences between solution PCR and SPA. First, we ﬁnd
that SPA cannot be characterized by an exponential growth
because of the phenomenon of molecular crowding (a chain
has less chance to produce an offspring when surrounded by
other chains). Therefore, the molecules at the center of the
colony slow, or even stop, their duplication and only the
perimeter molecules can reproduce freely. The colonies thus
grow outwards, i.e., from their perimeter in a geometric
manner. An exponential phase can nevertheless be observed
in the ﬁrst few thermal cycles, when the duplication
probability of all molecules is little affected by the presence
of the others. Another difference between solution PCR and
SPA is the probability distribution function for the popula-
tion of offspring. Because SPA is less sensitive to failures
in the ﬁrst few thermal cycles, the distribution for the
population of offspring is much sharper than the one
obtained for solution PCR.
SPA characteristics (geometrical growth and sharper size
distribution) are unaffected by the addition of sterile
molecules or random detachment of molecules if the related
probabilities do not reach critical values where they com-
pletely stop the growth of the colony. Furthermore, nonﬂat
density proﬁles, obtain when the molecules at the center of
the colony do not completely stop duplicating, still lead to
geometrical growth and sharper size distributions than sol-
ution PCR.
The present algorithm is based on many educated assump-
tions currently lacking solid foundations. To test those as-
FIGURE 16 Average size M of the colony as a function of the number n
of thermal cycles for the case where more than one molecule can occupy the
same site (see Eq. 9, with A ¼ 0.50). After a fairly long transition time, the
colony grows in a geometrical manner. The simulations were performed for
up to 200 thermal cycles and were averaged over 200 colonies. Inset:
Example of a density proﬁle.
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sumptions and obtain realistic values for the parameters,
a combination of precise experimental data and microscopic
simulations in which the polymeric nature of the chain is
explicitly taken into account, should be used. Among the
possible aspects that a microscopic model could address are
the time required for the free end to touch the surface and the
average spatial distribution of those contacts as a function of
the chain density. These simulations would provide some
answers to many interrogations. For example, they would
give a clear indication on the lattice best suited to model
thermocycled SPA and provide a realistic description of the
dependence of the probability of making a copy (p) upon the
local density. Comparison with experimental data is also
undoubtedly required. Growth curves, size distributions, and
density proﬁles should be compared to experimental data
to identify the relevant minimal set of parameters and to
estimate their numerical values.
A reliable and quantitative model of SPA would help not
only to explain experimental data, but also to optimize the
experimental procedures. Also, it could be used to model
more global phenomena than the growth of single isolated
colonies. For example it could easily be used to model the
interaction between two (or more) colonies with different
characteristics.
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