The problem of error correction for Gallager's low-density parity-check codes is notoriously equivalent to that of computing marginal Boltzmann probabilities for an Ising-like model with multispin interactions in a nonuniform magnetic field. Since the graph of interactions is locally a tree, the solution is very well approximated by a generalized mean-field (Bethe-Peierls) approximation. Belief propagation (BP) and similar iterative algorithms are an efficient way to perform the calculation, but they sometimes fail to converge, giving rise to a nonnegligible residual error probability (error floor). On the other hand, provably-convergent algorithms are far too complex to be implemented in a real decoder. In this work we consider the application of the probability-damping technique, which can be regarded either as a variant of BP, of which it retains the low complexity, or as an approximation of a provably-convergent algorithm, from which it is expected to inherit better convergence properties. We investigate the algorithm behavior on a real instance of Gallager code, and compare the results with state-of-the-art algorithms. ¶
Introduction
In recent years, new overlaps have emerged between statistical mechanics and other fields of scientific and technical research. In this framework, a peculiar role has been played by belief propagation (BP), that is, a class of message-passing algorithms, suited to solve several types of constraint-satisfaction and statistical-inference problems [1, 2] . It is straightforward to show that such problems, usually defined via graphical models, can be generally mapped onto proper thermodynamic models of the Ising or Potts type, and ultimately amount to computing marginals of the Boltzmann distribution of the latter [1, 2, 3, 4] . A very important problem of this kind is that of error correction for digital transmission over a noisy channel (channel decoding). Here we shall focus in particular on so-called low-density parity-check (LDPC) codes, which exhibit extremely good (i.e., capacity-approaching) performance in the limit of infinite block length, and which have therefore attracted great attention from communication engineers [5] , even though quite a long time after Gallager's original proposal [6] . Indeed, BP as an efficient, though suboptimal, iterative decoding algorithm was first proposed (and simply called probabilistic decoding) by Gallager himself, who also realized that its inherent approximation breaks down when the graph describing the code structure includes cycles. In the statistical-mechanical analogue, the inference problem arising from Gallager codes can be viewed as an Ising model with multispin interactions in a nonuniform magnetic field [7] (the infinite block-length limit corresponding to the thermodynamic limit), while BP equations turn out to be equivalent to the selfconsistency equations derived by the Bethe-Peierls approximation [8, 9] . The latter, wellknown in statistical mechanics [10] , is a refined mean-field theory, aimed at improving the simpler (Bragg-Williams) mean-field approximation. Note that the Bethe-Peierls approximation dates back to 1935, but the equivalence with BP is a relatively recent result: it was suggested in 1998 by Kabashima and Saad [11] , and proved in a rather general setting a few years later by Yedidia, Freeman and Weiss [12] . Even though the Bethe-Peierls approximation is rigorously exact only on tree graphs (i.e., graphs without cycles), it has been found to be extremely effective even on "loopy" graphs [13] , in particular when the latter are sufficiently sparse and random (and therefore locally tree-like), as it is the case for Gallager codes.
A major drawback of the BP algorithm is its possible lack of convergence. Such a behavior is sometimes the signal of intrinsic inadequacies of the Bethe-Peierls approximation, which therefore deserves further improvements [4, 12] . If this is not the case, it may be useful to devise strategies to overcome convergence difficulties, and, in order to do so, one can exploit the fact that the Bethe-Peierls approximation admits a variational formulation (usually regarded as an instance of Kikuchi's clustervariation method) [4, 14] . The variational formulation states [1, 2, 3, 4, 12] that BP fixed points are stationary points of a variational functional, called Bethe free energy (more precisely, it is known that stable fixed points of BP are minima of the Bethe free energy [15] ). As a consequence, the problem can be attacked by methods that are able to determine minima of the Bethe free energy. One such method has been proposed by Heskes, Albers and Kappen in the form of a double-loop algorithm, performing a sequence of partial optimizations, which can be proved to converge to a local minimum [16] . Unfortunately, a double-loop strategy is often practically unfeasible, because of the very long computation time required. For this reason, in a previous paper we proposed a single-loop iterative algorithm, which can be regarded either as an approximation of the aforementioned double-loop algorithm, or as a modified BP algorithm with over-relaxed dynamics, therefrom denoted as probability-damping belief propagation (PDBP) [17] . The latter algorithm (actually, a set of algorithms, specified by an adjustable damping parameter ) can be verified empirically to be more stable and faster than ordinary BP [17, 18, 19] , with just a slightly larger numerical complexity. Note that the interpretation of PDBP as an approximation of the double-loop algorithm is relevant both to get a qualitative understanding of how it works and, more practically, to drive the choice of the damping parameter value.
In this paper, we shall investigate the behavior of PDBP (and a further variant) as a decoding algorithm on a real instance of Gallager code. The motivation behind this analysis is that the performance of real (finite length) Gallager codes under BP decoding (and other iterative algorithms as well) turns out to be significantly worse than expected, with the onset of a nonnegligible residual error probability, even in the practically relevant regime of high signal-to-noise ratio [20, 21, 22] . Such a phenomenon, called error-floor in the jargon of coding theorists, is mostly ascribed to specific configurations of the channel errors (called trapping sets or the like), which hamper the convergence of the decoding algorithm. Due to the technical importance of the subject, great research efforts have been spent to solve this problem, following mainly two different routes, namely, either to eliminate trapping sets by changing the graphical structure of the code (usually removing short cycles) [23, 24] , or to modify the algorithm dynamics, in order to make it less sensitive to trapping sets [25, 26] . Along the latter line, considered in this paper, several algorithms have been proposed, among which a noticeable case is the difference-map belief propagation (DMBP) algorithm by Yedidia, Wang and Draper [26] . Since this algorithm exhibits great performance improvement with respect to standard BP approaches, with a moderate increase in complexity, we shall use it as a benchmark for evaluating our algorithms.
The paper is organized as follows. In section 2 we briefly review the formal analogy between a Gallager code and a multispin Ising model. As a model of noisy channel, we consider the simple binary symmetric channel (BSC), even though the analogy holds even for more realistic models such as the additive white Gaussian noise (AWGN) channel. In section 3 we introduce the BP algorithm and its variants for the model of interest, using the specific formulation suitable for binary variables and usually denoted as effective fields or log-likelihood ratios (in statistical mechanics or coding theory, respectively). Section 4 is the central section, where all the results of our simulations are illustrated and discussed. Section 5 contains some concluding remarks.
Gallager codes and multispin Ising model
Let s ≡ [s 1 , . . . , s N ] denote an encoded sequence of binary digits (bits), transmitted over a BSC. According to a parity-check coding scheme, such a sequence cannot be any possible sequence of N bits, but it must indeed satisfy some prescribed parity checks. A parity check is defined by a (usually small for LDPC) subset of indices a ⊆ {1, . . . , N}, so that the corresponding set of transmitted bits {s i } i∈a must include an even number of 1 bits. A particular code is specified by the set P of parity checks, each one represented by a given set of indices a, while the number |P| of (independent) parity checks determines the rate of the code ρ = 1 − |P|/N. A sequence s that satisfies all the required parity checks a ∈ P is called a codeword. The structure of a code can also be represented by a bipartite graph, whose two node classes are associated to bits and parity checks (labelled respectively by i and a), with a link whenever i ∈ a (i.e., when the bit i is involved in the parity check a). Such a graph is usually called Tanner graph, or even factor graph in more general contexts [27] . As previously mentioned, for LDPC codes the factor graph is sparse and locally similar to a tree.
The memoryless BSC flips each bit independently with a given probability x, so that the received sequence, which we shall denote by r ≡ [r 1 , . . . , r N ], may differ from the transmitted one. In order to perform error-correction at the receiver, the key quantity to be considered is the a-posteriori probability, that is, the conditional probability that the transmitted sequence is s, given that the received sequence is r, which we shall denote as p(s|r). It is a standard exercise of Bayesian inference to show that such a probability can be written as
where χ(s) is a characteristic function, taking value 1 if s is a codeword and 0 otherwise, and D(s, r) is the Hamming distance (i.e., the number of different bits) between s and r. The proportionality symbol stands for a suitable prefactor (depending on r), which ensures the correct normalization of the conditional probability, namely
the sum running over all possible bit sequences of length N. For algebraic convenience, it is useful to represent each bit by an Ising-like spin variable s i , r i = ±1 (the bit values 0, 1 are mapped respectively to the spin values +1, −1). As previously mentioned, the a-posteriori probability can thus be rewritten in the form of a Boltzmann distribution for an Ising-like model: the transmitted and received "spins" play the role of configuration variables and external fields, respectively, while the parity checks play the role of (multispin) interactions. Let us first observe that, in terms of spin variables, the Hamming distance can be written as
because the i-th term of the summation is equal to 0 if r i = s i and 1 otherwise. Furthermore, it is useful to define a function V (s), which counts the number of parity checks violated by a generic sequence s. In the spin representation, such a function can be written as
because the spin product i∈a s i takes values +1 or −1, if the parity check represented by a is satisfied or not, respectively. With the above definitions, the a-posteriori probability (1) can be rewritten as
where we have introduced the fictitious parameter J → ∞, whose role is to set at zero the probability of non-codewords, that is, of every sequence s such that V (s) > 0. Now, making use of (3) and (4), and defining the "Hamiltonian" function
we can easily write
Note that the semicolon in the expression H(s; r) is meant to distinguish the configuration variables s from the parameters (external fields) r. Note also that the infinitely large coupling constant J penalizes (infinitely) the "excited states" of each group of spins involved in a multispin interaction, i.e., it prohibits parity-check violation. Defining also
after (5) and (7) we can finally write a Boltzmann-like probability
where β plays the role of (inverse) temperature. In the literature of error-correcting codes, the temperature defined by equation (8) is sometimes called the Nishimori temperature [28] .
Decoding algorithms
In order to minimize the frame error rate of the decoder (i.e., the probability that the output sequence s
is different from the transmitted sequence), one has to choose the sequence s * with the maximum a-posteriori (MAP) probability. Unfortunately, this criterion requires to explore all the codewords, whose number grows exponentially with N, giving rise to a computationally hard task. An alternative criterion is to maximize the posterior probability of each single bit, i.e., the marginal
the sum running over all bit sequences of length N with the i-th bit fixed. The i-th output bit is thus chosen as
The latter policy, which is the one adopted in the current paper, is usually called bit-MAP [1] or MPM (maximizer of the posterior marginal) [28] . It is evident that, in principle, the computational complexity is still exponential in N, but in this case one can resort to approximate mean-field methods (such as the Bethe-Peierls approximation), which provide a direct evaluation of the marginals, being amenable to a much more efficient numerical implementation. The marginals can be written in the form of Boltzmann probabilities for single spins interacting with effective fields, namely,
The sign of each effective field h i determines the spin value s i = ±1 having larger probability, so that the MPM criterion (11) can be easily rephrased in terms of effective fields. If h i = 0, both spin values have equal probability 1/2, and the output bit is to be chosen at random.
Bethe-Peierls approximation and belief propagation
In the Bethe-Peierls approximation scheme, the effective fields (which turn out to depend on β as well) are defined implicitly by a set of simultaneous equations, which also include auxiliary unknowns u a→i , called messages in the BP jargon [1] , associated to the links of the factor graph:
where the sum runs over all parity checks involving i, and the product runs over all bits involved in the parity check a except i. Note that, plugging equation (13) into (14), one obtains a set of simultaneous recursive equations for the messages u a→i alone, where the received signals r i and the noise β play the role of parameters. The iterative selfconsistent solution of these equations is an instance of BP (in fact, it can be regarded as a propagation of probabilistic information over the factor graph). The resulting decoding algorithm is described below, the symbol ":=" denoting the usual assignment statement.
(i) Initialization: for i = 1, . . . , N , set h i := r i and u a→i := 0 ∀a ∋ i.
(ii) Evaluate the tentative output sequence s * ≡ [s * 1 , . . . , s * N ] according to equations (11) and (12), namely
If s * is a codeword, terminate, otherwise continue.
(iii) For every parity check a ∈ P, compute a new estimate of the "outgoing" messages according to equation (14), namelŷ
where a "hat" indicates that the updated messages are stored in a different memory location. Recall that we are interested in the limit J → ∞, so that the term tanh(βJ) → 1 can be dropped.
(iv) For every bit i = 1, . . . , N, recompute the effective field according to equation (13), using the updated messages, namely
and then "align" the messages values, i.e., assign u a→i :=û a→i ∀a ∋ i.
(v) Go back to step (ii).
Let us note that, as usual for decoding, the stop test of BP (step (ii)) is not based on convergence of the message values, but rather it requires that the instantaneous values of the effective fields are mapped, according to equation (15) , to a valid output sequence (i.e., a codeword). Possible variants of the above scheme may be addressed to reduce the numerical complexity or to improve convergence, or both. As far as the former issue is concerned, the greatest difficulties arise from the message update statement (16) , which requires repeated evaluations of the hyperbolic tangent function (and its inverse) and a number of multiplications. This equation may be replaced by the following, much simpler onê
derived by taking the limit β → ∞ (zero temperature). Note that, according to the Nishimori temperature definition (8), high β means low bit-flip probability x (i.e., high signal-to-noise ratio), which is a typical regime for applications. The resulting algorithm, usually called min-sum [1, 2] , turns out to be independent of the parameter (β or x) which characterizes the noise level. As far as convergence is concerned, one empirically observes that considerable improvement can be obtained by a sequential update strategy, whose basic idea is to use updated message values as soon as they become available [29] . With respect to the previous scheme, such a strategy consists in replacing steps (iii) and (iv) with a unique subroutine, which, for every parity check a ∈ P, performs the message update (16) and then, for each bit i ∈ a, recomputes h i according to (17) † and immediately executes the alignment statement u a→i :=û a→i . Best results are obtained if the order in which the parity checks are processed is changed for each iteration and taken at random [30] . In the following, we shall denote the latter strategy as random sequential (RS) update and, accordingly, the BP algorithm equipped with this strategy will be tagged as RSBP.
Probability damping
Let us now observe that the effective-field update statement (17) can be replaced (without introducing any actual change) by
where the difference term ∆ i can be computed using either of the following two formulas:
Our proposal is to replace equation (19) with the following one
where the differential term is attenuated by the factor 1 − γ, and γ ∈ [0, 1) is the adjustable damping parameter. For γ = 0 we get back ordinary BP, while increasing γ values decrease the amplitude of the difference term, and progressively slow down the algorithm dynamics. Note that for γ > 0 the use of equations (20) or (21) is no longer equivalent. In particular, using (20) , the update statement reads
namely, each updated field turns out to be a convex linear combination of the "old" value with the "new" value computed by the ordinary BP rule (17) . As a consequence, the resulting algorithm turns out to be exactly equivalent to the PDBP algorithm, proposed in [17] . The use of (21) gives rise to a different algorithm (from now on tagged as PD ′ BP), which, in spite of the apparent similarity with PDBP, turns out to exhibit a considerably different behavior. To conclude this section, let us note that both PDBP and PD ′ BP can be implemented either with the "exact" message update rule (16) or with the simplified (min-sum) rule (18) . For simplicity, in the following analysis we shall always consider only the latter case. † In this case the initialization statementû a→i := 0 must be added at step (i).
Numerical results
In this section we shall investigate the performance of the proposed decoding algorithms (PDBP and PD ′ BP), compared to standard approaches (BP and RSBP) and to the recent DMBP algorithm [26] . We shall consider a specific code (with block length N = 1057 and rate ρ ≈ 0.77) available from MacKay's repository [31] , and already used in [26] as a test bed for DMBP. This code is (almost) a regular code, since every bit is involved in the same number of parity checks n = 3, while every parity check involves the same number of bits m = 13 (except one check involving 12 bits). The different algorithms will be characterized primarily in terms of their frame error rate. In this respect, let us recall that a decoding failure may occur either when the algorithm does not find a codeword within the prescribed maximum number of iterations, or when it finds a codeword different from the transmitted one. These two kinds of event are denoted respectively as detected or undetected errors. ‡ The BSC behavior for each sequence transmission is described by an error pattern [r 1 s 1 , . . . , r N s N ], which is (in the spin representation) an array containing +1 and −1 values, respectively denoting bits that have been received correctly or incorrectly. In the following, the number of −1 values in the error pattern, i.e., the Hamming distance D(s, r), will be shortly denoted as weight of the error pattern itself. Note that the transmitted sequence s is irrelevant to the decoder behavior, so that simulations can be performed with a unique s (for instance s = [+1, . . . , +1]). For each simulation, the number of sampled error patterns is adjusted to obtain a significant number (fixed at 300) of decoding failures.
Error floor
The frame error rate on a BSC with bit-flip probability x can be written as
where N d is the number of error patterns of weight d that cause a decoding failure, and d • is the minimum value of d such that N d = 0. The coefficients N d (and therefore also d • ) depend on all the parameters that characterize the decoding algorithm, namely, the maximum number of allowed iterations ν, the damping parameter γ (if any), and (in principle) the bit-flip probability x. As mentioned in the previous section, the last parameter is actually irrelevant for min-sum-like algorithms, which implies that the frame error rate P (x) is simply a polynomial of degree N (with no terms of degree less than d • ). We can thus write
‡ In principle, detected errors may be further divided in two categories, namely, actual non-convergence or convergence to a non-codeword. We do not distinguish these two events because, as previously mentioned, the stop test of our algorithm simply checks whether the current values of the effective fields correspond to a codeword, so that convergence to non-codeword is equivalent to non-convergence.
where the relationships between the two sets of coefficientsÑ k and N d are as follows:
In particular, we haveÑ d• = N d• , which makes it evident that the asymptotic behavior of the frame error rate for low x (i.e., the error floor) is governed by the error patterns of minimum weight (that cause decoding failure). In formulae: , which directly appears in the conversion formulae (26) and (27).
Standard algorithms
In order to better assess the improvements that can be achieved using the modified decoding algorithms (PDBP and PD ′ BP), we have first investigated the behavior of the standard min-sum algorithm (BP) and of its variant with random sequential update (RSBP). The results in terms of frame error rate P (x) are reported in Fig. 1 , for different values of the maximum number of allowed iterations ν. It is noticeable that the performance of BP is practically insensitive to ν, in the range of values investigated (the different plots are indistinguishable at the scale of the figure). RSBP yields remarkably better performance, which, in addition, can be improved by increasing ν. This effect suggests that the RS update strategy is able to eliminate a large number of trapping sets. Nevertheless, in general the effect is not quantitatively so relevant as for the code under consideration, and anyway it is not of great importance from a technical point of view, because the RS scheduling cannot be easily parallelized.
We can observe that P (x) remains asymptotically proportional to x 3 for x → 0, which means, according to the above discussion, that we always have d • = 3 (so that we have been able to perform the exhaustive analysis). Very low values of ν suffice to obtain N 1 = 0 and N 2 = 0, while the behavior of N 3 as a function of ν is reported in Fig. 2 . It turns out that BP reaches a plateau value N 3 = 5180 at ν = 21, and there is no effect [26] . Note that, in principle, the function N d (ν) is defined only for integer values of its argument, but for graphical reasons we report the graph of N d (⌊·⌋) (which is a right-continuous function), "welding" the discontinuities.
of increasing the maximum number of allowed iterations, at least up to ν = 10 6 . For RSBP the plateau value is N 3 = 5, reached at ν = 214, which confirms that the number of iterations is much more effective in this case. Nevertheless, not even RSBP is able to yield N 3 = 0 (i.e., to provide correct decoding for every error pattern of weight 3), due in particular to the onset of a few undetected errors (the dashed line in Fig. 2 denotes  detected errors) , which do not occur for ordinary BP. This effect is probably related to the randomized nature of RSBP, which increases its ability to explore the configuration space, and which, on the other hand, is likely to be the same reason which enables it to escape most trapping sets. The relevance of undetected errors to the frame error rate (and in particular to the error floor) of RSBP can be appreciated from the right panel of Fig. 1 . By the way, let us observe that, for the code under investigation, the minimum Hamming distance between codewords is 8, so that it is not possible, even with an ideal MAP decoder, to achieve an asymptotic slope larger than 4 (i.e., N 4 = 0), because a received sequence with 4 errors can be at equal distance from more than one codeword.
Probability-damping algorithms
Let us now consider PDBP and PD ′ BP. We have performed the exhaustive analysis for all error patterns of weight 3 as a function of the damping parameter γ (even these algorithms yield N 1 = N 2 = 0 for very low values of ν). The results are reported in Fig. 3 in terms of the average and maximum number of iterations needed to obtain convergence. § These quantities, which we respectively denote byν 3 andν 3 , are related to the function N 3 (ν) (see Fig. 2 ) in a simple way, namely, considering error patterns of a generic weight d, we havē
§ In this case we never encounter undetected errors, so that convergence implies correct decoding.
Such equations hold if there exists some finite ν yielding N d (ν) = 0, otherwise bothν d andν d go to infinity. We can observe that, for low γ values,ν 3 tends indeed to infinity, which is consistent with the fact that standard BP is not able to obtain convergence for all error patterns of weight 3. For increasing γ values,ν 3 exhibits first a decreasing trend, characterized by very large fluctuations, and then a plateau, with relatively smaller fluctuations. Up to this point, both PDBP and PD ′ BP show the same qualitative behavior. Some quantitative differences appear both in the γ value at which the plateau begins (namely, about 0.65 for PDBP and about 0.2 for PD ′ BP) and in the plateau values ofν 3 (roughly 70-150 for PDBP and 20-50 for PD ′ BP). For larger γ values, the behavior of the two algorithms becomes even qualitatively different. For PDBP,ν 3 exhibits just a slight increasing trend, but it basically remains finite up to γ 1. Conversely, for PD ′ BP, there exists a certain threshold value of γ (slightly above 0.5), such thatν 3 first undergoes a very sharp increase, and then becomes practically infinite (in fact we verify that it is larger than 10 7 ). These empirical observations suggest that PDBP and PD ′ BP, in spite of their similarity, have in fact two very different dynamical behaviors, namely, even though both algorithms are able, at a first stage, to eliminate all possible trapping sets associated to low-weight error patterns, PD ′ BP seems to introduce new trapping sets upon increasing γ. On the contrary, the worsening performance of PDBP for large growing γ values is likely to be ascribed only to the fact that the algorithm dynamics gets slower and slower in this regime. This conclusion is supported by the fact that, in this regime, even the average number of iterationsν 3 gets larger and larger. It is also noticeable that, in the low γ regime, in which the maximum number of iterationŝ ν 3 is still very large, the average number of iterationsν 3 is just slightly larger than 1, which means that, for most error patterns of weight 3, PDBP converges in 1 iteration (or a little more), while there is a very small fraction of instances, which require a huge number of iterations to converge. Conversely, at the beginning of the plateau region ofν 3 (precisely at γ = 2/3),ν 3 exhibits an abrupt jump to slightly above 2 (meaning that most instances converge in 2 iterations), and in particular one can observe that, for γ ≥ 2/3, absolutely no instance converges in 1 iteration. The latter fact can be easily rationalized, taking into account that, at the first iteration, we have h i = r i and u a→i = 0. As a consequence, the effective field update statement (23) becomes
with |û a→i | = 1, due to the message update statement (18) . Now, since the number of summed messages in the above equation is n (with n = 3 for the current code), if
there is no chance to correct a wrong sign of r i at the first iteration. Further similar "phase transitions" can be detected in the large γ regime, where one can progressively observe no instance converging within 2, 3, 4, . . . iterations. As far as PD ′ BP is concerned, the behavior ofν 3 is completely different, namely,ν 3 stays very close to 1 in the whole region whereν 3 remains finite. This is of course a good fact for the decoder performance. Nevertheless, the presence of a region in whichν 3 becomes infinite at high γ, as described above, suggests that the damping mechanism introduced by PD ′ BP might be less robust, with respect to PDBP, and that anyway it requires a finer tuning of the damping parameter.
By the way, let us recall that, in the framework of the interpretation of PDBP as an approximation of a double-loop algorithm [16] , the damping parameter can be related to a set of allocation coefficients, which are associated to the edges of the factor graph and allow one to define a sufficient condition for convergence [17] . Assuming that for a regular factor graph (i.e., a regular code) all the allocation coefficients are equal, one can map the aforementioned condition to the following simple inequality:
The latter can no longer be proved to be a sufficient condition for convergence of PDBP, but we believe that it can be used as a "rule of thumb" to identify a range of values of the damping parameter for which the algorithm works best. Note that, for n = 3 and m = 13, condition (33) reads γ ≥ 0.638, which, quite surprisingly, roughly corresponds to the plateau region ofν 3 , described above. A similar rule is not available for PD ′ BP, since we do not have an analogous heuristic interpretation for the latter algorithm.
As far as DMBP is concerned, one can observe some similarities to PD ′ BP, with an even higher sensitivity to the tuning parameter Z (see [26] for the precise definition). In particular,ν 3 remains finite (with values roughly in the range 30-70) only for 0.293 Z 0.433, the latter interval being delimited on both sides by "sharp thresholds", like the one displayed by PD ′ BP. In this interval, the average number of iterationsν 3 is almost constant and slightly less than 2. One can also verify that the high-Z threshold is characterized by the onset of a real non-convergence (in principle we can only state thatν 3 becomes larger than 10 7 ), while the low-Z threshold is characterized by convergence to a non-codeword. The latter behavior is likely to be ascribed to the considerable distortion of DMBP dynamics with respect to pure BP. In particular, at odds with PDBP and PD ′ BP, DMBP does not even preserve BP fixed points (except for Z = 0.5). Just to give an order of magnitude for the phenomenon of convergence to non-codewords, we have analyzed all the failure events collected in our simulations with error-pattern weight up to 5. We have observed that, for DMBP, 100% of detected errors are due to non-codewords, while, conversely, no such event occurs for pure BP. The percentage is rather large even for RSBP (about 75%) and PD ′ BP (about 55%), while, remarkably, PDBP retains the pure BP behavior, with precisely 0% non-codewords.
In the remainder of this section, we discuss the performance of PDBP and PD ′ BP in terms of the frame error rate. The damping parameter values (respectively γ = 0.83 and γ = 0.35) are chosen to minimizeν 3 , according to the previous analysis (from which we obtain respectivelyν 3 = 68 andν 3 = 20). The results, reported in Fig. 4 , are compared to those of RSBP (the latter being basically "the best one can do" with standard algorithms) and DMBP with the best-performing value of the tuning parameter Z = 0.35 * [26] . The behavior of all these cases in terms of N 3 (ν) has been reported in Fig. 2 . For ν = 50 (Fig. 4, left panel) , we observe that PDBP slightly improves the error floor of RSBP, but the asymptotic slope is still 3, because, according to Fig. 2 , we still have N 3 > 0 (i.e., the algorithm is not yet able to correct all error patterns of weight 3). Conversely, for PD ′ BP the asymptotic slope is 4, because N 3 = 0 (still according to Fig. 2 ). In these conditions, the error floor behavior of PDBP is outperformed by PD ′ BP, whose frame error rate turns out to be almost coincident with that of DMBP. To avoid confusion, for the latter algorithm we have reported only the asymptotic behavior (4-th order approximation), because the full graph turns out to be almost completely overlapped with that of PD ′ BP. Upon increasing the maximum number of allowed iterations (in the right panel of Fig. 4 we report the case ν = 300), the error rates of PDBP and PD ′ BP become more and more similar to each other, with asymptotic slope 4, and both practically equivalent to that of DMBP.
Conclusions and perspectives
In this paper we have considered a BP algorithm with over-relaxed dynamics, denoted as probability-damping belief propagation (PDBP) [17] , and a variant of latter (PD ′ BP), employed as decoding algorithms for low-density parity-check (LDPC) codes. It turns out that PD ′ BP matches the performance of difference-map belief propagation (DMBP) [26] , which is one of the best-performing iterative decoding algorithms of the BP type (and of comparable complexity), proposed in the last few years. Also * The equality of this value with the optimal γ value for PD ′ BP is a mere coincidence, because the two parameters have in fact a different meaning.
PDBP achieves basically equivalent performance, but only with a larger number (e.g., ∼ 100) of allowed iterations. One point of originality of PDBP and PD ′ BP, compared to different BP-inspired decoding algorithms [32, 33] , including DMBP, is that they preserve BP fixed points. As an important consequence, we expect they can be used for a much broader spectrum of problems, in particular when it is important to actually compute the Boltzmann marginal probabilities (in the Bethe-Peierls approximation), and convergence difficulties with pure BP are encountered [18, 19] . An extra feature of PDBP, which we have emphasized in the text, is that it can be regarded as an approximation of a provably-convergent double-loop algorithm [16] . As a consequence, we expect that its better convergence properties might be quite robust, compared to other algorithms such as PD ′ BP itself, whose over-relaxing rule has been devised only by analogy. In particular, we expect that PDBP might perform even better than PD ′ BP on codes that have already been optimized to reduce the incidence of trapping sets [23, 24] .
We recognize that a weak point of our investigation is that it is based on the analysis of a single specific code, characterized by a specially relevant error floor, and on an exceedingly simple model of noisy channel (BSC), so that it is not clear whether our claims may hold in a more general setting. Nevertheless, preliminary (unpublished) results of further simulations suggest that most observations and arguments developed in this article can be extended to a wider variety of LDPC codes, and that similar performance improvements can be obtained even with a more realistic (e.g., Gaussian) channel model.
Finally, we would like to stress two more facts concerning PDBP, that in our opinion make it rather appealing from a practical point of view. First, it provides a heuristic rule to choose the value of the damping parameter. Second, it shows very low sensitivity to variations of this value, at odds with PD ′ BP, and especially DMBP. The former fact might be very important for the design of a real decoder. Furthermore, looking at the original paper in which PDBP was proposed [17] , one can argue that, for the case of irregular factor graphs, the aforementioned rule can be generalized with nonuniform (i.e., bit-dependent) damping parameters. We expect that such a generalization might provide further improvements of the error floor for irregular codes [33] . As far as the second fact is concerned, this might even be very important in a practical implementation, because it should guarantee that the algorithm performance is not affected by quantization. Of course, a more detailed assessment of both these issues is far beyond the scope of the present paper, since it would require considerable extra work, and it will probably be the subject of future research.
