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LUSZTIG CORRESPONDENCE AND HOWE CORRESPONDENCE FOR
FINITE REDUCTIVE DUAL PAIRS
SHU-YEN PAN
ABSTRACT. Let (G,G′) be a finite reductive dual pair of a symplectic group and an or-
thogonal group. The Howe correspondence establishes a correspondence between a subset
of irreducible characters of G and a subset of irreducible characters of G′. The Lusztig
correspondence is a bijection between the Lusztig series indexed by the conjugacy class of
a semisimple element s in the connected component (G∗)0 of the dual group ofG and the
set of irreducible unipotent characters of the centralizer of s inG∗. In this paper, we prove
the commutativity (up to a twist of the sign character) between these two correspondences
under some restriction on the characteristic of the finite field.
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1. INTRODUCTION
1.1. Let (G,G′) be a reductive dual pair of either
(1) two unitary groups, or
(2) one symplectic group and one orthogonal group
over a finite field fq of odd characteristic. By restricting the Weil character to the dual pair
(G,G′) with respect to a nontrivial additive character ψ of fq defined in [Ge´r77], we have
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theWeil character ωG,G′ , which has non-negative integral decomposition
ωG,G′ =
∑
ρ∈E(G), ρ′∈E(G′)
mρ,ρ′ρ⊗ ρ
′
where E(G) denotes the set of irreducible characters ofG. We say that ρ⊗ρ′ occurs in the
Howe correspondence for (G,G′) and denote ρ ↔ ρ′ if mρ,ρ′ 6= 0. The main task of the
Howe correspondence is to characterize those ρ and ρ′ which occurs in the correspondence.
If (G,G′) = (Un,Un′) or (Sp2n,O
ǫ
2n′), it is known that the unipotent characters are
preserved by the Howe correspondence (cf. [AM93]). Moreover, the explicit description
of the Howe correspondence of irreducible unipotent characters in terms of combinatorial
parameters is in [AMR96] for unitary dual pairs and in [Pan19a] for symplectic/even-
orthogonal dual pairs. Now we recall these results briefly in the following.
1.2. Recall that a β-set A = {a1, . . . , am} is a finite subset of non-negative integers with
elements written in a (strictly) decreasing order, i.e., a1 > a2 > · · · > am, and a (reduced)
symbol is an ordered pair Λ =
(
A
B
)
of two β-sets A,B such that 0 6∈ A ∩B.
It is known that irreducible unipotent characters of Un(q) can be parametrized by par-
titions of n. Moreover, for each partition λ, we can associate it a symbol Λλ (cf. Subsec-
tion 5.1). And we define a relation BUn,Un′ on these symbols (cf. (5.9)). Then [AMR96]
the´ore`me 5.15 can be rephrased as follows (cf. Proposition 5.13):
Proposition. Suppose that q is large enough so that the main result in [Sri79] holds. Then
the unipotent part ωUn,Un′ ,1 of the Weil character ωUn,Un′ has the decomposition:
ωUn,Un′ ,1 =
∑
(Λλ,Λλ′ )∈BUn,Un′
ρλ ⊗ ρλ′
where ρλ denotes the irreducible unipotent character of Un(q) parametrized by the parti-
tion λ of n.
Next we consider the dual pair (Sp2n,O
ǫ
2n′). It is known in [Lus77] that irreducible
unipotent characters of a symplectic group or an orthogonal group can be parametrized by
symbols satisfying certain conditions. We can define a relation BSp2n,Oǫ2n′ on those sym-
bols (cf. (2.19)). The following proposition is [Pan19a] theorem 3.31 (cf. Proposition 2.21):
Proposition. Suppose that q is large enough so that the main result in [Sri79] holds. Then
the unipotent part ωSp2n,Oǫ2n′ ,1 of the Weil character ωSp2n,O
ǫ
2n′
has the decomposition:
ωSp2n,Oǫ2n′ ,1 =
∑
(Λ,Λ′)∈BSp2n,Oǫ2n′
ρΛ ⊗ ρΛ′
where ρΛ denotes the irreducible unipotent character parametrized by the symbol Λ.
The above two propositions mean that we can given a very explicit description of the
finite Howe correspondence of unipotent characters. Our next step is to reduce the general
finite Howe correspondence to the correspondence of unipotent characters via the Lusztig
correspondence.
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Let E(G)s denote the Lusztig series associated to the conjugacy class (s) of a semisim-
ple element s in the connected component (G∗)0 of the dual groupG∗ of G. In particular,
E(G)1 is the set of irreducible unipotent characters of G. It is known that these Lusztig
series partition the set of irreducible characters:
E(G) =
⊔
(s)⊂(G∗)0
E(G)s.
In [Lus77] Lusztig shows that there exists a bijection, called Lusztig correspondence (cf.
Proposition 4.2):
Ls : E(G)s −→ E(CG∗(s))1
where CG∗(s) denotes the centralizer of s ∈ (G∗)0.
1.3. Suppose that (G,G′) is a dual pair of two unitary groups. For each semisimple
element s of a unitary group, we can define two groupsG(1)(s) andG(2)(s) depending on
(s), and the Lusztig correspondence
Ξs : E(G)s −→ E(G
(1)(s))1 × E(G
(2)(s))1.
Suppose that η ∈ E(G)s and η′ ∈ E(G′)s′ for some semisimple elements s, s′. Then
we write Ξs(η) = η
(1) ⊗ η(2) and Ξs′(η′) = η′(1) ⊗ η′(2) where η(j) (resp. η′(j)) is
an irreducible unipotent character of G(j)(s) (resp. G′(j)(s)) for j = 1, 2. We know
that G(1)(s) and G′(1)(s′) are products of unitary groups or general linear groups, and
(G(2)(s), G′(2)(s′)) is again a reductive dual pair of two unitary groups. The following
proposition (cf. Proposition 5.15) is extracted from [AMR96] the´ore`me 2.6:
Proposition. Let (G,G′) = (Un(q),Un′(q)) be a finite reductive dual pair of two unitary
groups. Suppose that q is large enough so that the main result in [Sri79] holds. Let η ∈
E(G)s and η ∈ E(G′)s′ for some s, s′. Then η ⊗ η′ occurs in the Howe correspondence
for (G,G′) if and only if the following conditions hold:
• up to conjugation, s = (t, 1) ∈ Uk(q) × Un−k(q) ⊂ Un(q) and s′ = (t, 1) ∈
Uk(q) ×Un′−k(q) ⊂ Un′(q) for some t ∈ Uk(q) and some k ≤ min(n, n′),
• G(1)(s) ≃ G′(1)(s′), and η(1) ≃ η′(1),
• η(2) ⊗ η′(2) occurs in the correspondence for the dual pair (G(2), G′(2)).
That is, the following diagram
(1.1)
η
Θ
−−−−→ η′
Ξs
y yΞs′
η(1) ⊗ η(2)
id⊗Θ
−−−−→ η′(1) ⊗ η′(2)
.
commutes.
This proposition means that the Howe correspondence of general irreducible characters
can be reduced via Lusztig correspondence to the correspondence of irreducible unipo-
tent characters. The main result of this article is to prove the analogue of the previous
proposition for the case of a symplectic-orthogonal dual pair.
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1.4. Now suppose that (G,G′) is a dual pair of a symplectic group and an orthogonal
group. For a semisimple element s in a symplectic group or an orthogonal group, we can
define three groupsG(1)(s),G(2)(s) andG(3)(s) depending on (s), and a modified Lusztig
corespondence
Ξs : E(G)s →

E(G
(1)(s))1 × E(G(2)(s))1 × E(G(3)(s))1 × {±1}, if G is odd orthogonal;
E(G(1)(s))1 × E(G(2)(s))1 × E(G(3)(s))1, otherwise.
Then we have (cf. Theorem 6.9 and Theorem 7.9):
Theorem. Let (G,G′) = (Sp2n(q),O
ǫ
2n′(q)), and let η ∈ E(G)s and η
′ ∈ E(G′)s′ for
some semisimple elements s ∈ G∗ and s′ ∈ (G′∗)0. Write Ξs(η) = η(1) ⊗ η(2) ⊗ η(3) and
Ξs′(η
′) = η′(1) ⊗ η′(2) ⊗ η′(3), and let {η′i} be defined in (6.5). Suppose that q is large
enough so that the main result in [Sri79] holds. Then η⊗ η′i (for some i) occurs in ωG,G′ if
and only if the following conditions hold:
• G(1) ≃ G′(1), and η(1) = η′(1);
• G(2) ≃ G′(2), and η(2) is equal to η′(2) or η′(2) · sgn;
• either η(3) ⊗ η′(3) or η(3) ⊗ (η′(3) · sgn) occurs in the Howe occurrence for the
dual pair (G(3), G′(3)).
That is, the following diagram:
η
Θ
−−−−→ η′
Ξs
y yΞs′
η(1) ⊗ η(2) ⊗ η(3)
id⊗id⊗Θ
−−−−−−→ η′(1) ⊗ η′(2) ⊗ η′(3)
commutes up to a twist of the sgn character.
Theorem. Let (G,G′) = (Sp2n(q),O2n′+1(q)), and let η ∈ E(G)s and η
′ ∈ E(G′)s′ for
some semisimple elements s ∈ G∗ and s′ ∈ (G′∗)0. Write Ξs(η) = η(1) ⊗ η(2) ⊗ η(3),
Ξs′(η
′) = η′(1) ⊗ η′(2) ⊗ η′(3) ⊗ ǫ, and let {ηi} be defined as in (7.5). Suppose that q
is large enough so that the main result in [Sri79] holds. Then ηi ⊗ η′ occurs in ωG,G′ for
some i if and only if the following conditions hold:
• G(1) ≃ G′(1), η(1) = η′(1);
• G(2) ≃ G′(2), η(2) = η′(2);
• either η(3) ⊗ η′(3) or (η(3) · sgn) ⊗ η′(3) occurs in the Howe occurrence for the
dual pair (G(3), G′(3)).
That is, the following diagram:
η
Θ
−−−−→ η′
Ξs
y yΞ′s′
η(1) ⊗ η(2) ⊗ η(3)
id⊗id⊗Θ
−−−−−−→ η′(1) ⊗ η′(2) ⊗ η′(3)
commutes up to a twist of the sgn character.
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Therefore, the description of general Howe correspondence for dual pair of a symplectic
group and an orthogonal group is now completely characterized.
The main difference between the correspondence for (Un,Un′) and (Sp2n,O
ǫ
2n′) is
that unipotent part ωUn,Un′ ,1 of the Weil character and in fact all irreducible unipotent
characters of unitary groups are uniform but ωSp2n,Oǫ2n′ ,1 and most of irreducible unipotent
characters of symplectic groups or orthogonal groups are not. Therefore we need to make
more efforts to analyze carefully the uniform projection η♯ of an irreducible character η of
a symplectic group or an orthogonal group.
In the following, we have two applications of our main results: the (non-)preservation
principle of finite Howe correspondence, and the notion of pseudo-unipotent characters
(of a symplectic group).
1.5. For a β-set A, we define
δ(A) =

0, if A = ∅;max(A)− |A|+ 1, if A 6= ∅
where max(A) denotes the maximal element of A. For a symbol Λ =
(
A
B
)
, we define
δ(Λ) = δ(A) + δ(B). If G is symplectic or orthogonal, η ∈ E(G)s and η(3) = ρΛ,
then we define δ(η) = δ(Λ); if G is unitary, η ∈ E(G)s and η(2) = ρλ, then we define
δ(η) = δ(Λλ). Then we have the following (non-)preservation principle (cf. Theorems 9.1,
9.3, 9.5, and 9.7):
(I) Suppose that v is a Hermitian space. Let {v′+} be the Witt series of even-
dimensional Hermitian spaces, and let {v′−} be theWitt series of odd-dimensional
Hermitian spaces. For η ∈ E(U(v)), let n′±0 (η) denote the minimal dimen-
sion of v′± such that η occurs in the Howe correspondence for the dual pair
(U(v),U(v′±)). Then
n′+0 (η) + n
′−
0 (η) = 2 dim(v)− 2δ(η) + 1.
(II) Suppose that v is an orthogonal space. Then {v′} is a Witt series of symplectic
spaces. For η ∈ E(O(v)), let n′0(η) denote the minimal dimension of v
′ such that
η occurs in the Howe correspondence for the dual pair (O(v), Sp(v′)). Then
n′0(η) + n
′
0(η · sgn) = 2 dim(v)− 2δ(η).
(III) Suppose that v is a symplectic space. We have two possible situations:
(a) Let {v′+} the Witt series of orthogonal spaces with trivial anisotropic kernel;
{v′−} theWitt series of orthogonal spaces with a two-dimensional anisotropic
kernel. For η ∈ E(Sp(v)), let n′±0 (η) denote the minimal dimension of v
′±
such that η occurs in the Howe correspondence for the dual pair (Sp(v),O(v′±)).
Then
n′+0 (η) + n
′−
0 (η) = 2 dim(v)− 2δ(η) + 2.
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(b) Both {v′+} and {v′−} areWitt series of orthogonal spaces a one-dimensional
anisotropic kernel but with non-isomorphic quadratic forms. We expect the
above (non-)preservation principle is also true for any irreducible character η
of a symplectic group. However, we are able to prove the principle for this
case (cf. Subsection 9.3.2).
It is known that δ(η) = 0 if and only if η is cuspidal. Hence, the above principles are the
generalization of the preservation principles for cuspidal characters proved in [Pan02].
1.6. Irreducible unipotent cuspidal characters of classical groups other than the general
linear groups are characterized by Lusztig as follows:
(1) A unitary group Un(q) has an irreducible unipotent character if and only if n =
1
2m(m + 1) for some non-negative integerm. And in this case, there is a unique
irreducible unipotent cuspidal character.
(2) An odd orthogonal group O2n+1(q) has an irreducible unipotent character if and
only if n = m(m + 1) for some non-negative integer m. And in this case, there
are two irreducible unipotent cuspidal characters different by the sign character.
(3) A symplectic group Sp2n(q) has an irreducible unipotent character if and only if
n = m(m + 1) for some non-negative integerm. And in this case, there are is a
unique irreducible unipotent cuspidal character.
(4) An even orthogonal group Oǫ2n(q) has an irreducible unipotent character if and
only if n = m2 and ǫ = sgn((−1)m) for some non-negative integer m. And in
this case, there are two irreducible unipotent cuspidal characters different by the
sign character.
When (G,G′) = (Un,Un′) or (Sp2n,O
ǫ
2n′), the unipotent characters are preserved by the
Howe correspondence, and the first occurrence of irreducible unipotent cuspidal characters
are completely determined in [AM93]. However, it is known that the unipotent characters
are not preserved for the dual pair (Sp2n,O2n′+1). So we need some new notations. An
irreducible character η of G is called pseudo-unipotent if 〈η,RTw,θw〉 6= 0 for some Tw
where θw is an order 2 character of Tw (cf. [Pan16] subsection 3.3).
When G is unitary or orthogonal, the notion of pseudo-unipotent characters is not in-
teresting, in fact an irreducible character η of G is pseudo-unipotent if and only if ηχG
(cf. (3.6)) is unipotent. However, we show that a symplectic group Sp2n(q) has a pseudo-
unipotent cuspidal character if and only if n = m2 for some nonzero integerm. Moreover,
each Sp2m2(q), m 6= 0, has exactly two irreducible pseudo-unipotent cuspidal charac-
ters. Then finally we have a complete picture of the Howe correspondence of unipotent
or pseudo-unipotent cuspidal characters for the dual pair of a symplectic group and an or-
thogonal group as follows (cf. Propositions 10.5, 10.6 and 10.8). Let η ↔ η′ be a first
occurrence of cuspidal characters for the dual pair (Sp2n(q),O
ǫ
n′(q)) such that at least one
of η, η is unipotent or pseudo-unipotent.
(1) For n′ even, we have
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(a) n = m(m+1) and n′ = 2m2 or 2(m+1)2 depending on ǫ for somem, both
η and η′ unipotent;
(b) n = m2 and n′ = 2m2 for somem, both η and η′ pseudo-unipotent;
(c) n = m2 and n′ = 2m2 + 2 for some m, η pseudo-unipotent, η′ neither
unipotent nor pseudo-unipotent.
(2) For n′ odd, we have
(a) n = m2, n′ = 2m(m − 1) + 1 or 2m(m + 1) + 1 for some m, η pseudo-
unipotent and η′ unipotent;
(b) n = m(m + 1) and n′ = 2m(m + 1) + 1 for some m, η unipotent and η′
pseudo-unipotent;
(c) n = m(m+1)+1 and n′ = 2m(m+1)+1 for somem, η neither unipotent
nor pseudo-unipotent, η′ pseudo-unipotent.
1.7. The contents of this article are as follows. In Section 2 we first give the definition and
notation which are used in this paper. Then we recall some basic properties of Deligne-
Lusztig virtual character and the characterization of unipotent characters by Lusztig. In
Section 3 we provide some results of uniform projection of an irreducible character of a
symplectic group or an orthogonal group. In Section 4 we focus on the Lusztig correspon-
dence and the decomposition of the uniform projection of the Weil character. In Section
5 we rephrase the result by Aubert-Michel-Rouquier on the Howe correspondence of ir-
reducible unipotent characters for the dual pair of two unitary groups, and we also recall
the commutativity between the Howe correspondence and Lusztig correspondence for this
case. In Section 6 we prove our main result Theorem 6.9 on the (almost) commutativity of
Howe correspondence and Lusztig correspondence on irreducible characters for the dual
pair of a symplectic group and an even orthogonal group. In Section 7 we consider the anal-
ogous result (Theorem 7.9) for the dual pair of a symplectic group and an odd orthogonal
group. In Section 8 we discuss the “(non-)preservation principle” for the Howe correspon-
dence of irreducible unipotent characters. In Section 9 we deduce the (non-)preservation
principle for general irreducible characters from the correspondence of irreducible unipo-
tent characters discussed in Section 8. In the final section, we define “pseudo-unipotent
characters” for a symplectic and give a complete description of the Howe correspondence
on unipotent and pseudo-unipotent cuspidal characters.
When this article is nearly complete, the author has a chance to read the preprint [LW19]
by Liu andWang in which some results are overlappedwith the results in Section 10 of this
article. In particular, the “pseudo-unipotent characters” here are called “θ-representations”
in [LW19]. However, the approaches in two articles are somewhat different.
2. UNIPOTENT CHARACTERS
2.1. Basic notations. Let fq be a finite field of q elements where q is a power of an odd
prime. Let G be a classical group defined over fq , F the corresponding Frobenius endo-
morphism,G = GF the group of rational points.
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Let E(G) be the set of the characters of irreducible representations of G. Let V(G) be
the space of complex-valued class functions on G. Then V(G) is an inner product space
with E(G) as an orthonormal basis. Let 1 = 1G denote the trivial character of G, and let
sgn = sgnG denote the sign character if G is an orthogonal group.
Let T0 be a fixed maximally split rational maximal torus of G, N(T0) the normalizer of
T0, W = WG = N(T0)/T0 the Weyl group of G. For w ∈ W, choose an element g ∈ G
such that g−1F (g) ∈ N(T0) whose image in W is w, and define Tw = gT0g−1, a rational
maximal torus of G. Every rational maximal torus of G is G-conjugate to Tw for some
w ∈ W.
The Weyl groups WSp2n and WSO2n+1 is identified with the groupWn of permutations
on the set {1, 2, . . . , n, n∗, (n− 1)∗, . . . , 1∗} which commutes with the involution
(1, 1∗)(2, 2∗) · · · (n, n∗)
where (i, j) denote the transposition of i, j. For i = 1, . . . , n−1, let ρi = (i, i+1)(i∗, (i+
1)∗) and let σn = (n, n
∗). It is known that Wn is generated by {ρ1, . . . , ρn−1, σn}. The
kernel W+n of the homomorphism ε : Wn → {±1} given by ρi 7→ 1 and σn 7→ −1
is subgroup of index two and is generated by {ρ1, . . . , ρn−1, σnρn−1σn}. Let W−n =
Wn rW
+
n . The mappingW
+
n → W
−
n given by x 7→ xσn is a bijection. The Weyl group
WSOǫ2n where ǫ = ± is identified withW
+
n .
For a finite set S, let |S| denote the number of elements of S.
2.2. Centralizer of a semisimple element. From [AMR96] subsection 1.B, we know that
the centralizer in G of a semisimple element s ∈ G0 can be described as follows. Suppose
that G is a classical group of rank l, and Tl ≃ fq × · · · × fq is a rational maximal torus
where fq denotes a fixed algebraic closure of fq . For s = (λ1, . . . , λl) ∈ T
F
l , let νλ(s)
denote the number of the λi’s which are equal to λ, and let 〈λ〉 denote the set of all roots
in fq of the irreducible polynomial of λ over fq . Now the group CG(s) decomposed as a
product
CG(s) =
∏
〈λ〉⊂{λ1,...,λl}
G[λ](s)
where G[λ](s) is a reductive quasi-simple group of rank equal to |〈λ〉|νλ(s).
• If G = Ul or if λ 6= ±1, then G[λ](s) is either a general linear group or a unitary
group.
• If G = SO2l+1, then G[−1](s) ≃ O
±
2ν−1(s)
and G[1](s) ≃ SO2ν1(s)+1
• If G = O±2l, then G[−1](s) ≃ O
±
2ν−1(s)
and G[1](s) ≃ O
±
2ν1(s)
.
• If G = Sp2l, then G[−1](s) ≃ Sp2ν−1(s) and G[1](s) ≃ Sp2ν1(s).
2.3. Deligne-Lusztig virtual characters. For a rational maximal torus T in a connected
group G and θ ∈ E(T ) where T = TF , let RT,θ = RGT,θ denote the Deligne-Lusztig
(virtual) character of G defined in [DL76]. For an orthogonal group, we define
(2.1) R
Oǫn
T,θ = Ind
Oǫn
SOǫn
(R
SOǫn
T,θ )
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An irreducible character η of G is called unipotent if 〈η,RT,1〉G 6= 0 for some rational
maximal torus T of G. Let E(G)1 denote the set of irreducible unipotent characters of G.
Now we recall some definitions from [Lus78] 3.17, 3.19. Suppose that G is connected.
The Frobenius map F acts on the Weyl groupW = WG and on the set E(W) of irreducible
characters of W. The set of fixed points is denoted by E(W)F . An irreducible represen-
tation (π, V ) of W is in E(W)F if and only if there exists a vector space isomorphism
φ : V → V such that the following diagram
(2.2)
V
π(w)
−−−−→ V
φ
y yφ
V
π(F (w))
−−−−−→ V
commutes for all w ∈ W. The isomorphism φ is unique up to a nonzero constant multiple.
For (π, V ) ∈ E(W)F , we define
(2.3) RGπ =
1
|W|
∑
w∈W
Tr(φ ◦ π(w), V )RGTw,1.
It is known that these RGπ ’s, for (π, V ) ∈ E(W)
F , form an orthonormal basis of the space
of unipotent uniform class functions on G.
If G is Sp2n or SO
+
2n, the action of F is trivial, then φ is trivial and for an irreducible
character χ of W =Wn orW
+
n , we have
RSp2nχ =
1
|Wn|
∑
w∈Wn
χ(w)R
Sp2n
Tw,1
;
R
SO+2n
χ =
1
|W+n |
∑
w∈W+n
χ(w)R
SO+2n
Tw,1
.
Now we consider that case G = SO−2n. Identify WG = W
+
n . The action F : W
+
n →
W+n is given by x 7→ σnxσn where σn is given in Subsection 2.1. If χ ∈ E(Wn), then the
restriction of χ toW+n is fixed by F (but might not be irreducible) and the isomorphism φ
in (2.2) can be chosen to be χ(σn), therefore (2.3) becomes
R
SO−2n
χ =
1
|W+n |
∑
w∈W+n
χ(wσn)R
SO−2n
Tw,1
.
Now the mapping w 7→ wσn gives a bijection between W
+
n and W
−
n , and we define
R
SO−2n
Twσn ,1
= R
SO−2n
Tw,1
for w ∈W+n by convention. So finally we have
R
SO−2n
χ =
1
|W−n |
∑
w∈W−n
χ(w)R
SO−2n
Tw,1
for any χ ∈ E(Wn).
2.4. Symbols and unipotent characters. In this subsection, we recall some basic defini-
tions and properties of “symbols” introduced by Lusztig [Lus77].
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A β-set A = {a1, . . . , am} is a finite subset (possibly empty) of non-negative integers
written in (strictly) decreasing order, i.e., a1 > a2 > · · · > am. A symbol
Λ =
(
A
B
)
=
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
is an (ordered) pair of two β-sets. The first row A is also denoted by Λ∗, similarly, the
seconde rowB is denoted by Λ∗. A symbolΛ is called reduced if 0 6∈ Λ∗ ∩Λ∗; it is called
degenerate if Λ∗ = Λ∗, and nondegenerate otherwise. The rank and the defect of Λ are
defined by
rank(Λ) =
∑
ai∈Λ∗
ai +
∑
bj∈Λ∗
bj −
⌊(
|Λ∗|+ |Λ∗| − 1
2
)2⌋
,
def(Λ) = |Λ∗| − |Λ∗|.
Note that the definition of def(Λ) here is different from the original definition in [Lus77].
It is easy to check that
(2.4) rank(Λ) ≥
⌊(
def(Λ)
2
)2⌋
for any symbol Λ. A symbol Λ is called cuspidal if the equality in (2.4) holds. It is
not difficult to check that
(
A
B
)
is cuspidal if and only if A = {m1,m1 − 1, . . . , 0} and
B = {m2,m2 − 1, . . . , 0} for somem1,m2.
Define
(
A
B
)t
=
(
B
A
)
which is called the transpose of
(
A
B
)
. It is clear that rank(Λt) =
rank(Λ) and def(Λt) = −def(Λ). On the set of symbols we define an equivalence relation
generated by (
A
B
)
∼
(
{ a+ 1 | a ∈ A } ∪ {0}
{ b+ 1 | b ∈ B } ∪ {0}
)
.
It is clear that two equivalent symbols have the same rank and the same defect. Moreover,
each symbol is equivalent to a (unique) reduced symbol.
Let S denote the set of all (reduced) symbols, and let Sn,δ denote the set of symbols of
rank n and defect δ. And we define
SSp = {Λ ∈ S | def(Λ) ≡ 1 (mod 4) }, SSp2n = {Λ ∈ SSp | rank(Λ) = n };
SO+ = {Λ ∈ S | def(Λ) ≡ 0 (mod 4) }, SO+2n
= {Λ ∈ SO+ | rank(Λ) = n };
SO− = {Λ ∈ S | def(Λ) ≡ 2 (mod 4) }, SO−2n
= {Λ ∈ SO− | rank(Λ) = n }.
Thenwe have the following parametrization of irreducible unipotent characters from [Lus77]
theorem 8.2:
Proposition 2.5 (Lusztig). Let G be a symplectic group or an even orthogonal group.
Then there exists a one-to-one correspondence between E(G)1 and SG.
Then the irreducible unipotent character associated to the symbol Λ is denoted by ρΛ.
It is known that ρΛt = ρΛ · sgn when G is an orthogonal group.
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2.5. Partitions and bi-partitions. For a partition λ = [λ1, . . . , λr ]with λ1 ≥ λ2 ≥ · · · ≥
λr > 0, we define ‖λ‖ = λ1 + · · ·+ λr and ℓ(λ) = r. For a partition λ = [λi], we define
its transpose λt = [λ∗j ] by λ
∗
j = |{ i | λi ≥ j }| for j ∈ N.
For a β-set A = {a1, . . . , am}, we define
Υ: {a1, . . . , am} 7→ [a1 − (m− 1), a2 − (m− 2), . . . , am−1 − 1, am].
Then Υ(A) is a partition. Then it is easy to check that the map
(2.6) Υ(Λ) =
[
Υ(Λ∗)
Υ(Λ∗)
]
induces a bijection
Υ: Sn,δ −→

P2(n− (
δ−1
2 )(
δ+1
2 )), if δ is odd;
P2(n− (
δ
2 )
2), if δ is even.
where P2(n) denotes the set of bi-partitions of n, i.e., the set of
[
λ
µ
]
where λ, µ are parti-
tions such that ∥∥∥∥
[
λ
µ
]∥∥∥∥ := ‖λ‖+ ‖µ‖ = n.
In particular, Υ induces a bijection from Sn,1 onto P2(n) and a bijection from Sn,0 onto
P2(n).
It is known that E(Wn) is parametrized by P2(n) (cf. [GP00] theorem 5.5.6) and so the
irreducible character associated to
[
λ
µ
]
is denoted by χ[λµ]
. If Σ is in Sn,1 or Sn,0 so that
Υ(Σ) =
[
λ
µ
]
, then Rχ
[λµ]
is also denoted by RΣ.
2.6. Unipotent characters of Sp2n(q). In this subsection, let G = Sp2n(q). A symbol
Z =
(
a1,a2,...,am+1
b1,b2...,bm
)
of defect 1 is called special if
a1 ≥ b1 ≥ a2 ≥ b2 ≥ · · · ≥ am ≥ bm ≥ am+1.
LetZ be a special symbol of defect 1. LetZI = Zr
(
Z∗∩Z∗
Z∗∩Z∗
)
be the subsymbol of “singles”
in Z . The degree of a special symbolZ of defect 1 is defined to be the non-negative integer
|ZI|−1
2 . ForM ⊂ ZI, we define
ΛM = (Z rM) ∪M
t,
SZ = {ΛM |M ⊂ ZI, |M
∗| ≡ |M∗| (mod 2) },
SZ,1 = {ΛM |M ⊂ ZI, |M
∗| = |M∗| }.
It is clear that SZ ⊂ SSp.
For a special symbol Z =
(
a1,a2,...,am+1
b1,b2,...,bm
)
of defect 1, we define (cf. [Lus81] (2.5.2))
(2.7) aZ =
∑
1≤i<j≤m+1
min(ai, aj) +
∑
1≤i<j≤m
min(bi, bj)
+
∑
1≤i≤m+1, 1≤j≤m
min(ai, bj)−
1
6m(m− 1)(4m+ 1).
For a symbol Λ ∈ SSp, let aΛ = aZ if Λ ∈ SZ for some special symbol Z if defect 1.
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Lemma 2.8. Let Z =
(
a1,a2,...,am+1
b1,b2,...,bm
)
be a special symbol of defect 1. If m ≥ 1, then
aZ > 0.
Proof. Let
Z0 =
(
m,m− 1, . . . , 1, 0
m,m− 1, . . . , 1
)
or
(
m+ 1,m, . . . , 1
m− 1,m− 2, . . . , 0
)
.
It is easy to check that aZ0 = m
2 from (2.7). Now for a special symbolZ =
(
a1,a2,...,am+1
b1,b2,...,bm
)
,
we know that either ai ≥ i − 1 and bj ≥ j for i = 1, . . . ,m + 1 and j = 1, . . . ,m; or
ai ≥ i and bj ≥ j − 1 for i = 1, . . . ,m + 1 and j = 1, . . . ,m. Hence it is easy to check
that aZ ≥ aZ0 = m
2 ≥ 1 form (2.7). 
The following result is from [Lus81] theorem 5.8.
Proposition 2.9 (Lusztig). Let G = Sp2n(q), Z a special symbol of rank n, defect 1 and
degree d. For Σ ∈ SZ,1, we have
〈RΣ, ρΛ〉G =

(−1)
〈Σ,Λ〉2−d, if Λ ∈ SZ ;
0, otherwise
where 〈, 〉 : SZ,1 × SZ → f2 is given by 〈ΛN ,ΛM 〉 = |N ∩M | (mod 2).
Proposition 2.9 means that we have decompositions
V(G)1 =
⊕
Z
V(G)Z , V(G)
♯
1 =
⊕
Z
V(G)♯Z
where Z runs over all special symbols of rank n and defect 1, V(G)Z is the span of { ρΛ |
Λ ∈ SZ } and V(G)
♯
Z is the span of {RΣ | Σ ∈ SZ,1 }.
Let Z be a special symbol of defect 1 and degree d. An arrangement of ZI is a partition
Φ of the 2d+1 singles in ZI into d (disjoint) pairs and one isolated element such that each
pair contains one element in the first row and one element in the second row of ZI. A set
Ψ of some pairs (possibly empty) in Φ is called a subset of pairs of Φ and is denoted by
Ψ ≤ Φ. For a subset of pairs Ψ of an arrangementΦ, we define
(2.10) CΦ,Ψ = {ΛM ∈ SZ | |M ∩Ψ
′| ≡ |(ΦrΨ) ∩Ψ′∗| (mod 2) for all Ψ′ ≤ Φ }
where Ψ′∗ denotes the first row of Ψ′. Such a subset CΦ,Ψ of SZ is called a cell. From
(2.10) we see that a symbol ΛM ∈ SZ is in CΦ,Ψ if and only if M satisfies the following
two conditions:
• M contains either none or two elements of each pair in Ψ; and
• M contains exactly one element of each pair in ΦrΨ.
The following lemma is from [Pan19a] subsection 5.2:
Lemma 2.11. (i) The class function
∑
Λ∈CΦ,Ψ
ρΛ of Sp2n(q) is uniform.
(ii) Let Λ1,Λ2 be two distinct symbols in SZ . There exists an arrangement Φ of ZI
with two subsets of pairs Ψ1,Ψ2 such that Λi ∈ CΦ,Ψi for i = 1, 2 and CΦ,Ψ1 ∩
CΦ,Ψ2 = ∅.
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(iii) For any given Λ ∈ SZ , there exist two arrangements Φ1,Φ2 of ZI with subsets of
pairs Ψ1,Ψ2 respectively such that CΦ1,Ψ1 ∩ CΦ2,Ψ2 = {Λ}.
2.7. Unipotent characters of Oǫ2n(q). In this subsection, let G = O
ǫ
2n(q). A symbol
Z =
(
a1,a2,...,am
b1,b2...,bm
)
of defect 0 is called special if
a1 ≥ b1 ≥ a2 ≥ b2 ≥ · · · ≥ am ≥ bm.
Let Z be a special symbol of defect 0 and let ZI be the subsymbol of singles. The the
degree of Z is defined to be |ZI|2 . Define
S+Z = {ΛM |M ⊂ ZI, |M
∗| ≡ |M∗| (mod 2) },
S−Z = {ΛM |M ⊂ ZI, |M
∗| 6≡ |M∗| (mod 2) },
SZ,0 = {ΛM |M ⊂ ZI, |M
∗| = |M∗| }.
It is clear that SǫZ ⊂ SOǫ . The following proposition is a modification for O
ǫ
2n(q) from
[Lus82] theorem 3.15 (cf. [Pan19a] proposition 3.19):
Proposition 2.12 (Lusztig). Let Z be a non-degenerate special symbol of defect 0 and
degree d ≥ 1. For any Σ ∈ SZ,0, we have
〈RO
ǫ
Σ , ρ
Oǫ
Λ 〉Oǫ =

(−1)
〈Σ,Λ〉2−(d−1), if Λ ∈ SǫZ ;
0, otherwise.
Similar to the case of symplectic groups, we have decompositions
V(G)1 =
⊕
Z
V(G)Z , V(G)
♯
1 =
⊕
Z
V(G)♯Z
where Z runs over all special symbols of rank n and defect 0, V(G)Z is the span of { ρΛ |
Λ ∈ SǫZ } and V(G)
♯
Z is the span of {RΣ | Σ ∈ SZ,0 }.
Let Z be a special symbol of defect 0 and degree d. An arrangement of ZI is a partition
Φ of the 2d singles in ZI into d pairs such that each pair contains one element in the first
row and one element in the second row ofZI. The following two lemmas are from [Pan19a]
subsection 5.3:
Lemma 2.13. Let Z be a special symbol of defect 0, and let Φ be an arrangement of ZI
with subsets of pairs Ψ,Ψ′.
(i) Λ ∈ CΦ,Ψ if and only if Λt ∈ CΦ,Ψ
(ii) The class function
∑
Λ∈CΦ,Ψ
ρΛ of O
ǫ
2n(q) is uniform.
(iii) If Ψ,Ψ′ are two distinct subsets of pairs of Φ, then CΦ,Ψ ∩CΦ,Ψ′ = ∅.
(iv) We have
S+Z =
⋃
Ψ≤Φ, |ΦrΨ| even
CΦ,Ψ and S
−
Z =
⋃
Ψ≤Φ, |ΦrΨ| odd
CΦ,Ψ
where |ΦrΨ| means the number of pairs in ΦrΨ.
A subset of pairs Ψ of an arrangement Φ is called admissible if |Φ r Ψ| is even when
ǫ = +; and |ΦrΨ| is odd when ǫ = −.
14 SHU-YEN PAN
Lemma 2.14. Let Λ1,Λ2 be two symbols in SǫZ such that Λ1 6= Λ2,Λ
t
2. There exists an
arrangementΦ of ZI with admissible subsets of pairsΨ1,Ψ2 such that Λi,Λ
t
i ∈ CΦ,Ψi for
i = 1, 2 and CΦ,Ψ1 ∩CΦ,Ψ2 = ∅.
Lemma 2.15. Suppose Z is a special symbol with singles ZI =
(
s1,s2,...,sd
t1,t2,...,td
)
. Let Φ1,Φ2
be two arrangements of ZI defined by
Φ1 = {
(
s1
t1
)
,
(
s2
t2
)
, . . . ,
(
sd
td
)
}, and Φ2 = {
(
s2
t1
)
,
(
s3
t2
)
, . . . ,
(
sd
td−1
)
,
(
s1
td
)
}
Then for any subsets of pairsΨ1,Ψ2 of Φ1,Φ2 respectively such that |Ψ1| ≡ |Ψ2| (mod 2),
we have
|CΦ1,Ψ1 ∩ CΦ2,Ψ2 | = 2.
Proof. Let Ψ1 be a subset of pairs in Φ1, Ψ
′
2 a subset of pairs in Φ2 r {
(
s1
td
)
}, and Ψ′′2 =
Ψ′2 ∪ {
(
s1
td
)
}. Then |Ψ′′2 | = |Ψ
′
2|+ 1.
Suppose that ΛM is in CΦ1,Ψ1 ∩ CΦ2,Ψ2 where Ψ2 = Ψ
′
2 or Ψ
′′
2 for M ⊂ ZI such
that |M∗| ≡ |M∗| (mod 2). From the two conditions before Lemma 2.11, we have the
following:
(1) if si ∈M and
(
si
ti
)
≤ Ψ1, then ti ∈M ;
(2) if si 6∈M and
(
si
ti
)
≤ Ψ1, then ti 6∈M ;
(3) if si ∈M and
(
si
ti
)
6≤ Ψ1, then ti 6∈M ;
(4) if si 6∈M and
(
si
ti
)
6≤ Ψ1, then ti ∈M ;
(5) if ti ∈M and
(
si+1
ti
)
≤ Ψ2, then si+1 ∈M ;
(6) if ti 6∈M and
(
si+1
ti
)
≤ Ψ2, then si+1 6∈M ;
(7) if ti ∈M and
(
si+1
ti
)
6≤ Ψ2, then si+1 6∈M ;
(8) if ti 6∈M and
(
si+1
ti
)
6≤ Ψ2, then si+1 ∈M
for i = 1, . . . , d. This means that for any Ψ1,Ψ2, the set M is uniquely determined by
the “initial condition” whether s1 belongs toM or not before we apply the final condition
“whether
(
s1
td
)
∈ Ψ2 or not”. Moreover, before we apply the final condition, the both
possible choices ofM are complement subsets to each other in ZI. Now the final condition
is either consistent with the other conditions or contradicts to the other conditions. This
means that exactly one of the following two situations holds:
(1) |CΦ1,Ψ1 ∩ CΦ2,Ψ′2 | = 2 and |CΦ1,Ψ1 ∩ CΦ2,Ψ′′2 | = 0; or
(2) |CΦ1,Ψ1 ∩ CΦ2,Ψ′2 | = 0 and |CΦ1,Ψ1 ∩ CΦ2,Ψ′′2 | = 2.
By (i) of Lemma 2.13 we know that CΦ1,Ψ1 ∩ CΦ2,Ψ2 = ∅ if |Ψ1| 6≡ |Ψ2| (mod 2).
Therefore we must have |CΦ1,Ψ1 ∩ CΦ2,Ψ2 | = 2 if |Ψ1| ≡ |Ψ2| (mod 2). 
Lemma 2.16. For any Λ ∈ SǫZ , there exist two arrangements Φ1,Φ2 of Z with subsets of
pairs Ψ1,Ψ2 respectively such that
CΦ1,Ψ1 ∩ CΦ2,Ψ2 = {Λ,Λ
t}.
Proof. Let Λ ∈ SǫZ , and let Φ1,Φ2 be arrangements given in Lemma 2.15. By (i) and
(iv) of Lemma 2.13, there are subsets of pairs Ψ1,Ψ2 of Φ1,Φ2 respectively such that
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Λ,Λt belong to both CΦ1,Ψ1 and CΦ2,Ψ2 . Then the lemma follows from Lemma 2.15
immediately. 
2.8. Howe correspondence and symbol correspondence. Let λ = [λ1, . . . , λk] and µ =
[µ1, . . . , µl] be two partitions with λ1 ≥ · · · ≥ λk and µ1 ≥ · · · ≥ µl. We denote
λ 4 µ if µi − 1 ≤ λi ≤ µi for each i.
The following lemma is from [Pan19a] lemma 2.15 and lemma 2.20:
Lemma 2.17. Let A = {a1, . . . , am}, B = {b1, . . . , bm′} be two β-sets. Then Υ(A)t 4
Υ(B)t if and only if either
(i) m′ = m and b1 ≥ a1 > b2 ≥ a2 > · · · > bm ≥ am; or
(ii) m′ = m+ 1 and b1 > a1 ≥ b2 > a2 ≥ · · · ≥ bm > am ≥ bm+1.
We define two relations on the set of symbols:
B+ = { (Λ,Λ′) ∈ S × S | Υ(Λ∗)
t 4 Υ(Λ′∗)t, Υ(Λ′∗)
t 4 Υ(Λ∗)t };
B− = { (Λ,Λ′) ∈ S × S | Υ(Λ∗)t 4 Υ(Λ′∗)
t, Υ(Λ′∗)t 4 Υ(Λ∗)
t }.
Then we define
(2.18) BSp,Oǫ = B
ǫ ∩ (SSp × SOǫ), BSp2n,Oǫ2n′ = B
ǫ ∩ (SSp2n × SOǫ2n′ )
where ǫ = ±.
Lemma 2.19. (i) If (Λ,Λ′) ∈ BSp,O+ , then def(Λ
′) = −def(Λ) + 1.
(ii) If (Λ,Λ′) ∈ BSp,O− , then def(Λ
′) = −def(Λ)− 1.
Proof. Write
Λ =
(
a1, a2, . . . , am1
b1, b2, . . . , bm2
)
, Λ′ =
(
a′1, a
′
2, . . . , a
′
m′1
b′1, b
′
2, . . . , b
′
m′2
)
.
Suppose that (Λ,Λ′) ∈ B+. Then we see that m′1 = m2,m2 + 1 and m
′
2 = m1,m1 − 1
by Lemma 2.17. Hence we have
(2.20) − def(Λ) ≤ def(Λ′) ≤ −def(Λ) + 2.
Now suppose that Λ ∈ SSp and Λ
′ ∈ SO+ . Then def(Λ) ≡ 1 (mod 4) and def(Λ
′) ≡ 0
(mod 4), and (2.20) implies that def(Λ′) = −def(Λ) + 1.
Next suppose that (Λ,Λ′) ∈ B−. Then we have
(2.21) − def(Λ)− 2 ≤ def(Λ′) ≤ −def(Λ).
Now suppose that Λ ∈ SSp and Λ′ ∈ SO− . Then def(Λ) ≡ 1 (mod 4) and def(Λ
′) ≡ 2
(mod 4), and (2.21) implies that def(Λ′) = −def(Λ)− 1. 
Now we consider the dual pair (Sp2n(q),O
ǫ
2n′(q)) and its Weil character ωSp2n,Oǫ2n′ .
Recall that ωSp2n,Oǫ2n′ ,1 denotes the unipotent part of ωSp2n,O
ǫ
2n′
. From Lemma 2.19,
we know that BSp2n,Oǫ2n′ is just the set B
ǫ
n,n′ defined in [Pan19a] (2.18). The following
proposition is from [Pan19a] theorem 3.31:
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Proposition 2.22. Suppose that q is large enough so that the main result in [Sri79] holds.
Then we have the decomposition
ωSp2n,Oǫ2n′ ,1 =
∑
(Λ,Λ′)∈BSp2n,Oǫ2n′
ρΛ ⊗ ρΛ′ .
The similar formulation of the Howe correspondence of irreducible unipotent characters
for a unitary dual pair will be given in Proposition 5.13.
3. UNIFORM PROJECTION OF A UNIPOTENT CHARACTER
3.1. Uniform projection. Let G be a finite classical group. Recall that the space of class
functions V(G) is an inner product space with an orthonormal basis E(G) with respect
to the inner product 〈, 〉 = 〈, 〉G. Let V♯(G) denote the subspace of V(G) spanned by
all Deligne-Lusztig virtual characters RT,θ. For f ∈ V(G), let f ♯ denote the orthogonal
projection of f over V♯(G). A class function f ∈ V(G) is called uniform if f = f ♯, i.e., if
f ∈ V♯(G).
If G is connected, it is well known that the trivial character 1G and the character χ
G
reg
of regular representation are both uniform. For Oǫn, because χ
Oǫn
reg = Ind
Oǫn
SOǫn
χ
SOǫn
reg , we see
that the regular character of Oǫn is uniform by (2.1) and the following identity (cf. [Car85]
corollary 7.5.6):
χreg =
|G|p′
|WG|
∑
w∈WG
ǫGǫTw
|Tw|
∑
θ∈E(Tw)
RTw,θ.
Lemma 3.1. If f is a class function on G, then f ♯(1) = f(1). In particular, if η is an
irreducible character of G, then η♯ 6= 0.
Proof. Let χreg denote the character of the regular representation of G. Then χreg(1) =
|G| and χreg(g) = 0 if g 6= 1. Moreover, we know that χreg is uniform, so
f(1) = 〈f, χreg〉 = 〈f
♯, χreg〉 = f
♯(1).
Let η be an irreducible character of G. Then η♯(1) = η(1) 6= 0. Hence η♯ 6= 0. 
The following lemma is well-known (cf. [Car85] theorem 7.3.8).
Lemma 3.2. Let η be an irreducible character of G.
(i) If η is unipotent, then every component of η♯ is also unipotent.
(ii) If η is not unipotent, then none of the components of η♯ is unipotent.
3.2. Uniform projection for a symplectic group.
Proposition 3.3. Let ρ1, ρ2 be two irreducible unipotent characters of Sp2n(q). If ρ
♯
1 =
ρ♯2, then ρ1 = ρ2.
Proof. Suppose that ρ1 = ρΛ1 and ρ2 = ρΛ2 for some Λ1,Λ2 ∈ SSp2n . Since ρ
♯
Λ1
= ρ♯Λ2 ,
by Proposition 2.6 we have Λ1,Λ2 ∈ SZ for some special symbol Z of rank n and defect
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1. For any arrangementΦ of ZI with a subset of pairs Ψ, we have〈 ∑
Λ∈CΦ,Ψ
ρΛ, ρΛ1
〉
=
〈 ∑
Λ∈CΦ,Ψ
ρΛ, ρ
♯
Λ1
〉
=
〈 ∑
Λ∈CΦ,Ψ
ρΛ, ρ
♯
Λ2
〉
=
〈 ∑
Λ∈CΦ,Ψ
ρΛ, ρΛ2
〉
because
∑
Λ∈CΦ,Ψ
ρΛ is uniform by Lemma 2.11.
If Λ1 6= Λ2, by Lemma 2.11 we can find Φ,Ψ such that Λ1 ∈ CΦ,Ψ and Λ2 6∈ CΦ,Ψ,
and hence 〈 ∑
Λ∈CΦ,Ψ
ρΛ, ρΛ1
〉
= 1 and
〈 ∑
Λ∈CΦ,Ψ
ρΛ, ρΛ2
〉
= 0.
We get a contradiction. 
3.3. Uniform projection for an orthogonal group. For an orthogonal group, both 1Oǫn
and sgnOǫn are not uniform and
1
♯
Oǫn
= 12 (1Oǫn + sgnOǫn) = sgn
♯
Oǫn
by the following proposition:
Proposition 3.4. Suppose η is an irreducible character of SOǫn(q) such that Ind
Oǫn(q)
SOǫn(q)
η
is the direct sum η1 + η2 of two irreducible characters η1, η2 of O
ǫ
n(q). Then η
♯
1 = η
♯
2.
Proof. Fix an element σ ∈ Oǫn(q)rSO
ǫ
n(q). Since SO
ǫ
n(q) is a normal subgroup of index
2 ofOǫn(q), by the basic theory of induced characters (cf. [Ser77] proposition 20) we know
that [
Ind
Oǫn(q)
SOǫn(q)
φ
]
(y) =
1
|SOǫn(q)|
∑
t∈Oǫn(q), t
−1yt∈SOǫn(q)
φ(t−1yt)
=

φ(y) + φ(σ
−1yσ), if y ∈ SOǫn(q);
0, if y ∈ Oǫn(q)r SO
ǫ
n(q)
for any class function φ on SOǫn(q). In particular, we have R
Oǫn
T,θ(y) = 0 if y ∈ O
ǫ
n(q) r
SOǫn(q). Now we know that η2 = η1 · sgn and
η1|SOǫn(q) = η2|SOǫn(q) = η.
Thus
〈η1, R
Oǫn
T,θ〉Oǫn(q) =
1
|Oǫn(q)|
∑
y∈Oǫn(q)
η1(y)R
Oǫn
T,θ(y
−1) =
1
|Oǫn(q)|
∑
y∈SOǫn(q)
η1(y)R
Oǫn
T,θ(y
−1)
=
1
|Oǫn(q)|
∑
y∈SOǫn(q)
η2(y)R
Oǫn
T,θ(y
−1)
= 〈η2, R
Oǫn
T,θ〉Oǫn(q)
for any (T, θ). Because the subspace of uniform class function on Oǫn(q) is spanned the
R
Oǫn
T,θ’s, the proposition is proved. 
Proposition 3.5. Let ρ1, ρ2 be two irreducible unipotent characters of O
ǫ
2n(q) for n ≥ 1.
If ρ♯1 = ρ
♯
2, then either ρ1 = ρ2 or ρ1 = ρ2 · sgn.
18 SHU-YEN PAN
Proof. Suppose that ρ1 = ρΛ1 and ρ2 = ρΛ2 for some Λ1,Λ2 ∈ SOǫ2n . By the similar
argument in the proof of Proposition 3.3, we know that Λ1,Λ2 ∈ SǫZ for some special
symbol Z of rank n and defect 0. Moreover, we have〈 ∑
Λ∈CΦ,Ψ
ρΛ, ρΛ1
〉
=
〈 ∑
Λ∈CΦ,Ψ
ρΛ, ρΛ2
〉
for any arrangementΦ of ZI with subset of pairs Ψ.
If Λ1 6= Λ2,Λt2, then we can find Φ,Ψ such that Λ1 ∈ CΦ,Ψ and Λ2 6∈ CΦ,Ψ, and we
get a contradiction. Therefore we must have Λ1 = Λ2 or Λ1 = Λ
t
2. If Λ1 = Λ2, then
ρ1 = ρ2; if Λ1 = Λ
t
2, then ρ1 = ρ2 · sgn. 
3.4. Uniform projection of χG. Recall that in [Pan16] subsection 3.3, for w ∈ WG we
define a character θw of Tw of order two. Then we show that the class function
(3.6) χG =
1
|WG|
∑
w∈WG
RGTw,θw
is in fact a linear character if G is a general linear, unitary or special orthogonal group, in
particular, χG is uniform for these groups. Note that χG is the linear character of order 2
corresponding to the element −1 in the center of G∗ (cf. [DM91] proposition 13.30). We
know that χG|Tw = θw, and hence
(3.7) RGTw ,θθw = χGR
G
Tw,θ
for any (Tw, θ). Note that χG is not a linear character if G is a symplectic group.
Now we consider an orthogonal group Oǫn. We know that Ind
Oǫn
SOǫn
χSOǫn is the sum of
two characters which differ by the sgn character. We will denote these two characters by
χOǫn and χOǫn · sgn. Hence, we have
χOǫn + χOǫn · sgn = Ind
Oǫn
SOǫn
[
1
|WSOǫn |
∑
w∈WSOǫn
R
SOǫn
Tw,θw
]
=
1
|WSOǫn |
∑
w∈WSOǫn
Ind
Oǫn
SOǫn
R
SOǫn
Tw,θw
=
1
|WSOǫn |
∑
w∈WSOǫn
R
Oǫn
Tw ,θw
.
The linear character χOǫn is not uniform, in fact by Proposition 3.4 we have
χ♯Oǫn =
1
2
(χOǫn + χOǫn · sgn) = (χOǫn · sgn)
♯
Lemma 3.8. If f is a uniform class function on Oǫn(q), then fχOǫn is also uniform.
Proof. Suppose that f =
∑
v∈WSOǫn
∑
θ∈E(Tv)
av,θR
Oǫn
Tv ,θ
for some coefficients av,θ. Then
fχOǫn =
∑
v∈WSOǫn
∑
θ∈E(Tv)
av,θχOǫnR
Oǫn
Tv,θ
=
∑
v∈WSOǫn
∑
θ∈E(Tv)
av,θR
Oǫn
Tv,θvθ
.

Lemma 3.9. Let η be an irreducible character of Oǫn(q). Then
(ηχOǫn)
♯ = η♯χOǫn .
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Proof. For any v ∈ WSOǫn and θ ∈ E(Tv), we have
〈ηχOǫn , R
Oǫn
Tv,θ
〉Oǫn =
1
|Oǫn(q)|
∑
y∈Oǫn(q)
η(y)χOǫn(y)R
Oǫn
Tv ,θ
(y−1).
Because χOǫn(y) = χOǫn(y
−1) and χOǫnR
Oǫn
Tv ,θ
= R
Oǫn
Tv,θvθ
(cf. (3.7)), we have
〈ηχOǫn , R
Oǫn
Tv ,θ
〉Oǫn = 〈η,R
Oǫn
Tv ,θvθ
〉Oǫn = 〈η
♯, R
Oǫn
Tv ,θvθ
〉Oǫn = 〈η
♯χOǫn , R
Oǫn
Tv ,θ
〉Oǫn .
This means that ηχOǫn and η
♯χOǫn have the same uniform projection. Now by Lemma 3.8
we know that η♯χOǫn is already uniform, so the lemma is proved. 
3.5. Uniform projection of RG. Let RG be the character of G×G given by
RG =
∑
η∈E(G)
η ⊗ η
with unipotent part
RG,1 =
∑
η∈E(G)1
η ⊗ η.
Hence we have the uniform projection R♯G =
∑
η∈E(G) η
♯ ⊗ η♯. From [AMR96] proposi-
tion 1.9, when G is connected, we have
R♯G =
1
|WG|
∑
w∈WG
∑
θ∈E(Tw)
RGTw,θ ⊗R
G
Tw,θ.
Then the unipotent part of R♯G is
(3.10) R♯G,1 =
1
|WG|
∑
w∈WG
RGTw,1 ⊗R
G
Tw,1
.
3.5.1. For a symplectic group. Let G = Sp2n and let Z be a special symbol of rank n and
defect 1.
RG,1 =
∑
ρ∈E(G)1
ρ⊗ ρ =
∑
Z
RG,Z
where RG,Z =
∑
Λ∈SZ
ρΛ ⊗ ρΛ and Z runs over all special symbols of rank n and defect
1.
Lemma 3.11. Let Z be a special symbol of defect 1. Then( ∑
Λ∈SZ
ρΛ ⊗ ρΛ
)♯
=
∑
Σ∈SZ,1
RΣ ⊗RΣ.
Proof. Suppose that deg(Z) = d. For Λ ∈ SZ , we know that
ρ♯Λ =
1
2d
∑
Σ∈SZ,1
(−1)〈Σ,Λ〉RΣ
by Proposition 2.9. Therefore, we can write∑
Λ∈SZ
ρ♯Λ ⊗ ρ
♯
Λ =
∑
Σ∈SZ,1
∑
Σ′∈SZ,1
cΣ,Σ′RΣ ⊗RΣ′
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where
cΣ,Σ′ =
1
22d
∑
Λ∈SZ
(−1)〈Σ,Λ〉+〈Σ
′,Λ〉.
Hence by [Pan19a] lemma 4.5, we have
cΣ,Σ′ =

1, if Σ
′ = Σ;
0, otherwise.
Then the proposition is proved. 
Therefore, by Lemma 3.11, we have
R♯G,1 =
∑
Z
R♯G,Z =
∑
Z
∑
Σ∈SZ,1
RGΣ ⊗R
G
Σ =
∑
Σ∈Sn,1
RGΣ ⊗R
G
Σ.
Lemma 3.12. Let G = Sp2n, and let Z be a special symbol of rank n and defect 1.
Suppose that ΩZ is a unipotent character of G × G such that Ω
♯
Z = R
♯
G,Z . Then ΩZ =
RG,Z .
Proof. From the assumption and Lemma 3.11, we have
Ω♯Z =
( ∑
Λ∈SZ
ρΛ ⊗ ρΛ
)♯
=
∑
Σ∈SZ,1
RΣ ⊗ RΣ.
By Proposition 2.9, we can write
ΩZ =
∑
Λ,Λ′∈SZ
aΛ,Λ′ρΛ ⊗ ρΛ′
where aΛ,Λ′ = 〈ρΛ ⊗ ρΛ′ ,ΩZ〉. By (i) of Lemma 2.11, the class function∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
ρΛ ⊗ ρΛ′
on G×G is uniform for any arrangementsΦ,Φ′ of ZI with subsets of pairs Ψ,Ψ′ respec-
tively. Then we have
∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
aΛ,Λ′ =
〈 ∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
ρΛ ⊗ ρΛ′ ,ΩZ
〉
=
〈 ∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
ρΛ ⊗ ρΛ′ ,Ω
♯
Z
〉
=
〈 ∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
ρΛ ⊗ ρΛ′ ,
∑
Λ∈SZ
ρ♯Λ′′ ⊗ ρ
♯
Λ′′
〉
=
〈 ∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
ρΛ ⊗ ρΛ′ ,
∑
Λ∈SZ
ρΛ′′ ⊗ ρΛ′′
〉
by Lemma 3.11. For a symbol Λ′′ ∈ SZ to contribute a multiplicity, we need that Λ′′ = Λ
for someΛ ∈ CΦ,Ψ andΛ′′ = Λ′ for someΛ′ ∈ CΦ′,Ψ′ , i.e., we needΛ′′ ∈ CΦ,Ψ∩CΦ′,Ψ′ .
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Therefore, we have
(3.13)
∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
aΛ,Λ′ = |CΦ,Ψ ∩ CΦ′,Ψ′ |
Now suppose that Λ′ 6= Λ, by (ii) of Lemma 2.11, we can find two arrangements
Φ,Φ′ with subset of pairs Ψ,Ψ′ respectively such that Λ ∈ CΦ,Ψ and Λ′ ∈ CΦ′,Ψ′ and
|CΦ,Ψ ∩ CΦ′,Ψ′ | = ∅. Because each aΛ,Λ′ is non-negative, we conclude that aΛ,Λ′ = 0
by (3.13). Moreover, for any Λ ∈ SZ , by (iii) of Lemma 2.11, (3.13) can be reduced to
aΛ,Λ = 1. 
Proposition 3.14. Let G = Sp2n(q). If Ω is a unipotent character of G × G such that
Ω♯ = R♯G,1, then Ω = RG,1.
Proof. Note that V(G)1 =
⊕
Z V(G)Z and hence
V(G)1 ⊗ V(G)1 =
⊕
Z,Z′
V(G)Z ⊗ V(G)Z′
where Z,Z ′ run over all special symbols of rank n and defect 1. Then, as an element in
V(G)1 ⊗ V(G)1, write Ω =
∑
Z,Z′ ΩZ,Z′ where ΩZ,Z′ is the projection of Ω over the
subspace V(G)Z ⊗ S(G)Z′ . Then Ω♯ =
∑
Z,Z′ Ω
♯
Z,Z′ . Therefore if Z 6= Z
′, then we
have Ω♯Z,Z′ = 0 and hence ΩZ,Z′ = 0. Now Ω
♯
Z,Z = R
♯
G,Z . Then ΩZ,Z = RG,Z by
Lemma 3.12. Therefore
Ω =
∑
Z
ΩZ,Z =
∑
Z
RG,Z = RG,1.

3.5.2. For an even orthogonal group. From [AMR96] proposition 1.15, we have
(3.15) R♯Oǫ2n,1
=
1
|Wn|
∑
w∈W ǫn
R
Oǫ2n
Tw,1
⊗R
Oǫ2n
Tw,1
.
Let S¯n,0 be a complete set of representatives of subsets {Σ,Σt} in Sn,0, Similarly, let
S¯Oǫ2n be a complete set of representatives of subsets {Λ,Λ
t} in SOǫ2n .
Lemma 3.16. Let Z be a special symbol of defect 0. Then( ∑
Λ∈SǫZ
ρΛ ⊗ ρΛ
)♯
=
1
2
∑
Σ∈S¯Z,0
RΣ ⊗RΣ.
Proof. Suppose that deg(Z) = d. For Λ ∈ SǫZ , we know that
ρ♯Λ =
1
2d
∑
Σ∈S¯Z,0
(−1)〈Σ,Λ〉RΣ
by Proposition 2.12. Therefore, we can write∑
Λ∈SǫZ
ρ♯Λ ⊗ ρ
♯
Λ =
∑
Σ∈S¯Z,0
∑
Σ′∈S¯Z,0
cΣ,Σ′RΣ ⊗RΣ′
22 SHU-YEN PAN
where
cΣ,Σ′ =
1
22d
∑
Λ∈SǫZ
(−1)〈Σ,Λ〉+〈Σ
′,Λ〉.
Hence by [Pan19a] lemma 4.12, we have
cΣ,Σ′ =


1
2 , if Σ
′ = Σ;
0, otherwise.
Note that Σ,Σ′ are chosen from S¯Z,0, so Σ′ 6= Σt. Then the proposition is proved. 
Similar to the case of symplectic groups, forG = Oǫ2n(q), by Lemma 3.16, we have
R♯G,1 =
∑
Z
R♯G,Z =
∑
Z
( ∑
Λ∈SǫZ
ρΛ⊗ρΛ
)♯
=
1
2
∑
Z
∑
Σ∈S¯Z,0
RGΣ⊗R
G
Σ =
1
2
∑
Σ∈S¯n,0
RGΣ⊗R
G
Σ.
Lemma 3.17. Let G = Oǫ2n, and let Z be a special symbol of rank n and defect 0. Suppose
that ΩZ is a unipotent character of G×G such that
Ω♯Z =
1
2
∑
Σ∈S¯Z,0
RΣ ⊗RΣ.
Then
ΩZ =
∑
Λ∈S¯ǫZ
[aΛ,ΛρΛ ⊗ ρΛ + aΛt,ΛρΛt ⊗ ρΛ + aΛ,ΛtρΛ ⊗ ρΛt + aΛt,ΛtρΛt ⊗ ρΛt ]
such that each aΛ,Λ′ is a non-negative integer and
aΛ,Λ + aΛt,Λ + aΛ,Λt + aΛt,Λt = 2.
Proof. Write
ΩZ =
∑
Λ,Λ′∈SǫZ
aΛ,Λ′ρΛ ⊗ ρΛ′
where aΛ,Λ′ = 〈ρΛ⊗ρ′Λ,ΩZ〉. By the same argument in the proof of Lemma 3.12, for any
arrangementsΦ,Φ′ of ZI with subsets of pairs Ψ,Ψ
′ respectively, we have
∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
aΛ,Λ′ =
〈 ∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
ρΛ ⊗ ρΛ′ ,
∑
Λ′′∈SZ
ρΛ′′ ⊗ ρΛ′′
〉
by Lemma 3.16. Therefore, we have
(3.18)
∑
Λ∈CΦ,Ψ
∑
Λ′∈CΦ′,Ψ′
aΛ,Λ′ = |CΦ,Ψ ∩ CΦ′,Ψ′ |
for any arrangementsΦ,Φ′ of ZI with subsets of pairs Ψ,Ψ
′ respectively.
Now suppose that Λ′ 6= Λ,Λt, by Lemma 2.13, we can find two arrangements Φ,Φ′
with subset of pairs Ψ,Ψ′ respectively such that Λ,Λt ∈ CΦ,Ψ and Λ′,Λ′t ∈ CΦ′,Ψ′ and
|CΦ,Ψ ∩ CΦ′,Ψ′ | = ∅. Because each aΛ,Λ′ is non-negative, we conclude that
aΛ,Λ′ = aΛt,Λ′ = aΛ,Λ′t = aΛt,Λ′t = 0
by (3.18). Moreover, for any Λ ∈ SǫZ , by Lemma 2.16, (3.18) can be reduced to
aΛ,Λ + aΛt,Λ + aΛ,Λt + aΛt,Λt = 2.
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
Proposition 3.19. Let G = Oǫ2n(q). If Ω is a unipotent character of G × G such that
Ω♯ = R♯G,1, then
Ω =
∑
Λ∈S¯Oǫ
2n
[aΛ,ΛρΛ ⊗ ρΛ + aΛt,ΛρΛt ⊗ ρΛ + aΛ,ΛtρΛ ⊗ ρΛt + aΛt,ΛtρΛt ⊗ ρΛt ]
such that each aΛ,Λ′ is a non-negative integer and
aΛ,Λ + aΛt,Λ + aΛ,Λt + aΛt,Λt = 2.
Proof. We know that Ω =
∑
Z ΩZ,Z where Z runs over all special symbols of rank n and
defect 0, and ΩZ,Z is the projection of Ω over the subspace V(G)Z ⊗ V(G)Z . The the
proposition follows from Lemma 3.17 immediately. 
4. UNIFORM PROJECTION OF THE WEIL CHARACTER
4.1. Lusztig correspondence. Let G∗ denote the dual group of G. The Frobenius endo-
morphism of G∗ is still denoted by F , and G∗ = G∗F the group of rational points. It
is known that there is a bijection between the set of G-conjugacy classes of (T, θ) where
θ ∈ E(T ) and the set of G∗-conjugacy classes of (T∗, s) where T∗ is a rational maximal
torus in G∗ and s ∈ T ∗ = T∗F . If (T, θ) is corresponding to (T∗, s), then RT,θ is also
denoted by RT∗,s
For a semisimple element s ∈ (G∗)0, define
E(G)s = {χ ∈ E(G) | 〈χ,RT∗,s〉 6= 0 for some T
∗ containing s }.
The set E(G)s is called a Lusztig series, and it is known that E(G) is partitioned into
Lusztig series indexed by the conjugacy classes (s) of semisimple elements s in (G∗)0,
i.e.,
(4.1) E(G) =
⊔
(s)⊂(G∗)0
E(G)s.
An irreducible character of G is unipotent if it is in E(G)1. For any semisimple element
s ∈ G∗, let V(G)s denote the linear span of the set E(G)s. From (4.1), we have an
orthogonal decomposition
V(G) =
⊕
(s)⊂(G∗)0
V(G)s.
The following result (cf. [DM91] theorem 13.23, remark 13.24) is fundamental for the
classification of E(G):
Proposition 4.2 (Lusztig). There is a bijection
Ls : E(G)s −→ E(CG∗(s))1
satisfying the condition
(4.3) 〈η, ǫGR
G
T∗,s〉G = 〈Ls(η), ǫCG∗ (s)R
CG∗(s)
T∗,1 〉CG∗ (s)
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for any rational maximal torus T∗ containing s where CG∗(s) denotes the centralizer of s
in G∗. Moreover, we have
(4.4) dim η =
|G|p′
|CG∗(s)|p′
dimLs(η)
where |G|p′ denotes greatest factor of |G| not divided by p, ǫG = (−1)r where r is the
fq-rank of G.
The bijection Ls is called the Lusztig correspondence. Note that the correspondence
Ls is usually not uniquely determined. The following proposition follows from [Lus84]
(9.9.1) (see also [Pan19b] proposition 3.3):
Proposition 4.5 (Lusztig). The Lusztig series E(G)s has a cuspidal representation if and
only if E(CG∗(s))1 has a cuspidal representation and the largest fq-split torus in the center
of CG∗(s) coincides with the largest fq-split torus in the center of G
∗. In this case, η is
cuspidal if and only if Ls(η) is cuspidal.
From (4.3) we see that the bijection Ls can be extended by linearity to be an isometry,
still denoted by Ls:
Ls : V(G)s −→ V(CG∗(s))1.
Moreover, by (4.3) the isometry maps V(G)♯s onto V(CG∗(s))
♯
1, and we have
(4.6) Ls(η
♯) = Ls(η)
♯
for any η ∈ E(G)s.
Suppose G is special orthogonal or orthogonal. Note that RGT∗,sχG = R
G
T∗,−s from
(3.7). Hence, if η is in E(G)s for some s, then ηχG is also an irreducible character and is
in E(G)−s. It is clear that CG∗(s) = CG∗(−s), and (4.3) implies that
Ls(R
G
T∗,s) = ǫGǫCG∗ (s)R
CG∗(s)
T∗,1 = L−s(R
G
T∗,−s) = L−s(R
G
T∗,sχG).
Therefore the composition L−1−s ◦ Ls gives a bijection E(G)s → E(G)−s by η 7→ ηχG.
Clearly, η is cuspidal if and only if ηχG is cuspidal.
4.2. Uniform projection of the Weil character. Recall that we fix a nontrivial additive
character ψ of fq. Other additive character of fq is the form ψa for a ∈ f
×
q , where ψa(x) :=
ψ(ax). The Weil character ωSp2n depends on ψ and will be denoted by ω
ψ
Sp2n
if we want
to emphasize the role of ψ. It is known that ωψSp2n ≃ ω
ψa
Sp2n
if a is a square in f×q , and
ωψSp2n 6≃ ω
ψa
Sp2n
otherwise. We shall see that the uniform projection (ωψSp2n)
♯ does not
depend on the character ψ of fq.
It is known that ωψSp2n is the sum χ
(1)
qn+1
2
+χ
(1)
qn−1
2
of two irreducible characters of degree
qn+1
2 and
qn−1
2 respectively. Similarly, ω
ψa
Sp2n
= χ
(2)
qn+1
2
+ χ
(2)
qn−1
2
.
Lemma 4.7. The irreducible character χ
(i)
qn±1
2
, for i = 1, 2, of Sp2n(q) is not unipotent.
LUSZTIG CORRESPONDENCE AND HOWE CORRESPONDENCE 25
Proof. Suppose that χ
(i)
qn±1
2
(i = 1, 2) is unipotent. Then χ
(i)
qn±1
2
= ρΛ for some symbol
Λ of rank n and odd defect. Let Z be the special symbol associated to Λ, and let d be the
degree of Z . Now we know that
(4.8) 2d deg ρΛ ≡ q
aΛ (mod qaΛ+1)
by [Lus81] lemma 5.2. So we must have d = 1 and aΛ = 0. But now m ≥ d = 1, we
have aΛ = aZ > 0 by Lemma 2.8, and we get a contradiction. Therefore χ
(i)
qn±1
2
is not
unipotent. 
Theorem 4.9. Let a be a non-square element in f×q . Then
(ωψSp2n)
♯ = (ωψaSp2n)
♯ =
1
2
ωψSp2n +
1
2
ωψaSp2n
Proof. Let η = χ
(1)
qn+1
2
or χ
(2)
qn+1
2
. Then η is in the Lusztig series E(Sp2n(q))s+ for some
semisimple element s+ in SO2n+1(q). Hence by (4.4)
qn + 1
2
=
|Sp2n(q)|p′
|CSO2n+1(q)(s
+)|p′
degLs+(η).
We know that η is not unipotent by Lemma 4.7, so s+ is not in the center of SO2n+1(q) and
hence CSO2n+1(q)(s
+) 6= SO2n+1(q). Because deg η is so small, the only possibility is
thatCSO2n+1(q)(s
+) ≃ S(O+2n(q)×O1(q)) and degLs+(η) = 1. Here S(O
+
2n(q)×O1(q))
denotes the group consisting of elements of the form (g1, g2) where g1 ∈ O
+
2n(q), g2 ∈
O1(q) and det(g1) det(g2) = 1, and hence S(O
+
2n(q) × O1(q)) can be identified with
O+2n(q). Moreover, we know that the only degree one irreducible unipotent characters of
O+2n(q) are 1O+2n
and sgnO+2n
. Hence we obtain
(4.10) Ls+ :
{
χ
(1)
qn+1
2
, χ
(2)
qn+1
2
}
−→ {1O+2n
, sgnO+2n
}.
Because 1O+2n
+ sgnO+2n
= Ind
O+2n(q)
SO+2n(q)
1SO+2n
and the trivial character 1SO+2n
of SO+2n(q)
is uniform, the class function 1O+2n
+ sgnO+2n
of O+2n(q) is then also uniform, and from
Proposition 3.4, we know that
1
♯
O+2n
= sgn♯
O+2n
=
1
2
(1O+2n
+ sgnO+2n
).
Hence by (4.6) the class function χ
(1)
qn+1
2
+ χ
(2)
qn+1
2
of Sp2n(q) is uniform, and
(
χ
(1)
qn+1
2
)♯
=
(
χ
(2)
qn+1
2
)♯
=
1
2
(
χ
(1)
qn+1
2
+ χ
(1)
qn+1
2
)
.
Similarly,χ
(1)
qn−1
2
andχ
(2)
qn−1
2
are in the Lusztig series E(Sp2n(q))s− whereCSO2n+1(q)(s
−) ≃
O−2n(q), and hence the class function χ
(1)
qn−1
2
+ χ
(2)
qn−1
2
of Sp2n(q) is uniform. Moreover,
(
χ
(1)
qn−1
2
)♯
=
(
χ
(2)
qn−1
2
)♯
=
1
2
(
χ
(1)
qn−1
2
+ χ
(1)
qn−1
2
)
.
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Therefore,
(ωψSp2n)
♯ =
(
χ
(1)
qn+1
2
+ χ
(1)
qn−1
2
)♯
=
1
2
(
χ
(1)
qn+1
2
+ χ
(2)
qn+1
2
)
+
1
2
(
χ
(1)
qn−1
2
+ χ
(2)
qn−1
2
)
=
1
2
ωψSp2n +
1
2
ωψaSp2n
= (ωψaSp2n)
♯.

The following result is originally proved in [Pan16] via some tedious computation. Now
we have an easier proof via the Lusztig correspondence.
Corollary 4.11. For n ≥ 1, we have the decomposition
ω♯Sp2n =
1
|WSp2n |
∑
w∈WSp2n
ǫwR
Sp2n
Tw ,θw
.
Proof. Identify WSp2n = Wn =W
+
n ⊔W
−
n . Then by [Car85] corollary 7.6.5, we have
1SOǫ2n
=
1
|W ǫn|
∑
w∈Wǫn
R
SOǫ2n
Tw,1
.
Therefore
1Oǫ2n
+ sgnOǫ2n =
1
|W ǫn|
∑
w∈W ǫn
R
Oǫ2n
Tw,1
.
Now ǫSp2nǫO+2n
= 1, then by Proposition 4.2 and (4.10), we have
χ
(1)
qn+1
2
+ χ
(2)
qn+1
2
=
1
|W+n |
∑
w∈W+n
R
Sp2n
Tw,θw
.
Because ǫSp2nǫO−2n
= −1, we have
χ
(1)
qn−1
2
+ χ
(2)
qn−1
2
=
1
|W−n |
∑
w∈W−n
−R
Sp2n
Tw,θw
.
Since ǫw = ǫ if w ∈ W ǫn and |Wn| = 2|W
ǫ
n|, the corollary follows form Theorem 4.9
immediately. 
5. COMPATIBILITY FOR UNITARY GROUPS
In this section, we consider a dual pair of two unitary groups.
5.1. Unipotent characters of a unitary group. The β-set X associated to a partition
λ = [λ1, . . . , λm] is defined to be
X = {λ1 + (m− 1), λ2 + (m− 2), . . . , λm−1 + 1, λm},
i.e., λ = Υ(X) where Υ is given in Subsection 2.5.
A 2-hook of a β-setX is a pair of integer (y, x) such that y 6∈ X , x ∈ X and y+2 = x.
If (y, x) is a 2-hook of X , then the β-set X1 := {y} ∪ (X r {x}) is said to be obtained
from X by removing the 2-hook (y, x). It is easy to see that ‖Υ(X1)‖ = ‖Υ(X)‖ − 2.
For a β-set X , we have a sequence of β-sets X = X0, X1, . . . , Xh by removing a 2-hook
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successively, until we can not remove a 2-hook any more. The resulting β-set is denoted
by X∞. Then λ∞ := Υ(X∞) is called the 2-core of λ. It is easy to see that X∞ is of the
form
(5.1) {2k − 1, 2k − 3, . . . , 3, 1, 2l− 2, 2l− 4, . . . , 2, 0}
for some non-negative integers k, l, and λ∞ = [d, d− 1, . . . , 2, 1] where
d =

k − l, if k ≥ l;l − k − 1, if k < l.
LetX be the β-set associate to a partition λ, we define two β-sets
X(0) =
{
x
2
| x ∈ X, x ≡ 0 (mod 2)
}
,
X(1) =
{
x− 1
2
| x ∈ X, x ≡ 1 (mod 2)
}
,
and the symbol
(5.2) Λλ =


(
X(0)
X(1)
)
, if ℓ(λ) is odd;(
X(1)
X(0)
)
, if ℓ(λ) is even.
It is easy to check that (cf. [FS90] p.223)
(5.3) ‖λ‖ = ‖λ∞‖+ 2‖Υ(Λλ)‖.
Example 5.4. Consider the partitionλ = [7, 5, 4, 3, 2, 2] of 23. ThenX = {12, 9, 7, 5, 3, 2},
X(0) = {6, 1},X(1) = {4, 3, 2, 1},X∞ = {7, 5, 3, 2, 1, 0}, and hence λ∞ = [2, 1]. Now
ℓ(λ) = 6 is even. Therefore Λλ =
(
4,3,2,1
6,1
)
and
[
µ
ν
]
=
[
1,1,1,1
5,1
]
.
Lemma 5.5. Let λ be a partition.
def(Λλ) =


ℓ(λ∞), if both ℓ(λ), ℓ(λ∞) are even;
ℓ(λ∞) + 1, if ℓ(λ) is odd and ℓ(λ∞) is even;
−ℓ(λ∞), if both ℓ(λ), ℓ(λ∞) are odd;
−ℓ(λ∞)− 1, if ℓ(λ) is even and ℓ(λ∞) is odd.
Proof. After removing all possible 2-hooks, we will obtain a β-set X∞ of the form (5.1)
for some non-negative integers k, l. Moreover, we know that ℓ(λ) = |X | = |X∞| = k+ l,
|X(1)| = k and |X(0)| = l. Now we have the following situations:
(1) Suppose that k + l is even and k ≥ l. Then def(Λλ) = k − l and ℓ(λ∞) = k − l.
Now ℓ(λ∞) is even and def(Λλ) = ℓ(λ∞).
(2) Suppose that k+l is even and k < l. Then def(Λλ) = k−l and ℓ(λ∞) = l−k−1.
Now ℓ(λ∞) is odd and def(Λλ) = −ℓ(λ∞)− 1.
(3) Suppose that k + l is odd and k ≥ l. Then def(Λλ) = l − k and ℓ(λ∞) = k − l.
Now ℓ(λ∞) is odd and def(Λλ) = −ℓ(λ∞).
(4) Suppose that k+ l is odd and k < l. Then def(Λλ) = l−k and ℓ(λ∞) = l−k−1.
Now ℓ(λ∞) is even and def(Λλ) = ℓ(λ∞) + 1.
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
Now given a non-negative integer d and a bi-partition
[
µ
ν
]
such that n = d(d+1)2 +2‖
[
µ
ν
]
‖,
we can associate a unique partition λ of n as follows. Write µ = [µ1, . . . , µr] and ν =
[ν1, . . . , νs].
(1) Suppose that d is even and r − s > d. Define
X(0) = {µ1 + (r − 1), . . . , µr−1 + 1, µr},
X(1) = {ν1 + (r − d− 2), . . . , νs + (r − s− d− 1), r − s− d− 2, . . . , 1, 0}.
(2) Suppose that d is even and r − s ≤ d. Define
X(1) = {µ1 + (s+ d− 1), . . . , µr + (s− r + d), s− r + d− 1, . . . , 1, 0},
X(0) = {ν1 + (s− 1), . . . , νs−1 + 1.νs}.
(3) Suppose that d is odd and r − s ≥ −d. Define
X(0) = {µ1 + (r − 1), . . . , µr−1 + 1, µr},
X(1) = {ν1 + (r + d− 1), . . . , νs + (r − s+ d), r − s− d− 1, . . . , 1, 0}.
(4) Suppose that d is odd and r − s < −d. Define
X(1) = {µ1 + (s− d− 2), . . . , µr + (s− r − d− 1), s− r − d− 2, . . . , 1, 0},
X(0) = {ν1 + (s− 1), . . . , νs−1 + 1, νs}.
Let
X = { 2x | x ∈ X(0) } ∪ { 2x′ + 1 | x′ ∈ X(1) } and λ = Υ(X).
Then it is not difficult to check that ‖λ‖ = n, λ∞ = [d, d − 1, . . . , 1] and Υ(Λλ) =
[
µ
ν
]
.
So we establish a one-to-one bijection
P(n)←→
{(
d,
[
µ
ν
])
| d ∈ Z≥0,
d(d+1)
2 + ‖
[
µ
ν
]
‖ = n
}
.
Example 5.6. Suppose that d = 2 and the bi-partition is
[
1,1,1,1
5,1
]
. Now d is even, r = 4,
s = 2 and r − s ≤ d. Then X(1) = {4, 3, 2, 1} and X(0) = {6, 1}. And therefore,
X = {12, 9, 7, 5, 3, 2} and λ = [7, 5, 4, 3, 2, 2].
5.2. Howe correspondence for a dual pair of unitary groups. Define B+U,U to be the set
consisting of pairs of symbols (Λ,Λ′) ∈ B+ (cf. Subsection 2.8) such that
(5.7) def(Λ′) =

−def(Λ),−def(Λ) + 1, if def(Λ) is even;−def(Λ) + 1,−def(Λ) + 2, if def(Λ) is odd,
Similarly, define B−U,U to be the set consisting of pairs of symbols (Λ,Λ
′) ∈ B− such that
(5.8) def(Λ′) =

−def(Λ)− 2,−def(Λ)− 1, if def(Λ) is even;−def(Λ)− 1,−def(Λ), if def(Λ) is odd,
LUSZTIG CORRESPONDENCE AND HOWE CORRESPONDENCE 29
For ǫ = +,−, it is clear that the relation BǫU,U is symmetric, i.e., (Λ,Λ
′) ∈ BǫU,U if and
only if (Λ′,Λ) ∈ BǫU,U. Finally, we define
(5.9) BUn,Un′ = {(Λλ,Λλ′) ∈ B
+
U,U ∪ B
−
U,U | ‖λ‖ = n, ‖λ
′‖ = n′ }.
Lemma 5.10. Let λ, λ′ be two partitions.
(i) Suppose that (Λλ,Λλ′) ∈ B
+
U,U. Then
ℓ(λ′∞) =


ℓ(λ∞), if ℓ(λ∞) = 0;
ℓ(λ∞)− 1, if ℓ(λ∞) is even and nonzero;
ℓ(λ∞) + 1, if ℓ(λ∞) is odd.
(ii) Suppose that (Λλ,Λλ′) ∈ B
−
U,U. Then
ℓ(λ′∞) =

ℓ(λ∞) + 1, if ℓ(λ∞) is even;ℓ(λ∞)− 1, if ℓ(λ∞) is odd.
Proof. Suppose that (Λλ,Λλ′) ∈ B
+
U,U. We have the following situations:
(1) Suppose that ℓ(λ∞) = 0. Then def(Λλ) = 0, 1 by Lemma 5.5, and hence
def(Λλ′) = 1, 0 by (5.7). Then ℓ(λ
′
∞) = 0 by Lemma 5.5, again.
(2) Suppose that ℓ(λ∞) = 2m for some positive integerm. Then def(Λλ) = 2m, 2m+
1 by Lemma 5.5 and hence def(Λλ′) = −2m+ 1,−2m by (5.7). Then ℓ(λ
′
∞) =
2m− 1 = ℓ(λ∞)− 1 by Lemma 5.5, again.
(3) Suppose that ℓ(λ∞) = 2m − 1 for some positive integer m. Then def(Λλ) =
−2m+1,−2m by Lemma 5.5 and hence def(Λλ′) = 2m, 2m+1 by (5.7). Then
ℓ(λ′∞) = 2m = ℓ(λ∞) + 1 by Lemma 5.5, again.
Suppose that (Λλ,Λλ′) ∈ B
−
U,U. We have the following situations:
(4) Suppose that ℓ(λ∞) = 2m for some non-negative integer m. Then def(Λλ) =
2m, 2m+ 1 by Lemma 5.5 and hence def(Λλ′) = −2m− 1,−2m− 2 by (5.8).
Then ℓ(λ′∞) = 2m+ 1 = ℓ(λ∞) + 1 by Lemma 5.5.
(5) Suppose that ℓ(λ∞) = 2m − 1 for some positive integer m. Then def(Λλ) =
−2m+ 1,−2m by Lemma 5.5 and hence def(Λλ′) = 2m− 1, 2m− 2 by (5.8).
Then ℓ(λ′∞) = 2m− 2 = ℓ(λ∞)− 1 by Lemma 5.5.

Lemma 5.11.
BUn,Un′ ⊂

B
+
U,U, if n+ n
′ is even;
B−U,U, if n+ n
′ is odd.
Proof. Suppose that λ ∈ P(n), λ′ ∈ P(n′) and (Λλ,Λλ′) ∈ B
+
Un,Un′
. Note that we have
‖λ‖ ≡ ‖λ∞‖ (mod 2) and ‖λ′‖ ≡ ‖λ′∞‖ (mod 2).
(1) Suppose that both n and n′ are even. So we have ℓ(λ∞) ≡ 0, 3 (mod 4) and
ℓ(λ′∞) ≡ 0, 3 (mod 4). From Lemma 5.10, we see that (Λλ,Λλ′) ∈ B
+
U,U.
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(2) Suppose that both n and n′ are odd. So we have ℓ(λ∞) ≡ 1, 2 (mod 4) and
ℓ(λ′∞) ≡ 1, 2 (mod 4). From Lemma 5.10, we see that (Λλ,Λλ′) ∈ B
+
U,U.
(3) Suppose that n is even and n′ is odd. So we have ℓ(λ∞) ≡ 0, 3 (mod 4) and
ℓ(λ′∞) ≡ 1, 2 (mod 4). From Lemma 5.10, we see that (Λλ,Λλ′) ∈ B
−
U,U.
(4) Suppose that n is odd and n′ is even. So we have ℓ(λ∞) ≡ 1, 2 (mod 4) and
ℓ(λ′∞) ≡ 0, 3 (mod 4). From Lemma 5.10, we see that (Λλ,Λλ′) ∈ B
−
U,U.

It is known that the irreducible unipotent characters of Un(q) are parametrized by par-
titions of n (cf. [FS90] p.223), so we denote ρ = ρλ for ρ ∈ E(Un(q))1 and λ ∈ P(n). It
is well known that ρλ is cuspidal if and only if λ = λ∞, i.e., ρλ is cuspidal if and only if
Λλ =


(
d−1,d−2,...,1,0
−
)
, if d is even;(
−
d−1,d−2,...,1,0
)
, if d is odd
for some non-negative integer d.
Remark 5.12. In the terminology of [AMR96] proposition 5.14, for a partition λ of n, we
associate ρλ ∈ E(Un(q))1 a bi-partition λ(0)⊠ λ(1) where λ(0), λ(1) are the 2-quotients
of parameter 1 of λ.
In our notation, write Υ(Λλ) =
[
µ
ν
]
. Then µ = Υ(X(0)), ν = Υ(X(1)) are the
2-quotient of parameter ℓ(λ) if ℓ(λ) is odd; and µ = Υ(X(1)), ν = Υ(X(0)) are the 2-
quotient of parameter ℓ(λ) if ℓ(λ) is even. Since the 2-quotient depends only on parameter
t (mod 2), we see that two notations are consistent, i.e., λ(0) = µ and λ(1) = ν.
The following proposition on the Howe correspondence of unipotent characters for a
dual pair of two unitary groups is rephrased from [AMR96] the´ore`me 5.15. This form is
consistent with Proposition 2.22.
Proposition 5.13 (Aubert-Michel-Rouquier). Let ρλ ∈ E(Un(q))1 and ρλ′ ∈ E(Un′ (q))1.
Suppose that q is large enough so that the main result in [Sri79] holds. Then ρλ⊗ρλ′ occurs
in ωUn,Un′ ,1 if and only if (Λλ,Λλ′) ∈ BUn,Un′ , i.e.,
ωUn,Un′ ,1 =
∑
(Λλ,Λλ′ )∈BUn,Un′
ρλ ⊗ ρλ′ .
Proof. Let λ, λ′ be two partitions of n, n′ respectively. Write ℓ(λ∞) = d, ℓ(λ
′
∞) = d
′,
Υ(Λλ) =
[
µ
ν
]
, and Υ(Λ′λ) =
[
µ′
ν′
]
. Now by [AMR96] proposition 5,6, we know that
ρλ ⊗ ρλ′ occurs in ωUn,Un′ ,1 if and only if λ
t, λ′t are 2-transverse (cf. [AMR96] p.389).
Suppose that λt, λ′t are 2-transverse. Then by [AMR96] lemme 5.9, we know that
|d− d′| = 1 or d = d′ = 0. Without loss of generality, we may assume that d′ = d+ 1 or
d = d′ = 0. From the proof of [AMR96] the´ore`me 5.15, we have:
(1) Suppose that either d is odd, or (d, d′) = (0, 0). Then we have λ(1)t 4 λ′(0)t and
λ′(1)t 4 λ(0)t, i.e., νt 4 µ′t and ν′t 4 µt, which implies that (Λλ,Λλ′) ∈ B
+
U,U.
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(2) Suppose that d is even and (d, d′) 6= (0, 0). Then we have λ(0)t 4 λ′(1)t and
λ′(0)t 4 λ(1)t, i.e., µt 4 ν′t and µ′t 4 νt, which implies that (Λλ,Λλ′) ∈ B
−
U,U.
Conversely, suppose that (Λλ,Λλ′) ∈ BUn,Un′ .
(1) Suppose that n + n′ is even. Then by Lemmas 5.11 and 5.10, we have either
(d, d′) = (0, 0) or |d− d′| = 1 and νt 4 µ′t and ν′t 4 µt.
(2) Suppose that n+ n′ is odd. Then by Lemmas 5.11 and 5.10, we have |d− d′| = 1
and νt 4 µ′t and ν′t 4 µt.
Then we see that Υ(Λλ) and Υ(Λλ′) are 2-transverse by [AMR96] proposition 5.12 and
the proof of [AMR96] the´ore`me 5.15. 
5.3. Lusztig correspondence for unitary groups. LetG be a unitary group and we iden-
tify G = G∗. Then, for s ∈ G∗, we know that CG∗(s) =
∏
〈λ〉G[λ](s) where each
G[λ](s) is a unitary group or a general linear group. Define G
(1) =
∏
〈λ〉, λ6=1G[λ](s)
and G(2)(s) = G[1](s). Then CG∗(s) = G
(1) ×G(2) and hence there exists a one-to-one
correspondence
(5.14) Ξs : E(G)s −→ E(G
(1)(s))1 × E(G
(2)(s))1
by Proposition 4.2. So if η ∈ E(G)s, then Ξs(η) can be written as η(1) ⊗ η(2) where η(j)
is an irreducible unipotent character of G(j) for j = 1, 2.
For k ≤ n and a semisimple element s ∈ Uk, define sn = (s, 1) ∈ Uk ×Un−k ⊂ Un.
Now let (G,G′) = (Un(q),Un′ (q)) be a dual pair of two unitary groups. From [AMR96]
theorem 2.6, we know thatG(1)(sn) andG
′(1)(sn′) are isomorphic and (G
(2)(sn), G
′(2)(sn′))
is a dual pair of two unitary groups. The following can be extracted from [AMR96]
the´ore`me 2.6 (cf. [Pan19b] theorem 3.10):
Proposition 5.15. Let (G,G′) = (Un(q),Un′ (q)). Suppose that q is large enough so
that the main result in [Sri79] holds. Let η ∈ E(G)s and η ∈ E(G′)s′ for some s, s′.
Then η ⊗ η′ occurs in the Howe correspondence for (G,G′) if and only if the following
conditions hold:
• G(1) ≃ G′(1) and η(1) ≃ η′(1),
• η(2) ⊗ η′(2) occurs in the correspondence for the dual pair (G(2), G′(2)).
That is, the following diagram
η
Θ
−−−−→ η′
Ξs
y yΞs′
η(1) ⊗ η(2)
id⊗Θ
−−−−→ η′(1) ⊗ η′(2)
.
commutes.
So by Proposition 5.15, we can reduce the Howe correspondence of general irreducible
characters for a pair of two unitary groups to the correspondence of irreducible unipotent
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characters via the Lusztig correspondence, and then by Proposition 5.13, we have a com-
plete description of the correspondence of irreducible unipotent characters in terms of the
correspondence of partitions.
6. COMPATIBILITY FOR EVEN ORTHOGONAL GROUPS
In this section we consider the dual pair (G,G′) whereG is a symplectic group and G′
is an even orthogonal group.
6.1. Decomposition of the Weil character. The following result is modified from the
main theorem of [Sri79]. See also [AMR96] proposition 2.1.
Proposition 6.1 (Srinivasan). Suppose that q is sufficiently large. Then we have the fol-
lowing decomposition:
• if n′ > n,
ω♯Sp2n,Oǫ2n′
=
1
2
n∑
k=0
1
|Wk|
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
v∈Wk
∑
θ∈E(Tv)∑
w∈WSp2(n−k)
∑
w′∈WSOǫvǫ
2(n′−k)
ǫvR
Sp2n
Tv×Tw,θ⊗1
⊗R
Oǫ
2n′
Tv×Tw′ ,θ⊗1
;
• if n′ ≤ n,
ω♯Sp2n,Oǫ2n′
=
1
2
n′−1∑
k=0
1
|Wk|
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
v∈Wk
∑
θ∈E(Tv)∑
w∈WSp2(n−k)
∑
w′∈WSOǫvǫ
2(n′−k)
ǫvR
Sp2n
Tv×Tw,θ⊗1
⊗R
Oǫ
2n′
Tv×Tw′ ,θ×1
+
1
2
1
|W ǫn′ |
1
|WSp2(n−n′) |
∑
v∈W ǫ
n′
∑
θ∈E(Tv)
∑
w∈WSp
2(n−n′)
ǫR
Sp2n
Tv×Tw,θ⊗1
⊗R
Oǫ
2n′
Tv ,θ
.
Proof. The proof is the same as that of [AMR96], proposition 2.1. 
If s is a semisimple element in a maximal torus T∗ of SO2k+1, then the semisimple
element (s, 1) in SO2k+1× SO
+
2(n−k) ⊂ SO2n+1 is denoted by sn for n ≥ k. Similarly, if
s is a semisimple element in a maximal torus T∗ of Oǫ
′
2k, then sn′ = (s, 1) is a semisimple
element in Oǫ
′
2k ×O
ǫ′′
2(n′−k) ⊆ O
ǫ
2n′ for n
′ ≥ k with ǫ′ǫ′′ = ǫ.
From Subsection 4.1, we know that RGT,θ = R
G
T∗,s where (T
∗, s) is corresponding to
(T, θ). Hence we can rewrite the decompositions in Proposition 6.1 as follows:
• If n′ > n, then
ω♯Sp2n,Oǫ2n′
=
1
2
n∑
k=0
1
|Wk|
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
v∈Wk
∑
s∈T∗v∑
w∈WSp2(n−k)
∑
w′∈WSOǫvǫ
2(n′−k)
ǫvR
Sp2n
T∗v×T
∗
w,sn
⊗R
Oǫ
2n′
T∗v×T
∗
w′
,sn′
;
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• if n′ ≤ n, then
ω♯Sp2n,Oǫ2n′
=
1
2
n′−1∑
k=0
1
|Wk|
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
v∈Wk
∑
s∈T∗v∑
w∈WSp2(n−k)
∑
w′∈WSOǫvǫ
2(n′−k)
ǫvR
Sp2n
T∗v×T
∗
w,sn
⊗R
Oǫ
2n′
T∗v×T
∗
w′
,sn′
+
1
2
1
|W ǫn′ |
1
|WSp2(n−n′) |
∑
v∈W ǫ
n′
∑
s∈T∗v
∑
w∈WSp
2(n−n′)
ǫR
Sp2n
T∗v×T
∗
w,sn
⊗R
Oǫ
2n′
T∗v ,s
.
For k ≤ min(n, n′), v ∈ Wk, and l ≤ k, we define
T ∗v,l = { s ∈ T
∗
v | ν1(s) = k − l },
Xk,l =


⋃
v∈Wk
T ∗v,l if k ≤ n and k < n
′;⋃
v∈W ǫk
T ∗v,l if k ≤ n and k = n
′
where ν1(s) is given in Subsection 2.2. The set Xk,l is a subset of SO2k+1(q) with an
action by Wk (or W
ǫ
k when k = n
′ ≤ n). For s ∈ Xk,l, let (s) denote the orbit of s
under the action. If s ∈ Xl,l where l ≤ min(n, n′), let ωSp2n,Oǫ2n′ ,s denote the orthogonal
projection of ωSp2n,Oǫ2n′ over V(Sp2n(q))sn⊗V(O
ǫ
2n′(q))sn′ . Then we have (cf. [AMR96]
proposition 2.4)
(6.2) ωSp2n,Oǫ2n′ =
min(n,n′)∑
l=0
∑
(s)⊂Xl,l
ωSp2n,Oǫ2n′ ,s.
The following lemma is a reformulation of [AMR96] proposition 2.5. Here we con-
sider the two Weil characters ωSp2n,O
+
2n′
and ωSp2n,O
−
2n′
separately but in [AMR96] ωn,n′
denotes the formal sum ωSp2n,O
+
2n′
+ ωSp2n,O
−
2n′
.
Lemma 6.3. Suppose s ∈ Xl,l for some l ≤ min(n, n
′). Then
• if n′ > n,
ω♯Sp2n,Oǫ2n′ ,s
=
1
2
n∑
k=l
1
|Wk(sk)|
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
v∈Wk(sk)∑
w∈WSp2(n−k)
∑
w′∈W
SO
ǫvǫ
2(n′−k)
ǫvR
Sp2n
Tv×Tw,sn
⊗R
Oǫ
2n′
Tv×Tw′ ,sn′
;
• if n′ ≤ n,
ω♯Sp2n,Oǫ2n′ ,s
=
1
2
n′−1∑
k=l
1
|Wk(sk)|
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
v∈Wk(sk)∑
w∈WSp2(n−k)
∑
w′∈WSOǫvǫ
2(n′−k)
ǫvR
Sp2n
Tv×Tw,sn
⊗R
Oǫ
2n′
Tv×Tw′ ,sn′
+
1
2
1
|W ǫn′ |
1
|WSp2(n−n′) |
∑
v∈W ǫ
n′
∑
w∈WSp
2(n−n′)
ǫR
Sp2n
Tv×Tw ,sn
⊗R
Oǫ
2n′
Tv,sn′
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whereWk(sk) denotes the stabilizer of sk inWk.
Proof. First suppose that n′ > n. For v ∈ Wk, because T
∗
v =
⊔k
l=0 T
∗
v,l, we have
ω♯Sp2n,Oǫ2n′
=
1
2
n∑
k=0
k∑
l=0
1
|Wk|
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
v∈Wk
∑
s∈T∗v,l∑
w∈WSp2(n−k)
∑
w′∈WSOǫvǫ
2(n′−k)
ǫvR
Sp2n
T∗v×T
∗
w,sn
⊗R
Oǫ
2n′
T∗v×T
∗
w′
,sn′
.
Now we interchange the order of the summation
1
|Wk|
∑
v∈Wk
∑
s∈T∗v,l
=
1
|Wk|
∑
s∈Xk,l
∑
v∈Wk(s)
and
n∑
k=0
k∑
l=0
=
n∑
l=0
n∑
k=l
,
then we have
ω♯Sp2n,Oǫ2n′
=
1
2
n∑
l=0
n∑
k=l
1
|Wk|
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
s∈Xk,l
∑
v∈Wk(s)∑
w∈WSp2(n−k)
∑
w′∈WSOǫvǫ
2(n′−k)
ǫvR
Sp2n
T∗v×T
∗
w,sn
⊗R
Oǫ
2n′
T∗v×T
∗
w′
,sn′
.
Because |(s)| = |Wk||Wk(s)| , we have
ω♯Sp2n,Oǫ2n′
=
1
2
n∑
l=0
n∑
k=l
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
(s)⊂Xk,l
∑
v∈Wk(s)
1
|Wk(s)|
∑
w∈WSp2(n−k)
∑
w′∈W
SO
ǫvǫ
2(n′−k)
ǫvR
Sp2n
T∗v×T
∗
w,sn
⊗R
Oǫ
2n′
T∗v×T
∗
w′
,sn′
.
For k ≥ l, each orbit in Xk,l by the action of Wk is of the form (sk) for some unique
(s) ⊂ Xl,l, so
ω♯Sp2n,Oǫ2n′
=
1
2
n∑
l=0
∑
(s)⊂Xl,l
n∑
k=l
1
|Wk(sk)|
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
v∈Wk(sk)∑
w∈WSp2(n−k)
∑
w′∈WSOǫvǫ
2(n′−k)
ǫvR
Sp2n
T∗v×T
∗
w,sn
⊗R
Oǫ
2n′
T∗v×T
∗
w′
,sn′
.
Because now (6.2) is an orthogonal decomposition, we must have
ω♯Sp2n,Oǫ2n′ ,s
=
1
2
n∑
k=l
1
|Wk(sk)|
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
v∈Wk(sk)∑
w∈WSp2(n−k)
∑
w′∈W
SO
ǫvǫ
2(n′−k)
ǫvR
Sp2n
Tv×Tw,sn
⊗R
Oǫ
2n′
Tv×Tw′ ,sn′
,
i.e., the lemma for case n′ > n is proved.
The proof for the other case is similar and omitted. 
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6.2. Lusztig correspondence of the Weil character. Let G be a member in a dual pair
of a finite symplectic group and a finite even orthogonal group. Let s be a semisimple
element in the the connected component (G∗)0 of dual group of G. Define
• G(1) = G(1)(s) =
∏
〈λ〉⊂{λ1,...,λl}, λ6=±1
G[λ](s);
• G(2) = G(2)(s) = G[−1](s);
• G(3) = G(3)(s) = (G[1](s))
∗, the dual group of G[1](s),
where G[λ](s) is given in Subsection 2.2. Now CG∗(s) ≃ G
(1)(s)×G(2)(s) ×G(3)(s)∗,
hence we have a bijection
E(CG∗(s))1 ≃ E(G
(1)(s))1 × E(G
(2)(s))1 × E(G
(3)(s))1.
Therefore we have a one-to-one correspondence
(6.4) Ξs : E(G)s −→ E(G
(1)(s))1 × E(G
(2)(s))1 × E(G
(3)(s))1
by Proposition 4.2. This map Ξs is also called a Lusztig correspondence. Now (6.4) can
be extended linearly to be an isometry of inner product spaces:
Ξs : V(G)s −→ V(G
(1)(s))1 ⊗ V(G
(2)(s))1 ⊗ V(G
(3)(s))1.
Now if η is an irreducible character in E(G)s for some semisimple element s, Ξs(η)
can be written as η(1)⊗ η(2)⊗ η(3) where η(j) ∈ E(G(j)(s))1 for j = 1, 2, 3. Moreover by
Proposition 4.5, if η is cuspidal, then each η(j) is cuspidal. When G is an even orthogonal
group, then both G(2) and G(3) are even orthogonal groups, we will let {ηi} denote the
image under Ξ−1s of the set
(6.5) {η(1) ⊗ η(2) ⊗ η(3), η(1) ⊗ (η(2) · sgn)⊗ η(3),
η(1) ⊗ η(2) ⊗ (η(3) · sgn), η(1) ⊗ (η(2) · sgn)⊗ (η(3) · sgn)}.
So we have i = 1, 2, 3, 4 if both G(2) and G(3) are nontrivial; i = 1, 2 if exactly one of
G(2) and G(3) is nontrivial; and i = 1 if both G(2) and G(3) are trivial. Now suppose that
G(2) and G(3) are non-trivial, so now the Lusztig correspondence Ξs is a bijection from
{η1, η2, η3, η4} to the set in (6.5). However, it seems that there is no natural choice to
specify each Ξs(ηi).
The following lemma is extracted from the proof of [AMR96] the´ore`me 2.6.
Lemma 6.6. Let G = Sp2n, G
′ = Oǫ2n′ , and s ∈ Xl,l for some l ≤ min(n, n
′). Then
(i) G(1)(sn) and G
′(1)(sn′) are products of unitary groups or general linear groups,
and both are isomorphic;
(ii) G(2)(sn) and G
′(2)(sn′) are isomorphic even orthogonal groups;
(iii) (G(3)(sn), G
′(3)(sn′)) is a dual pair of a symplectic group and an even orthogonal
group.
Proof. Now sn is a semisimple element in SO2n+1(q). From Subsection 2.2, we know
that G(1)(sn) is a product of unitary groups or general linear groups, and G
(2)(sn) =
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Oǫ
′
2ν−1(sn)
(q) for some ǫ′ depending on s. Moreover,G(3)(sn) is the dual group of SO2ν1(sn)+1(q),
henceG(3)(sn) = Sp2ν1(sn)(q).
Similarly, sn′ is a semisimple element in O
ǫ
2n′+1, and hence G
′(1)(sn′) is a product of
unitary groups, andG′(2)(sn′) = O
ǫ′
2ν−1(sn′ )
(q). Moreover,G′(3)(sn′) is the dual group of
Oǫ
′′
2ν1(sn′ )
(q), i.e., G′(3)(sn′) = O
ǫ′′
2ν1(sn′)
(q) for some ǫ′, ǫ′′ depending on s and ǫ.
Clearly νλ(sn) = νλ(sn′) = νλ(s) when λ 6= 1, so G(1)(sn) = G′(1)(sn′) and
G(2)(sn) = G
′(2)(sn′). Moreover, ν1(sn) = n− l, ν1(sn′) = n′ − l, and hence
(G(3)(sn), G
′(3)(sn′)) = (Sp2(n−l)(q),O
ǫ′
2(n′−l)(q)).

For s ∈ Xl,l for some l ≤ min(n, n′), we will identify
G(1)(sn) ≃ G
′(1)(sn′) and G
(2)(sn) ≃ G
′(2)(sn′).
Let Ξ(sn,sn′) denote Ξsn ⊗ Ξsn′ . Then we have a linear transformation
Ξ(sn,sn′ ) : V(Sp2n(q))sn ⊗ V(O
ǫ
2n′(q))sn′ −→[
V(G(1))1 ⊗ V(G
′(1))1
]
⊗
[
V(G(2))1 ⊗ V(G
′(2))1
]
⊗
[
V(G(3))1 ⊗ V(G
′(3))1
]
.
The following proposition is also from [AMR96] the´ore`me 2.6.
Proposition 6.7. Let s ∈ Xl,l for some l ≤ min(n, n′). Then
Ξ(sn,sn′)(ω
♯
Sp2n,O
ǫ
2n′
,s) = R
♯
G(1),1
⊗ R♯
G(2),1
⊗ ω♯
G(3),G′(3),1
where R♯G,1 is given in Subsection 3.5.
Proof. Suppose that s ∈ Xl,l for some l ≤ min(n, n
′). From (4.3) and (6.4) we know that
Ξsn(R
G
T∗v×T
∗
w,sn
) = ǫGǫG(1)×G(2)×G(3)R
G(1)×G(2)×G(3)
T∗v×T
∗
w ,1
.
Suppose that n < n′. From Lemma 6.3, we have
(6.8) Ξ(sn,sn′ )(ω
♯
Sp2n,O
ǫ
2n′
,s) =
1
2
n∑
k=l
1
|Wk(sk)|
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
v∈Wk(sk)∑
w∈WSp2(n−k)
∑
w′∈WSOǫvǫ
2(n′−k)
ǫvǫGǫG(1)×G(2)×G(3)ǫG′ǫG′(1)×G′(2)×G′(3)R
G(1)×G(2)×G(3)
T∗v×T
∗
w,1
⊗RG
′(1)×G′(2)×G′(3)
T∗v×T
∗
w′
,1
We know that Wk(sk) = WG(1) × WG(2) ×Wk−l and write v = (v1, v2, v3) for v1 ∈
WG(1) , v2 ∈ WG(2) and v3 ∈ Wk−l. Then T
∗
v = T
∗
v1
× T∗v2 × T
∗
v3
with T∗v1 ⊂ G
(1),
T∗v2 ⊂ G
(2) and T∗v3 × T
∗
w ⊂ G
(3). Moreover, it is easy to check that ǫGǫG(3) = (−1)
n ·
(−1)n−l = (−1)l; ǫG(1) = ǫG′(1) and ǫG(2) = ǫG′(2) by Lemma 6.6; ǫG′ = (−1)
n′ǫvǫw′
and ǫG′(3) = (−1)
n′−lǫv3ǫw′ by the conditions that T
∗
v×T
∗
w′ ⊂ G
′∗ andT∗v3×T
∗
w′ ⊂ G
′(3).
And hence
ǫvǫGǫG(1)×G(2)×G(3)ǫG′ǫG′(1)×G′(2)×G′(3) = ǫvǫGǫG(1)ǫG(2)ǫG(3)ǫG′ǫG′(1)ǫG′(2)ǫG′(3)
= ǫv3 .
LUSZTIG CORRESPONDENCE AND HOWE CORRESPONDENCE 37
Therefore, (6.8) becomes
Ξ(sn,sn′ )(ω
♯
Sp2n,O
ǫ
2n′
,s) =
[
1
|WG(1) |
∑
v1∈WG(1)
RG
(1)
T∗v1
,1 ⊗R
G′(1)
T∗v1
,1
]
⊗
[
1
|WG(2) |
∑
v2∈WG(2)
RG
(2)
T∗v2
,1⊗R
G′(2)
T∗v2
,1
]
⊗
[
1
2
n∑
k=l
1
|Wk−l|
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
v3∈Wk−l
∑
w∈WSp2(n−k)
∑
w′∈W
SO
ǫvǫ
2(n′−k)
ǫv3R
G(3)
Tv3×Tw,1
⊗RG
′(3)
Tv3×Tw′ ,1
]
.
By (3.10) and (3.15), we have
1
|WG(j) |
∑
v1∈WG(j)
RG
(j)
T∗v1
,1 ⊗R
G′(j)
T∗v1
,1 = R
♯
G(j),1
for j = 1, 2. Apply Lemma 6.3 with s = 1 ∈ X0,0 and k′ = k − l, we have
1
2
n∑
k=l
1
|Wk−l|
1
|WSp2(n−k) |
1
|WSO2(n′−k) |
∑
v3∈Wk−l∑
w∈WSp2(n−k)
∑
w′∈WSOǫvǫ
2(n′−k)
ǫv3R
G(3)
Tv3×Tw,1
⊗RG
′(3)
Tv3×Tw′ ,1
=
1
2
n−l∑
k′=0
1
|Wk′ |
1
|WSp2(n−l−k′) |
1
|WSO2(n′−l−k′) |
∑
v3∈Wk′∑
w∈WSp
2(n−l−k′)
∑
w′∈W
SO
ǫvǫ
2(n′−l−k′)
ǫv3R
G(3)
Tv3×Tw,1
⊗RG
′(3)
Tv3×Tw′ ,1
= ω♯
G(3),G′(3),1
.
Note that now G(3) = Sp2(n−l) and G
′(3) = Oǫvǫ2(n′−l). Hence the proposition is proved for
the case n < n′.
The proof for the case n′ ≤ n is similar and omitted. 
6.3. The main result I. Now we have our main result of this section:
Theorem 6.9. Let (G,G′) = (Sp2n(q),O
ǫ
2n′(q)), and let η ∈ E(G)s and η
′ ∈ E(G′)s′
for some semisimple elements s ∈ G∗ and s′ ∈ (G′∗)0. Write Ξs(η) = η(1) ⊗ η(2) ⊗ η(3)
and Ξs′(η
′) = η′(1)⊗ η′(2)⊗ η′(3), and let {η′i} be defined in (6.5). Suppose that q is large
enough so that the main result in [Sri79] holds. Then η⊗ η′i (for some i) occurs in ωG,G′ if
and only if the following conditions hold:
• G(1) ≃ G′(1), and η(1) = η′(1);
• G(2) ≃ G′(2), and η(2) is equal to η′(2) or η′(2) · sgn;
• either η(3) ⊗ η′(3) or η(3) ⊗ (η′(3) · sgn) occurs in the Howe occurrence for the
dual pair (G(3), G′(3)).
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That is, the following diagram:
η
Θ
−−−−→ η′
Ξs
y yΞs′
η(1) ⊗ η(2) ⊗ η(3)
id⊗id⊗Θ
−−−−−−→ η′(1) ⊗ η′(2) ⊗ η′(3)
commutes up to a twist of the sgn character.
Proof. First suppose that η ⊗ η′i occurs in the Howe correspondence for the dual pair
(G,G′) for some i. Because the sgn character of G′(2) or G′(3) is of order 2, without loss
of generality, we may just assume that η ⊗ η′ occurs in ωG,G′ . By (6.2), η ⊗ η
′ occurs in
ωG,G′,t for some t ∈ Xl,l for some l ≤ min(n, n
′). Therefore s = tn and s
′ = tn′ up to
conjugation. Write
Ξ(s,s′)(ωSp2n,Oǫ2n′ ,t) = Ω
(1) ⊗ Ω(2) ⊗ Ω(3)
where Ω(j) ∈ V(G(j) × G′(j)) for j = 1, 2, 3. We know that Ω(j) is a character of
G(j) ×G′(j) and we have η(j) ⊗ η′(j) occurs in Ω(j) for each j = 1, 2, 3.
• Now G(1) is isomorphic to G′(1) by Lemma 6.6. We identifyG(1) with G′(1) and
by Proposition 6.7, we have Ω(1)♯ = R♯
G(1),1
. Because now G(1) is a product of
unitary groups or general linear groups, every character ofG(1)×G(1) is uniform,
and hence Ω(1) = RG(1),1. This implies that η
(1) = η′(1).
• By Lemma 6.6, G(2) = G′(2) = Oǫ
′
2ν−1(t)
(q) where ǫ′ depends on t. By Proposi-
tion 6.7, we have Ω(2)♯ = R♯
G(2),1
. Then by Proposition 3.19, we see that either
η(2) = η′(2) or η(2) = η′(2) · sgn.
• By Lemma 6.6, (G(3), G′(3)) is a dual pair of a symplectic group and an even or-
thogonal group. By Proposition 6.7, we haveΩ(3)♯ = ω♯
G(3),G′(3),1
. Now bothΩ(3)
and ωG(3),G′(3),1 are non-negative integral combination of irreducible characters of
G(3)×G′(3) whose uniform projections are equal. Moreover, η(3)⊗η′(3) occurs in
Ω(3), from the proof in [Pan19a] subsection 10.3, we know that either η(3) ⊗ η′(3)
or η(3)⊗ (η′(3) · sgn) occurs in ωG(3),G′(3),1, i.e., η
(3)⊗ η′(3) or η(3)⊗ (η′(3) · sgn)
occurs in the Howe correspondence for the dual pair (G(3), G′(3)).
Conversely suppose that the following conditions hold:
• G(1) ≃ G′(1), and η(1) = η′(1);
• G(2) ≃ G′(2), and η(2) is equal to η′(2) or η′(2) · sgn;
• either η(3) ⊗ η′(3) or η(3) ⊗ (η′(3) · sgn) occurs in the Howe occurrence for the
dual pair (G(3), G′(3)).
Then we see that s = tn and s
′ = tn′ up to conjugacy for some t ∈ Xl,l for some
l ≤ min(n, n′). Now η(1)⊗η′(1) occurs inRG(1),1, either η
(2)⊗η′(2) or η(2)⊗(η′(2) ·sgn)
occurs inRG(2),1, and either η
(3)⊗η′(3) or η(3)⊗(η′(3) ·sgn) occurs in ωG(3),G′(3),1. Hence
we have some η ⊗ η′i occurs in
Ω := Ξ−1(s,s′)(RG(1),1 ⊗RG(2),1 ⊗ ωG(3),G′(3),1).
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Now both Ω and ωG,G′,t are non-negative integral combinations of irreducible characters
of G × G′ whose uniform projection are the same by Proposition 6.7. Moreover, some
η ⊗ η′i occurs in Ω, rom the proof in [Pan19a] subsection 10.3, we see that some η ⊗ η
′
i
occurs in ωG,G′,t. Therefore, some η ⊗ η
′
i occurs in the Howe correspondence for the dual
pair (G,G′). 
Remark 6.10. Clearly, for a dual pair (G,G′) of a symplectic group and an even orthog-
onal group, we can specify the choices of Ξs and Ξs′ so that the above diagram really
commutes, i.e., η ↔ η′ for the dual pair (G,G′) implies that η(1) ≃ η′(1), η(2) ≃ η′(2) and
η(3) ↔ η′(3) for the dual pair (G(3), G′(3)).
Corollary 6.11. Keep the notation and the setting in the above theorem. Suppose that
η⊗η′ occurs in the Howe correspondence. Then η ↔ η′ is a first occurrence of irreducible
cuspidal characters if and only if the following conditions also hold:
• G(1) does not contain any general linear group;
• each η(j) is a cuspidal character ;
• either η(3) ↔ η′(3) or η(3) ↔ η′(3) · sgn is a first occurrence of irreducible
unipotent cuspidal characters.
Proof. From Proposition 4.5, we know that η is an irreducible cuspidal character of G
if and only if each η(j) is an irreducible cuspidal unipotent character of G(j) and G(1)
does not contain a general linear group. Then the corollary follows from Theorem 6.9
immediately. 
Example 6.12. Let G = Sp4(q) and so G
∗ = SO5(q). According to [Sri68], we have the
irreducible cuspidal characters of G = Sp4(q) as follows:
(1) Let η = χ
(k)
1 where k ∈ {1, 2, . . . ,
(q−1)(q+1)
4 }. It is of degree (q
2 − 1)2 and is in
E(G)s such that
CG∗(s) ≃ U1(q
2)×O+0 (q)× (Sp0(q))
∗.
The trivial character of Sp0(q) first occurs in the correspondences for the dual pairs
(Sp0(q),O
+
0 (q)) and (Sp0(q),O
−
2 (q)), so η
′ is in the Lusztig series E(G′)s′ such
that CG′∗(s
′) is isomorphic toU1(q
2)×O+0 (q)× (O
+
0 (q))
∗ orU1(q
2)×O+0 (q)×
(O−2 (q))
∗. Note that U1(q
2) can only embedded as a subgroup of O−4 (q) but not
O+4 (q), so η first occurs in the correspondences for the dual pairs (Sp4(q),O
−
4 (q))
and (Sp4(q),O
+
6 (q)).
(2) Let η = χ
(k,l)
4 where k, l ∈ {1, 2, . . . ,
q−1
2 }, χ
(k,l)
4 = χ
(l,k)
4 . It is of degree
(q − 1)2(q2 + 1) and is in E(G∗)s such that
CG∗(s) ≃ (U1(q)× U1(q))×O
+
0 (q)× (Sp0(q))
∗.
Note that U1(q) × U1(q) can only embedded as a subgroup of O
+
4 (q) but not
O−4 (q), so η first occurs in the correspondences for the dual pairs (Sp4(q),O
+
4 (q))
and (Sp4(q),O
−
6 (q)).
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(3) Let η = ξ
′(k)
21 or ξ
′(k)
22 where k ∈ {1, 2, . . . ,
q−1
2 }. It is of degree
1
2 (q−1)
2(q2+1)
and is in E(G)s such that
CG∗(s) ≃ U1(q)×O
−
2 (q) × (Sp0(q))
∗.
As in (2), η first occurs in the correspondences for the dual pairs (Sp4(q),O
+
4 (q))
and (Sp4(q),O
−
6 (q)).
(4) Let η = θ10. The degree of θ10 is
1
2q(q − 1)
2. Now s = 1 and hence
CG∗(s) ≃ U0(q)×O
+
0 (q)× (Sp4(q))
∗.
Now η is unipotent and first occurs in the correspondences for the dual pairs
(Sp4(q),O
−
2 (q)) and (Sp4(q),O
+
8 (q)) by the result in [AM93] theorem 5.2.
Example 6.13. Let n ≥ 1, G = Sp2n(q), G
′ = Oǫ2n′(q). It is known that G has two
irreducible characters χ
(i)
+ of degree
qn+1
2 , and two irreducible characters χ
(i)
− of degree
qn−1
2 , i = 1, 2. Let η = χ
(i)
ǫ′ ∈ E(G)s for ǫ
′ = ±. Then G(1) = U0(q), G(2) = Oǫ
′
2n(q)
and G(3) = Sp0(q), and
Ξs : {χ
(1)
ǫ′ , χ
(2)
ǫ′ } → {1⊗ 1⊗ 1,1⊗ sgn⊗ 1},
i.e., η(2) is either 1 or sgn of Oǫ
′
2n(q), and η
(3) is 1 of Sp0(q). Then we see that η does not
occur in the correspondence for the dual pair (Sp2n(q),O
ǫ
2n′(q)) for any n
′ < n.
So now we suppose that n′ ≥ n. Then η ⊗ η′ occurs in the correspondence where η′ ∈
E(G′)s′ such that G′(1) = U0(q), G′(2) = Oǫ
′
2n(q) and G
′(3) = Oǫ
′ǫ
2(n′−n)(q). Moreover,
Ξs′(η
′) = η′(1) ⊗ η′(2) ⊗ η′(3) where η′(1) = 1, η′(2) is either 1 or sgn of Oǫ
′
2n(q), and
1⊗ η′(3) occurs in the correspondence for (Sp0(q),O
ǫ′ǫ
2(n′−n)(q)), hence η
′(3) = 1.
7. COMPATIBILITY FOR ODD ORTHOGONAL GROUPS
In this section, we consider a dual pair of a finite symplectic group and a finite odd
orthogonal group. Most of the arguments in this section are parallel to those in the previous
section and will be sketchy.
7.1. Decomposition of the Weil character. In this subsection, we consider dual pair
(Sp2n(q),O2n′+1(q)). Because O2n′+1(q) ≃ SO2n′+1(q)× {±1}, we have
R
O2n′+1
T,θ |SO2n′+1(q) = 2R
SO2n′+1
T,θ .
Hence the following proposition follows immediately from [Pan16] theorem 3.8:
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Proposition 7.1. Suppose that q is sufficiently large such that the main theorem in [Sri79]
holds. Then
ω♯Sp2n,O2n′+1 · (1⊗ χO2n′+1)
=
1
2
min(n,n′)∑
k=0
1
|Wk|
1
|WSp2(n−k) |
1
|WSO2(n′−k)+1 |
∑
v∈Wk
∑
θ∈E(Tv)∑
w∈WSp2(n−k)
∑
w′∈WSO
2(n′−k)+1
ǫwR
Sp2n
Tv×Tw,θ⊗θw
⊗R
O2n′+1
Tv×Tw′ ,θ⊗θw′
where θw is given in Subsection 3.4.
For a semisimple element s in a maximal torusT∗ of SO2k+1, ǫ = ± and n ≥ k, let s♭n,ǫ
denote the semisimple element (s,−1) ∈ SO2k+1 × SO
ǫ
2(n−k) ⊆ SO2n+1. Similarly, if s
is in Sp2k, then s
♭
n′ = (s,−1) is a semisimple element in Sp2k × Sp2(n′−k) ⊆ Sp2n′ for
n′ ≥ k. Similar to the case for even orthogonal groups, we can rewrite the decomposition
in Proposition 7.1 as follows:
ω♯Sp2n,O2n′+1 · (1⊗ χO2n′+1)
=
1
2
min(n,n′)∑
k=0
1
|Wk|
1
|WSp2(n−k) |
1
|WSO2(n′−k)+1 |
∑
v∈Wk
∑
s∈T∗v∑
w∈WSp2(n−k)
∑
w′∈WSO
2(n′−k)+1
ǫwR
Sp2n
T∗v×T
∗
w ,s
♭
n,ǫw
⊗R
O2n′+1
T∗v×T
∗
w′
,s♭
n′
.
For k ≤ min(n, n′), v ∈Wk , and l ≤ k, we define
T ♭∗v,l = { s ∈ T
∗
v | ν−1(s) = k − l },
X♭k,l =
⋃
v∈Wk
T ♭∗v,l
where ν−1(s) is given in Subsection 2.2. Then X
♭
k,l is a subset of SO2k+1(q) with an
action byWk .
For s ∈ X♭l,l with l ≤ min(n, n
′), note that the two elements s♭n,+ and s
♭
n,− in
SO2n+1(q) are not conjugate. For ǫ = ±, let ωSp2n,O2n′+1,s,ǫ denote the orthogonal pro-
jection of ωSp2n,O2n′+1 · (1 ⊗ χO2n′+1) over V(Sp2n(q))s♭n,ǫ ⊗ V(O2n′+1(q))s♭n′
. Similar
to (6.2), we have the decomposition
(7.2)
ωSp2n,O2n′+1 · (1⊗ χO2n′+1) =
min(n,n′)∑
l=0
∑
(s)⊂X♭l,l
(ωSp2n,O2n′+1,s,+ + ωSp2n,O2n′+1,s,−).
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Lemma 7.3. Suppose s ∈ X♭l,l for some l ≤ min(n, n
′) and ǫ = ±. Then
ω♯Sp2n,O2n′+1,s,ǫ =
1
2
min(n,n′)∑
k=l
1
|Wk(s♭k,ǫ)|
1
|WSp2(n−k) |
1
|WSO2(n′−k)+1 |
∑
v∈Wk(s♭k,ǫ)∑
w∈WǫSp2(n−k)
∑
w′∈WSO
2(n′−k)+1
ǫR
Sp2n
T∗v×T
∗
w,s
♭
n,ǫ
⊗R
O2n′+1
T∗v×T
∗
w′
,s♭
n′
.
Proof. The proof is similar to that of Lemma 6.3. In fact, we only need to notice that for
k ≥ l, each orbit in X♭k,l by the action of Wk is of the form (sk,ǫ) for ǫ = ± and some
unique (s) ⊂ X♭l,l. Note that ǫw = ǫ if w ∈ W
ǫ
Sp2(n−k)
. 
7.2. Lusztig correspondence of the Weil character. Let G be a member in a finite dual
pair of a symplectic group and an odd orthogonal group. Let s be a semisimple element in
the connected component (G∗)0 of the dual group of G.
(1) Suppose thatG is a symplectic group. ThenG∗ is a special odd orthogonal group.
We define
• G(1) = G(1)(s) =
∏
〈λ〉⊂{λ1,...,λl}, λ6=±1
G[λ](s);
• G(2) = G(2)(s) = (G[1](s))
∗, the dual group of G[1](s);
• G(3) = G(3)(s) = G[−1](s),
where G[λ](s) is given in Subsection 2.2. Then we have
CG∗(s) ≃ G
(1)(s)×G(2)(s)∗ ×G(3)(s),
where G(2)(s) is a symplectic group andG(3)(s) is an even orthogonal group. As
in (6.4) we have a one-to-one correspondence
(7.4) Ξs : E(G)s −→ E(G
(1)(s))1 × E(G
(2)(s))1 × E(G
(3)(s))1.
So we will write Ξs(η) = η
(1) ⊗ η(2) ⊗ η(3) where η(j) is in E(G(j))1 for j =
1, 2, 3. Let {ηi} denote the image under Ξ−1s of the set
(7.5) {η(1) ⊗ η(2) ⊗ η(3), η(1) ⊗ η(2) ⊗ (η(3) · sgn)}.
Hence i = 1, 2 if G(3) is nontrivial, and i = 1 otherwise.
(2) Suppose thatG is an odd orthogonal group. ThenG∗ is the product of a symplectic
group and {±1} (a group of two elements). We define
• G(1) = G(1)(s) =
∏
〈λ〉⊂{λ1,...,λl}, λ6=±1
G[λ](s);
• G(2) = G(2)(s) = G[1](s);
• G(3) = G(3)(s) = G[−1](s),
Now
CG∗(s) ≃ G
(1)(s)×G(2)(s)×G(3)(s)× {±1}
where G(2)(s) andG(3)(s) are both symplectic groups. Let
(7.6) Ξ′s : E(G)s −→ E(G
(1)(s))1 × E(G
(2)(s))1 × E(G
(3)(s))1 × {±}
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be the modified Lusztig correspondence. Here, for simplicity, we identify the
characters {1, sgn} of {±1} with {±}. So we will write Ξ′s(η) = η
(1) ⊗ η(2) ⊗
η(3) ⊗ ǫ where η(j) is in E(G(j))1 for j = 1, 2, 3, and ǫ = ±. Moreover, we have
Ξ′s(η · sgn) = η
(1) ⊗ η(2) ⊗ η(3) ⊗ (−ǫ).
If Ξ′s(η) = η
(1) ⊗ η(2) ⊗ η(3) ⊗ ǫ, we write Ξs(η) = η(1) ⊗ η(2) ⊗ η(3). Then we
can extend Ξs to be a linear transformation
Ξs : V(O2n′+1(q))s → V(G
(1))1 ⊗ V(G
(2))1 ⊗ V(G
(3))1
Lemma 7.7. Let G = Sp2n, G
′ = O2n′+1, ǫ = ±, and s ∈ X♭l,l for some l ≤ min(n, n
′).
Then
(i) G(1)(s♭n,ǫ) andG
′(1)(s♭n′) are product of unitary groups or general linear groups,
and both are isomorphic;
(ii) G(2)(s♭n,ǫ) andG
′(2)(s♭n′) are isomorphic symplectic groups;
(iii) (G(3)(s♭n,ǫ), G
′(3)(s♭n′)) is a dual pair of an even orthogonal group and a sym-
plectic group.
Proof. Now s♭n,ǫ is a semisimple element in G
∗ = SO2n+1(q). From Subsection 2.2,
we know that G(1)(s♭n,ǫ) is a product of unitary groups or general linear groups, and
G(2)(s♭n,ǫ) is the dual group of SO2ν1(s♭n,ǫ)+1(q), i.e., G
(2)(s♭n,ǫ) = Sp2ν1(s♭n,ǫ)(q). More-
over, G(3)(s♭n,ǫ) = O
ǫ
2ν−1(s♭n,ǫ)
(q). Similarly, s♭n′ is a semisimple element in G
′∗ =
Sp2n′(q), and hence G
′(1)(s♭n′) is a product of unitary groups or general linear groups,
G′(2)(s♭n′) = Sp2ν1(s♭n′ )
(q), and G′(3)(s♭n′) = Sp2ν−1(s♭n′)
(q).
Clearly νλ(s
♭
n,ǫ) = νλ(s
♭
n′) = νλ(s) when λ 6= −1, so G
(1)(s♭n,ǫ) and G
′(1)(s♭n′) are
isomorphic; G(2)(s♭n,ǫ) and G
′(2)(s♭n′) are also isomorphic. Finally, ν−1(s
♭
n,ǫ) = n − l,
ν−1(s
♭
n′) = n
′ − l, and hence
(G(3)(s♭n,ǫ), G
′(3)(s♭n′)) = (O
ǫ
2(n−l)(q), Sp2(n′−l)(q)).

Let Ξ(s♭n,ǫ,s♭n′)
denote Ξs♭n,ǫ ⊗ Ξs♭n′
. Then we have a linear transformation
Ξ(s♭n,ǫ,s♭n′)
: V(Sp2n(q))s♭n,ǫ ⊗ V(O2n′+1(q))s♭n′
−→[
V(G(1))1 ⊗ V(G
′(1))1
]
⊗
[
V(G(2))1 ⊗ V(G
′(2))1
]
⊗
[
V(G(3))1 ⊗ V(G
′(3))1
]
.
Then again we should have the analogue of Proposition 6.7 for the dual pair of a symplectic
group and an odd orthogonal group:
Proposition 7.8. Let s ∈ X♭l,l with l ≤ min(n, n
′). Then
Ξ(s♭n,ǫ,s♭n′)
(ω♯Sp2n,O2n′+1,s,ǫ) = R
♯
G(1),1
⊗R♯
G(2),1
⊗ ω♯
G(3),G′(3),1
.
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Proof. The proof is similar to that of Proposition 6.7. Note that
Ξs♭n,ǫ(R
G
T∗v×T
∗
w,s
♭
n,ǫ
) = ǫGǫG(1)×G(2)×G(3)R
G(1)×G(2)×G(3)
T∗v×T
∗
w,1
,
Ξs♭
n′
(RG
′
T∗v×T
∗
w′
,s♭
n′
) = 2ǫG′ǫG′(1)×G′(2)×G′(3)R
G′(1)×G′(2)×G′(3)
T∗v×T
∗
w′
,1 .
Then by Lemma 7.3 and the same argument in the proof of Proposition 6.7, we have
Ξ(s♭n,ǫ,s♭n′)
(ω♯Sp2n,O2n′+1,s,ǫ) =
[
1
|WG(1) |
∑
v1∈WG(1)
RG
(1)
T∗v1
,1 ⊗R
G′(1)
T∗v1
,1
]
⊗
[
1
|WG(2) |
∑
v2∈WG(2)
RG
(2)
T∗v2
,1⊗R
G′(2)
T∗v2
,1
]
⊗
[
n∑
k=l
1
|Wk−l|
1
|WSp2(n−k) |
1
|WSO2(n′−k)+1 |
∑
v3∈Wk−l
∑
w∈WǫSp2(n−k)
∑
w′∈WSO
2(n′−k)+1
ǫv3R
G(3)
Tv3×Tw,1
⊗RG
′(3)
Tv3×Tw′ ,1
]
.
For the third component, we apply Lemma 6.3 with s = 1 ∈ X0,0 and k′ = k − l,
|WSp2(n−k) | = 2|WSOǫ2(n−k) |, and identify
WǫSp2(n−k) = WSO
ǫ
2(n−k)
and WSO2(n′−k)+1 = WSp2(n′−k) ,
we conclude that
n∑
k=l
1
|Wk−l|
1
|WSp2(n−k) |
1
|WSO2(n′−k)+1 |
∑
v3∈Wk−l∑
w∈WǫSp2(n−k)
∑
w′∈WSO
2(n′−k)+1
ǫv3R
G(3)
Tv3×Tw,1
⊗RG
′(3)
Tv3×Tw′ ,1
=
1
2
n−l∑
k′=0
1
|Wk′ |
1
|WSOǫ
2(n−l−k′)
|
1
|WSp2(n′−l−k′) |
∑
v3∈Wk′∑
w∈W
SO
ǫv3 ǫ
2(n−l−k′)
∑
w′∈WSp
2(n′−l−k′)
ǫv3R
G(3)
Tv3×Tw,1
⊗RG
′(3)
Tv3×Tw′ ,1
= ω♯
G(3),G′(3),1
.
Note that now G(3) = Oǫ2(n−l) and G
′(3) = Sp2(n′−l). Then the proposition is proved. 
7.3. The main result II. Now we have the compatibility of the Lusztig correspondence
and the Howe correspondence for a dual pair of a symplectic group and an odd orthogonal
group.
Theorem 7.9. Let (G,G′) = (Sp2n(q),O2n′+1(q)), and let η ∈ E(G)s and η
′ ∈ E(G′)s′
for some semisimple elements s ∈ G∗ and s′ ∈ (G′∗)0. Write Ξs(η) = η(1) ⊗ η(2) ⊗ η(3),
Ξ′s′(η
′) = η′(1) ⊗ η′(2) ⊗ η′(3) ⊗ ǫ, and let {ηi} be defined as in (7.5). Suppose that q
is large enough so that the main result in [Sri79] holds. Then ηi ⊗ η′ occurs in ωG,G′ for
some i if and only if the following conditions hold:
• G(1) ≃ G′(1), η(1) = η′(1);
• G(2) ≃ G′(2), η(2) = η′(2);
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• either η(3) ⊗ η′(3) or (η(3) · sgn) ⊗ η′(3) occurs in the Howe occurrence for the
dual pair (G(3), G′(3)).
That is, the following diagram:
η
Θ
−−−−→ η′
Ξs
y yΞs′
η(1) ⊗ η(2) ⊗ η(3)
id⊗id⊗Θ
−−−−−−→ η′(1) ⊗ η′(2) ⊗ η′(3)
commutes up to a twist of the sgn character.
Proof. It is clear that η′χG′ is in E(G
′)−s′ and
(7.10) Ξ′−s′(η
′χG′) = Ξ
′
s′ (η
′) = η′(1) ⊗ η′(2) ⊗ η′(3) ⊗ ǫ
(cf. Subsection 3.4).
First suppose that ηi ⊗ η′ occurs in ωG,G′ for some i. Without loss of the generality, we
may just assume that η ⊗ η′ occurs in ωG,G′ . So η ⊗ (η
′χG′) occurs in ωG,G′ · (1 ⊗ χG′).
By (7.2), we know that η ⊗ (η′χG′) occurs in ωG,G′,t,ǫ for ǫ = ± and some t ∈ X
♭
l,l for
some integer l ≤ min(n, n′). Then s = t♭n,ǫ for−s
′ = t♭n′ up to a conjugation. Write
Ξ(t♭n,ǫ,t♭n′)
(ωG,G′,t,ǫ) = Ω
(1) ⊗ Ω(2) ⊗ Ω(3)
where Ω(j) ∈ V(G(j)×G′(j)) for j = 1, 2, 3. Then Ω(j) is a character ofG(j)×G′(j) and
η(j) ⊗ η′(j) occurs in Ω(j).
• Now G(1) is a product of unitary groups or general linear groups and isomorphic
to G′(1) by Lemma 7.7. We identity G(1) and G′(1) and by Proposition 7.8, we
have Ω(1)♯ = R♯
G(1),1
. Because nowG(1) is a product of unitary groups or general
linear groups, every irreducible character of G(1) × G(1) is uniform, and hence
Ω(1) = RG(1),1. This implies that η
(1) = η′(1).
• By Lemma 7.7,G(2) = G′(2) = Sp2ν1(s)(q). By Proposition 7.8, we haveΩ
(2)♯ =
R♯
G(2),1
. Then by Proposition 3.19, we have η(2) = η′(2).
• By Lemma 7.7, (G(3), G′(3)) is a dual pair of an even orthogonal group and a
symplectic group, and by Proposition 7.8 we have Ω(3)♯ = ω♯
G(3),G′(3),1
. Now
Ω(3) is a non-negative integral combination of irreducible unipotent characters
of G(3) × G′(3) whose uniform projection is equal to the uniform projection of
ωG(3),G′(3),1. By our assumption η
(3) ⊗ η′(3) occurs in Ω(3), from the proof in
[Pan19a] subsection 10.3, we know that either η(3) ⊗ η′(3) or (η(3) · sgn) ⊗ η′(3)
occurs in ωG(3),G′(3),1, i.e., η
(3) ⊗ η′(3) or (η(3) · sgn) ⊗ η′(3) occurs in the Howe
correspondence for the dual pair (G(3), G′(3)).
Conversely suppose that
• G(1) ≃ G′(1) and η(1) = η′(1),
• G(2) ≃ G′(2) and η(2) = η′(2),
• either η(3) ⊗ η′(3) or (η(3) · sgn) ⊗ η′(3) occurs in the Howe occurrence for the
dual pair (G(3), G′(3)).
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Then we see that s = t♭n,ǫ and −s
′ = t♭n′ , up to a conjugation, for some t ∈ X
♭
l,l and
some l ≤ min(n, n′). Now η(1) ⊗ η′(1) occurs in RG(1),1, η
(2) ⊗ η′(2) occurs in RG(2),1,
and either η(3) ⊗ η′(3) or (η(3) · sgn) ⊗ η′(3) occurs in ωG(3),G′(3),1. Hence we have some
ηi ⊗ (η′ · χG′) occurs in the inverse image
Ω := Ξ−1(s,−s′)(RG(1),1 ⊗RG(2),1 ⊗ ωG(3),G′(3),1).
By Proposition 7.8, we know that Ω and ωG,G′,t,ǫ have the same uniform projection. From
the proof in [Pan19a] subsection 10.3, we see that ηi⊗ (η′χG′) occurs in ωG,G′,t,ǫ for some
i. Therefore, by (7.2), some ηi ⊗ (η′χG′) occurs in ωG,G′ · (1 ⊗ χG′), i.e., some ηi ⊗ η
′
occurs in the Howe correspondence for the dual pair (G,G′). 
Remark 7.11. (1) Similar to the case in Remark 6.10, we can specify the correspon-
dences Ξs and Ξs′ such that the diagram in Theorem 7.9 really commutes.
(2) The analogue of Corollary 6.11 clearly also holds for the dual pair of a symplectic
group and an odd orthogonal group.
Example 7.12. Keep the notation in Example 6.12. Let η be one of the cuspidal represen-
tation of Sp4(q). As in Example 6.12 we have the following four cases:
(1) Let η = χ
(k)
1 . It is in E(G)s such that
CG∗(s) ≃ U1(q
2)× (Sp0(q))
∗ ×O+0 (q).
Since the trivial character of O+0 (q) first occurs in the correspondence for the
dual pair (O+0 (q), Sp0(q)), η first occurs in the correspondence for the dual pair
(Sp4(q),O5(q)) (for both non-isomorphic forms of the 5-dimensional orthogonal
spaces).
(2) Let η = χ
(k,l)
4 . It is in E(G)s such that
CG∗(s) ≃ (U1(q)× U1(q))× (Sp0(q))
∗ ×O+0 (q).
Again, η first occurs in the correspondence for the dual pair (Sp4(q),O5(q)).
(3) Let η = ξ
′(k)
21 or ξ
′(k)
22 . It is in E(G)s such that
CG∗(s) ≃ U1(q)× (Sp0(q))
∗ ×O−2 (q).
Since one of the unipotent cuspidal characters of O−2 (q) first occurs in the corre-
spondence for the pair (O−2 (q), Sp0(q)) and the other first occurs in the correspon-
dence for the pair (O−2 (q), Sp4(q)), one of ξ
′(k)
21 , ξ
′(k)
22 first occurs in the correspon-
dence for the pair (Sp4(q),O3(q)) and the other first occurs in the correspondence
for the pair (Sp4(q),O7(q)).
(4) Let η = θ10. It is in E(G)s such that
CG∗(s) ≃ U0(q)× (Sp4(q))
∗ ×O+0 (q).
As in (1), η first occurs in the correspondence for the dual pair (Sp4(q),O5(q)).
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Example 7.13. Let n ≥ 1, G = Sp2n(q), G
′ = O2n′+1(q), η = χ
(i)
ǫ′ (cf. Example 6.13).
ThenG(1) = U0(q), G
(2) = Sp0(q) and G
(3) = Oǫ
′
2n(q), and
Ξs : {χ
(1)
ǫ′ , χ
(2)
ǫ′ } → {1⊗ 1⊗ 1,1⊗ 1⊗ sgn},
i.e., η(1) = 1 of U0(q), η
(2) = 1 of Sp0(q), and η
(3) is either 1 or sgn of Oǫ
′
2n(q).
Suppose that η ↔ η′ for some η′ ∈ E(G′)s′ . Then we see that G′(1) = U0(q), G′(2) =
Sp0(q), G
′(3) = Sp2n′(q) and η
′(1) = 1 of U0(q), η
′(2) = 1 of Sp0(q). Moreover, either
1⊗ η′(3) or sgn⊗ η′(3) occurs in the correspondence for (Oǫ
′
2n(q), Sp2n′(q)).
(1) Suppose that ǫ′ = +. Note that 1 = ρ(n0)
and sgn = ρ(0n)
for G(3) = Oǫ
′
2n(q).
Moreover by Lemma 2.17, we have
(
(
n′−k+1,0
k
)
,
(
n
0
)
) ∈ B+ for k = 0, 1, . . . ,min(n, n′),
(
(
n′−k+1,k
0
)
,
(
0
n
)
) ∈ B+ for k = 0, 1, . . . ,min(n, n′ − n).
This means that one of {χ
(1)
+ , χ
(2)
+ } occurs in the correspondence for any n
′ ≥ 0
and corresponds to the trivial character of SO2n′+1(q) if n
′ = 0; and the other
occurs in the correspondence only for n′ ≥ n.
(2) Suppose that ǫ′ = −. Note that 1 = ρ( −n,0)
and sgn = ρ(n,0− )
. Now we have
(
(
k,0
n′−k+1
)
,
(
−
n,0
)
) ∈ B− for k = 1, 2, . . . ,min(n, n′ + 1),
(
(
−
n′−k+1,k,0
)
,
(
n,0
−
)
) ∈ B− for k = 1, 2, . . . ,min(n, n′ − n).
Again, one of {χ
(1)
+ , χ
(2)
+ } occurs in the correspondence for any n
′ ≥ 0 and cor-
responds to the trivial character of SO2n′+1(q) if n
′ = 0; and the other occurs in
the correspondence only for n′ ≥ n+ 1.
The following result is an easy consequence of Theorems 6.9 and 7.9:
Corollary 7.14. Let ρ be an irreducible character of G. Suppose that both ρ ⊗ ρ′ and
ρ ⊗ ρ′′ occur in the correspondence for dual pair (G,G′). Then ρ′, ρ′′ are in the same
Lusztig series E(G′)s′ for some s′.
8. (NON-)PRESERVATION PRINCIPLE FOR UNIPOTENT CHARACTERS
8.1. Preservation principle for unipotent cuspidal characters. The characterization of
unipotent cuspidal characters is described in Subsection 1.6. Keep the notation and the set-
ting of Subsection 1.5. From [AM93] theorem 4.1 and theorem 5.2, we have the following
preservation principle of unipotent cuspidal characters for finite dual pairs:
(I) For the unipotent cuspidal character ζUm of Um(m+1)
2
(q), we have
n′+0 (ζ
U
m) + n
′−
0 (ζ
U
m) =
m(m− 1)
2
+
(m+ 1)(m+ 2)
2
= m(m+ 1) + 1.
(II) For the unipotent cuspidal characters ζIm, ζ
II
m of O
ǫ
2m2(q), we have
n′0(ζ
I
m) + n
′
0(ζ
II
m) = 2m(m− 1) + 2m(m+ 1) = 4m
2.
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(III.a) For the unipotent cuspidal character ζSpm of Sp2m(m+1)(q) and all the orthogonal
spaces v′± are even-dimensional, we have
n′+0 (ζ
Sp
m ) + n
′−
0 (ζ
Sp
m ) = 2m
2 + 2(m+ 1)2 = 4m(m+ 1) + 2.
Note that unipotent characters are not preserved in the Howe correspondence for the dual
pair (Sp2n(q),O2n′+1(q)).
It is known that the above preservation principle also holds for any irreducible cuspidal
characters (cf. [Pan02] theorem 12.3) but it does not hold for general irreducible characters.
For the remaining of this section, we want to investigate the phenomena for any irreducible
unipotent characters.
8.2. Extreme symbols. For a β-set A = {a1, . . . , am}, we define
δ(A) =

0, if A = ∅;a1 −m+ 1, if A 6= ∅.
It is clear that δ(A) ≥ 0, and δ(A) = 0 if and only ifA = ∅ orA = {m−1,m−2, . . . , 0}
for somem ≥ 1. For a symbol Λ =
(
A
B
)
, we define δ(Λ) = δ(A) + δ(B). Therefore
δ
(
a1, . . . , am1
b1, . . . , bm2
)
=


0, ifm1 = m2 = 0;
a1 −m1 + 1, ifm1 6= 0 andm2 = 0;
b1 −m2 + 1, ifm1 = 0 andm2 6= 0;
a1 + b1 − (m1 +m2) + 2, ifm1 6= 0 andm2 6= 0.
It is clear that δ(Λ) = δ(Λt) and δ(Λ) = δ(Λ′) if Λ is equivalent to Λ′.
Lemma 8.1. A symbol Λ is cuspidal if and only if δ(Λ) = 0.
Proof. It is clear that δ(Λ) = 0 if Λ is cuspidal.
On the other hand, write Λ =
(
A
B
)
for some β-sets A,B. Now δ(Λ) = 0 implies that
δ(A) = δ(B) = 0. Hence A is either empty or A = {m1,m1 − 1, . . . , 1, 0} for some
m1 ≥ 0. Similarly, B is either empty or B = {m2,m2 − 1, . . . , 1, 0} for some m2 ≥ 0.
If A or B is empty, it is clear that Λ is cuspidal. If A and B are both non-empty, without
loss of generality, may assume thatm1 ≥ m2, then
Λ =
(
m1,m1 − 1, . . . , 1, 0
m2,m2 − 1, . . . , 1, 0
)
∼
(
m1 −m2 − 1,m1 −m2 − 2, . . . , 1, 0
−
)
.
So Λ is cuspidal. 
8.3. (Non-)preservation principle for symplectic groups. For a symbolΛ ∈ SSp, define
θǫ0(Λ) to be a symbol in
Θǫ(Λ) = {Λ′ ∈ SOǫ | (Λ,Λ
′) ∈ Bǫ }
of minimal rank, i.e., θǫ0(Λ) ∈ Θ
ǫ(Λ) and rank(θǫ0(Λ)) ≤ rank(Λ
′) for any Λ′ ∈ Θǫ(Λ).
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Lemma 8.2. For Λ =
(a1,a2,...,am1
b1,b2,...,bm2
)
∈ SSp, we have
θ+0 (Λ) =


(
b1,b2,b3,...,bm2
a2,a3,...,am1
)
= Λt r
(
−
a1
)
, ifm1 > 0;(
b1+1,b2+1,...,bm2+1,0
−
)
, ifm1 = 0.
θ−0 (Λ) =


(
b2,b3,...,bm2
a1,a2,...,am1
)
= Λt r
(
b1
−
)
, ifm2 > 0;(
−
a1+1,a2+1,...,am1+1,0
)
, ifm2 = 0.
Proof. It is known that def(Λ) ≡ 1 (mod 4) by definition, so it is easy to see that
def(θ+0 (Λ)) ≡ 0 (mod 4) and def(θ
−
0 (Λ)) ≡ 2 (mod 4),
i.e., θǫ0(Λ) ∈ SOǫ . Moreover, by Lemma 2.17, it is not difficult to see that (Λ, θ
ǫ
0(Λ)) ∈ B
ǫ
and θǫ0(Λ) is of minimal rank in Θ
ǫ(Λ). 
Proposition 8.3. For Λ ∈ SSp, we have
rank(θ+0 (Λ)) + rank(θ
−
0 (Λ)) = 2 rank(Λ)− δ(Λ) + 1.
Proof. Write Λ =
(a1,a2,...,am1
b1,b2,...,bm2
)
. Note that nowm1 +m2 is odd and hence⌊(m1 +m2
2
)2⌋
−
⌊(m1 +m2 − 1
2
)2⌋
=
m1 +m2 − 1
2
;⌊(m1 +m2 − 1
2
)2⌋
−
⌊(m1 +m2 − 2
2
)2⌋
=
m1 +m2 − 1
2
.
(1) Ifm1 = 0, thenm2 6= 0 and
rank(θ+0 (Λ)) = rank(Λ) +m2 −
m1 +m2 − 1
2
;
rank(θ−0 (Λ)) = rank(Λ)− b1 +
m1 +m2 − 1
2
.
(2) Ifm2 = 0, thenm1 6= 0 and
rank(θ+0 (Λ)) = rank(Λ) +m1 −
m1 +m2 − 1
2
;
rank(θ−0 (Λ)) = rank(Λ)− a1 +
m1 +m2 − 1
2
.
(3) If bothm1,m2 are nonzero, then
rank(θ+0 (Λ)) = rank(Λ)− a1 +
m1 +m2 − 1
2
;
rank(θ−0 (Λ)) = rank(Λ)− b1 +
m1 +m2 − 1
2
.
For all three cases, we have
rank(θ+0 (Λ)) + rank(θ
−
0 (Λ)) = 2 rank(Λ)− δ(Λ) + 1.

Corollary 8.4. For an irreducible unipotent character ρΛ of Sp2n(q), we have
n+0 (ρΛ) + n
−
0 (ρΛ) = 4n− 2δ(Λ) + 2.
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Proof. We know that rank(Λ) = n and nǫ0(ρΛ) = 2 rank(θ
ǫ
0(Λ)). So the corollary follows
from Proposition 8.3 immediately. 
Remark 8.5. Let Λ ∈ SSp2n . It is not difficult to see that δ(Λ) ≤ n and hence
n+0 (ρΛ) + n
−
0 (ρΛ) ≥ 2n+ 2
from Corollary 8.4. Moreover, if δ(Λ) = n, then it is not difficult to see that
Λ = Λk :=
(
n− k + 1, 0
k
)
for some 0 ≤ k ≤ n. This ρΛk is the only irreducible character of Sp2n(q) which both
occurs in the Howe correspondences for (Sp2n(q),O
+
2k(q)) and (Sp2n(q),O
−
2(n−k)+2(q)).
This assertion is an refinement of [How] corollary 5.2.1.
8.4. (Non-)preservation principle for even orthogonal groups. For a symbolΛ′ ∈ SOǫ ,
define θ0(Λ
′) to be a symbol in
Θ(Λ′) = {Λ ∈ SSp | (Λ,Λ
′) ∈ Bǫ }
of minimal rank.
Lemma 8.6. For Λ′ =
(a1,a2,...,am1
b1,b2,...,bm2
)
∈ SOǫ , we have
θ0(Λ
′) =


(
b1,b2,b3,...,bm2
a2,a3,...,am1
)
= Λ′t r
(
−
a1
)
, if ǫ = + andm1 > 0;(
b1+1,b2+1,...,bm2+1,0
−
)
, if ǫ = + andm1 = 0;(
b2,b3,...,bm2
a1,a2,...,am1
)
= Λ′t r
(
b1
−
)
, if ǫ = − andm2 > 0;(
−
a1+1,a2+1,...,am1+1,0
)
, if ǫ = − andm2 = 0.
Proof. If ǫ = +, then def(Λ′) ≡ 0 (mod 4) and hence def(θ0(Λ′)) ≡ 1 (mod 4). If
ǫ = −, then def(Λ′) ≡ 2 (mod 4) and then def(θ0(Λ′)) ≡ 1 (mod 4), again. So we
have θ0(Λ
′) ∈ SSp. Moreover, by Lemma 2.17, it is easy to see that (θ0(Λ′),Λ′) ∈ Bǫ and
θ0(Λ
′) is of minimal rank in Θ(Λ′). 
Proposition 8.7. For Λ ∈ SOǫ , we have
rank(θ0(Λ)) + rank(θ0(Λ
t)) = 2 rank(Λ)− δ(Λ).
Proof. Write Λ =
(a1,a2,...,am1
b1,b2,...,bm2
)
. Note that now m1 + m2 is even. Suppose first that
m1 = m2 = 0. Then Λ = Λ
t =
(
−
−
)
and ǫ = +. It is clearly that θ0(Λ) = θ0(Λ
t) =
(
0
−
)
,
and the proposition is obvious.
Now we suppose thatm1 +m2 ≥ 2 and we have⌊(m1 +m2
2
)2⌋
−
⌊(m1 +m2 − 1
2
)2⌋
=
m1 +m2
2
;⌊(m1 +m2 − 1
2
)2⌋
−
⌊(m1 +m2 − 2
2
)2⌋
=
m1 +m2 − 2
2
.
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(1) Ifm1 = 0, thenm2 6= 0 and
rank(θ0(Λ)) + rank(θ0(Λ
t))
= rank(Λ) +m2 −
m1 +m2
2
+ rank(Λ)− b1 +
m1 +m2 − 2
2
.
(2) Ifm2 = 0, thenm1 6= 0 and
rank(θ0(Λ)) + rank(θ0(Λ
t))
= rank(Λ) +m1 −
m1 +m2
2
+ rank(Λ)− a1 +
m1 +m2 − 2
2
.
(3) If bothm1,m2 are nonzero, then
rank(θ0(Λ)) + rank(θ0(Λ
t)) = 2 rank(Λ)− (a1 + b1) + (m1 +m2 − 2).
For both three cases, we have
rank(θ0(Λ)) + rank(θ0(Λ
t)) = 2 rank(Λ)− δ(Λ).

Corollary 8.8. For an irreducible unipotent character ρΛ of O
ǫ
2n(q), we have
n′0(ρΛ) + n
′
0(ρΛ · sgn) = 4n− 2δ(Λ).
Proof. Now rank(Λ) = rank(Λt) = n, ρΛt = ρΛ · sgn, and n
′
0(ρΛ) = 2 rank(θ0(Λ)). So
the corollary follows from Proposition 8.7 immediately. 
8.5. (Non-)preservation principle for unitary groups. Suppose that ρλ⊗ ρλ′ǫ occurs in
the Howe correspondence for the dual pair (Un(q),Un′ǫ(q)) where λ is a partition of n,
λ′ǫ is a partition of n′ǫ, ǫ = ± and n′+ is even, n′− is odd.
(1) Suppose that ℓ(λ∞) is even. Thenwe know that (Λλ,Λλ′+) ∈ B
+ and (Λλ,Λλ′−) ∈
B− by Proposition 5.13. To achieve the minimal rank, we see that Λλ′ǫ must be
equal to θǫ0(Λλ) given in Lemma 8.2, or equivalently, equal to θ0(Λλ) with given
ǫ in Lemma 8.6.
(2) Suppose that ℓ(λ∞) is odd. Thenwe know that (Λλ,Λλ′−) ∈ B
+ and (Λλ,Λλ′+) ∈
B− by Proposition 5.13. To achieve the minimal rank, we see that Λλ′ǫ must be
equal to θ−ǫ0 (Λλ) given in Lemma 8.2, or equivalently, equal to θ0(Λλ) with given
−ǫ in Lemma 8.6.
Then from Proposition 8.3 and Proposition 8.7, we know that
(8.9)
rank(θ+0 (Λλ)) + rank(θ
−
0 (Λλ)) =

2 rank(Λλ)− δ(Λλ) + 1, if def(Λλ) is odd;2 rank(Λλ)− δ(Λλ), if def(Λλ) is even.
Define δ(λ) = δ(Λλ).
Proposition 8.10. For an irreducible unipotent character ρλ of Un(q), we have
n′+0 (ρλ) + n
′−
0 (ρλ) = 2n− 2δ(λ) + 1.
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Proof. Suppose that λ is a partition of n, and ‖λ∞‖ =
d(d+1)
2 for some integer d.
If def(Λλ) is even, then
(8.11)
(
−def(Λλ)− 1− 1
2
)(
−def(Λλ)− 1 + 1
2
)
+
(
−def(Λλ) + 1− 1
2
)(
−def(Λλ) + 1 + 1
2
)
= 2
(
def(Λλ)
2
)2
and then by (5.3), (8.9) and (8.11), we conclude that
n+0 (ρλ) + n
−
0 (ρλ) =
d(d− 1)
2
+
(d+ 1)(d+ 2)
2
+ 2 rank(θ+0 (Λ)) + 2 rank(θ
−
0 (Λ))
−
(
−def(Λλ)− 2
2
)(
−def(Λλ)
2
)
−
(
−def(Λλ)
2
)(
−def(Λλ) + 2
2
)
= 2 ·
d(d + 1)
2
+ 1 + 4 rank(Λλ)− 2
(
def(Λλ)
2
)2
− 2δ(λ)
= 2 ‖λ‖ − 2δ(λ) + 1.
If def(Λλ) is odd, then
(8.12)(
−def(Λλ)− 1
2
)2
+
(
−def(Λλ) + 1
2
)2
= 2
(
def(Λλ)− 1
2
)(
def(Λλ) + 1
2
)
+ 1
and then by (5.3), (8.9) and (8.12), we conclude that
n+0 (ρλ) + n
−
0 (ρλ) =
d(d− 1)
2
+
(d+ 1)(d+ 2)
2
+ 2 rank(θ+0 (Λ)) + 2 rank(θ
−
0 (Λ))
−
(
−def(Λλ)− 1
2
)2
−
(
−def(Λλ) + 1
2
)2
= 2 ·
d(d + 1)
2
+ 1 + 4 rank(Λλ)
− 2
(
def(Λλ)− 1
2
)(
def(Λλ) + 1
2
)
− 2δ(λ)
= 2 ‖λ‖ − 2δ(λ) + 1.

9. GENERAL (NON-)PRESERVATION PRINCIPLE
Now we can deduce the (non-)preservation principle for general irreducible characters
from Theorem 6.9, Theorem 7.9 and the result for unipotent characters in Section 8.
9.1. For unitary groups. Suppose G is a unitary group. Write Ξs(η) = η
(1) ⊗ η(2) by
(5.14). Then we can write η(2) = ρΛλ for some symbol Λλ associated to a partition λ.
Then we call η extreme if Λλ is extreme, and define δ(η) = δ(η
(2)) = δ(Λλ).
Theorem 9.1. Let η be an irreducible character of a unitary groupG(v). Then
n′+0 (η) + n
′−
0 (η) = 2 dim(v)− 2δ(η) + 1.
LUSZTIG CORRESPONDENCE AND HOWE CORRESPONDENCE 53
Proof. We identify G(v) with its dual group. Suppose that η ∈ E(G)s for some s. Then
we have decompositions
v =
( ⊕
〈λ〉, λ6=1
v[λ]
)
⊕ v[1], v
′± =
( ⊕
〈λ〉, λ6=1
v
′±
[λ]
)
⊕ v′±[1].
From Subsection 5.3, we have dim(v[λ]) = dim(v
′±
[λ]) for λ 6= 1. By Proposition 5.15, the
unipotent character η(2) first occurs in the correspondences for the dual pairs (G(v[1]), G(v
′±
[1]))
of two unitary groups. Hence
dim(v′+[1]) + dim(v
′−
[1]) =

2 dim(v[1]) + 1, if η
(2) is extreme;
2 dim(v[1])− 2δ(η
(2)) + 1, otherwise
by Proposition 8.10. Therefore
dim(v′+) + dim(v′−) =
( ∑
〈λ〉, λ6=1
dim(v′+[λ])
)
+ dim(v′+[1]) +
( ∑
〈λ〉, λ6=1
dim(v′−[λ])
)
+ dim(v′−[1])
= 2
∑
〈λ〉, λ6=1
dim(v[λ]) +

2 dim(v[1]) + 1, if η is extreme;2 dim(v[1])− 2δ(η(2)) + 1, otherwise
=

2 dim(v) + 1, if η is extreme;2 dim(v) − 2δ(η) + 1, otherwise.

9.2. For orthogonal groups. For a symplectic group or an orthogonal groupG, write
Ξs(η) =

η
(1) ⊗ η(2) ⊗ η(3) ⊗ ǫ, if G is odd orthogonal;
η(1) ⊗ η(2) ⊗ η(3), otherwise
by (6.4), (7.4) and (7.6). Then we can write η(3) = ρΛ for some symbol Λ. We call η
extreme if Λ is extreme, and define δ(η) = δ(η(3)) = δ(Λ).
Lemma 9.2. Let η be an irreducible character of an odd-orthogonal group G(v). Sup-
pose that η ⊗ η′ (resp. (η · sgn) ⊗ η′′) occurs in the correspondence for the dual pair
(G(v), G(v′)) (resp. (G(v), G(v′′))), and η′ (resp. η′′) is in E(G(v′))s′ (resp. E(G(v′′))s′′ ).
Then the two even orthogonal groups G(3)(s′) andG(3)(s′′) are in different Witt series.
Proof. Let G = G(v) and suppose that η is in E(G)s for some s. Write Ξs(η) = η(1) ⊗
η(2) ⊗ η(3) ⊗ ǫ. Then we know that Ξs(η · sgn) = η(1) ⊗ η(2) ⊗ η(3) ⊗ (−ǫ). From the
proof of Theorem 7.9, we see that if −s = t♭n for some t, then s
′ = t♭n′,ǫ and s
′′ = t♭n′′,−ǫ.
ThereforeG(3)(s′) and G(3)(s′′) are in different Witt series. 
Theorem 9.3. Let η be an irreducible character of an orthogonal group G(v). Then
n′0(η) + n
′
0(η · sgn) = 2 dim(v)− 2δ(η).
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Proof. (1) Suppose that v is an even-dimensional orthogonal space. Identify G(v)
with its dual group and suppose that η ∈ E(G)s for some s. We have a decompo-
sition
v =
( ⊕
〈λ〉, λ6=±1
v[λ]
)
⊕ v[−1] ⊕ v[1]
such that
G(1) =
∏
〈λ〉, λ6=±1
G(v[λ]), G
(2) = G(v[−1]), G
(3) = G(v[1])
∗ = G(v[1]).
Now v′± are symplectic spaces. Let v′∗± be the odd orthogonal spaces such that
G(v′∗±) is the dual group of G(v′±). Then we have
v
′∗± =
( ⊕
〈λ〉, λ6=±1
v
′∗±
[λ]
)
⊕ v′∗±[−1] ⊕ v
′∗±
[1] .
Now v′∗±[1] are odd orthogonal spaces. Let v
′±
[1] be the symplectic spaces such that
G(v′±[1]) are the dual groups of G(v
′∗±
[1] ).
By Lemma 6.6, we have dim(v[λ]) = dim(v
′∗±
[λ] ) for λ 6= 1. Moreover, by The-
orem 6.9, η(3) first occurs in the correspondences for the dual pairs (G(v[1]), G(v
′±
[1])).
Now G(v) is an even orthogonal group, so G(1) is a product of unitary groups
or general linear groups; and both G(2), G(3) are even orthogonal groups. Then
Ξs(η) = η
(1) ⊗ η(2) ⊗ η(3), and Ξs(η · sgn) = η(1) ⊗ (η(2) · sgn)⊗ (η(3) · sgn).
Hence by Corollary 8.8, we have
dim(v′+[1]) + dim(v
′−
[1]) = 2 dim(v[1])− 2δ(η
(3)),
and therefore
dim(v′+) + dim(v′−)
=
( ∑
〈λ〉, λ6=1
dim(v′∗+[λ] ) + dim(v
′+
[1])
)
+
( ∑
〈λ〉, λ6=1
dim(v′∗−[λ] ) + dim(v
′−
[1])
)
= 2
( ∑
〈λ〉, λ6=1
dim(v∗[λ])
)
+ 2dim(v[1])− 2δ(η
(3))
= 2 dim(v) − 2δ(η).
(2) Suppose that v is a (2n + 1)-dimensional orthogonal space. Then v∗ is a sym-
plectic space, and there is a decomposition
v
∗ =
( ⊕
〈λ〉, λ6=±1
v
∗
[λ]
)
⊕ v∗[1] ⊕ v
∗
[−1]
where v∗[1] and v
∗
[−1] are symplectic spaces, and hence
(9.4) dim(v) = dim(v∗) + 1 =
( ∑
〈λ〉, λ6=−1
dim(v∗[λ])
)
+ dim(v∗[−1]) + 1.
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On the other hand, v′± is a symplectic space, and then v′∗± are odd-dimensional
orthogonal spaces, and there are decompositions
v
′∗± =
( ⊕
〈λ〉, λ6=±1
v
′∗±
[λ]
)
⊕ v′∗±[1] ⊕ v
′∗±
[−1]
where v′∗±[1] are odd orthogonal spaces and v
′∗±
[−1] are even orthogonal spaces. Let
v
′±
[1] be the symplectic spaces such that G(v
′±
[1]) are the dual groups of G(v
′∗±
[1] ).
Then
dim(v′±) =
( ∑
〈λ〉, λ6=1
dim(v′∗±[λ] )
)
+ dim(v′±[1]).
By Lemma 7.7, we have dim(v∗[λ]) = dim(v
′∗±
[λ] ) for λ 6= ±1, dim(v
∗
[1]) =
dim(v′±[1]), and η
(3) first occurs in the correspondences for the dual pairs (G(v∗[−1]), G(v
′∗±
[−1])).
Now v′∗±[−1] are even orthogonal spaces, and by Lemma 9.2, the two spaces v
′∗+
[−1]
and v′∗−[−1] are in different Witt series. Hence
dim(v′∗+[−1]) + dim(v
′∗−
[−1]) = 2 dim(v
∗
[−1])− 2δ(η
(3)) + 2
by Corollary 8.4. Therefore
dim(v′+) + dim(v′−)
=
( ∑
〈λ〉, λ6=1
dim(v′∗+λ ) + dim(v
′+
[1])
)
+
( ∑
〈λ〉, λ6=1
dim(v′∗−[λ] ) + dim(v
′−
[1])
)
= 2
( ∑
〈λ〉, λ6=±1
dim(v∗[λ])
)
+ 2dim(v∗[1]) + 2 dim(v
∗
[−1])− 2δ(η
(3)) + 2
= 2 dim(v) − 2δ(η)
by (9.4).

9.3. For symplectic groups.
9.3.1. Even orthogonal spaces. In this subsection we consider a dual pair of a symplectic
group and an even orthogonal group.
Theorem 9.5. Let η be an irreducible character of a symplectic groupG(v). Suppose that
{v′±} are Witt series of even-dimensional orthogonal spaces. Then
(9.6) n′+0 (η) + n
′−
0 (η) = 2 dim(v)− 2δ(η) + 2.
Proof. Suppose that η is in E(G)s for some s. Write Ξs(η) = η(1) ⊗ η(2) ⊗ η(3). From
Subsection 6.2, we know that s determines a decomposition
v
∗ =
( ⊕
〈λ〉, λ6=±1
v
∗
[λ]
)
⊕ v∗[−1] ⊕ v
∗
[1]
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of Hermitian spaces or orthogonal spaces such that
G(1) =
∏
〈λ〉, λ6=±1
G(v∗[λ]), G
(2) = G(v∗[−1]), G
(3) = G(v∗[1])
∗.
Let v[1] be a 2ν1-dimensional symplectic space such that G(v[1]) = G(v
∗
[1])
∗. Note that
dim(v) = dim(v∗)− 1 =
( ∑
〈λ〉, λ6=1
dim(v∗[λ])
)
+ dim(v∗[1])− 1
=
( ∑
〈λ〉, λ6=1
dim(v∗[λ])
)
+ dim(v[1]).
Let v′∗±[λ] , v
′∗±
[−1], and v
′±
[1] be defined similarly. Now G(v
′±) = G(v′∗±) are even orthogo-
nal groups, and hence
dim(v′±) =
∑
〈λ〉, λ6=1
dim(v′∗±[λ] ) + dim(v
′±
[1]).
By Lemma 6.6, we know that dim(v∗[λ]) = dim(v
′∗±
[λ] ) for λ 6= 1. Moreover, by
Theorem 6.9, η(3) first occurs in the correspondences for the dual pairs (G(v[1]), G(v
′±
[1])).
Note that v′±[1] and v
′± might not be of the same parity, however, v′+[1] and v
′−
[1] are indeed
of opposite parity. Hence by Corollary 8.4, we have
dim(v′+[1]) + dim(v
′−
[1]) = 2 dim(v[1])− 2δ(η
(3)) + 2.
Therefore,
dim(v′+) + dim(v′−)
=
( ∑
〈λ〉, λ6=1
dim(v′∗+[λ] ) + dim(v
′+
[1])
)
+
( ∑
〈λ〉, λ6=1
dim(v′∗−[λ] ) + dim(v
′−
[1])
)
= 2
( ∑
〈λ〉, λ6=1
dim(v∗[λ])
)
+ 2dim(v[1])− 2δ(η
(3)) + 2
= 2 dim(v) − 2δ(η) + 2.

9.3.2. Odd orthogonal spaces. In this subsection we consider a dual pair of a symplectic
group and an odd orthogonal group. Let η be an irreducible character in E(Sp2n(q))s for
some s and write Ξs(η) = η
(1)⊗η(2)⊗η(3). We know that nowG(3) is an even-orthogonal
group. Let η♮ be the irreducible character in E(Sp2n(q))s such that
Ξs(η
♮) = η(1) ⊗ η(2) ⊗ (η(3) · sgn).
If we write η(3) = ρΛ for some Λ, then η
(3) · sgn = ρΛt . Then δ(η
(3)) = δ(η(3) · sgn), and
we have δ(η) = δ(η♮).
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Theorem 9.7. Let η be an irreducible character of a symplectic groupG(v). Suppose that
{v′} is a Witt series of odd-dimensional orthogonal spaces. Then
(9.8) n′0(η) + n
′
0(η
♮) = 2 dim(v)− 2δ(η) + 2.
Proof. Let v be a symplectic space, and let v∗ be an odd-dimensional orthogonal space
such that G(v∗) = G(v)∗. We have a decomposition
v
∗ =
( ⊕
〈λ〉, λ6=±1
v
∗
[λ]
)
⊕ v∗[1] ⊕ v
∗
[−1].
Now v∗[1] is a (2ν1 + 1)-dimensional orthogonal space. Let v[1] the 2ν1-dimensional sym-
plectic space such that G(v[1]) is the dual group of G(v
∗
[1]). Then we have
G(1) =
∏
〈λ〉, λ6=±1
G(v∗[λ]), G
(2) = G(v[1]), G
(3) = G(v∗[−1]).
So now
dim(v) = dim(v∗)− 1 =
( ∑
〈λ〉, λ6=1
dim(v∗[λ])
)
+ dim(v[1]),
and v∗[−1] is an even orthogonal space.
Also v′ is an odd-dimensional orthogonal space, then v′∗ is a symplectic space, and we
have a decomposition
v
′∗ =
( ⊕
〈λ〉, λ6=±1
v
′∗
[λ]
)
⊕ v′∗[1] ⊕ v
′∗
[−1].
Therefore, we have
dim(v′) =
( ∑
〈λ〉, λ6=1
dim(v′∗[λ])
)
+ dim(v′∗[1]) + 1,
and v′∗[−1] is symplectic space.
Now suppose that η (resp. η♮) first occurs in the correspondence for the dual pair
(G(v), G(v′)) (resp. (G(v), G(v′′))) where v′,v′′ are in the same Witt series of odd-
dimensional orthogonal spaces. By Lemma 7.7, we have that dim(v∗[λ]) = dim(v
′∗
[λ]) =
dim(v′′∗[λ]) for λ 6= 1. Moreover, by Theorem 7.8, η
(3) (resp. η(3) · sgn) first occurs in
the correspondence for the dual pair (G(v∗[−1]), G(v
′∗
[−1])) (resp. (G(v
∗
[−1]), G(v
′′∗
[−1]))).
Hence
dim(v′∗[−1]) + dim(v
′′∗
[−1]) = 2 dim(v
∗
[−1])− 2δ(η
(3))
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by Corollary 8.8. Therefore
dim(v′) + dim(v′′)
=
( ∑
〈λ〉, λ6=1
dim(v′∗[λ]) + dim(v
′∗
[1]) + 1
)
+
( ∑
〈λ〉, λ6=1
dim(v′′∗[λ]) + dim(v
′′∗
[1]) + 1
)
= 2
( ∑
〈λ〉, λ6=±1
dim(v∗[λ])
)
+ 2dim(v[1]) + 2 + 2 dim(v
∗
[−1])− 2δ(η
(3))
= 2 dim(v) − 2δ(η) + 2.

Example 9.9. Suppose that G = Sp2n(q) for n ≥ 1 and G
′ is in a Witt series of odd
orthogonal groups. Let η = χ
(1)
ǫ for ǫ = ±. Then η♮ = χ
(2)
ǫ .
(1) Suppose that ǫ = +. From Example 7.13, we see that η(3) = ρ(n0)
of G(3) =
O+2n(q). Hence δ(η) = δ(ρ(n0)
) = n. Moreover, from Example 7.13, we see that
n′0(η) + n
′
0(η
♮) = 1 + (2n+ 1) = 4n− 2δ(η) + 2.
(2) Suppose that ǫ = −. From Example 7.13, we see that η(3) = ρ(n,0− )
of G(3) =
O−2n(q). Hence δ(η) = δ(ρ(n,0− )
) = n− 1. Moreover, from Example 7.13, we see
that
n′0(η) + n
′
0(η
♮) = 1 + (2n+ 3) = 4− 2δ(η) + 2.
Suppose that {v′±} are two Witt series of odd-dimensional orthogonal spaces. We
believe that the following should be true:
Conjecture 9.10. n′+0 (η
♮) = n′−0 (η).
If the above conjecture is true, then (9.8) can be reduced to
(9.11) n′+0 (η) + n
′−
0 (η) = 2 dim(v)− 2δ(η) + 2.
Note that (9.11) is true if η is cuspidal (cf. [Pan02] theorem 12.3). Therefore, Conjec-
ture 9.10 holds if η is cuspidal.
10. PSEUDO-UNIPOTENT CUSPIDAL CHARACTERS
10.1. Pseudo-unipotent cuspidal characters. An irreducible character η of a classical
group G is called pseudo-unipotent if 〈η,RTw,θw〉G 6= 0 for some w ∈ WG where θw is
given in Subsection 3.4. By convention, we regard the trivial character of the trivial group
Sp0(q) = O
+
0 (q) = SO1(q) to be both unipotent and pseudo-unipotent.
Lemma 10.1. Let G be a general linear, unitary, special orthogonal or orthogonal group.
Then an irreducible character η of G is pseudo-unipotent if and only if ηχG is unipotent,
i.e., η is pseudo-unipotent if and only if it belongs to the Lusztig series E(G)−1.
LUSZTIG CORRESPONDENCE AND HOWE CORRESPONDENCE 59
Proof. For such a classical group G,−1 is in the center of G∗ and in (G∗)0, and hence is in
every rational maximal torus T∗ of G∗. From (3.7) and the argument in the last paragraph
of Subsection 3.4 we can see that RTw,θw = RTw,1χG for any w ∈ WG, and the mapping
E(G)−1 −→ E(G)1 given by η 7→ ηχG
is a bijection. Therefore, 〈η,RTw,θw〉G 6= 0 if and only if 〈ηχG, RTw,1〉G 6= 0. 
From the previous lemma we see a pseudo-unipotent cuspidal character of a unitary
group or an orthogonal group is exactly of the form ζχG where ζ is ζ
G
m (or ζ
I
m, ζ
II
m) for
somem given in Subsection 8.1. The case for a symplectic group is more interesting. The
following is the example for Sp2(q) and the general result will be in Corollary 10.4.
Example 10.2. The group Sp2(q) has two classes of maximal tori Tw1 and Tw2 , which are
of order q − 1 and q + 1 respectively. We know that RTw1 ,θw1 is the sum χ
(1)
q+1
2
+ χ
(2)
q+1
2
of two irreducible characters of degree q+12 ; and −RTw2 ,θw2 is the sum χ
(1)
q−1
2
+ χ
(2)
q−1
2
of two irreducible characters of degree q−12 . Hence Sp2(q) have exactly four irreducible
pseudo-unipotent characters. The two of degree q−12 are cuspidal.
Lemma 10.3. An irreducible character η of Sp2n(q) is pseudo-unipotent if and only if it
is in the Lusztig series E(G)s where s ∈ G∗ = SO2n+1(q) such that CG∗(s) ≃ O
±
2n(q).
Proof. Let η be an irreducible pseudo-unipotent character ofG = Sp2n(q). Then we have
〈η,RTw,θw〉G 6= 0 for some (Tw, θw). Let (T
∗, s) be the pair corresponding to (Tw, θw)
where T∗ is a rational maximal torus of SO2n+1 and s ∈ T ∗. From the definition of θw
we know that each λi of s = (λ1, . . . , λn) ∈ T ∗ is −1. Moreover, the maximal torus T
∗
is either a maximal torus of SO+2n ⊂ SO2n+1 or a maximal torus of SO
−
2n ⊂ SO2n+1.
Therefore, CG∗(s) ≃ S(O
±
2n(q)×O1(q)) ≃ O
±
2n(q). Hence the lemma is proved. 
Proposition 10.4. A symplectic group Sp2n(q) has a pseudo-unipotent cuspidal character
if and only if n = m2 for some integer m. Moreover, Sp2m2(q), m 6= 0, has exactly two
pseudo-unipotent cuspidal characters.
Proof. Let G = Sp2n(q). Consider the semisimple s = s
ǫ in G∗ = SO2n+1(q) such
that CG∗(s) ≃ Oǫ2n(q). Then a pseudo-unipotent character η ∈ E(Sp2n(q))s is cuspidal
if and only if Ls(η) ∈ E(Oǫ2n(q))1 is cuspidal by Proposition 4.5. Therefore n = m
2
and ǫ = (−1)m for some integer m. When m 6= 0, from Subsection 8.1, we know that
Oǫ2m2(q) has two unipotent cuspidal characters ζ
I
m, ζ
II
m. Therefore Sp2m2(q) has exactly
two pseudo-unipotent cuspidal characters. 
Let ξm be a pseudo-unipotent character of Sp2m2(q). So L(ξm) = ζ
I
m or ζ
I
m ·sgnwhere
ǫ = (−1)m, and by (4.4),
deg(ξm) =
|Sp2m2(q)|p′
|Oǫ2m2(q)|p′
deg(ζIm) =
qm
2
+ (−1)m
2
deg(ζIm).
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The degree of ζIm is
deg(ζIm) =
|SOǫ2m2(q)|p′q
(2m−12 )+(
2m−3
2 )+···+(
3
2)
2m−1(q + 1)2m−1(q2 + 1)2m−2 · · · (q2m−1 + 1)
from [Lus78] theorem 3.22.
10.2. For even orthogonal groups. Now we want to investigate all the first occurrences
η ↔ η′ of unipotent or pseudo-unipotent cuspidal characters for symplectic-orthogonal
dual pairs. In this subsection, we first consider a reductive dual pair (G,G′) of a symplectic
group and an even orthogonal group.
Suppose that η is a unipotent cuspidal character of Sp2m(m+1)(q) for some integerm,
and η ↔ η′ be a first occurrence of cuspidal representations for the dual pair
(Sp2m(m+1)(q),O
ǫ
2n′(q)).
Then from [AM93] theorem 5.2 we know that either
(1) n′ = m2 and ǫ = (−1)m; or
(2) n′ = (m+ 1)2 and ǫ = (−1)m+1.
Moreover, η′ is a unipotent cuspidal character of Oǫ2n′(q). Now we consider the first
occurrence of pseudo-unipotent cuspidal characters.
Proposition 10.5. Suppose that η is a pseudo-unipotent cuspidal character of Sp2m2 and
η ↔ η′ is a first occurrence of cuspidal characters for the dual pair
(Sp2m2(q),O
ǫ
2n′(q)).
Then n′ = m2 or m2 + 1 (depending on ǫ). Moreover, if n′ = m2, η′ is also pseudo-
unipotent.
Proof. Suppose η is in the series E(G)s and write Ξs(η) = η(1) ⊗ η(2) ⊗ η(3) as in (6.4),
and similarly, η′ ∈ E(G′)s′ and Ξs′ (η′) = η′(1) ⊗ η′(2) ⊗ η′(3). By Lemma 10.3, we
know that CSO2m2+1(q)(s) = O
ǫ′
2m2(q) and ǫ
′ = (−1)m. Moreover, by the definition in
Subsection 6.2, we know that G(1)(s) is trivial, G(2)(s) = Oǫ
′
2m2(q), G
(3)(s) = Sp0(q),
and η(2) is an unipotent cuspidal character of Oǫ
′
2m2(q).
By Theorem 6.9 we know that both G′(1)(s′) is trivial, G′(2)(s′) = Oǫ
′
2m2(q), η
(2) =
η′(2), and η(3) ↔ η′(3) is a first occurrence of unipotent cuspidal characters for the dual
pair (G(3)(s), G′(3)(s′)). Then by [AM93] theorem 5.3, we know that G′(3)(s′) is either
O+0 (q) or O
−
2 (q). So now we have the following two cases:
(1) Suppose G′(3)(s′) = O+0 (q). Then s
′ is the element −1 ∈ G′∗ = Oǫ2m2(q) with
ǫ = ǫ′ = (−1)m. Hence n′ = m2 and η′ is pseudo-unipotent.
(2) Suppose G′(3)(s′) = O−2 (q). Then s
′ is the element (−1, 1) ∈ CG∗(s′) =
Oǫ
′
2m2(q) × O
−
2 (q) ⊂ G
∗ with ǫ = −ǫ′ = (−1)m+1. Hence n′ = m2 + 1
and η′ is not pseudo-unipotent (and not unipotent).

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10.3. For odd orthogonal groups. In this subsection, let (G,G′) be a reductive dual pair
of a symplectic group and an odd orthogonal group.
Proposition 10.6. Suppose η is the unipotent cuspidal character of Sp2m(m+1)(q), and
η ↔ η′ is a first occurrence for the pair
(Sp2m(m+1)(q),O2n′+1(q)).
Then n′ = m(m+1) and η′ is a pseudo-unipotent cuspidal character of O2m(m+1)+1(q).
Proof. Let v be a 2m(m + 1)-dimensional symplectic space over fq , and let {v′+} and
{v′−} be the two related Witt towers of odd-dimensional orthogonal spaces. Let 2n′+ +1
(resp. 2n′− + 1) the dimension of v′+ (resp. v′−) such that η first occurs in the theta
correspondence for the dual pair (Sp(v),O(v′+)) (resp. (Sp(v),O(v′−)). From [Pan02]
theorem 12.3, we know that
(10.7) 2n′+ + 1 + 2n′− + 1 = 4m(m+ 1) + 2.
Let n′ be one of n′+, n′−. Now η ↔ η′ is a first occurrence of cuspidal characters for the
dual pair (Sp2m(m+1)(q),O2n′+1(q)). Hence η ⊗ (η
′χO2n′+1) is in ωSp2n,O2n′+1 · (1 ⊗
χO2n′+1).
Suppose that n′ < m(m+1). We see that each termR
Sp2n
Tv×Tw,θ⊗θw
in the decomposition
in Theorem 7.1 has nontrivial Tw and θw. However, η is unipotent, hence every component
of η♯ is also unipotent by Lemma 3.2, i.e., must be in R
Sp2n
T,1 for some T. We get an
contradiction. So we conclude that both n′+ and n′− are greater than or equal tom(m+1).
Therefore n′ = n′+ = n′− = m(m+ 1) by (10.7).
Now n′ = m(m + 1) and η is unipotent, so every component of η♯ only occurs in
the terms k = n and θ = 1 in the expression in Theorem 7.1, i.e., every component
of (η′χO2n′+1)
♯ is unipotent. Then by Lemma 3.2 the irreducible character η′χO2n′+1 of
O2n′+1(q) is unipotent. Hence η
′ of O2n′+1(q) is pseudo-unipotent by Lemma 10.1. 
Proposition 10.8. Suppose that η is a pseudo-unipotent cuspidal character of Sp2m2(q),
and η ↔ η′ is a first occurrence of cuspidal characters for the dual pair
(Sp2m2(q),O2n′+1(q)).
Then n′ = m(m−1) orm(m+1), and η′ is a unipotent cuspidal character of O2n′+1(q).
Proof. As in the proof of Proposition 10.5, suppose that η is in the series E(G)s and
write Ξs(η) = η
(1) ⊗ η(2) ⊗ η(3), η′ ∈ E(G′)s′ , Ξs′ (η′) = η′(1) ⊗ η′(2) ⊗ η′(3) ⊗ ǫ,
CSO2m2+1(q)(s) = O
ǫ
2m2(q), and ǫ = (−1)
m. Now both G(1)(s) and G(2)(s) are trivial,
G(3)(s) = Oǫ2m2(q), and η
(3) is a unipotent cuspidal character of Oǫ2m2(q).
By Theorem 7.9 we know that bothG′(1)(s′) andG′(2)(s′) are trivial, and η(3) ↔ η′(3)
is a first occurrence of unipotent cuspidal characters for the dual pair (G(3)(s), G′(3)(s′)).
Then by [AM93] theorem 5.3, we know thatG′(3)(s′) is Sp2m(m−1)(q) or Sp2m(m+1)(q).
From the definition in Subsection 7.2, we see that s′ is the identity element in G′∗ =
Sp2n′(q) and this implies that n
′ ism(m− 1) orm(m+ 1), and η′ is unipotent. 
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Remark 10.9. Let {ηi}i∈Z be a chain of cuspidal characters of {G(vi)}i∈Z respectively
predicted by the preservation principle of the Howe correspondence for symplectic-orthogonal
dual pairs (cf. [Pan17] subsection 2.3). Suppose some character in {ηi}i∈Z is unipotent or
pseudo-unipotent. From Propositions 10.5, 10.6 and 10.8, we conclude the following:
(1) Suppose the orthogonal groups are even.
(a) If some term in {ηi} is unipotent, then every term is unipotent and there is
only one such sequence {ηi} of unipotent cuspidal characters. Moreover, we
know that vi is symplectic and dim(vi) = 2(
i−1
2 )(
i+1
2 ) if i is odd; vi is
orthogonal and dim(vi) = 2(
i
2 )
2 if i is even.
(b) If some term in {ηi} is pseudo-unipotent, then only η−1, η0, η1 are pseudo-
unipotent and a such sequence {ηi} is associated to an unique integer m.
Moreover, vi is symplectic and dim(vi) = 2m
2 + 2( i−12 )(
i+1
2 ) if i is odd;
vi is orthogonal and dim(vi) = 2m
2 + 2( i2 )
2 if i is even.
(2) Suppose the orthogonal groups are odd.
(a) If some term for a symplectic group in {ηi} is unipotent, then only η0 is
unipotent, only η−1, η1 are pseudo-unipotent, and each such a sequence {ηi}
is associated to an unique integerm. Moreover,vi is orthogonal and dim(vi) =
2m(m+ 1) + 2( i−12 )(
i+1
2 ) + 1 if i is odd; vi is symplectic and dim(vi) =
2m(m+ 1) + 2( i2 )
2 if i is even.
(b) If some term for a symplectic group in {ηi} is pseudo-unipotent, then the
sequence {ηi} is unique. Moreover, we know that ηi is unipotent, vi is or-
thogonal and dim(vi) = 2(
i−1
2 )(
i+1
2 ) + 1 if i is odd; ηi is pseudo-unipotent,
vi is symplectic and dim(vi) = 2(
i
2 )
2 if i is even.
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