We propose a new methodological framework for the analysis of hierarchical functional data when the functions at the lowest level of the hierarchy are correlated. For small data sets, our methodology leads to a computational algorithm that is orders of magnitude more efficient than its closest competitor (seconds versus hours). For large data sets, our algorithm remains fast and has no current competitors. Thus, in contrast to published methods, we can now conduct routine simulations, leave-one-out analyses, and nonparametric bootstrap sampling. Our methods are inspired by and applied to data obtained from a state-ofthe-art colon carcinogenesis scientific experiment. However, our models are general and will be relevant to many new data sets where the object of inference are functions or images that remain dependent even after conditioning on the subject on which they are measured. Supplementary materials are available at Biostatistics online.
INTRODUCTION
We propose fast, principal component-based methods for the analysis of hierarchical functional data when the functions at the lowest level of the hierarchy are correlated. The methodology provides an intuitive and natural decomposition of observed functional variability, can be extended to larger and more complex Fast methods for spatially correlated multilevel functional data 179 and one that does. We write Q dri (t, dri ) = W dri (t) + U dr ( dri ), where W dri (t) depends only on the subunit location within the unit, t, and U dr ( dri ) depends only on the unit spatial location, dri . The correlation between the unit mean functions, Q dri (t, dri ), is modeled explicitly via the random spatial process U dr ( dri ). This is a standard technique in multilevel modeling that we adopt in our more complex multilevel functional framework. We assume that Z dr (t), W dri (t), U dr ( dri ), and dri (t) are zero mean, mutually uncorrelated random processes and that dri (t) is a white noise process. In Section 3, we present more details about this model and its assumptions.
METHODS TO MODEL FUNCTIONAL DATA
The analysis of functional data is an area of modern statistics under intense methodological development; see, for example, the excellent monograph by Ramsay and Silverman (2005) . There already exists a rich literature dedicated to the analysis of single-level functional data (Shi and others, 1996; Brumback and Rice, 1998; Staniswallis and Lee, 1998; Wang, 1998; Fan and Zhang, 2000; Rice and Wu, 2001; Wu and Zhang, 2002; Liang and others, 2003; Wu and Liang, 2004; Wu and Zhang, 2006) . Grambsch and others (1995) employed functional data analysis-based methods for the first time to model the crypt data structure similar to the one we consider here, although they assumed only one level of hierarchy.
In a multilevel functional framework, Guo (2002) proposed a spline-based approach for functional mixed-effects models. Morris and others (2001) analyzed hierarchical models with a structure similar to ours based on DNA adduct data, using frequentist methods, but they had no available spatial measurements of the crypt positions. Di and others (2009) introduced multilevel functional principal component analysis (FPCA) in the context of sleep studies. Their framework is the functional equivalent of multiway ANOVA, uses functional principal component (FPC) bases to reduce dimensionality and accelerate algorithms, and assumes independence of functions at the lowest level of the hierarchy. Morris and others (2003) and Morris and Carroll (2006) developed a wavelet-based methodology for modeling functional data occurring within a nested hierarchy. However, Morris and others (2003) assumed that the functions at the lowest level of the hierarchy (crypts) are independent. Morris and Carroll (2006) allow for general covariance structures but their approach is not tailored to spatial dependence of the type arising in our data.
There have been previous analyses of data with correlation of the functions at the deepest level of the hierarchy. Baladandayuthapani and others (2008) developed a Bayesian methodology for a data structure exactly as ours. However, there are key differences. First, we use multilevel principal components, while Baladandayuthapani and others used regression splines. Second, we use a method of moments approach combined with best linear unbiased prediction (BLUP), while Baladandayuthapani and others used Bayesian analysis. These 2 differences make our approach much faster, as detailed in Section 5.2. As a consequence, we are now able to conduct routine and large simulation studies as well as quickly analyze previously unexplored facets of the data. Third, our methods can easily be applied to data sets that are orders of magnitude larger than the data set considered in this paper.
A key technical difference with Baladandayuthapani and others (2008) is how the functions at the deepest level of the hierarchy, the units, are modeled. In our model, we decompose the functions at the unit level, Q dri (t, dri ), additively, involving 2 uncorrelated components: a random function W dri (t) and a spatial process U dr ( dri ). In contrast, Baladandayuthapani and others model Q dri (t, dri ) via regression splines with spatially correlated random coefficients, β dri . Stacking the coefficients into a vector B dr , they assume that the coefficients have a separable covariance structure, cov(B dr ) = dr ( ) ⊗ 1 , where dr ( ) is a spatial correlation matrix and 1 = cov(β dri ) which, in order to achieve parsimony, is forced to have the same form as the mixed-model approach to smoothing (Ruppert and others, 2003) . Li and others (2007) took a nonparametric approach to this problem using kernel smoothing. A key difference between our methods and theirs is that they treat the sampling subjects, the rats, as fixed and not random; thus removing one level of the hierarchy. Their key aim is to estimate the correlation function between the units, and they too take a separable structure approach, so that, conditional on the subject, the covariance between a measurement in a unit at subunit s and a measurement at subunit t of a second unit distance from the first is modeled as G(s, t)ρ( ), whereas ours is modeled simply as ρ( )σ 2 u : of course, within a single unit, the covariance is K W (s, t) + ρ( )σ 2 u . A major advantage of our approach is that it easily scales up: we can handle more realistic situations where many subjects have only a few units. In contrast, the approach of Li and others assumes that there is a fixed number of subunits per unit, and that there are sufficient units to ensure that the subject-specific function is accurately estimated.
The paper is organized as follows. Section 3 introduces our statistical framework and model assumptions for spatially correlated multilevel functional data. Section 4 presents estimation methods for each model component. Section 5 outlines the main results of the simulation study performed. Section 6 presents our inferential results for the colon carcinogenesis data, and Section 7 provides the concluding remarks. To ensure reproducibility of our results accompanying software, simulations, and analyses results described in this paper are available as supplementary at Biostatistics online.
MODEL

Basic model and general setup
In this section, we provide the details of the modeling approach. The decomposition described in Section 1 leads to our basic model: 
, where the random coefficients ξ dr,k and ζ dri, are given by
where t ∈ [0, 1] is an arbitrary subunit within the ith unit and dri is the spatial location of this unit within subject r . This form of the model cannot be used in practice because of the infinite summation, and the following truncated version will be used instead
where K 1 and K 2 are truncation lags defining a double sequence of approximating models for the infinitedimensional model (3.2). Section 4.6 provides our procedures for selecting a reasonable number of orthonormal eigenvectors at both levels. In Section 4, we will also describe how we construct and estimate the basis functions.
While model (3.3) may look complex and its implementation may seem difficult, we will show that model inference involves a sequence of simple steps that results in fast implementation; in R the model can be fit in seconds. We will use parsimonious decompositions of the first and second level functional spaces using principal components as in Di and others (2009) . This will ultimately ensure important computational advantages over previous methods. In contrast to Di and others, our approach allows for correlation among functions at the lowest level of the hierarchy Q dri (t, dri ). This correlation is allowed to vary with the distance between the location of the units and is of considerable scientific interest in our application.
We make the following 3 assumptions: 
. .} at levels 1 and 2 of the hierarchy, respectively, are each assumed to be orthonormal but are not required to be mutually orthonormal.
We also assume that {U dr ( ) : ∈ R} is a zero-mean, second-order stationary, isotropic random process (Cressie, 1991, Chapter 2) L] ; this means that the process has constant variance σ 2 U , and its correlation function depends only on the distance between the sampling locations. In addition, if ρ( ) = corr{U dr ( * ), U dr ( * + )} denotes the process correlation function, we assume A.4 lim ρ( ) = 0 as the distance lag → ∞; A.5 lim ρ( ) = 1 as the distance lag → 0.
Estimating the correlation of this underlying spatial process plays a major role in our paper.
Further model specification
In theory, the choice of bases in Section 3.1 is not important. For example, in the same application Baladandayuthapani and others (2008) use regression splines, while Morris and Carroll (2006) use wavelets. We use parsimonious orthonormal bases at both levels of the hierarchy, estimated from the data, to obtain fast and robust computational algorithms; see Section 5 for more information about computation times.
Our multilevel FPCA (MFPCA) is based on the covariance operators
. . . are the ordered level 1 and level 2 eigenvalues and {φ k (t)} k and {φ (2) (t)} are the corresponding eigenfunctions. To use the KarhunenLoève expansions of Z dr (t) and W dri (t) one needs to obtain asymptotically consistent estimators of the covariance operators K Z and K W . We now provide such estimators based on the method of moments and on the decomposition of the total covariance operator.
Denote
} the between-unit covariance, and by
A.-M. STAICU AND OTHERS where δ ts is equal to 1 when t = s and 0 otherwise. Moreover,
where ν( ) = cov{U dr ( + * ), U dr ( * )} = σ 2 U ρ( ) is the covariance function at lag of the process U dr . Section 4 provides the technical details for model estimation based on the total covariance operator decomposition introduced in this section.
MODEL ESTIMATION
Overview
Equations (3.4-3.6) provide the intuition behind the road map for our estimation procedure. The steps of the algorithm are the following:
1) Obtain an estimator of the covariogram ν( ), see Section 4.2; 2) Use (3.4-3.6) to estimate K Z (t, s) and K W (t, s) and then estimate the eigenvalues and eigenfunctions of the K Z (t, s) and K W (t, s) operators, see Section 4.3; 3) Obtain estimates of the group-specific mean functions μ d (t), see Section 4.4; 4) Estimate the principal component scores, see Section 4.5; 5) Use (3.6) for t = s to estimate σ 2 , see Section 4.7.
The remaining sections provide details for each individual step of this procedure.
Spatial covariance
The covariance function of the spatial process ν( ) quantifies the relationship between observations located within units at distance apart. We propose a method of moments estimator for the covariance function ν( ). Because of the complex structure of model (3.3), estimation of the spatial covariance function entails a preliminary estimation of the within-units covariance function
be an estimator of the within-units covariance functions K Y W (t, s, ) at subunit locations (t, s) for units situated at distance apart, defined as follows. Fix k and define the weights 
by averaging the products of pairwise differences of responses at the subunit locations (t, s) and within units located at distances that are among the kth closest values to . Equation (4.1) can be viewed as a kernel estimator with moving kernel bandwidth, and thus it provides a consistent estimator of K Y W (t, s, ). Using (3.6) along with the Assumption A.4 that the correlation function vanishes beyond a certain range, we modify this estimator as follows. Let * be a preset threshold such that ρ( ) is negligible beyond * ; the range [0, * ] is typically referred to as the covariance range (see Cressie 1991, Chapter 2.3). To correct for the decay of the spatial correlation, we define
where |N ( * )| is the cardinality of the set N (
, we define an estimator for the spatial covariance function ν( ) by
where
. This is a consistent estimator of the covariance function ν( ) because (a) ν( ) is based on the difference between 2 consistent estimators of
and (b) the correlation function, ρ( ), is assumed to satisfy Assumption A.4, and hence ν( * ) ≈ 0. The covariance estimator is nonsmooth, a feature inherited from
An important advantage of estimating the covariance function ν( ) via the cross-semivariogram
is that the resulting estimator does not depend on the estimation of the group mean functions. This was achieved by taking pairwise differences within the same group (see (4.1)). Estimating the covariance through the cross-covariogram of the process has been considered by Li and others (2007) , who suggest a kernel estimator with a suitably selected global bandwidth. Another alternative, perhaps closer to our approach, is to use quantile binning, where the range of the spatial process is partitioned in bins determined by equally spaced quantiles of the unit distances data. Regardless of the method used (k-nearest neighbor, quantile binning, or kernel smoothing), the smoothing parameter can either be fixed to a reasonable value or can be estimated using standard methods such as cross-validation.
Covariance operators
The next step is to estimate the covariance operators at levels 1 and 2, K Z and K W . For this, we use the threshold * defined in Section 4.2 as the value of for which the observations corresponding to units situated at distance equal to or larger than this lag are assumed uncorrelated. Equations (3.4-3.6) along with the Assumptions A.4 and A.5 suggest a natural estimator for the covariance operator at each level. To begin with, let K Y T (t, s) be the method of moment estimator of the total covariance of the observed process:
where |N ( * )| is the cardinality of the set N ( for t = s, where σ 2 U = ν(0) is an estimator of the process variance U . The diagonal terms t = s are left out in the estimation of K W (t, s), in order to eliminate the nugget effect, implied by expression (3.6). For t = s, we define K W (t, s) by predicting K W (t, t) using a bivariate thin-plate spline smoother of K W (s, t), s = t, a method proposed by Di and others (2009) and based on the original "smoothing on the diagonal" ideas described by Yao and others (2003) and Yao and Lee (2006) (Hall and others, 2008; Müller, 2005; Yao and others 2005) . Hall and others (2008) shows that this method is more accurate than the method of moments.
Remarks on theoretical properties. Because the estimators ν( ), K Z , and K W are method of moments estimators, it is relatively straightforward to establish their consistency and asymptotic normality. We only provide the less well-known results and the intuition behind the proofs.
Consider first the spatial covariance estimator ν( ). This estimator is based on 2 estimators
, is a standard extension of the classical method of moments estimator of the semivariogram due to Matheron (1962) to address the case of irregularly spaced data, which replaces a fixed lag by a "tolerance" region around . The set N k ( ), used in (4.1), is precisely the tolerance region around that contains k distinct pairs, with k 30 (see Journel and Hujibregts, 1978) and is assumed to be as small as possible to retain the spatial resolution. For fixed subunits (t, s), the asymptotic Gaussian distribution of such extended estimators of the sample cross-semivariogram, and hence their consistency, has been established under appropriate mixing conditions, which ensure that the process dies off sufficiently quickly as the lag distance increases (see Cressie,1991, Chapter 2.4 , and the references therein). The properties of the cross-semivariogram K Y W (t, s, * ) are determined in a similar way, with the difference that the tolerance region around * contains all the pairs at distance greater than * . Under the assumption that the spatial covariance is assumed to be negligible beyond the preset threshold * , it follows that the estimator K Y W (t, s, * ) is asymptotically consistent as well. This concludes our intuitive justification about the consistency of ν( ).
Consider now the functional covariance operators K Z and K W . Note that the previous arguments also imply that the covariance operator K W is asymptotically consistent. To show that K Z is consistent, it is sufficient to show that the estimator K Y T is consistent. This is straightforward because K Y T is simply a method of moment estimator of the total covariance and thus standard asymptotic theory applies.
Group specific mean functions
An important characteristic of the covariance estimators obtained in Sections 4.2 and 4.3 is that they do not depend on the group mean functions. Thus, estimating the group mean functions can be viewed as a regression problem with known (or estimated) residual covariance. In the parametric case, this problem can be reduced to weighted least squares error regression. In the nonparametric case, standard smoothing techniques, such as penalized splines, could be applied to reweighted (or pre-whitened) data. Alternatively, the penalized likelihood criterion can be adapted to incorporate a known covariance structure of the residuals. We use the generalized (weighted) least squares approach and estimate the group mean functions μ d (t) under the parametric assumption that the functions have a linear form in Section 5 and a quadratic form in Section 6. (t)}, where the arguments for t match those of the corresponding row of Y dr and B dr = diag(
where ξ = diag(λ 
where N dri is the number of subunit locations within unit i. The BLUP calculations require inverting the matrix dr or dr , which are square matrices of size equal to the total number of subunit locations within a subject,
We avoid this problem by using a computational trick that allows us to invert matrices of size at most equal to the number of units within a subject, M dr ; see Appendix A.1 in the supplementary material available at Biostatistics online for details. Thus, our methods do not depend essentially on the size and complexity of the functions at the unit level and can handle a very large number of units.
The number of eigenfunctions and eigenvalues
For simplicity, we consider the case when there are the same number of subunit locations N in each unit and the same number of units M for each subject. Modifications for a variable number of units and subunits are simple although notationally tedious. Di and others (2009) proposed to use the percent explained variance to estimate the number of eigenfunctions that provide a good approximation to the infinite-dimensional processes {Z dr (•)} and {W dri (•)}. More precisely, let P 1 and P 2 be 2 thresholds and choose K 1 as
This criterion is intuitive, easy to explain to scientific collaborators, and trivial to compute. A disadvantage is that the thresholds P 1 and P 2 need to be chosen. We recommend doing this via simulations, which can be quickly conducted using our methods. Alternatively, one can use likelihood ratio testing. Let U dr be the M-dimensional vector of the predicted values of the collection {U dr ( dri ) : dri }. For a choice K 1 and K 2 , we denote by ξ dr the K 1 -dimensional vector of the estimated FPC scores at level 1 of the hierarchy, by ζ dr = ( ζ dr 1,1 , . . . , ζ dr 1,K 2 , . . . , ζ dr M,K 2 ) T the M K 2 -dimensional vector of the estimated FPC scores at level 2. Furthermore, let 1 M be the M-dimensional vector of ones, let (1)T = 1 T M ⊗ φ (1)T , let φ (1) be the N × K 1 matrix of estimated eigenfunctions φ K 2 ) a pseudo-Gaussian log-likelihood for the observed sample, conditional both on the estimated FPC scores ξ dr and ζ dr and on the predicted values of U dr 's which, except for irrelevant constants, is given by
where dr is the covariance matrix of the vector Y dr obtained by stacking Y dri (t, dri ). This matrix is of size N M = 600 in our application. In the Appendix A.2 of the supplementary material available at Biostatistics online, we show how to compute the determinant of dr by using only determinants of matrices of much smaller dimension. Because of the hierarchy of the eigenvalues λ
. . . for l = 1, 2, it is necessary to define the likelihood ratio test (LRT) only for nested models. We define the LRT for testing
, where δ = 0, 1. Both δ = 0 and δ = 1 correspond to testing the null hypothesis that a variance component is equal to zero in a linear mixed-effects model. The asymptotic null distribution of the LRT is a 50-50 mixture of 0.0 and a χ 2 1 (Stram and Lee, 1994) , whose 0.95 quantile is 2.71. When the number of independent observations is not large enough one can refine the finite sample approximation of the LRT using methods described in Crainiceanu (2008) and Greven and others (2008) based on the results of Crainiceanu and Ruppert (2004) and Crainiceanu and others (2005) .
We propose to use a sequence of LRTs with α-level equal to 0.05. This is equivalent to minimizing an information criterion I C(
, where Q = 2.71. A popular alternative to this criterion is the Akaike information criterion (AIC) (Müller and Stadtmüller, 2005) , which uses Q = 2 and is equivalent to sequential LRT with an α-level of 0.079.
Measurement error variance
Finally, using (3.6), we estimate the variance of the measurement error by
where V W (t, t) is defined by expression (4.4) for t = s. Alternatively, one can use (3.4). The estimated values for the variance of the measurement error are roughly the same in our experience. We use (3.6) to estimate σ 2 for the simulation studies and our data analysis.
SIMULATION STUDIES
Outline of the main results
We conducted a simulation study to assess the performance of the proposed estimation procedure in realistic settings. The details of the study and of the results are presented in Appendix B of the supplementary material available at Biostatistics online. In this section, we summarize the main findings based on 1000 generated data sets and discuss the algorithm performance.
In short, we generate data from model (3.2) under 6 scenarios given by 2 different spatial designs of the unit locations and 3 types of spatial autocorrelation functions, which differ not only in the range they decay to zero but also in their monotonicity and behavior at = 0. Figure 1 gives the mean of the adjusted correlation estimators ρ( ) = ν( )/ ν(0) along with their 90% pointwise confidence intervals. Here ν( ) is the k-nearest neighbor estimator of ν( ) adjusted for positive semi-definiteness (Christakos, 1984) . The correlation estimators are very nearly unbiased and suggest somewhat smaller variability in the case of uniform design than in the actual design of the colon carcinogenesis study of unit locations. Our methodology performs remarkably well at recovering the true eigenfunctions and at correctly identifying the different levels of variation. These results and many other results presented in the supplementary material available at Biostatistics online confirm the well behavior of the estimators of all the model components.
Comparative algorithm performance
As mentioned in the introduction, our method is far more computationally efficient than that of its closest competitor, the one introduced by Baladandayuthapani and others (2008) . On a test data set with D = 2, R = 6, M dr = 20 and N dri = 30, our R-implementation takes 5 s on a 8-core Pentium processor with 32 GB of RAM, while theirs takes over 5 h. This difference allowed us to perform the simulation analyses described in this section. Also, we can perform analyses that would be computationally daunting for the methods in Baladandayuthapani and others (2008) . For example, in Section 6, we present a crossvalidation analysis of the colon carcinogenesis data by deleting one rat at a time. More importantly, our methods can easily be extended to 50 or 500 rats, whereas it is reasonable to assume that the algorithm of Baladandayuthapani and others would be significantly slower in these cases.
DATA ANALYSIS
We now apply our proposed method to the colon carcinogenesis study. A detailed description of the study was previously published in Baladandayuthapani and others (2008) . Briefly, the aims of the study were to analyze the association between diet (fish/corn) and colon cancer and to understand the mechanisms underlying the genesis of the colon cancer. We focus on the data from the rats assayed at 24 h after the carcinogen exposure. These data contain a total of 12 rats divided into 4 diet groups: corn or fish oil with or without butyrate supplement. For each rat, the response variable p27 is measured for all cells within several colonic crypts situated at various locations across the colon tissue. There are about 20 crypts per rat and 18-37 cells per crypt with an average of 26.6 cells per crypt. Data are log-transformed before the start of the analysis. Figure 2 shows the log p27 along the crypt for the first 3 crypts within 2 rats. The circles represent pairs {t, log p27(t)}, where t is the relative cell position and the solid lines represent the estimated mean function using penalized splines. The goals of the analysis are (1) to estimate the diet group mean functions of the p27 expression level, (2) to estimate the spatial correlation of the crypt mean functions, and (3) to quantify the various levels of uncertainty, namely rats, crypts, and spatial. To address these goals, we use the methodology outlined in Section 4.
The correlation between crypt mean functions
The first step is to estimate the spatial correlation between the crypt mean functions. Figure 3 shows the k-nearest neighbor estimate of the correlation ρ( ) as a function of the crypt location distance . The cutoff * is chosen to reflect the best scientific knowledge and should not depend on the specific subjects nor on the number of subjects in the study. We used a cutoff value of * = 1000 microns because the biologists do not expect the expression level of p27 measured within crypts that are more than 1000 microns apart to be correlated. We used k-nearest neighbor method with k = 111 estimated by crossvalidation. This specific value of the neighboring size k corresponds to crypt distances ranging between 90 and 300 microns, with larger distances for larger .
The left panel displays the correlation estimator for the entire data set. The correlation pattern is interesting, indicating a relatively sharp decline corresponding to crypts distances of up to 100 microns, followed by a moderate decline for crypts that are between 100 and 500 microns apart and then a very steep decay for crypts that are between 500 to 600 microns apart. Correlation is small negligible for distances between crypts larger than 600 microns.
The right panel of Figure 3 displays the estimates of the correlation obtained by leave-one-rat-out in the analysis. For the sensitivity analysis, the neighboring size was adjusted for each case separately. The results suggest some sensitivity to individual rats. When removing rats from the analysis, the correlation function can vary by up to 0.30, especially for crypt locations that are over 100 microns apart. This type of analysis would have been computationally prohibitive for competing methods but is routine using our approach.
Rat/Crypt/Spatial level variability
The second step is to quantify the spatial variability as well as the variability corresponding to the rat level and the crypt level. Our approach estimated the crypts spatial variability σ 2 U to 4.88 at a scale of 10 −3 . To estimate the uncertainty at both the rat and crypt levels, we need first to select the number of components at each level: we use the LRT, AIC and the percent variance explained criteria described in Section 4.6. The percent variance explained estimates K 1 = 1 and K 2 = 3 or 4, depending on how the thresholds P 1 and P 2 are set, while the LRT or AIC criterion chooses K 1 = 2 and K 2 = 7. Table 1 provides the estimated eigenvalues at both the rat and crypt level. Results indicate that there is roughly 10 times more variability at the rat level compared to the crypt level (compare 26.835 with 3.825 = 2.695 + 0.803 + 0.227 + 0.100). This explains why estimating the between-crypts (units) covariance function is fairly difficult in such small data sets. Of course, with much more data, estimating the within-crypts (units) covariance function provides robust inference and more stable estimators of the spatial covariance function. We first consider the rat level. Almost all the information at the rat level is contained in one dimension: the first eigenvalue explains over 99% of the variation. Figure 4 shows the estimated eigenfunction at the rat level. In addition, it presents the estimated mean of log p27 for the fish oil with butyrate supplement diet group, plus and minus a suitable multiple of the estimated eigenfunction. The first eigenfunction at the rat level is almost constant, implying a simple model, that of a random intercept for the effect of a rat, thus allowing in future analysis for much simpler models.
The crypt level has more direction of variation: about 98% of the variability is explained by the first 4 components. Figure 4 shows 2 of the estimated eigenfunctions at the crypt level as well as the estimated 
mean of log p27 for the corn oil-butyrate diet group plus or minus a multiple of the corresponding eigenfunctions. The first eigenfunction accounts for roughly 2/3 of the observed variability at the crypt level. Because it is positive it follows that crypts that are positively loaded on this component have higher p27 expression levels within the same rat. This effect has a more complex structure, being more than twice as large for stem cells, t = 0, than for cells at the luminal surface, t = 1. The second FPC is roughly centered around 0 and accounts for about 21% of the observed crypt-level variability. Crypts that are positively loaded on this component will tend to have higher p27 expression levels for luminal surface cells than for stem cells. This geometric decomposition of observed variability into the various sources is both statistically and scientifically new. Boxplots of the estimated FPC scores are given in Figure 5 .
The mean functions
We now turn to the estimation of group mean functions. We first estimated the mean functions by penalized spline smoothing (Ruppert and others, 2003) under a working independence assumption, obtaining estimates quite similar to the Bayesian estimates of Baladandayuthapani and others (2008) shown in their Figure 3 . This is illustrated in the Figure S. 8, left panel, in the Appendix B, of the supplementary available at Biostatistics online. As in Baladandayuthapani and others, we obtain larger average of p27 corresponding to rats in the corn oil diet with butyrate supplement group compared to the other diet groups. Though the working independence assumption may not be quite appropriate for our moderately large setting, the plot suggests a quadratic relationship between the level of log p27 and the relative cell position. The relationship seems to be different according to the diet group, with the difference being captured by the intercept. Thus, it is reasonable to model the group mean functions as estimation. Although the estimation approach still exploits the independence working assumption, it confirms that the quadratic form with diet group specific intercept assumed for the group mean functions is reasonable for our setting. Figure 6 (left panel), and also Figure S .8, right panel, of the supplementary material available at Biostatistics online shows the estimated quadratic mean functions μ d (t), where β is obtained via generalized least squares estimation, using the covariance estimate dr described in (4.5) with the eigenvalues and eigenfunctions estimated in Section 6.1 and the correlation function and variance estimated in Section 6.2. Interestingly, the spread of the estimated mean functions is visibly larger when the estimation accounts for the dependence structure (right panel) as opposed to the case when it uses an independence working assumption (left and middle panels). In fact, the estimated mean functions for the fish oil diet with/without the butyrate supplement group seem to be the most affected by an independence working assumption. Accounting for the dependence structure, we find that the biomarker p27 is suppressed in the fish oil with butyrate group, while it is overexpressed in the corn oil with butyrate group at least at 24 h after the exposure to the carcinogen.
By being Bayesian, Baladandayuthapani and others (2008) are able to do posterior inference. In particular, they can test whether the diet group mean functions are all the same, their Figure 3 We carried out testing whether the functions are all the same. Figure 6 (right panel) shows the 90% pointwise confidence intervals for the diet group mean functions, based on B = 10 000 bootstrap samples. It suggests that the mean of the fish oil with butyrate supplement diet group is significantly lower than the means corresponding to the other diet groups, while the mean for the corn oil with butyrate supplement diet group is significantly larger. These findings support 2 biological hypotheses, which are of interest to nutritionists: (1) the corn oil with butyrate supplement is causing an increase in the cell proliferation, which is unfortunate when it comes to cancer (Baladandayuthapani and others, 2008) and (2) the fish oil with butyrate supplement is causing a decrease in p27 expression levels at this period, which in turn leads to a decrease in proliferation (or vice-versa). 
CONCLUDING REMARKS
In this paper, we present a new modeling framework for multilevel functional data where the functions at the lowest hierarchy level are spatially correlated. Our approach is based on the explicit partition of the total covariance using simple functional mixed-effects components. Multilevel principal components provide parsimonious orthonormal decomposition of the functional spaces and lead to major computational improvements. Among other things, our approach provides means to quickly analyze the group mean functions and test for their differences using generalized least squares to improve efficiency. It facilitates sensitivity analysis quickly by removing a single subject or groups of subjects and then refitting. Furthermore, it allows to apportion the variability in the data among units within subjects, subunit locations among units, and of course noise, while at the same time understanding the spatial correlation of the functional data arising from the units. Lastly, but not least, this approach added new insights into one set of scientific data and it provides a much more flexible software platform for future methodological developments.
SUPPLEMENTARY MATERIALS
Supplementary material is available at http://biostatistics.oxfordjournals.org.
