We consider th e problem of estim ating an unknow n p aram eter m in case one observes in an interval (rectangle) statio n ary an d n o nstationary O rnstein-Uhlenbeek processes (sheets), which are shifted by m tim es a known determ inis tic function on th e interval (rectangle). It tu rn s out th a t th e m axim um likelihood estim ator (MLE) has a norm al distribution an d for instance in case of th e sheet th is MLE is a w eighted linear com bination of th e values a t th e vertices, integrals on th e edges and th e integral on th e whole rectangle of th e w eighted observed process. We do not use partial stochastic differential equations, we apply direct discrete tim e approach instead. To make th e tran sitio n from th e discrete tim e to th e contiuous tim e, a tool is developed, which m ight be of independent interest.
Introduction
The stationary Ornstein-Uhlenbeek process { X (s) : s £ R} is the stationary solution of the stochastic differential equation d X (s) = -a X (s) ds + <rdW (s), (1.1) ' and it has a norm al distribution with mean m and variance a 2a^1(2 + a (S 2 ^S i ) ) _1 (see Grenander [5] , Arato, M. [1] ; it follows also from Theorem 2). The process {X (s) : s 0} given by and it has a normal distribution with mean to (see Arato, M. [1] ). Complex-valued Ornstein-Uhlenbeck process with zero sta rt can be handled similarly.
The stationary Ornstein-Uhlenbeck sheet {X (s, i) : s ,t £ R} is a zero mean Gaussian process with where a > 0, ¡3 > 0, a > 0. Consider the process Y (s ,t) := X (s ,t) + m , s ,t £ R. Arato, N.M. [2] proved by the help of partial stochastic differential equations th a t in 
It turns out th a t, for instance in the case of the Ornstein-Uhlenbeck sheet, the MLE is a weighted linear combination of the values at the vertices, integrals on the edges and the integral on the whole rectangle of the weighted observed process. We do not use partial stochastic differential equations as in Arato, N.M. [2] , we apply direct discrete tim e approach instead. To make the transition from the discrete time to the contiuous time, we will develop a tool (see Proposition 1), which might be of indpendent interest. Using appropriate representations of the above O rnstein-Uhlenbeck processes and sheets by the help of the Wiener process or the Wiener sheet, respectively, we derive the results by determ ining the MLE of to based on observation of the shifted Wiener process or the shifted Wiener sheet. The proofs are given in the Appendix. We rem ark th a t the results could also have been derived from the general Feldm an-H ajek theorem (see, for example, Kuo [7] ), bu t our direct approach seems to be essentially simpler.
O rnstein-U hlenbeck processes
The stationary Ornstein-Uhlenbeck process {X (s) : s € M} can also be represented as X (s) = -£ = e -"s W (e2as), s G R, 
We shall see in the proof of Theorem 1 th a t tom converges to to in quadratic mean as M -00 and max -u\M, ) -> ■ 0. R e m a r k 2 The random variable ( can also be expressed by the help of integral with respect to the Wiener process, namely , ,
5(ai)W(oi)
T 2 " , , In case a ^ 0 the zero sta rt Ornstein-Uhlenbeck process {X (s) : s ^ 0} can be characterized as a zero mean Gaussian process with
hence it can be also represented as a X (s) = e -as W (e 2as -1) if a > 0, 
JSi
The maximum likelihood estimator of the shift parameter m based on the observations
|F ( s ) : s £ [S i,S 2]} has the form m = ( /A and it has a normal distribution with mean m and variance a 2¡(aA). If, in addition, h is twice continuously differentiable then ( can be written in the form

C = co th (a S i)/i(S i)Y (S i)
, then we obtain the result mentioned in the Introduction. 
O rnstein-U hlenbeck sheets
T2]} has the form fh = ( /A and it has a normal distribution with mean m and variance a 2¡(a(iA).
If, in addition, h, is twice continuously differentiable with respect to both of its coordinates then ( can be written in the form 
JT i JS i JT ,
Especially, if n * 1 then we obtain the result mentioned in the Introduction.
Next we consider the zero sta rt Ornstein-Uhlenbeck sheet |X ( s ,i ) : s , t^ 0}. If a ^ 0 and /3 7^ 0 then it can be characterized as a zero mean Gaussian process with 2 EA'(s1, i 1)A '(s2, i 2) = ^ s ( e -alSl-S2l ^e-a(Sl+S2)) ( e^l* 1-* 2! _ e-« * 1+*2>) hence, for example, in case a > 0 and ¡3 > 0 it can be also represented as X(s,t)= -^= e r as-t3t W{e2as -i , e2^-l ) , s ,t^ 0. 
[(1 + a -1d1) ( P -p -1d%)h(S2,t)] Y ( S 2,t) dt
A ppendix
In order to determ ine Radon-N ikodym derivatives we have developed the following general m ethod based on Section 2.3.2 in A rató [1] .
Let F be an arbitrary index set and let I c l r be a function space. Let X be a c-alg eb ra of subsets of X such th a t the cylinder sets that E ƒ(£) = 1 and that for any finite set F0 C F, there exists a sequence of finite subsets F", n = 1 ,2 ,... with F 0 C F " c F, n = 1 ,2 ,..., and with dP r " J -( C ( r as n -> ■ oo. dP ?" dP Then P" is absolutely continuous with respect to Pi and ---= ƒ. dPP ro o f. We have to prove th a t for any H £ X ,
Jh
The left hand side is equal to P(r) G H ) and the right hand side can be w ritten in the form
Ji-HH)
Both sides of (4.2) are probability measures on (X ,X ), and the c-alg eb ra X is generated by the algebra consisting of the cylinder sets (4.1), hence it is sufficient to show (4.2) for the cylinder sets (4.1), i.e., we have to show th a t for all finite subsets F 0 = {7 1 ,... , j k} C F and for all B G B(Rfc),
By the assum ption, we may choose a sequence of finite subsets F", n = 1 ,2 ,... with F0 C r n C F, n = l ,2 ,..., and with where P^ and P \^ denote the probability measures generated by the random variables (Z(u[M^) ,... ,Z(u^)) and (W(u[M^) ,... ,W(u^^)), respectively. The joint density of (W (u[M' > ) , ... , W ( u^' 1)) has the form where Ax* := x* -&j_i, and c is a norming constant. Consequently, the joint density of (Z (u[M^) ,. . . , Z (u^f^)) is and C = 2h(S1)Y(S1) = 2h(S1)Y(S1)
1h'(s)) i dY(s) + a F (s) ds
The last statem ent in the Theorem can be proved by partial integration: We give the proof in case a > 0. Now we use the representation (2.3) and apply Theorem 1 for the function g in (2.4) on the interval [0 1 , 02] = [e2aSl -l , e 2aS2 -l]. We obtain the statem ent in Theorem 3 with 1- 
The last statem ent can be proved by partial integration: ) for giving us the crucial hint to try to use the representation 2.1. This article is a completely rewritten version of an earlier paper (see [3] ), where we used a different approach.
Moreover,
