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5.24 Rezultati ankete - model GRUV - žanrska prepričljivost . . . . . . 57
5.25 Rezultati ankete - model Wavenet - žanrska prepričljivost . . . . . 57
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5.34 Rezultati ankete - melodičnost modelov - jazz . . . . . . . . . . . 63
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V pričujočem zaključnem delu so uporabljeni naslednje veličine in simboli:
Tabela 1: Veličine in simboli
Veličina / oznaka Veličina / oznaka
Ime Simbol Ime Simbol
čas t Hertz Hz
izhodni signal GRU/LSTM ht izhodni signal LSTM ht
ponast. zapora GRU rt posodob. zapora GRU zt
pozabitvena zapora LSTM ft vhodna zapora LSTM it
izhodna zapora LSTM σt matrike uteži W0,U0,V0
spominska celica LSTM ct novi podatki LSTM c̃
incializacijske sekvence St sekvence za tvorjenje Rt
verjetnost p(x) filter Wavenet-a f
zapora Wavenet-a g konvolucijski filter W
koeficient µ µ
Pri čemer so vektorji in matrike napisani s poudarjeno pisavo. Natančneǰsi po-
men simbolov in njihovih indeksov je razviden iz ustreznih slik ali pa je pojasnjen
v spremljajočem besedilu, kjer je simbol uporabljen.
xv
xvi Seznam uporabljenih simbolov
Seznam pogosto uporabljenih tujih izrazov in
kratic
V pričujočem zaključnem delu so pogosto uporabljeni naslednji tuji izrazi in kra-
tice:
Tabela 2: Pogosto uporabljeni tuji izrazi in kratice
Tuj izraz Prevzet izraz
Tuj izraz Kratica Prevzet izraz
neural network NN nevronska mreža
deep neural network DNN globoka nevronska mreža
feedforward neural network - usmerjena nevronska mreža
reccurent neural network RNN povratna nevronska mreža
convolutional neural network CNN konvolucijska nevronska mreža
long short-term memory LSTM dolgotrajen kratkoročni spomin
gated reccurrent unit GRU zaporna povratna enota
dilation - dilatacija
overfitting - pretirano prileganje
underfitting - premajhno prileganje




xviii Seznam uporabljenih simbolov
Povzetek
V diplomskem delu smo preizkusili možnosti ustvarjanja samodejno tvorjene
glasbe z uporabo različnih vrst nevronskih mrež (RNN, CNN, LSTM, GRU).
Uporabili smo orodja Google Magenta, Google Wavenet in GRUV. Za uporabo
orodja Google Magenta smo morali zvočne podatke pretvoriti v MIDI in MXL
predstavitve zvočnih datotek, medtem ko Wavenet in GRUV sprejmeta surove
zvočne podatke. Nevronske mreže smo učili s pomočjo množice podatkov elek-
tronske glasbe ter množice podatkov jazz glasbe. Na koncu je sledila evalvacija
rezultatov, izvedli smo slušne teste in analizirali rezultate.





The thesis addresses the possibility of the automatic music generation, using
a variety of neural network topologies (RNN, CNN, LSTM, GRU). In this thesis,
the capabilities of projects Google Magenta, Google Wavenet and GRUV were
explored. Google Magenta operates on the MIDI and MXL files, so we had to
convert the files from the source datasets to the MIDI and MXL files first, whereas
Google Magenta and Google Wavenet operate on the raw audio files. Listed neural
networks were trained on a dataset, containing samples of electronic music, and
a jazz music samples dataset. Finally, we evaluated the results using an auditory
test and analyzed the results.




Z razvojem področja umetne inteligence se pogosto pojavlja vprašanje, pri katerih
nalogah in v kakšni meri bo lahko umetna inteligenca nadomestila človeka. Do
nedavnega je ustvarjanje glasbe spadalo zgolj v domeno človeške aktivnosti, zdaj
pa se pojavlja možnost samodejnega tvorjenja glasbe s pomočjo računalnǐsko-
podprtih orodij.
Namesto izraza samodejno tvorjena glasba se pogosto uporablja tudi pre-
vzet izraz generativna glasba. Izraz generativna glasba je prvi uporabil angleški
umetnik Brian Eno leta 1995. Označuje vsakršno glasbo, ki se stalno spreminja
in je sistematično ustvarjena [1]. Izraz torej zajame veliko različnih pristopov
k ustvarjanju glasbe. Pred desetletji so za ustvarjanje generativne glasbe upo-
rabljali zanke magnetofonskega traku. Z razvojem računalnǐske tehnologije in
napredkom na področju umetne inteligence pa se je za ustvarjanje generativne
glasbe odprla možnost uporabe učenja globokih nevronskih mrež (ang. deep ne-
ural networks).
Kljub temu da koncept uporabe globokih nevronskih mrež za samodejno tvor-
jenje glasbe ni nov, obstaja zelo malo raziskav s poudarkom na primerjavi globo-
kih modelov. Del motivacije za izdelavo tega diplomskega dela je torej pomanj-
kanje ustrezno dokumentiranih primerjav tvorjenja glasbe s pomočjo različnih
modelov. Medtem ko se stalno razvija nove globoke modele, so eksperimentalni




V tem diplomskem delu smo si za cilj zastavili, da bomo raziskali področje
računalnǐsko-podprtega tvorjenja generativne glasbe in usposobili nekaj uvelja-
vljenih globokih modelov. V tem delu smo izbrali za primerjavo dva uveljavljena
modela tehnološkega giganta Google; model Google Magenta [2] in model Google
Wavenet [3]. Kot tretji model smo izbrali GRUV [4], ker je trenutno edini model,
ki lahko operira na surovih zvočnih podatkih poleg Google Wavenet-a. Izbrane
modele smo podrobneje predstavili, opisali smo princip delovanja posameznega
modela in topologije nevronskih mrež, na katerih modeli temeljijo. Nato smo mo-
dele preizkusili na problemu tvorjenja različnih zvrsti glasbe. Uspešnost delovanja
modelov smo preverili s pomočjo slušnih testov s človeškimi ocenjevalci. Slušne te-
ste smo realizirali v obliki ankete s priloženimi zvočnimi posnetki tvorjene glasbe.
Posebej smo ovrednotili prepričljivost generirane glasbe in prepričljivost žanra
generiranih posnetkov. Na podlagi slušnih testov smo tudi določili najbolǰsega
izmed preizkušenih modelov.
1.2 Struktura dela
V prvem poglavju tega dela opǐsemo našo motivacijo za izdelavo diplomskega
dela. Opǐsemo tudi zastavljene cilje in strukturo tega dela.
V drugem poglavju razložimo teoretične osnove delovanja nevronskih mrež,
predstavimo pregled obstoječe literature na področju samodejnega tvorjenja
glasbe in glavne probleme, s katerimi se trenutno ukvarjajo raziskovalci na tem
področju.
V tretjem poglavju podrobneje predstavimo posamezne modele in razložimo
njihovo teoretično ozadje.
V četrtem poglavju razložimo, kako je potekala izbira vhodnih podatkov za
naše modele, opǐsemo uporabljeno strojno opremo in postopek namestitve orodij.
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Sledi še opis uporabe oziroma prilagoditve orodij.
V petem poglavju opǐsemo potek učenja modelov in predstavimo postopek
izvedbe slušnih testov. Predstavimo še rezultate slušnih testov.
V šestem poglavju predstavimo sklepe, ki smo jih oblikovali na podlagi re-
zultatov dela in glavne težave, na katere smo naleteli tekom dela. Za konec
predstavimo še možnosti nadaljevanja dela.
8 Uvod
2 Teoretično ozadje in pregled
literature
V tem poglavju razložimo teoretične osnove delovanja nevronskih mrež, predsta-
vimo pregled obstoječe literature na področju samodejnega tvorjenja glasbe in
nakažemo glavne probleme, s katerimi se trenutno ukvarjajo raziskovalci na tem
področju.
2.1 Nevronske mreže
Nevronske mreže, tudi umetne nevronske mreže, so sistemi za obdelavo informa-
cij, sestavljeni iz množice umetnih nevronov. Struktura nevronskih mrež posnema
strukturo človeških oz. živalskih možganov. Nevroni so t.i. pragovne funkcije,
imajo več različno uteženih vhodov in en izhod. Med nevroni potekajo povezave,
po povezavah potujejo signali. Če je utežena vsota vhodnih signalov dovolj ve-
lika, se nevron aktivira, na izhodu pa se pojavi singal in informacija potuje do
naslednjega nevrona. Vžig oz. aktivacijo nevrona določa utežena vsota vhodnih
signalov in pragovna funkcija nevrona. Ilustracija nevrona je prikazana na sliki
2.1.
Uteži vhodov, povezave ter prag nevrona se oblikujejo z učenjem. Nevron-
sko mrežo učimo toliko časa, da je sposobna najti optimalno rešitev določenega
problema. Uporaba nevronskih mrež nam omogoča, da ugotovimo pravilo, ki
povezuje vhodne podatke z izhodnimi. Po končanem učenju pa lahko nevronska
9
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Slika 2.1: Umetni nevron [5]
mreža deluje tudi na primerih, s katerimi ni imela opravka med učenjem.
Nevronske mreže imajo lahko v najpreprosteǰsih primerih samo en sloj, slojev
oz. plasti pa je lahko več. Kompleksneǰse, večslojne nevronske mreže ponavadi
označujemo kot globoke nevronske mreže (ang. deep neural networks). Nevroni
v nevronskih mrežah so lahko povezani na različne načine, povezave pa so vedno
organizirane v plasti. Plasti ločimo na vhodno plast, poljubno število vmesnih
skritih plasti ter na izhodno plast. Povezave med nevroni so lahko usmerjene
samo v eno smer (ang. feedforward neural network), nevronska mreža pa lahko
vključuje tudi povratne povezave (ang. recurrent neural network - RNN). Povra-
tne povezave znotraj nevronske mreže povzročijo kroženje informacij, posledično
je izhod odvisen tako od trenutnega stanja na vhodu, kot od predhodnega, zato
je tak tip nevronske mreže še posebno primeren za učenje zaporedja podatkov z
določeno strukturo, kot jo ima npr. glasbena melodija. Slika 2.2 prikazuje ne-
vronsko mrežo brez povratne povezave in nevronsko mrežo s povratno povezavo.
V tem diplomskem delu smo preizkusili oba tipa nevronskih mrež. Orodji
Google Magenta in GRUV uporabljata povratni tip nevronskih mrež (RNN),
medtem ko orodje Google Wavenet uporablja usmerjeni tip nevronske mreže.
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Slika 2.2: Nevronska mreža brez povratne povezave in s povratno povezavo [6]
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2.2 Pregled literature
2.2.1 Globoko učenje
• Kalchbrenner et al. (2015) [7]: V članku spoznamo koncept uporabe mreže
LSTM struktur (ang. grid LSTM).
• Srivastava et al. (2015) [8]: Članek predstavi t.i. avtocestne mreže (ang. hi-
ghway networks), gre za zelo globoke modele, torej modele z veliko plastmi.
• Jing et al. (2017) [9]: Članek opǐse zaporne ortogonalne povratne enote
(ang. gated orthogonal recurrent units), gre za najnoveǰso nadgradnjo GRU,
LSTM in podobnih zapornih RNN enot.
2.2.2 Samodejno tvorjenje glasbe s pomočjo globokega učenja
• Eck in Schmidhuber (2002) [10]: Članek razǐsče možnost uporabe dolgo-
trajnega kratkoročnega spomina (ang. long short-term memory - LSTM)
nevronskih mrež za učenje strukture blues glasbe in preizkusi tvorjenje nove
glasbe v tem stilu z uporabo naučenih nevronskih mrež.
• Franklin (2006) [11]: Članek predstavi predhodne primere uporabe povra-
tnih nevronskih mrež za tvorjenje glasbe. Opǐse šše možnost uporabe LSTM
nevronskih mrež za tvorjenje melodij in improvizacijo.
• Boulanger-Lewandowski et al. (2012) [12]: Članek razǐsče možnosti uporabe
povratnih nevronskih mrež za modeliranje polifonične glasbe z uporabo t.i.
piano-roll simbolične predstavitve glasbe.
• Chung et al. (2014) [13]: Članek primerja različne vrste povratnih ne-
vronskih mrež, predvsem zapornih povratnih enot (ang. gated recurrent
units - GRU) in LSTM tip povratnih nevronskih mrež. Preizkusili so jih s
tvorjenjem polifonične glasbe in govora.
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• Ji-Sung Kim (2016) [14]: Program uporablja dve plasti LSTM nevronske
mreže za učenje na podani MIDI datoteki, temelji na knjižnicah Keras in
Theano.
Medtem ko je učenje globokih nevronskih mrež povezano tudi z napredkom
tehnologije in strojne opreme, je uspeh učenja globokih modelov bolj odvisen od
znanja. Pomembna je ustrezna izbira vhodnih podatkov in pravilna nastavitev
ustreznih parametrov modela.
Trenutno se na splošno na področju globokega učenja predvsem ǐsče nove
topologije globokih modelov, pogosto se tudi uporablja in prilagaja tehnike glo-
bokega učenja, ki se uspešno uporabljajo na drugih področjih, npr. za tvorjenje
slik, besedila.
Na področju globokega učenja, ki se ukvarja s tvorjenjem glasbe, so se pred
kratkim pojavila zmogljiveǰsa orodja, razvita v večjih tehnoloških podjetjih, npr.
Google Magenta (2016) [2] ali pa Google Wavenet (2016) [3]. GRUV [4] je sicer
delo manǰse skupine strokovnjakov, ampak trenutno predstavlja edino alterna-
tivo Wavenet-u. Wavenet in GRUV lahko operirata na surovem zvočnem si-
gnalu, medtem ko so se preǰsnji poskusi uporabe nevronskih mrež na glasbenem
področju opirali predvsem na MIDI datoteke in ostale simbolične predstavitve
glasbe. Cilj te diplomske naloge je bil primerjava uveljavljenih orodij na tem po-
dročju. Izbrana orodja Google Magenta, Google Wavenet in GRUV so definitivno
uveljavljena na svojem področju, njihovo zmogljivost smo pa smo preizkusili v
nadaljevanju.
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3 Metodološki del
V tem poglavju podrobneje predstavimo posamezne modele in razložimo njihovo
teoretično ozadje.
3.1 Google Magenta
Magenta [2] je Googlov projekt, ki raziskuje možnosti uporabe strojnega učenja
v procesu ustvarjanja umetnosti in glasbe. V glavnem to pomeni razvijanje novih
tehnik globokega strojnega učenja za tvorjenje pesmi, slik, risb in ostalih oblik
umetnosti. Poleg tega Magenta razvija nova orodja in uporabnǐske vmesnike,
ki dovoljujejo umetnikom razširitev njihovega ustvarjalnega procesa z uporabo
teh modelov. Magento so začeli razvijati raziskovalci in inženirji oddelka Google
Brain, svoj prispevek pa je dodalo tudi veliko ostalih raziskovalcev. Modeli so
osnovani na platformi Tensorflow, vsi modeli in orodja so odprtokodni ter obja-
vljeni na spletni strani Github [15].
3.1.1 Tensorflow
Tensorflow [16] je odprtokodna knjižnica za uporabo na zahtevneǰsih numeričnih
izračunih. Fleksibilna arhitektura omogoča lažjo prilagoditev različnim platfor-
mam (CPU, GPU, TPU), od namiznih računalnikov do večje skupine strežnikov
ali mobilnih naprav. Tensorflow je prav tako razvila ekipa Google Brain, ki je
del Google AI organizacije. Tensorflow je dobro podrt sistem za strojno učenje in
globoko učenje, fleksibilno jedro za numerične izračune pa se pogosto uporablja
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tudi v okviru drugih znanstvenih domen.
3.1.2 Modeli
Trenutno Magenta omogoča uporabo sledečih modelov:
• Drums RNN: uporablja modeliranje govora za tvorjenje bobnov z uporabo
LSTM nevronske mreže.
• Image Stylization: tvori umetnǐske različice fotografij.
• Melody RNN: z modeliranjem govora tvori melodije z uporabo LSTM ne-
vronske mreže.
• Improv RNN: tvori melodije na podoben način kot Melody RNN, melodije
še omeji na zaporedje akordov.
• Music VAE: povratni variacijski avtoenkoder (ang. variational autoenco-
der) za glasbo, uporablja naključno vzorčenje glasbene sekvence, interpola-
cijo obstoječih sekvenc itd.
• NSynth: nevronska sinteza glasbe - avtoenkoder, osnovan na Google Wave-
net modelu.
• Onsets and Frames: model, ki avtomatsko pretvori klavirsko glasbo v notni
zapis.
• Performance RNN: modelira polifonično glasbo z uporabo modeliranja go-
vora in s pomočjo note on/off informacij ter časovnih podatkov in am-
plitud glasbenih not.
• Pianoroll RNN-NADE: modelira polifonično glasbo z uporabo modelira-
nja govora in LSTM nevronske mreže v kombinaciji z nevronsko mrežo z
avtoregresivno oceno porazdelitve (ang. neural autoregressive distribution
estimation - NADE), združena arhitektura se imenuje RNN-NADE.
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• Polyphony RNN: modelira polifonično glasbo z uporabo modeliranja govora
in na podlagi LSTM nevronske mreže.
• RL Tuner: model je osnovan na LSTM nevronski mreži, ki predvidi nasle-
dnjo noto v monofonični melodiji, z dodano uporabo tehnike okrepitvenega
učenja (ang. reinforcement learning - RL).
• Sketch RNN: model povratne nevronske mreže (RNN) za tvorjenje skic.
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3.2 GRUV
GRUV [4] je program napisan v Pythonu za algoritmično tvorjenje glasbe z upo-
rabo povratnih nevronskih mrež (RNN). Program sta izdelala Matt Vitelli in
Aran Nayebi leta 2015. Cilj projekta je bil algoritmično tvorjenje glasbe na
podlagi surovega zvočnega signala, s poudarkom na analizi dveh tipov RNN z
zapornim (ang. gating) mehanizmom: LSTM in GRU. Razlog za izbiro LSTM
in GRU arhitekture nevronskih mrež je, da se ti dve arhitekturi pogosto in efek-
tivno uporabljata pri modeliranju dlje trajajočih signalov. Pred tem projektom
so že obstajali poskusi uporabe LSTM in GRU nevronskih mrež pri modeliranju
glasbe, so pa vsi predhodni projekti operirali na MIDI datotekah ali na drugačnih
posrednih predstavitvah zvočnega signala, ne pa na surovem zvočnem signalu kot
GRUV.
3.2.1 Pretvorba vhodnih podatkov
Z namenom, da poenostavimo potek učenja modela, pretvorimo vsako datoteko
v enokanalen zvočni signal, vzorčen pri 44,1 KHz. Medtem ko je zvočni signal
po navadi predstavljen kot niz zvočnih vzorcev v določenem časovnem okvirju,
je pogosto bolj uporabna predstavitev v frekvenčni domeni. Potem ko vzorce
preberemo, jih razdelimo v bloke velikosti N in pretvorimo vsak blok v svojo
frekvenčno predstavitev signala z uporabo diskretne Fourier-ove transformacije
(krat. DFT). Dobimo vektor N realnih števil in vektor N imaginarnih števil,
ki tvorita fazo in amplitudo zvoka v časovni domeni. Ta vektorja združimo in
dobimo vektor 2N , ki ga uporabimo kot predstavitev notranjega modela naše
mreže.
3.2.2 Arhitektura nevronske mreže
V nadaljevanju predstavimo matematični model GRU in LSTM struktur.
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3.2.2.1 GRU - ang. gated recurrent units
Izhodni signal ht enote GRU ob času t je linearna interpolacija pred preǰsnjim
izhodnim signalom ht−1 in kandidatom za izhodni signal (ang. candidate activa-
tion) h̃t:
ht = (1− zt) ht−1 + zt  h̃t, (3.1)
kjer posodobitvena zapora (ang. update gate) zt določa, koliko enota posodobi
svojo vsebino oz. izhodni signal in  označuje Hadamard-ov produkt. Posodobi-
tveno zaporo zt dobimo z enačbo:
zt = σ(Wzxt + Uzht−1), (3.2)
h̃t izračunamo kot:
h̃t = tanh(Wxt + rt  (Uht−1)), (3.3)
ponastavitveno zaporo (ang. reset gate) rt pa kot:
rt = σ(Wrxt + Urht−1). (3.4)
Wz,W in Wr označujejo matrike uteži, ki povezujejo trenutno plast z vho-
dom xt, Uz,U in Ur pa označujejo matrike uteži, ki povezujejo trenutno plast z
izhodom preǰsnje plasti.
Na sliki 3.1 je prikazana ilustracija GRU enote.
Slika 3.1: GRU enota [13]
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3.2.2.2 LSTM - ang. long short-term memory units
Vsaka LSTM enota si zapomni spremenljivko ct ob času t. Enačba izhodnega
signala ht je podana kot:
ht = σt tanh(ct), (3.5)
kjer je σt izhodna zapora (ang. output gate), ki določa koliko se vsebina spomina
v enoti lahko spreminja. Izhodno zaporo σt določa enačba:
σt = σ(W0xt + U0ht−1 + V0ct), (3.6)
Spominska celica ct se posodobi tako, da delno pozabi obstoječe podatke v spo-
minu in doda nove podatke c̃t:
ct = ft  ct−1 + it  c̃t, (3.7)
kjer je nova vsebina spomina definirana kot:
c̃t = tanh(Wcxt + Ucht−1). (3.8)
Koliko obstoječega spomina se pozabi, določa pozabitvena zapora ft (ang. forget
gate), koliko novega spomina bo dodanega v spominsko celico pa določa vhodna
zapora it (ang. input gate). ft in it se izračuna kot:
ft = σ(Wfxt + Ufht−1 + Vfct−1) (3.9)
it = σ(Wixt + Uiht−1 + Vict−1). (3.10)
W0,Wc,Wf , inWi označujejo matrike uteži, ki povezujejo trenutno plast z
vhodom xt.
U0,Uc,Uf , inUi označujejo matrike uteži, ki povezujejo trenutno plast z iz-
hodom preǰsnje plasti.
V0,Vf inVi pa označujejo matrike uteži, ki povezujejo trenutno plast s
preǰsnjo spominsko celico ct−1.
Na sliki 3.2 je prikazana ilustracija LSTM enote.
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Slika 3.2: LSTM enota [13]
3.2.3 Generiranje sekvenc
Potem, ko postopek učenja mreže končan, lahko generiramo nove glasbene kom-
pozicije tako, da priskrbimo incializacijske sekvence (ang. seed sequences) St,
St−1, . . . , S0, ob časovnih intervalih t, t − 1, . . . , 0. Prvi korak je izračun prve
usmerjene (ang. feedforward) enačbe na začetni sekvenci, ki nam vrne množico
vektorjev Rt, Rt−1, . . . , R0, ki predstavljajo predviden zvočni signal ob časovnih
intervalih t + 1, t, . . . , 1. Tem vektorjem rečemo sekvenca za tvorjenje (ang.
generation sequence). V drugem koraku, ponovno izvedemo usmerjen izračun z
celotno sekvenco za tvorjenje na vhodu in dodamo zadnji vektor približka k se-
kvenci. Če je bila naša sekvenca za tvorjenje Rt+1,Rt, . . . ,R1, dodamo v drugem
koraku še vektor Rt+k+1. Postopek iterativno ponavljamo do željene dolžine tvor-
jene sekvence. Pomembneǰsi parametri, ki jih lahko določi uporabnik so: velikost
incializacijskih sekvenc, vsebina sekvenc in število iteracij [4].
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3.3 Google Wavenet
Wavenet [3] je globoka nevronska mreža, ki se uporablja za tvorjenje zvoka. Ustva-
rili so jo raziskovalci pri londonskem podjetju DeepMind, ki se ukvarja z ume-
tno inteligenco. Podjetje je od leta 2014 sicer v Googlovi lasti. Wavenet, prvič
opisan v članku septembra 2016 [3], je sposoben generiranja bolj realističnih in
človeškemu govoru podobnih zvokov z vzorčenjem pravega človeškega govora in
neposrednim modeliranjem zvoka. Testi z amerǐsko angleščino in mandarinščino
so pokazali, da sistem preseže vse dosedanje Googlove TTS (ang. text-to-speech)
sisteme, čeprav je še vedno manj prepričljiv od pravega človeškega govora. Sistem
je zaradi sposobnosti vzorčenja in direktnega tvorjenja zvoka uporaben tudi npr.
za tvorjenje glasbe.
3.3.1 Razvoj projekta Wavenet
Raziskovalci se ponavadi izogibajo modeliranju surovega zvoka, ker se spreminja
tako hitro: ponavadi s hitrostjo 16000 vzorcev na sekundo ali več. Izgradnja
povsem avtoregresivnega modela, pri katerem je izračunana verjetnost za vsak
vzorec odvisna od vseh predhodnih vzorcev, je zahtevneǰsa naloga. Kljub temu,
sta DeepMind-ova modela PixelRNN [17] in PixelCNN [18] pokazala, da je mogoče
generirati kompleksne slike, ne le po eno slikovno točko ob določenem času, ampak
tudi po en barvni kanal ob določenem času, kar pa zahteva več tisoč izračunov
na sliko. Na podlagi teh dveh modelov je DeepMind prilagodil dvodimenzionalni
PixelNet v enodimenzionalni Wavenet (za delo z zvočnimi posnetki).
V DeepMindu so povedali, da je bil sistem v originalni obliki še preveč
računsko zahteven za uporabo zunaj raziskovalnih krogov, oktobra 2017 pa je
Google oznanil 1000-kratno izbolǰsanje sistema vključno z izbolǰsanjem kvalitete
zvoka [19].
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Slika 3.3: Struktura Wavenet-a [19]
3.3.2 Arhitektura nevronske mreže
Wavenet je usmerjen (ang. feedforward) tip nevronske mreže, poznane tudi kot
globoka konvolucijska nevronska mreža (ang. convolutional neural network -
CNN). Pri usmerjeni nevronski mreži povezave med vozlǐsči ne oblikujejo kroga,
torej se informacije od vhoda premikajo samo v eno smer; naprej.
Wavenet je popolnoma konvolucijska nevronska mreža, kjer imajo posamezne
konvolucijske plasti različne dilatacijske faktorje, ki omogočajo eksponentno rast
zaznavnega polja (ang. receptive field), sorazmerno z globino mreže in pokrivajo
več tisoč časovnih točk. Ilustracija na sliki 3.3 prikazuje Wavenet-ovo strukturo.
Ob učenju, na vhod sistema pripeljemo surov zvočni signal. Pri vsakem ko-
raku vzorčenja se izračuna določena vrednost verjetnosti na podlagi porazdelitve
verjetnosti nevronske mreže. To vrednost se nato pripelje nazaj na vhod sistema
in izračuna se novo verjetnost za naslednji korak. Po koncu učenja lahko tvorimo
sintetičen zvok. Postopek je računsko zahteven, ampak tudi potreben za tvorjenje
kompleksnega, realističnega zvoka.
Za tvorjenje govora lahko poleg odvisnosti od preǰsnjih vzorcev, sistem ome-
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jimo s podanim vhodnim signalom tudi na željene besede, ki naj jih sistem tvori.
Pri tvorjenju glasbe pa na vhod sistema ne pripeljemo nobenega signala in pu-
stimo da sistem prosto tvori zvok [19].
3.3.3 Model
Generativni model operira direktno na surovem zvoku. Skupna verjetnost vzorca




p(xt|x1, . . . , xt−1). (3.11)
Vsak vzorec xt je torej pogojen z vsemi predhodnimi vzorci.
Podobno kot pri PixelCNN (van den Oord et al., 2016a; b) [17, 18] je poraz-
delitev pogojne verjetnosti modelirana kot sklad konvolucijskih plasti. V mreži
ni združevalnih (ang. pooling) plasti in izhod modela ima enako časovno dimen-
zionalost kot vhod. Model na izhodu poda kategorično porazdelitev naslednje
vrednosti xt s softmax plastjo in je optimiziran za maksimalno logaritemsko po-
razdelitev verjetnosti podatkov sorazmerno s parametri. Ker lahko logaritemsko
verjetnost kontroliramo, nastavimo hiperparametre modela na podlagi validacij-
skega seta podatkov in z lahkoto izmerimo, če se model pretirano prilega učnim
podatkom (ang. overfitting) ali premalo (ang. underfitting).
3.3.3.1 Kavzalna konvolucija z dilatacijami
Pomembneǰsa sestavina Wavenet-a je kavzalna konvolucija z dilatacijami (ang. di-
lated causal convolutions). Z uporabo kavzalne konvolucije poskrbimo, da model
ne more prekršiti vrstnega reda po katerem smo modelirali podatke: verjetnost
p(xt+1|x1, . . . , xt), ki jo tvori model ob času t, ne more biti odvisna od podat-
kov, ki jih pridobimo po času t : xt+1, xt+2, ..., xT . Sklad kavzalnih konvolucij je
ilustriran na sliki 3.4.
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Slika 3.4: Sklad kavzalnih konvolucij [3]
Pri enodimenzionalnih podatkih, npr. pri zvoku lahko implementiramo nekaj
podobnega kavzalni konvoluciji, tako da zamaknemo izhod navadne konvolucije
za nekaj časovnih trenutkov.
V času učenja modela so lahko pogojne verjetnosti lahko izračunane vzpore-
dno, ko pa model tvori podatke se verjetnosti računa zaporedno: potem ko je
verjetnost izračunana, se vrednost vrne nazaj na vhod mreže.
Ker modeli z kavzalno konvolucijo nimajo povratnih povezav, učenje poteka
veliko hitreje kot pri povratnih modelih, še posebno pri uporabi na dalǰsih vzor-
cih. Problem kavzalnih konvolucij je, da potrebujejo za delovanje veliko plasti
ali pa uporabo velikih filtrov, da se poveča zaznavno polje. Wavenet uporablja
dilatacije, zato da se zaznavno polje večkratno poveča, z minimalnim povečanjem
računske zahtevnosti.
Konvolucija z dilatacijami (ali konvolucija z luknjami), je konvolucija, pri
kateri se uporabi filter čez območje, ki je večje od filtra samega, z opuščanjem
vrednosti določenih polj. Konvolucija z dilatacijami omogoča mreži, da operira
na večjem območju v primerjavi z navadno konvolucijo.
Dilatacije omogočajo večja zaznanva polja z uporabo manj plasti, brez
zmanǰsanja ločljivosti vhodnih podatkov in posredno omogočajo bolǰso računsko
učinkovitost.
Wavenet uporablja podvojitev števila dilatacij do določene meje, potem pa
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Slika 3.5: Sklad kavzalnih konvolucij z dilatacijami [3]
postopek ponovi za vsako plast. Razloga za tako konfiguracijo sta dva. Prvi,
eksponentno povečanje dilatacijskega faktorja povzroči eksponentno povečanje
zaznavnega polja z globino nevronske mreže (Yu et al., 2015) [20]. Drugi, zlaganje
dilatacij v sklade še dodatno poveča zaznavno polje in na splošno zmogljivost
modela. Sklad kavzalnih konvolucij z dilatacijami je ilustriran na sliki 3.5.
3.3.3.2 Softmax plast
Raziskovalci pri DeepMindu modelu dodali Softmax plast, ki na izhodu poda
razpodelitev verjetnosti (ang. probability distribution) posameznega zvočnega
vzorca, ker je raziskava (van den Oord et al., 2016) [17] pokazala, da Softmax
plast deluje bolje od ostalih pogosto uporabljenih rešitev, tudi pri uporabi na
zveznih podatkih (kot so zvočni vzorci ali intenziteta svetilnosti slikovne točke).
Ker je zvok ponavadi shranjen kot zaporedje 16-bitnih vrednosti tipa inte-
ger, bi morala softmax plast izračunati 65,536 verjetnosti v vsakem časovnem
koraku. Zato se pri Wavenetu najprej na podatkih uporabi µ-law algoritem in





kjer je −1 < xt < 1 in µ = 255.
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3.3.3.3 Zaporne aktivacijske enote
Wavenet uporablja enake zaporne aktivacijske enote (ang. gated activation units)
kot model PixelCNN (van den Oord et al., 2016b)[18]:
z = tanh(Wf,k ∗ x) σ(Wg,k ∗ x), (3.13)
kjer ∗ označuje konvolucijski operator,  označuje Hadamardov produkt, σ(·) je
sigmoidna funkcija, k je indeks plasti, f in g označuje filter in zaporo (ang. gate),
x označuje vhodni signal, W pa označuje konvolucijski filter.
Zaporne aktivacijske enote predstavljajo nekakšne spominske celice (kar po-
meni, da imajo notranja stanja) z povratnimi povezavami in dodatnimi notranjimi
nevroni – zaporami.
Ko del signala pride do enote, zapora nadzoruje kateri deli signala lahko vsto-
pijo v enoto in za koliko časa. Zato se uporablja sigmoidna aktivacijska funkcija,
ki deluje kot filter.
Razlog za uporabo enot je njihova sposobnost, da pozabijo prehodne informa-
cije ali ignorirajo nove informacije glede na vhod v enoto in notranje stanje enote.
Na ta način se reši dva pogosta problema strojnega učenja - eksplozija gradienta
(ang. exploding gradient problem) in izginjanje gradienta (ang. vanishing gra-
dient problem), ki sta povezana z gradientom napake (ang. error gradient) pri
strojnem učenju.
3.3.3.4 Presežne in preskočne povezave
Wavenet uporablja tako presežne (ang. residual) povezave (He et al., 2016) [21],
kakor parametrizirane preskočne (ang. skip) povezave skozi celotno mrežo. Ra-
zlog za uporabo povezav je pohitritev konvergence in možnost učenja modelov z
več plastmi [3]. Presežne in preskočne povezave so ilustrirane na sliki 3.6.
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Slika 3.6: Presežne in preskočne povezave [3]
4 Eksperimentalni del
V tem poglavju razložimo, kako je potekala izbira vhodnih podatkov za naše
modele, opǐsemo uporabljeno strojno opremo in postopek namestitve orodij. Sledi
še opis uporabe oziroma prilagoditve orodij.
4.1 Vhodni podatki
Za učenje nevronskih mrež smo si izbrali dve množici podatkov zaradi možnosti
primerjave rezultatov glede na vhodne podatke.
Pri izbiri podatkov smo upoštevali rezultate razvijalcev uporabljenih orodij in
rezultate ostalih uporabnikov.
Razvijalci orodja GRUV so za vhodne podatke uporabili množico dvajsetih
vzorcev elektronske glasbe in množico dvajsetih vzorcev rock glasbe. Rezultati
uporabe vzorcev rock glasbe so bili slabši. Razvijalci so sklepali, da je razlog
za slabše rezultate raznolikost rock glasbe in posledično večja glasbena komple-
ksnost. V tvorjeni glasbi, ki je bila učena na elektronski glasbi, pa se predvsem
slǐsi značilni bas boben plesne glasbe, ostali elementi pa ne pridejo do izraza. Iz
navedenih razlogov smo se odločili za uporabo elektronske glasbe z manj izrazitimi
bobni [4].
Razvijalci orodja Google Wavenet so si za vhodne podatke izbrali klavirsko
glasbo. Ker v glasbi nastopa samo eno glasbilo, je delo nevronske mreže lažje in
rezultat je posledično zelo podoben klavirski glasbi [3]. S tem razlogom smo se
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odločili za uporabo minimalistične glasbe.
Za prvo množico podatkov smo si izbrali žanr elektronske glasbe, in sicer
glasbo italijanskega producenta Lorenza Senni-ja. Senni ustvarja elektronsko
glasbo, ki je dekonstrukcija rave glasbe iz 90-ih let, elemente navedene glasbe
pa prenaša v moderen kontekst z uporabo repeticije in izolacije posameznih ele-
mentov [22]. Bobni niso preveč izraziti, v ospredju je melodija z uporabo minimal-
nega števila glasbenih elementov, zato je Sennijeva glasba še posebno primerna
za uporabo na nevronskih mrežah. Prvo množico podatkov smo torej sestavili iz
desetih glasbenih del Lorenza Sennija.
Drugo množico podatkov smo sestavili iz desetih del različnih izvajalcev, ki
spadajo v jazz glasbeni žanr. Razlog za izbiro jazz žanra je ta, da smo želeli
izvedeti, če so nevronske mreže sposobne reproduciranja glasbe z določeno vr-
sto glasbene kompleksnosti (ki je prva množica podatkov nima). Izbrali smo si
torej glasbo, ki je povsem drugačna od prve množice podatkov zaradi možnosti
primerjave rezultatov.
4.2 Strojna oprema
Za učenje nevronskih mrež smo uporabili računalnik z Intel R© CoreTM i5-4200U
procesorjem (1,60 GHz), 4 GB RAM-a in grafično kartico Nvidia GeForce
GT740M (2 GB DDR3). Grafična kartica dosega računsko zmogljivost 3.0 (ang.
compute capability) po Nvidia CUDA lestvici.
4.3 Namestitev orodij
4.3.1 Google Magenta
Google Magento smo namestili po navodilih na Github spletni strani projekta
Magenta [15].
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Najprej smo namestili Anacondo 3, gre za odprtokodno distribucijo Python
programskega jezika s podporo strojnem učenju. Uporabili smo Python 3.6.5.
Magento smo namestili s pomočjo pip distribucije programa. Namestili smo
različico Magente s podporo grafičnemu (GPU) pospeševanju.
Uporabili smo ukaze:
conda create -n magenta python=3.6 jupyter
activate magenta
pip install magenta-gpu
V navodilih je sicer naveden ukaz source activate magenta , ki pa velja samo v
Linux okolju, ukaz v Windows okolju deluje, če spustimo besedo source. Ukaz
aktivira Python okolje (ang. environment) Magenta.
Za namestitev Magente z grafičnim pospeševanjem smo morali še preveriti, če
uporabljena grafična kartica podpira Nvidia CUDA grafično pospeševanje. Na-
mestili smo še:
• CUDA Toolkit 9.0: platforma za vzporedno obdelavo (ang. parallel pro-
cessing) in API (ang. application programming interface) za uporabo
grafičnega pospeševanja na podprtih grafičnih karticah.
• cuDNN v7.0 (ang. Nvidia CUDA Deep Neural Network Library): knjižnica
za grafično pospeševanje pri učenju globokih nevronskih mrež.
• Microsoft Visual C++ 2017: IDE (ang. integrated development enviro-
nment), potreben za namestitev Nvidia CUDA programske opreme.
Na koncu smo morali še dodati poti do ustreznih CUDA datotek v Windows
seznam spremenljivk okolja, natančneje v sistemsko spremenljivko Path.
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4.3.2 GRUV
GRUV smo namestili tako, da smo prenesli datoteke iz Github spletne strani
projekta [23]. Namestiti smo morali še zahtevane knjižnice:
• Theano: odprtokodna Python knjižnica, ki omogoča lažje delo z
večdimenzionalnimi podatkovnimi strukturami, uporablja se predvsem za
numerične izračune, omogoča tudi uporabo grafične kartice (GPU).
• Keras (0.1.0.): odprtokodna Python knjižnica za delo z nevronskimi
mrežami. Program lahko deluje v kombinaciji s Tensorflow, Theano ali
Microsoft Cognitive Toolkit (CTNK) knjižnico.
• NumPy: odprtokodna Python knjižnica za delo z večdimenzionalnimi po-
datkovnimi strukturami ali matrikami, s podporo visokonivojskim mate-
matičnim funkcijam.
• SciPy: odprtokodna Python knjižnica za znanstveno računalnǐsko
izračunavanje.
• LAME: orodje za pretvorbo zvočnih datotek v .mp3 format.
• m2w64-toolchain: g++ (GNU C++) prevajalnik (ang. compiler), pripra-
vljen za uporabo v Anaconda Python distribuciji.
Program v Pythonu 3.6. ni deloval, zato smo uporabili Python 2.7. Zaradi
prevajalnika m2w64-toolchain, ki ga lahko namestimo samo v Anaconda okolju,
smo morali obvezno uporabiti omenjeno okolje. V Anacondi smo ustvarili novo
okolje (ang. environment) z različico Pythona 2.7. Pred delom z programom
GRUV je bilo potrebno to okolje vsakič aktivirati.
Poleg tega smo morali še dodati pot do LAME enkoderja v Windows sistemsko
spremenljivko Path.
Ker po več deset tisoč iteracijah učenja nevronske mreže nismo bili zadovoljni z
doseženimi rezultati, smo na spletni strani Github [24] našli alternativno različico
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orodja GRUV, prilagojeno noveǰsi različici knjižnice Keras (2.0.2.). Namestili in
preizkusili smo še to različico.
4.3.3 Google Wavenet
Wavenet sicer ni odprtokoden program, obstaja pa odprtokodna Tensorflow im-
plementacija Waveneta na spletni strani Github [25].
Datoteke orodja Wavenet smo prenesli s spletne strani Github. Wavenet s
podporo grafičnemu (GPU) pospeševanju smo namestili z ukazom:
pip install -r requirements_gpu.txt
Pred tem smo morali namestiti še knjižnico Librosa. Gre za Python knjižnico,




Model Melody RNN tvori melodije z modeliranjem govora, uporablja LSTM ar-
hitekturo nevronske mreže. Kot vhodne podatke sprejme monofonične MIDI
datoteke. Ker smo želeli uporabiti glasbo po lastni izbiri, smo morali poiskati
rešitev za pretvorbo zvočnih datotek v monofonične MIDI datoteke.
Na spletni strani Github [26] smo našli orodje, imenovano au-
dio to midi melodia, ki analizira poljubno zvočno datoteko, določi monofonično
melodijo in tvori MIDI datoteko.
Uporabili smo Python 2.7. Program ni delal na 64-bitni različici Python-
a, zato smo namestili 32-bitno različico. Namestiti smo morali še zahtevane
knjižnice:
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• Melodia Vamp vtičnik (ang. plugin): vtičnik namenjen določanju melodije
zvočnih datotek.
• Vamp Python modul: omogoča uporabo Vamp vtičnikov v Python okolju.
• midiutil: omogoča kreacijo MIDI datotek v Python okolju.
• Librosa (0.5.1): Python knjižnica, ki se uporablja za glasbeno analizo.
• NumPy: odprtokodna Python knjižnica za delo z večdimenzionalnimi po-
datkovnimi strukturami ali matrikami, s podporo visokonivojskim mate-
matičnim funkcijam.
• SciPy: odprtokodna Python knjižnica za znanstveno računalnǐsko
računanje.
• Microsoft Visual C++ 2017: IDE (ang. Integrated Development Enviro-
nment), potreben za namestitev Melodia Vamp vtičnika.
Program audio to midi melodia se zažene z ukazom:
python audio_to_midi_melodia.py
~/{ime vhodne WAV datoteke}.wav
~/{ime izhodne MIDI datoteke}.mid
tempo --smooth 0.25 --minduration 0.1
Tempo posamezne pesmi smo določili s pomočjo programa VirtualDJ (8.2).
Preizkusili smo različne vrednosti parametrov smooth in minduration, najbolǰse
rezultate smo dobili s privzetimi vrednostmi. Potem ko smo ustvarili MIDI da-
toteke, je sledila uporaba modela Melody RNN.
Izbiramo lahko med tremi konfiguracijami modela Melody RNN:
• Basic RNN: osnovna konfiguracija,
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• Lookback RNN: uporablja posebne oznake in vhode v nevronsko mrežo, ki
omogočajo bolǰse prepoznavanje ponavljajočih vzorcev v melodiji,
• Attention RNN: z uporabo pozornosti nevronski mreži omogoča lažji do-
stop do preteklih informacij, brez potrebe po shranjevanju teh informacij.
Posledično nevronska mreža bolje prepoznava dalǰse vzorce v glasbenih me-
lodijah.
Uporaba modela Melody RNN poteka v štirih korakih:
1. pretvorba MIDI datotek v format NoteSequences,
2. tvorjenje SequenceExamples datotek na podlagi datotek NoteSequences,
3. učenje,
4. tvorjenje izhodnih MIDI datotek.
Pri tvorjenju SequenceExamples datotek smo naleteli na težavo, ko pro-
gram sporoči, da so vhodne MIDI datoteke polifonične, čeprav to ni res.
Problem smo rešili s popravkom datotek melody_rnn_create_datasets.py in
melody_pipelines.py, parameter ignore_polyphonic_notes smo v obeh datote-
kah spremenili iz False na True.
4.4.1.2 Polyphony RNN
Model Polyphony RNN tvori polifonične melodije s pomočjo modeliranja go-
vora. Uporablja LSTM arhitekturo nevronske mreže in oznake START, STEP_END
in END, ki omogočajo modeliranje polifonične glasbe. Deluje z uporabo po-
lifoničnih .mxl datotek. Najprej smo ustvarili polifonične MIDI datoteke iz
zvočnih datotek s pomočjo vgrajene funkcije programa AbletonLive (9.1.3.)
Convert Harmony to new MIDI track. Datoteke MXL smo ustvarili s programom
MuseScore (2.2.1.) na osnovi polifoničnih MIDI datotek.
Uporaba modela Polyphony RNN poteka v štirih korakih:
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1. pretvorba MXL datotek v format NoteSequences,
2. tvorjenje SequenceExamples datotek na podlagi datotek NoteSequences,
3. učenje,
4. tvorjenje izhodnih MIDI datotek.
Najprej je program sporočil napako, da so MIDI datoteke predolge, zato smo
jih skraǰsali na dvajset sekund, nato je program deloval.
4.4.2 GRUV
Uporaba orodja GRUV poteka v treh korakih:
1. pretvorba vhodnih datotek - ukaz:
python convert_directory.py
2. učenje - ukaz:
python train.py
3. tvorjenje izhodne datoteke - ukaz:
python generate.py
Preden je program pravilno deloval smo morali namestiti še nekaj knjižnic, ki
niso bile navedene v navodilih za namestitev.
S pomočjo ukaza pip install smo namestili:
• h5py: Python knjižnica za uporabo HDF5 binarnega podatkovnega for-
mata.
• cython: podmnožica Python programskega jezika, ustvarjena za doseganje
podobnih rezultatov programskemu jeziku C.
S pomočjo ukaza conda install smo namestili:
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• pygpu: knjižnica za uporabo grafičnega (GPU) pospeševanja v Python oko-
lju.
• mkl-service: knjižnica za uporabo MKL (ang. Math Kernel Library)
knjižnice v Python okolju.
• m2w64-toolchain: g++ (GNU C++) prevajalnik (ang. compiler), pripra-
vljen za uporabo v Anaconda Python distribuciji.
Poleg tega smo za pravilno delovanje programa morali spremeniti nekaj vrstic
v Python programski kodi:
• V datotekah network_utils.py, parse_files.py, sequence_generator.py
in seed_generator.py, smo nadomestili funkcijo xrange() z range().
• V datoteki parse_files.py so funkciji print manjkali oklepaji.
• V 105. in 106. vrstici programske kode v datoteki parse_files.py smo
morali pretvoriti tip spremenljivke num_elems v tip integer .
• V datoteki generate.py smo morali spremeniti vrednost spremenljivke
cur_iter na 0, tako da se je ujemala z vrednostjo spremenljivke cur_iter
v datoteki train.py.
V datoteki train.py smo še povečali vrednost spremenljivke batch_size iz 5
na 20, za hitreǰse učenje modela.
4.4.3 Google Wavenet
Uporaba orodja Wavenet poteka v dveh korakih:





2. tvorjenje izhodne datoteke - ukaz:
python generate.py
--wav_out_path={lokacija izhodne datoteke}
--samples x #x ustreza številu generiranih vzorcev
{lokacija model.ckpt datoteke}
Ker smo dobili sporočilo o napaki OOM (ang. out of memory), smo mo-
rali zmanǰsati parameter SAMPLE_SIZE v datoteki train.py iz vrednosti 100000
na vrednost 16000, kar je največja vrednost, pri kateri je uporabljen računalnik
še zmogel izvesti učenje modela. S to spremembo smo zmanǰsali zaznavno po-
lje nevronske mreže, zato smo v zameno povečali število dilatacij v datoteki
wavenet_params.json. Odločili smo se, da parametra hitrosti vzorčenja ne bomo
spreminjali, saj pri nižjih vrednostih parametra kvaliteta zvoka drastično pade.
Izhodǐsčna vrednost parametra znaša 16000 vzorcev na sekundo.
5 Rezultati
V tem poglavju opǐsemo potek učenja modelov in predstavimo postopek izvedbe
slušnih testov. Predstavimo še rezultate slušnih testov.
5.1 Potek učenja
5.1.1 Google Magenta
Potek učenja Google Magente lahko ponazorimo grafično s pomočjo orodja Ten-
sorBoard. Grafi, ki smo jih pridobili s pomočjo orodja Tensorboard, prikazujejo
parametre učenja posameznega modela: natančnost (ang. accuracy), perple-





Slika 5.1: Basic RNN - elektronska glasba
Na sliki 5.1 je prikazano učenje Basic RNN modela na množici podatkov ele-
ktronske glasbe. Na levem grafu je prikazan parameter natančnosti, na srednjem
grafu parameter perpleksnosti, na desnem grafu pa parameter izgube.
Slika 5.2: Basic RNN - jazz
Na sliki 5.2 je prikazano učenje Basic RNN modela na množici podatkov jazz
glasbe. Na levem grafu je prikazan parameter natančnosti, na srednjem grafu
parameter perpleksnosti, na desnem grafu pa parameter izgube.
Na podlagi slik 5.1 in 5.2 lahko ugotovimo, da parametri hitreje konvergirajo
k idealnim vrednostim pri množici podatkov elektronske glasbe.
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Slika 5.3: Basic RNN - število iteracij na sekundo
Na sliki 5.3 je prikazano število opravljenih iteracij učenja modela Basic RNN
na sekundo (torej gre za hitrost učenja). Na levem grafu vidimo hitrost učenja
modela Basic RNN na množici podatkov elektronske glasbe, na desnem grafu pa
hitrost učenja modela Basic RNN na množici podatkov jazz glasbe.
Iz slik 5.1, 5.2 in 5.3 lahko razberemo, da smo model Basic RNN učili do deset
tisoč iteracij učenja na obeh množicah podatkov.
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5.1.1.2 Lookback RNN
Slika 5.4: Lookback RNN - elektronska glasba
Na sliki 5.4 je prikazano učenje Lookback RNN modela na množici podat-
kov elektronske glasbe. Na levem grafu je prikazan parameter natančnosti, na
srednjem grafu parameter perpleksnosti, na desnem grafu pa parameter izgube.
Slika 5.5: Lookback RNN - jazz
Na sliki 5.5 je prikazano učenje Lookback RNN modela na množici podatkov
jazz glasbe. Na levem grafu je prikazan parameter natančnosti, na srednjem grafu
parameter perpleksnosti, na desnem grafu pa parameter izgube.
Na podlagi slik 5.4 in 5.5 lahko ugotovimo, da parametri hitreje konvergirajo
k idealnim vrednostim pri množici podatkov elektronske glasbe.
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Slika 5.6: Lookback RNN - število iteracij na sekundo
Na sliki 5.6 je prikazano število opravljenih iteracij učenja modela Lookback
RNN na sekundo (torej gre za hitrost učenja). Na levem grafu vidimo hitrost
učenja modela Lookback RNN na množici podatkov elektronske glasbe, na de-
snem grafu pa hitrost učenja modela Lookback RNN na množici podatkov jazz
glasbe.
Iz slik 5.4, 5.5 in 5.6 lahko razberemo, da smo model Lookback RNN učili do
deset tisoč iteracij učenja na obeh množicah podatkov.
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5.1.1.3 Attention RNN
Slika 5.7: Attention RNN - elektronska glasba
Na sliki 5.7 je prikazano učenje Attention RNN modela na množici podat-
kov elektronske glasbe. Na levem grafu je prikazan parameter natančnosti, na
srednjem grafu parameter perpleksnosti, na desnem grafu pa parameter izgube.
Slika 5.8: Attention RNN - jazz
Na sliki 5.8 je prikazano učenje Attention RNN modela na množici podatkov
jazz glasbe. Na levem grafu je prikazan parameter natančnosti, na srednjem grafu
parameter perpleksnosti, na desnem grafu pa parameter izgube.
Na podlagi slik 5.7 in 5.8 lahko ugotovimo, da parametri hitreje konvergirajo
k idealnim vrednostim pri množici podatkov elektronske glasbe.
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Slika 5.9: Attention RNN - število iteracij na sekundo
Na sliki 5.9 je prikazano število opravljenih iteracij učenja modela Attention
RNN na sekundo (torej gre za hitrost učenja). Na levem grafu vidimo hitrost
učenja modela Attention RNN na množici podatkov elektronske glasbe, na de-
snem grafu pa hitrost učenja modela Attention RNN na množici podatkov jazz
glasbe.
Iz slik 5.7, 5.8 in 5.9 lahko razberemo, da smo model Attention RNN učili do
pet tisoč iteracij učenja na obeh množicah podatkov.
Kot je razvidno iz zgoraj priloženih grafov, smo modela Basic RNN in Look-
back RNN učili do deset tisoč iteracij, Attention RNN pa do pet tisoč iteracij. Iz
grafov 5.3, 5.6 in 5.9, ki prikazujejo hitrost učenja posameznega modela, se vidi,
da učenje modela Attention RNN poteka počasneje kot učenje ostalih dveh mode-
lov (približno trikrat počasneje). Medtem pa parametri natančnost, perpleksnost
in izguba modela Attention RNN hitreje konvergirajo k idealnim vrednostim. S
tem razlogom smo z učenjem modela Attention RNN zaključili prej.
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5.1.2 Polyphony RNN
Slika 5.10: Polyphony RNN - elektronska glasba
Na sliki 5.10 je prikazano učenje Polyphony RNN modela na množici podat-
kov elektronske glasbe. Na levem grafu je prikazan parameter natančnosti, na
srednjem grafu parameter perpleksnosti, na desnem grafu pa parameter izgube.
Slika 5.11: Polyphony RNN - jazz
Na sliki 5.11 je prikazano učenje Polyphony RNN modela na množici podatkov
jazz glasbe. Na levem grafu je prikazan parameter natančnosti, na srednjem grafu
parameter perpleksnosti, na desnem grafu pa parameter izgube.
Na podlagi slik 5.10 in 5.11 lahko ugotovimo, da ni bistvene razlike med
množicama podatkov v hitrosti konvergence parametrov k idealnim vrednostim.
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Slika 5.12: Polyphony RNN - število iteracij na sekundo
Na sliki 5.12 je prikazano število opravljenih iteracij učenja modela Polyphony
RNN na sekundo (torej gre za hitrost učenja). Na levem grafu vidimo hitrost
učenja modela Polyphony RNN na množici podatkov elektronske glasbe, na de-
snem grafu pa hitrost učenja modela Polyphony RNN na množici podatkov jazz
glasbe.
Iz slik 5.10, 5.11 in 5.12 lahko razberemo, da smo model Attention RNN učili
do dvajset tisoč iteracij učenja na obeh množicah podatkov.
Na sliki 5.12 lahko razberemo, da učenje modela Polyphony RNN poteka veliko
počasneje od učenja prej omenjenih modelov (npr. približno desetkrat počasneje
od modela Basic RNN), parametri modela pa tudi po dvajset tisoč iteracijah
še niso konvergirali k idealnim vrednostim. Zaradi pomanjkanja časa smo bili
prisiljeni učenje modela na tem mestu zaključiti.
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5.1.3 GRUV
Pri učenju modela GRUV smo prǐsli do deset tisoč iteracij pri obeh množicah
podatkov. Za primerjavo; avtorja orodja GRUV sta model učila do dva tisoč
iteracij [4]. Ker z rezultati nismo bili zadovoljni, smo namestili še alternativno
različico GRUV-a s podporo različici Keras knjižnice 2.0.2. To različico orodja
smo učili do tri tisoč iteracij in jo na koncu tudi uporabili za tvorjenje zvoka.
GRUV med učenjem sporoča vrednost parametra izgube (ang. loss), vrednost
izgube je po tri tisoč iteracijah učenja modela padla na približno 0,6. Avtorja
orodja GRUV, sta po dva tisoč iteracijah dobila vrednost izgube približno 0,8
[4], torej rezultati ustrezajo pričakovanim. V primerjavi z modeli orodja Google
Magenta je sicer ta vrednost malo vǐsja.
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5.2 Google Wavenet
Slika 5.13: Google Wavenet - jazz in elektronska glasba
Na sliki 5.13 je prikazano učenje Google Wavenet modela. Wavenet omogoča
uporabo funkcije Tensorboard za grafični prikaz parametra izgube. Iz levega
grafa lahko razberemo, da smo model Wavenet učili do sto pet tisoč iteracij na
množici podatkov elektronske glasbe. Na desnem grafu pa vidimo, da smo model
učili do sto petdeset tisoč iteracij na množici podatkov jazz glasbe. Kljub temu,
da smo množico podatkov jazz glasbe učili do skoraj petdeset tisoč iteracij več,
je parameter izgube ostal na približno enaki vrednosti - 3. Wavenet je imel od
uporabljenih orodij najvǐsjo vrednost parametra izgube, so pa tudi ostali uporab-
niki Wavenet-a na spletni strani Github poročali o podobnih končnih vrednostih
parametra.
Zaradi konsistentnosti smo pri obeh setih podatkov tvorili končno zvočno da-
toteko pri sto pet tisoč iteracijah učenja.
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5.3 Slušni testi
Pri evalvaciji rezultatov smo se odločili za izvedbo slušnih testov. Izdelali smo
anketo, v okviru katere so anketiranci najprej poslušali priložene zvočne datoteke,
nato pa odgovorili na nekaj vprašanj.
Vprašanjem smo priložili tvorjene zvočne posnetke in kontrolne vzorce. Kot
kontrolne vzorce smo uporabili zvočne posnetke, ki so služili kot vhodni podatki
pri učenju naših modelov.
Pri orodju Google Magenta, ki ne operira na zvočnih datotekah, ampak na
MIDI in MXL datotekah, smo se odločili, da bomo priložili kontrolne vzorce, tvor-
jene na podlagi vhodnih MIDI in MXL datotek, saj primerjava izvornih zvočnih
datotek in MIDI datotek ni smiselna. Ker moramo za poslušanje MIDI dato-
tek zvok najprej še sintetizirati, smo uporabili vtičnik v programu AbletonLive
(9.1.3.), ki za tvorjenje zvoka uporablja vzorce klavirja.
Na anketo je odgovarjalo pet anketirancev.
5.3.1 Prepričljivost
V prvem sklopu vprašanj smo preverili prepričljivost oz. naravnost tvorjenih
zvočnih datotek. Anketiranci so za vsak model poslušali štiri kraǰse (približno
deset sekund dolge) vzorce zvočnih posnetkov. Anketirance smo vprašali ali mi-
slijo, da je posamezen posnetek tvoril človek ali algoritem.
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5.3.1.1 Google Magenta
V sklopu modela Melody RNN smo preizkusili tri modele: Basic RNN, Lookback
RNN in Attention RNN. Anketiranci so zato poslušali za vsako množico vhodnih
podatkov po tri posnetke tvorjene glasbe in po en kontrolni vzorec. Za kontrolni
vzorec smo uporabili posnetek glasbe, ki je služila kot vhodni vzorec pri učenju
modela.
Slika 5.14: Rezultati ankete - model Melody RNN - jazz
Slika 5.15: Rezultati ankete - model Melody RNN - elektronska glasba
Na podlagi slik 5.14 in 5.15 lahko razberemo, da je bil v sklopu modela Melody
RNN pri obeh podatkovnih množicah najbolj prepričljiv model Lookback RNN,
sledi model Attention RNN, najslabše se je odrezal model Basic RNN.
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V sklopu modela Polyphony RNN so anketiranci poslušali za vsako množico
vhodnih podatkov po dva posnetka tvorjene glasbe in po dva kontrolna vzorca.
Za kontrolni vzorec smo uporabili posnetek glasbe, ki je služila kot vhodni vzorec
pri učenju modela.
Slika 5.16: Rezultati ankete - model Polyphony RNN - jazz
Slika 5.17: Rezultati ankete - model Polyphony RNN - elektronska glasba
Na podlagi slik 5.16 in 5.17 lahko ugotovimo, da je samo en vzorec tvorjene po-
lifonične jazz glasbe prepričal večji del anketirancev, ostali vzorci niso bili preveč
prepričljivi.
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5.3.1.2 GRUV
V sklopu modela GRUV so anketiranci poslušali za vsako množico vhodnih po-
datkov po dva posnetka tvorjene glasbe in po dva kontrolna vzorca. Za kontrolni
vzorec smo uporabili posnetek glasbe, ki je služila kot vhodni vzorec pri učenju
modela.
Slika 5.18: Rezultati ankete - model GRUV - jazz
Slika 5.19: Rezultati ankete - model GRUV - elektronska glasba
Iz slik 5.16 in 5.17 lahko ugotovimo, da se je GRUV pri prepričljivosti bolj




V sklopu modela Google Wavenet so anketiranci poslušali za vsako množico vho-
dnih podatkov po dva posnetka tvorjene glasbe in po dva kontrolna vzorca. Za
kontrolni vzorec smo uporabili posnetek glasbe, ki je služila kot vhodni vzorec
pri učenju modela.
Slika 5.20: Rezultati ankete - model Wavenet - jazz
Slika 5.21: Rezultati ankete - model Wavenet - elektronska glasba
Iz slik 5.16 in 5.17 lahko razberemo, da se je Wavenet pri prepričljivosti naj-
slabše odrezal, noben vzorec ni prepričal večjega dela anketirancev.
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5.3.1.4 Interpretacija rezultatov
Rezultate določanja prepričljivosti tvorjene glasbe si lahko razlagamo v smislu,
da človek lažje loči prave zvočne datoteke od tvorjenih, če je v tvorjenih posnetkih
prisoten tudi šum (npr. pri Google Wavenet-u in GRUV-u). Pri MIDI in MXL
datotekah, ki jih uporablja Google Magenta, načeloma ni razlik v zvočnih prvi-
nah posnetkov (ni prisotnosti šuma), zato je težje določiti algoritmično tvorjene
posnetke.
5.3.2 Žanrska prepričljivost
V drugem sklopu vprašanj smo preverili žanrsko prepričljivost oz. prepričljivost
žanrskih prvin v tvorjenih zvočnih posnetkih. Anketiranci so za vsak model
poslušali štiri kraǰse (približno deset sekund dolge) vzorce zvočnih posnetkov.
Potem smo anketirancem ponudili izbiro dveh žanrov; žanr jazz glasbe in žanr




V sklopu modela Melody RNN so anketiranci poslušali za vsako množico vhodnih
podatkov po en posnetek tvorjene glasbe.
Slika 5.22: Rezultati ankete - model Melody RNN - žanrska prepričljivost
Na sliki 5.22 vidimo, da je večji del anketirancev izbral pravilni žanr glasbe.
V sklopu modela Polyphony RNN so anketiranci poslušali za vsako množico
vhodnih podatkov po en posnetek tvorjene glasbe.
Slika 5.23: Rezultati ankete - model Polyphony RNN - žanrska prepričljivost
Na sliki 5.23 vidimo, da je večji del anketirancev izbral pravilni žanr glasbe.
5.3 Slušni testi 57
5.3.2.2 GRUV
V sklopu modela GRUV so anketiranci poslušali za vsako množico vhodnih po-
datkov po en posnetek tvorjene glasbe.
Slika 5.24: Rezultati ankete - model GRUV - žanrska prepričljivost
Na sliki 5.24 lahko razberemo, so vsi anketiranci izbrali pravilni žanr glasbe.
5.3.2.3 Google Wavenet
V sklopu modela Google Wavenet so anketiranci poslušali za vsako množico vho-
dnih podatkov po en posnetek tvorjene glasbe.
Slika 5.25: Rezultati ankete - model Wavenet - žanrska prepričljivost
Kot se vidi na sliki 5.25, so vsi anketiranci izbrali pravilni žanr glasbe.
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5.3.2.4 Interpretacija rezultatov
Kar se tiče prepričljivosti žanrskih prvin glasbe, so anketiranci pravilno izbrali
žanr pri vseh modelih, pri modelih GRUV in Google Wavenet celo brez napak.
Rezultate si lahko razlagamo v smislu, da je lažje določiti žanr, če so prisotne
še druge glasbene prvine (npr. tekstura zvoka), poleg melodije same; zato so
rezultati modelov GRUV in Google Wavenet, ki operirata na surovih zvočnih
posnetkih in tvorita surov zvok, bolǰsi.
5.3.3 Primerjava modelov
V sklopu primerjave modelov, smo se odločili za ločeno primerjavo modelov orodja
Google Magenta in orodij GRUV in Wavenet, razlog smo navedeli v sekciji 5.3.
Anketiranci so za vsak model poslušali po štiri kraǰse (približno deset sekund
dolge) vzorce zvočnih posnetkov pri vsakem vprašanju.
Pri prvem vprašanju so anketiranci primerjali kakovost modelov oz. pripa-
dajočih tvorjenih zvočnih posnetkov. Razvrstili so jih od prvega do četrtega
mesta.
Pri drugem vprašanju so anketiranci določili melodičnost tvorjenega zvoka,
uporabili smo Likartovo lestvico (od ena do pet).
Pri tretjem vprašanju so anketiranci določili konsistentnost tvorjenega zvoka,
tudi tu smo uporabili Likartovo lestvico (od ena do pet).
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5.3.3.1 Google Magenta
V sklopu modela Google Magenta smo preizkusili štiri modele: Basic RNN, Lo-
okback RNN, Attention RNN in Polyphony RNN. Anketiranci so zato poslušali
štiri tvorjene posnetke za vsako množico podatkov. Nato so odgovorili na tri
vprašanja. Pri prvem vprašanju so anketiranci razvrstili modele po kakovosti od
prvega do četrtega mesta.
Slika 5.26: Rezultati ankete - kakovost modelov - jazz
Slika 5.27: Rezultati ankete - kakovost modelov - elektronska glasba
Na slikah 5.26 in 5.27 lahko vidimo povprečno mesto posameznega modela
glede na razvrstitev modelov s strani anketirancev. Vidimo, da so rezultati po-
dobni za obe množici podatkov. Model Polyphony RNN torej izkazuje najvǐsjo
kakovost. Model Basic RNN je pri obeh množicah podatkov končal na zadnjem
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mestu. Modela Lookback RNN in Attention RNN sta glede na rezultate nekje
vmes.
Pri drugem vprašanju so anketiranci določili melodičnost posnetkov. Upora-
bili smo Likartovo lestvico (od ena do pet).
Slika 5.28: Rezultati ankete - melodičnost modelov - jazz
Slika 5.29: Rezultati ankete - melodičnost modelov - elektronska glasba
Na podlagi slik 5.28 in 5.29, kjer vidimo povprečno oceno melodičnosti posa-
meznega posnetka, lahko ugotovimo, da so rezultati podobni pri obeh množicah
podatkov in se ujemajo z rezultati določanja kakovosti modelov.
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Pri tretjem vprašanju so anketiranci določili konsistentnost posnetkov. Tudi
tu smo uporabili Likartovo lestvico (od ena do pet).
Slika 5.30: Rezultati ankete - konsistentnost modelov - jazz
Slika 5.31: Rezultati ankete - konsistentnost - elektronska glasba
Na podlagi slik 5.30 in 5.31, kjer vidimo povprečno oceno konsistentnosti posa-
meznega posnetka, lahko ugotovimo, da so rezultati podobni pri obeh množicah
podatkov in se ujemajo z rezultati določanja kakovosti modelov ter z rezultati
določanja konsistentnosti modelov.
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5.3.3.2 GRUV in Google Wavenet
V tej sekciji smo primerjali dva modela: GRUV in Google Wavenet. Anketiranci
so zato poslušali dva tvorjena posnetka za vsako množico podatkov. Nato so
odgovorili na tri vprašanja. Pri prvem vprašanju so anketiranci razvrstili modela
po kakovosti, izbirali so lahko med oznakama bolǰsi in slabši model.
Slika 5.32: Rezultati ankete - kakovost modelov - jazz
Slika 5.33: Rezultati ankete - kakovost modelov - elektronska glasba
Glede na sliki 5.32 in 5.33, kjer vidimo povprečno mesto posameznega mo-
dela glede na razvrstitev modelov s strani anketirancev, lahko ugotovimo, da je
večina anketirancev za bolǰsi model izbrala Google Wavenet pri obeh množicah
podatkov.
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Pri drugem vprašanju so anketiranci določili melodičnost posnetkov. Upora-
bili smo Likartovo lestvico (od ena do pet).
Slika 5.34: Rezultati ankete - melodičnost modelov - jazz
Slika 5.35: Rezultati ankete - melodičnost modelov - elektronska glasba
Na slikah 5.34 in 5.35 vidimo povprečno oceno melodičnosti posameznega
posnetka, lahko ugotovimo, da so rezultati podobni pri obeh množicah podatkov
in se ujemajo z rezultati določanja kakovosti modelov.
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Pri tretjem vprašanju so anketiranci določili konsistentnost posnetkov. Upo-
rabili smo Likartovo lestvico (od ena do pet).
Slika 5.36: Rezultati ankete - konsistentnost modelov -jazz
Slika 5.37: Rezultati ankete - konsistentnost - elektronska glasba
Iz slik 5.36 in 5.38 lahko razberemo povprečno oceno konsistentnosti posa-
meznega posnetka. Ugotovimo lahko, da so rezultati podobni pri obeh množicah
podatkov in se ujemajo z rezultati določanja kakovosti modelov in konsistentnosti
modelov.
5.3.3.3 Interpretacija rezultatov
Rezultati primerjave melodičnosti in konsistentnosti modelov so skoraj identični
rezultatom primerjave kakovosti modelov.
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Rezultati se skladajo s kompleksnostjo modelov, najkompleksneǰsi model tako
izkazuje najvǐsjo kakovost, najenostavneǰsi pa najnižjo. Podobnost primerjave
kakovosti, melodičnosti in konsistentnosti modelov kažejo na to, da so te lastnosti
modelov očitno med seboj odvisne. Tudi intuitivno lahko pričakujemo, da bo




Na koncu smo zbrali vse rezultate ankete in sestavili dve tabeli.
Tabela 5.1: Ocenjene lastnosti modelov - množica podatkov jazz glasbe
Prepričljivost Prepričljivost žanra Kakovost Melodičnost Konsistentnost VSE LASTNOSTI
Basic RNN 0,2 0,8 0,3 0,24 0,24 0,36
Lookback RNN 0,8 0,8 0,55 0,48 0,52 0,63
Attention RNN 0,8 0,8 0,7 0,72 0,72 0,75
Polyphony RNN 0,3 1 0,95 0,92 0,96 0,83
GRUV 0,1 1 0,4 0,48 0,52 0,50
Google Wavenet 0,1 1 0,6 0,56 0,56 0,56
VSI MODELI 0,38 0,90 0,58 0,57 0,59
Tabela 5.2: Ocenjene lastnosti modelov - množica podatkov elektronske glasbe
Prepričljivost Prepričljivost žanra Kakovost Melodičnost Konsistentnost VSE LASTNOSTI
Basic RNN 0,2 0,6 0,35 0,32 0,32 0,36
Lookback RNN 0,6 0,6 0,7 0,64 0,68 0,64
Attention RNN 0,2 0,6 0,65 0,64 0,68 0,55
Polyphony RNN 0,2 0,6 0,8 0,8 0,8 0,64
GRUV 0,3 1 0 0,24 0,2 0,35
Google Wavenet 0,1 1 1 0,84 0,84 0,76
VSI MODELI 0,27 0,73 0,58 0,58 0,59
V tabelah 5.3.4 in 5.3.4 vidimo relativne vrednosti ocen, ki so jih podali
anketiranci za posamezno lastnost pri posameznem modelu.
V vrstici VSE LASTNOSTI lahko razberemo povprečno vrednost vseh oce-
njenih lastnosti posameznega modela pri izbrani množici podatkov.
V vrstici VSI MODELI lahko razberemo povprečno vrednost posamezne
lastnosti vseh ocenjenih modelov pri izbrani množici podatkov.
• Pri prepričljivosti smo upoštevali relativni delež števila anketirancev, ki so
za računalnǐsko tvorjene posnetke domnevali, da jih je tvoril človek. Pri
tistih modelih, kjer so anketiranci ocenili več vzorcev, smo izračunali pov-
prečje relativnih deležev.
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• Pri lastnosti prepričljivosti žanra smo upoštevali relativni delež števila an-
ketirancev, ki so izbrali pravilni žanr tvorjene glasbe.
• Pri lastnosti kakovosti smo izračunali povprečno mesto, na katero je model
razvrstilo pet ocenjevalcev, nato pa delili s številom mest pri posamezni
razvrstitvi.
• Pri lastnosti melodičnosti in konsistentnosti smo uporabili Likartovo le-
stvico (od ena do pet), zato smo povprečno oceno lastnosti delili s številom
pet.
5.3.4.1 Sklepi skupne analize
Na podlagi tabele 5.3.4 lahko ugotovimo, da je bil pri tvorjenju jazz glasbe naj-
bolj uspešen model Polyphony RNN, saj ima najvǐsjo vrednost povprečja vseh
lastnosti. Najmanj uspešen je bil model Basic RNN. Razberemo lahko tudi, da
so anketiranci pri jazz glasbi najbolj zanesljivo izbirali pravilno zvrst oz. žanr
glasbe, saj ima prepričljivost žanra najvǐsje povprečje vseh modelov. Najslabše
so ocenili prepričljivost oz. naravnost tvorjene jazz glasbe.
Iz tabele 5.3.4 lahko razberemo, da je bil pri tvorjenju elektronske glasbe
najbolj uspešen model Google Wavenet RNN, saj ima najvǐsjo vrednost povprečja
vseh lastnosti. Najmanj uspešen je bil model Basic RNN. Ugotovimo lahko tudi,
da so pri elektronski glasbi anketiranci najbolj zanesljivo izbirali pravilno zvrst
oz. žanr glasbe, saj ima prepričljivost žanra najvǐsje povprečje vseh modelov.
Najslabše so ocenili prepričljivost oz. naravnost tvorjene elektronske glasbe.
Če primerjamo tabeli 5.3.4 in 5.3.4, opazimo, da so lastnosti kakovosti, me-
lodičnosti in konsistentnosti zelo podobno ocenjene pri obeh množicah podatkov.
Pri množici podatkov jazz glasbe sta lastnosti prepričljivosti oz. naravnosti in
prepričljivosti žanra celo malo bolje ocenjeni, kot pri množici podatkov elektron-
ske glasbe. Tudi po povprečjih vseh lastnosti posameznih modelov, lahko vidimo,
da je učenje modelov na množici vhodnih podatkov jazz glasbe bolj prepričalo
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anketirance. Rezultat si lahko npr. razlagamo v smislu, da je težje modelirati
prepričljivo melodično glasbo.
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Na podlagi tabel 5.3.4 in 5.3.4 smo tvorili grafa 5.38 in 5.39, ki še grafično
prikazujeta rezultate ankete.
Slika 5.38: Graf rezultatov ankete - jazz glasba
Slika 5.39: Graf rezultatov ankete - elektronska glasba
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6 Zaključek
Rezultati slušnih testov kažejo na to, da je z nevronskimi mrežami mogoče tvoriti
prepričljive melodije, tudi žanrske prvine se lahko prepričljivo oblikujejo, kjub
temu pa človeško uho še vedno precej zanesljivo loči izvorne zvočne posnetke od
tvorjenih.
Kar se tiče posameznih modelov, ima Google Magenta še veliko potenciala
za nadaljno delo. V tem delu nam je uspelo preizkusiti samo nekaj modelov v
sklopu Google Magente, medtem se projekt še vedno razvija, nastajajo tudi novi
modeli. Tudi z uporabljenimi modeli bi lahko še nadalje eksperimentirali, obstaja
npr. možnost spreminjanja števila plasti nevronske mreže, ker pa učenje modelov
traja veliko časa, te možnosti nismo uspeli realizirati.
Največji problem pri uporabi orodja Google Magenta je sicer pretvorba
zvočnih posnetkov v MIDI in MXL datoteke. Če bi uporabili obstoječe MIDI
in MXL datoteke, bi si delo precej olaǰsali. Sicer nam je datoteke izbranih po-
datkovnih množic uspelo pretvoriti, se je pa že tu pojavil dodaten faktor napake,
ki je gotovo precej poslabšal končne rezultate.
Z rezultati orodja GRUV nismo bili preveč zadovoljni, učenje mreže poteka
zelo počasi, rezultati so pa precej slabši od ostalih dveh modelov. V tvorjenih
zvočnih datotekah se slǐsi vzorce izvorne zvočne datoteke, torej gre verjetno za
pretirano prilagajanje nevronske mreže. Sicer se tudi v tvorjenih posnetkih, ki sta




Najbolj smo bili zadovoljni z rezultati orodja Google Wavenet. Nažalost smo
bili zaradi premalo zmogljivega računalnika prisiljeni močno zmanǰsati parametre
modela, da je model lahko delal. Velikost vzorcev smo zmanǰsali iz približno šestih
sekund na eno sekundo, model pa se z močno zmanǰsanim zaznavnim poljem ne
more naučiti dlje trajajočih vzorcev v vhodnih datotekah. Rezultati bi bili lahko
torej precej bolǰsi, če bi imeli dostop do zmogljiveǰsega računalnika. Poskusili
smo tudi npr. povečati število plasti nevronske mreže modela, vendar je program
sporočil napako pomanjkanja spomina.
Pri raziskovanju obstoječih topologij nevronskih mrež smo našli še več
različnih rešitev, ki bi jih lahko preizkusili, če bi želeli nadaljevati raziskavo v
zastavljeni smeri. Obstajajo npr. enostavneǰse implementacije skritega modela
Markova za ustvarjanje generativne glasbe, ki bi jih lahko preizkusili kot enostav-
neǰso alternativo nevronskim mrežam.
Lahko bi tudi poskusili razviti svoj model na podlagi odprtokodnih knjižnic
kot so npr. Keras, Tensorflow, Theano. V sekciji 2.2.1 smo predstavili novosti
na področju globokega učenja, ki zaenkrat še niso bile uporabljene v globokih
modelih za računalnǐsko tvorjenje glasbe (mreža LSTM [7], avtocestne mreže [8],
ortogonalne zaporne povratne enote [9]).
Rezultati tega dela dokazujejo, da je uporaba nevronskih mrež za ustvarjanje
glasbe povsem legitimna možnost, očitno pa razvoj nevronskih mrež še ni na tako
visokem nivoju, da bi nevronske mreže pretentale človeški sluh.
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