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ON SOFIC GROUPS, KAPLANSKY’S CONJECTURES, AND
ENDOMORPHISMS OF PRO-ALGEBRAIC GROUPS
XUAN KIEN PHUNG
Abstract. Let G be a group. Let X be a connected algebraic group over an algebraically
closed field K. Denote by A = X(K) the set of K-points of X . We study a class of
endomorphisms of pro-algebraic groups, namely algebraic group cellular automata over
(G,X,K). They are cellular automata τ : AG → AG whose local defining map is induced
by a homomorphism of algebraic groups XM → X where M ⊂ G is a finite memory set
of τ . Our first result is that when G is sofic, such an algebraic group cellular automaton
τ is invertible whenever it is injective and char(K) = 0. When G is amenable, we show
that an algebraic group cellular automaton τ is surjective if and only if it satisfies a weak
form of pre-injectivity called (•)-pre-injectivity. This yields an analogue of the classical
Moore-Myhill Garden of Eden theorem. We also introduce the near ring R(K,G) which
is K[Xg : g ∈ G] as an additive group but the multiplication is induced by the group
law of G. The near ring R(K,G) contains naturally the group ring K[G] and we extend
Kaplansky’s conjectures to this new setting. Among other results, we prove that when G
is an orderable group, then all one-sided invertible elements of R(K,G) are trivial, i.e.,
of the form aXg + b for some g ∈ G, a ∈ K
∗, and b ∈ K. This in turns allows us to
show that when G is locally residually finite and orderable (e.g. Zd or a free group), all
injective algebraic cellular automata τ : CG → CG are of the form τ(x)(h) = ax(g−1h)+ b
for all x ∈ CG, h ∈ G for some g ∈ G, a ∈ C∗, and b ∈ C.
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1. Introduction
For the notations, let N := {0, 1, . . . }. We fix throughout an algebraically closed field K
unless stated otherwise. A K-algebraic variety means a reduced K-scheme of finite type
and algebraic groups are assumed to be reduced. Every ring is assumed unital.
Cellular automata were first studied by von Neumann in the late 1940’s as models of
computation and of artificial life. We first recall some basic definitions (see [10]).
Fix a set A, called the alphabet, and a group G, called the universe. The set of maps
AG := {c : G→ A} is called the set of configurations. The Bernoulli shift action G×AG →
AG is defined by (g, c) 7→ gc, where (gc)(h) := c(g−1h) for all g, h ∈ G and c ∈ AG. For
Ω ⊂ G and c ∈ AG, we define the restriction c|Ω ∈ A
Ω by c|Ω(g) := c(g) for all g ∈ Ω.
A cellular automaton over the group G and the alphabet A is a map τ : AG → AG
admitting a finite subset M ⊂ G and a map µ : AM → A such that
(1.1) (τ(c))(g) = µ((g−1c)|M) for all c ∈ A
G and g ∈ G.
Such a set M is called a memory set of τ and µ is called the associated local defining map.
Every cellular automaton τ : AG → AG is G-equivariant and continuous with respect to
the prodiscrete topology on AG.
Two configurations c1, c2 ∈ A
G are almost equal if {g ∈ G : c1(g) 6= c2(g)} is a finite
set. A cellular automaton τ : AG → AG is pre-injective if τ(c1) = τ(c2) implies c1 = c2
whenever c1, c2 ∈ A
G are almost equal. A cellular automaton τ : AG → AG is a linear
cellular automaton if A is a finite-dimensional vector space and τ is a linear map.
In [19], Gromov brought out a fascinating trialogue between group theory, symbolic
dynamics, and algebraic geometry. The surjunctivity property, i.e., injectivity implies
surjectivity, is established in [19] for a certain class of endomorphisms of symbolic algebraic
varieties under some variations on amenability hypotheses. For a finite alphabet A, Gromov
and Weiss prove the surjunctivity of cellular automata τ : AG → AG over any sofic group
G (cf. [19], [33]). No non-sofic groups are currently known and the conjecture that this
surjunctivity result holds for any group G is known as the Gottschalk conjecture (cf. [18]).
Remarkably, for endomorphisms of algebraic varieties, the surjunctivity property is valid
and known as the Ax-Grothendieck theorem (cf. [2] and [21, Proposition 10.4.11])).
An interesting class of endomorphisms studied by Gromov in [19] is CAalg(G,X,K)
consisting of algebraic cellular automata over (G,X,K). This class is introduced in a more
general context in [12] and [13]. Here G is a group and X is a K-algebraic variety. More
specifically, let A := X(K) denote the set of K-points of X , i.e., K-scheme morphisms
Spec(K)→ X . A cellular automaton τ : AG → AG is an algebraic cellular automaton over
(G,X,K) if τ admits a memory set M with local defining map µ : AM → A induced by
composition with some K-scheme morphism f : XM → X , i.e., µ = f (K) : AM → A, where
XM is the K-fibered product of copies of X indexed by M (cf. [12, Definition 1.1]). When
G is trivial, we recover the notion of endomorphisms of an algebraic variety.
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When G is amenable and K = C, the results in [19] imply that such algebraic cellular
automata τ are surjunctive (cf. [19, 2.C’, 7.G’]). It is shown in [12, Theorem 1.2] that if
G is locally residually finite, and if X is complete or char(K) = 0, then injective algebraic
cellular automata over (G,X,K) are surjunctive.
A bijective cellular automaton is reversible if its inverse is also a cellular automaton.
When the alphabet is finite, it is well-known that every bijective cellular automaton is
reversible (see e.g., [10, Theorem 1.10.2]). This property is false in general when the
alphabet is infinite as the inverse map may have an infinite memory set (cf. [10, Example
1.10.3]). However, [12, Theorem 1.3] settles the reversibility property in CAalg(G,X,K)
for every group G and every K-algebraic variety X provided K is uncountable or X is
complete. On the other hand, given τ ∈ CAalg(G,X,K) which is reversible, it is not clear
a priori whether τ is invertible in CAalg(G,X,K), namely, the inverse map τ
−1 is also
an element of CAalg(G,X,K). A positive answer is recently given in [12, Theorem 1.4]
when G is locally residually finite and char(K) = 0. The result generalizes (by setting G
the trivial group) the invertibility property of endomorphism of algebraic varieties proved
by Nowak (cf. [24]). To this point, we can expect the surjunctivity and the invertibility
property to hold in the class of algebraic cellular automata. More concretely,
Question 1. Let G be a group. Let X be a K-algebraic variety. Suppose that char(K) = 0
and τ ∈ CAalg(G,X,K) is injective. Is it true that τ is bijective and its inverse map
τ−1 : AG → AG is also an element of CAalg(G,X,K)?
Now let G be a group. Let X be a K-algebraic group and A := X(K). A cellular
automaton τ : AG → AG is an algebraic group cellular automaton over (G,X,K) if τ admits
a memory set M with local defining map µ : AM → A induced by some homomorphism
of K-algebraic groups f : XM → X . Denote CAalgr(G,X,K) ⊂ CAalg(G,X,K) the class
consisting of algebraic group cellular automata over (G,X,K).
The first goal of this paper is to settle Question 1 for the class CAalgr(G,X,K) whenever
the group G is sofic. More precisely, we obtain (cf. Section 7):
Theorem 1.1. Let G be a sofic group. Let X be a connected K-algebraic group. Suppose
that char(K) = 0 and τ ∈ CAalgr(G,X,K) is injective. Then τ is surjective and hence
bijective. Moreover, its inverse map τ−1 : AG → AG is also an element of CAalgr(G,X,K).
Remark that Theorem 1.1 is false in positive characteristic because of the Frobenius map
(cf. Example 11.1). The condition char(K) = 0 is thus necessary in both Theorem 1.1
and in Question 1. Every finite dimensional vector space A over the algebraically closed
field K is a K-algebraic group. Hence, Theorem 1.1 generalizes the corresponding known
result for the class CAlin(G,A,K) consisting of linear cellular automata τ : A
G → AG (cf.
[7]). When G is residually finite, the connectedness condition in Theorem 1.1 on X can be
dropped as follows (cf. Theorem 5.2 and Section 6).
Theorem 1.2. Let G be a locally residually finite group. Let X be a K-algebraic group.
Suppose that char(K) = 0 and τ ∈ CAalgr(G,X,K) is injective. Then τ is bijective.
Moreover, the inverse map τ−1 : AG → AG is also an element of CAalgr(G,X,K).
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Remark that the algebraic group X is not necessarily complete in Theorem 1.2 and
Theorem 1.1. Hence, our result extends the result of [12, Theorem 1.2].
A ring T is directly finite or Dedekind finite if for all c, d ∈ T , cd = 1 implies dc = 1. The
ring T is stably finite if every matrix ring Matn(T ) (n ≥ 1) is directly finite. Kaplansky
conjectured in [23] that for every field k and any group G, the group ring k[G] (i.e., the k-
algebra with G as basis and multiplication defined by the group product on basis elements
and the distributive law) is directly finite. He proved the conjecture himself in [23] when
k = C. With the theory of operator algebras, it is shown in [16] that k[G] is directly finite
for every field k and every sofic group G. In fact, k[G] is directly finite for every sofic group
G whenever k is a division ring (cf. [16] and [1]) or more generally a left (or right) Artinian
ring (cf. [8]). It is natural to expect that the group ring R[G] is directly finite for every
directly finite ring R and every group G. Every left Noetherian ring is directly finite and
it is established recently in [26] that R[G] is stably finite for every left Noetherian ring R
and every sofic group G with the tool of sofic mean length introduced in the same paper
loc. cit.. To the author’s knowledge, results in [1], [8], [16], and [26] are the most general
on the stably direct finiteness of R[G].
Using the ring isomorphism k[G] ≃ CAlin(G, k, k), another proof of the direct finiteness
of k[G] for k a field and G a sofic group is given in [7] by establishing the surjectivity
property for elements of CAlin(G, k, k). In general, for a group G and a K-algebraic
variety X , CAalg(G,X,K) is a monoid for the composition of maps (cf. [12, Proposition
3.3]) and we have the following logical relation for elements of CAalg(G,X,K):
(1.2) surjunctivity =⇒ direct finiteness
as follows. Assume the surjunctivity for CAalg(G,X,K) and let σ, τ ∈ CAalg(G,X,K)
with σ ◦ τ = Id. Then τ is clearly injective. By surjunctivity, τ is thus bijective and it
follows at once that τ ◦ σ = Id. Hence, we can use pointwise method and properties of
cellular automata such as the surjunctivty to obtain formal point-free results such as the
stable finiteness for the group ring K[G] ≃ CAlin(G,K,K). The reverse procedure is also
very helpful. Indeed, let A1 denote the affine line. We shall see below (cf. the discussion
after Question 2) that in each case where Question 1 holds true, the unit conjecture (cf.
Conjecture 10.10, Theorem 1.4) for the near ring R(K,G) ≃ CAalg(G,A
1, K) (cf. (1.3))
implies a classification of injective maps in CAalg(G,A
1, K) (cf. Question 2, Theorem 1.5).
There is a natural R-linear ring isomorphism R[G] ≃ CAalgr(G,X,K) where R =
End(X) is the endomorphism ring of a commutative algebraic group X (cf. Proposition
9.3). As an application, our results on CAalgr(G,X,K) implies following stable finiteness
of group rings (cf. Corollary 9.6).
Corollary 1.3. Given a sofic group G and a commutative K-algebraic group X with en-
domorphism ring R = End(X), the group ring R[G] is stably finite in the following cases:
(i) G is sofic and X is connected;
(ii) G is locally residually finite.
By setting X = Kn, R = Matn(K), one recovers the results in [16] and [7]. To the
limit of the author’s knowledge, it seems, unfortunately, that there is no examples of
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endomorphism rings of a commutative algebraic group that cannot be embedded inside a
Noetherian ring.
With a group G and a ring L, one can associate a near ring (R(L,G),+, ⋆) which is
(L[Xg : g ∈ G],+) as an additive group but its multiplication law ⋆ is induced by the
group law of G as a generalized form of the convolution product (cf. Section 10). R(L,G)
contains the group ring L[G] as the subring consisting of homogeneous polynomials of
degree 1 (Proposition 10.5). We can thus extend accordingly Kaplansky’s conjectures to
R(L,G) (cf. Conjecture 10.10). The near ring R(L,G) arises naturally in the context of
algebraic cellular automata via a canonical isomorphism of near rings (Theorem 10.8)
(1.3) Φ: R(L,G)→ CAalg(G,A
1, L)
whenever L is commutative and such that the polynomial ring L[T ] has no nonzero poly-
nomial that vanishes identically as a function L→ L (e.g., L is an infinite field).
Mal’cev’s results on Kaplansky’s unit conjecture for orderable groups [28] can be ex-
tended to the near ring R(L,G) (cf. Theorem 10.14) as follows:
Theorem 1.4. Given an orderable group G and an integral domain L, if α, β ∈ R(L,G)
and α ⋆ β = X1G then α = aXg − ab, β = a
−1Xg−1 + b for some g ∈ G, a ∈ L
∗, and b ∈ L.
From Theorem 1.4 and results in [12], we obtain a nontrivial classification of injective
maps in CAalg(G,A
1,C) (cf. Corollary 10.15)). The result can be seen as a generalization
of the trivial fact saying that every polynomial injective self-map τ : C→ C must be of the
form τ(x) = ax+ b for some a ∈ C∗ and b ∈ C.
Theorem 1.5. Let G be an orderable and locally residually finite group (e.g. Zd or a free
group). Assume τ ∈ CAalg(G,A
1,C) is injective. Then there exists g ∈ G, a ∈ C∗, and
b ∈ C such that for all x ∈ CG and h ∈ G, we have
τ(x)(h) = ax(g−1h) + b.
Therefore, Theorem 1.5 gives some evidence for the following classification question:
Question 2. Let G be a torsion free group. Suppose that τ ∈ CAalg(G,A
1,C) is injective.
Does there exist g ∈ G, a ∈ C∗, and b ∈ C such that for all x ∈ CG and h ∈ G, we have
τ(x)(h) = ax(g−1h) + b ?
Our main supporting motivation for Question 2 is that it is a direct consequence of
Question 1 and the unit Kaplansky’s conjecture 10.10 for R(C, G). Indeed, let τ ∈
CAalg(G,A
1,C) and let α = Φ−1(τ) ∈ R(C, G) (cf. (1.3)). If τ is injective, then Question
1 implies that τ is invertible in CAalg(G,A
1,C). Hence, α is also invertible in R(C, G) and
by the unit Kaplansky’s conjecture 10.10, α = aXg + b for some g ∈ G, a ∈ C
∗, and b ∈ C.
This in turns implies that τ(x)(h) = ax(g−1h) + b for all x ∈ CG and h ∈ G. Remark that
the condition saying G is torsion free is necessary in both the unit Kaplansky’s conjecture
10.10 for R(C, G) and Question 2 (cf. Example 11.4).
As R(L,G) is not a ring in general, it is not clear a priori if, for R(L,G), the unit
conjecture implies the zero-divisor and the idempotent conjectures, as for the group ring
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L[G]. However, we can obtain the following properties on solutions of polynomial equations
in R(L,G) (cf. Section 10). For α ∈ R(L,G) and a polynomial P (x) =
∑
n cnx
n ∈ L[x],
define P (α) := c0 +
∑
n≥1 cnα
(⋆n) where α(⋆n) := α ⋆ · · · ⋆ α (n-times) for n ≥ 1.
Theorem 1.6. Let G be an orderable group and let L be a domain. For all α, β ∈ R(L,G),
a ∈ L and P ∈ L[x] a nonconstant polynomial, we have:
(i) α ⋆ β = 0 implies α = 0 or β is a constant;
(ii) P (α) = aX1G implies α = cX1G+d for some c, d ∈ L. In particular, α
(⋆2) = α implies
α = X1G + d where d ∈ L, 2d = 0 or α is a constant.
Remark again that Theorem 1.6 and Isomorphism (1.3) imply, for example, that if the
group G is orderable, every idempotent algebraic cellular automaton τ : CG → CG must be
the identity or a constant map: τ(x) = x for every x ∈ CG or τ(x) ≡ cG for some c ∈ C.
The classical Myhill-Moore Garden of Eden theorem (cf. [31], [30]) states that a cel-
lular automaton with finite alphabet over the group Zd is pre-injective if and only if it
is surjective. It is an equivalence between a local property (pre-injectivity) and a global
one (surjectivity). As injectivity =⇒ pre-injectivity, Myhill-Moore Garden of Eden the-
orem strengthens the surjunctivity property for cellular automata over a finite alphabet
when G = Zd. The theorem was extended to cellular automata with finite alphabet over
amenable groups in [14]. Another version in [6] states that a linear cellular automaton
is pre-injective if and only if it is surjective, which gives a characterization of amenable
groups (cf. [3], [4]). See the survey [11] for the history and various recent research related
to Garden of Eden theorem. As for the class CAalg, Gromov asked at the end of [19]:
8.J. Question. Does the Garden of Eden theorem generalize to the proal-
gebraic category? First, one asks if pre-injective =⇒ surjective, while the
reverse implication needs further modification of definitions.
Results in [13] give a positive answer to Gromov’s question for algebraic cellular au-
tomata over (G,X,K) where G is an amenable group and X is an irreducible complete
K-algebraic variety. The authors show that the Myhill property, i.e., pre-injectivity implies
surjectivity, holds for such algebraic cellular automata, while the Moore property, i.e., sur-
jectivity implies pre-injectivity, is false in general because of non bijective covering maps,
but it holds if we replace pre-injectivity by a weaker notion, namely (∗)-pre-injectivity (cf.
[13, Theorem 1.1, Theorem 1.3]). Moreover, it was shown in [13] that surjectivity and
(∗)-pre-injectivity are equivalent. This yields an analogue of the Garden of Eden theorem
for (complete) algebraic cellular automata.
It is not known whether the Myhill property holds for all algebraic cellular automata over
amenable groups. Note that there are counter-examples when G is not an amenable group
(see [13, Example 8.5]). To establish similar results for algebraic group cellular automata,
we introduce a refined notion of (∗)-pre-injectivity called (•)-pre-injectivity (cf. Defini-
tion 8.1) which is also implied by pre-injectivity. Using the algebraic mean dimension
mdimF (cf. Section 3.3), we shall prove the following (cf. Theorem 8.6):
Theorem 1.7. Let G be an amenable group and let X be a connected K-algebraic group.
Let τ ∈ CAalgr(G,X,K). Then τ is surjective if and only if τ is (•)-pre-injective.
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Corollary 1.8. Let the hypotheses be as in Theorem 1.7, then τ has the Myhill property,
i.e., τ is surjective whenever it is pre-injective.
Our paper is organized as follows. Background materials are collected in Section 2. We
recall some fundamental theorems of algebraic groups and necessary properties of sofic
and amenable groups. The definition and elementary properties of algebraic group cellular
automata are presented in Section 3. We recall also in this section the notion of algebraic
mean dimension mdimF introduced in [13]. In Section 4, we give a nonemptyness criterion
for the limit of an inverse system of algebraic varieties (Lemma 4.1). A fundamental
property of images of cellular automata, namely the closed image property (with respect to
the prodiscrete topology), is established for algebraic group cellular automata in Section 5
(Theorem 5.1). As an application, we obtain the surjunctivity of algebraic group cellular
automata when the universe is a locally residually finite group (Theorem 5.2). Section 6
contains the key technical result (Proposition 6.2) necessary for the proof of Theorem 1.1
presented in Section 7. Proposition 6.2 yields also the invertibility of any bijective algebraic
group cellular automata (Theorem 6.4) and completes the proof of Theorem 1.2. We
introduce analogous notions of (∗)- and (∗∗)-pre-injectivity given in [13], namely (•)- and
(••)-pre-injectivity (cf. Definition 8.1) and shows that they are all equivalent in the context
of Theorem 1.7 (cf. Proposition 8.3). Using results in [13] and Theorem 5.1, a variant of
the Garden of Eden theorem for algebraic group cellular automata (Theorem 8.6) is proved
which implies also Theorem 1.7 and Corollary 1.8. The proof of Theorem 1.3 is presented in
Section 9. The definition of the near ring R(K,G) and the proof of Theorem 1.4, Theorem
1.6 are discussed in Section 10. Several counter-examples are given in Section 11.
Suppose that G is an amenable group and X is a K-algebraic group. Let A := X(K)
and τ ∈ CAalgr(G,X,K). Our results concerning the Garden of Eden theorem for τ can
be summarized in the following diagram.
Surjectivity
mdimF (τ(A
G)) = dim(A)
(••)-pre-injectivity (•)-pre-injectivity
Pre-injectivity
Injectivity
X connected (Prop. 8.4)
Prop. 8.5.(i)
X connected (Prop. 8.5.(ii))
X connected (Prop. 8.3.(iv))
τ linear (Prop. 8.8)
τ linear or X finite (Prop. 8.8, [13, Ex. 8.1])
Prop. 8.3.(i)
Prop. 8.3.(i)
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2. Notations and preliminary results
2.1. Algebraic varieties. For each K-algebraic variety X , we shall frequently use the
canonical identification X(K) = X0, where X0 denotes the set of closed points of X (cf.
[22, Corollaire 6.4.2]). We equip A := X(K) with the induced Zariski topology on X0.
Then A is a Noetherian T1 topological space. Every point of A is a closed point and
every subspace is quasi-compact. Note that A is nonempty whenever X is nonempty. Let
f : X → Y be a morphism of K-algebraic varieties. Then f induces by composition a map
on K-points f (K) : X(K)→ Y (K) which coincides with the map f |X0 : X0 → Y0 obtained
by restricting f to closed points (see, e.g., [12, Lemma A.22]). When there is no possible
confusion, we shall simply write f for both f |X0 and f
(K).
For each nonempty subset C ⊂ X , we denote by dim(C) ∈ N the Krull dimension of C
as a subspace of X (cf. [27, 2.5.1]). Note that dim(A) = dim(X) and dim(C) = dim(C0)
for every constructible subset C ⊂ X (see, e.g., [13, Proposition 2.9]). Each subset F ⊂ A,
viewed as a subspace of A or of X , has a Krull dimension denoted by dim(F ).
Note that if X is an irreducible K-algebraic variety and E is a finite set, then the fibered
product XE is also irreducible (cf. [17, Proposition 5.50]).
2.2. Algebraic groups. Let k be a (possibly not algebraically closed) field. A k-algebraic
group is a quadruple (X,m, inv, e), where X is a k-scheme of finite type, m : X ×kX → X
and inv : X → X are morphisms of k-schemes, and e ∈ X(k) verify formally the axioms of
a group (cf. [29, Defintion 1.1]) The point e is called the neutral or identity element. We
shall sometimes denote an algebraic group (X,m, inv, e) by (X,m) or (X, e) or simply X
if the algebraic group structure is clear from the context. Since we are interested only in
the set of k-points, we make the convention that algebraic groups are reduced.
To simplify notation, we shall often use the symbol + := m for the group law of algebraic
groups. We also use the notation − := + ◦ (Id, inv). A k-scheme morphism ϕ : X → Y of
algebraic groups is called a homomorphism of algebraic groups if ϕ ◦mX = mY ◦ (ϕ× ϕ).
Here mX , mY are respectively the group laws of X and Y . Typical examples of algebraic
groups are linear algebraic groups and abelian varieties.
Remark 2.1. Let (X,mX , invX , eX) and (Y,mY , invY , eY ) be k-algebraic groups. Then:
(1) Z = X ×k Y is a k-algebraic group with neutral element e = (eX , eY ) and inverse
morphism invX × invY . The group law is given by:
m : Z ×k Z
≃
−→ (X(1) ×k X(2))×k (Y(1) ×k Y(2))
mX×mY−−−−−→ X ×k Y = Z
where Z = X(i) ×k Y(i) is the i-th factor in the fibered product Z ×k Z for i = 1, 2.
(2) Let N ⊂ M be two nonempty finite sets. Then the projection p : XM → XN is a
homomorphism of k-algebraic groups.
(3) Let f : T → X and g : T → Y be homomorphisms of k-algebraic groups. Then h :=
(f, g) : T → X ×k Y is also a homomorphism of k-algebraic groups.
Remark 2.2. Every linear cellular automaton τ : AG → AG over a group G and a vector
space A ≃ Kn (n ∈ N) is naturally an algebraic group cellular automaton over (G,Gna , K)
where Gna ≃ A
n is the n-dimensional vector group.
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Theorem 2.3 (Homomorphism theorem). Let f : X → Y be a homomorphism of K-
algebraic groups. Then Ker(f) is a normal closed algebraic subgroup of X. Moreover,
Im(f) is a closed algebraic subgroup of Y and we have the following commutative diagram
of homomorphisms:
X Y
X/Ker(f) Im(f)
π
f
≃
where π : X → X/Ker(f) is a quotient map of K-algebraic groups and Im(f) →֒ Y is a
closed immersion homomorphism.
Proof. See [29, Theorems 5.80] and [29, Theorem 5.81]. Note that by [29, Proposition 1.41],
every algebraic subgroup of an algebraic group is closed in the Zariski topology. 
A homomorphism of algebraic groups is called a quotient map if it is faithfully flat, or
equivalently, surjective and flat. Every surjective homomorphism X → Y of algebraic
groups, where Y is reduced, is a quotient map.
Theorem 2.4. Every homomorphism of algebraic groups ϕ : X → Y factors (essentially
uniquely) into a composite of homomorphisms
X
q
−→ Z
ι
−→ Y
where q is a quotient map and ι is an embedding, i.e., a closed immersion homomorphism.
Theorem 2.5 (Universal property of quotient maps). Let π : X → Y be a quotient map of
K-algebraic groups with kernel N = Ker(π). Then every homomorphism ϕ : X → Z of K-
algebraic groups whose kernel contains N factors uniquely through π by a homomorphism:
X Z
Y
π
ϕ
∃!h
Proof. See [29, Theorem 5.13]. 
Note also that by [29, Corollary 1.35], a K-algebraic group is irreducible if and only if
it is connected. In characteristic zero, Cartier’s theorem (cf. [29, Corollary 11.31]) implies
that every algebraic group is reduced and hence smooth.
2.3. Amenable and residually finite groups. A group G is called amenable if there
exist a directed set I and a family (Fi)i∈I of nonempty finite subsets of G such that
(2.1) lim
i
|Fi \ Fig|
|Fi|
= 0 for all g ∈ G.
Such a family (Fi)i∈I is called a (right) Følner net for G.
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Finitely generated groups of subexponential growth and solvable groups are amenable
while groups containing a non-abelian free subgroup are non-amenable.
A group G is called residually finite if the intersection of all finite-index subgroups of
G is reduced to the identity element. Every finitely generated abelian group and, more
generally, every finitely generated linear group is residually finite (Mal’cev’s theorem).
Let T be a property of groups. A group G is called locally T if every finitely generated
subgroup of G verifies T .
2.4. Geometry of sofic groups. Sofic groups were first introduced by Gromov [19] and
Weiss [33]. This class of groups contains all residually finite groups and all amenable
groups. It is not known up to now whether all groups are sofic or not. Moreover, several
conjectures for groups have been established for the sofic ones such as Gottschalk’s sur-
junctivity conjecture or the Kaplansky’s direct finiteness conjecture. For more details and
history, readers may also consult [5], [10].
Every subgroup of a sofic group is also sofic (cf. [10, Proposition 7.5.4]). Moreover,
a group is sofic if and only if it is locally sofic (cf. [10, Proposition 7.5.5]). For finitely
generated sofic groups, we shall rather use in this paper the characterization by the local
approximation of their Cayley graphs by finite labelled graphs (Theorem 2.7).
Let S be a finite set. We define an S-label graph as a pair G = (V,E), where V is a set
called the set of vertices, and E is a subset of V × S × V , called the set of edges.
The associated labeling map is the projection λ : E → S given by λ(c) = s for all
c = (v, s, v′) ∈ E. G is said to be finite if V is finite. An S-labeled subgraph of G is an
S-labeled graph (V ′, E ′) such that V ′ ⊂ V and E ′ ⊂ E.
Denote by l(ρ) the length of a path ρ in G. If v, v′ ∈ V are not connected by a path in
G, we set dG(v, v
′) =∞. Otherwise, we define
dG(v, v
′) := min{l(ρ) : ρ is a path from v to v′}.
For v ∈ V and r ∈ N, the ball BG(v, r) ⊂ V centered at v of radius r is defined by
BG(v, r) := {v
′ ∈ V : dG(v, v
′) ≤ r}.
Note that BG(v, r) is finite and inherits a natural structure of S-labeled subgraph of G.
Let (V1, E1) and (V2, E2) be two S-label graphs. A map φ : V1 → V2 is called an S-labeled
graph homomorphism from (V1, E1) to (V2, E2) if (φ(v), s, φ(v
′)) ∈ E2 for all (v, s, v
′) ∈ E1.
A bijective S-labeled graph homomorphism φ : V1 → V2 is an S-labeled graph isomor-
phism if the inverse map φ−1 : V2 → V1 is also an S-labeled graph homomorphism.
Now let G be a finitely generated group and let S ⊂ G be a finite symmetric generating
subset, i.e., S = S−1. The Cayley graph of G with respect to S is the connected S-labeled
graph CS(G) = (V,E), where V = G and E = {(g, s, gs) : g ∈ G and s ∈ S)}. We have
the following compatibility result (cf. [10, Corollary 6.2.2] and [10, Proposition 6.3.1])
Proposition 2.6. Let G be a finitely generated group and let S ⊂ G be a finite symmetric
generating subset of G. The map dS : G×G→ N defined by:
dS(g, h) := min{n ≥ 0 : g
−1h = s1s2 . . . sn, where si ∈ S , 1 ≤ i ≤ n}
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is a well-defined metric on G. Moreover, for all g, h ∈ G, we have
(2.2) dS(g, h) = dCS(G)(g, h).
For g ∈ G and r ∈ N, the ball in G centered at g of radius r is the finite subset
BS(g, r) := {h ∈ G : dS(g, h) ≤ r}.
When g = 1G, denote BS(r) := BS(1G, r). Finitely generated sofic groups are characterized
in terms of a finiteness condition on their Cayley graphs as follows (cf. [10, Theorem 7.7.1]).
Theorem 2.7. Let G be a finitely generated group. Let S ⊂ G be a finite symmetric
generating subset. Then the following are equivalent:
(a) the group G is sofic;
(b) for all r ∈ N and ε > 0, there exists a finite S-labeled graph G = (V,E) satisfying
(2.3) |V (r)| ≥ (1− ε)|V |,
where V (r) ⊂ V consists of v ∈ V such that there exists a (unique) S-labeled graph
isomorphism ψv,r : BS(r)→ BG(v, r) with ψv,r(1G) = v.
Since each S-labeled graph isomorphism ψv,r′ : BS(r
′)→ BG(v, r
′) induces by restriction
an S-labeled graph isomorphism BS(r)→ BG(v, r) for all r
′ ≥ r, we clearly have:
V (r) ⊃ V (2r) ⊃ V (3r) ⊃ · · · .
We shall also need the following auxiliary well-known lemma
Lemma 2.8. With the notation as in Theorem 2.7, the following hold
(i) BG(v, r) ⊂ V (kr) for all v ∈ V ((k + 1)r) and k ≥ 0;
(ii) there exists a finite subset V ′ ⊂ V (3r) such that the balls BG(q, r) are pairwise disjoint
for all v ∈ V ′ and that V (3r) ⊂
⋃
v∈V ′ BG(v, 2r). In particular, we have
|BS(2r)||V
′| ≥ |V (3r)|.
Proof. See [10, Lemma 7.7.2] for the proof of (i). To show (ii), we define V ′ to be the
maximal subset of V (3r) such that the balls B(v, r) are pairwise disjoint for all v ∈ V ′.
If there exists w ∈ V (3r) \
⋃
v∈V ′ B(v, 2r) then clearly B(w, r) ∩ B(v, r) is empty for all
v ∈ V . Hence for all v ∈ V ′∪{w}, the balls B(v, r) are pairwise disjoint, which contradicts
the maximality of V ′. We conclude that V (3r) \
⋃
v∈V ′ B(v, 2r) is empty. 
3. Algebraic group cellular automata
3.1. Interiors, neighborhoods, and boundaries. Let G be a group and let M ⊂ G be
a finite subset. The M-interior Ω− and the M-neighborhood Ω+ of a subset Ω ⊂ G are
defined respectively by
Ω− := {g ∈ G : gM ⊂ Ω}, Ω+ := ΩM = {gh : g ∈ Ω and h ∈M}.
Clearly, if 1G ∈ M then Ω
− ⊂ Ω ⊂ Ω+. We denote also Ω++ := (Ω+)+. The M-boundary
∂Ω of Ω is defined as
∂Ω := Ω+ \ Ω−.
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If G is an amenable group with a Følner net (Fi)i∈I , then (cf. [10, Proposition 5.4.4]):
(3.1) lim
i
|∂Fi|
|Fi|
= 0 for every finite subset M ⊂ G.
Suppose now that τ : AG → AG is a cellular automaton over a group G and an alphabet
A with a memory set M . Let Ω ⊂ G and Ω− and Ω+ be as above. The induced maps
τ−Ω : A
Ω → AΩ
−
and τ+Ω : A
Ω+ → AΩ are defined respectively by
τ−Ω (u) := (τ(c))|Ω−, for all u ∈ A
Ω,
and
τ+Ω (u) := (τ(c))|Ω, for all u ∈ A
Ω+ ,
where c ∈ AG is any configuration extending u. Note that τ−Ω and τ
+
Ω are well-defined as
τ(c)(g) only depends of the restriction of c to gM by (1.1).
For all subsets Γ ⊂ AG and Ω ⊂ G, we define the restriction of Γ to AΩ by
ΓΩ := {c|Ω : c ∈ Γ} ⊂ A
Ω.
If Γ = τ(AG) then clearly ΓΩ = τ
+
Ω (A
Ω+) and ΓΩ− = τ
−
Ω (A
Ω).
3.2. Algebraic group cellular automata. Let K be an algebraically closed field. Let
G be a group and let S be a scheme. Let X, Y be S-schemes. We denote by X(Y ) =
{S-morphisms h : Y → X} =: A the set of Y -points of X . For every finite set E, the
universal property of S-fibered products implies that
(XE)(Y ) = (X(Y ))E.
Each S-scheme morphism f : Z → X induces by composition a map f (Y ) : Z(Y )→ X(Y ).
Let τ : AG → AG be a cellular automaton over the alphabet A and the group G. We say
that τ is an algebraic cellular automaton over the group G and the schemes S, X , Y if τ
admits a memory set M with the associated local defining map µM : A
M → A verifying:
(R) there exists an S-scheme morphism f : XM → X such that µM = f
(Y ).
Let k be a field (not necessarily algebraically closed). If Y = S = Spec(k), we say simply
an algebraic cellular automaton over (G,X, k) instead of an algebraic cellular automaton
over the group G and the schemes Spec(k), X, Spec(k). The set of algebraic cellular
automata over (G,X, k) is denoted by CAalg(G,X, k).
Remark 3.1. If X(S) 6= ∅, and condition (R) is satisfied for some memory set M of τ ,
then (R) is satisfied for any memory set of τ (see [12, Proposition 3.1]). This applies in
particular in the case S = Spec(K) (and X is nonempty).
Definition 3.2. Let G be a group. Let X be an algebraic group over a field k and
A := X(k).
(1) A cellular automaton τ : AG → AG is called an algebraic group cellular automaton over
(G,X, k) if for some memory set M of τ , there exists a homomorphism of k-algebraic
groups f : XM → X such that the map f (k) : AM → A is the local defining map of τ
associated with M .
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(2) We denote by CAalgr(G,X, k) ⊂ CAalg(G,X, k) the set of algebraic group cellular
automata over (G,X, k).
Remark 3.3. With the above notation, the configuration space AG is naturally an abstract
group with identity element eG where e ∈ A is the identity element of X . An algebraic
group cellular automaton τ : AG → AG is then an endomorphism of the abstract group
AG. The local defining maps of τ are also homomorphisms of abstract groups.
Lemma 3.4. Let G be a group and let X be an algebraic group over a field k. Let A = X(k)
and let τ : AG → AG be an algebraic group cellular automaton. Let M be a memory set of
τ verifying (R). Then there exist canonical homomorphisms of k-algebraic groups
f−Ω : X
Ω → XΩ
−
, f+Ω : X
Ω+ → XΩ, pΩΛ : X
Λ → XΩ
such that f
−(k)
Ω = τ
−
Ω , f
+(k)
Ω = τ
+
Ω and p
(k)
ΩΛ : A
Λ → AΩ is the canonical projection for all
finite subsets Ω,Λ ⊂ G with Ω ⊂ Λ.
Proof. We have seen in Remark 2.1 that pΩΛ is a K-homomorphism of algebraic groups
for all finite subsets Ω,Λ ∈ G with Ω ⊂ Λ. Since f : XM → X is a homomorphism of
algebraic groups, it follows again from Remark 2.1 and the construction of the morphisms
f−Ω , f
+
Ω in [13, Lemma 3.2] that these morphisms are homomorphisms of algebraic groups
which satisfy f
−(k)
Ω = τ
−
Ω , f
+(k)
Ω = τ
+
Ω for every finite subset Ω ⊂ G. 
Proposition 3.5. Let G be a group. Let X be a K-algebraic group and A := X(K). Let
τ : AG → AG be an algebraic group cellular automaton over (G,X,K). Let Γ := τ(AG)
denote the image of τ . Then ΓΩ is Zariski closed in A
Ω for every finite subset Ω ⊂ G.
Proof. LetM be a memory set of τ such that the associated local defining map µ : AM → A
is induced by some homomorphism f : XM → X of algebraic groups. Let Ω be a finite
subset of G. Since homomorphisms of algebraic groups are closed by Theorem 2.3, it
follows that f+Ω : X
Ω+ → XΩ is closed. We then get
ΓΩ = f
+
Ω (A
Ω+) = AΩ ∩ f+Ω (X
Ω+),
where the last equality follows from, for example, [13, Proposition 2.10.(ii)] and the iden-
tification of AΩ
+
with the set of closed point of XΩ
+
. Hence, ΓΩ is closed in A
Ω. 
3.3. Algebraic mean dimension. To establish a version of the Garden of Eden theorem
in Section 8, we shall need the following useful notion of mean dimension introduced in
[13] when the group G is amenable.
Definition 3.6. (cf. [13]) Let G be an amenable group with a Følner net F = (Fi)i∈I . Let
X be a K-algebraic variety and A := X(K). The algebraic mean dimension of a subset
Γ ⊂ AG with respect to F is defined by
(3.2) mdimF (Γ) := lim sup
i∈I
dim(ΓFi)
|Fi|
,
where dim(ΓFi) is the Krull dimension of ΓFi ⊂ A
Fi ⊂ XFi with respect to the Zariski
topology.
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We see immediately that (cf. [13, Proposition 4.2])
(i) 0 ≤ mdimF(Γ) ≤ dim(X) for every nonempty subset Γ ⊂ A
G;
(ii) mdimF(A
G) = dim(X);
(iii) mdimF(Γ) ≤ mdimF(Γ
′) for all subsets Γ ⊂ Γ′ ⊂ AG.
For further properties of algebraic mean dimension, see [13].
4. A criterion for nonemptyness of inverse limits of algebraic varieties
In this section, we establish a sufficient condition for nonemptyness of inverse limits of
algebraic varieties which will be used in the next sections. Following the idea suggested
in the remark after the proof of [32, Theorem 1], we obtain in Proposition 4.2 a stronger
statement than [32, Theorem 1] in the case of algebraic varieties. We begin by giving a
proof of the following well-known result:
Lemma 4.1. Let (Sλ)λ∈Λ be a decreasing directed family of closed subsets of a topological
space X. Let f : X → Y be a continuous map such that f−1(y) is quasi-compact for all
y ∈ Y . Then we have
f(∩λ∈ΛSλ) = ∩λ∈Λf(Sλ).
Proof. Observe first that f(∩λ∈ΛSλ) ⊂ ∩λ∈Λf(Sλ). Now let y ∈ ∩λ∈Λf(Sλ). For each
λ ∈ Λ, we define a nonempty closed subset Fλ := f
−1(y)∩Sλ of f
−1(y). Since these closed
subsets Fλ (λ ∈ Λ) satisfy the finite-intersection property, their intersection is nonempty
by quasi-compactness of f−1(y). Hence,
(4.1) f−1(y) ∩ (∩λ∈ΛSλ) = ∩λ∈ΛFλ 6= ∅.
Therefore, there exists x ∈ ∩λ∈ΛSλ such that y = f(x). It follows that f(∩λ∈ΛSλ) ⊃
∩λ∈Λf(Sλ) and thus f(∩λ∈ΛSλ) = ∩λ∈Λf(Sλ). This completes the proof of the lemma. 
Proposition 4.2. Let (Xλ, ϕνλ)Λ be a countable inverse directed system of K-algebraic
varieties. For all ν ≥ λ in Λ, suppose that ϕλν : Xν → Xλ is a morphism of K-schemes
such that ϕλν(Xν) ⊂ Xλ is a closed subset. Then the induced inverse limit on K-points
lim
←−λ∈Λ
Xλ(K) is nonempty.
Proof. For each λ ∈ Λ, let us define a subset Yλ of Xλ(K) by
Yλ := ∩ν≥λ ϕλν(Xν(K)).
Note that Xν(K) is nonempty since Xν is nonempty for every ν ∈ Λ. By hypothesis, we
see that (ϕλν(Xν(K)))ν≥λ forms a decreasing family of nonempty closed subsets of Xλ(K).
Hence, Yλ ⊂ Xλ(K) is a nonempty closed subset since Xλ(K) is quasi-compact for all
λ ∈ Λ. For µ ≥ λ in Λ, we consider the induced continuous map
fλµ := ϕλµ|Yµ : Yµ → Yλ.
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Let y ∈ Yλ then f
−1(y) = ϕ−1(y) ∩ Yµ is a closed subset of Xµ(K) hence quasi-compact.
It follows from Lemma 4.1 that we have
fλµ(Yµ) = ϕλµ (∩ν≥µϕµν(Xν(K)))
= ∩ν≥µ (ϕλµ ◦ ϕµν)(Xν(K))
= ∩ν≥µ ϕλν(Xν(K))
= ∩ν≥λ ϕλν(Xν(K)) = Yλ,
and thus fλµ is surjective for all µ ≥ λ in Λ. Therefore, we obtain an inverse subsystem
(Yν , fλν) of nonempty spaces in which the transition maps are surjective. As the system is
countable, it follows that lim
←−λ∈Λ
Yλ is nonempty. To see this, we reduce to the obvious case
where the index set Λ is N with the natural order as follows. As Λ is countable, we can
write Λ = ∪n∈NAn where (An)n∈N is an increasing sequence of finite subsets. Then define
by induction an increasing sequence (an)n∈N in Λ such that for every n ∈ N , an ≥ λ for
all λ ∈ An. This is possible since every An is finite and Λ is directed. It is not hard to see
that lim
←−λ∈Λ
Yλ = lim←−n∈N
Yan , which is now obviously nonempty.
By construction, we have lim
←−λ∈Λ
Xλ(K) = lim←−λ∈Λ
Yλ. We can thus conclude that
lim
←−λ∈Λ
Xλ(K) is nonempty. 
5. The closed image property in the prodiscrete topology
The goal of this section is to establish a fundamental property on the image of algebraic
group cellular automata, namely, the closed image property with respect to the prodiscrete
topology. The following theorem extends [12, Theorem 4.1] to the class of algebraic groups.
Theorem 5.1. Let G be a group. Let X be a K-algebraic group and A := X(K). Let
τ : AG → AG be an algebraic group cellular automaton over (G,X,K). Then τ(AG) is
closed in AG for the prodiscrete topology.
Proof. We denote the group law (not necessarily commutative) of algebraic groups by +.
By hypothesis, τ admits a memory set M whos local defining map µ : AM → A is
induced by a homomorphism of algebraic groups f : XM → X . By Lemma 3.4, we see that
f−Ω : X
Ω → XΩ
−
and the projection pΩΛ : X
Λ → XΩ are homomorphisms of K-algebraic
groups for all finite subsets Ω,Λ ⊂ G such that Ω ⊂ Λ.
Let d ∈ AG be a configuration that belongs to the closure of τ(AG) in AG with respect
to the prodiscrete topology. Let P denote the directed set consisting of all finite subsets
of G partially orderable by inclusion. Consider the inverse directed system (YΩ, φΩΛ)P of
nonempty K-algebraic varieties defined by:
YΩ := (f
−
Ω )
−1(d|Ω−) ⊂ X
Ω and φΩΛ := pΩΛ|YΛ : YΛ → YΩ.
Each YΩ ⊂ X
Ω is equipped with the induced reduced closed subscheme structure and
the K-scheme morphism φΩΛ is uniquely induced by the projection pΩΛ (cf. [22, Proposi-
tion I.5.2.2]). Remark that by the choice of d, the K-algebraic varieties YΩ are nonempty.
We claim that φΩΛ(YΛ) is a closed subset of YΩ for all finite subsets Ω,Λ ∈ G with Ω ⊂ Λ.
Indeed, consider IΩ := Ker(f
−
Ω ) ⊂ X
Ω. By Theorem 2.3, we see that IΩ is a nonempty
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closed algebraic subgroup of XΩ. Let cΩ ∈ YΩ be a closed point. Then YΩ = cΩ+ IΩ. Since
pΩΛ is a homomorphism, we deduce that
pΩΛ(YΛ) = pΩΛ(cΛ) + pΩΛ(IΛ).
It follows from Theorem 2.3 that pΩΛ(IΛ) is a closed algebraic subgroup. Hence, φΩΛ(YΛ) =
pΩΛ(YΛ) is also a closed subset of YΩ. This proves the claim.
Let H ⊂ G be the subgroup generated by M . Let τH : A
H → AH be the restriction of
τ to AH . By [9, Theorem 1.2.(vi)], τ(AG) is closed in AG for the prodiscrete topology if
and only if τH(A
H) is closed in AH for the prodiscrete topology. Up to replacing G by H
and τ by τH , we can thus suppose that G is countable. It follows from Proposition 4.2
that the induced inverse limit of K-points lim
←−Ω∈P
YΩ(K) is nonempty. Observe finally that
by [12, Lemma 2.1], the cellular automata τ has the closed image property if and only if
lim
←−Ω∈P
YΩ(K) is nonempty. This completes the proof of Theorem 5.1. 
As a first application of Theorem 5.1, we obtain the following:
Theorem 5.2. Let G be a locally residually finite group. Let X be a K-algebraic group and
A := X(K). Let τ : AG → AG be an algebraic group cellular automaton over (G,X,K).
Suppose that τ is injective. Then τ is surjective and hence bijective.
Proof. The proof of this theorem is identical, mutatis mutandis, to the proof of [12, Theo-
rem 1.2]. Note that τ satisfies the closed image property by Theorem 5.1. 
6. Reversibility and Invertibility of algebraic group cellular automata
6.1. Left inverse of injective algebraic group cellular automata. We begin with an
auxiliary lemma on the reversibility of injective algebraic group cellular automata.
Lemma 6.1. Let G be a group. Let X be a K-algebraic group and A := X(K). Let
τ : AG → AG be an injective algebraic group cellular automaton over (G,X,K). Let Γ :=
τ(AG) denote the image of τ . Then there exists a finite subset N ⊂ G such that
(C) for any d ∈ Γ, the element τ−1(d)(1G) ∈ A depends only on d|N ∈ A
N .
Proof. Let M ⊂ G be a memory set of τ such that 1G ∈ M . Let H ⊂ G be the subgroup
generated by M . Then H is countable and thus admits an increasing sequence of finite
subsets M = E0 ⊂ · · · ⊂ En . . . such that H = ∪n∈NEn = ∪nE
−
n . As τ : A
G → AG is
an injective homomorphism of abstract groups, τ−1 : Γ → AG is also a homomorphism of
abstract groups.
Suppose on the contrary that there does not exist a finite subset N ⊂ G verifying (C).
Hence, for each n ∈ N, there exist configurations dn, d
′
n ∈ Γ such that
dn|E−n = d
′
n|E−n and τ
−1(dn)(1G) 6= τ
−1(d′n)(1G).
Let c′n := dn−d
′
n ∈ A
G for each n ∈ N. Then we find that c′n|E−n = e
E−n and τ−1(c′n)(1G) 6= e.
Thus by setting cn := τ
−1(c′n)|En ∈ A
En for every n ∈ N, we obtain:
(6.1) τEn(cn) = c
′
n|E−n = e
E−n , cn(1G) 6= e.
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For each n ∈ N, we define a closed subgroup of AEn (by Theorem 2.3)
In := Ker(τ
−
En
) =
(
Ker(f−En)
)
(K) ⊂ AEn.
Then In is nonempty for all n ∈ N as cn ∈ In by (6.1). The projection pnm : A
Em → AEn
induces a homomorphism of groups πnm : Im → In for all n ≤ m. It is clear that
πnm′(Im′) ⊂ πnm(Im) whenever m
′ ≥ m.
Thus, for each n ∈ N, we obtain by Theorem 2.3 a decreasing sequence of closed subgroups
(πnm(Im))m≥n of In. As Ker(f
−
En
) is an algebraic variety hence Noetherian, In is also Noe-
therian. Hence, (πnm(Im))m≥n is stationary and there exists a nonempty closed subgroup
Jn ⊂ In ⊂ A
En such that πnm(Im) = Jn for all m large enough.
It is clear that πnm induces by restriction a homomorphism of groups qnm : Jm → Jn
for all m ≥ n. We claim that qnm : Jm → Jn is surjective for all m ≥ n. Indeed, let
y ∈ Jn and k ≥ m be large enough such that qnk(Ik) = Jn and qmk(Ik) = Jm. Hence, there
exists x ∈ Ik such that qnk(x) = y. Since qnk = qnm ◦ qmk, we see that qnm(y
′) = y where
y′ = qmk(x) ∈ Jm. This proves the claim.
Now let k ∈ N be such that π0k(Ik) = J0 and let x0 = π0k(ck) ∈ J0. From (6.1), we
see that x0(1G) 6= e. We construct by induction a sequence (xn)n∈N where xn ∈ Jn for all
n ∈ N as follows. Given xn ∈ Jn for some n ∈ N, we can then choose by the surjectivity of
the map qn,n+1 an element
xn+1 ∈ q
−1
n,n+1(xn) ⊂ Jn+1 ⊂ A
En+1.
Since qnr = qnm ◦ qmr for all n ≤ m ≤ r and H = ∪nEn, there exists aH ∈ A
H such that
aH |En = xn for all n ∈ N.
Now let R ⊂ G be a set of representatives of the quotient G/H such that 1G ∈ R.
For each δ ∈ R, define aδH ∈ A
δH by aδH(g) := aH(δ
−1g) for all g ∈ δH . We obtain a
configuration:
(6.2) a :=
∏
δ∈R
aδH ∈
∏
δ∈R
AδH = AG.
Since M ⊂ H , we deduce from (6.2) and (1.1) that for all δ ∈ R and h ∈ H , we have
(6.3) (τ(a))(δh) = (τ(a))(h).
Observe that a(1G) = x0(1G) 6= e hence a 6= e
G.
We see by construction that for all n ∈ N,
τ(a)|E−n = τ
−
En
(a|En) = τ
−
En
(xn) = e
E−n
(
since xn ∈ Jn ⊂ In = Ker(τ
−
En
)
)
.
Hence, τ(a)|H = e
H as H = ∪nE
−
n . From (6.3), it follows that τ(a)|δH = e
δH for all δ ∈ R.
Therefore, τ(a) = eG, which contradicts the injectivity of τ since a 6= eG and τ(eG) = eG.
This completes the proof of Proposition 6.2. 
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We can now establish the following key technical result on left inverses of injective
algebraic group cellular automata over any universe G. The main point is that the local
defining map of the inverse map of an injective algebraic group cellular automaton is also
induced by a homomorphism of algebraic groups.
Proposition 6.2. Suppose that char(K) = 0. Let G be a group. Let X be an K-algebraic
group and A := X(K). Let τ : AG → AG be an injective algebraic group cellular automaton
over (G,X,K). Let M be a memory set of τ with 1G ∈ M and let f : X
M → X be
a homomorphism of K-algebraic groups such that f (K) : AM → A is the associated local
defining map of τ . Then there exists a finite subset N ⊂ G satisfying the following property
(P) For every finite subset Ω ⊂ G containing N , there exists a homomorphism of K-
algebraic groups hΩ : YΩ → X where YΩ := f
+
Ω (X
Ω+) ⊂ XΩ and that for all c ∈ AG:
(6.4) c(1G) = h
(K)
Ω (τ(c)|Ω).
Proof. Let Γ = τ(AG). Group laws of algebraic groups are denoted by +. By Lemma 6.1,
there exists a finite subset N ⊂ G such that the following condition holds:
(C) For any d ∈ Γ, the element τ−1(d)(1G) ∈ A depends only on d|N ∈ A
N .
Up to enlarging N , we can assume that 1G ∈ N . Let Ω ⊂ G be a finite subset containing N .
Theorem 2.3 and Lemma 3.4 imply that YΩ = f
+
Ω (X
Ω+) is a closed K-algebraic subgroup
of XΩ. Similarly, the kernel of the homomorphism f+Ω
UΩ := Ker(f
+
Ω ) ⊂ X
Ω+
is a closed normal K-algebraic subgroup. Let y ∈ ΓΩ = YΩ(K) and x0 ∈ (τ
+
Ω )
−1(y) ⊂ AΩ
+
,
we find that
(6.5) (τ+Ω )
−1(y) = x0 + UΩ(K).
Hence, x(1G) is constant for all x ∈ (τ
+
Ω )
−1(y) ⊂ AΩ
+
. Indeed, let x ∈ (τ+Ω )
−1(y) and
x˜, x˜0 ∈ A
G be any configurations that extend x and x0 respectively. Since N ⊂ Ω, we have
τ(x˜)|N = τ
+
Ω (x)|N = y|N = τ
+
Ω (x0)|N = τ(x˜0)|N .
Hence, Condition (C) applied for τ(x˜), τ(x˜0) ∈ Γ implies that
x(1G) = c˜(1G) = (τ
−1τ(x˜))(1G) = (τ
−1τ(x˜0))(1G) = x˜0(1G) = x0(1G).
Consider the projection ρ : XΩ
+
→ X{1G}; then it follows that ρ(K)((τ+Ω )
−1(y)) = x0(1G).
We combine this with (6.5) to obtain:
x0(1G) = ρ
(K)(x0 + UΩ(K)) = x0(1G) + ρ
(K)(UΩ(K)).
Hence, ρ(K)(UΩ(K)) = {e}. Identifying UΩ(K) with the dense subset consisting of closed
points of UΩ, we deduce that ρ(UΩ) = {e} by the continuity of ρ and the fact that e is a
closed point. From the universal property of the quotient map π : XΩ
+
→ XΩ
+
/UΩ ≃ YΩ
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induced by f+Ω (cf. Theorem 2.3 and Theorem 2.5), we obtain a unique homomorphism of
K-algebraic groups hΩ : YΩ → X
{1G} which makes the following diagram commutative:
XΩ
+
X{1G}
XΩ
+
/UΩ YΩ
π
ρ
≃
hΩ
Now for every c ∈ AG, we deduce immediately from the diagram that
h
(K)
Ω (τ(c)|Ω) = h
(K)
Ω
(
τ+Ω (c|Ω+)
)
= ρ(K)(c|Ω+) = c(1G).
This completes the proof of Proposition 6.2. 
The proofs of Lemma 6.1 and Proposition 6.2 can be easily adapted to obtain the fol-
lowing reversibility result:
Proposition 6.3. Let G and A be groups. Let τ : AG → AG be a group cellular automaton
over the universe G and the alphabet A, i.e, τ admits a local defining map which is a
homomorphism of abstract groups. Let Γ := Im(τ). Suppose that A is an Artinian group
and τ is injective. Then there exists a finite subset N ⊂ G such that
(D) For every finite subset Ω ⊂ G containing N , there exists a homomorphism of groups
hΩ : ΓΩ → A and that for all c ∈ A
G:
(6.6) c(1G) = hΩ(τ(c)|Ω).
6.2. Invertibility of bijective algebraic group cellular automata. As a direct appli-
cation of Proposition 6.2, we deduce the following result which extends [12, Theorem 1.3]:
Theorem 6.4. Let G be a group and let X be a K-algebraic group. Suppose that char(K) =
0. Let A := X(K) and τ ∈ CAalgr(G,X,K) be such that τ : A
G → AG is bijective. Then
the inverse map τ−1 : AG → AG is also an element of CAalgr(G,X,K).
Proof. It suffices to take Γ = AG and N (as in Proposition 6.2) to be the memory set of
τ−1 : AG → AG. Then by the same proposition, the homomorphism of K-algebraic groups
hN : X
Ω → X induces the associated local defining map of τ−1. 
Proof of Theorem 1.2. It suffices to combine Theorem 6.4 and Theorem 5.2. 
The following proposition implies a certain stability property of units of CAalgr(G,X,K)
in CAalg(G,X,K).
Proposition 6.5. Let G be a group and let X be a K-algebraic group. Let A := X(K) and
τ, σ ∈ CAalg(G,X,K). Suppose that σ ◦ τ = τ ◦ σ = IdAG and that τ ∈ CAalgr(G,X,K).
Then σ ∈ CAalgr(G,X,K).
Proof. Choose any memory set M of σ and consider the associated local defining map
µ : AM → A. Since σ ∈ CAalgr(G,X,K) and K is algebraically closed, there exists a
morphism of K-algebraic varieties f : XM → X such that f (K) = µ (Remark 3.1). As τ
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is a homomorphism of abstract groups by hypothesis, so is σ : AG → AG. It follows that
f (K) = µ is also a homomorphism of groups. Since XM and X are reduced, separable and
K is algebraically closed, f is in fact a homomorphism of algebraic groups. Therefore,
σ ∈ CAalgr(G,X,K) and this completes the proof of Proposition 6.5.

7. Surjunctivity over sofic groups
We have proved the surjunctivity of algebraic group cellular automata over (G,X,K)
with G a locally residually finite group (Theorem 1.2). When the algebraic group X is
connected, this property holds more generally with G a sofic group.
Theorem 7.1. Let G be a sofic group. Let X be an connected K-algebraic group and
A = X(K). Suppose that τ ∈ CAalgr(G,X,K) is injective. Then τ is surjective and hence
bijective.
Proof. If dim(X) = 0, then X is a singleton since it is connected and the theorem is trivial.
We suppose now that n := dim(X) > 0. Let M be a memory set of τ such that 1G ∈M .
Let H ⊂ G be the subgroup generated by M . Then H is finitely generated. We see that
(cf. [10, Proposition 1.7.4]) τ is surjective if and only if the restriction τH : A
H → AH of τ
to AH is surjective. As τ is injective, τH is clearly injective. Note also that every subgroup
of a sofic group is sofic (cf. [10, Proposition 7.5.4]). Thus, up to replacing G by H , we can
suppose that G is finitely generated and hence countable.
Let Γ := τ(AG) and let M be a fixed memory set of τ . Let S ⊂ G be a finite symmetric
generating subset of G. For s ∈ N, recall that BS(s) ⊂ G is the ball of radius s centered
at 1G in the Cayley graph CS(G) (cf. Subsection 2.3).
Since τ is injective, Proposition 6.2 implies that there exists a nonempty finite subset
N ⊂ G such that for every finite subset Ω ⊂ G containing N , we have a homomorphism
of K-algebraic groups hΩ : YΩ → X where YΩ := f
+
Ω (X
Ω+) such that for all c ∈ AG:
(7.1) c(1G) = h
(K)
Ω (τ(c)|Ω) = h
(K)
Ω (τ
+
Ω (c|Ω+)).
Choose r ∈ N large enough such that BS(r) ⊃ M ∪ N . Up to enlarging M and N ,
we can suppose that M = N = BS(r). Let µ : A
M → A be the local defining map of τ
associated to M . We denote also η := h
(K)
M : ΓM → A.
We suppose on the contrary that τ is not surjective, i.e., Γ ( AG. It follows from
Theorem 5.1 that Γ is closed in AG with respect to the prodiscrete topology. Therefore,
there exists a finite subset Λ ⊂ G such that Γ|Λ ( A
Λ. Up to enlarging r and M again, we
can suppose that Λ ⊂ BS(r) =M . It follows that
(7.2) Γ|BS(r) ( A
BS(r).
Now we choose ε ∈ R satisfying
0 < ε <
1
n|BS(2r)|+ 1
,
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where we recall that n = dim(A). Then it follows immediately that
(7.3) 0 < (1− ε)−1 < 1 +
1
n|BS(2r)|
.
Since the group G is sofic, it follows from Theorem 2.7 that there exists a finite S-labeled
graph G = (V,E) associated to the pair (r, ε) such that
(7.4) |V (3r)| ≥ (1− ε)|V |.
Recall that for each s ∈ N, the finite subset V (s) ⊂ V consists of v ∈ V such that there
exists a unique S-labeled graph isomorphism ψv,s : BS(s)→ BG(v, s) satisfying ψv,s(1G) = v
(cf. Theorem 2.7). Note that V (3r) ⊂ V (2r) ⊂ V (r) ⊂ V .
To simplify the notation, we denote B(v, s) := BG(v, s) for all v ∈ V and s ∈ N. By
Lemma 2.8.(i), we have for all v ∈ V ((k + 1)r) where k ∈ {1, 2} that
(7.5) B(v, r) ⊂ V (kr) ⊂ V.
Therefore, we can consider the homomorphism µ1 : A
V (r) → AV (2r) given by
µ1(c)(v) := µ
(
c|B(v,r) ◦ ψv,r
)
for all c ∈ AV (r) and v ∈ V (2r).
Then µ1 is induced by a homomorphism of algebraic groups. Indeed, we consider for
each v ∈ V (r) the isomorphism of algebraic groups
βv : X
B(v,r) → XBS(r) = XM
induced by the bijection ψv,r : BS(r) → B(v, r). Let π1,v : X
V (r) → XB(v,r) be the pro-
jection for v ∈ V (2r) (well defined by (7.5)). Let µ˜1 : X
V (r) → XV (2r) be the K-scheme
morphism induced by the universal property of fibered products by the morphisms f ◦βv ◦
π1,v : X
V (r) → X for v ∈ V (2r). It follows from construction that µ˜
(K)
1 = µ1. Clearly, µ˜1 is
a homomorphism of algebraic groups (Lemma 3.4).
Hence W := µ˜1(X
V (r)) is a closed algebraic subgroup of XV (2r) by Theorem 2.3. We
denote
Z := µ1(A
V (r)) =W (K) ⊂ AV (2r).
Consider the homomorphism η2 : Z → A
V (3r) defined for each c ∈ Z ⊂ AV (2r) and
v ∈ V (3r) by the formula:
η2(c)(v) := η
(
c|B(v,r) ◦ ψv,r
)
.
Consider the projection ρ : XV (r) → XV (3r) then applying (7.1) for Ω = M = BS(r), we
find that
η2 ◦ µ1 = ρ
(K).
It follows that
(7.6) η2(Z) = η2(µ1(A
V (r))) = ρ(K)(AV (r)) = AV (3r).
As for µ1, we verify that η2 is induced by a morphism of algebraic varieties η˜2 : W →
XV (3r). Indeed, let π2,v : X
V (2r) → XB(v,r) be the projection and ϕ2,v = π2,v ◦ ιW where
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v ∈ V (3r) and ιW : W → X
V (2r) is the closed immersion. Then η˜2 : W → X
V (3r) is induced
by the morphisms hM ◦ βv ◦ ϕ2,v : W → X for v ∈ V (2r).
Therefore, we deduce from (7.6) that (see, e.g., [13, Proposition 2.10.(ii)-(iii)])
(7.7) dim(Z) ≥ dim(AV (3r)) = |V (3r)| dim(A) = n|V (3r)|.
Now, we define a subset V ′ ⊂ V (3r) as in Lemma 2.8.(ii) so that B(v, r) are pairwise
disjoint for all v ∈ r and that V (3r) ⊂
⋃
v∈V ′ B(v, 2r). Let us denote V
′ :=
∐
v∈V ′ B(v, r).
Since V ′ ⊂ V (2r) by (7.5) and B(v, r), BS(r) are in bijection, we find that
(7.8) |V (2r)| = |V ′||BS(r)|+ |V (2r) \ V ′|.
Note that for all v ∈ V (2r), we have by the construction of Z and µ1 an isomorphism:
ZB(v,r) → ΓBS(r) = ΓM , c 7→ c ◦ ψv,r.
As ΓBS(r) ( A
BS(r) is a proper closed subset (by Proposition 3.5 and (7.2)) and ABS(r) is
irreducible, it follows that for all v ∈ V ′, we have (cf. [27, Proposition 2.5.5]):
(7.9) dim
(
ZB(v,r)
)
= dim(ΓBS(r)) ≤ dim(A
BS(r))− 1 = n|BS(r)| − 1.
We deduce from the properties of Krull dimension the following estimation:
dim(Z) ≤ dim(ZV ′ × A
V (2r)\V ′) (since Z ⊂ ZV ′ × A
V (2r))
= dim
(
ZV ′
)
+ dim
(
AV (2r)\V
′)
(by, e.g., [13, Proposition 2.13.(iii)])
≤ dim(
∏
v∈V ′
ZB(v,r)) + dim(A
V (2r)\V ′) (since ZV ′ ⊂
∏
v∈V ′
ZB(v,r))
=
∑
v∈V ′
dim
(
ZB(v,r)
)
+ |V (2r) \ V ′| dim(A) (cf. [13, Proposition 2.13.(iii)])
≤ |V ′|
(
n|BS(r)| − 1
)
+ n|V (2r) \ V ′| (by 7.9)
= n
(
|V (2r)| −
|V ′|
n
)
(by 7.8).
Combining this inequality with (7.7), we obtain the relation:
|V (3r)| ≤ |V (2r)| −
|V ′|
n
.
From this, we deduce that
|V | ≥ |V (2r)| ≥ |V (3r)|+
|V ′|
n
(since V ⊃ V (2r))
≥ |V (3r)|+
|V (3r)|
n|BS(2r)|
(by Lemma 2.8)
= |V (3r)|
(
1 +
1
n|BS(2r)|
)
> |V (3r)|(1− ε)−1 (by 7.3).
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It follows that
|V (3r)| < (1− ε)|V |
which contradicts (7.4). Therefore, we conclude that τ is surjective and hence bijective. 
Proof of Theorem 1.1. It results immediately from Theorem 7.1 and Theorem 6.4. 
By applying, mutatis mutandis, the proof of Theorem 7.1, we obtain easily the following
property without the restriction that char(K) = 0.
Theorem 7.2. Let G be a sofic group. Let X be a K-algebraic group and A := X(K). Let
τ, σ ∈ CAalg(G,X,K). Suppose that σ ◦ τ = IdAG and that τ ∈ CAalgr(G,X,K). Then
σ ∈ CAalgr(G,X,K) and τ ◦ σ = IdAG.
Proof. To show that τ is surjective and thus bijective, the proof follows the same lines as
in the proof of Theorem 7.1. The only modification is that since σ ∈ CAalg(G,X,K) and
σ◦τ = IdAG , we can use the local defining maps of σ and the corresponding homomorphisms
of algebraic groups instead of the morphisms hΩ given by Proposition 6.2 where we require
that char(K) = 0.
Now as τ is bijective and σ◦τ = IdAG, we deduce that σ is also bijective and τ ◦σ = IdAG .
Since τ ∈ CAalgr(G,X,K), Proposition 6.5 implies that σ ∈ CAalgr(G,X,K) as well. 
8. A version of the Garden of Eden theorem
In this section, we will prove Theorem 1.7 and Corollary 1.8 (cf. Theorem 8.6) as well as
all the relations presented in the diagram in Introduction. Let G be a group. Let X be a
K-algebraic variety and A = X(K). Let τ : AG → AG be an algebraic cellular automaton
over (G,X,K) with a memory setM . Let Ω ⊂ G be a finite subset, D ⊂ AΩ and p ∈ AG\Ω.
We define
Dp := D × {p} ⊂ A
G.
A subset Γ ⊂ AG has finite support Ω if Γ = Dp for some Ω, D, p as above. In this case,
dim(Γ) := dim(D)
is well-defined and independent of the choices of Ω, D, p such that Γ = Dp.
Two notions of weak pre-injectivity are introduced in [13]. We say that τ is (∗)-pre-
injective if there do not exist a finite subset Ω ⊂ G and a proper closed subset H ( AΩ
such that
τ((AΩ)p) = τ(Hp) for all p ∈ A
G\Ω.
The cellular automaton τ is (∗∗)-pre-injective if for every finite subset Ω ⊂ G, we have
dim(τ((AΩ)p)) = dim(A
Ω) for some p ∈ AG\Ω.
Note that τ((AΩ)p)) has finite support Ω
+. If X is finite, or equivalently, if dim(X) = 0,
then (∗)-pre-injectivity is the same as pre-injectivity (cf. [13, Example 8.1]).
For algebraic group cellular automata, we shall use the following refined analogous no-
tions of weak pre-injectivity:
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Definition 8.1. Let G be a group. Let (X, e) be a K-algebraic group and A = X(K).
Let τ : AG → AG be an algebraic group cellular automaton over (G,X,K). If D ⊂ AΩ for
some finite subset Ω ⊂ G, we write
De := D × {e}
G\Ω ⊂ AG.
We say that τ is (•)-pre-injective if there do not exist a finite subset Ω ⊂ G and a subset
H ( AΩ closed for the Zariski topology such that
τ((AΩ)e) = τ(He).
We say that τ is (••)-pre-injective if for every finite subset Ω ⊂ G, we have
dim(τ((AΩ)e)) = dim(A
Ω).
We establish first the following lemma which will be used in Proposition 8.3.
Lemma 8.2. Let k be a field and let f : X → Y be a surjective morphism of irreducible
k-algebraic varieties. Suppose that dim(X) > dim(Y ). Then there exists a proper closed
subset Z ( X such that f(Z) = Y .
Proof. Let η ∈ Y be the generic point of Y so that {η} = Y (cf. [27, Definition 2.4.10]).
Restricting X, Y to open affine subschemes if necessary to apply the Fiber dimension
theorem [15, Corollary 14.5], we see that the fiber f−1(η) ⊂ X satisfies
dim(f−1(η)) ≥ dim(X)− dim(Y ) ≥ 1,
where dim(f−1(η)) is the Krull dimension of the subspace f−1(η) of X . Let ξ be the
generic point of X . Then f(ξ) = η since f is surjective. As dim(f−1(η)) ≥ 1, f−1(η) is not
a singleton and we can find x ∈ f−1(η) such that x 6= ξ. Let F be the closure of x in X then
F ( X . By Chevalley’s theorem (cf. [20, The´ore`me 1.8.4]), f(F ) is a constructible subset
of Y . Hence, f(F ) contains a dense open subset U of its closure f(F ) = {η} = Y . Let
V = Y \U ( Y be a proper closed subset. Then T = f−1(V ) ⊂ X is a proper closed subset
and f(T ) = V since f is surjective. Let Z := F ∪ T ⊂ X then Z is a proper closed subset
since X is irreducible and F, T ( X are proper closed subsets. Then by construction,
f(Z) = f(F ) ∪ f(T ) ⊃ U ∪ V = Y.
This completes the proof of Lemma 8.2. 
The bottom half of the diagram in Introduction follows from the following proposition
and Proposition 8.8:
Proposition 8.3. Let G be a group. Let X be a K-algebraic group and A = X(K). Let
τ : AG → AG be an algebraic group cellular automaton over (G,X,K). The following hold:
(i) if τ is pre-injective then it is (•)-pre-injective and (••)-pre-injective;
(ii) τ is (•)-pre-injective if and only if it is (∗)-pre-injective;
(iii) τ is (••)-pre-injective if and only if it is (∗∗)-pre-injective;
(iv) if X is connected then τ is (••)-pre-injective if and only if τ is (•)-pre-injective.
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Proof. Denote by + the group law (not necessarily commutative) of AG and of the algebraic
groups involved. Fix a memory set M of τ .
For (ii) and (iii), we see that (•)-pre-injectivity (resp. (••)-pre-injectivity) implies triv-
ially (∗)-pre-injectivity (resp. (∗∗)-pre-injectivity). Suppose that τ is not (•)-pre-injective.
Then there exist a finite subset Ω ⊂ G and a proper closed subset H ( AΩ such that
τ((AΩ)e)) = τ(He). Let p ∈ A
G\Ω and p˜ ∈ AG be such that p˜|Ω = e
Ω and p˜|AG\Ω = p. Then
we find that
τ((AΩ)p) = τ((A
Ω)e + p˜) = τ((A
Ω)e) + τ(p˜)
= τ(He) + τ(p˜) = τ(He + p˜)
= τ(Hp).
Therefore, τ is not (∗)-pre-injective either and this proves (ii). Similarly, suppose that τ
is not (••)-pre-injective. Then for some finite subset Ω ⊂ G, we have dim(τ((AΩ)e)) <
dim(AΩ). Let p ∈ AG\Ω and p˜ ∈ AG be such that p˜|Ω = e
Ω, p˜|AG\Ω = p. Then we have
dim(τ((AΩ)p)) = dim(τ((A
Ω)e + p˜)) = dim(τ((A
Ω)e) + τ(p˜))
= dim(τ((AΩ)e)) < dim(A
Ω).
Thus τ is not (••)-pre-injective either and (iii) is proved.
To show (iv), suppose that X is connected thus irreducible. By (ii), (iii) and [13,
Proposition 6.4].(ii), we see that τ is (•)-pre-injective if it is (••)-pre-injective. Suppose
that τ is not (••)-pre-injective. Then there exists a nonempty finite subset Ω ⊂ G such
that
(8.1) dim
(
τ((AΩ)e)
)
= dim
(
τ
(
(AΩ)e
)
|Ω+
)
< dim(AΩ).
Consider the closed immersion homomorphism of K-algebraic groups:
ι := (IdXΩ , e
Ω++\Ω) : XΩ = XΩ ×K
∏
Ω++\Ω
Spec(K)→ XΩ
++
.
Note that Z := ι(XΩ) is homeomorphic to XΩ and by Theorem 2.3, it is a K-algebraic
subgroup of XΩ
++
. Let j : Z → XΩ
++
be the corresponding closed immersion and consider
h := f+Ω+ ◦ j : Z → X
Ω+.
Then clearly σ := h(K) : Z(K)→ AΩ
+
is the restriction of τ+Ω+ to Z(K) = A
Ω × {e}Ω
++\Ω.
Again by Theorem 2.3, Y = Im(h) ⊂ XΩ
+
is a K-algebraic subgroup. By construction, we
have
(8.2) Y (K) = τ+Ω+
(
AΩ × {e}Ω++
)
= τ
(
(AΩ)e
)
|Ω+ .
By [22, Proposition I.5.2.2], h factors through a surjective K-scheme morphism
γ : Z → Y.
Then the relation (8.1) says that dim(Y ) < dim(Z). Since X is assumed to be irreducible,
XΩ and thus Z and Y are also irreducible. Lemma 8.2 applied to γ and the homeomorphism
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Z ≃ XΩ implies that there exists a proper closed subscheme W ( XΩ such that
(8.3) γ ◦ ι(W ) = Y.
Let H :=W (K), we deduce from (8.2) and (8.3) that τ(He) = τ((A
Ω)e). Therefore, τ is
not (•)-pre-injective and this proves (iv).
As pre-injectivity implies (∗)- and (∗∗)-pre-injectivity (cf. [13, Proposition 5.3.(i)]), the
assertion (i) follows from (ii) and (iii). 
Proposition 8.4. Let G be an amenable group with a Følnet net F = (Fi)i∈I . Let X be
a connected K-algebraic group and A := X(K). Let τ : AG → AG be an algebraic group
cellular automaton over (G,X,K). Suppose that mdimF(τ(A
G)) = dim(A). Then τ is
surjective.
Proof. We apply [13, Lemma 5.3] to the G-invariant subset Γ := τ(AG). Let us check
the three conditions of [13, Lemma 5.3]. The condition (D1) is satisfied by the closed
image property of τ (cf. Theorem 5.1). The condition (D2), i.e., ΓΩ is closed in A
Ω for the
Zariski topology for every finite subset Ω ⊂ G, is satisfied by Proposition 3.5. Finally, the
condition (D3) is exactly the hypothesis mdimF(Γ) = dim(A). Hence, [13, Lemma 5.3]
implies that Γ = AG and thus τ is surjective. 
Proposition 8.5. Let G be an amenable group with a Følner net F = (Fi)i∈I . Let X
be a K-algebraic group and A := X(K). Let τ : AG → AG be an algebraic group cellular
automaton over (G,X,K). The following hold:
(i) if τ is (••)-pre-injective then mdimF (τ(A
G)) = dim(X);
(ii) if X is connected and mdimF(τ(A
G)) = dim(X) then τ is (•)-pre-injective.
Proof. The assertion (i) is a consequence of [13, Proposition 6.5] and the equivalence
between (∗∗)- and (••)-pre-injectivity for algebraic group cellular automata (Proposi-
tion 8.3.(iii)). Similarly, the assertion (ii) follows from [13, Proposition 6.6] and the equiv-
alence between (∗)- and (•)-pre-injectivity in our case (Proposition 8.3.(ii)). Remark that
the algebraic group X is irreducible if it is connected. 
Theorem 1.7 and Corollary 1.8 are consequences of the following.
Theorem 8.6. Let G be an amenable group. Let X be a K-algebraic group and A := X(K).
Let τ : AG → AG be an algebraic group cellular automaton over (G,X,K). Then the
following are equivalent:
(a) τ is surjective;
(b) τ is (•)-pre-injective;
(c) mdimF(τ(A
G)) = dim(X) for some (or equivalently any) Følner net F of the group G.
In particular, τ is surjective whenever it is pre-injective.
Proof. It is clear by definition of algebraic mean dimension that (a) ⇒ (c). The converse
implication follows from Proposition 8.4. We deduce that (a)⇔ (c). Now (c)⇒ (b) follows
from Proposition 8.5.(ii), and (b) ⇒ (c) from Proposition 8.5.(i) and Proposition 8.3.(iv).
Hence, the conditions (a), (b), (c) are equivalent.
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By Proposition 8.3.(i), pre-injectivity implies (•)-pre-injectivity. Together with the im-
plication (b) ⇒ (a), this proves the last assertion. 
Now suppose that G is an amenable group and X is a connected K-algebraic group.
Let f : XM → X be a homomorphism of K-algebraic groups where M ⊂ G is a finite
subset. If L/K is a field extension, denote XL := X ×K Spec(L) the L-algebraic group
obtained by the base change Spec(L)→ Spec(K). Observe that XL(L) = X(L). We define
τ (L) : X(L)G → X(L)G to be the algebraic group cellular automaton over (G,XL, L) with
memory set M and associated local defining map f (L). By using Theorem 8.6, the proof
of the following result is the same, mutatis mutandis, as the proof of [13, Theorem 7.2].
Proposition 8.7. With the above notation, suppose in addition that L is an algebraically
closed field. Then τ (K) is surjective if and only if τ (L) is surjective.
The next proposition shows that for linear cellular automata, all the weak notions of
pre-injectivity that we have introduced turn out to be equivalent to pre-injectivity.
Proposition 8.8. Let G be a group. Let X = An (n ∈ N) be the n-dimensional affine
space over K and A := X(K) = Kn. Let τ : AG → AG be a K-linear cellular automaton.
Then the properties of T-pre-injectivity for τ where
T ∈ {(∗), (∗∗), (•), (••)}
are all equivalent and they are equivalent to pre-injectivity of τ .
Proof. We first remark that τ is an algebraic group cellular automaton over (G,X,K)
where X is considered as the additive algebraic group Gna which is connected. Hence, it
follows immediately from Proposition 8.3.(ii)-(iv) that the properties of T-pre-injectivity,
for T ∈ {(∗), (∗∗), (•), (••)}, are all equivalent.
Suppose now that τ is not pre-injective. Then the argument given in [13, Example 8.6]
shows that τ is not (∗)-pre-injective. As pre-injectivity implies (•)-pre-injectivity by Propo-
sition 8.3.(i), the proof of Proposition 8.8 is completed. 
9. Kaplansky’s direct finiteness conjecture
Let G be a group. Let (X, e) be an algebraic group over an algebraically closed field
K. Denote by A = X(K) the set of K-points of X . Denote by R := EndK(X) the
set of endomorphisms of X . Then R is naturally a monoid with the law induced by the
composition of endomorphisms. The identity map is the unit of this monoid.
If X is a commutative algebraic group, then R is an abelian group for pointwise addition
and this makes R a ring together with the monoid structure described above. For example,
if X = Ga is the additive group over K = Fp where p is a prime number, then R = K[T ;F ]
is the skewed polynomial ring associated to the Frobenius morphism of K with the twisted
multiplication T na := F n(a)T n = ap
n
T n.
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9.1. Group rings and algebraic group cellular automata. We assume that X is a
commutative algebraic group over K so that R is a ring. We can use the symbol
∑
everywhere for the (commutative) additions on X or A. We begin with an immediate
observation.
Lemma 9.1. AG is canonically an R[G]-module compatible with the G-shift and the natural
action of R on AG as follows: for all α =
∑
h∈G α(h)h ∈ R[G] and x ∈ A
G,
(9.1) (αx)(g) :=
∑
h∈G
α(h)x(h−1g) for all g ∈ G.
Proof. The proof is straightforward and is omitted. 
We define A[G] ⊂ AG to be the subset consisting of all configurations with finite support.
For every z ∈ A, we define an element cz ∈ A[G] support on 1G by setting
cz(g) :=
{
z if g = 1G;
e otherwise.
With each α ∈ R[G], we associate a map τα : A
G → AG as follows:
(9.2) τα(x)(g) :=
∑
h∈G
α(h)(x(gh)), for all x ∈ AG, g ∈ G.
Lemma 9.2. The map τα : A
G → AG is an algebraic group cellular automaton over
(G,X,K). Moreover, the support of α is the minimal memory set of τα.
Proof. Let M ⊂ G denote the support of α. We define a homomorphism of algebraic
groups f : XM → X by setting
f = mXM ◦
∏
h∈M
α(h),
where mXM : X
M → X is the sum morphism induced by the group law of X . Note that
mXM is well-defined since X is a commutative algebraic group. Let µ := f
(K) : AM → A
be the induced map. Then it is immediate that
(9.3) µ(z) :=
∑
h∈M
α(h)(z(h)), for all z ∈ AM .
For every x ∈ AG and g ∈ G,
τα(x)(g) :=
∑
h∈G
α(h)(x(gh)) =
∑
h∈G
α(h)(g−1x(h))
=
∑
h∈M
α(h)(g−1x(h)) = µ((g−1x)|M) (by (9.3))
It follows that τα : A
G → AG is an algebraic group cellular automaton over (G,X,K).
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Suppose that S is the minimal memory set of τ . Then S ⊂ M since M is a memory set
of τ . Let ν : AS → A be the corresponding local defining map to S, which is automatically
a homomorphism of groups. Then for all z ∈ A and g ∈ G, we have
ν((gcz)|S) = τα(cz)(g
−1) =
∑
h∈G
α(h)(cz(g
−1h)) = α(g)(z).
For every g /∈ S, the support gcz is g and thus ν((gcz)|S) = ν(e
S) = e. Consequently, we
have α(g)(z) = e for all z ∈ A and thus α(g) = 0 for all g /∈ S. This implies that M ⊂ S
and we conclude that M = S is the minimal memory set of τ . 
The following proposition proves the first part of Theorem 1.3.
Proposition 9.3. The map Ψ: R[G] → CAalgr(G,X,K) given by Ψ(α) = τα for all
α ∈ R[G] is an R-linear isomorphism of rings.
Proof. We first show that Ψ is injective. Indeed, if τα = 0 for some α ∈ R[G] then for
every z ∈ A and g ∈ G, we find that
e = τα(cz)(g
−1) =
∑
h∈G
α(h)(cz(g
−1h)) = α(g)(z).
Therefore, as z ∈ A is arbitrary and A is dense in X , we obtain α(g) = 0 for all g ∈ G. It
follows that α = 0 and thus Ψ is injective.
Now to show that τ is surjective, let τ ∈ CAalgr(G,X,K) with memory set M and
the associated local defining map µ : AM → A induced by a homomorphism of algebraic
groups f : XM → X . For every h ∈ M , consider the endomorphism γh : X
{h} → X
given by the composition of f with the embedding (IdX{h} ×e
M\{h}) : X{h} → XM . Setting
αh := γ
(K)
h : A→ A, it follows immediately that
µ(z) =
∑
h∈M
αh(z(h)), for all z ∈ A
M .
Define α :=
∑
h∈M γhh ∈ R[G]. Then we find that
τ(x)(g) = µ((g−1x)|M) =
∑
h∈M
αh(g
−1x(h)) =
∑
h∈M
αh(x(gh)) =: τα(x)(g),
for all x ∈ AG and g ∈ G. We deduce that τ = τα as desired.
Let u ∈ R and α, β ∈ R[G], we deduce easily from the commutativity of R that
τα+β = τα + τβ , and τuα = uτα.
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In particular, we have Ψ(α+β) = Ψ(α)+Ψ(β). We verify now that Ψ is a ring homomor-
phism. Let x ∈ AG and denote y = τβ(x) ∈ A
G. Then for all g ∈ G, we find
τα(τβ(x)))(g) = τα(y)(g) :=
∑
h∈G
α(h)(y(gh)))
=
∑
h∈H
α(h)
(∑
k∈G
β(k)(x(ghk))
)
=
∑
h∈G
α(h)
( ∑
t=hk∈G
β(h−1t)(x(gt))
)
=
∑
t∈G
(∑
h∈G
α(h)β(h−1t)
)
(x(gt))
=
∑
t∈G
(αβ)(t)(x(gt)) = ταβ(x)(g).
Therefore, τα ◦ τβ = ταβ and thus Ψ(αβ) = Ψ(α)Ψ(β) for all α, β ∈ R[G]. As clearly
Ψ(1R[G]) = IdAG , we conclude that Ψ is an isomorphism of rings. 
9.2. Application to Kaplansky’s direct finiteness conjecture. In this section, we
will complete the proof of Theorem 1.3. We begin with two easy lemmata.
Lemma 9.4. Let R be a ring and let G be a group. Then, for every n ∈ N, we have a
canonical ring isomorphism
T : Matn(R)[G]→ Matn(R[G])∑
g∈G
A(g)g 7→
(∑
g∈G
A(g)ijg
)
1≤i,j≤n
.
Proof. Note that T (Idn 1G) = Idn. It is clear that T is an isomorphism of groups. Hence,
we only need to check that for all g, h ∈ G and A,B ∈ Matn(R), we have T (Ag.Bh) =
T (Ag)T (Bh). But this is true by the definition of matrix multiplication. 
Lemma 9.5. For any nonempty finite set M of cardinal m ∈ N and a commutative K-
algebraic group X, we have a canonical isomorphism of rings:
EndK(X
M) = Matm(End(X)).
Proof. We can suppose thatM = {1, . . . , m}. By the universal property of fibered products
and the commutativity of X , an endomorphism of algebraic groups α : XM → XM is the
data of m2 endomorphisms of algebraic groups αij : X
{i} → X{j} for 1 ≤ i, j ≤ m.
Define a bijective homomorphism of additive groups Π: EndK(X
M)→ Matm(End(X))
by setting for every α = (αij)1≤i,j≤m ∈ End(X
M) the tranpose matrix
Π(α) = tα ∈ Matm(End(X)).
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For all α, β ∈ EndK(X
M), let α ◦ β = (γij)1≤i,j≤m ∈ EndK(X
M). Every γij : X
{i} → X{j}
is then just the sum of the endomorphisms αkjβik : X
{i} → X{k} → X{j} for 1 ≤ k ≤ m:
γij =
m∑
k=1
αkjβik.
It follows that Π(α ◦ β) = Π(α)Π(β) and Π is indeed an isomorphism of rings. 
Corollary 9.6. Let G be a group and let X be a commutative K-algebraic group. Let
R = EndK(X) be the endomorphism ring of X. Then the group ring R[G] is stably finite
if one of the following holds.
(i) G is sofic and X is connected;
(ii) G is a locally residually finite group.
Proof. One observes first that the direct finiteness of R[G] follows immediately from Propo-
sition 9.3 and Theorem 7.2. To show that R[G] is stably finite, we have to verifiy that
for every n ∈ N, the ring Matn(R[G]) is directly finite. Consider the K-algebraic group
Y = Xn. Then Y is connected if X is connected since K is algebraically closed. By Lemma
9.5, we have EndK(Y ) ≃ Matn(R). It follows that the ring Matn(R)[G] is directly finite by
the above observation. This finishes the proof since we have Matn(R)[G] ≃ Matn(R[G])
by Lemma 9.4. 
10. The near ring R(K,G) and generalized Kaplansky’s conjectures
10.1. Definition. From now on, let K be a ring and let G be a group. We describe in
this section a natural near ring R(K,G) associated to K an G.
As a group, (R(K,G),+) is identified with the additive group of the polynomial ring
with coefficients in K in variables indexed by G. Thus, (R(K,G),+) = (K[Xg : g ∈ G],+)
as groups with the zero polynomial 0 as neutral element. We consider the following set of
non-negative integral functions on G with finite support:
NGc := {f : G→ N : f(g) = 0 for all but finitely many g ∈ G},
which can be viewed as the semi-ring N[G]. We denote the (finite) support of u ∈ NGc by
supp(u) := {g ∈ G : u(g) 6= 0} ⊂ G
and define the associated monomial
X
u
:=
∏
g∈G
Xu(g)g
with the usual identity X0g = 1. Observe that R(K,G) is a free K-module with a basis
given by the monomials X
u
for all u ∈ NGc . For every α ∈ R(K,G), we denote also
supp(α) := ∪u∈NGc , α(u)6=0 supp(u).
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There are natural shift actions of the group G on NGc and R(K,G) as follows. For all g ∈ G,
u ∈ NGc , and γ =
∑
w∈NGc
γ(w)X
w
∈ R(K,G), we define the integral finitely supported
function
gu : G→ N, (gu)(h) := u(g−1h), for every h ∈ G,(10.1)
and the polynomial
gγ :=
∑
w∈NGc
γ(w)X
gw
∈ R(K,G).(10.2)
If u, v ∈ NGc then we define the function u⋆v ∈ N
G
c by the following convolution formula:
(u ⋆ v)(g) :=
∑
h∈G
u(h)v(h−1g), for all g ∈ G.(10.3)
Lemma 10.1. For all u, v ∈ NGc and g ∈ G, we have the following properties
(i) u ⋆ v =
∑
h∈G u(h)(hv);
(ii) supp(u ⋆ v) = supp(u) supp(v);
(iii) supp(gu) = g supp(u).
Proof. The points (i) and (iii) are trivial. For (ii), remark that the functions u, v have values
in N. If u(h), v(h−1g) > 0 for some h, g ∈ G then (u⋆v)(g) > 0. It follows from (10.3) that
(u ⋆ v)(g) ≥ u(h)v(h−1g) > 0 and thus supp(u ⋆ v) ⊃ supp(u) supp(v). Suppose now that
g ∈ supp(u ⋆ v). Then (10.3) implies that there exist h ∈ G such that u(h), v(h−1g) > 0.
This proves the other inclusion and thus supp(u ⋆ v) = supp(u) supp(v). 
Suppose that α =
∑
u∈NGc
α(u)X
u
and β =
∑
v∈NGc
β(v)X
v
are two elements in R(K,G).
Note that α(u) = 0 and β(v) = 0 for all but finitely many u, v ∈ NGc . The multiplication
law also denoted by ⋆ on R(K,G) is given as follows. First, for each u ∈ NGc , we define
X
u
⋆ β :=
∏
g∈G
(gβ)u(g) ,(10.4)
and then extend by K-linearity to obtain ⋆ : R(K,G)× R(K,G)→ R(K,G) given by
α ⋆ β :=
∑
u∈NGc
α(u)X
u
⋆ β
=
∑
u∈NGc
α(u)
∏
g∈G
(gβ)u(g)
=
∑
u∈NGc
α(u)
∏
g∈G

∑
v∈NGc
β(v)X
gv


u(g)
.(10.5)
Remark 10.2. It follows immediately from the above definition that for all α ∈ R(K,G),
(i) α ⋆ 1 =
∑
u∈NGc
α(u);
(ii) 1 ⋆ α = 1.
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Example 10.3. Let g, g′, h, h′ ∈ G and α = X3gXh + 1, β = X
2
g′ −X
2
h′. Then
α ⋆ β = (X2gg′ −X
2
gh′)
3(X2hg′ −X
2
hh′) + 1,
and
β ⋆ α = (X3g′gXg′h + 1)
2 − (X3h′gXh′h + 1)
2.
We have the following algebraic structure property of R(K,G).
Proposition 10.4. Let K be a ring with unit and let G be a group. Then (R(K,G),+, ⋆)
is a left near ring, i.e.,
(i) (R(K,G),+) ≃ (K[Xg : g ∈ G],+) is a commutative group with neutral element 0;
(ii) (R(K,G), ⋆) is a monoid with identity element X1G;
(iii) for all α, β, γ ∈ R(K,G), we have
(α + β) ⋆ γ = α ⋆ γ + β ⋆ γ.
If the near ring R(K,G) is commutative then K and G are commutative as well.
Proof. The first three assertions are straightforward from the above definition of R(K,G).
To verify without explicitly writing out a simple but tedious calculation that the map
⋆ is associative, we can use the isomorphism R(K,G) ≃ CAalg(G,A
1, K) in Theorem
10.8 when K is an infinite field and the obvious corresponding associativity property of
the composition rule in CAalg(G,A
1, K). For the last assertion, suppose that R(K,G) is
commutative. Then we have Xg ⋆Xh = Xh ⋆Xg for all g, h ∈ G. It follows that Xgh = Xhg,
i.e., gh = hg for all g, h ∈ G, i.e., G is commutative. Similarly, aX1G ⋆ bX1G = bX1G ⋆aX1G
implies that ab = ba for all a, b ∈ K. It follows that K is commutative. 
Note that a near ring may not satisfy the relation α ⋆ 0 = 0. In fact, we always have in
R(K,G) that 1 ⋆ 0 = 1 (Remark 10.2).
If char(K) = p > 0, let K[t;F ] be the twisted polynomial ring whose multiplication is
twisted by the Frobenius map:
Ta := apT.
Note that in this case, K[t;F ] is exactly the endomorphism ring of the additive group
Ga = SpecK[X ]. We have the following natural embeddings:
Proposition 10.5. Let K be a ring and let G be a group. We have a canonical embedding
of near rings
K[G]→ R(K,G).
If K is a ring of characteristic p > 0, then the above embedding factors as a composition
of canonical embeddings of near rings
K[G]→ K[t;F ][G]→ R(K,G).
Proof. We consider the following map
ι : K[G]→ R(K,G)∑
g∈G
α(g)g 7→
∑
g∈G
α(g)Xg.
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Clearly ι is well-defined and is a homomorphism of commutative groups. Let α =
∑
g∈G α(g)g
and β =
∑
h∈G β(h)h be elements in K[G]. We check now that ι(αβ) = ι(α)⋆ι(β). Indeed,
ι(αβ) = ι
(∑
g,h∈G
α(g)β(h)gh
)
:=
∑
g,h∈G
α(g)β(h)Xgh,
and on the other hand
ι(α) ⋆ ι(β) =
(∑
g∈G
α(g)Xg
)
⋆
(∑
h∈G
β(h)Xh
)
:=
∑
g∈G
α(g)
(∑
h∈G
β(h)Xgh
)
=
∑
g,h∈G
α(g)β(h)Xgh.
Suppose now that ι(α) = ι(β). Then we have
∑
g∈G α(g)Xg =
∑
g∈G β(g)Xg thus
α(g) = β(g) for all g ∈ G, i.e., α = β. It follows that ι is an injective homomorphism of
near rings.
Now suppose that char(K) = p > 0. For every g ∈ G, A =
∑
k≥0 akt
k ∈ K[t;F ], denote
P (A; g) :=
∑
k≥0
akX
pk
g ∈ R(K,G).
It follows that P (A; g) = 0 if and only if A = 0. For A,B ∈ F (K) and g ∈ G, we have
(10.6) P (A+B; g) = P (A; g) + P (B; g).
Now consider the map
j : K[t;F ][G]→ R(K,G)∑
g∈G
α(g)g 7→
∑
g∈G
P (α(g); g).
From (10.6), we find that j is a homomorphism of commutative groups.
Let α =
∑
g∈G α(g)g and β =
∑
h∈G β(h)h be elements in K[t;F ][G]. We check now
that j(αβ) = j(α)⋆j(β). Since R(K,G) is a left near ring and by linearity, we can suppose
that α = Ag for some g ∈ G and A =
∑
k≥0 akt
k ∈ K[t;F ]. We write β(h) =
∑
r≥0 br(h)t
r
for each h ∈ G. Let C(h) =
∑
s≥0 cs(h)t
s = Aβ(h) so that cs(h) =
∑
0≤k≤s akbs−k(h)
pk for
s ∈ N. We see that
j(αβ) = j
(∑
h∈G
C(h)gh
)
=
∑
h∈G
∑
s≥0
cs(h)X
ps
gh.
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On the other hand, note that since we are in characteristic p > 0, we find that
j(α) ⋆ j(β) =
(∑
k≥0
akX
pk
g
)
⋆
(∑
h∈G
∑
r≥0
br(h)X
pr
h
)
:=
∑
k≥0
ak
(∑
h∈G
∑
r≥0
br(h)X
pr
gh
)pk
=
∑
k≥0
ak
∑
h∈G
∑
r≥0
br(h)
pkXp
r+k
gh
=
∑
h∈G
∑
s≥0
csX
ps
gh.
It follows that j(αβ) = j(α) ⋆ j(β). Now suppose that j(α) = 0 for some α =∑
g∈G α(g)g ∈ K[t;F ][G]. Then for all g ∈ G, P (α(g); g) = 0. It follows that α(g) = 0 for
all g ∈ G, i.e., α = 0. We conclude that j is an injective homomorphism of near rings.
Finally, we see from the constructions that the map ι : K[G] → R(K,G) factors as
a composition of the obvious inclusion of rings θ : K[G] → K[t;F ][G] followed by the
embedding j : K[t;F ][G]→ R(K,G). 
10.2. The isomorphism R(K,G) ≃ CAalg(G,A
1, K). In this section, we suppose that
K is a commutative ring. We will establish in Theorem 10.8 a point-wise description of the
near ring R(K,G) in terms of CAalg(G,A
1, K) when the ring K has a certain nice property.
To each element α =
∑
u∈NGc
α(u)X
u
in R(K,G), we associate a map σα : A
G → AG where
A = A1(K) = K as follows:
σα(x)(g) :=
∑
u∈NGc
α(u)xgu =
∑
u∈NGc
α(g−1u)xu, for all x ∈ AG, g ∈ G,(10.7)
where yv :=
∏
h∈G y(h)
v(h) for all y ∈ AG and v ∈ NGc .
Lemma 10.6. The map σα : A
G → AG is an algebraic cellular automaton over (G,A1, K).
Moreover, supp(α) is the minimal memory set of τα. In fact, every σ ∈ CAalg(G,A
1, K)
is of the form σ = σβ for some β ∈ R(K,G).
Proof. Since α(u) = 0 for almost all u ∈ NGc , it follows that M := supp(α) ⊂ G is finite.
Consider the morphism of affine K-schemes f : (A1K)
M → A1K induced by the morphism of
K-algebras
K[t]→ K[Xg : g ∈M ]
t 7→
∑
u∈NGc
α(u)X
u
.(10.8)
Then it is clear from (10.7) and (10.8) that σα ∈ CAalg(G,A
1, K) as it admits supp(α) as
a minimal memory set and the associated local defining map µα is induced by f .
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Again, from (10.8) and the definition of supp(α), we see easily that supp(α) is the
minimal memory set of τ . Now suppose that σ ∈ CAalg(G,A
1, K). Then σ has a memory
set N ⊂ G and the associated local defining map KN → K is induced by a polynomial
β =
∑
u∈NGc
β(u)X
u
∈ K[Xg : g ∈ N ] as in (10.8). It is clear that σ = σβ . 
A commutative ring R is said to have Property (P ) if the polynomial ring R[T ] has no
nonzero polynomial that is identically zero as a function R → R. Any reduced infinite
(commutative) ring without idempotents has Property (P ) (e.g. any infinite field). By an
easy classical induction argument on the number of variables, we have:
Lemma 10.7. If a commutative ring R satisfies Property (P ) then for all n ∈ N, the
polynomial ring R[T1, . . . , Tn] has no nonzero polynomial that is identically zero on R
n.
Theorem 10.8. Suppose that K is a commutative ring that satisfies (P ). Then we have
an isomorphism of near rings Φ: R(K,G) → CAalg(G,A
1, K) given by Φ(α) = σα for all
α ∈ R(K,G).
Proof. We verify first that Φ is injective. Indeed, suppose that σα = σβ for some α, β ∈
R(K,G). Let M = supp(α) ∪ supp(β) ⊂ G be a finite subset. Then we have two poly-
nomials µα, µβ in K[Xg : g ∈ M ] corresponding to the local defining maps of σα and σβ
respectively. Since σα = σβ on K
G, it follows that µα = µβ as functions K
M → K. Lemma
10.7 implies that µα = µβ as polynomials in K[Xg : g ∈ M ]. We deduce that α = β and
thus Φ is injective. The map Φ is surjective by Lemma 10.6.
Let r ∈ K and α, β ∈ R(K,G), the commutativity of K implies that
σα+β = σα + σβ , and σrα = rσα.
It follows that Φ(α+β) = Φ(α)+Φ(β). We verify now that Φ is a homomorphism of near
rings. Since σα ◦ σβ and σα⋆β are cellular automata (Lemma 10.6), they are G-equivariant.
Thus to show that they are equal, it suffices to show that (σα ◦ σβ)(x)(1G) = σα⋆β(x)(1G)
for every x ∈ KG. Denote y = σβ(x) ∈ K
G, we find that
σα(σβ(x)))(1G) = σα(y)(1G) :=
∑
u∈NGc
α(u)yu
=
∑
u∈NGc
α(u)
∏
g∈G
y(g)u(g)
=
∑
u∈NGc
α(u)
∏
g∈G

∑
v∈NGc
β(v)xgv


u(g)
= σα⋆β(x)(1G)
The last equality follows clearly from the definitions (10.5) and (10.7). Therefore, σα◦σβ =
σα⋆β and Φ(α⋆β) = Φ(α)◦Ψ(β) for all α, β ∈ R(K,G). As Ψ(1R(K,G)) = IdKG, we conclude
that Φ is an isomorphism of near rings. 
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Remark 10.9. Let CAlin(G,A
1, K) denote the ring of linear cellular automata over KG.
Suppose that K is an infinite field. If char(K) > 0, we have the following commutative
diagram:
K[G] K[t;F ][G] R(K,G)
CAlin(G,A
1, K) CAalgr(G,A
1, K) CAalg(G,A
1, K)
≃ ≃ ≃
where the horizontal maps are natural inclusions. When char(K) = 0, we have the same
diagram without the middle column.
10.3. On generalized Kaplansky’s conjectures. Since the group ring K[G] is canon-
ically contained in the near ring R(K,G) by Proposition 10.5, it is natural to extend
Kaplansky’s conjectures to R(K,G) as follows.
Conjecture 10.10 (Generalized Kaplansky’s conjectures). Let K be a field and let G be
a group. Consider the near ring (R(K,G),+, ⋆). If G is torsion free then:
- (Unit conjecture) All one-sided inverses ofR(K,G) are trivial units, i.e., if α, β ∈ R(K,G)
and α ⋆ β = X1G then α = aXg − ab and β = a
−1Xg−1 + b for some g ∈ G, a ∈ K
∗, and
b ∈ K;
- (Zero-divisor conjecture) R(K,G) does not contain nonzero divisor, i.e., if α, β ∈ R(K,G)
and α ⋆ β = 0 then α = 0 or β is a constant;
- (Nilpotent conjecture) R(K,G) does not contain nonzero nilpotent, i.e., if α ∈ R(K,G)
and α(⋆n) = 0 for some n ≥ 1 then α = 0;
- (Idempotent conjecture) The idempotents of R(K,G) are trivial, i.e., if α ∈ R(K,G) and
α ⋆ α = α then α = X1G + d where d ∈ K, 2d = 0 or α is a constant.
For an arbitrary group G, we have:
- (Direct finiteness conjecture) All one-sided inverses of R(K,G) are units, i.e., if α, β ∈
R(K,G) and α ⋆ β = X1G then β ⋆ α = X1G .
Remark 10.11. It is a difficult result that for any field K and any group G, K[G] is
reduced (no nilpotent elements) if and only if K[G] is a domain (no zero divisors) (cf. [25,
Chapter 2.§6]). However, this is false for the near ring R(K,G). In fact, R(K,G) is never a
domain for any ring K and any group G since every constant is a divisor of 0. To see this,
let α ∈ R(K,G) \ {0} whose sum of coefficients s(α) = 0, e.g., α = Xg − 1 for any g ∈ G.
Then it follows that α ⋆ 1 = s(α) = 0. Hence, constants in R(K,G) should be viewed as
trivial right zero divisors. This explains the necessity of the modification in the generalized
conjectures. However, we suspect that the nilpotent conjecture holds: if α ∈ R(K,G) and
α(⋆n) = 0 for some n ≥ 1 then α = 0.
As an application of Theorem 7.2 and Theorem 10.8, we establish first the following
direct finiteness and stability properties of units of K[G] and K[t;F ][G] in R(K,G).
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Theorem 10.12. Let K be a field with an algebraic closure K and let G be a sofic group.
Let α, β ∈ R(K,G) be such that α ⋆ β = X1G. Then the following hold.
(i) if G is locally residually finite and K is uncountable then β ⋆ α = X1G;
(ii) if β ∈ K[G] then β ⋆ α = X1G and α ∈ K[G];
(iii) if char(K) = p > 0 and β ∈ K[t;F ][G] then β ⋆ α = X1G and α ∈ K[t;F ][G].
Proof. Recall the isomorphism Φ: R(K,G) → CAalg(G,A
1, K) in Theorem 10.8. Let
τ = Φ(β) ∈ CAalgr(G,X,K) and σ = Φ(α) ∈ CAalg(G,X,K). Since α ⋆ β = X1G , it
follows that σ ◦ τ = Id
K
G . In particular, τ is injective.
Suppose that G is locally residually finite. Then since τ is injective andK is uncountable,
it follows from [12, Theorem 1.2] that τ is bijective. Hence, we have τ ◦ σ = Id
K
G . This
proves (i) since β ⋆ α = Φ(Id
K
G) = X1G .
Suppose that char(K) = p > 0 and β ∈ K[t;F ][G]. Let X = Ga = SpecK[T ] be the
additive group over K then EndK(X) = K[t;F ] is the endomorphism ring of X . Then
Theorem 7.2 implies that τ ◦ σ = Id
K
G and σ ∈ CAalgr(G,X,K). It follows immediately
that β ⋆ α = X1G and α ∈ K[t;F ][G]. This proves (iii).
Now suppose that β ∈ K[G]. The proof for (ii) is similar but instead of using Theorem
7.2, we can apply directly a similar result for linear cellular automata [7, Theorem 1.2, 3.1]
to conclude. 
10.4. Generalized Kaplansky’s conjectures for orderable groups. A group G is
called orderable if it admits a strict total ordering < which is left and right invariant, i.e.,
for all g, h, k ∈ G, g < h implies fg < fh and gf < hf . The class of orderable groups is
closed under taking subgroups and direct products.
Suppose that (G,<) is an orderable group. Then we have several induced well-orders
on the set of monomials in K[Xg : g ∈ G]. Note that to give such an order is equivalent to
give an order on NGc . In what follows, we choose to work with the lexicographic order on
NGc as well as the set of monomials in K[Xg : g ∈ G]. Using the definition of N
G
c and the
multiplication law ⋆ on NGc and R(K,G), the proof of the following lemma is elementary
and straightforward.
Lemma 10.13. Suppose that (G,<) is an orderable group. Suppose that u, v, w ∈ NGc and
g ∈ G. Equip NGc with the induced lexicographic order also denoted <. Then we have
(i) if w 6= 0 then 0 < w;
(ii) if w 6= 0 then u < u+ w;
(iii) u < v if and only if gu < gv if and only if u+ w < v + w;
(iv) if u < v and w 6= 0 then u ⋆ w < v ⋆ w and w ⋆ u < w ⋆ v.
Moreover, let α = α(u)X
u
+ (lower terms) and β = β(v)X
v
+ (lower terms) be elements
in R(K,G) where K is a domain. Then we have
α ⋆ β = α(u)β(v)s(u)X
u⋆v
+ (lower terms),
where s(u) :=
∑
g∈G u(g) ∈ N.
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Proof. The points (i), (ii), (iii) are obvious. To check (vi), suppose that g1 < · · · < gm
(where m ≥ 1 by (i) and u < v) are the support of v. If u(gm) = v(gm) then since
(NGc , ⋆) ≃ N[G] is left and right distributive, we only need to check (u − u(gm)1gm) ⋆ w <
(v − v(gm)1gm) ⋆ w and w ⋆ (u− u(gm)1gm) < w ⋆ (v − v(gm)1gm). Up to replacing u, v by
u − u(gm)1gm and v − v(gm)1gm respectively and so on if necessary, we can thus suppose
that u(gm) < v(gm). Let h ∈ G be the maximal element in supp(w). Then clearly
u ⋆ w(gmh) = u(gm)w(h) < v ⋆ w(gmh) = v(gm)w(h)
and thus u ⋆ w < v ⋆ w. Similarly, w ⋆ u < v ⋆ w and this proves (iv). The proof of the
last statement is similar and is omitted. We only notice that α(u)β(v)s(u) 6= 0 since K is
a domain. 
Theorem 10.14. Suppose that G is an orderable group and K is an integral domain. Then
the near ring R(K,G) satisfies the generalized Kaplansky unit conjecture.
Proof. Let α, β ∈ R(K,G) be such that α ⋆ β = X1G . Then clearly α, β are not constant
since 1 ⋆ β = 1 and α ⋆ 1 are constant.
Therefore, we can write α = α(u)X
u
+ (lower terms) and β = β(v)X
v
+ (lower terms)
where u, v ∈ NGc are nonzero functions and α(u), β(v) 6= 0. By Lemma 10.13, we have
X1G = α ⋆ β = α(u)β(v)
s(u)X
u⋆v
+ (lower terms).
As α(u)β(v)s(u) 6= 0, Lemma 10.1 implies immediately that u⋆v = 11G . Since supp(u⋆v) =
supp(u) supp(v), we deduce that supp(u) and supp(v) are singleton. Thus, it follows that
u = 1g and v = 1g−1 for some g ∈ G. Therefore, s(u) = 1 and thus α(u)β(v) = 1.
Consider now the reversed order > on G and the corresponding induced monomial order
on R(K,G). By the same argument, we deduce that α (resp. β) does not have any non-
constant monomials other than Xg (resp. Xg−1). Indeed, suppose that there exist such
non-constant monomials. Then the product of two leading terms of α and β with respect
to > is a non-constant monomial distinct from X1G which is in fact < X1G by Lemma
10.13.(iv). This follows from the observation that for all h ∈ supp(α − α(u)Xg), we have
h < g and similarly, h < g−1 for all h ∈ supp(β−β(u)Xg−1). But the product of these two
leading terms is the leading term of α ⋆ β with respect to > by Lemma 10.13, we arrive at
a contradiction. Hence, using the equality α⋆β = X1G , it follows easily that α = aXg− ab
and β = a−1Xg−1 + b for some a = α(u) ∈ K
∗ and b ∈ K. 
As an application, we obtain the following nontrivial result saying that all injective
algebraic cellular automata CG → CG where G is in a certain class of groups are trivial.
Corollary 10.15. Let G be a locally residually finite and orderable group (e.g. Zd and free
groups) and let K be an uncountable algebraically closed field of characteristic 0. Suppose
that τ ∈ CAalg(G,A
1, K) is injective. Then there exists g ∈ G, a ∈ K∗, and b ∈ K such
that for all x ∈ KG and h ∈ G, we have
τ(x)(h) = ax(g−1h) + b.
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Proof. Via the isomorphism Φ in Theorem 10.8, τ is given by an element β ∈ R(K,G) so
that τ = Φ(β) = σβ. By [12, Corollary 1.5] (which is true for the field K), τ is in fact
invertible since it is injective by hypothesis. Let σ ∈ CAalg(G,A
1, K) be its inverse and
α = Φ−1(σ) ∈ R(K,G). It follows again from Theorem 10.8 that α ⋆ β = X1G . We can
thus apply Theorem 10.14 to conclude that β = aXg + b for some g ∈ G, a ∈ K
∗, and
b ∈ K. By the isomorphism Φ, this means exactly that τ(x)(h) = ax(g−1h) + b for all
x ∈ KG and h ∈ G. 
Remark 10.16. The proof of the above result is a combination of a point-wise method
(maps CG → CG) and a point-wise-free one (representation of such maps as elements of
R(C, G)) via the isomorphism Φ given in Theorem 10.8.
Proof of Theorem 1.6. Suppose that α⋆β = 0, α 6= 0 and β is nonconstant. Then α is also
nonconstant since otherwise α = c ∈ L \ {0} and α ⋆ β = c 6= 0. It follows that supp(α)
and supp(β) are nonempty. Let u, v ∈ NGc \ {0} be respectively the leading exponents of
α and β with respect to the lexicographic monomial order induced by the order < of G.
Then Lemma 10.13 says that the leading exponent of α ⋆ β is u ⋆ v. Note that 0 < u ⋆ v
since 0 < u, v (cf. Lemma 10.13.(iv)). Thus α ⋆ β cannot be constant which contradicts
the hypothesis α ⋆ β = 0. This proves (i).
Now suppose that P (α) = aX1G for some α ∈ R(L,G), a ∈ L and P ∈ L[x] a polynomial
of degree m ≥ 1. Suppose that α is nonconstant and thus supp(α) is nonempty
We first show that supp(α) = {1G}. Suppose on the contrary that there exists g ∈
supp(α) \ {1G}. Then g < 1G or 1G < g. Consider now the case 1G < g. The leading
exponent u ∈ NGc \ {0} of α exists and its maximal element is then at least g. It follows
that 11G < 1g ≤ u. By applying inductively Lemma 10.13, u
(⋆n) := u ⋆ · · · ⋆ u (n-times)
is the leading exponent of α(⋆n) for every n ≥ 1. Since 11G < 1g ≤ u, Lemma 10.13.(iv)
implies that 11G < u
(⋆n) for all n ≥ 1. In particular u(⋆n) 6= 0 and the same lemma yields
u(⋆n) = u(⋆n) ⋆ 11G < u
(⋆n) ⋆ u = u(⋆(n+1)) for all n ≥ 1. We deduce that u(⋆m) is the
leading exponent of P (α). But then P (α) cannot be aX1G since 11G < u
(⋆m), which is a
contradiction. The same argument applies to the case g < 1G with the reversed order of
G. Therefore, supp(α) = {1G} as claimed.
Hence, there exist p ∈ N≥1 and c0, . . . , cp ∈ L with cp 6= 0 such that
α = cpX
p
1G
+ · · ·+ c1X1G + c0.
If p ≥ 2 then P (α) is a polynomial of degree pm ≥ 2 in X1G and cannot be aX1G . Thus,
p = 1 and we can conclude that α = cX1G + d for some c, d ∈ L. Applying this to the case
P (x) = x2 − x, the last assertion of Theorem 1.6.(ii) follows from a direct calculation. 
11. Some counter-examples
We begin with an example showing that Theorem 1.1 and Theorem 1.4.(ii) are false in
positive characteristic.
Example 11.1. Suppose thatG = {•} is a trivial group andK = F p where p > 0 is a prime
number. Let F : Gm → Gm be the Frobenius endomorphism of the multiplicative group
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Gm over K. Then the induced algebraic group cellular automaton τ ∈ CAalgr(G,Gm, K) is
given by τ : K∗ → K∗, x→ xp. Clearly, τ is bijective but its inverse map τ−1 : K∗ → K∗,
x→ x1/p is not algebraic hence τ−1 /∈ CAalg(G,Gm, K).
The following example shows that we cannot replace algebraic group cellular automaton
by a more general algebraic cellular automaton in the hypotheses of Theorem 1.7 and
Proposition 8.4 .
Example 11.2. (cf. [13, Example 8.3]) Let G be an amenable group with a Følner net F
and let X be a connected K-algebraic group. Let A := X(K) and let τ : AG → AG be an
algebraic cellular automata with a memory set M = {1G}. Then the local defining map
µ : A→ A is induced by a morphism ofK-algebraic varieties f : X → X . Note that f is not
necessarily a homomorphism of algebraic groups. Theorem 1.7 and Proposition 8.4 do not
apply in this case. In fact, if f is a dominant nonsurjective morphism, then we see clearly
that mdimF(τ(A
G)) = dim(A) while τ is not surjective. Moreover, it is also immediate
that τ is (•)- and (••)-pre-injective. For example, we can take X = A2 = Spec(K[x, y])
and f : A2 → A2 to be induced by the morphism of K-algebras
K[x, y]→ K[x, y]
(x, y) 7→ (x, xy).
Then f(A2) = A2 \ ({x = 0} \ {(0, 0)}) and thus f is dominant but not surjective.
The next example shows that we cannot omit the hypothesis that K is algebraically
closed in Theorem 1.1, Theorem 1.2, Theorem 1.7, and Corollary 1.8.
Example 11.3. Let E be an elliptic curve over Q. Then E is a connected and projective
Q-algebraic group. By Mordell-Weil’s theorem, E(Q) is a finitely generated abelian group.
Consequently, E(Q) = F ⊕T , where F is a free abelian group of finite rank r ≥ 0 and T is
a finite abelian group. Mazur’s theorem asserts that the group T is either cyclic of order
n ∈ {1, . . . , 12} \ {11} or isomorphic to Z/2mZ × Z/2Z with m ∈ {1, . . . , 4}. Suppose
that r ≥ 1 (e.g. E is the elliptic curve with equation y2 = x3 + 4x + 9 for which r = 2).
Let p ≥ 11 be a prime number. Let f := [p]E : E → E be the multiplication-by-p map on
E. Then f is a homomorphism of Q-algebraic groups inducing the multiplication by p on
E(Q). Since p ≥ 11, the map f induces a group automorphism of T . On the free part F , it
induces a group endomorphism that is clearly injective but not surjective. Consequently,
f induces a group endomorphism of E(Q) that is injective but not surjective.
Now let G be any group, A := E(Q), and let τ : AG → AG denote the algebraic group
cellular automaton over (G,E,Q) with memory setM = {1G} and associated local defining
map µ = f (Q) : A → A. The above paragraph shows that τ is injective (and thus pre-
injective) but not surjective.
The following classical example shows that Theorem 1.5 fails as soon as we replace A1
by any higher dimensional affine space An (n ≥ 2).
Example 11.4. Let n ≥ 2. Choose any linear automorphism f of the vector space Cn
such that f is a not a homothety. Then for any group G, the algebraic cellular automaton
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fG : (Cn)G → (Cn)G is injective. However, there do not exist g ∈ G, a ∈ C∗ and b ∈ C
such that fG(x)(h) = ax(g−1h) + b for all x ∈ CG and h ∈ G.
We consider now a non degenerate case. Let G = Z and M = {0, 1} ⊂ G. Let
τ, σ : (C2)G → (C2)G be linear cellular automata induced respectively by the local defining
maps µ, ν : (C2)M → C2 given by:
µ((x, y); (z, t)) = (x+ t, y),
and
ν((x, y); (z, t)) = (x− t, y).
We check easily that σ ◦ τ = τ ◦σ = Id(C2)G and that M is the minimal memory set of σ, τ .
Similar examples show that we cannot even control the size of the minimal memory set of
an injective or even bijective linear cellular automaton.
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