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a b s t r a c t
For a real univariate polynomial f and a closed complex domain D
whose boundary C is a simple curve parameterized by a univariate
piecewise rational function, a rigorous method is given for finding
a real univariate polynomial f˜ such that f˜ has a zero in D and
‖f − f˜ ‖∞ is minimal. First, it is proved that the minimum distance
between f and polynomials having a zero at α ∈ C is a piecewise
rational function of the real and imaginary parts ofα. Thus, onC , the
minimum distance is a piecewise rational function of a parameter
obtained through the parameterization of C . Therefore, f˜ can be
constructed by using the property that f˜ has a zero on C and
computing theminimumdistance on C .We analyze the asymptotic
bit complexity of the method and show that it is of polynomial
order in the size of the input.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Problems on the locations of the zeros of a polynomial are very interesting and important in
both theory and practice. For example, in control theory, the locations of the zeros of polynomials
affect the stability and performance of systems. In practical examples, the coefficients of polynomials
can contain errors, because they are obtained through measurement or can be specified with
only finite precision. As a result, control theory has considered problems on how perturbations of
such coefficients affect the locations of zeros and the properties of systems. Kharitonov’s theorem
(Kharitonov, 1978) and the edge theorem (Bartlett et al., 1988) are landmark results in the vast
literature on such problems.
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There are many studies on the locations of the zeros of a polynomial in research on symbolic-
numeric algorithms, for example, (Graillat, 2005; Hitz and Kaltofen, 1998; Hitz et al., 1999; Kaltofen,
1999;Mosier, 1986; Rezvani and Corless, 2005; Sekigawa and Shirayanagi, 2006, 2007; Stetter, 1999).
For a given complex polynomial f and a domain D, Hitz and Kaltofen (1998) proposes a method for
finding a nearest polynomial to f in the l2-norm with a zero in D. For a given real polynomial g and a
complex number α, Graillat (2005) provides an explicit formula for a nearest polynomial to g in the
l2-norm with a zero at α. Karow (2003) gives an explicit formula for the distance between g and a
nearest polynomial in the l∞-norm.
Given a real univariate polynomial f and a closed domain D ⊂ C, we consider the problem of
finding a nearest real univariate polynomial f˜ such that f˜ has a zero in D and the l∞-norm of f − f˜
is minimal. This problem is closely related to problems treated in Qiu and Davison (1989); Rantzer
(1992). (See also the textbook Bhattacharyya et al., 1995.) Here, we reduce searching in a subset of a
given domain (Qiu and Davison, 1989; Rantzer, 1992) to solving algebraic equations.
Although we previously examined this problem in Sekigawa (2008a) and proposed a method
for finding f˜ , the number of equations to be solved is of exponential order in the size of the input.
In Sekigawa (2008b), we proposed a method in which the number of equations to be solved and their
degrees are of polynomial order in the size of the input. In this paper,we refine themethod in Sekigawa
(2008b) and show that the asymptotic bit complexity of computing the nearest polynomial is of
polynomial order in the size of the input.
The rest of this paper is organized as follows. Section 2 explains the theorems supporting the
proposed method, whose details and computational complexity are given in Section 3 and Section 4,
respectively. Section 5 concludes the paper by mentioning directions for future work.
2. Theoretical background
2.1. Existence of a nearest polynomial
In the following, we review the theoretical background of our problem. See Sekigawa (2008a) for
omitted proofs.
We assume the following conditions in this paper.
Condition 1.
1. Real univariate polynomials f (x), e1(x), e2(x), . . . , en(x) are given, where the number of ej is
finite and span{e1(x), e2(x), . . . , en(x)} = Re1(x) + Re2(x) + · · · + Ren(x) ∼= Rn; that is,
{e1(x), e2(x), . . . , en(x)} is a basis of the real vector space span{e1(x), e2(x), . . . , en(x)}.
2. A closed set D ⊂ C is given and f does not have a zero in D.
3. Let
F =

f (x)+
n−
j=1
cjej(x)
 cj ∈ R

.
The degrees of the polynomials in F are constant when D is not bounded.
We will consider the following problem.
Problem 2. Find f˜ = f +∑nj=1 ajej ∈ F such that f˜ has a zero in D and ‖f − f˜ ‖∞ = max1≤j≤n{|aj|} is
minimal.
Remark 3. Finding a nearest polynomial in a weighted l∞-norm can be reduced to Problem 2. Let
wj > 0 for j = 1, 2, . . . , n. Since the equations f˜ = f + ∑nj=1 ajej = f + ∑nj=1wjajej/wj hold,
the weighted l∞-norm of f − f˜ with respect to the basis {e1(x), e2(x), . . . , en(x)} and the weights wj
– that is, max1≤j≤n{wj|aj|} – is equal to the l∞-norm of f − f˜ with respect to the basis {e1(x)/w1,
e2(x)/w2, . . . , en(x)/wn}.
Clearly, there is no solution to Problem 2 if there is no polynomial in F having a zero in D.
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Example 4. Let F = {(x + 1) + c(−x + 1) | c ∈ R}, and let D ⊂ C be a closed bounded set that is
disjoint from R. Then, there is no polynomial in F having a zero in D.
Let g(x) = (x+ 1)+ b(−x+ 1) (b ∈ R). If b = 1, then g(x) = 2 and g(x) has no zero. Otherwise,
g(x) is of degree one, and the zero of g(x) is a real number.
There is a solution to Problem 2 if there is a polynomial in F having a zero in D.
Theorem 5. Let f , F , and D be as in Condition 1. If there is a polynomial g ∈ F having a zero in D, then
there is a polynomial f˜ ∈ F such that f˜ has a zero in D and ‖f − f˜ ‖∞ is minimal.
Remark 6. If (1) the number of ej is not finite, or if (2) D is not bounded and the degrees of the
polynomials in F are not constant, then Theorem 5 does not hold.
1. If the number of ej is not finite, we have the following counterexample. Let f (x) = 1, ej(x) = xj−1
(1 ≤ j), and let
F =

f +
∞−
j=1
cjej
 cj ∈ R,#{cj | cj ≠ 0} <∞

.
That is, F is the set of all real univariate polynomials. Let D = {1}. For a positive integer m, the
polynomial
fm(x) = 1− 1m (x+ x
2 + · · · + xm)
belongs to F , fm(1) = 0, and ‖f − fm‖∞ = 1/m. Therefore, there is no solution to Problem 2.
If D = {0}, then f˜ (x) = 1+∑mj=1 cjxj−1 ∈ F , wherem is a positive integer, c1 = −1, and |cj| ≤ 1
(j = 2, 3, . . . ,m), is a nearest polynomial with ‖f , f˜ ‖∞ = 1.
2. If D is not bounded and the degrees of the polynomials in F are not constant, we have the following
counterexample. Let f (x) = 1, F = {f (x) + cx | c ∈ R}, and D = {z ∈ C | Re z ≤ 0}, the left
half-plane in C. The polynomial
fϵ(x) = 1+ ϵx (0 < ϵ)
belongs to F , and fϵ(x) has a zero at −1/ϵ ∈ D. Since ‖f − fϵ‖∞ = ϵ and f (x) has no zero in D,
there is no solution to Problem 2.
If D = {z ∈ C | −2 ≤ Re z ≤ −1}, which is also unbounded, then there is a unique nearest
polynomial f˜ (x) = 1+ x/2 with d(f , f˜ ) = 1/2.
Remark 7. In our setting, deg(g) might not be constant for g ∈ F . For example, when there is a
number j such that deg(ej) > deg(f ), deg(g) is not constant.
If we require deg(g) to be constant, then there might be no solution to Problem 2. Let f (x) =
1+ x+ x2, F = {f (x)+ c1 + c2x+ c3x2 | cj ∈ R}, and D = {1/2}. If we require the degree f˜ ∈ F to be
2, then there is no polynomial f˜ such that ‖f − f˜ ‖∞ is minimal. For a proof of this point, see page 77
in Rezvani and Corless (2005).
2.2. Main theorems
Hereafter, we further assume that D and its boundary C satisfy the following conditions.
Condition 8.
1. D ⊂ C is a closed domain, that is, the closure of an open connected subset of C.
2. C is a simple curve.
We denote the open disk centered at z ∈ C with radius r as B(z; r), and the set of interior points
of X ⊂ C, that is,
{z ∈ X | ∃r > 0 such that B(z; r) ⊂ X},
as X◦.
The following proposition shows that a nonzero polynomial that attains a minimum has no zero
in D◦.
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Proposition 9. Let f , ej (j = 1, 2, . . . , n), and D be as in Conditions 1 and 8. We assume that the nonzero
polynomial
g(x) = f (x)+
n−
j=1
bjej(x) (bj ∈ R)
has a zero in D◦. Then, there exists a nonzero polynomial
g˜(x) = f (x)+
n−
j=1
b˜jej(x) (b˜j ∈ R)
such that g˜ has a zero in D◦ and ‖f − g˜‖∞ < ‖f − g‖∞ holds.
The following is a sufficient condition for the existence of a polynomial in F having a zero in D,
which is equivalent to the existence of a nearest polynomial.
Theorem 10. Let f , ej (j = 1, 2, . . . , n), and D be as in Conditions 1 and 8. When n ≥ 2, there is a
polynomial in F having a zero in D.
Remark 11. When n = 1, we can decide the existence of a nearest polynomial in F by using
Algorithm 20 in Section 3.1.
The following is a key lemma.
Lemma 12. Let f and ej be as in Condition 1, and let
Fϵ(x) =

f (x)+
n−
j=1
bjej(x)
 bj ∈ R, |bj| ≤ ϵ

,
where 0 ≤ ϵ. Then, the following is a necessary and sufficient condition for the existence of f˜ ∈ Fϵ(x) such
that f˜ has a zero at α ∈ C.
1. When 0, e1(α), e2(α), . . . , en(α) lie on a straight line, the condition is that f (α) lies on the straight
line, and the following inequality holds.
|f (α)| ≤ ϵ
n−
j=1
|ej(α)|.
2. When 0, e1(α), e2(α), . . . , en(α) do not lie on a straight line, the condition is that the following
inequalities hold for j = 1, 2, . . . , n.
|A(ej(α), f (α))| ≤ ϵ
n−
k=1
|A(ej(α), ek(α))|,
where
A(u, v) =
 Re uIm u Re vIm v
 .
Remark 13. A(u, v) = 0 if and only if 0, u, and v lie on a straight line. This is equivalent to u and v
being linearly dependent over R.
Proof. There exists g ∈ Fϵ(x) such that α is a zero of g if and only if 0 belongs to the set Fϵ(α) =
{h(α) | h(x) ∈ Fϵ(x)}. We first prove that Fϵ(α) is a convex polygon. Statement 1 corresponds to the
case when Fϵ(α) degenerates to a line segment. When Fϵ(α) does not degenerates to a line segment,
we prove Statement 2 by using the property that a convex polygon can be described as the intersection
of half-planes.
We can write Fϵ(α) as f (α)+ Eϵ(α), where
Eϵ(α) =

n−
j=1
bjej(α)
 bj ∈ R, |bj| ≤ ϵ

.
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Fig. 1. (a) ej(α) (j = 1, 2, 3). (b) e˜j(α) (j = 1, 2, 3). (c) Convex polygons Eϵ(α) for ϵ = 0.5 (solid line) and ϵ = 1 (dashed line).
Thus, 0 belongs to the set Fϵ(α) if and only if −f (α) belongs to the set Eϵ(α). This is equivalent to
f (α) ∈ Eϵ(α), since Eϵ(α) is symmetric about the origin.
Next, we prove that Eϵ(α) is a convex polygon. Let
e˜j(x) =
−ej(x), if Re ej(α) < 0, or if Re ej(α) = 0 and Im ej(α) < 0,
ej(x), otherwise.
Consequently, Eϵ(α) can be written as−ϵ∑nj=1 e˜j(α)+ Vϵ(α), where
Vϵ(α) =

n−
j=1
2tjϵe˜j(α)
 0 ≤ tj ≤ 1 (j = 1, 2, . . . , n)

.
The set Vϵ(α) is a convex polygon (see Theorem 4 in Sekigawa and Shirayanagi (2006)), and thus so is
Eϵ(α).
We can find the vertices of Vϵ(α) as follows. First, sort e˜j(α) ≠ 0 as the arguments in increasing
order. (We take −π < arg e˜j(α) ≤ π .) If two or more e˜j(α), say e˜j(α), e˜k(α), e˜l(α), have the same
argument, then replace e˜j(α), e˜k(α), e˜l(α) with e˜j(α) + e˜k(α) + e˜l(α), and write the results of the
sorting as p1, p2, . . . , pn˜. Consequently, the vertices of the convex polygon are v0, v1, . . . , v2n˜−1, in
counterclockwise order, where
vj =

j∑
k=1
2ϵpk, if j = 0, 1, . . . , n˜− 1,
n˜∑
k=j−n˜+1
2ϵpk, otherwise.
Therefore, the convex polygon Eϵ(α) has vertices ϵw0, ϵw1, . . . , ϵw2n˜−1, in counterclockwise
order, where
wj =

j∑
k=1
pk −
n˜∑
k=j+1
pk, if j = 0, 1, . . . , n˜− 1,
−wj−n˜, otherwise.
Fig. 1 shows an example of ej(α), e˜j(α), and the corresponding convex polygons Eϵ(α) for ϵ = 0.5 and
1 when n = 3.
Now, we prove Statement 1. When 0, e1(α), e2(α), . . . , en(α) lie on a straight line, the convex
polygon Eϵ(α) degenerates to a line segment, and a necessary and sufficient condition for the
existence of a nearest polynomial is that f (α) lies on the line segment. Suppose that there is a
nearest polynomial. Then
∑n
j=1 e˜j(α) ≠ 0 holds, and the two endpoints of the line segment Eϵ(α) are
±ϵ∑nj=1 e˜j(α). Thus, Eϵ(α) can be described as the set of points z belonging to the straight line passing
through the two points ±∑nj=1 e˜j(α) and satisfying the inequality |z| ≤ ϵ∑nj=1 |e˜j(α)|. Statement 1
follows from the fact that |e˜j(α)| = |ej(α)| (j = 1, 2, . . . , n).
Next, we prove Statement 2. When the convex polygon Eϵ(α) does not degenerate to a line
segment, for every e˜j(α) ≠ 0 there exist exactly two edges parallel to e˜j(α), and for every edge there
exists at least one e˜j(α) parallel to the edge. For e˜j(α) ≠ 0, take the vertex ϵwk such that the edge
whose endpoints are ϵwk and ϵwk+1 is parallel to e˜j(α), and such that k is minimal, andwrite k as ν(j).
Then, the equations defining the two straight lines containing the two edges parallel to e˜j(α) are
A(e˜j(α), x− ϵwν(j)) = 0, A(e˜j(α), x+ ϵwν(j)) = 0. (1)
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Eq. (1) are equivalent to
A(e˜j(α), x) = ±ϵA(e˜j(α), wν(j)).
Since 0 belongs to the convex polygon Eϵ(α), Eϵ(α) can be described as the set of points z satisfying
the inequalities
|A(e˜j(α), z)| ≤ ϵ|A(e˜j(α), wν(j))| (j = 1, 2, . . . , n).
Thus, there exists f˜ ∈ Fϵ(x) such that f˜ has a zero at α if and only if the following inequalities hold.
|A(e˜j(α), f (α))| ≤ ϵ|A(e˜j(α), wν(j))| (j = 1, 2, . . . , n). (2)
Note that the following equality holds.
wν(j) =
−
k∈L(j)
e˜k(α)−
−
k∈R(j)
e˜k(α),
where L(j) = {k | A(e˜j(α), e˜k(α)) < 0} and R(j) = {k | A(e˜j(α), e˜k(α)) > 0}. Thus, we have
A(e˜j(α), wν(j)) =
−
k∈L(j)
A(e˜j(α), e˜k(α))−
−
k∈R(j)
A(e˜j(α), e˜k(α))
= −
−
k∈L(j)
|A(e˜j(α), e˜k(α))| −
−
k∈R(j)
|A(e˜j(α), e˜k(α))|
= −
n−
k=1
|A(e˜j(α), e˜k(α))|.
Note that A(e˜j(α), e˜k(α)) = 0 holds for k ∉ L(j) ∪ R(j). Therefore, Inequalities (2) are equivalent to
|A(e˜j(α), f (α))| ≤ ϵ
n−
k=1
|A(e˜j(α), e˜k(α))| (j = 1, 2, . . . , n).
Finally, by noting that
|A(e˜j(α), f (α))| = |A(ej(α), f (α))|, |A(e˜j(α), e˜k(α))| = |A(ej(α), ek(α))|,
the proof is complete. 
The next theorem follows from Lemma 12. To avoid square roots, we modify the formula for the
degenerate case in Lemma 12.
Theorem 14. Let f , ej, and F be as in Condition 1, and assume that D consists of one point α.
1. When n = 1, or n > 2 and A(ej(α), ek(α)) = 0 holds for 1 ≤ j < k ≤ n, a necessary and sufficient
condition for the existence of a nearest polynomial is that A(ej(α), f (α)) = 0 holds for j = 1, 2, . . . , n
and there is a j such that ej(α) ≠ 0. The minimal distance is
A(f (α), if (α))
n∑
j=1
|A(ej(α), if (α))|
.
2. When A(ej(α), ek(α)) ≠ 0 holds for some j < k, a nearest polynomial exists, and the minimal distance
is
max
1≤j≤n

|A(ej(α), f (α))|
n∑
k=1
|A(ej(α), ek(α))|
 ,
where the elements whose denominators are 0 are omitted.
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Proof. Since the second statement immediately follows from Lemma 12, we prove only the first
statement here.
When 0, e1(α), e2(α), . . . , en(α) lie on a straight line and the condition for the existence of a
nearest polynomial holds, we can write ej(α) = ajf (α) (aj ∈ R) for j = 1, 2, . . . , n. Then, the first
condition in Lemma 12, that |f (α)| ≤ ϵ∑nj=1 |ej(α)|, can be written as |f (α)| ≤ ϵ|f (α)|∑nj=1 |aj|.
Since f (α) ≠ 0 holds, the minimum ϵ is 1/∑nj=1 |aj|.
On the other hand,
A(ej(α), if (α)) = A(ajf (α), if (α)) = ajA(f (α), if (α)).
Noting that A(f (α), if (α)) = |f (α)|2 > 0, we have
A(f (α), if (α))∑n
j=1 |A(ej(α), if (α))|
= 1∑n
j=1 |aj|
,
which proves the first statement. 
When D consists of one point, the methods for computing the minimum distance and finding a
nearest polynomial in the l2-norm are as described in Graillat (2005). A formula for the minimum
distance in the l∞-norm is given in Karow (2003), together with a proof different from the one above.
Here, we provide this proof because we use it to construct a nearest polynomial.
Suppose that a nearest polynomial exists. Let ϵ be the distance between f and a nearest polynomial
having α ∈ C as a zero. Hereafter, we use the notation given in the proof of Lemma 12.
When the convex polygon Eϵ(α) degenerates to a line segment, there is a nearest polynomial
f˜ = f +∑nj=1 ajej such that
aj =
−ϵ, if A(ej(α), if (α)) ≥ 0,
ϵ, otherwise. (3)
When the convex polygon Eϵ(α) does not degenerate to a line segment, let j be a number such that
the equality in Lemma 12 holds. If A(
∑n
k=1 e˜k(α), f (α)) ≤ 0, set τ = 1; otherwise, set τ = −1. Then,
τ f (α) lies on the edge whose endpoints are ϵwν(j) and ϵwν(j)+1 (0 ≤ j ≤ n˜− 1). Therefore, there is t
(0 ≤ t ≤ 1) such that
τ f (α) = (1− t)ϵwν(j) + tϵwν(j)+1
holds. Thus,
τ f (α) = (1− t)ϵ

ν(j)−
k=1
pk −
n˜−
k=ν(j)+1
pk

+ tϵ

ν(j)+1−
k=1
pk −
n˜−
k=ν(j)+2
pk

= ϵ
ν(j)−
k=1
pk − ϵ
n˜−
k=ν(j)+2
pk + ϵ(2t − 1)pν(j)+1
= ϵ
−
k∈L(j)
e˜k(α)− ϵ
−
k∈R(j)
e˜k(α)+ ϵ(2t − 1)pν(j)+1.
Let P(j) = {k | A(e˜j(α), e˜k(α)) = 0}. The polynomial
g(x) = f (x)+ τϵ
−
k∈L(j)
e˜k(x)− τϵ
−
k∈R(j)
e˜k(x)+ τϵ(2t − 1)
−
k∈P(j)
e˜k(x)
has α as a zero. Note that |2t − 1| ≤ 1. Set
t˜ =

0, if
∑
k∈P(j)
e˜k(α) = 0,
−f (α)−τϵ ∑
k∈L(j)
e˜k(α)+ τϵ
∑
k∈R(j)
e˜k(α)∑
k∈P(j)
e˜k(α)
, otherwise,
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and
a˜k =
t˜, if k ∈ P(j),τϵ, if k ∉ P(j) and e˜k(α) = ek(α),−τϵ, otherwise. (4)
Note that |t˜| ≤ ϵ because t˜ = τϵ(2t − 1). Thus f˜ (x) = f (x) +∑nk=1 a˜kek(x) is a nearest polynomial
such that f˜ (α) = 0 and ‖f − f˜ ‖∞ = ϵ.
Remark 15. From Condition 1, there exists j such that ej(α) ≠ 0 when a nearest polynomial exists. If
Re ej(α) ≠ 0, noting that 0 ≤ t ≤ 1 and Re e˜k(α) ≥ 0 for any k, we have
−
−
k∈P(j)
Re e˜k(α) ≤ (2t − 1)
−
k∈P(j)
Re e˜k(α) ≤
−
k∈P(j)
Re e˜k(α).
Therefore, we can find Q ⊂ P(j) and l ∈ Q such that
−
−
k∈Q
Re e˜k(α)+
−
k∈P(j)\Q
Re e˜k(α) ≤ (2t − 1)
−
k∈P(j)
Re e˜k(α)
≤ −
−
k∈Q\{l}
Re e˜k(α)+
−
k∈(P(j)\Q )∪{l}
Re e˜k(α).
If Re ej(α) = 0, then Im ej(α) ≠ 0, and similar arguments hold for the imaginary parts, and we can
find Q ⊂ P(j) and l ∈ Q such that
−
−
k∈Q
Im e˜k(α)+
−
k∈P(j)\Q
Im e˜k(α) ≤ (2t − 1)
−
k∈P(j)
Im e˜k(α)
≤ −
−
k∈Q\{l}
Im e˜k(α)+
−
k∈(P(j)\Q )∪{l}
Im e˜k(α).
In either case, set
tˆ = 1
e˜l(α)

(2t − 1)
−
k∈P(j)
e˜k(α) +
−
k∈Q\{l}
e˜k(α)−
−
k∈P(j)\Q
e˜k(α)

∈ R,
and
aˆk =
τ tˆϵ, if k = l,τϵ, if k ≠ l and e˜k(α) = ek(α),−τϵ, otherwise.
Note that |tˆ| ≤ 1. Thus fˆ (x) = f (x) +∑nk=1 aˆkek(x) is a nearest polynomial such that fˆ (α) = 0,|aˆk| = ϵ for k ≠ l, and |aˆl| ≤ ϵ.
As a byproduct of the above procedure, we obtain another proof of the following theorem.
Theorem 16 (Sekigawa, 2008a). If a nearest polynomial exists, there is a nearest polynomial f˜ such that
the absolute value of every coefficient of f − f˜ is ‖f − f˜ ‖∞ with at most one exception.
Remark 17. Using Theorem 16, a nearest polynomial can be computed by solving algebraic equations
whose number is of exponential order in the size of the input in Sekigawa (2008a).
3. Computation methods
In this section, we further assume the following conditions.
Condition 18.
1. f , e1, e2, . . . , en ∈ Q[x].
2. C is a disjoint union of C1, C2, . . . , CM (M < ∞), and each Cµ is expressed by a bijective function
γµ : Iµ −→ Cµ ⊂ C. Here, γµ(s) belongs to (Q(i))(s) and Iµ ⊂ R is an interval.
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For a polynomial g(x) ∈ C[x], wedenote by g(x) the polynomialwhose coefficients are the complex
conjugates of the coefficients of g(x). For a rational function h(x) = h1(x)/h2(x) (h1(x), h2(x) ∈ C[x]),
we denote by h(x) the rational function h1(x)/h2(x). For g ∈ R[x], set
gµ,re(s) = g(γµ(s))+ g(γµ(s))2 , gµ,im(s) =
g(γµ(s))− g(γµ(s))
2i
.
Then, gµ,re(s), gµ,im(s) ∈ R(s), and, for a ∈ R, we have
gµ,re(a) = Re g(γµ(a)), gµ,im(a) = Im g(γµ(a)).
From Proposition 9, it is sufficient to investigate zeros on C . We will show that we can decide
whether there is a nearest polynomial f˜ , we can compute the minimum distance and a zero of f˜ on C ,
and we can construct f˜ when it exists.
3.1. Algorithms
We represent real algebraic numbers in the isolating interval representation.
Definition 19. The isolating interval representation of a real algebraic number α is α ∼= (f (x), I),
where f (x) ∈ Z[x] is square-free and α is the only zero of f in I = [a, b] (a, b ∈ Q).
LetΦµ(s) be the minimal distance between f and the polynomials having γµ(s) ∈ Cµ as a zero. To
computeΦµ(s), we define several subsets of Iµ.
• ∆µ is defined as follows.
∆µ =

Iµ, if n = 1,
{σ ∈ Iµ | A(ej(γµ(σ )), ek(γµ(σ ))) = 0(1 ≤ j < k ≤ n)}, if n ≥ 2.
• ∆˜µ ⊂ ∆µ is defined as
{σ ∈ ∆µ | A(ej(γµ(σ )), f (γµ(σ ))) = 0(j = 1, 2, . . . , n)}
\{σ ∈ Iµ | ej(γµ(σ )) = 0 (j = 1, 2, . . . , n)}. (5)
• Jµ is defined as Iµ \∆µ. That is, Iµ \∆µ = ∅when n = 1.
• When n ≥ 2, Zµ ⊂ Jµ is defined as
1≤j<k≤n
{σ ∈ Jµ | A(ej(γµ(σ )), ek(γµ(σ ))) = 0}
∪
n
j=1
{σ ∈ Jµ | A(ej(γµ(σ )), f (γµ(σ ))) = 0},
wherewe have omitted A(ej(γµ(s)), ek(γµ(s))) and A(ej(γµ(s)), f (γµ(s))) that are identically equal
to 0.
Using the above sets, we can representΦµ(s) as follows.
Φµ(s) =

A(f (γµ(s)),if (γµ(s)))
n∑
j=1
|A(ej(γµ(s)),if (γµ(s)))|
, if s ∈ ∆˜µ,
max{ϕµ,1(s), ϕµ,2(s), . . . , ϕµ,n(s)}, if s ∈ Jµ,
where we take the pointwise maximums and define
ϕµ,j(s) = |A(ej(γµ(s)), f (γµ(s))|∑n
k=1 |A(ej(γµ(s)), ek(γµ(s)))|
.
Note thatΦµ(s) is not defined for s ∈ ∆µ \ ∆˜µ, and∆µ is an infinite set if and only if n = 1.
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First, we consider the case when n = 1. In this case, ∆˜µ is an infinite set if and only if e1 and f are
linearly dependent over R; that is, there exists a ∈ R such that f = ae1. Then, the nearest polynomial
f˜ is the zero polynomial, and ‖f − f˜ ‖∞ = |a|.
When f and e1 are linearly independent over R, ∆˜µ is a finite set (it might be empty). For each µ,
we can representΦµ(s) as
A(f (γµ(s)), if (γµ(s)))
|A(e1(γµ(s)), if (γµ(s)))| .
Hereafter, we regard min{ψ(s) | s ∈ X} as∞ if X = ∅.
The algorithm for computing the nearest polynomial is as follows.
Algorithm 20. [When n = 1]
Input: f , {e1}, {γ1, γ2, . . . , γM}, and {I1, I2, . . . , IM}.
Output: (f˜ , ‖f − f˜ ‖∞), if a nearest polynomial f˜ exists; (1,∞), otherwise.
Step 1. If there exists a ∈ R such that f = ae1, terminate with the output (0, |a|).
Otherwise, go to the next step.
Step 2. Carry out the following procedure for µ = 1, 2, . . . ,M .
(a) Construct ∆˜µ.
(b) Computemµ = min{Φµ(s) | s ∈ ∆˜µ} and take sµ ∈ ∆˜µ such thatΦµ(sµ) = mµ.
Step 3. Takemν such thatmν = min{m1,m2, . . . ,mM}.
Ifmν <∞, construct a nearest polynomial f˜ as follows.
f˜ =

f −mνe1, if A(e1(γν(sν)), if (γν(sν))) ≥ 0,
f +mνe1, otherwise.
Otherwise, set f˜ = 1.
Terminate with the output (f˜ ,mν).
Next, we consider the case of n ≥ 2. In this case, ∆µ is a finite set; hence so is ∆˜µ. Therefore, we
can compute min{Φµ(s) | s ∈ ∆˜µ}. Below, we explain the computation method for Jµ.
As described above, ∆µ and Zµ are finite sets. Therefore, Jµ \ Zµ = Iµ \ (∆µ ∪ Zµ) is the disjoint
union of a finite number of intervals Jµ,j. ϕµ,j(s) is a rational function of s in Jµ \ Zµ because the signs
of A(ej(γµ(s), ek(γµ(s))) and A(ej(γµ(s), f (γµ(s))) do not change in each interval of Jµ \ Zµ.
We apply the following algorithm to {ϕµ,1, ϕµ,2, . . . , ϕµ,n} and each Jµ,j, and obtain Φµ(s) as a
piecewise rational function on Jµ \ Zµ.
Algorithm 21 (Computation ofmax{f1, f2, . . . , fn}).
Input: A real interval I and a set of rational functions S = {f1, f2, . . . , fn} such that there are no zeros
of the denominators of fj in I .
Output: max{f1, f2, . . . , fn} in the form of {(Ij, fθ(j)) | 1 ≤ j ≤ p}, where I = ∪pj=1Ij, Ij ∩ Ik = ∅ (j ≠ k),
and max{f1, f2, . . . , fn} = fθ(j) in Ij.
Step 1. If S = {f1}, then terminate with the output {(I, f1)}.
Otherwise, divide S into two subsets
S1 = {f1, f2, . . . , f⌈n/2⌉}, S2 = {f⌈n/2⌉+1, f⌈n/2⌉+2, . . . , fn}.
Step 2. Apply this algorithm to (S1, I) and (S2, I), and obtain f˜1 = max S1 and f˜2 = max S2 as
{(I1,j, fθ1(j)) | 1 ≤ j ≤ q} and {(I2,j, fθ2(j)) | 1 ≤ j ≤ r}, respectively.
Step 3. Compute max{f˜1, f˜2}, and obtain {(Ij, fθ(j)) | 1 ≤ j ≤ p}.
Terminate with the output {(Ij, fθ(j)) | 1 ≤ j ≤ p}.
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In Step 3, take intervals I1,j ∩ I2,k ≠ ∅. There are at most q + r − 1 such pairs of intervals, and, to
obtain max{f1, f2, . . . , fn}, we compute max{f˜1, f˜2} in each nonempty interval I1,j ∩ I2,k.
Write Jµ \ Zµ as ∪pµj=1Jµ,j, and let {(Kµ,j,k, ϕµ,θµ,j(k)) | k = 1, 2, . . . , pµ,j} be the output of
Algorithm 21 for Jµ,j. Set
Pµ,j,k = {inf Kµ,j,k, sup Kµ,j,k} ∩ Kµ,j,k,
P ′µ,j,k = {s | s ∈ Kµ,j,k, ϕµ,θµ,j(k)(s) is a local minimum}.
We can construct P ′µ,j,k by computing the isolating interval representations of all the real zeros of
ϕ′µ,θµ,j(k)(s) because we know the multiplicities of the real zeros at the same time (see Section 4).
P ′µ,j,k is an infinite set if ϕ
′
µ,θµ,j(k)
(s) is identically equal to 0, and, in this case, ϕµ,θµ,j(k)(s) is constant.
Otherwise, P ′µ,j,k is a finite set.
From Theorems 5 and 10, there exists s0 ∈ ∪µIµ such thatΦ(s0) is the minimumwhen n ≥ 2. If s0
belongs to Iµ, then s0 ∈ ∆˜µ ∪ Zµ ∪ (∪j,k(Pµ,j,k ∪ P ′µ,j,k)). Therefore, we can compute the minimum of
Φ and the nearest polynomial as follows.
Algorithm 22. [When n ≥ 2]
Input: f , {e1, e2, . . . , en}, {γ1, γ2, . . . , γM}, and {I1, I2, . . . , IM}.
Output: (f˜ , ‖f − f˜ ‖∞), where f˜ is a nearest polynomial.
Step 1. Carry out the following procedure for µ = 1, 2, . . . ,M .
(a) Construct∆µ, ∆˜µ, and Zµ, and write (Iµ \∆µ) \ Zµ = ∪pµj=1Jµ,j.
Construct ϕµ,j on Jµ,j.
ConstructΦµ on Jµ,j by using Algorithm 21.
(b) Construct Pµ,j,k and P ′µ,j,k for j = 1, 2, . . . , pµ and k = 1, 2, . . . , pµ,j.
(c) Compute the following.
mµ,1 = min{Φµ(s) | s ∈ ∆˜µ} and take sµ,1 ∈ ∆˜µ such thatΦµ(sµ,1) = mµ,1.
mµ,2 = min{Φµ(s) | s ∈ Zµ} and take sµ,2 ∈ Zµ such thatΦµ(sµ,2) = mµ,2.
mµ,3 = min{ϕµ,θµ,j(k)(s) | s ∈ ∪pµj=1 ∪pµ,jk=1 Pµ,j,k} and take sµ,3 ∈ ∪pµj=1 ∪pµ,jk=1 Pµ,j,k such
that ϕµ,θµ,j(k)(s) = mµ,3.
mµ,4 = min{ϕµ,θµ,j(k)(s) | s ∈ ∪pµj=1 ∪pµ,jk=1 P ′µ,j,k} and take sµ,4 ∈ ∪pµj=1 ∪pµ,jk=1 P ′µ,j,k such
that ϕµ,θµ,j(k)(s) = mµ,4.
Setmµ = min{mµ,1,mµ,2,mµ,3,mµ,4} and sµ = sµ,j, wheremµ = mµ,j.
Step 2. Takemν such thatmν = min{m1,m2, . . . ,mM}.
Construct a nearest polynomial f˜ having a zero at γν(sν).
Terminate with the output (f˜ ,mν).
3.2. Example
To illustrate the flow of the algorithms, we give the following example.
Example 23. Let f (x) = x2 + 2, and let D be the closed unit disk whose boundary C is the union of
C1 = {1} and C2 = C \ {1}. C1 and C2 are parameterized by
γ1 : I1 → C1, s → s,
γ2 : I2 → C2, s → s− is+ i ,
where I1 = {1} and I2 = R. Find a nearest polynomial
f˜ = f + a1e1 + a2e2 + a3e3 (a1, a2, a3 ∈ R)
having a zero in D, where e1 = x2, e2 = x, and e3 = 1.
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For simplicity, we represent real algebraic numbers not in the isolating interval representations
but as radicals.
First, we show the computation for µ = 1. Since f (1) = 3 and e1(1) = e2(1) = e3(1) = 1,
Theorem 14 implies that there is a nearest polynomial f˜ having 1 as a zero and ‖f − f˜ ‖∞ = 1.
Next, we show the computation for µ = 2.
f (γ2(s)) = 3s
2 + 2is− 3
s2 + 2is− 1 =
3s4 − 2s2 + 3
s4 + 2s2 + 1 + i
−4s3 + 4s
s4 + 2s2 + 1 ,
e1(γ2(s)) = s
2 − 2is− 1
s2 + 2is− 1 =
s4 − 6s2 + 1
s4 + 2s2 + 1 + i
−4s3 + 4s
s4 + 2s2 + 1 ,
e2(γ2(s)) = s− is+ i =
s2 − 1
s2 + 1 + i
−2s
s2 + 1 ,
e3(γ2(s)) = 1.
Therefore, A(ej(γ2(s)), ek(γ2(s))) are
A(e1(γ2(s)), e2(γ2(s))) = 2ss2 + 1 ,
A(e1(γ2(s)), e3(γ2(s))) = 4s
3 − 4s
s4 + 2s2 + 1 ,
A(e2(γ2(s)), e3(γ2(s))) = 2ss2 + 1 ,
and A(ej(γ2(s)), f (γ2(s))) are
A(e1(γ2(s)), f (γ2(s))) = 8s
3 − 8s
s4 + 2s2 + 1 ,
A(e2(γ2(s)), f (γ2(s))) = 2ss2 + 1 ,
A(e3(γ2(s)), f (γ2(s))) = −4s
3 + 4s
s4 + 2s2 + 1 .
Thus, we have
∆2 = ∆˜2 = {0}, Z2 = {−1, 1}, J2 = (−∞, 0) ∪ (0,∞),
J2 \ Z2 = (−∞,−1) ∪ (−1, 0) ∪ (0, 1) ∪ (1,∞).
The output of Algorithm 21 is shown in Table 1. Φ ′2(s) has no zero in (−∞,−
√
7/5), (−√5/7, 0),
(0,
√
5/7), (
√
7/5),∞) andΦ ′2(s) is identically equal to 0 in (−
√
7/5,−1), (−1,−√5/7), (√7/5, 1),
(1,
√
7/5). Thus, we have
∪j,kP2,j,k =

−7/5,−5/7,5/7,7/5 ,
∪j,kP ′2,j,k =

−7/5,−1 ∪ −1,−5/7 ∪ 7/5, 1 ∪ 1,7/5 ,
m2,1 = Φ2(0) = 4/3, s2,1 = 0,
m2,2 = min{Φ2(−1),Φ2(1)} = 1/2, s2,2 = −1,
m2,3 = min

Φ2

±7/5 ,Φ2 ±5/7 = 1/2, s2,3 = −7/5,
m2,4 = 1/2, s2,4 =

−7/5− 1 /2.
Therefore, m2 = 1/2 and s2 = −1. min{m1,m2} = m2 = 1/2; that is, the minimal distance is 1/2.
Thus, the nearest polynomial has a zero at γ2(s2) = γ2(−1) = i, and the result is ((3x2 + 3)/2, 1/2).
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Table 1
Results of Algorithm 21 for Example 23 (µ = 2).
Input Output
(−∞,−1),

4s2 − 4
3s2 − 1 ,
1
2
,
2s2 − 2
3s2 − 1
 
−∞,−

7
5

,
4s2 − 4
3s2 − 1

,

−

7
5
,−1

,
1
2

(−1, 0),

4s2 − 4
s2 − 3 ,
1
2
,
2s2 − 2
s2 − 3
 
−1,−

5
7

, 12

,

−

5
7
, 0

,
4s2 − 4
s2 − 3

(0, 1),

4s2 − 4
s2 − 3 ,
1
2
,
2s2 − 2
s2 − 3
 
0,

5
7

,
4s2 − 4
s2 − 3

,

5
7
, 1

,
1
2

(1,∞),

4s2 − 4
3s2 − 1 ,
1
2
,
2s2 − 2
3s2 − 1
 
1,

7
5

,
1
2

,

7
5
,∞

,
4s2 − 4
3s2 − 1

4. Computational complexity
In the following, O˜B means bit complexity ignoring logarithmic factors. For a ∈ Z, we denote
the bit size of a (including a bit for the sign) by L(a), and for a, b ∈ Z, we define L(a + bi) to be
max{L(a),L(b)}. For a ∈ Q, L(a) is the maximum bit size of the numerator and the denominator.
For a polynomial f (x) ∈ (Z[i])[x], we define L(f ) to be the maximum bit size of the coefficients of f
in power form. We assume that log(deg(f )) = O(L(f )) as Diochnos et al. (2009) does.
We further assume that Conditions 1, 8 and 18 are satisfied. We represent γµ by γµ,1/γµ,2,
where γµ,j ∈ (Z[i])[s], and the endpoints of Iµ are rational numbers if it is not ±∞. Let d =
max{deg(f ),maxj{deg(ej)}}, δ = maxµ,j{deg(γµ,j)}, L = max{L(f ),maxj{L(ej)}}, and Λ =
maxµ,j{L(γµ,j)}.
In this section, we prove the following theorem.
Theorem 24. Let f , ej (j = 1, 2, . . . , n), and D be as in Conditions 1, 8 and 18. We can compute a nearest
polynomial f˜ to f and ‖f − f˜ ‖∞ in
O˜B(M(d8δ8 + d8δ7(L+Λ)+ d6δ4(L2 +Λ2)))
if n = 1, and in
O˜B(M(n12d9δ9 + n12d9δ8(L+Λ)+ n10d7δ5(L2 +Λ2)))
if n > 1.
4.1. Preliminaries
The following lemma illustrates some properties of bit sizes.
Lemma 25. The following holds for bit sizes.
1. Let f be
∑d
j=0 ajxj ∈ (Q(i))[x] and L be max0≤j≤d{L(aj)}. Then there exists a nonzero integer a such
that L(a) ≤ (d + 1)L, aaj ∈ Z[i], and L(aaj) ≤ (d + 1)L for all j, that is, af ∈ (Z[i])[x] and
L(af ) ≤ (d+ 1)L.
2. Let fj ∈ Z[x], deg(fj) ≤ d, andL(fj) ≤ L (j = 1, 2, . . . , n). Then,
L(f1 + f2 + · · · + fn) ≤ L+ ⌊log2 n⌋ + 1 = O(L+ log2 n),
L(f1f2 . . . fn) ≤ n(L− 1)+ ⌊n log2(d+ 1)⌋ + 2 = O(n(L+ log2 d)),
L(f ′1) ≤ L+ ⌊log2 d⌋ + 1 = O(L+ log2 d).
3. Let fj ∈ (Z[i])[x], deg(fj) ≤ d, andL(fj) ≤ L (j = 1, 2, . . . , n). Then,
L(f1 + f2 + · · · + fn) ≤ L+ ⌊log2 n⌋ + 1 = O(L+ log2 n),
L(f1f2 . . . fn) ≤ n(L− 1)+ ⌊n/2+ n log2(d+ 1)⌋ + 2 = O(n(L+ log2 d)).
4. Let f ∈ Z[x], deg(f ) = d, andL(f ) = L. Then, the bit size of the square-free part of f is O(d+ L).
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5. Let f , g ∈ Z[x], deg(f ) = d1, deg(g) = d2 (d1 ≥ d2), andmax{L(f ),L(g)} = L. Then, the bit sizes of
gcd(f , g) and the remainder in the division f by g areL(d1L).
Proof. By noting thatL(a) = ⌊log2 a⌋ + 2 and max{log2 a, log2 b} ≤ 1/2+ log2 |a+ bi| for a, b ∈ Z,
we can easily prove Statements 1,2, and 3. Statement 4 is a part of Proposition 4 in Diochnos et al.
(2009) and Statement 5 is a part of Theorem 2.1 in Emiris et al. (2008). 
The following are the computational complexities when we perform basic polynomial
manipulations. For details, see Diochnos et al. (2009) and Emiris et al. (2008), for example.
Proposition 26 (Corollary 6.2 in Emiris et al. (2008)). We can compare two real algebraic numbers γ1 ∼=
(f1(x), I1) and γ2 ∼= (f2(x), I2), where max{deg(f1), deg(f2)} ≤ d and max{L(f1),L(f2)} ≤ L, in
O˜B(d3L).
Proposition 27. For f ∈ Z[x] with deg(f ) = d and L(f ) = L, we can compute the isolating interval
representations of its all real zeros that are sorted in increasing order and their multiplicities in O˜B(d6 +
d4L2). The endpoints of the isolating intervals have bit size O(d2 + dL).
Proof. This proposition follows from Proposition 4 in Diochnos et al. (2009) and Proposition 26. 
Proposition 28. Let α ∼= (A, I) be a real algebraic number and f ∈ Z[x] with deg(A) = d and
max{L(A),L(f )} = L. If deg(f ) ≤ d, we can compute the sign of f (α) in O˜B(d3L). Otherwise, we can
compute the sign of f (α) in O˜B(d3 deg(f )L).
Proof. This proposition follows from Theorems 2.1 and 2.2, and Corollary 6.1 in Emiris et al.
(2008). 
Proposition 29. Let f1, f2, g1, g2 ∈ Z[x], where max{deg(f1), deg(f2), deg(g1), deg(g2)} = n1. Let
α and β be two real algebraic numbers such that 0 < f2(α), 0 < g2(β), α ∼= (A, [a1, a2]), and
β ∼= (B, [b1, b2]), wheremax{deg(A), deg(B)} = n2 andmax{L(f1g2− f2g1),L(A),L(B)} = L. Thenwe
can compute the sign of f1(α)/f2(α)− g1(β)/g2(β) in O˜B(n21n32L) if n1 < n2 and in O˜B(n1n52L) otherwise.
Proof. This proposition immediately follows from Theorem 14 in Diochnos et al. (2009). 
To prove Theorem 24, first we examine the complexity of computing the isolating interval
representations of all the real zeros of the numerators of ϕµ,j and Φµ. Next, the computational
complexities of Algorithms 20–22 are examined in Sections 4.2–4.4, respectively.
Take nonzero integers c and cj such that cf , cjej ∈ Z[x] andL(cf ),L(cjej) ≤ (d+ 1)L. The degrees
of the numerator and the denominator of ej(γµ(s)) are at most dδ. Since
ej(γµ(s)) = ej(γµ,1(s)/γµ,2(s)) = γµ,2(s)
d · cjej(γµ,1(s)/γµ,2(s))
cjej(γµ,2(s))d
holds and γµ,2(s)d · cjej(γµ,1(s)/γµ,2(s)), cjej(γµ,2(s))d ∈ (Z[i])[x], we obtain
L(γµ,2(s)d · cjej(γµ,1(s)/γµ,2(s))) = O(d(L+Λ+ log2 δ)),
L(cjej(γµ,2(s))d) = O(d(L+Λ+ log2 δ)).
The degrees and the bit lengths of the coefficients of the numerators and the denominators of ej,µ,re(s)
and ej,µ,im(s) are at most 2dδ andO(d(L+Λ+ log2 δ)), respectively. Let the gcd of the numerators of
ej,µ,re(s) and ej,µ,im(s) be gj,µ(s) ∈ Z[s]. Then,L(gj,µ) = O(d2δ(L+Λ+ log2 δ)). Since the real zeros
of ej(γµ(s)) coincide with those of gj,µ(s), we can compute the isolating interval representations of all
the real zeros of ej(γµ(s)) in O˜B(δ6(d8(L2+Λ2)+d6)). Let gj,µ,red be the square-free part of gj,µ. Then,
L(gj,µ,red) = O(d2δ(L+Λ+ log2 δ)). Let
Aµ,j,k = A(ej(γµ(s)), ek(γµ(s))),
Aµ,j = A(ej(γµ(s)), f (γµ(s))),
A˜µ,j = A(ej(γµ(s)), if (γµ(s))),
Aµ = A(f (γµ(s)), if (γµ(s))).
Since similar arguments hold for f (γµ(s)) and if (γµ(s)), the degrees and the bit lengths of the
coefficients of the numerators and the denominators of Aµ,j,k, Aµ,j, A˜µ,j, and Aµ are at most 8dδ, and
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O(d(L+Λ+ log2 δ)), respectively. Let Aµ,j,k,red, Aµ,j,red, A˜µ,j,red, and Aµ,red be the square-free parts of
the numerators of Aµ,j,k, Aµ,j, and A˜µ,j, respectively. Then deg(Aµ,j,k,red), deg(Aµ,j,red), deg(A˜µ,j,red), and
deg(Aµ,red) are atmost 8dδ, andL(Aµ,j,k,red),L(Aµ,j,red), andL(Aµ,red) areO(d(L+Λ+ δ)). Therefore,
we can compute the isolating interval representations of all the real zeros of the numerators of Aµ,j,k,
Aµ,j, and A˜µ,j in O˜B(d6(δ6 + δ4(L2 +Λ2))).
The degrees of the numerators and the denominators of ϕµ,j and Φµ are at most 8(n − 1)dδ and
8ndδ, respectively. The bit lengths of the coefficients of the numerators and the denominators of ϕµ,j
and Φµ are O(nd(L + Λ + log2 δ)). Let ϕµ,j,red and Φµ,red be the square-free parts of the numerators
of ϕµ,j and Φµ, respectively. Then, deg(ϕµ,j,red) and deg(Φµ,red) are at most 8(n − 1)dδ and 8ndδ,
respectively, and
L(ϕµ,j,red) = O(nd(L+Λ+ δ)), L(Φµ,red) = O(nd(L+Λ+ δ)).
Therefore,we can compute the isolating interval representations of all the real zeros of the numerators
of ϕµ,j andΦµ in O˜B(n6d6(δ6 + δ4(L2 +Λ2))).
4.2. Complexity of Algorithm 20
First we analyze the computational complexity when n = 1. It is clear that the complexity is larger
when f and e1 are linearly independent over R than when they are linearly dependent over R. When
f and e1 are linearly independent over R, to construct ∆˜µ, first we compute the isolating interval
representations of all the real zeros of Aµ,1, which can be carried out in O˜B(d6(δ6 + δ4(L2 + Λ2))).
Then, we compute the difference of the two sets in (5) by deciding the sign of g1,µ(σ ) for each real
zero σ of Aµ,1,red in Iµ. Since each decision can be carried out in O˜B(d6δ5(L + Λ)) and the number
of σ is O(dδ), we can compute the difference of the two sets in O˜B(d7δ6(L + Λ)). Therefore, we can
construct ∆˜µ in O˜B(d7δ6(L+Λ)+ d6δ6 + d6δ4(L2 +Λ2)).
To constructΦµ, we determine the sign of A˜µ,1(σ ) for each real zero σ of Aµ,1,red in Iµ in O˜B(d5(δ5+
δ4(L+Λ))). We can compareΦµ(σ1) andΦµ(σ2) for real zeros σ1, σ2 of Aµ,1,red in O˜B(d7(δ7+ δ6(L+
Λ))), and there are at most 8dδ comparisons needed to obtain mµ. That is, we can obtain mµ in
O˜B(d8(δ8 + δ7(L + Λ))). Therefore, combining the computational complexity to construct ∆˜µ, we
can obtainmν = min{m1,m2, . . . ,mM} in O˜B(M(d8δ8 + d8δ7(L+Λ)+ d6δ4(L2 +Λ2))).
We decide the sign of A˜µ,ν(sν) when constructing Φν . Thus, no further computation is needed to
construct a nearest polynomial.
Therefore, the bit complexity of Algorithm 20 is O˜B(M(d8δ8+ d8δ7(L+Λ)+ d6δ4(L2+Λ2))). This
proves Theorem 24 when n = 1.
4.3. Complexity of Algorithm 21
To analyze the computational complexity of Algorithm 21, we introduce Davenport–Schinzel
sequences described in Davenport and Schinzel (1965).
Definition 30. Let Σn = {a1, a2, . . . , an}, and define Ln,s as the set of strings over the alphabet Σn
that do not contain any aiai as a substring and do not contain any ξ sij (i ≠ j) as a subsequence, where
ξ sij is the following alternating string of length s+2: ξ 1ij = aiajai, ξ 2pij = ξ 2p−1ij aj, ξ 2p+1ij = ξ 2pij ai (1 ≤ p).
Then, λ(n, s) can be defined as max{|σ | | σ ∈ Ln,s}.
A sequence belonging to Ln,s is said to be an (n, s) Davenport–Schinzel sequence.
The following lemma shows the relationship between Algorithm 21 and Davenport–Schinzel
sequences.
Lemma 31. Let f1, f2, . . . , fn be real-valued functions of t, each of which is continuous. If no two distinct
functions fi and fj intersect more than s times, then
h(t) = max{f1(t), f2(t), . . . , fn(t)}
is made up of no more than λ(n, s) pieces, and this bound is the best possible.
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Proof. See Atallah (1985). (This lemma is essentially Lemma 2.4 in Atallah (1985).) 
λ(n, s) is of polynomial order in n and s. A bound
λ(n, s) ≤ sn(n− 1)+ 1 (6)
is provided in Davenport and Schinzel (1965), and, in fact, λ(n, s) is almost linear in nwhen s is fixed.
See Sharir and Agarwal (1995) for the bounds.
To evaluate the computational complexity of Algorithm 21, we assume that we have
representations of ϕµ,j without the absolute value symbols on each interval Jµ \ Zµ. Let ψµ,j,k be
the numerator of ϕµ,j − ϕµ,k with integer coefficients and ψµ,j,k,red be the square-free part of ψµ,j,k.
Since deg(ψµ,j,k) ≤ 16(n − 1)dδ and L(ψµ,j,k) = O(nd(L + Λ + log2 δ)), we can compute the
isolating interval representations of all the real zeros of ψµ,j,k for all pairs (j, k)with j < k in O˜B(n8d6
(δ6 + δ4(L2 +Λ2))).
In the following, we consider the behavior of Algorithm 21 when the input is I = Jµ,j and
S = {ϕµ,1, ϕµ,2, . . . , ϕµ,n}, and we use the symbols in Algorithm 21. In Step 3, to find intervals
I1,j ∩ I2,k ≠ ∅, the number of comparisons of endpoints is at most q+ r − 2.
As we have the isolating intervals of the real zeros of fθ1(j) − fθ2(k) that are sorted, we can compute
the real zeros of fθ1(j)−fθ2(k) in each interval I1,j∩I2,k ≠ ∅ by comparing the real zeros of fθ1(j)−fθ2(k) and
the endpoints of I1,j and I2,k, where we can carry out each comparison in O˜B(n5d5(δ5 + δ4(L + Λ)))
and the number of comparisons is O(log2(ndδ)). Note the endpoints of I1,j and I2,k are real zeros of
ψµ,u,v for some u and v. Therefore, the number of comparisons isO((q+ r) log2(ndδ)). Since the input
is the pair of {ϕµ,1, ϕµ,2, . . . , ϕµ,n} and Jµ,j,
q ≤ λ
n
2

, 16(n− 1)dδ

, r ≤ λ
n
2

, 16(n− 1)dδ

.
Thus, we obtain
q+ r ≤ 2λ
n
2

, 16(n− 1)dδ

.
By noting that Algorithm 21 is applied recursively and ⌈⌈a/m⌉/n⌉ = ⌈a/(mn)⌉ for any positive
integers a,m, and n, we find that the number of comparisons is
O
⌊log2 n⌋−
j=1
2jλ(⌈n/2j⌉, 16(n− 1)dδ) log2(ndδ)

.
To evaluate
∑⌊log2 n⌋
j=1 2jλ(⌈n/2j⌉, 16(n− 1)dδ), we use the following lemma.
Lemma 32. For any positive integer m, mλ(n, s) ≤ λ(mn, s).
Proof. Let σ1, σ2, . . . , σm be (n, s) Davenport–Schinzel sequences over the alphabets Σn, Σ2n \
Σn, . . . ,Σmn \Σ(m−1)n, respectively. Then the sequence σ1σ2 . . . σm is an (mn, s) Davenport–Schinzel
sequence overΣmn. 
Using Lemma 32 and the property that λ(n, s) is increasing in n, we obtain
⌊log2 n⌋−
j=1
2jλ(⌈n/2j⌉, 16(n− 1)dδ) ≤
⌊log2 n⌋−
j=1
2λ(2j−1⌈n/2j⌉, 16(n− 1)dδ)
≤
⌊log2 n⌋−
j=1
2λ(n, 16(n− 1)dδ)
≤ ⌊log2 n⌋2λ(n, 16(n− 1)dδ).
From (6), ⌊log2 n⌋2λ(n, 16(n − 1)dδ) = O(n3dδ log2 n) and we can construct Φµ on Jµ,j in O˜B(n8d6
(δ6+δ5(L+Λ))). Therefore, we can carry out Algorithm 21 in O˜B(n8d6(δ6+δ5(L+Λ)+δ4(L2+Λ2))).
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4.4. Complexity of Algorithm 22
For each µ, we carry out the following procedure.
First, we compute the isolating interval representations of all the real zeros of the numerators of
Aµ,j,k and Aµ,j in O˜B(n2d6(δ6 + δ4(L2 +Λ2))). By comparing the real zeros of Aµ,j,k, we construct∆µ,
Zµ, and
∪1≤j<k≤n{σ ∈ Jµ | A(ej(γµ(σ )), ek(γµ(σ ))) = 0}
in O˜B(n2d6(δ6 + δ5(L + Λ))). Then by computing the sign of gj,µ(σ ) for each σ ∈ ∆µ, we can
construct ∆˜µ in O˜B(nd6δ5(L+Λ)). The orders of∆µ and ∆˜µ are atmost 8dδ. The order of Zµ is at most
4n(n + 1)dδ. Therefore, the number of Jµ,j is O(n2dδ). Hence, using Algorithm 21, we can construct
Φµ in O˜B(n10d7(δ7 + δ5(L2 +Λ2))).
We can determine the signs of Aµ,j,k and Aµ,j in Jµ because we know the multiplicities of the real
zeros of the numerators of Aµ,j,k and Aµ,j when computing the isolating interval representations of
their real zeros, and we can compute the signs of the denominators of Aµ,j,k and Aµ,j by evaluating the
signs of the rational numbers in Iµ. Note that the denominators of Aµ,j,k and Aµ,j have no zero in Iµ.
We can computemµ,1 and sµ,1 in O˜B(d8(n2δ7(L+Λ)+ nδ8)) because the number of comparisons
ϕµ,j(α) and ϕµ,k(β) for α, β ∈ ∆˜µ is O(dδ) and we can carry out each comparison in O˜B(d7(n2δ6(L+
Λ)+ nδ7)). Similarly, by noting that the number of comparisons ϕµ,j(α) and ϕµ,k(β) for α, β ∈ Zµ is
O(dδ), we can computemµ,2 and sµ,2 in O˜B(d8(n2δ7(L+Λ)+ nδ8)).
Next we analyze the complexity of computing mµ,3 and sµ,3. The number of Jµ,j is O(n2dδ) and
in each Jµ,j, the number of intervals Kµ,j,k is O(n3dδ). We can carry out each comparison ϕµ,j(α) and
ϕµ,k(β) for α, β ∈ Pµ,j,k in O˜B(n7d7(δ7 + δ6(L + Λ))) because the degrees and the bit lengths of the
numerators of the square-free parts of ϕµ,u − ϕµ,v are O(ndδ) and O(nd(L + Λ + δ)), respectively.
Therefore, we can computemµ,3 and sµ,3 in O˜B(n12d9(δ9 + δ8(L+Λ))).
Finally, we analyze the complexity of computing mµ,4 and sµ,4. The degrees and bit lengths of
the numerators and the denominators of ϕ′µ,j are O(ndδ) and O(nd(L + Λ + log2 δ)), respectively.
We can compute the isolating interval representations of all the real zeros of the numerators of
ϕ′µ,j in O˜B(n6d6(δ6 + δ4(L2 + Λ2))). For ϕ′µ,j,red, the square-free part of the numerator of ϕ′µ,j,
L(ϕ′
µ,j,red) = O(nd(L + Λ + δ)). The number of Jµ,j is O(n2dδ), and, in each Jµ,j, the number of
the intervals Kµ,j,k is O(n3dδ). The number of comparisons ϕµ,u(α) and ϕµ,v(β) for α, β ∈ P ′µ,j,k in
each interval Kµ,j,k is O(ndδ), and we can carry out each comparison in O˜B(n7d7(δ7 + δ6(L + Λ))).
Hence, we can computemµ,4 and sµ,4 in O˜B(n12d9δ9+ n12d9δ8(L+Λ)+ n8d7δ5(L2+Λ2)). Therefore,
combining the computational complexity to construct the subsets of Iµ and Algorithm 21, we can
compute mµ and sµ in O˜B(n12d9δ9 + n12d9δ8(L + Λ) + n10d7δ5(L2 + Λ2)), and mν and sν in
O˜B(n12d9δ9 + n12d9δ8(L+Λ)+ n10d7δ5(L2 +Λ2)).
If sν ∈ ∆˜ν , then 0, e1(α), e2(α), . . . , en(α) lie on a straight line, and, as described by Eq. (3), we can
construct a nearest polynomial f˜ by deciding the signs of A(ej(γν(sν)), if (γν(sν))) (j = 1, 2, . . . , n) in
O˜B(n5d5(δ5 + δ4(L+Λ))).
If sν ∉ ∆˜ν , take j such thatΦν(sν) = ϕν,j(sν). The coefficients of a nearest polynomial are described
in (4). We can compute e˜k(γν(sν)) for k = 1, 2, . . . , n by deciding the signs of Re ek(γν(sν)) and
Im ek(γν(sν)) in O˜B(n6d5(δ5 + δ4(L+Λ))). We can compute τ by deciding the sign of
A

n−
k=1
e˜k(γν(sν)), f (γν(sν))

=
n−
k=1
A(e˜k(γν(sν)), f (γν(sν)))
in O˜B(n5d5(δ5 + δ4(L + Λ))). To construct L(j), R(j), and P(j), we compute the signs of
A(e˜j(γν(sν)), e˜k(γν(sν))) for k = 1, 2, . . . , n in O˜B(n6d5(δ5 + δ4(L + Λ))). To compute t˜ , we decide
whether
∑
k∈P(j) e˜k(γν(sν)) is 0 in O˜B(n6d5(δ5 + δ4(L + Λ))). Hence, we can construct a nearest
polynomial in O˜B(n6d5(δ5 + δ4(L+Λ))) if sν ∉ ∆˜ν .
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Therefore, the bit complexity of Algorithm 22 is O˜B(M(n12d9δ9 + n12d9δ8(L+Λ)+ n10d7δ5(L2 +
Λ2))). This proves Theorem 24 when n > 1.
5. Conclusion
For a given real univariate polynomial f and a prescribed closed complex domain D whose
boundary is a simple curve parameterized by a univariate piecewise rational function, we have
proposed a rigorous method for finding a real univariate polynomial f˜ such that f˜ has a zero in D and
‖f − f˜ ‖∞ is minimal, have analyzed the asymptotic bit complexity of the method, and have shown
that it is of polynomial order in the size of the input.
Improving the efficiency of this method through numeric computations is one of our future
research directions. Another direction is to consider the case of complex coefficients.
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