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Deklarat ive Programme repräsentieren ihr Problemlösungswiesen auf einer ho­
hen Sprachebene, unabhängig vom Ausführungsmechanismus. KI-Sprachen ver­
dichten die für Anwendungen der K I notwendigen Repräsentationsmethoden zu 
Programmierkonstrukten . Deklarative Kl -Programmiersysteme haben einen we­
sentlichen softwaretechnischen Aspekt : Anderungsfreundliche Programme sol­
len ermöglicht u n d Freiheitsgrade für optimierende Compi ler eröffnet werden. 
Geeignete Konzepte basieren auf funktionalen und logischen Formalismen u n d 
schließen Constra int - bzw. Taxonomiesysteme ein . Aktue l l e Schwerpunkte b i l ­
den die In tegrat i on dieser Sprachen sowie ihre K o m b i n a t i o n m i t prozeduralen 
u n d ob jektor ient ier ten Ausdrucksmitte ln . Deklarat ive KI-Sprachen ermöglichen 
eine umfassendere Anwendung von Techniken der Programmtransformat ion und 
Metaprogrammierung . 
Der Workshop wendet sich an Theoretiker und Prakt iker , die Konzepte der De­
k lara t iven K I - P r o g r a m m i e r u n g weiterentwickeln u n d sie für KI-Anwendüngen 
nutzen. Das Themenangebot erlaubt, einige neuere Entwicklungen dieses zu­
kunftsweisenden Gebiets i n konzentrierter Form kennenzulernen u n d zu bewer­
ten . 
I m technischen P r o g r a m m des Workshops stehen eingereichte Beiträge und T u t o ­
rials zu aktuel len Teilgebieten i m M i t t e l p u n k t . Aus den eingereichten Beiträgen 
entstand nach einem Begutachtungs- u n d Uberarbeitungsverfahren eine Zusam­
menstel lung [3], die hier summarisch wiedergegeben w i r d : Vier Sessions bein­
halten neben Wissensrevision/Programmiransformation die Teilgebiete Typen 
u n d Constraints zunächst einzeln und fuhren sie dann zusammen (Abschni t t 1). 
Dre i T u t o r i a l s beinhalten Deduktive Datenbanksysteme, die Programmiersprache 
Godel u n d die Evolution von Wissensbasen (Abschnitte 2 bis 4 ) . 
1 Wissensrevision/Transformation & Typen/Constraints 
Die Session Wissensrevision und Programmtransformation beginnt m i t 
G. Wagners Aktualisierungsoperationen (z .B. u m schwach negierte Inputs : K o n ­
t r a k t i o n ) auf Mengen von (z .T . stark negierten) Fakten, D i s junkt iven Faktenba­
sen u n d Dedukt iven Datenbanken [12]. Dann realisiert K . H inke lmann die A b l e i ­
t u n g von Konsequenz-Fakten aus logischen Programmen durch eine Erweiterung 
der "Magic Templates" -Transformation u m Rückwärts- u n d Vorwärtspropagie­
r u n g von Variablenbindungen init ia ler Fakten [6]. W . Goerigk und F . Simon be­
handeln schließlich die systemunterstützte Sourcecode-Transformation ( M i g r a t i -
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on) von C O M M O N - L I S P - P r o g r a m m e n i n eine vollständig ( i n Objektf i les oder 
C-Programme) compilierbare Teilsprache [5]. 
I n der Session Typisierte Merkmalsstrukturen präsentieren H . - U . Krieger 
u n d U . Schäfer eine (hierarchisch) typisierte merkmalsbasierte Sprache m i t 
booleschen Verknüpfungen sowie zugehörige Typfolgerungsmechanismen [7]. 
J . Bedersdorfer et a l . zeigen Ersetzungsregeln u n d komplexere Trans format io ­
nen (z .B . m i t boolesche Verknüpfungen u n d Sequenzen/Mengen) a u f typis ier ­
ten Merkmalss trukturen [2]. G . Meyer u n d S. Weigel erläutern die statische 
Analyse streng (parametrisch p o l y m o r p h ) typisierter M e r k m a l s s t r u k t u r e n u n d 
grenzen ihre (monotone) T y p e i n s c h r ä n k u n g von der ob jektor ient ier ten (n i cht ­
monotonen) T y p r e d e f i n i t i o n ab [9]. 
I n der Session Constraint-Systeme d i skut ier t M . Meyer das D i l e m m a " D e k l a -
rativität vs. Effizenz" und seine Behandlung durch Constraints über endlichen 
( forward checking, (weak) looking-ahead) bzw. hierarchisch s t r u k t u r i e r t e n (er­
weiterter H A C - A l g o r i t h m u s ) Domänen [10]. H . - J . Go l tz u n d U . Geske verallge­
meinern C L P , indem sie den Constraint-Solver durch ein C o n s t r a i n t - H a n d l i n g -
System ersetzen, das die Einflußnahme au f die Behandlung der Constraints 
ermöglicht u n d , außer Erfüllbarkeitstests, Operat ionen wie vorläufiges Akzep­
tieren der Variablenbelegung, Überprüfung notwendiger Bedingungen u n d U m ­
formungen ausfuhren kann [4]. 
I n der Session Typen-Constraints-Kombinationen schlägt H .C .R . Lock e i ­
ne (für deterministische Programme) effizientere A l t e r n a t i v e zur P R O L O G -
Operational is ierung der SLD-Resolut ion vor, bei der Ziele m i t freien Variablen 
verzögert (Residuierung) und Termmengen für solche Var iablen eingeschränkt 
werden (Typen-Constraints) [8]. A . Abecker u n d P. Hanschke argumentieren für 
die Effizienz u n d Modularität einer hybr iden A r c h i t e k t u r , die (beliebig viele, 
austauschbare) konkrete Domänen (spezielle Constraint-Solver) i n ein t e r m i n o ­
logisches System einbettet, u n d dieses wiederum i n D A T A L O G [1] . H . Wache u n d 
P. Tsarchopoulos integrieren Constraints über reellen u n d endlichen Domänen 
i n eine terminologische Sprache, die (unter Zuhi l fenahme eines erweiterten C L P -
Schemas) i n die Hornlogik eingebettet w i r d [11]. 
2 Deduktive Datenbanksysteme 
F . Bry; E C R C , München 
Seit mehr als einem Jahrzehnt beschäftigt sich die Datenbank-Forschung m i t 
dem Gebiet der deduktiven Datenbanksysteme. Die Schwerpunkte liegen dabei 
sowohl auf der Untersuchung theoretischer Aspekte (für einen Überblick siehe 
[31 , 32, 33, 34, 56, 27,18, 44, 55, 23, 24, 41 ,42] ) als auch au f der Realisierung ex­
perimentel ler Systeme (z .B. [49, 19, 28, 30, 35, 37, 46, 5 1 , 57, 36, 59, 39, 47, 26]) . 
Darüberhinaus werden derzeit, basierend au f Forschungsprototypen, industr ie l le 
Produkte entwickelt (z.B. [60]). I n diesem V o r t r a g möchten w i r Sie m i t der Z ie l ­
setzung und den wesentlichen Techniken von dedukt iven Datenbanksystemen 
ver t raut machen. 
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I m Gegensatz zu herkömmlichen Datenbanksystemen, i n denen Anwendungs­
daten extensional beschrieben werden, erlauben dedukt ive Datenbanksysteme 
auch eine intensionale De f in i t i on . Der erste Te i l des Vortrags ste l l t zwei sich 
ergänzende Konzepte vor, die i n dedukt iven Datenbanksystemen zur d e k l a r a t i ­
ven Spezif ikation einer Anwendung benutzt werden können. Ableitungsregeln a u f 
der einen Seite erlauben konstruktive Def in i t ionen, während Integritätsbedingun­
gen auf der anderen Seite normative Bedingungen ausdrücken. 
A n h a n d eines Beispiel, dem Flugplan einer Fluggesellschaft, werden w i r zunächst 
zeigen wie eine Anwendung mi t t e l s Ableitungsregeln u n d Integritätsbedingun­
gen intensional beschrieben werden kann . Dieses Beispiel macht die Vorte i le einer 
intensionalen Beschreibung gegenüber einer konventionellen, re in extensionalen 
Beschreibung deut l i ch . Eine intensionale Beschreibung führt zu einer genaueren 
u n d natürlicheren Repräsentation der Anwendung . Sie ermöglicht eine k o m p a k ­
tere, platzsparende Spezifikation. U n d sie ist einfacher zu war ten . 
Der zweite T e i l des Vortrags beschäftigt sich dann m i t der A u s w e r t u n g von A b ­
leitungsregeln bei der Anfragebeantwortung (z .B . [23, 24, 13, 14, 16, 17, 50, 52, 
53, 54, 58, 2 1 , 20]) . Die Anfragebeantwortung i n dedukt iven Datenbanksystemen 
ste l l t Anforderungen an die Ableitungsprozeduren, die von klassischen D e d u k t i ­
onsmethoden wie etwa der SLD-Resolut ion n icht erfüllt werden. Daher wurden 
neue Methoden entwickelt , die sich wesentlich von den konventionel len Ver fah­
ren unterscheiden. W i r werden die Pr inz ip ien dieser neuen Methoden vorstellen 
u n d ihre Vorte i le bei der Anfragebeantwortung d iskut ieren. 
Die effiziente Überprüfung von Integritätsbedingungen bei Änderungsoperatio­
nen b i ldet den d r i t t e n Te i l des Vortrags . W i r werden die Pr inz ip i en von ver­
schiedenen Methoden zur Überprüfung von Integritätsbedingungen vorstellen 
(z .B . [23, 24, 22, 29, 38, 40, 43, 45, 48, 25]) . Diese Methoden basieren entwe­
der au f der Feststellung einer möglichen Verletzung der Integritätsbedingungen 
bezüglich Änderungsoperationen oder au f dem Propagieren von Änderungen. 
I m letzten Te i l des Vortrags argumentieren w i r , daß es oft wünschenswert i s t , 
n icht nur die Anwendung sondern auch Teile des Datenbanksystems selbst i n ­
tensional zu beschreiben. W i r werden einige Beispiele für solche intensionalen 
Spezifikationen vorstellen. 
3 Die Programmiersprache Gödel 
U . Geske, J . Busse; GMD-FIRST, Berlin 
3 . 1 Ü b e r s i c h t 
Die Programmiersprache Gödel befindet sich an der Universität B r i s t o l i n E n t ­
w i ck lung ( [ 6 1 , 62]) . Ihre Funktionalität u n d Ausdruckskraf t or ient ier t sich an 
Prolog , ihre deklarat ive Semantik geht dagegen weit über die Entsprechung i n 
Prolog hinaus. Die folgende Darste l lung von Gödel beginnt nach der Diskussi­
on der M o t i v a t i o n m i t einer Übersicht über die wesentlichen Konzepte. A u f die 
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maßgebenden Eigenschaften u n d Begriffe ( i m Text hervorgehoben) w i r d i m A n ­
schluß etwas genauer eingegangen. 
3.2 M o t i v a t i o n 
Die Programmierung von Problemen m i t M i t t e l n der Logik ist seit etwa 20 
Jahren Gegenstand der Untersuchungen i n der Logischen Programmierung . Die 
Vermeidung von Steuerelementen zur deklarativen Problembeschreibung u n d die 
Ausführbarkeit der Spezifikationen führten zu einem neuen M o d e l l der Spe­
zi f ikat ion, Testung, Ausführung und W a r t u n g von Programmen. Das i m m e r 
noch bedeutendste Programmiersystem der Logischen Programmierung ist Pro ­
log. Daneben wurden eine Vielzahl weiterer logischer Programmiersprachen ent ­
wickelt , die aus Untersuchungen zu speziellen Richtungen resultieren, insbeson­
dere Commited-Choice-Sprachen, Constraint-Sprachen, Spezifikationssprachen 
auf der Basis mehrsortiger Logiken u n d über die Horn-Klause l -Logik hinausge­
hender Logiken. 
I n Prolog erschweren die flache P r o g r a m m s t r u k t u r , sequentielle Verarbe i tung , 
Prozeduren m i t Seiteneffekten, explizite Steuerelemente ( I /O) , die Realisierung 
der Negation u n d die UnUnterscheidbarkeit von O b j e k t - u n d Metaprogrammier -
niveau eine deklarative Interpretat ion von Programmen. Die Konsequenzen s ind 
die Einschränkung paralleler Verarbeitungsmöglichkeiten, die Schwierigkeiten i n 
der Metaprogrammierung , die praktische Abweichung von theoretischen A u s ­
sagen über das Programmverhalten u n d die verminderte Verständlichkeit der 
Programme. 
3.3 K o n z e p t e 
Durch die Programmiersprache Gödel sollen diese Nachteile von Pro log über­
wunden und die verschiedenen Entwicklungsrichtungen wieder zusammengeführt 
werden. Der Kerngedanke der Programmiersprache Gödel ist das von GÖDEL 
eingeführte Repräsentationskonzept - der G r u n d für die W a h l des Namens der 
Sprache, der aber auch als A k r o n y m für God's Own DEclarativt Language ver­
standen w i r d . 
I n der Programmiersprache Gödel soll ein P r o g r a m m - so wie es i n der Logischen 
Programmierung angestrebt w i r d - tatsächlich als eine Theorie u n d eine Pro ­
grammabarbe i tung als eine Dedukt ion aufgefaßt werden. Für die Darste l lung der 
Theorie ist es erforderlich, die Problembeschreibungs-Niveaus der O b j e k t - u n d 
der Metaprogrammierung unterscheidbar zu hal ten , u m eine deklarat ive Seman­
t i k zu sichern. Zusätzliche M i t t e l zur Problemspezifikation sind der Übergang zur 
mehreortigen Logik (Typen) u n d die Prob lemstruktur ierung durch Modularisie­
rung. Die deduktive Programmabarbei tung (ohne außerlogische Effekte) basiert 
auf flexibler Steuerung, Constraint-Losen u n d einer verallgemeinerten Schnitt­
operation. Eine Ausnahme bi lden die 2?sn-/i4ti5£a6e-Operationen, die we i terh in 
außerlogisch wirken , aber durch geeignete Verwendung der Modular is ierung v o m 
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deklarativen Te i l des Programms weitestgehend separariert werden können. 
3.4 E i g e n s c h a f t e n 
M e t a p r o g r a m m i e r u n g E i n M e t a p r o g r a m m ist ein P r o g r a m m (z .B. I n t e r ­
preter, Programmtrans format ion) , das ein anderes P r o g r a m m als Daten be­
n u t z t . Gödel l iefert Sprachkonstrukte u n d Repräsentationsformen, u m zwischen 
Ob jektn iveau- u n d Metaniveau-Ausdrücken zu unterscheiden. Dadurch können 
Metaprogramme als Theorien m i t klarer deklarativer Semantik verstanden wer­
den. Die Sprachkonstrukte betreifen die Prädikate v a r / 1 , n o n v a r / 1 , assert /1 u n d 
r e t r a c t / 1 . Bei der Repräsentation werden Grund-Repräsentation (für O b j e k t p r o ­
gramme) u n d Nicht-Grund-Repräsentation (für Metaprogramme) unterschieden. 
Objektniveau-Variable werden durch Grund-Metaniveau-Terme dargestellt . D a ­
durch ist die System-Unif ikat ion auf diese Ausdrücke n icht anwendbar u n d es 
müssen s t a t t dessen entsprechende Anwenderprozeduren definiert werden. Der 
Vor te i l l iegt i n der größeren Deklarativität u n d der leichteren Paral le l is ierbarkeit , 
der Nachtei l i n der ineffizienteren Verarbe i tung durch von-Neumann-Rechner. 
T y p e n Typis ierung ist ein M i t t e l für exaktere Wissensrepräsentation u n d er­
laubt darüber hinaus dem Compiler , effizienteren Code zu erzeugen. Der p r o ­
grammiertechnische Vor te i l der Typis ierung l iegt i n der Vermeidung von Pro ­
grammierfehlern bzw. i n der Entdeckung von Fehlern während der Syntaxanalyse 
und nicht erst bei der Abarbe i tung auf G r u n d unerwarteter Abarbei tungsresul ­
tate . 
Die Programmiersprache Gödel hat ein strenges Typkonzept . D ie T y p e n ba­
sieren au f der mehrsortigen Logik 1.Stufe. Die Erwei terung besteht d a r i n , daß 
Typvar iab len vorhanden s ind, die alle T y p e n z u m W e r t haben können. D u r c h 
diesen parametrischen Polymorphismus w i r d vermieden, daß für A r g u m e n t e e i ­
nes Terms, z .B. Elemente einer Liste , ein bes t immter T y p festgeschrieben werden 
muß. 
M o d u l a r i s i e r u n g Gödel verwendet das Konzept der abstrakten Datentypen , 
das neben dem Typsystem durch ein Modulsystem i m p l e m e n t i e r t i s t . D u r c h 
Module werden Namenskonflikte vermieden u n d Implementat ionsdeta i ls verbor­
gen. Die Systemmodule von Gödel stellen eine Reihe abstrakter Datentypen 
wie L i s t , S t r i n g , S e t , OProgran ( O b j e k t p r o g r a m m ) m i t jewei ls einer M e n ­
ge von Operationen zur Verfugung. 
F l e x i b l e S t e u e r u n g I n Gödel erfolgt die A b a r b e i t u n g n i cht sequentiell von 
l inks nach rechts, sondern ist durch Verwendung der D E L A Y - S t e u e r - D e k l a r a t i o n 
i m generellen Abarbeitungsalgor i thmus f lexibel . D u r c h D E L A Y kann die A b a r ­
be i tung von Aufrufen bei Bedarf zurückgestellt werden. Dieser Mechanismus 
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ist die Grundlage für die bessere Behandlung der Negat ion , für C o n s t r a i n t -
A b a r b e i t u n g , für eine effiziente Gesta l tung u n d Steuerung der A b a r b e i t u n g u n d 
für die Sicherung der Korrekthe i t der Programmabarbe i tung . 
C o n s t r a i n t - L o s e n Gödel er laubt die Behandlung linearer u n d nicht l inearer 
Constraints i m Bereich der ganzen u n d rat ionalen Zahlen. 
V e r a l l g e m e i n e r t e S c h n i t t o p e r a t i o n Die Schni t toperat ion von Gödel b a u t 
au f dem Commitopera tor ('|') i n den Committed-Choice-Sprachen auf. Der 
C o m m i t - O p e r a t o r w i r k t „vorwärts" u n d „rückwärts" auf die anderen Klause ln 
einer Prozedur, indem er deren A b a r b e i t u n g verhindert . Anders als i n Pro log 
kann durch die Verwendung des C o m m i t - O p e r a t o r s kein Test „eingespart" wer­
den, so daß die logische Komponente eines Programms vollständig spezifiziert 
i s t . Die logische Komponente eines Gödel-Programms kann durch Entfernen a l ­
ler Schnittoperat ionen erhalten werden, während sie i n Pro log n icht durch Weg­
lassen der I /O-Aufrufe oder durch Einsetzung von Tests zu erhalten i s t . D ie 
Erwei terung des Commit -Operators zur F o r m { C a l l e J b e f o r e . C o n m i t } J L a 6 e , u n ­
terstützt die Ausführung von F o l d i n g / U n f o l d i n g , P a r t i a l - E v a l u a t i o n u n d P r o ­
grammtrans format ionen über Progra mmen , die die Schni t toperat ion entha l ten . 
Wenn die Aufru fe C a l l s - b e i o r e j C o m m i t (die Guards i n den Commited -Cho i ce -
Sprachen) erfolgreich abgearbeitet worden s ind , w i r d die A b a r b e i t u n g aller ande­
ren Klauseln der Prozedur, die einen C o m m i t - O p e r a t o r { . . . } j r e J e i m i t der g le i ­
chen M a r k e L a b e l haben, verh indert . Klause ln einer Prozedur können C o m m i t -
Operatoren m i t unterschiedlichen M a r k e n besitzen. D ie M a r k e kennzeichnet 
den Wirkungsbere ich eines C o m m i t - O p e r a t o r s . A u f r u f e i n C a l l s - b e f o r e - C o m m i t 
können selbst wieder C o m m i t - O p e r a t o r e n m i t M a r k e n sein. 
E i n - / A u s g a b e Durch die Verwendung des Modul -Systems m i t der Beschrei­
b u n g des Ein- /Ausgabe-Verhaltens eines P r o g r a m m s i n M o d u l e n , die weit oben 
i n der Modulhierarchie angeordnet s ind , kann die deklarat ive Dars te l lung des 
restlichen Programms gesichert werden. 
4 Evolution von Wissensbasen 
H . Boley, P. Hanschke, K . Hinkelmann, M . Meyer; D F K I , Kaiserslautern 
A l l geme in umfaßt die E v o l u t i o n von Wissensbasen, kurz Wissensevoluiion oder 
Evolution, Techniken zur Steigerung der Güte f o r m a l repräsentierten Wissens. 
Sie ist ' u n t e r ' der Wissensakquisition u n d 'über ' der Wissenscompilaiion angesie­
de l t , wobei es durchaus ( fruchtbare) Grenzbereiche g i b t : Während die Akquisiti-
on vorformales Wissen s t r u k t u r i e r t u n d i n eine formale Repäsentation abbi ldet , 
verbessert die E v o l u t i o n eine bereits formale Repäsentation; u n d während die 
Compilation Wissen i n R i chtung au f die Maschine t rans fo rmier t , verändert die 
E v o l u t i o n es i m Hinb l i ck au f den Menschen. 
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Präziser definieren w i r die E v o l u t i o n als die V a l i d i e r u n g u n d E x p l o r a t i o n 
von Wissensbasen unter Verwendung von (weitgehend gemeinsamen) Analyse-
A l g o r i t h m e n : 
Die Validierung prüft eine Wissensbasis i n Bezug auf Redundanzen, Lücken, 
Widersprüche etc., z.B. m i t Methoden der s t rukture l l en / funkt iona len Veri f ika­
t i o n , Integritätsbedingungen, (Sub)Sorten-Prüfung u n d Anforderungsabschwä-
chung/Verstärkung. 
Die Exploration sucht nach interessanten Mustern u n d Zusammenhängen i n einer 
Wissensbasis, u m Wissenseinheiten zu abstrahieren, vervollständigen, induzieren 
etc., wobei diejenigen Methoden der T e r m - A b s t r a k t i o n , Konzept -Format ion , i n ­
dukt iven Inferenz, A b d u k t i o n und des entdeckenden Lernens usw. kombin ier t 
werden, die von kleineren Beispielmengen au f größere Wiesensbasen übertrag­
bar s ind. 
Beide Teilbereiche der Evolut ion können u.a. i n einem Wechselspiel zusammen­
w i r k e n , bei dem explorierte Muster val id iert werden, bevor sie (unter Benut­
zerkontrolle!) i n die Wissensbasis zurückgespeist werden ("closed-loop learning" 
[74]). 
Die Repräsentationssprache der Wissensbasis beeinflußt natürlich die E v o l u t i ­
onsalgor i thmen. Zunächst unterstützt eine deklarative Formul ierung des W i s ­
sens seine E v o l u t i o n , da keine maschinenorientierten Ar te fakte die Analyse be­
h indern u n d die gefundenen Ergebnisse das Wissen selbst, nicht seinen Zugriff , 
z u m I n h a l t haben. Dann g i l t es, zwischen verschieden ausdrucksmächtigen de­
k larat iven Repräsentationen abzuwägen, da auf schwächeren Sprachen i .a . mehr 
Eigenschaften durch Analysealgorithmen gefunden werden können, aber die ge­
fundenen Muster e v t l . nicht mehr i n ihnen repräsentierbar s ind . Somit lassen sich 
sprachliche u n d algorithmische Stufenfolgen zueinander i n Entsprechung bringen 
[63]. 
Die Analysealgorithmen beinhalten eine abstrakte Interpretat ion [64], wodurch ; 
j e nach W a h l der abstrakten Domäne z u m Beispiel In format ionen über redun- fc 
dante Wissenselemente oder Unvollständigkeiten i n der Wissensbasis ( f e h l e n d e ^ : ; t r f " 
Werte , Regeln usw.) gewonnen werden können. Die Ergebnisse der•abetraJc^\V'* ,^r^.''"^ ,"*'"rr ~ 
Interpre ta t i on können dabei sowohl der Val idierung (z .B. Aufdeckung νρηΓΓβ3τ^-f '·· 
undanten Regeln oder nichterfüllbaren Pämissen) als auch zur Exploration;(s.B»,1*-..-^..,,.,,. 
Entdeckung von Aufru fs t rukturen oder deterministischen Prädikaten) dienen. 
Terminologische Wissensrepräsentationssysteme i n der T r a d i t i o n von K I ^ O N E 
[65, 70] tragen bereits in unveränderter Form, zur Wissensba^isevolqtion bei : 
Terminologische Inferenzdienste [66] ermöglichen, a u s g e h e i ^ v o ^ m 
basis als einer Menge intensionaler K o n z e p t d e f i n i t i o n e n ^ ^ 
Aufdeckung von Inkonsistenzen (Va l id i 
beziehungen (Explorat ion) [68]. Varianten solcher I n ^ 
KL-ONE-Sprachklassen auf weitere Repräsentatioiüti^ " - .·.· 
Die induktive logische Programmierung [69] ist eine Synthese ä e r l o ^ i s ^ e n Pro - V ^ _ i i " i " ^ 
grammierung m i t indukt iven Verfahren. Bei der T h e x m e r e v i s i o B ^ 
• - ·.·_·"···'·:£..;·-· Ι-··--··.- ;·.·. .,jv*-~·:ν·;·^ ;^ .^ s**?®*** 
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meist Lernverfahren eingesetzt, die eine gegebene Theorie aufgrund positiver 
und negativer IVainingsbeispiele verändern. Eine Charakterisierung der Verfah­
ren ist je nach G r a d der Verwendung von Hintergrundwissen möglich [72, 71]. 
Die Beispiele können entweder durch den Benutzer vorgegeben oder unter Ver­
wendung von Hintergrundwissen auch automatisch generiert (bzw. in der Wis ­
sensbasis fokussiert) werden. Die Revision kann sowohl Aspekte der Validierung 
als auch der Exploration enthalten, je nachdem ob eine Modiiikation der vorhan­
denen Theorie oder ihre Erweiterung u m neue Klauseln notwendig ist. Weitere 
Methoden der induktiven logischen Programmierung sind die Anti-Unifikation 
und die inverse Resolution [67], welche die aus deduktiven Systemen bekannten 
Verfahren umkehren. 
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