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Abstract: In this paper, we introduce our method to facilitate the process of creating an MPEG-4 compli-
ant face model based on a simple 3D mesh. The presented method is semi-automatic, and the user needs
to choose 56 points on the model as a preprocessing step. We use a cage based deformation technique
to approximate an input model with a generic one which already contains the required MPEG-4 param-
eters. In the paper, we also show how the cage can be constructed to surround the model completely.
The resulting model can be used in any MPEG-4 based facial animation player.
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Introduction
The usage of virtual avatars — also called talking heads in the case of eliminating the body part — is
widespread in HCI (Human-Computer Interaction), and they may play an essential role in the future as
well.
Methods for creating a talking head based on the face of a real or a fictive person typically consist of
two main steps. The first one is the creation of the model itself, while the second step is to prepare our
model for further facial animations.
Some of the main challenges are the portability and the reusability of the prepared model. Their
principles can be very different; therefore, in most cases, the conversion between the outputs is nearly
impossible. For solving this problem, many earlier systems [1, 2] support the well-known MPEG-4
facial and body animation standard [7]. Using MPEG-4, we can guarantee that the desired animation
can be attached to any standard model automatically, but unfortunately, the usual creation of an MPEG-
4 compliant face model requires a lot of manual user interactions. With all this in mind, our goal in this
paper is to give a possible solution to this problem by reducing the amount of required interaction in a
semi-automatic way.
In the next section, we discuss some previous works related to the area of MPEG-4 facial animation.
We highlight their main advantages and disadvantages as well. In Section 3, we present our method,
which can provide a solution to some of these mentioned disadvantages, based on a prepared generic
model and a cage based mesh deformation technique. Then, in the last section, we demonstrate the
results of our algorithm and our future ideas as well.
Previous work
The face model adaptation (parameterization) heavily depends on the topology of the considered
mesh. In the case of simple models, which consist of few hundred vertices, it can be executed easily
manually. However, if the models are highly detailed, relatively complex, and include thousands of ver-
tices, then the calibration is not practical. Unfortunately, the adaptation of an existing parameterization
to a new facial model is not possible. To solve some of these problems (e.g., the parameterization of the
models), Sheng et al. have been released a PDE based method [9] but unfortunately, it does not support
the MPEG-4 standard.
MPEG-4 compliant deformation-based methods have been also published. Escher et al. have been
proposed a solution [3] which can create standard faces by using a generic model. Lavagetto et al.
introduced a method [5] which can help in the calibration process. But due to the limitations of the
used deformation algorithm (i.e., RBF and Free Form Deformation [10]), the techniques cannot provide
a satisfactory deformation of the generic model, especially in the case of the nose, the eyes, and the chin
(see Figure 1).
As we discussed in Section , our primary goals are to ease the adaptation and avoid possible errors
caused by the users. We suggest a semi-automatic method based on a generic model which has to
be deformed in order to approximate the input one. MPEG-4 parameters are already specified on the
generic model. Thus, the face model calibration can be skipped. For the manipulation of the generic
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Figure 1: Input model (left), the results of the deformation using Surface-Oriented Free-Form
Deformation [10] (middle) and cage based deformation technique (right) which is the basis of
our approach.
model, we used a deformation method called cage based deformation technique. One of the main
advantages of these methods against other deformation solutions is that using them we can work in
real-time, and we have an easy to use, smooth, and intuitive control over the mesh with the defined
cage [6].
Our method for automating the face model calibration
As we mentioned in Section , the creation of an MPEG-4 compliant face model requests a lot of time
if we do it manually because we need to define all of the 84 feature points and the zone of influence for
each FP. Thus, we suggest a semi-automatic solution to create a standard face if its simple 3D mesh is
given. At first, we consider a specified generic model together with all its predefined standard points,
and then a cage based method is used to approximate the input model with the generic one. Therefore,
the whole procedure of the face model adaptation does not have to be executed.
Our deformation method
The necessary modifications of the generic model are achieved by a cage based deformation tech-
nique called harmonic coordinates [4]. As we mentioned earlier, a topologically flexible cage (or also
known as control mesh) is used to control the deformation of the interior object. If we move the cage
vertices Ci to the new positions C ′i, an interior point p moves to the new location p








where hi(p) is the harmonic coordinate of p respect to Ci.
Therefore, at first, we define simple control cages (shown in Figure 2) surrounding the generic and
the input models in the same way, based on pre-marked facial feature points on the heads. These cages
are responsible for the deformation.
Then, we modify the generic model’s cage by translating each point to the corresponding position
on the input model’s cage separately. As a result, the generic model sufficiently approximates the input
one, and it still remains MPEG-4 compliant.
Conclusions and future works
In this paper, we have proposed a robust and semi-automatic method for creating an MPEG-4 com-
pliant face model. Only the definition of the feature points needs user interaction, but it takes just a few
minutes. After applying our method, the resulting talking heads can be used in any MPEG-4 compatible
facial animation player [8] immediately.
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Figure 2: The control cage which has been created for the generic model. Blue dots are the
facial feature points of the model, which need to be marked manually, while the green ones are
the auxiliary points.
Figure 3: Left: 3D reconstructed human facial expressions from [11]. Right: Our resulting
model using the generated FAPs file.
Our solution uses a cage based deformation method called harmonic coordinates to approximate the
input model with the generic one. The main difference from earlier systems is that we do not have to de-
fine the MPEG-4 parameters. Therefore, calibration errors do not influence the quality of the animation
of the model.
To validate our resulting models, we generated FAPs files using 3D reconstructed human facial ex-
pressions from the BU-3DFE (Binghamton University 3D Facial Expression) Database [11]. Then these
FAPs files were played on our resulting face models to get the same expressions. The original recon-
structed model and our deformed model with different facial expressions can be seen in Figure 3.
Additionally, we would like to attempt to minimize the number of user interactions by using a face
tracking method which can mark the necessary facial feature positions for us.
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