$L^2$ bounds for a Kakeya type maximal operator in $\R^3$ by Demeter, Ciprian
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L2 BOUNDS FOR A KAKEYA TYPE MAXIMAL OPERATOR IN R3
CIPRIAN DEMETER
Abstract. We prove that the maximal operator obtained by taking averages at scale 1
along N arbitrary directions on the sphere, is bounded in L2(R3) by N1/4logN . When
the directions are N−1/2 separated, we improve the bound to N1/4
√
logN . Apart from
the logarithmic terms these bounds are optimal.
1. Introduction
Let F : Rd → R for some d ≥ 2, and let Σ ⊂ Sd−1 be a collection of N unit vectors.
We will use the notation
x = (x1, x2, . . . , xd),
v = (v1, v2, . . . , vd).
We will be concerned with the following operator
MΣ0 F (x) = max
v∈Σ
|
∫ 1/2
−1/2
F (x+ tv)dt|.
Note that for each v, Fubini’s theorem implies that
MvF (x) =
∫ 1/2
−1/2
F (x+ tv)dt
satisfies
‖MvF‖1 . ‖F‖1.
Thus, the triangle inequality and interpolation with the trivial L∞ bound proves that
‖MΣ0 F‖p . N1/p‖F‖p,
for each 1 ≤ p < ∞. This estimate is not optimal for p > 1. The critical exponent is
always p = d, and one expects an O(N ǫ) bound (or perhaps even a logarithmic bound)
for p ≥ d.
When d = 2 this was confirmed in [10], where an L2 bound of logN was proved. The
optimal L2 bound was shown in [6] to be
√
logN . Interpolation with L∞ produces the
Lp bound (logN)1/p for 2 ≤ p <∞, which is known to be optimal (see [8]).
In three dimensions, no nontrivial estimates seem to appear in the literature. The
critical exponent is p = 3 and it is very hard to deal with it directly. Our theorem is
concerned with p = 2, where orthogonality methods are available.
Theorem 1.1. Let Σ ⊂ S2 be any collection of N unit vectors. For each F ∈ L2(R3) we
have
‖MΣ0 F‖2 . N1/4 logN‖F‖2.
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In the separated case we have the following small improvement.
Theorem 1.2. Let Σ ⊂ S2 be a collection of N unit vectors such that
‖v− v′‖ & N−1/2 (1)
for each v 6= v′ ∈ Σ. Then for each F ∈ L2(R3) we have
‖MΣ0 F‖2 . N1/4
√
logN‖F‖2.
These results are sharp as far as the exponent of N is concerned. Indeed, the function
F (x) = 1
N1/2‖x‖21N−1/2<‖x‖<2 has the L
2 norm ‖F‖2 ∼ N−1/4. On the other hand, since
|F (x)− F (y)| ≤ 1
N‖x‖3
for x,y in the support of F which are separated by O(N−1/2), if follows that ‖MΣ0 F‖2 ∼ 1.
It is not clear whether the logarithmic terms from the estimates in Theorems 1.1 and 1.2
can be eliminated.
The proofs of Theorems 1.1 and 1.2 rely on a wave packet decomposition similar to
the one used in [4], where a different proof is given to the two dimensional result in [6].
The annuli are first decoupled using the Chang-Wilson-Wolff inequality. As a result, MΣ0
is localized in frequency inside a fixed annulus. This is the source of a
√
logN loss in
Theorems 1.1 and 1.2. The localized operator is then estimated using a few analytic and
combinatorial observations.
The advantage one has in two dimensions, as explained in [4], is that the vector field
v : R2 → Σ contributing to a fixed wave-packet is nicely localized inside a small arc on the
circle. This allowed the splitting in [4] of the wave packets into logN clusters, each having
nice orthogonality properties. In R3, the vector field v is only loosely localized, inside a
strip on the sphere. This creates difficulties in dealing with all annuli simultaneously, and
motivates the initial decoupling.
A reproof of the two dimensional result along the same lines is sketched in Section 7.
2. Relation with the Nikodym maximal function
The result of Theorem 1.2 does not imply anything new about the Hausdorff dimension
of the Kakeya sets in R3. In fact, it only implies (via standard considerations) that their
dimension is at least 2. The best known lower bound is 5
2
and it is due to Wolff [11]. It
is conjectured that the dimension should be 3.
While the fact that Kakeya sets in R3 have dimension at least 2 follows trivially from
the fact that Kakeya sets in R2 have dimension 2, there does not seem to be a direct way
of using the L2 bound from [6] for MΣ0 in two dimensions, to derive the three dimensional
results in Theorems 1.1 and 1.2. However, as explained in Section 4, a variant of the two
dimensional result will be used as part of the proof of Theorem 1.1.
Define for each 0 < δ ≪ 1 and each integer d ≥ 2
F ∗∗δ : R
d → R, F ∗∗δ (x) = sup
T
1
|T |
∫
T
|f |
where T runs over all cylinders (tubes) in Rd containing x, with length 1 and cross section
radius δ. This is sometimes referred to as the Nikodym maximal function. When d = 2,
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the optimal bound
‖F ∗∗δ ‖L2(R2) . log(
1
δ
)1/2‖F‖L2(R2) (2)
was proved in [3]1. The optimal bound ‖F ∗∗δ ‖Lp(R2) . log(1δ )1/p‖F‖Lp(R2) follows via inter-
polation with L∞. When d = 3, the optimal (up to δ−ǫ) operator norm ‖F ∗∗δ ‖L5/2(R3)→L5/2(R3)
was proved by Wolff [11].
There does not seem to exist a direct way of using (2) to derive the optimal bound from
[6]
‖MΣ0 F‖L2(R2) . log(
1
δ
)1/2‖F‖L2(R2),
not even in the case when Σ is a collection consisting of δ−1 unit vectors in R2, which
are δ separated. The same can be said when d ≥ 3, too. The averages on line segments
appearing in the definition of MΣ0 are more ”singular”; an additional smoothing effect
appears when one averages over tubes. The contrast will be detailed in Section 8.
On the other hand, any bound for MΣ0 in a given dimension d ≥ 2 is easily seen to
imply the same bound for F ∗∗δ . We will briefly explain this below, in the case when d = 3
and p = 2. Let Σδ be a collection consisting of ∼ δ−2 unit vectors in R3 such that for
each x ∈ R3 \ 0 there exists vx ∈ Σδ satisfying ‖vx − x‖x‖‖ ≤ δ. We show that Theorem
1.1 implies
‖F ∗∗δ ‖L2(R3) . ‖MΣδ0 ‖2→2‖F‖L2(R3).
Assume F is positive. Let x 7→ Tx be a measurable selection such that
(1) Tx is a cylinder in R
3 with length 1, cross section radius 10δ and pointing in the
direction vx
(2) the average of F over Tx is greater than
1
100
F ∗∗δ (x).
Let Bx the ball of radius 10δ centered at the same point as Tx. It will suffice to prove∫
R3
(∫
Tx
F
)2
dx . δ4‖MΣδ0 ‖22→2
∫
F 2
A simple geometric observation shows that∫
Tx
F . δ−1
∫
Bx
MvxF (y)dy ≤ δ−1
∫
Bx
MΣδ0 F (y)dy.
Thus, via Ho¨lder, ∫
R3
(∫
Tx
F
)2
dx . δ
∫
R3
∫
Bx
(MΣδ0 F (y))
2dydx
= δ
∫
R3
(MΣδ0 F (y))
2[
∫
R3
1Bx(y)dx]dy . δ
4
∫
R3
(MΣδ0 F (y))
2dy . δ4‖MΣδ0 ‖2→2
∫
R3
F 2
1Actually, the bound in [3] is for a larger operator, where averages are taken over tubes of eccentricity
δ, and arbitrary length
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3. M0 restricted to an annulus: the separated case
Fix Σ as in Theorem 1.2. We will denote by B the unit ball in R3. Let ψ : R → R be
a positive Schwartz function such that ψˆ is supported in [−1, 1].
To prove Theorems 1.1 and 1.2, it suffices to prove the same bounds for
M0F (x, y, z) = max
v∈Σ
|Tv(F )(x, y, z)|,
where
Tv(F )(x, y, z) =
∫
R
F (x+ tv)ψ(t)dt.
For each k, we denote by Ak the annulus
Ak := {2k−1 ≤ ‖(ξ, η, θ)‖ ≤ 2k+1}.
Let µ ∈ C∞(R3) be supported in A0 so that∑
k∈Z
µk(ξ, η, θ) := µ(2
−kξ, 2−kη, 2−kθ) = 1, (ξ, η, θ) 6= 0.
Define
ŜkF (ξ, η, θ) = Fˆ (ξ, η, θ)µk(ξ, η, θ),
and note that
F =
∑
k
SkF.
In this section we prove the main result leading to Theorem 1.2.
Proposition 3.1. Let Σ ⊂ S2 be a collection of N vectors satisfying (1). Then for each
k ≥ 0
‖M0(SkF )‖2 . N1/4‖SkF‖2
Fix k ≥ 0. Note that the Fourier transform of SkF is supported in the annulus Ak. Let
Ξk be a partition of the sphere of radius 2
k−1 into ∼ 22k caps Cω with area ∼ 1. The caps
do not need to have the same shape. We will only insist that Cω ⊂ D(cω, 1), for some
cω ∈ Cω, where D(c, 1) is the disk centered at c with radius 1 on the sphere of radius
2k−1. For each Cω, let ω be the part of the cone with vertex at the origin, generated by
Cω, which lies in the annulus Ak,
ω := {(ξ, η, θ) ∈ Ak : 2k−1 (ξ, η, θ)‖(ξ, η, θ)‖ ∈ Cω}.
We denote by Ωk the collection of these tubes ω.
Decompose
SkF =
∑
ω∈Ωk
Fω,
where F̂ω = F̂1ω. We will rely on the fact that Fω are pairwise orthogonal. For each
ω ∈ Ωk, let
Aω := {w ∈ S2 : |(ξ, η, θ) ·w| ≤ 1 for some (ξ, η, θ) ∈ ω}.
Then Aω is a strip on the unit sphere of width ∼ 2−k. Note that
Tv(Fω)(x, y, z) =
∫
Fˆω(ξ, η, θ)ψˆ(v1ξ + v2η + v3θ)e
i(xξ+yη+zθ)dξdηdθ
L
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is nonzero only if v ∈ A(ω).
We need the following lemma (with p = 2)
Lemma 3.2. If ω ∈ Ωk then
‖M0Fω‖p . ‖Fω‖p,
for each 1 ≤ p ≤ ∞.
Proof Without loss of generality, assume ω points in the z direction, in other words, the
z axis intersects Cω. Then for each v ∈ A(ω),
Tv(Fω)(x, y, z) =
∫
F̂ω(ξ, η, θ)mv(ξ, η, θ)e
i[ξx+ηy+θz]dξdηdθ,
where
mv(ξ, η, θ) = φ(ξ, η, θ/2
k)ψˆ(ξv1 + ηv2 + θv3),
and φ is an appropriate smooth bump function adapted to and supported on the ball of
radius 10. Note that |v3| . 2−k. This implies that for each li ≥ 0,
‖∂l1ξ ∂l2η ∂l3θ mv‖∞ . 2−l3k
Thus the inverse Fourier transform Kv := (mv)ˇ satisfies
Kv(x, y, z) . K(x, y, z) :=
1
(1 + |x|)10
1
(1 + |y|)10
2k
(1 + |z2k|)10 ,
uniformly over v ∈ A(ω). Hence
‖max
v∈Σ
|Tv(Fω)|‖p ≤ ‖Fω ∗K‖p . ‖Fω‖p‖K‖1 . ‖Fω‖p.
Proof [of Proposition 3.1]
We will rely on two estimates. The first one is
‖M0(
∑
ω∈Ωk
Fω)‖22 = ‖max
v∈Σ
|Tv(
∑
ω∈Ω
v,k
Fω)|‖22 ≤
∑
v∈Σ
‖Tv(
∑
ω∈Ω
v,k
Fω)‖22 .
∑
v
‖
∑
ω∈Ω
v,k
Fω‖22 =
∑
v
∑
ω∈Ω
v,k
‖Fω‖22 =
∑
ω∈Ωk
‖Fω‖22n(ω),
where Ωv,k are those ω ∈ Ωk such that v ∈ A(ω), and n(ω) is the cardinality of Σ∩A(ω).
The key is that, due to the relative uniform distribution of the vectors in Σ on the unit
sphere (1), A(ω) contains at most N2−k vectors from Σ, if 2k . N1/2, and at most N1/2
such vectors if 2k ≥ N1/2. Thus
‖M0(SkF )‖2 .
√
max{N2−k, N1/2}‖SkF‖2 (3)
The second estimate is independent of the nature of Σ, and it relies on Lemma 3.2, the
Cauchy-Schwartz inequality, and the fact that for each v ∈ Σ, Tv(Fω) is nonzero only for
O(2k) tubes ω ∫
max
v∈Σ
|Tv(
∑
ω
Fω)|2 ≤
∫
max
v∈Σ
2k
∑
ω
|Tv(Fω)|2 ≤
2k
∑
ω
∫
max
v∈Σ
|Tv(Fω)|2 . 2k
∫
|SkF |2
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Thus
‖M0(SkF )‖2 . 2k/2‖SkF‖2. (4)
The proposition now follows from (3) and (4).
4. M0 restricted to an annulus: the general case
In this section we will not impose any restrictions on Σ. We prove the main result
leading to Theorem 1.1.
Proposition 4.1. For each k ≥ 0,
‖M0(SkF )‖2 . N1/4
√
logN‖SkF‖2
The major obstruction in getting (3) comes from the fact that the strips A(ω) are now
allowed to contain more than
√
N vectors from Σ. Define
Ωbadk := {ω ∈ Ωk : |A(ω) ∩ Σ| ≥ N1/2}
Recall that each A(ω) is a strip on the unit sphere with width ∼ 2−k. When k gets
large enough compared to the smallest distance between points in Σ, these strips can be
thought of as being lines. In this scenario, an application of the line incidence theorem of
Szemere´di and Trotter [9] shows that Ωbadk has O(
√
N) tubes. Lemma 3.2 combined with
the orthogonality of Fω would then immediately prove the desired bound. Of course, the
problem with this approach remains the fact that for small values of k, the strips A(ω)
can not be equated with lines. In fact, it is very easy to see that there could be ≫ N1/2
tubes in Ωbadk .
The new ingredient will be to use the following variant of the two dimensional result
from [6].
Lemma 4.2. Let A be a strip of width ∼ 2−k, such as any A(ω), around a great circle C
on S2. Then
‖ max
v∈Σ∩A
|Tv(SkF )|‖L2(R3) .
√
logN‖SkF‖L2(R3).
Proof By rotation invariance we can assume that C lies in the plane x = 0. Let
f = (ξ, η, θ). For each v ∈ Σ ∩ A let v˜ ∈ C be such that ‖v˜ − v‖ . 2−k. Call Σ˜ the
collection of all the v˜. Note that Σ˜ has at most N elements. Recall that
Tv(SkF )(x) =
∫
F̂ (f)µk(f)ψ̂(f · v)eix·fdf .
It is easy to see that the inverse Fourier transform Kv of the multiplier
mv(f) := µk(f)ψ̂(f · v)
satisfies
|Kv(x)| . ηv˜(x),
where ηv˜ is obtained from the function
η(0,0,1)(x, y, x) :=
22k
(1 + |x2k|)10(1 + |y2k|)10
1
(1 + |z|)10
by applying any rotation that maps (0, 0, 1) to v˜. In other words, ηv˜ is a smooth approx-
imation to the characteristic function of the 2−k × 2−k × 1 tube centered at the origin
L
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with the long side pointing in the direction v˜. We used the fact that ηv˜(x) ∼ ηv(x). The
advantage now is that the vectors in Σ˜ are coplanar. It suffices to prove that for each
F ∈ L2(R3)
‖max
v˜∈Σ˜
|
∫
F (x+ x′)ηv˜(x′)dx′|‖2 .
√
logN‖F‖2
Obtain similarly νv˜(y, z) from
ν(0,1)(y, z) :=
2k
(1 + |y2k|)10
1
(1 + |z|)10
by applying the rotation in the x = 0 plane that maps (0, 0, 1) to v˜.
Define the following two dimensional version of M0
M∗∗g(y, z) = sup
v˜:=(0,v˜2,v˜3)∈Σ˜
|
∫
R2
g(y + y′, z + z′)νv˜(y′, z′)dy′dz′|
We will need the fact that
‖M∗∗g‖L2(R2) .
√
logN‖g‖2. (5)
The proof of this will be postponed to Section 7. We apply this to the functions
g(y, z) = Fx(y, z) := F (x, y, z)
using Ho¨lder’s inequality to get
‖max
v˜∈Σ˜
|
∫
R3
F (x+ x′)ηv˜(x′)dx′|‖L2(R3) .
(∫
R
∫
R
‖M∗∗Fx+x′(y, z)‖2L2y,z(R2)
2k
(1 + |x′2−k|)10dx
′dx
)1/2
.
√
logN‖F‖L2(R3)
Next, run the following selection algorithm. Pick first any ω1 ∈ Ωbadk such that V1 :=
A(ω1) ∩ Σ has at least
√
N elements. Then select ω2 ∈ Ωbadk \ {ω1} such that V2 :=
(A(ω2) ∩ Σ) \ V1 has at least
√
N elements. The algorithm stops when no such ω are
available. In the end we will have the selected tubes ω1, . . . , ωL, and the pairwise disjoint
sets V, V1, . . . , VL such that ⋃
ω∈Ωk
A(ω) ∩ Σ =
⋃
1≤l≤L
Vl ∪ V,
and such that V ∩A(ω) has at most √N elements for each ω ∈ Ωk. Note that L ≤
√
N .
Note first that the argument used to prove (3) also proves
‖max
v∈V
|Tv(SkF )|‖2 . N1/4‖SkF‖2 (6)
On the other hand Lemma 4.2 implies that
‖ max
v∈∪lVl
|Tv(SkF )|‖2 ≤
√
Lmax
l
‖max
v∈Vl
|Tv(SkF )|‖2 . N1/4
√
logN‖SkF‖2 (7)
Proposition 4.1 now follows from (6) and (7).
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5. The decoupling of the annuli
Define the following low, intermediate and high frequency restrictions
F̂ s = F̂
∑
k<0
µk
F̂ i = F̂
∑
3 log
2
N≥k≥0
µk
F̂ l = F̂
∑
k>3 log2N
µk.
Recall the conditional expectation with respect to the σ- algebra consisting of dyadic
cubes of side length 2−j in R3,
EjF (x) :=
∑
Q:|Q|=2−3j
〈F, 1Q|Q| 〉1Q(x)
and let ∆j = Ej+1 − Ej be the martingale difference. Denote by
∆(F )(x) = (
∑
j≥0
|∆jF (x)|2)1/2
the discrete square function. We recall the following good-lambda inequality, which allows
to compare F with its square function.
Lemma 5.1 (The Chang-Wilson-Wolff inequality, [2]). There exist constants c1, c2 such
that for all λ > 0 and 0 < ǫ < 1 one has
|{x ∈ R3 : |F (x)−E0F (x)| > 2λ,∆(f)(x) < ǫλ}| ≤ c2e−
c1
ǫ2 |{x ∈ R3 : sup
k≥0
|EkF (x)| > ǫλ}|.
Define OF := M2(M
∗F ) where M2g = (M∗(g2))1/2 and M∗g is the standard Hardy-
Littlewood maximal function. The only thing we need to know about these operators is
that they are bounded on L2.
Let T be a linear bounded multiplier operator T : L2(R3)→ L2(R3), that is
T̂ F = mFˆ ,
for some m ∈ L∞(R3). Define TkF := T (SkF ).
The following two lemmas are proved in [4]. They are variants of similar lemmas from
[5]. The first result shows that ∆ is dominated by a square function whose components
are localized in frequency. We need frequency localization in order to be able to apply
Proposition 3.1.
Lemma 5.2. For each T as above there exists c3 > 0 such that for each F ∈ L2(R3)
∆(TF )(x) ≤ c3(
∑
k∈Z
|O(TkF )(x)|2)1/2
almost everywhere.
The next Lemma controls error terms. The explanation for the extra N in the denomi-
nator is that E0 and T are almost orthogonal; E0 is ”morally” a Fourier restriction to the
unit ball, while T is restricted to frequencies larger than N2.
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Lemma 5.3. Assume that m is zero on the ball with radius N2. Then there exists c4 > 0
such that for each F ∈ L2(R3)
|E0(TF )(x)| ≤ c4
N
(
∑
k∈Z
|O(TkF )(x)|2)1/2
almost everywhere.
6. Proof of Theorem 1.1 and 1.2
We will apply the lemmas from the previous section to
TF = Tv(F ) :=
∫
F (x+ tv)ψ(t)dt.
More exactly, we will distinguish three regimes. Write
Tv = T
s
v
+ T i
v
+ T l
v
where T s
v
F = Tv(F
s), T i
v
F = Tv(F
i), T l
v
F = Tv(F
l).
We prove Theorem 1.2, while Theorem 1.1 follows via trivial modifications.
6.1. The small regime. Let φ is a smooth bump function adapted to 2B such that
1B ≤ φ ≤ 12B.
Note that the inverse Fourier transform
Kv(x, y, z) := (φ(ξ, η, θ)ψˆ(v1ξ + v2η + v3θ))ˇ (x, y, z)
is easily seen to satisfy
|Kv(x, y, z)| . K(x, y, z) := (1 + ‖(x, y, z)‖)−10,
with bound independent of v.
Observe that F̂ s is supported in the unit ball. Thus we can write
M0F
s(x, y, z) = max
v∈Σ
|
∫
Fˆ s(ξ, η, θ)φ(ξ, η, θ)ψˆ(v1ξ + v2η + v3θ)e
i(xξ+yη+zθ)dξdηdθ|
. F s ∗K(x, y, z).
We conclude as before that
‖M0F s‖p . ‖F s‖p (8)
for each 1 ≤ p ≤ ∞. No restriction on Σ (not even finiteness) was needed here.
6.2. The intermediate regime. It follows from Proposition 3.1, followed by the triangle
inequality and the almost orthogonality of SkF that
‖M0F i‖2 .
∑
0≤k≤3 log2N
N1/4‖SkF‖2 . N1/4
√
logN‖F‖2 (9)
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6.3. The large regime. Let ǫN =
1√
c1 logN
. Define
G(F ) = (
∑
k>3 log2N
O(max
v∈Σ
|Tv(SkF )|)2)1/2.
From Lemma 5.2 and Lemma 5.3 we know that for each v ∈ S2
∆(T l
v
F )(x) ≤ c3G(F )(x) (10)
and
|E0(T lvF )(x)| ≤
c4
N
G(F )(x) (11)
We dropped the low frequencies in the definition of G(F ), since T l
v
F is by definition
localized at high frequencies.
For each λ > 0,
{x : max
v∈Σ
|T l
v
F (x)| > 4λ} ⊂ Eλ,1 ∪ Eλ,2 ∪ Eλ,3,
where
Eλ,1 = {x : max
v∈Σ
|T l
v
F (x)− E0T lvF (x)| > 2λ,G(F )(x) ≤
1
c3
ǫNλ}
Eλ,2 = {x : G(F )(x) > 1
c3
ǫNλ}
Eλ,3 = {x : max
v∈Σ
|E0T lvF (x)| > 2λ}.
By Lemma 5.1 applied to each function T l
v
F and using (10) we get
|Eλ,1| ≤
∑
v∈Σ
|{x : |T l
v
F (x)− E0T lvF (x)| > 2λ,∆(T lvF )(x) ≤ ǫNλ}| .
.
1
N
∑
v∈Σ
|{x :M∗(T l
v
F )(x) > ǫNλ}|.
Thus ∫ ∞
0
λ|Eλ,1|dλ . logN‖F l‖22 (12)
The last inequality follows since each Tv is bounded on L
2. Next, note that by Proposition
3.1 and the almost orthogonality of SkF
‖G(F )‖2 . N1/4‖F l‖2.
Thus ∫ ∞
0
λ|Eλ,2|dλ . N1/2 logN‖F l‖22 (13)
Finally, from (11) we have∫ ∞
0
λ|Eλ,3|dλ .
∑
v∈Σ
∫ ∞
0
λ|{x : G(F )(x) & Nλ}|dλ . 1
N1/2
‖F l‖22. (14)
L
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We conclude that ∫ ∞
0
λ
3∑
i=1
|Eλ,i|dλ . N1/2 logN‖F‖22
and thus
‖M0F l‖2 . N1/4
√
logN‖F l‖2 (15)
A minute of reflection will show that no value of ǫN will be able to improve the bound
N1/4
√
logN , via this type of argument.
7. A two dimensional result
We sketch a proof of (5). Recall that 2k ≥ 0. By splitting each νv˜ dyadically, and
using the decay of its tail, it suffices to consider averages over 2m−k × 2m tubes pointing
in one of the directions from Σ˜, for some fixed m ≥ 0. To be consistent with the previous
analysis we can rescale and assumem = 0. Let as before ψ : R→ R be a positive Schwartz
function such that ψˆ is supported in [−1, 1]. Via an application of the Chang-Wilson-Wolff
inequality as before, it will suffice to prove
‖max
v∈Σ˜
|
∫
R2
G(x+ tv + sv⊥)ψ(t)2kψ(s2k)dtds|‖2 . ‖G‖2 (16)
if Ĝ is supported in the unit ball, and also
‖max
v∈Σ˜
|
∫
R2
SlF (x+ tv + sv
⊥)ψ(t)2kψ(s2k)dtds|‖2 . ‖SlF‖2 (17)
for each l ≥ 0.
We will first prove (17). Decompose
SlF =
∑
T
FT
where each T is a an annular tube associated with an arc CT of length ∼ 2−l on the unit
circle
T := {(ξ, η) ∈ Al : (ξ, η)‖(ξ, η)‖ ∈ CT}.
Note that for each T ∫
R2
FT (x+ tx+ sv
⊥)ψ(t)2kψ(s2k)dtds =
∫
R2
F̂T (ξ, η)ψ̂(v · (ξ, η))ψ̂(2−kv⊥ · (ξ, η))ei(xξ+yη)dξdη
is only nonzero if v belongs to the union of two arcs on the unit circle of length ∼ 2−l
lying orthogonal to T . The collection of these arcs will have bounded overlap, when T
varies over all possible tubes. On the other hand, an argument similar to the one from
Lemma 3.2 will show that
‖max
v∈Σ˜
|
∫
R2
FT (x + tv + sv
⊥)ψ(t)2kψ(s2k)dtds|‖2 . ‖FT‖2
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for each T . Indeed, assume T points in the η direction. Observe first that we can assume
that 2k & 2l, otherwise the integrals are zero for each v (see the discussion in Section 8).
We can also assume |v2| . 2−l. But then the multiplier
mv(ξ, η) := φ(ξ, 2
−lη)ψ̂(v · (ξ, η))ψ̂(2−kv⊥ · (ξ, η))
satisfies
‖∂a1ξ ∂a2η mv‖∞ . 2−a2l
where φ is an appropriate smooth bump function adapted to and supported on the ball
10B. Thus Kv := (mv)ˇ satisfies
|Kv(x, y)| . 1
(1 + |x|)10
2l
(1 + |y2l|)10 .
Combining these observations, (17) follows.
To prove (16) we note that the multiplier
mv(ξ, η) := φ(ξ, η)ψ̂(v · (ξ, η))ψ̂(2−kv⊥ · (ξ, η))
satisfies for each ai ≥ 0
‖∂a1ξ ∂a2η mv‖∞ . 1
and hence
|(mv )ˇ (x, y)| . 1
(1 + |x|)10
1
(1 + |y|)10 .
8. Final remarks
The proofs of Theorem 1.1 and 1.2 show the extra difficulty one encounters when dealing
with M0, as opposed to F
∗∗
δ . More precisely, F
∗∗
δ is equivalent to the following smooth
version
N∗(F )(x, y, z) = max
v∈Σδ
|Nv(F )(x, y, z)|.
Here
Nv(F )(x) :=
1
δ2
∫
R3
F (x+ tv + sv⊥ + uv⊥⊥)ψ(t)ψ(s/δ)ψ(u/δ)dtdsdu
Σδ is a collection of δ
−2, δ separated unit vectors, and v⊥,v⊥⊥ are any two unit vectors
such that v,v⊥,v⊥⊥ are mutually orthogonal. Thus, the numerology relating the two
operators is N ∼ δ−2. Recall the notation f = (ξ, η, θ). Note that
Nv(F )(x) =
∫
Fˆ (f)ψˆ(f · v)ψˆ(δf · v⊥)ψˆ(δf · v⊥⊥)ei(x·f)df
is non zero only if |f · v| ≤ 1, |f · v⊥| ≤ δ−1 and |f · v⊥⊥| ≤ δ−1. It is easy to see that
these can not simultaneously hold if ‖f‖ ≥ 10δ−1. In particular, each Nv -and thus N∗-
only ”see” the frequencies of F smaller than δ−1. Moreover, for these small frequencies,
the Fourier restriction ψˆ(δf · v⊥)ψˆ(δf · v⊥⊥) does not have any significant effect (it is
essentially one), and thus M0(SkF ) ∼ N∗(SkF ) whenever 2k . δ−1. Thus
N∗(F ) . M0(F s) +
∑
0≤k≤log(δ−1)
M0(Fk)
The bound
‖N∗(F )‖L2(R3) . δ−1/2
√
log(δ−1)
L
2
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follows right away from Lemma 3.2 and Proposition 3.1, without any appeal to a decou-
pling inequality.
It would be interesting if one could prove optimal results for M0, for some 2 < p <∞.
The closer p is to 3, the better are the implications on the dimension of the Kakeya sets.
It is not clear whether the technology developed in [1] or [11] to prove such estimates
for N∗(F ) could be used for M0, too. One case of interest (and where some degree of
orthogonality could still be exploited) is whether the estimate
‖M0(F )‖4 . N ǫ‖F‖4
holds.
Another interesting question is whether one can prove similar L2(R3) bounds for the
multi-scale maximal function
max
v∈Σ
sup
ǫ>0
1
2ǫ
∫ ǫ
−ǫ
|F (x+ tv)|dt.
Optimal bounds for all p ≥ 2 in two dimensions were proved in [7].
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