Many machine learning problems can be reduced to learning a low-rank positive semidefinite matrix (denoted as Z), which encounters semidefinite program (SDP). Existing SDP solvers are often expensive for large-scale learning. To avoid directly solving SDP, some works convert SDP into a nonconvex program by factorizing Z as XX . However, this would bring higher-order nonlinearity, resulting in scarcity of structure in subsequent optimization. In this paper, we propose a novel surrogate for SDP-related learning, in which the structure of subproblem is exploited. More specifically, we surrogate unconstrained SDP by a biconvex problem, through factorizing Z as XY and using a Courant penalty to penalize the difference of X and Y , in which the resultant subproblems are convex. Furthermore, we provide a theoretical bound for the associated penalty parameter under the assumption that the objective function is Lipschitz-smooth, such that the proposed surrogate will solve the original SDP when the penalty parameter is larger than this bound. Experiments on two SDP-related machine learning applications demonstrate that the proposed algorithm is as accurate as the state-of-theart, but is faster on large-scale learning.
Introduction
In this paper, we consider the minimization of a smooth convex function over symmetric positive semidefinite (PSD) matrices, that is
wheref (·) is differentiable convex, and S n + = {Z|Z = Z , Z 0, Z ∈ R n×n } is the cone of symmetric PSD matrices, in which denotes the Löwner partial order. Many machine learning problems can be reduced as (1) . Prominent examples include adaptive clustering (Royer 2017 (Xing et al. 2002) , multitask learning (Obozinski et al. 2009 ), streaming model (Tropp et al. 2017 ), matrix completion (Srebro et al. 2005 , and inference in graphical model (Erdogdu et al. 2017), etc. Generally speaking, PSD constraint is the most challenging aspect of solving (1). In order to overcome this difficulty, some works (Burer and Monteiro 2003; Journeé et al. 2010; Li and Tang 2016) proposed to factorize Z as XX , and surrogate (1) by a nonconvex program as
where X is a real matrix and r n if it is low-rank. Compared with (1), problem (2) does not have PSD constraint, but the objective becomes a nonconvex function.
To solve problem (2), we refer to the existing results in (Burer and Monteiro 2003; Journeé et al. 2010; Li and Tang 2016) , and then from the perspectives therein we can summarize the connections between (1) and (2) as follows:
1. A local minimizerX of problem (2) provides a stationary pointZ =XX T of problem (1) ifX is rank deficient. Furthermore, the stationary pointZ is thus optimal solution of problem (1).
O(n 2 ) space are needed in each iteration. Moreover, the interior point method is difficult to utilize additional information about the problem structure, such as that the target matrix is low-rank. To exploit low-rank structure, a popular approach for solving SDP is the Frank-Wolfe (FW) algorithm (Jaggi 2011), which is based on sparse greedy approximation. For smooth problems, the complexity of FW is O(N/ 1.5 ) arithmetic operations (Jaggi 2011), that is: O(1/ ) iterations are demanded to converge to an -accurate solution, and in each iteration, O(N log(n)/ √ ) arithmetic operations are needed, where N is the number of nonzero entries in gradient. When the gradient of objective is dense, FW can still be expensive.
Alternatively, as Z in (1) is symmetric and positive semidefinite, it can be factorized as XX . Thus, problem (1) can then be rewritten as a nonconvex program as (2) (Burer and Monteiro 2003) . It is known that a local min-imizerX of (2) corresponds to a minimizer of (1) ifX is rank-deficient (Burer and Monteiro 2003; Journeé et al. 2010; Li and Tang 2016) . For linear objective and linear constraints, the nonconvex program (2) has been solved with L-BFGS (Burer and Monteiro 2003; Nocedal and Wright 2006) . However, the convergence properties are unclear when solving a general nonconvex program by L-BFGS. Block-cyclic coordinate minimization has been used in (Hu et al. 2011) to solve a special nonconvex program of SDP, but a closed-form solution is preferred in each block coordinate update, which might be overly restrictive.
Notation
The transpose of vector or matrix is denoted by the superscript T . The identity matrix is denoted by I with appropriate size. For a matrix A = [A ij ], tr(A) is its trace, A = ij A 2 ij is its Frobenius norm, and vec(A) unrolls A into a column vector. For two matrices A, B, A, B = tr(A B), and A ⊗ B is their Kronecker product. For a function g(x), ∇ x g(·) is the derivative w.r.t. variable x, and g is L-smooth and σ-strongly convex if for any x 1 , x 2 , there exists a Lipschitz constant 0
is a function w.r.t. x and y, then g(·, y) and g(x, ·) are functions w.r.t. x with constant y and w.r.t. y with constant x respectively.
Problem Formulation Motivation
For current large-scale optimization in machine learning, the first-order optimization methods, such as (accelerated/stochastic) gradient descent, are popular because of their computational simplicity. In the class of these methods, the most expensive operation usually lies in repeatedly searching a stepsize for objective descent at each iteration, which involves computation of the objective many times. If a good stepsize is possible in an analytical and simple form, the computation complexity would be decreased greatly.
However, a simple stepsize is impossible in (2) even iff is a simple quadratic function. This is because that whenf in (1) is quadratic w.r.t. Z, the objective in (2) rises into a quartic function w.r.t. X, such that the stepsize search in (2) involves some complex computations including constructing the coefficients of a quartic polynomial, solving a cubic equation and comparing the resulted different solutions (Burer and Choi 2006) . Again, this needs compute the objective many times.
The above difficulties motivate us to propose biconvex formulation (3) instead of (2). In each subproblem of (3), the stepsize search is usually easier than in (2). For example, whenf is a quadratic function, the subobjective F (·, Y ; γ) or F (X, ·; γ) in (3) is still quadratic w.r.t. X or Y respectively. Hence, the optimal stepsize to descend objective w.r.t X or Y is analytical, simple and unique for (3) ((16) is an example).
Problem Formulation
Instead of factorizing Z as XX , we factorize Z as XY , and penalize the difference between X and Y , which can be formulated as
where γ > 0 is a penalty parameter and f s (X, Y ) is the symmetrization off (XY ) in terms of X and Y , namely
and we will see (in proof of Theorem 1) that the symmetry of f s is key to bound γ. Note that the penalty term in (3) is the classic quadratic (or Courant) penalty for the constraint X = Y . In general, problem (3) approaches problem (2) only when γ goes to infinity. However, we will show (in Theorem 1) that γ can be bounded if f s (·, Y ) and f s (X, ·) are Lipschitz-smooth, such that when γ is larger than that bound, (3) is equivalent to (2) in that a stationary point (X,Ȳ ) of (3) providesX as a stationary point of (2). Hence, any local minimizer of (3) will produce optimal solution of (1) if r is set as large as enough. Moreover, it will be shown that the objective in (3) is biconvex, and thus we can choose a convex optimization algorithm to decrease the objective function F w.r.t. X and Y alternately. Consequently, this opens a door to surrogate an unconstrained SDP by biconvex optimization.
Contributions
Our main contributions can be summarized as follows:
1. We propose a biconvex penalty formulation (3) to surrogate unconstrained SDP. This opens a door to solve many SDP-based learning problems using biconvex optimization.
2. We propose a theoretical bound of the penalty parameter γ. This bridges the stationary point of (3) to the stationary point of (2) when γ is set as larger than this bound.
3. We show that problem (3) is evidently easier to be solved than (2) iff (·) is especially a quadratic function. This is validated on two SDP-related applications in the experimental section.
Proposed Algorithm Biconvex Penalty
We first give the definition of biconvexity as follows
is convex in x with fixed y and convex in y with fixed x respectively.
The following Proposition shows that f s in (4) and the objective in (3) are biconvex iff in (1) is convex.
We assume that f s in (3) is coercive and satisfies the following assumption.
The Theoretical Bound
In the following Theorem, we provide a theoretical bound of penalty parameter γ to connect (3) to (2), and thus to (1).
When the condition of Theorem 1 is satisfied, we have: (i)X is a stationary point of (2) if (X,Ȳ ) is a stationary point of (3); (ii)X is a local minimizer of (2) if (X,Ȳ ) is a local minimizer of (3). Remark 1. Following Corollary 1, a local minimizer (X,Ȳ ) of (3) providesX as a local minimizer of (2) if
Furthermore, the pro-ducedZ(=XX ) will solve (1) if the condition of rank deficiency (i.e., r > rank(X)) is satisfied (Li and Tang 2016) .
Our Algorithm
Now we focus on solving (3) under the assumption that the penalty parameter γ satisfies Theorem 1. Depending on the convexity of subproblems, we can solve (3) in alternate convex search. Specifically, we can solve the convex subproblem w.r.t. X with fixed Y and the convex subproblem w.r.t. Y with fixed X alternately, that is
In fact, it makes sense to solve (5) and (6) only inexactly. An example is multiconvex optimization (Xu and Yin 2013), in which an alternating proximal gradient descent was proposed to solve multiconvex objective. We first give a brief introduction to accelerated proximal gradient (APG) descent method, and then fuse it into our algorithm. A well-known APG method is FISTA (Beck and Teboulle 2009), which was proposed to solve convex composite objective as like as
where (x) is differentiable loss and h(x) is nondifferentiable regularizer. When h(x) = 0 (i.e., 'proximal' is absent, as used in our case later), FISTA is degenerated into computing the sequence {x s } via the iteration
where τ s is stepsize for descent. We can apply (7) (as a degenerated FISTA) to (5) and (6). Since F (·, Y k−1 ; γ) is convex and differentiable, regarding it as (·) we can inexactly solve (5) by using (7) as the process of inner iterations. Analogously, we can inexactly solve (6) by using (7) as inner procedure. The smaller the number of inner iterations, the faster the interaction between the updates of X k and Y k each other. Specially, if we set 1 as the number of inner iterations to inexactly solve (5) and (6) respectively, optimization in them can be realized as Algorithm 1 (except steps 4, 7 and 11), that is our alternating accelerated gradient descent (AAGD) algorithm, where steps 5 and 6 inexactly solve (5) and steps 8 and 9 inexactly solve (6).
Algorithm 1 Alternating Accelerated Gradient Descent (AAGD). 1: Initialization: X 0 , Y 0 , X −1 = X 0 , Y −1 = Y 0 , t 0 = 1. 2: for k = 1, . . . , do 3:
estimate the penalty parameter γ k 2 ; 5:X k−1 = X k−1 + ω k (X k−1 − X k−2 ); 6:
estimate the penalty parameter γ k ; 8:
if a stopping criterion is satisfied then
12:
end if 13: end for From another perspective, Algorithm 1 (except steps 4 and 7 and 11) can be regarded as a degenerated realization (with a slight difference in rectified ω k ) of alternating proximal gradient method in multiconvex optimization (Xu and Yin 2013). Hence, the convergence of Algorithm 1 is solid following (Xu and Yin 2013).
Applications NPKL: nonparametric kernel learning
Given n patterns, let M be the must-link set containing pairs that should belong to the same class, and C be the cannotlink set containing pairs that should not belong to the same class. We use one of formulations in (Zhuang et al. 2011) , which learns a kernel matrix using the following SDP problem
and λ is a tradeoff parameter. The first term of objective in (8) measures the difference between Z ji and T ji , and the second term tr(Z∆) encourages smoothness on the data manifold by aligning Z with ∆.
Biconvex reformulation Let f
(1)
T ji vec(S ji ) − λvec(∆), S ji = I(:, j)(I(i, :)) , and I is denoted as the identity matrix with appropriate size, I(:, i) is the i-th column of I, C is a constant.
Clearly, f
s is symmetric in terms of X and Y with T = T and ∆ = ∆ . Plugging f s = f
So, the subproblem about X (corresponding to (5)) is
Since F is symmetric in terms of X and Y , similar to (10) the subproblem about Y (corresponding to (6)
. Estimating the bound of γ From (9), the Hessian of f (1)
So the Lipschitz smooth constant L X (in Assumption 1) can be estimated as the maximal eigenvalue of H(Y ), that is
where · 2 is the spectral norm, and the last inequality uses · 2 ≤ · , and the last equality uses Y 2 = tr(Y Y ). In practice, L X can be estimated dynamically, such that at k-th iteration, L X can be approximated as
From the symmetry of f (1) s , similar to (13), L Y can be approximated as
Thus, in Algorithm 1 we can dynamically set the penalty parameter by Theorem 1 as
Additionally, instead of (13) and (14), we can obtain Lipschitz smooth constants L X k and L Y k by line search or backtracking.
Computing the optimal stepsizes The objective functions of (10) and (11) are quadratic, so the optimal stepsize to descend subobjective w.r.t X or Y is analytical, simple and unique, which are provided by the following Proposition.
Proposition 2. For subproblems (10) and (11), the optimal stepsizes in Algorithm 1 have closed forms as
CMVU:colored maximum variance unfolding
The colored maximum variance unfolding (CMVU) is a colored variants of maximum variance unfolding (Weinberger 
(17) where d ij denotes the square Euclidean distance between the i-th and j-th objects, N denotes the set of neighbor pairs, whose distances are to be preserved in the unfolding space, L is a kernel matrix of the labels, H = [H ij ] = [δ ij − 1 n ] centers the data and the labels in the unfolding space, and λ controls the tradeoff between dependence maximization and distance preservation. Let E ij = I(:, i) − I(:, j), (17) can be reformulated as
, it is easy to know that f
(2) s satisfies the symmetry. Let S ji = E ij E ij and viewing d ij as T ji in (8), the subproblems of (17) w.r.t. X and Y can be derived and they are similar to (10) and (11) respectively.
Complexity Analysis
The iterations in Algorithms 1 are inexpensive. It mainly costs O(nr 2 ) operations for estimating penalty parameter in (13) and (14) since P 2 is a constant needed to be computed only once. As in Proposition 2, it is still O(nr 2 ) operations for calculating the optimal stepsizes. The space complexity is scalable because only O(nr) space is needed indeed.
Experiments
In this part, we perform experiments on two SDP-related applications in the previous section: NPKL, CMVU and SD. The proposed algorithm, AAGD in Algorithm 1, will be compared with the following state-of-the-art baselines in solving SDP in (1). 1. FW: accelerated Frank-Wolf algorithm (Laue 2012) to solve (1); 2. AGD: transform (1) to (2), and solve (2) using the accelerated gradient descent (Ghadimi and Lan 2016; Li and Lin 2015) . The stepsize search is followed as in (Burer and Choi 2006). 3. L-BFGS: transform (1) to (2), and solve (2) using limited memory Broyden-Fletcher-Goldfarb-Shanno method (as similar as done in (Burer and Monteiro 2003) ). 4. SQLP: semidefinite-quadratic-linear program (Wu et al.
2009), an interior point method, is specified to quadratic SDP. Naturally, SQLP would be faster than a general purpose SDP-solver to solve a quadratic SDP problem like (8) or (17). All these algorithms are implemented in Matlab. The stopping condition of FW is reached when the relative change in objective value is smaller than 10 −6 , and then the stopping conditions of the others are reached when their objective values are not larger than the final objective value of FW or the number of iterations exceeds 2000. All experiments are run on a PC with a 3.07GHz CPU and 24GB RAM.
The r (rank of the solution) is automatically chosen by the FW algorithm, and is then used by all the other algorithms except SQLP. How to estimate the rank r in (2) and (3) is beyond the scope of this paper. Interested readers can refer to (Journeé et al. 2010; Burer and Monteiro 2003) for details.
Results on NPKL
Experiments are performed on the adult data sets 1 (including 9 sets: a1a∼a9a, see Table 1 ) which have been commonly used for benchmarking NPKL algorithms.
As in (Zhuang et al. 2011) , the learned kernel matrix is then used for kernelized k-means clustering with the number of clusters k equals to the number of classes. We set λ = 10 and repeat 30 times clustering on each data set with random start point (X 0 , Y 0 ) and random pair constraints {M, C}, and then the average results (± standard deviations) are reported.
As in (Rand 1971) , clustering accuracy is measured by the Rand index a+b 0.5n(n−1) , where a is the number of pattern pairs belonging to the same class and are placed in the same cluster by k-means, b is the number of pattern pairs belonging to different classes and are placed in different clusters, and the denominator 0.5n(n − 1) is the total number of all different pairs. The higher the Rand index, the better the accuracy.
Results on the clustering accuracy and running CPU time are shown in Tables 2 and 3, respectively. As can be seen, all algorithms obtain almost the same accuracy, and AAGD is the fastest. Figure 1 shows convergence of the objective on the smallest a1a data set and the largest a9a data set. It can be observed that, to arrive the final objective-value (a broken mauve line), AAGD converges significantly much faster than the others. The optimal stepsizes exist as simple and closed forms (i.e., as (16)) for AAGD, while this is unavailable for AGD, which is one of reasons that AAGD is faster than AGD. Figure 2 shows the progress of X k − Y k 2 with iterations. It converges to zero clearly, implying that the penalty term will vanish after convergence. number of iterations 10 0 10 5 Figure 2 : The progress of residual value X k − Y k 2 on a9a.
Results on CMVU
Two benchmark data sets 2 , USPS Digits and Newsgroups 20 are used in our experiments, and their information can be referred to (Song et al. 2008) . As in (Song et al. 2008) , we construct the set N by considering the 1% nearest neighbors of each point. The tradeoff parameter λ is set to 1 as a default. The problem dimensionality n is straightly set as the number of all data points. Figure 3 shows the convergences of the objective on the USPS Digits and Newsgroups 20 data sets respectively. It can be observed that, to arrive the final objective-value (a broken mauve line), AAGD converges significantly much faster than the others. On these two data sets, the run time of SQLP exceeds 5000 seconds, so we don't plot them. 
Conclusion
Many machine learning problems can be reduced to SDP formulation, which would be expensive for large-scale learn-ing. In this paper, we take the scalable learning of SDP problem into consideration. More specifically, we reformulate unconstrained SDP as a biconvex problem with the addition of a Courant penalty, which can be easily optimized using alternating accelerated gradient descent algorithm. Furthermore, we show that when the penalty parameter is larger than our theoretical bound, any local minimizer of the biconvex surrogate will provide a global minimizer of the original SDP problem if the condition of rank deficiency is satisfied. Experiments on two SDP-related problems: nonparametric kernel learning, colored maximum variance unfolding and spectral decomposition, demonstrate that the proposed algorithm is both accurate and scalable. For the future, we would generalize the biconvex surrogate to more complex circumstances.
