Nouvelles contributions à l'application des moments en asservissement visuel by Yeremou Tamtsia, Aurélien
Nouvelles contributions a` l’application des moments en
asservissement visuel
Aure´lien Yeremou Tamtsia
To cite this version:
Aure´lien Yeremou Tamtsia. Nouvelles contributions a` l’application des moments en asservisse-
ment visuel. Autre. Universite´ Blaise Pascal - Clermont-Ferrand II, 2013. Franc¸ais. <NNT :
2013CLF22384>. <tel-01017080>
HAL Id: tel-01017080
https://tel.archives-ouvertes.fr/tel-01017080
Submitted on 1 Jul 2014
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
N° d’ordre : D. U : 2384  
E D S P I C :   
 
 
UNIVERSITE BLAISE PASCAL - CLERMONT II 
 
ECOLE DOCTORALE 
SCIENCES POUR L’INGENIEUR DE CLERMONT-FERRAND 
 
T h è s e 
 
Présentée par 
 
YEREMOU TAMTSIA Aurélien 
 
D.E.A en Génie des Procédés 
 
 
 
pour obtenir le grade de 
 
 
D O C T E U R  D’ U N I V E R S I T É 
 
SPECIALITE : VISION POUR LA ROBOTIQUE 
 
Titre de la thèse 
 
NOUVELLES CONTRIBUTIONS A L’APPLICATION DES MOMENTS 
EN ASSERVISSEMENT VISUEL 
 
 
Soutenue publiquement le 11 Octobre 2013   devant le jury : 
 
 
M.  FOGUE Médard - Professeur- Université de Dschang- Bandjoun- Cameroun  
M. MEZOUAR Youcef - Professeur - IFMA- Clermont - Ferrand- France 
M. TONYE Emmanuel - Professeur- Université de Yaoundé I- Cameroun  
M. ELE Pierre - Professeur- Université de Douala- Cameroun 
M. TAHRI Omar - Chercheur- Université de Coimbra- Portugal 
M. DEMONCEAUX Cédric - Maître de Conférences HDR- Université de Bourgogne- 
                                                                                                      IUT Le Creusot- France 
                     
        

A ma mère...
Remerciements
Les travaux présentés dans ce manuscrit ont été effectués au LASMEA (La-
boratoire des Sciences et Matériaux pour l’Electronique et l’Automatique) et au
LETS (Laboratoire d’Electronique et du Traitement du Signal) qui appartient
au LSIS (Laboratoire des Systèmes d’Information et de Simulation) respective-
ment de l’Université Blaise Pascal Clermont Ferrand II et ENSP (Ecole Nationale
Supérieure Polytechnique) de l’Université de Yaoundé I.
Je tiens pour cela à remercier les responsables du thème Rosace M. Philippe
Martinet et M. Youcef Mezouar, le responsable du LETS de l’ENSP de Yaoundé
M. Emmanuel Tonye pour m’avoir accueilli au sein de leur équipe de recherche
dans un cadre de travail excellent, et aussi pour leur grande expérience et dispo-
nibilité.
Je tiens à remercier :
- M. Haman Djalo co- directeur de ma thèse qui m’a encadré depuis ma
première année à l’Université et aussi pour sa rigueur scientifique.
- M. Omar Tahri pour m’avoir guidé tout au long de ce travail, pour son
enthousiasme et ses idées toujours plus innovantes, ainsi que ses relectures dans
la rédaction d’articles qui m’ont permis de progresser dans mes travaux.
J’exprime ma reconnaissance à tous les membres du jury qui ont consacré leur
temps au jugement de ce travail. Il s’agit de :
M. Médard Fogue, directeur de l’IUT FOTSO Victor de Bandjoun, Université
de Dschang (Cameroun) , d’avoir accepté de présider ce jury ;
M. Pierre Ele, Professeur à l’ ENSP de l’Université de Yaoundé I au Cameroun,
et M. Cédric Demonceaux, Professeur à l’Université de Bourgogne en France,
d’avoir bien voulu accepter la charge de rapporteur ;
et M. Omar Tahri Chercheur à Institute of Systems Robotics in University
of Coimbra (Portugal), d’avoir bien voulu juger ce travail.
Il m’est très difficile de remercier toutes les personnes qui ont contribué de
près ou de loin à ce travail. Je veux néanmoins exprimer toute ma gratitude à
Roméo Tatsambon Fomena de l’IRISA de Rennes pour ses conseils, toutes l’équipe
de recherche du LASMEA pour m’avoir accepté dans cette grande communauté
scientifique, la famille Mbang, la famille Chartier, la famille Jackson et la famille
Komguep pour leur soutien, Anne Gaëlle Moussongo Ekosso pour sa patience et
i
ii Remerciements
ses conseils, le Doyen de la Falculté de Génie Industriel Pr. Robert Nzengwa qui
m’a permis de bénéficier la bourse de la formation des formateurs, mes collègues,
la famille Fansi, la famille Tchoumbou, la famille Téguia, la famille Andem, la
famille Tachiekam, la famille Sop, la famille Fonkoua, la famille Bangoup, sans
oublier tous mes amis ...
Un grand Merci à ma famille qui m’a soutenu pendant toutes ces années, et
sans qui, rien de tout cela n’aurait été possible.
A mon fils Fessi Yeremou Karel Ivan et ma fille Nkili Yeremou Béllisma Leina,
je vous suis très reconnaissant car durant ma formation en France, vous êtes restés
très courrageux.
Cette thèse n’est guère le fruit d’un travail personnel mais plutôt le fruit de
notre collaboration.

Table des matières
Remerciements i
Table des matières iii
Table des figures vii
Liste des Tableaux ix
Résumé x
Abstract xii
Introduction 1
1 Asservissement visuel en robotique : état de l’art et notions de base 5
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Notions de géométrie projective . . . . . . . . . . . . . . . . . . . 5
1.2.1 Définition des espaces projectifs . . . . . . . . . . . . . . . 6
1.2.2 Homographies . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Système de vision . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.1 Modélisation d’une caméra . . . . . . . . . . . . . . . . . 8
1.3.2 Les paramètres extrinsèques : Changement de repère ob-
jet/caméra . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.3 Détermination des paramètres intrinsèques . . . . . . . . . 11
1.3.3.1 La projection perspective . . . . . . . . . . . . . 12
1.3.3.2 Changement de repère caméra/image . . . . . . . 12
1.3.3.3 Modèle complet de la modélisation sans tenir compte
des distorsions . . . . . . . . . . . . . . . . . . . 13
1.3.3.4 Modèle complet avec distorsion . . . . . . . . . . 13
1.3.3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . 13
1.4 Asservissement visuel . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.1 La commande par vision . . . . . . . . . . . . . . . . . . . 14
iii
iv Table des matières
1.4.1.1 Le formalisme des fonctions de tâche . . . . . . . 14
1.4.1.2 Type de primitives visuelles . . . . . . . . . . . . 16
1.4.2 Asservissement visuel cinématique . . . . . . . . . . . . . . 17
1.4.2.1 Principe de la commande par fonction de tâche . 17
1.4.2.2 Asservissement visuel 3D . . . . . . . . . . . . . 18
1.4.2.3 Asservissement visuel 2D . . . . . . . . . . . . . 21
1.4.2.4 Asservissement visuel hybride . . . . . . . . . . . 24
1.4.2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . 26
1.4.2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . 27
2 Modélisation 29
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2 Mouvement de la caméra et variation des informations visuelles . 29
2.2.1 Primitive Point . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.2 Les autres primitives géométriques usuelles . . . . . . . . . 31
2.2.2.1 Les moments 2D de l’image . . . . . . . . . . . . 32
2.2.2.2 Définitions et propriétés des moments classiques 2D 32
2.2.2.3 Matrices d’interaction associées aux moments clas-
siques 2D : . . . . . . . . . . . . . . . . . . . . . 35
2.2.2.4 Les moments 2D de l’image "shifted" . . . . . . . 39
2.2.2.5 Les moments 2D "shifted" pour une image ayant
subie une rotation . . . . . . . . . . . . . . . . . 41
2.2.2.6 Matrices d’interaction associées aux moments 2D "shif-
ted" . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.2.3 Choix du vecteur d’informations visuelles s . . . . . . . . . 44
2.2.3.1 Informations visuelles pour commander les trans-
lations . . . . . . . . . . . . . . . . . . . . . . . . 44
2.2.3.2 Informations visuelles pour commander les rotations 46
2.2.3.3 Nouvelles informations visuelles . . . . . . . . . . 48
2.2.3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . 52
3 Etude de la stabilité 53
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 Stabilité au sens de Lyapunov . . . . . . . . . . . . . . . . . . . . 54
3.3 Rappels sur la commande référencée capteur des robots manipu-
lateurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.1 Approche fonction de tâche appliquée aux asservissements
visuels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.2 Convergence exponentielle de la fonction de tâche . . . . 59
3.3.2.1 Synthèse de la commande. . . . . . . . . . . . . 59
3.3.2.2 Synthèse de commandes dans les différents espaces 61
Table des matières v
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.5 Matrice d’interaction relative au point P1 . . . . . . . . . . . . . 65
3.6 Matrice d’interaction relative au point P2 . . . . . . . . . . . . . 68
3.7 Matrice d’interaction relative à l’invariant rs3 . . . . . . . . . . . 70
3.8 Stabilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4 Validation des résultats en asservissement visuel 77
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 AV2D : Rotation pure . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2.1 Cas de la Baleine . . . . . . . . . . . . . . . . . . . . . . . 81
4.2.2 Cas de la Feuille de vigne . . . . . . . . . . . . . . . . . . 82
4.2.3 Cas du Rectangle . . . . . . . . . . . . . . . . . . . . . . 83
4.3 AV2D : Déplacement générique . . . . . . . . . . . . . . . . . . . 84
4.3.1 Cas de la Baleine . . . . . . . . . . . . . . . . . . . . . . . 84
4.3.2 Cas de la Feuille de vigne . . . . . . . . . . . . . . . . . . 88
4.3.3 Cas du Rectangle . . . . . . . . . . . . . . . . . . . . . . 89
4.4 Analyse des résultats et Discussion . . . . . . . . . . . . . . . . . 91
4.4.1 Analyse des résultats . . . . . . . . . . . . . . . . . . . . 91
4.4.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.5 Résultats avec des erreurs de modélisation . . . . . . . . . . . . . 94
4.6 AV2D : Déplacement générique avec comme paramètres de déca-
lage ”a1” et ”a2” . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.7 AV2D : Déplacement générique avec comme invariant rs3 . . . . 95
4.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Conclusion Générale et Perspectives 105
Bibliographie 115
vi Table des matières
Table des figures
1.1 Représentation géométrique des repères utilisés pour la détermi-
nation du modèle de la caméra. . . . . . . . . . . . . . . . . . . . 9
1.2 Les trois rotations simples. . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Asservissement Visuel 3D. . . . . . . . . . . . . . . . . . . . . . . 19
1.4 Asservissement Visuel 2D. . . . . . . . . . . . . . . . . . . . . . . 22
1.5 Asservissement Visuel hybride. . . . . . . . . . . . . . . . . . . . . 25
2.1 Projection d’un objet quelconque dans l’image. . . . . . . . . . . . 30
2.2 Orientation d’un objet et définition des paramètres usuels d’une
ellipse. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Représentation de l’image. . . . . . . . . . . . . . . . . . . . . . . 40
3.1 cylindre de singularité. . . . . . . . . . . . . . . . . . . . . . . . . 64
4.1 Image utilisée lors de la simulation (a) image d’une baleine (b)
image d’une feuille de vigne (c) image d’un rectangle . . . . . . . 79
4.2 Image utilisée pour prouver l’invariance (a) image d’une figure sym-
métrique (b) image d’une figure non symmétrique . . . . . . . . . 80
4.3 Résultats de Simulation pour un mouvement de rotation pure :
image d’une baleine. (a) image désirée, (b) image initiale, (c) vi-
tesse de la caméra (en m/s et dg/s), (d) erreur sur "s". . . . . . . 85
4.4 Résultats de Simulation pour un mouvement de rotation pure :
image d’une feuille de vigne. (a) image désirée, (b) image initiale,
(c) vitesse de la caméra (en m/s et dg/s), (d) erreur sur "s". . . . 86
4.5 Résultats de Simulation pour un mouvement de rotation pure :
image d’un rectangle. (a) image désirée, (b) image initiale, (c) vi-
tesse de la caméra (en m/s et dg/s), (d) erreur sur "s". . . . . . . 87
4.6 Résultats de Simulation pour un mouvement générique : image
d’une baleine. (a) image désirée, (b) image initiale, (c) vitesse de
la caméra (en m/s et dg/s), (d) erreur sur "s". . . . . . . . . . . . 91
vii
viii Table des figures
4.7 Résultats de Simulation pour un mouvement générique : image
d’une feuille de vigne. (a) image désirée, (b) image initiale, (c)
vitesse de la caméra (en m/s et dg/s), (d) erreur sur "s". . . . . . 92
4.8 Résultats de Simulation pour un mouvement générique : image
d’un rectangle. (a) image désirée, (b) image initiale, (c) vitesse de
la caméra (en m/s et dg/s), (d) erreur sur "s". . . . . . . . . . . . 93
4.9 Résultats de Simulation pour un mouvement générique en présence
du bruit : image d’une baleine. (a) image désirée, (b) image initiale,
(c) vitesse de la caméra (en m/s et dg/s), (d) erreur sur "s". . . . 96
4.10 Résultats de Simulation pour un mouvement générique en présence
du bruit : image d’une feuille de vigne. (a) image désirée, (b) image
initiale, (c) vitesse de la caméra (en m/s et dg/s), (d) erreur sur "s". 97
4.11 Résultats de Simulation pour un mouvement générique en présence
du bruit : image d’un rectangle. (a) image désirée, (b) image ini-
tiale, (c) vitesse de la caméra (en m/s et dg/s), (d) erreur sur "s". 98
4.12 Résultats de Simulation pour un mouvement générique avec comme
paramètres de décalage ”a1” et ”a2” : image d’une baleine. (a)
image désirée, (b) image initiale, (c) vitesse de la caméra (en m/s
et dg/s), (d) erreur sur "s". . . . . . . . . . . . . . . . . . . . . . 99
4.13 Résultats de Simulation pour un mouvement générique avec comme
paramètres de décalage ”a1” et ”a2” : image d’une feuille de vigne.
(a) image désirée, (b) image initiale, (c) vitesse de la caméra (en
m/s et dg/s), (d) erreur sur "s". . . . . . . . . . . . . . . . . . . . 100
4.14 Résultats de Simulation pour un mouvement générique avec comme
paramètres de décalage ”a1” et ”a2” : image d’un rectangle. (a)
image désirée, (b) image initiale, (c) vitesse de la caméra (en m/s
et dg/s), (d) erreur sur "s". . . . . . . . . . . . . . . . . . . . . . 101
4.15 Résultats de Simulation pour un mouvement générique avec comme
invariant rs3 : image d’une baleine. (a) image désirée, (b) image ini-
tiale, (c) vitesse de la caméra (en m/s et dg/s), (d) erreur sur "s". 102
4.16 Résultats de Simulation pour un mouvement générique avec comme
invariant rs3 : image d’une feuille de vigne. (a) image désirée, (b)
image initiale, (c) vitesse de la caméra (en m/s et dg/s), (d) erreur
sur "s". . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.17 Résultats de Simulation pour un mouvement générique avec comme
invariant rs3 : image d’un rectangle. (a) image désirée, (b) image
initiale, (c) vitesse de la caméra (en m/s et dg/s), (d) erreur sur "s".104
Liste des tableaux
4.1 Valeurs des Invariants pour un objet de forme symétrique : P1
comme point de décalage . . . . . . . . . . . . . . . . . . . . . . . 80
4.2 Valeurs des Invariants pour un objet de forme symétrique : P2
comme point de décalage . . . . . . . . . . . . . . . . . . . . . . . 81
4.3 Valeurs des Invariants pour un objet de forme non symétrique : P1
comme point de décalage . . . . . . . . . . . . . . . . . . . . . . . 81
4.4 Valeurs des Invariants pour un objet de forme non symétrique : P2
comme point de décalage . . . . . . . . . . . . . . . . . . . . . . . 82
ix
x Résumé
Résumé
Cette thèse propose des contributions très prometteuses au sujet du choix des
primitives visuelles en asservissement visuel utilisant les moments 2D extraits
de l’image. Nous avons proposé une nouvelle manière de résoudre un problème
important en asservissement visuel, à savoir la commande du mouvement de ro-
tation suivant les axes orthogonaux à l’axe optique. Ce travail représente une
amélioration significative des travaux précédents en asservissement visuel basé
sur l’utilisation des moments 2D extraits de l’image pour commander les de-
grés de liberté des robots manipulateurs. La commande la plus utilisée est connu
sous le nom de commande cinématique. L’approche emploie un descripteur global
d’image basé sur des moments 2D "shifted" dont les invariants calculés à partir de
ces moments 2D "shifted" utilisent des moments d’ordre faible connus pour être
robustes au bruit. De plus, ces invariants choisis ne dépendant pas de la forme
de l’objet, sont invariants au mouvement de translation, de rotation et d’échelle.
Cette nouvelle façon de faire vient ainsi résoudre les problèmes vus dans les tra-
vaux précédents relatifs aux choix des combinaisons des moments invariants basés
sur les moments centrés et qui dépendent de la forme de l’objet considéré. Dans
les travaux précédents, ces invariants sont calculés avec des moments dont l’ordre
est compris entre trois et cinq qui sont vulnérables aux bruits de mesure. D’un
point de vue asservissement visuel, le travail est basé sur la détermination expli-
cite de la matrice d’interaction calculée à partir des moments 2D "shifted" dont
le choix des paramètres de décalages respectent les propriétés d’invariances aux
mouvements de translation, de rotation et d’échelle. En procédant ainsi, les infor-
mations visuelles choisies montrent la capacité de représenter les objets de formes
symétriques et non symétriques. Des résultats de simulations sont présentés pour
illustrer la validité de notre proposition.
Mots-clef : moments 2D "shifted", asservissement visuel, Invariants.
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xii Abstract
Abstract
This thesis proposes nice and very promising contributions about the choice
of visual features in image moments-based visual servoing. We proposed a new
way towards solving an important problem in Visual Servoing, namely control of
non-optic axis rotational degrees of freedom. This work represents a significant
improvement respect to previous works on image-based visual servoing of ro-
bot manipulators, with the camera in-hand configuration and under the control
scheme known as kinematic control. The approach uses global image features
that are based on shifted image moments of a planar target. The improvement
consists in a particular selection of a combination of shifted image moments of
low order such that they do not depend on the planar target shape ; thus solving
the problem seen in related previous works where the selection of central or re-
gular image moments combinations depended on the planar target shapes. From
a visual servoing point of view, the work is based on the explicit resolution of the
interaction matrix related to any shifted image moment, on the appropriate com-
bination of these moments and on the proper selection of the shifted parameters.
By doing so, the new features show improved ability to represent symmetrical
objects and several kinds of objects defined from closed contours or from a set of
points. Six visual features are selected to design a decoupled control scheme when
the object is parallel to the image plane. This nice property is then generalized
to the case where the desired object position is not parallel to the image plane.
Finally simulated results are presented to illustrate the validity of our proposal.
Keywords : Image- moments shifted, visual servoing, Invariants.
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Introduction
D’un point de vue méthodologique, l’asservissement visuel consiste à intégrer
dans la boucle de commande des robots, des informations extraites des images
fournies par des caméras afin de réaliser l’action souhaitée. Les techniques d’as-
servissement visuel classiques sont efficaces pour une grande classe d’applications
mais se heurtent à certaines difficultés [Cha98]. Une difficulté forte limite encore
les potentialités des techniques d’asservissement visuelles basées sur l’utilisation
de primitives géométriques (points, droites, courbes, ...). En effet, celles-ci néces-
sitent en général, une mise en correspondance préalable des primitives visuelles
(initialisation) et leurs suivis durant toute la phase d’asservissement. Afin de ré-
duire ces contraintes, des travaux ont porté sur l’utilisation de primitives plus
globales telles que :
- la transformée de Fourier [CM11]. Dans [CC00] et [CC02], les auteurs dis-
socient la primitive 2D de sa primitive 3D. Une approximation de la matrice
d’interaction dans le cas d’un objet de forme complexe est réalisée. Ce calcul est
basé sur la minimisation d’une erreur de modélisation du contour. Cette approche
a ensuite été appliqué au cas de la signature polaire et des fonctions paramétriques
en portant une attention particulière aux descripteurs de Fourier.
- le signal de luminance [Deg00] et [NNM96]. Dans [CM09a] et [CM09b], une
loi de commande dédiée à la luminance a été proposée. Elle s’écrit formellement
comme une loi de commande basée sur une méthode de minimisation non lineaire.
- l’intensité lumineuse. Par ailleurs, une approche intéressante, considérant
également l’intensité lumineuse, a été proposée dans [KDS+07]. Elle est basée sur
une méthode de noyaux opérant sur différents signaux permettant d’atteindre
un haut degré de découplage de la loi de commande. Seules les translations et
la rotation suivant l’axe optique ont été considérées. Nos travaux portent sur la
commande des 6 degrés de liberté.
Il s’agit d’utiliser la luminance en tout point de l’image comme informations
visuelles dans un schéma d’asservissement visuel. L’originalité de cette approche
par rapport aux travaux existants repose sur le calcul analytique de la matrice
d’interaction. Pour ce faire, Marchand [Mar07] a considéré le modèle de réflexion
de Lambert. Ce qui lui a permis d’obtenir la forme analytique de la matrice
d’interaction relative à la luminance.
1
2 Introduction
- les moments 2D extraits de l’image. Les descripteurs de forme ont été lar-
gement exploités dans la communauté vision par ordinateur. Ils peuvent géné-
ralement être classés comme descripteurs basés contour ou comme descripteurs
basés région. Les descripteurs basés contour saisissent seulement l’information du
contour de l’objet, tandis que les descripteurs basés région peuvent également
capturer la teneur intérieure de la forme et contenir ainsi plus d’information.
Parmi des descripteurs basés région, les moments sont certainement les plus po-
pulaires. Ils ont été pour la première fois présenté dans la communauté de vision
par ordinateur par [Hu62] et ces moments étaient constitués des moments géo-
métriques [Hu62], des moments invariants [Hu62] et des moments orthogonaux
[Tea80]. Dans le contexte de l’analyse de forme, les moments sont définis comme
projections d’une fonction définissant l’objet sur un ensemble de fonctions ca-
ractéristiques des moments considérés. Les moments 2D extraits de l’image sont
certainement les descripteurs globaux les plus utilisés en asservissement visuel.
Une grande quantité de travaux a été effectuée en asservissement visuel basé sur
les moments 2D extraits de l’image. Nous pouvons citer en instance les travaux
de [Cha02], [Cha04], [TC05b] et [CTMC04] qui utilisent les moments 2D sur
des images de formes complexes. Récemment, les travaux de Mebarki [MKC10]
reposent sur l’utilisation des images provenant d’un capteur à ultrasons afin d’in-
tégrer les informations visuelles basées sur des moments 2D extraits de l’image,
dans une boucle de commande. Il présente de nouvelles bases théoriques qui ont
permis de développer l’expression analytique exacte de la matrice d’interaction
qui lie ces informations visuelles à la vitesse de la sonde (ou bien du robot porteur
de cette dernière). Pour commander les rotations le long des axes orthogonaux à
l’axe optique, il a proposé d’utiliser deux combinaisons des moments invariants
où leurs expressions peuvent être trouvées dans [Meb10]. Mais les informations
visuelles choisies ne sont pas invariantes vis-à-vis de l’axe optique wz. L’auteur
conclut que le choix de ces invariants est relativement moins robuste aux bruits
de mesure dans l’image.
Dans ce travail de thèse, il est question pour nous de choisir une formula-
tion unique d’informations visuelles pour commander le mouvement de rotation
le long des axes wx et wy orthogonaux à l’axe optique. Nous proposons d’utiliser
les moments 2D " shifted ", calculé à partir d’un centre de référence autre que
le centre de gravité de l’image. Le nouveau centre ainsi choisi, toutes les pro-
priétés d’invariances au mouvement de translation, de rotation et d’échelle sont
respectées.
Contributions
Les contributions de cette thèse se situent à trois niveaux :
- le choix des primitives visuelles les plus critiques pour commander le mou-
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vement de rotation le long des axes wx et wy orthogonaux à l’axe optique, en
utilisant des moments 2D " shifted " en lieu et place des moments géométriques.
Le centre de gravité de l’objet est décalé en un autre point. Les coordonnées de ce
nouveau centre sont choisies de telle sorte que toutes les propriétés d’invariance
au translation, rotation et changement d’échelle soient préservées ;
- les primitives visuelles ainsi choisies, ne dépendent pas de la forme de l’objet.
Il n’y a aucune restriction en employant ces primitives visuelles sur des objets de
formes symétriques ou non. Les images ayant une symétrie le long des axes x et
y et symétriques par rapport au centre de gravité de l’objet donnent des valeurs
nulles pour les moments centraux d’ordre impairs. Cela est dû à l’emplacement
symétrique des pixels de l’image autour du centre de gravité de l’image. Les
moments 2D " shifted " produisent des valeurs différentes de zéro pour tous les
moments d’ordre pairs et impairs car tous les pixels vont contribuer au calcul
des moments dans l’image et résoud ainsi les problèmes causés par les images
symétriques ;
- l’utilisation des moments d’ordre faible. Cela permettra de réduire la sen-
sibilité aux bruits de mesure. Les nouveaux moments 2D " shifted " seront plus
tolérants aux bruits. Cette façon de faire permet de garantir la stabilité du sys-
tème.
Organisation du mémoire
Outre cette introduction et une conclusion générale, ce mémoire est constitué
de quatre chapitres. Dans le premier chapitre nous fournissons quelques éléments
de géométrie projective qui est un outil mathématique bien adapté pour décrire
les relations entre la scène tridimensionnelle observée et son image. Cela nous
conduira alors au modèle géométrique de la caméra. Nous présentons ensuite un
bref état de l’art sur l’asservissement basé sur l’information visuelle en robotique,
puis la structure particulière de l’asservissement visuel dans l’image est détaillée.
Dans le second chapitre, nous nous focalisons essentiellement sur le calcul
des informations visuelles s. Afin de développer une méthode reposant sur le
lien entre la variation des informations visuelles s˙ et le mouvement de la caméra
TRC/R, la stratégie envisagée consiste à exploiter l’historique des mouvements de
la caméra et des mesures des indices visuels s . Dans la suite de ce chapitre, le cas
général d’un système à six degrés de liberté est utilisé et TRC/R est alors défini
par : TRC/R = (v, ω) où v = (vx, vy, vz) et ω = (ωx, ωy, ωz) sont respectivement
les vitesses de translations et de rotation de la caméra. Un état de l’art sur les
informations visuelles les plus utilisées est fait dans ce chapitre. Et pour chaque
primitive, nous faisons bien de rappeler les primitives visuelles existantes. Par
la suite un nouvel ensemble d’informations visuelles est donné en exploitant les
moments géométriques 2D non centrés.
4 Introduction
Le chapitre trois parlera de la stabilité en asservissement visuel. La notion
de stabilité constitue une problématique centrale de la théorie du contrôle. Dif-
férents types de problèmes de stabilité peuvent être rencontrés dans l’étude des
systèmes dynamiques. Dans cette partie, nous entendons par stabilité des points
d’équilibre. La stabilité d’un point d’équilibre est généralement étudiée à l’aide
du concept de stabilité au sens de Lyapunov. Par définition, si un système est
dans un état d’équilibre, il restera dans cet état pour t variant dans le temps.
L’étude de la stabilité au sens de Lyapunov consiste en l’étude des trajectoires
du système quand l’état initial est voisin d’un état d’équilibre. Pour résoudre les
problèmes associés à des systèmes contrôlés, les mathématiques et l’automatique
qui sont des outils bien adaptés à la théorie du contrôle, s’efforcent d’apporter des
résultats et des méthodes permettant de comprendre, d’analyser et de résoudre
ces problèmes. Les domaines d’application de l’étude de la stabilité sont essentiel-
lement ceux de l’automatique c’est-à-dire la synthèse de lois de commande pour
des processus provenant de différents domaines applicatifs comme la robotique.
Nous avons à la suite de ce chapitre, proposé la détermination analytique des ma-
trices d’interactions associées aux points P1 et P2 calculés à partir des nouveaux
moments 2D " shifted ". Une condition nécessaire et suffisante de stabilité a été
donnée.
Enfin, le chapitre quatre est reservé aux résultats. Dans ce chapitre, nous nous
intéressons à l’application des travaux de modélisation présentés dans le chapitre
II pour des tâches de positionnement par asservissent visuel. Nous présentons
les résultats validant le choix des informations visuelles pour l’asservissement
visuel par rapport à un objet plan et continu. Dans les séries de simulations que
nous présentons dans ce chapitre, nous avons principalement utilisé des objets
continus de formes asymétriques. Nous présentons également quelques résultats
très satisfaisants obtenus pour un objet symétrique. Quelque soit l’objet utilisé, les
mêmes combinaisons d’invariants pour commander les mouvements de rotations
le long des axes wx et wy orthogonaux à l’axe optique ont été utilisées. En effet,
ce choix d’invariants ne dépend pas de l’objet considéré.
Chapitre 1
Asservissement visuel en robotique :
état de l’art et notions de base
1.1 Introduction
La première utilisation de la vision en boucle fermée est due à Shirai et Inoue
[Shi73] qui décrivent comment un capteur de vision pouvait augmenter la préci-
sion du positionnement d’une tâche en robotique. L’asservissement visuel consiste
à extraire les informations visuelles issues d’un capteur de vision qui offre la possi-
bilité de travailler avec des quantités importantes d’information. Dans ce chapitre,
après avoir rappelé quelques notions de géométrie projective qui est un outil ma-
thématique bien adapté pour décrire les relations entre la scène tridimensionnelle
observée et son image, nous décrivons le modèle géométrique d’une caméra. Nous
présentons ensuite un bref état de l’art sur l’asservissement basé sur l’information
visuelle en robotique, puis la structure particulière de l’asservissement visuel dans
l’image est détaillée.
1.2 Notions de géométrie projective
Nous exposons dans ce qui suit quelques notions de base sur la géométrie
projective. Cette introduction est construite à partir du chapitre 2 de [Fau93].
La géométrie projective constitue un outil puissant de modélisation en vision par
ordinateur et est de ce fait très utilisée dans ce domaine. La caméra est un cap-
teur qui réalise une projection d’un ensemble d’entités géométriques d’une scène
tridimensionnelle dans un espace à deux dimensions : le plan image. L’extension
de l’espace cartésien Rn, de dimension n, en l’espace projectif Pn de dimension
n+1 permet de manipuler simplement les transformations affines agissant sur Rn.
L’espace projectif Pn peut donc être vu géométriquement comme une extension
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de l’espace euclidien Rn car il permet la manipulation des entités géométriques
à l’infini.
1.2.1 Définition des espaces projectifs
Un point d’un espace projectif Pn de dimension n , est représenté par un
vecteur à n + 1 coordonnées xh = [x1, x2, x3, ..., xn+1]
T avec au moins une com-
posante xi non nulle. Les termes xi sont appelés coordonnées homogènes du point
xh. L’espace Pn est défini par la relation d’équivalence suivante :
Deux vecteurs xh = [x1, x2, x3, ..., xn+1] et yh = [y1, y2, y3, ..., yn+1] repré-
sentent le même point de Pn si et seulement si : ∃α 6= 0 tel que
xh = αyh (1.1)
Si xn+1 = 0 , alors xh est un point à l’infini. Pour xn+1 6= 0 , un point de
l’espace projectif est aussi représenté par :
xh = [ξ1, ξ2, ξ3, ..., 1] (1.2)
où les coefficients ξi sont appelés paramètres projectifs et sont définis par :
ξi =
xi
xn+1
(1.3)
1.2.2 Homographies
La transformation linéaire de Pn dans Pn définie par une matrice régulière
(déterminant non nul) de dimension (n + 1) × ( n + 1) est appelé une homogra-
phie. L’ensemble de ses applications forment un groupe appelé le groupe projectif.
La matrice associée à une homographie est dénie à un facteur scalaire près non
nul :
αx = Hy (1.4)
où H est une homographie de l’espace qui conserve le plan à l’infini. Les
matrices orthogonales dont le déterminant vaut un sont des matrices de rotation
que l’on note R. Les homographies de la forme :
H =
[
R3×3 T3×1
01×3 1
]
(1.5)
sont alors des transformations euclidiennes de l’espace souvent appelées ma-
trice de transformations homogènes. On retrouve ainsi la représentation classique
employées en robotique en se plaçant dans une espace cartésien (espace euclidien
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muni d’une métrique) de dimension 3. Cet espace est plongé dans l’espace projec-
tif P3(L’espace cartésien 3D dans lequel sont décrites les transformations affines
est englobé dans cette espace projectif).
Pour représenter un point P de l’espace cartésien dont les coordonnées sont
exprimées dans un repère Ri (formé par une base cartésienne (iX, iY, iZ) et le
point Oi). Le vecteur iP = [iPx, iPy, iPz, 1] ∈ R4 est employé. Les transfor-
mations euclidiennes définissent de façon linéaire les changements de repère. La
transformation (translation et/ou rotation) qui amène un repère Ri en un repère
Rj est décrite par :
iAj =
[
iRj
iTj
01×3 1
]
(1.6)
Où iRj et iTj représentent respectivement la rotation et la translation entre
les deux repères Ri et Rj .
Ces matrices de transformation homogène permettent d’exprimer, de manière
très simple, le changement de coordonnées homogènes des points et des plans
dans l’espace cartésien. La situation d’un solide, auquel on a attaché un repère
Ri peut être représentée dans un second repère Rj par la matrice homogène iAj.
1.3 Système de vision
les systèmes de vision (caméras) fournissent un signal video extrêmement
riche, prenant la forme d’un tableau numérique de pixels définis par leur po-
sition et leur couleur. L’optique géométrique est à l’origine de la formation des
images. Plusieurs modèles décrivent la projection opérée par une caméra depuis
l’espace 3D observé jusqu’à l’image 2D. Le plus populaire est le modèle sténopé
(pinhole), de par sa simplicité et son excellente approximation des caméras pers-
pectives. Dans le modèle sténopé, tous les rayons passent par un seul et même
point (le centre optique Oc), le plan image se situant à une distance f (la distance
focale) derrière le centre optique. Par convention, l’axe optique est porté par l’axe
zc, définissant ainsi le plan image. La projection dans l’image peut se décomposer
en trois transformations : un changement de repère de l’objet à la caméra, une
projection linéaire de centre Oc (origine du repère Rc attaché à la caméra) de P3
dans P2 et d’un changement de repère dans P2. La connaissance des paramètres
intrinsèques est nécessaire pour pouvoir interpréter les mesures pixelliques de la
caméra en termes géométriques, et ainsi, faire le lien entre l’image et l’environ-
nement. L’opération consistant à identifier ces paramètres est la calibration de
caméra. Dans ce qui suit, nous définisons d’abord l’ensemble des paramètres du
modèle d’une caméra. Ensuite, nous estimons les paramètres du modèles.
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1.3.1 Modélisation d’une caméra
Les paramètres intrinsèques et extrinsèques permettent de modéliser une ca-
méra. Onze paramètres sont nécessaires pour la modélisation.
paramètres intrinsèques
Les paramètres intrinsèques qui modélisent la géométrie interne et les carac-
téristiques optiques du capteur, sont au nombre de cinq. Le modèle de caméra
représenté sur la Figure 1.1 relie les coordonnées pixelliques aux coordonnées
métriques. Il dépend :
- des coordonnées pixelliques (u0, v0) représentant les coordonnées (en pixel)
dans l’image, de l’intersection de l’axe optique de la caméra et du plan image. Ce
point s’appelle également le centre optique Oc ;
- les paramètres ku et kv qui sont les facteurs d’echelle exprimés en pixel par
mètre. Ces paramètres sont les facteurs verticaux et horizontaux qui définissent
la taille d’un pixel ;
- la distance focale f de la caméra c’est-à-dire la distance entre le centre de
projection (plan image) et Oc le centre de l’image.
paramètres extrinsèques
Six paramètres extrinsèques sont nécessaires pour modéliser la relation qui
lie le repère associé à la caméra au repère de la scène où se trouve les objets.
L’ensemble des paramètres extrinsèques sont les paramètres liés à la position et
à l’orientation du repère de la caméra en fonction du repère de la scène dans
l’espace :
- les trois rotations autour des trois axes déterminées par une matrice de
rotation 3x3 nommée cRw ;
- Les trois translations déternimées par un vecteur translation 3x1 nommé
cTw.
1.3.2 Les paramètres extrinsèques : Changement de repère
objet/caméra
Cette première transformation permet d’obtenir les coordonnées des points
de l’objet observé, exprimées dans un repère Rm (encore appelé repère monde)
attaché à cet objet dans le repère de la caméra Rc. Le point P a pour coordon-
nées (mPx,mPy,mPz)T dans le repère Rm et (cPx, cPy, cPz)T dans le repère Rc.
La relation géométrique qui existe entre ces deux repères permet de définir les
paramètres extrinsèques du modèle, de sorte que ces paramètres déterminent la
position et l’orientation du repère de la caméra par rapport au repère du monde.
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Figure 1.1 – Représentation géométrique des repères utilisés pour la détermina-
tion du modèle de la caméra.
Pour déterminer la position et l’orientation d’un objet, considérons deux re-
pères Rm (repère monde) et Rc (repère caméra) dont les axes respectifs sont
(Xm, Ym, Zm) et (xc, yc, zc). La pose de l’objet sera décrite par le mouvement
entre les deux repères. La translation correspond simplement au vecteur cTm
défini par :
cTm = Oc −Om (1.7)
Une rotation θX autour de l’axe Xm (voirF igure1.2) s’écrit de la manière
suivante :  xcyc
zc
 =
 1 0 00 cos θX − sin θX
0 sin θX cos θX
 XmYm
Zm
 (1.8)
qui s’écrit encore sous la forme :
Pc = R (θX)Pm
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Figure 1.2 – Les trois rotations simples.
avec :
R (θX) =
 1 0 00 cos θX − sin θX
0 sin θX cos θX
 (1.9)
En procédant de la même façon, on obtient suivant l’axe Ym et l’axe Zm les
relations suivantes :
Pc = R (θY )Pm
avec
R (θY ) =
 cos θY 0 sin θY0 1 0
− sin θY 0 cos θY
 (1.10)
Pc = R (θZ)Pm
avec :
R (θZ) =
 cos θZ − sin θZ 0sin θZ cos θZ 0
0 0 1
 (1.11)
La matrice de rotation décrivant l’orientation du repère Rc par rapport au repère
Rm est donnée par la relation suivante :
cRm = R (θX)R (θY )R (θZ) (1.12)
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Pour un point Pm appartienant au repère Rm et un point Pc appartenant au
repère Rc ; la relation qui existe entre les deux points est la suivante :
Pc =
cRmPm (1.13)
En résumé, les points 3D projetés dans le repère de la caméra sont donnés par la
relation entre les deux repères : cxcy
cz
 = cRm.
 mXmY
mZ
+ cTm (1.14)
Pour exprimer les coordonnées (mPx,mPy,mPz)T du point P, appartenant au
repère du monde dans le repère lié à la caméra, nous définissons ses nouvelles
coordonnées (cPx, cPy, cPz)T de la manière suivante : cPxcPy
cPz
 = cRm.
 mPxmPx
mPx
+ cTm (1.15)
que nous pouvons réecrire comme simple matrice en représentation homogène de
la manière suivante : 
cPx
cPy
cPz
1
 = [ cRm cTm01×3 1
]
mPx
mPy
mPz
1
 (1.16)
Une forme simplifiée est : [
cP
1
]
= cMm.
[
mP
1
]
(1.17)
avec
cMm =
[
cRm
cTm
01×3 1
]
(1.18)
La matrice cMm représente les paramètres extrinsèques. Son inverse est donné
par :
cM−1m =
[
cRtm −
cRtm
cTm
01×3 1
]
(1.19)
1.3.3 Détermination des paramètres intrinsèques
Jusqu’à présent, nous nous sommes contentés de déterminer les coordonnées
d’un point P appartenant au repère du monde, dans le repère de la caméra. A
présent, déterminons les coordonnées de ce point dans le repère Rim du plan
image. En d’autre terme, exprimons la relation entre un point 3D et son projecté
2D dans le plan image.
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1.3.3.1 La projection perspective
Le modèle sténopé de la figure 1.1 est la plus utilisée en projection perspec-
tive. Ce modèle correspond à la projection perspective d’un point P en un point
image p de coordonnées homogènes p =
[
u, v, 1
]T
exprimées en pixels. Le
changement de variables pour passer des coordonnées
[
u, v, 1
]T
d’un point
p exprimés en pixels, aux coordonnées
[
x, y, 1
]T
de ce même point mais
exprimé en mètre est donné par :{
u = kux+ u0
v = kvy + v0
(1.20)
(u0, v0) représente les coordonnées (en pixel) dans l’image, de l’intersection de
l’axe optique de la caméra et du plan image. Ce point s’appelle, également, le
centre optique, ku et kv sont les facteurs d’echelle exprimés en pixel par mètre.
Cette relation peut encore s’écrire sous la forme : uv
1
 =
 ku 0 u00
0
kv
0
v0
1
 xy
1
 (1.21)
la matrice des paramètres intrinsèques de la caméra est donc donnée par :
K =
 ku 0 u00
0
kv
0
v0
1
 (1.22)
1.3.3.2 Changement de repère caméra/image
Les coordonnées
[
x, y, 1
]T
d’un point p du plan image sont liées aux co-
ordonnées (cPx, cPy, cPz)T d’un point qui est le projecté d’un point P appartenant
au repère monde par la relation : {
x = f
cPx
cPz
y = f
cPy
cPz
(1.23)
En coordonnées homogènes, on peut représenter l’ équation (1.23) par une mul-
tiplication matrice-vecteur de la forme :
 xy
1
 =
 f 0 0 00 f 0 0
0 0 1 0


cPx
cPy
cPz
1
 (1.24)
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Nous combinons maintenant les équations (1.21) et (1.24) pour modéliser la
projection complète du repère caméra vers le repère pixels : uv
1
 =
 fku 0 u0 00 fkv v0 0
0 0 1 0


cPx
cPy
cPz
1
 (1.25)
La calibration d’une caméra revient à modéliser celle- ci c’est à dire trouver ses
paramètres intrinsèques [Tsa87]. Si un des paramètres du modèle devrait changer,
il faudra recalibrer toute la caméra [Bey92].
1.3.3.3 Modèle complet de la modélisation sans tenir compte des dis-
torsions
Pour obtenir le modèle algébrique complet de la caméra, nous combinons
simplement les équations (1.16) et (1.25) :
 uv
1
 =
 fku 0 u0 00 fkv v0 0
0 0 1 0
[ cRm cTm
01×3 1
]
mPx
mPy
mPz
1
 (1.26)
1.3.3.4 Modèle complet avec distorsion
Le modèle géométrique de la caméra ainsi défini est un modèle simplifié et
idéal. Il est largement suffisant dans la plupart des applications de vision. Ce-
pendant, lorsqu’une précision élevée est nécessaire, un modèle plus complexe doit
être employé. Les lentilles des caméras, par leur symétrie sphérique, provoquent
une distorsion, c’est-à-dire une déformation de l’image réelle. On décompose la
distorsion en une composante radiale et une composante tangentielle. La pre-
mière est due à l’asymétrie des lentilles, la deuxième au mauvais alignement des
lentilles. Il est possible de corriger l’image captée si l’on possède les paramètres
liées à la caméra (les paramètres intrinsèques), on peut alors reformer l’image
par interpolation des pixels ayant subi préalablement un déplacement inverse à
celui de la distorsion. En général, le modèle sténopé est complété par des termes
correctifs caractérisant la déformation de l’image. Pour des modèles de caméra
avec distorsion, on pourra consulter [ML95],[Rém98] et [Zha96].
1.3.3.5 Discussion
Le modèle utilisé jusqu’ici est linéaire. En réalité, la lumière ne voyage pas
toujours en ligne droite dans un système optique. En traitement d’image, l’opé-
ration de calibration de caméra revient à modéliser le processus de formation des
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images, c’est-à-dire trouver la relation entre les coordonnées spatiales d’un point
de l’espace avec le point associé dans l’image prise par la caméra. Pour calibrer
une caméra, le lecteur intéressé pourra par exemple se référer à [Bou94] , [RH93]
et [Fau93].
1.4 Asservissement visuel
Nous allons aborder dans cette partie les bases de la commande par vision vue
sous l’angle des performances et de la robustesse. L’expression "asservissement
visuel" (en anglais, "visual servoing") a été introduite par Agin [Agi77] pour dé-
crire un bras manipulateur contrôlé à partir des informations extraites des images
fournies par un capteur de vision. Une étape fondamentale dans cette approche est
le choix des primitives qui seront utilisées. Ces informations visuelles sont l’équi-
valent vectoriel du signal délivré par un capteur de vision classique. Les schémas
d’asservissement visuel peuvent être divisés en deux principales approches selon
le choix des informations visuelles utilisées. La première est l’asservissement vi-
suel 3D en position ( ou PBVS pour position-based visual servoing). La deuxième
est l’asservissement visuel 2D dans image ( ou IBVS pour image- based visual
servoing). Pour pallier aux inconvénients de ces deux méthodes, une approche
hybride a été envisagée. Dans la suite de ce paragraphe, un etat de l’art est fait
sur les bases théoriques concernant l’asservissement visuel.
1.4.1 La commande par vision
Déplacer un système robotique en fonction des informations visuelles extraites
des images issues d’un capteur de vision est l’objectif principal de la commande
par vision. Une tâche robotique (positionnement) consiste à amener le robot d’une
position initiale quelconque dans une position désidée définie par une image as-
sociée à cette position. Si le vecteur d’informations visuelles est correctement
choisis, il existe une unique position de la caméra qui assure la régulation à zéro
de l’erreur entre les informations visuelles désirées et leurs valeurs courantes. Il
existe différentes manières de construire une commande référencée vision en fonc-
tion de l’architecture de commande, de l’espace dans lequel les primitives sont
définies et de la configuration de la caméra [LW87] et [PKA93].
1.4.1.1 Le formalisme des fonctions de tâche
Le formalisme de la fonction de tâche [CS91] définit une erreur e comme
l’écart entre la valeur courante et la valeur désirée pour les variables définissant
la tâche de positionnement. L’erreur e dépend de la position du robot, du temps
et éventuellement d’autres grandeurs liées à l’environnement. L’objectif de ce
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type de commande est de minimiser un critère d’erreur, appelé la fonction de
tâche [CS91] et [BE92], qui dépend du signal de régulation s(r(t),t) et de la
configuration désirée s*. La fonction de tâche est généralement définie comme
suit :
e (r (t) , t) = C (s (r (t) , t)− s∗) (1.27)
où C est une matrice dite de combinaison qui permet de tenir compte d’une
éventuelle redondance d’informations, s(r(t),t) est un vecteur contenant les va-
leurs courantes des informations capteurs choisies. Ce vecteur exprime le fait que
les données visuelles à l’instant courant dépendent non seulement de la situation
de la caméra r par rapport à un repère de la scene, mais egalement du temps.
La fonction de tâche ainsi définie apparaît comme une fonction d’erreur et le
problème de la régulation ce cette fonction de tâche e consiste à amener cette
erreur à zéro et à l’y maintenir. Sur cette base, la convergence de la fonction de
tâche vers zéro garantit l’exécution du mouvement de la caméra vers la position
désirée. Par conséquent, afin d’imposer une décroissance exponentielle de la fonc-
tion de tâche e, il suffit de calculer le vecteur de commande qui représente la
vitesse à envoyer aux actionneurs du robots pour accomplir une tâche. La loi de
commande la plus utilisée, est celle de la décroissance exponentielle découplée de
la fonction de tâche. Elle s’exprime sous la forme :
e˙ (r (t) , t) = Cs˙ (r (t) , t)−CLsTRC/R +
∂e
∂t
(1.28)
Où ∂e
∂t
= C∂s
∂t
représente les variations de e dues au mouvement propre de la
cible visuelle. Pour contrôler la situation complète de la caméra, il est nécessaire
de disposer d’au moins six informations visuelles indépendantes (k = 6) pour
pouvoir contrôler les six degrés de libertés du système (trois degrés de liberté
pour la position et trois degrés de liberté pour l’orientation). Dans ce cas, la
matrice d’interaction Ls sera de rang plein. Comme le système commandé est
du premier ordre (commande en vitesse), la réponse généralement souhaitée est
une décroissance exponentielle de l’erreur. Une loi de commande classiquement
utilisée et garantissant la décroissance exponentielle de la fonction de tâche e est
la suivante :
TRC/R = (CLs)
−1
(
−λe−
∂e
∂t
)
(1.29)
Ls est la matrice d’interaction associée aux informations visuelles s. Cette
matrice relie la vitesse dans l’espace aux variations du signal s extrait de l’image.
Par ailleurs, la matrice de combinaison est généralement choisie de façon à ce que
sa variation dans le temps soit nulle (constante) ou négligeable devant la variation
du signal de régulation s.
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λ est le facteur de réglage de la vitesse de décroissance de la fonction de tâche
e .
TRC/R est le torseur cinématique. Il représente la vitesse de la caméra par
rapport à l’objet et s’écrit TRC/R = (v, ω) où v = (vx, vy, vz) et ω =(ωx, ωy, ωz)
sont respectivement les vitesses de translations et de rotation du mouvement de
la caméra.
Pour un meilleur comportement de la matrice d’interaction Ls, la matrice de
combinaison C peut être choisie comme étant la pseudo-inverse de la matrice
d’interaction. On a alors C = L+s où L
+
s représente la pseudo-inverse de la ma-
trice d’interaction Ls. Ce choix permet de linéariser et de découpler le système
commandé. Cependant, il n’est pas possible en pratique d’obtenir la valeur exacte
de la matrice d’interaction, c’est pourquoi le vecteur de commande est calculé sur
la base d’une estimation de cette matrice
⌢
L
+
s .
Comme le facteur d’amortissement est choisi positif, la condition de stabilité
locale de la commande est remplie si le produit de la matrice d’interaction réelle
par la matrice estimée est défini positif [CS91] :
⌢
L
+
s Ls > 0 (1.30)
L’équation (1.28) montre que l’erreur de suivi n’est nulle que si la dérivée partielle
de la fonction de tâche par rapport au temps ainsi que la matrice d’interaction
sont parfaitement connues.
1.4.1.2 Type de primitives visuelles
Il existe un grand nombre d’informations visuelles, encore appeler primitives,
qui peuvent être mises à profit dans une tâche d’asservissement visuel. l’extra-
tion des primitives visuelles réduit ainsi l’image à un vecteur de paramètres.
Cette étape est souvent coûteuse en temps de calculs et oblige à contourner le
problème en utilisant des images binaires (objet Blanc sur fond noir) randant
ainsi les conditions expérimentales parfaites. Une primitive visuelle est une forme
géométrique élémentaire (résultat de la projection dans l’image d’une forme géo-
métrique 3D) que l’on peut caractériser sous forme d’un vecteur de paramètres
selon la représentation choisie. Une bonne primitive visuelle doit pouvoir être ex-
traite facilement et sans ambiguïté d’une image quelle que soit la vue de la scène
considérée. Les primitives que nous retrouvons le plus souvent, sont des primitives
géométriques de types, points [BE92], droites [BE92] ou [NAH02], cercles [BE92]
ou [MC02b], sphères [TFC09]. Les paramètres qui permettent de décrire ces diffé-
rentes primitives peuvent être des paramètres de position définis dans l’image ou
dans l’espace en utilisant une représentation de type cartésienne ou polaire [IO05]
mais très souvent aussi cylindrique [IO05]. Afin d’assurer le découplage et de li-
néarité [CH01], il est même possible de combiner plusieurs paramètres où chacun
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est utilisé pour la commande d’un degré de liberté. Des primitives plus com-
plexes ont aussi été évaluées dans la littérature : Dans [Cha04], [TC05b], [KI07],
les moments d’un objet complexe sont considérés pour réaliser l’asservissement
visuel. Les primitives visuelles ne sont pas toujours purement géométriques. En
effet, des paramètres cinématiques obtenus à partir de la dérivée des paramètres
géométriques peuvent être utilisés pour la commande [PMG96], [CC01b] , [LD08]
et [MC10]. Dans [PMG96], les paramètres cinématiques sont associés à des para-
mètres géométriques afin d’améliorer les performances de la commande par vision
alors que dans [CC01b] , [CC01a] , seuls les paramètres cinématiques sont utilisés
afin d’améliorer la robustesse de la commande dans le cas où les images sont trop
variables et bruités pour suivre des primitives tout au long de la commande. De
façon plus globale, ces primitives peuvent être considérées comme étant des pri-
mitives spatio-temporelles [SJ07]. Néanmoins, les objets considérés ou les scènes
observées sont souvent représentés par un ensemble de points puisqu’ils facilitent
le traitement d’image. Il faut souligner que le comportement de la structure de
commande dépend fortement du type de primitives utilisées [Cha98], [Has98] et
de leur nombre [Mic93]. La position désirée dans l’image est généralement définie
à l’initialisation par apprentissage, ce qui permet d’éviter d’utiliser le modèle de
la caméra pour générer l’image désirée.
1.4.2 Asservissement visuel cinématique
Pour contrôler un robot avec un retour visuel, les lois de commandes les plus
répandues sont purement cinématiques. La commande cinématique consiste à
envoyer périodiquement des consignes de vitesses articulaires au contrôleur bas
niveau du robot. La cadence de rafraîchissement des consignes est imposée entre
autres par la fréquence d’acquisition des images, la durée des traitements néces-
saires à l’extraction de l’information visuelle et le calcul de la loi de commande.
Les schémas de commandes cinématiques sont basés sur le formalise de la régu-
lation à zéro de la fonction de tâche sur un horizon temporel [0, T]. Dans notre
cas, cette fonction représentera l’erreur d’asservissement e.
1.4.2.1 Principe de la commande par fonction de tâche
Généralement, une tâche robotique peut être exprimée comme la régulation,
sur un certain horizon temporel, d’une fonction e(q,t) de classe C2 appelée fonc-
tion de tâche (où q est le vecteur de coordonnées articulaires du robot). Les
fonctions de tâches classiques sont :
- e(q,t) = q - q*(t) où q*(t) est une trajectoire désirée dans l’espace articu-
laire.
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- e(q,t) = r(q) - r*(t) où r*(t) est une trajectoire désirée dans l’espace carté-
sien.
- e(q,t) = e (s(q)- s*(t)) , où s* (t) est une trajectoire désirée dans l’espace
du capteur.
En introduisant cette nouvelle notion de fonction de tâche, il est clair que la
deuxième classification peut être faite sur la base du choix de cette dernière. En
effet, on peut par exemple construire cette fonction de la manière suivante :
- e(q,t) = r(s(q )) - r(s*(t)). La position r de l’effecteur du robot est estimée
à partir des informations visuelles. Cette approche est appelée Asservissement
visuel 3D car le contrôle de la caméra se fait dans l’espace cartésien [EBC04].
- e(q,t)) = C (s(q ) - s* (t)) où C est une matrice qui permet de tenir compte
d’une éventuelle redondance d’informations. La fonction de tâche est construite à
partir de la différence entre les informations courantes et désirées. Cette approche
est appelée Asservissement visuel 2D car le contrôle se fait dans l’image.
Ces deux méthodes ne sont pas les seules existantes, mais elles sont les plus
répandues dans la littérature. L’asservissement visuel 2D1/2 est une autre mé-
thode qu’on citera dans ce travail qui est en réalité, une dérivée des deux méthodes
précédentes [MCB99].
1.4.2.2 Asservissement visuel 3D
On parle d’asservissement visuel 3D (PBVS pour Position-Based Visual Ser-
voing) lorsque le contrôle de déplacement d’un robot se fait dans l’espace cartésien
(confère figure 1.3) . La grandeur à asservir r est une mesure tridimensionnelle.
Elle peut représenter des coordonnées de points 3D de l’objet observé ou directe-
ment caractériser la pose relative de l’effecteur du robot par rapport à un repère
cible à atteindre. Dans tous les cas il est nécessaire de reconstruire cette pose à
partir d’informations visuelles extraites de l’image et d’un modèle géométrique de
l’objet d’intérêt. Un asservissement visuel 3D nécessite donc une étape de recons-
truction permettant de fournir une mesure d’attitude de l’objet. Les techniques
de reconstruction de pose utilisent pour la plupart des cas des primitives géomé-
triques extraites de l’image ainsi qu’une connaissance du modèle 3D de l’objet
observé. Le signal de référence peut représenter soit la pose relative de la caméra
par rapport à la cible (asservissement visuel 3D pose) soit les coordonnées 3D des
primitives observées (asservissement visuel 3D point par exemple). Si la primitive
choisie dans le cas général est un point, alors la matrice d’interaction relative à
cette primitive L3D est donnée par l’équation (1.33). Le passage de l’espace cap-
teur à l’espace cartésien passe forcément par une reconstruction 3D, qui consiste
en général à retrouver l’information perdue soit à partir d’une connaissance à
priori de la cible (modèle 3D de l’objet) ou alors à partir d’une mesure redon-
dante des primitives en question grâce à plusieurs caméras où une caméra qui se
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déplace [HZ00]. En réalité, l’asservissement visuel 3D , consiste à s’intéresser aux
choix du signal de régulation et à la manière de l’exploiter.
Figure 1.3 – Asservissement Visuel 3D.
Pour décrire la pose de la caméra aussi bien en ce qui concerne la position
(coordonnées cartésiennes, sphériques, cylindriques, etc.), qu’en ce qui concerne
l’orientation (angles d’Euler, quaternions, etc.), différents choix de paramétrages
peuvent être utilisés. Sachant que le choix du signal se fait par rapport aux pro-
priétés de découplage de la commande, qui dépend de la structure cinématique
du robot, le choix du signal de référence devrait aussi tenir compte de la struc-
ture du robot. Cependant, pour un robot à 6 degrés de liberté, le vecteur de
commande est généralement choisi comme étant le torseur cinématique, qui peut
être ensuite traduit en vitesses articulaires en utilisant la jacobienne cinématique
inverse du robot. La synthèse de commande en asservissement visuel 3D consiste
donc à choisir les paramètres de pose qui présentent les meilleures propriétés de
découplage par rapport au torseur cinématique et de calculer la matrice d’inter-
action qui lui est associée. Cette matrice d’interaction obtenue doit être définie
et inversible dans tout l’espace de travail de notre robot. Ceci impose donc une
forte contrainte liée au choix des paramètres de la pose. Sachant que le vecteur de
commande est le torseur cinématique, alors les coordonnées cartésiennes sont les
paramètres intéressants en ce qui concerne les paramètres de position. La dérivée
temporelle de ce vecteur n’est autre que la vitesse de translation du vecteur de
commande. Pour exprimer la matrice d’interaction relatives à ces paramètres, il
suffit d’exprimer la vitesse de l’origine de l’objet par rapport à la vitesse de la
caméra exprimée dans le repère de la caméra. On obtient alors :
cP˙ (t) = −cv − cω × cOP (1.31)
La forme matricielle de cette équation est :
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cP˙ (t) =
[
−I, [cOP]×
] [ cv
cω
]
= L3DTRC/R (1.32)
avec :
L3D =
[
−I, [cOP]×
]
(1.33)
où L3D représente la matrice d’interaction du point 3D
Afin de contrôler l’orientation de la caméra, le vecteur de paramètres qui
semble être le plus approprié est le vecteur θu [CS91, Mal98], où θ et u =
[ux, uy, uz]
T représentent respectivement l’angle et l’axe de rotation. Ce vecteur
représente l’orientation de la caméra entre le repère courant et le repère désiré.
En plus du fait qu’il soit à représentation minimale (3 éléments correspondant à
3 d.d.l ), et que sa jacobienne par rapport à la vitesse de rotation est inversible
dans tout l’espace d’orientation, ce vecteur est le vecteur propre réel de la matrice
d’orientation homogène qui lui correspond et il présente des propriétés intéres-
santes par rapport à cette dernière. La dérivée de θu peut s’écrire en fonction de
la vitesse de rotation ω, composante du torseur cinématique de la caméra :
dθu
dt
= Lωω (1.34)
où l’expression de Lω est donnée dans [Mal98] par :
Lω (u, θ) = Lω = I−
θ
2
[u]× +
(
1−
sin c (θ)
sin c2
(
θ
2
)) [u]2× (1.35)
La matrice d’interaction liée à la primitive
s = r =
[
t
θu
]
(1.36)
est donc donnée par :
Lr =
[
−I [t]×
0 Lω
]
(1.37)
On peut calculer l’erreur entre les configurations courante et désirée de la
caméra à partir des matrices de transformations correspondant aux deux configu-
rations. Le calcul de la pose à partir de mesures par vision ne représente qu’une
estimation qui est forcément entachée d’erreurs car la connaissance du modèle de
l’objet et des paramètres de la caméra ne sont pas parfaite.
Pour assurer une décroissance exponentielle de l’erreur, le vecteur de com-
mande est donné par :
TRC/R = −λ
⌢
L
+
r δrˆ (1.38)
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Où δrˆ représente une estimation du vecteur d’erreur entre les deux configura-
tions courante et désirée. Nous savons que le problème qui se pose en pratique est
la reconstruction euclidienne qui s’avère indispensable à l’implémentation d’une
loi de commande. Pour effectuer une reconstruction euclidienne dans des applica-
tions utilisant les robots manipulateurs, il est souhaitable de connaitre le modèle
de la cible par rapport à laquelle le robot doit se positionner. Par ailleurs, comme
il n’existe pas de linéarité entre la transformation de l’espace projectif vers l’es-
pace cartésien, une trajectoire rectiligne dans l’espace cartésien ne correspond pas
forcément à une trajectoire rectiligne dans l’image. Il en résulte que les primitives
observées peuvent sortir du champ de vue de la caméra ce qui nécessite de prendre
des mesures particulières [BTG02]. Pour l’amélioration de la précision et de la
robustesse de la mesure, un filtre de Kalman étendu [LWB96] ou des méthodes
d’estimation s’inspirant de commande robuste telle que H1 [TO00] peuvent être
implémentés. Cependant, ces solutions ne permettent pas d’éliminer les erreurs
statiques ou dynamiques. En effet, comme la fonction de tâche n’est pas définie
dans l’espace de mesure, une erreur nulle de la fonction de tâche ne signifie pas
forcément que le robot a atteint la configuration désirée.
1.4.2.3 Asservissement visuel 2D
En asservissement visuel 2D (ou IBVS pour Image-Based Visual Servoing)
la convergence se fait dans l’image. La grandeur à asservir est exprimée sous
la forme de primitives visuelles dans l’image. Les informations visuelles direc-
tement extraites de l’image sont des primitives géométriques élémentaires qui
proviennent de la projection de l’objet d’intérêt dans le plan image tels les co-
ordonnées d’un point, les paramètres d’une droite, d’un segment, d’une ellipse.
Afin de considérer des objets complexes, les primitives peuvent également repré-
senter les paramètres d’un contour ou les moments 2D d’une ou les moments d’un
nuage de points. Dans tous les cas, il est possible de définir l’entrée de commande
s comme étant une combinaison de différents types de primitives 2D extraites
de l’image. Conséquence directe, les motifs observés restent visibles au cours de
l’asservissement. Pour ce type d’asservissement, on parle également d’asservisse-
ment dans le plan image ou référencé image. Contrairement à un asservissement
visuel 3D, le contrôle du robot n’est pas effectué dans l’espace cartésien, mais
directement dans l’image.
L’asservissement visuel 2D [BE92] consiste à contrôler les mouvements du
robot de façon à déplacer les primitives observées dans l’image, de la position
courante vers la position désirée. La commande est calculée à partir d’une erreur
dans l’image ( Voir figure 1.4). Peu de connaissance a priori du modèle de l’objet
est nécessaire. Cependant, plusieurs types de primitives visuelles peuvent être
utilisées. Une méthode générique a été présentée pour le calcul de la matrice
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d’interaction associée à des primitives visuelles qui sont bien définies à partir
des primitives géométriques (points, droites, ellipses, etc.). Dans ce cas, le signal
choisi représente la configuration des primitives dans l’image notée s.
Figure 1.4 – Asservissement Visuel 2D.
La fonction de tâche est ainsi donnée par :
e = C (s− s∗) + L+2Ds˙∗ (1.39)
On peut donc exprimer la matrice d’interaction correspondant à cette primi-
tive comme suit :
ds
dt
=
∂s
∂P
dP
dt
(1.40)
∂s
∂P
représente la jacobienne de la position du point dans l’image par rapport à
celle du point dans l’espace et dP
dt
représente la matrice d’interaction liée au point
3D. Dans la pratique, l’asservissement visuel 2D avec une caméra classique peut
aussi bien s’effectuer à partir des coordonnées des points exprimés dans le plan
normalisé qu’à partir des coordonnées des points exprimés en pixels . Dans ce
cas, les coordonnées des points sont calculées à partir des coordonnées des points
dans l’image par :
s =
[
1
ku
0 −u0
ku
0 1
kv
− v0
kv
]
P (1.41)
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A partir de l’équation s =
[
x
z
y
z
]
, la dérivée temporelle de s est donnée par :
s˙ =
[
x˙z−xz˙
z2
y˙z−yz˙
z2
]
=
[
1
z
0 − x
z2
0 1
z
− y
z2
] x˙y˙
z˙

=
[
1
z
0 − x
z2
0 1
z
− y
z2
]
P˙
(1.42)
Puis, en substituant (1.31) dans (1.42) on aboutit à :
s˙ =
[
1
z
0 −X
z
0 1
z
−Y
z
] [
I, [cOP]×
]
P˙ (1.43)
Enfin, la matrice d’interaction du point 2D est donnée par :
L2D =
[
−1/z 0 X/z XY − (1 +X2) Y
0 −1/z Y/z 1 + Y 2 −XY −X
]
(1.44)
z est la coordonnée suivant l’axe Zc du repère caméra du point considéré. La
matrice d’interaction est dépendante de la profondeur du point considéré. Ceci
implique une connaissance de la distance entre la caméra et le point, ou le besoin
de recourir à une estimation de cette distance.
À partir de l’équation (1.29) on obtient l’expression de la loi de commande
qui permet une décroissance exponentielle de l’erreur :
TRC/R = −λ
⌢
L
+
2D (s− s∗) +
∂̂e
∂t
(1.45)
Dans cette commande, l’erreur est calculée dans le même espace que la msure.
Comparativement à une commande 3D, les erreurs sur les paramètres intrinsèques
ont une faible influence sur la convergence du système. Ce type de commande est
robuste à une calibration des paramètres intrinsèques de la caméra. En effet, on
peut noter à partir de l’équation (1.45) que si
⌢
L
+
2D est de rang plein et pour une
configuration non dégénérée du vecteur s - s* (le vecteur d’erreur n’étant pas
contenu dans le noyau de la matrice
⌢
L
+
2D ) alors TRC/R ne peut être nulle que si
l’erreur s - s* est nulle. La condition de convergence étant définie par l’équation
(1.30). Sachant qu’il n’existe pas de linéarité entre le signal de régulation et le
vecteur de commande, l’implantation d’une telle commande peut s’avérer diffi-
cile. Pour pallier à ce problème, une estimation de la matrice d’interaction à la
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configuration désirée à partir de laquelle le vecteur s* a été défini est nécessaire.
Cependant, comme la linéarisation de la fonction de tâche n’est que locale, une
configuration trop éloignée de la configuration désirée ne permet pas de linéariser
de façon exacte le système et donc d’obtenir une décroissance exponentielle de
l’erreur.
1.4.2.4 Asservissement visuel hybride
L’asservissement visuel 2D1/2 (Confère figure1.5) ou hybride tire partie des
avantages des approches 3D et 2D sans en prendre leurs inconvénients. Un vecteur
s de dimension 6 est établi à la fois à partir de grandeurs exprimées dans le
plan image et dans le repère de la caméra. La commande proposée par Malis
et al. [MCB99] permet d’obtenir un découplage partiel entre les mouvements de
translation et de rotation de la caméra. Elle génère une trajectoire correcte dans
l’espace tout en garantissant le contrôle de la projection du centre de l’objet
dans l’image afin de maintenir sa visibilité. Cette approche a donc pour objectif
d’améliorer les propriétés de linéarisation et de découplage par rapport à un
asservissement visuel 2D et ne requiert pas de calcul de pose. De plus, la condition
de stabilité asymptotique globale du système a été démontrée [MC02a].
Dans une commande 3D, l’une des contraintes principales est la connaissance
du modèle de la cible observée. Il est possible de calculer l’orientation relative
de la caméra ainsi que le rapport de profondeur à partir de points coplanaires
en effectuant un calcul d’homographie [HZ00] même sans connaissance à priori
de la cible. Cette mesure permet donc de contrôler quatre degrés de liberté :
l’orientation et la profondeur. Les deux autres degrés de libertés sont asservis sur
la position d’un point dans l’image. Comme l’orientation est engendrée par le
calcul d’homographie, elle est indépendante de la translation. En asservissement
visuel, la robustesse et le découplage de la loi de commande sont les objectifs
visés. En plus de ces deux critères, dans l’asservissement visuel 2D1/2, la loi de
commande a l’avantage d’être stable. En effet, contrairement à la commande 2D,
la stabilité globale de cette loi de commande est démontrée dans tout l’espace de
travail pour une caméra parfaitement calibrée [MC02a]. Cependant, cette loi de
commande est moins robuste face aux erreurs d’étalonnage que la commande 2D
car elle comporte une reconstruction, même partielle (calcul d’homographie). De
plus, la commande est plus sensible aux bruits de mesure dans l’image puisque la
loi de commande utilise un seul point de référence pour commander la translation.
Par ailleurs, tout comme l’asservissement visuel 3D, cette commande ne garantit
pas la visibilité de tous les points dans l’image car les rotations sont estimées et
contrôlées dans l’espace cartésien.
Cette technique est basée sur l’estimation de l’homographie, notéeH, qui relie
l’image d’au moins trois points entre différents plans projectifs [Fau93]. L’homo-
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graphie est une application projective bijective, correspondant à une transforma-
tion linéaire entre deux plans projectifs. Plus précisément, elle permet d’établir
(à un facteur d’échelle α près) une bijection entre un objet de l’espace 3D et une
image 2D, ou bien entre deux images 2D d’un même objet. Dans ce dernier cas,
elle permet de lier les projections d’un ensemble de points 3D Pi , appartenant à
un même plan, sur deux plans image Π1 et Π2 par la relation :
pi/
∏
2
= αHpi/∏1 , ∀α ∈ R
∗ (1.46)
où pi/∏2 et pi/
∏
1
représentent respectivement la projection des points Pi sur
les plans Π1 et Π2. Dans le cas d’un objet plan, un minimum de quatre points
appariés sur les images courante et désirée permet l’estimation de l’homographie
par la résolution d’un système linéaire. Dans le cas d’un objet quelconque, un
appariement de huit points est nécessaire.
Figure 1.5 – Asservissement Visuel hybride.
Ainsi, l’asservissement visuel 2D1/2 repose sur la détermination de l’homo-
graphie H entre l’image courante et l’image désirée. En effet, à partir de cette
homographie il est possible de calculer le déplacement en rotationR que la caméra
doit effectuer pour atteindre la situation spécifiée, ainsi que la direction de son
déplacement en translation. Cette matrice H fournit également le rapport z/z*
entre les distances courante et désirée de la caméra à l’objet. Comme la trans-
lation à réaliser n’est connue qu’à un facteur d’échelle α près, un asservissement
visuel purement 3D est impossible. Cependant, il est possible d’aboutir à une
solution grâce à la combinaison des informations 2D (fournies par l’image) et 3D
disponibles. Le vecteur des informations visuelles s est donc défini sur la base de
donnée 2D et 3D. La boucle d’asservissement ainsi synthétisée permet de séparer
la rotation et la translation de la caméra, et d’obtenir un fort découplage de la loi
de commande. L’avantage majeur de cette approche est que la connaissance du
modèle géométrique 3D de l’objet n’est plus nécessaire. La seule information 3D
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utilisée dans la synthèse de la commande est la profondeur désirée z* d’un point
de l’objet.
1.4.2.5 Discussion
Différentes solutions ont été proposées pour estimer la pose dans le cas d’un
capteur monoculaire. Ces solutions utilisent des primitives extraites de l’image et
du modèle géométrique de l’objet, en connaissant les paramètres intrinsèques de
la caméra. La méthode de Tsaï [Tsa86] permet de reconstruire la pose d’un objet
en utilisant n points coplanaires ; la méthode de Dementhon [DeM92] utilise aussi
n points, qui peuvent ne pas être coplanaires, mais sa résolution est itérative ce
qui peut être problématique dans une boucle de commande à période d’échan-
tillonnage fixe. D’autres méthodes sont basées sur l’utilisation d’une résolution
par moindres carrés [Low91]. Récemment, une approche basée sur l’asservisse-
ment visuel virtuel a été proposée par Marchand et al [MC02b], en considérant
le problème d’estimation de pose comme un problème dual de l’asservissement
visuel dans l’image.
L’inconvénient majeur de l’asservissement visuel 3D est l’estimation de la
pose. Si l’on utilise des algorithmes itératifs [Low91, DeM92] pour estimer la
pose, le temps de calcul peut être important et ne pas respecter les contraintes
temps réel. De plus, ces méthodes nécessitent d’avoir un modèle de l’objet. Quelle
que soit la méthode utilisée, itérative ou basée sur la géométrie épi polaire (géo-
métrie d’un système à deux prises de vue), l’étape d’estimation entraîne une forte
sensibilité de l’architecture aux erreurs de calibration des paramètres de la ca-
méra et aux bruits de mesure. Par contre son avantage repose sur l’obtention de
la pose cartésienne de la caméra ou de l’effecteur du robot qui permet d’obtenir
des trajectoires cartésiennes réalisables.
L’avantage majeur de l’asservissement visuel dans l’image est sa robustesse
par rapport aux erreurs de calibration du capteur visuel [Esp93]. En contrepar-
tie, puisque l’asservissement est réalisé dans l’espace du capteur, les trajectoires
cartésiennes correspondantes du robot ne sont pas contraintes, et certains mouve-
ments désirés dans l’image peuvent conduire à des trajectoires inadéquates dans
l’espace cartésien ou articulaire. Durant un asservissement visuel, les primitives
visuelles doivent rester visibles pendant toute la durée du mouvement. Dans la
structure présentée précédemment, la profondeur des primitives observées z n’est
pas accessible à partir de l’image seule. On peut alors utiliser une estimation de
z en position désirée et la matrice d’interaction est ainsi calculée à convergence.
La visibilité des primitives visuelles n’est alors pas assurée. Cette situation se
présente généralement lorsque le mouvement entre les positions initiale et désirée
est important. Par exemple, pour un mouvement de rotation autour de l’axe Xm
ou Ym du repère de l’objet, les déplacements induits par le contrôleur peuvent
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conduire à la perte de visibilité de certaines primitives visuelles au cours du mou-
vement. La trajectoire cartésienne obtenue lors d’un asservissement visuel dans
l’image peut être non optimale [Mor99]. En effet, lorsque la matrice d’interaction
est estimée à chaque itération et que les paramètres intrinsèques sont correcte-
ment estimés, le mouvement des primitives visuelles dans l’image est rectiligne.
Or ce mouvement dans l’image ne se traduit pas forcément par un mouvement
rectiligne de l’effecteur du robot dans l’espace cartésien. Différentes approches
ont été proposées dans la littérature pour pallier ou éviter les problèmes de l’as-
servissement visuel dans l’image. Le lecteur intéressé pourra se référer à Nelson
et al [Nel95].
Dans l’asservissement visuel 2D1/2 proposé par Malis et al [MCB99] , une
reconstruction partielle de la pose de la caméra, basée sur la décomposition de
la matrice d’homographie calculée entre deux images consécutives, permet d’ex-
primer le contrôle de la position dans l’espace image, et le contrôle de l’orien-
tation dans l’espace cartésien. Une propriété intéressante de cette structure de
commande est le découplage entre la commande en rotation et la commande en
translation. L’utilisation de la décomposition de la matrice d’homographie a aussi
été explorée dans [Deg98]. Malheureusement, la décomposition de cette matrice
rend le système sensible aux bruits de mesure. De plus, il est nécessaire d’avoir
de l’information supplémentaire pour sélectionner la solution parmi les solutions
analytiques possibles, mais ce problème peut facilement être contourné en utili-
sant une troisième image.
1.4.2.6 Conclusion
Dans le cadre de l’asservissement visuel, le choix des primitives [TFC09,
NAH02] et des paramètres les décrivant [IO05, KI07] est primordial afin de réa-
liser la synthèse de lois de commande permettant d’obtenir les meilleures pro-
priétés de linéarisation et de découplage. Dans les applications de commande de
robot, la fonction de tâche définit un critère à optimiser qui s’apparente dans le
contexte de l’optimisation non linéaire à la fonction de coût. Dans l’asservisse-
ment visuel 2D classique, cette fonction représente l’erreur entre la position des
primitives visuelles observées et désirées dans l’image, transformées par la ma-
trice de combinaison en un vecteur à l éléments correspondant aux l degrés de
liberté à contrôler. Ainsi, dans les applications où le mouvement est défini dans
l’espace, la dimension du vecteur calculé par la fonction de tâche est de 6 x 1.
En réalité, tous les modèles de projection utilisés dans l’élaboration de schémas
de commande par vision utilisent des hypothèses qui permettent de simplifier les
lois de commande obtenues.
Dans le chapitre suivant, nous exposons l’application des moments 2D ex-
traits de l’image comme primitives visuelles que nous intégrons dans une loi de
28 Vision et asservissement visuel en robotique : Etat de l’art
commande en l’asservissement visuel dans l’image. Nous détaillons la modélisa-
tion utilisée, et nous présentons les résultats obtenus en termes d’informations
visuelles pour commander les six degrés de liberté de la caméra.
Chapitre 2
Modélisation
2.1 Introduction
Ce chapitre est essentiellement focalisé sur le calcul des primitives visuelles
s. Afin de développer une méthode reposant sur le lien entre la variation des
informations visuelles s˙ et le mouvement de la caméra TRC/R défini par la relation
(1.29) que nous avons présentée au chapitre I, la stratégie envisagée consiste à
exploiter l’historique des mouvements de la caméra et des mesures des indices
visuels s . Dans la suite de ce chapitre, le cas général d’un système à six degrés
de liberté est utilisé et TRC/R est alors défini par :
TRC/R = (v, ω) (2.1)
Où v = (vx, vy, vz) et ω = (ωx, ωy, ωz) sont respectivement les vitesses de
translations et de rotation du mouvement de la caméra.
Un état de l’art sur les informations visuelles les plus utilisées est fait dans ce
chapitre. Et pour chaque primitive, nous faisons bien de rappeler les primitives
visuelles existantes. Par la suite un nouvel ensemble d’informations visuelles est
donné en exploitant les moments géométriques 2D non centrés.
2.2 Mouvement de la caméra et variation des in-
formations visuelles
Considérons un objet O rigide et fixe de la scène. Ce solide se projette sur le
plan image de la caméra en une région R (cf. figure 2.1) à laquelle est associée
un ensemble de primitives visuelles s, et un vecteur z décrivant leur profondeur.
Comme nous l’avons préalablement introduit, la variation des informations
visuelles s˙ est liée à la cinématique de la caméra TRC/R = (v, ω) par le biais de
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Figure 2.1 – Projection d’un objet quelconque dans l’image.
la matrice d’interaction Ls :
s˙ = LsTRC/R (2.2)
2.2.1 Primitive Point
Le point est une primitive couramment employée en asservissement visuel, car
il s’agit d’une primitive très simple que l’on sait aisément extraire de l’image à
l’aide d’algorithmes efficaces. De manière très classique, le modèle mathématique
d’une caméra est défini alors par une projection perspective telle que tout point
P ayant pour coordonnées X = (X, Y, Z) se projette sur le plan image en un
point p de coordonnées X = (x, y) avec :{
x = X/Z
y = Y/Z
(2.3)
Le vecteur des informations sensorielles s est alors défini par s = (x, y)T .
Comme nous l’avons vu au chapitre I , en vision perspective, la variation s˙ d’un
point p s’écrit classiquement [Cha90] :
s˙ =
(
x˙
y˙
)
=
(
1/Z 0 −
X/Z2
0 1/Z −
X/Z2
)
X˙ (2.4)
Quelle que soit la configuration choisie (caméra embarquée ou déportée, point
P fixe ou mobile), la vitesse X˙ de P en fonction du torseur cinématique TRC/R
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entre la camera et son environnement est donnée par l’équation fondamentale de
la cinématique :
X˙ = −v − ω ×X = −v + [X]× ω =
(
−I3 [X]×
)
TRC/R (2.5)
Cette équation peut alors se simplifier sous la forme :
X˙ = LsTRC/R (2.6)
où Ls est la matrice d’interaction dépendant de la profondeur Z inconnue dans
ce cas, donnée par la relation ci-après :
Ls =
[
−1/Z 0 x/Z xy − (1 + x2) y
0 −1/Z y/Z 1 + y2 −xy −x
]
(2.7)
2.2.2 Les autres primitives géométriques usuelles
Bien qu’il soit possible de construire différentes primitives géométriques sur
la base du point, il est parfois intéressant de considérer d’autres paramétrisations
du vecteur des indices visuels s pour définir la tâche référencée vision. Nous
nous intéressons ici aux primitives géométriques usuelles telles que les droites, les
ellipses, les sphères, les cylindres, etc.
Considérons un objet O fixe de la scène qui se projette dans l’image en une
région R ayant un contour fermé C (cf. figure 2.1). Nous admettons que cet objet
est formé d’une surface continue, c’est-à-dire ne présentant pas de discontinuité
sur la profondeur. Dans ce cas, la profondeur z de chaque point de l’objet O
peut s’exprimer par une fonction continue des points images Pj(Xj, Yj)∈ R de la
manière suivante [Cha90, Cha04], [BE92] :
1
zj
=
∑
p≥0,q≥0
ApqX
p
j Y
q
j , ∀Xj , Yj ∈ R (2.8)
où les coefficients Apq dépendent de la nature de l’objet O considéré. Par
exemple, dans le cas d’un objet plan dont l’équation s’exprime dans le repère
caméra RC comme suit :
zj = axj + byj + c, ∀pj : (xj, yj , zj) ∈ O (2.9)
l’équation (2.8) se réduit à [Cha04] :
1
zj
= AXj + BYj + C (2.10)
avec C = A00 = 1c , A = A10 = −
a
c
, B = A01 = −
b
c
et Apq = 0 ∀ (p, q) = (1, 1) et p, q > 1
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2.2.2.1 Les moments 2D de l’image
Les moments de l’image sont des informations qui ont l’avantage d’être géné-
riques quant à la caractérisation de formes 2D très variées. Les moments de faible
ordre ont un sens géométrique intuitif puisqu’ils représentent directement l’aire,
le barycentre et l’orientation principale dans l’image de l’objet d’intérêt. Etant
obtenus par intégration et plus particulièrement par une somme discrétisée sur
la section observée dans l’image, ils ont l’avantage d’être peu sensibles aux bruits
de mesure. Les moments de l’image ont été largement utilisés dans le domaine de
la vision par ordinateur notamment pour des applications de reconnaissance de
formes, où des fonctions de moments invariantes aux mouvements de translation
et rotation dans l’image ont été élaborées. Ils ont également été introduits en
asservissement visuel, où 6 primitives visuelles construites à partir d’une combi-
naison des moments 2D ont été proposées dans la commande du système pour
réaliser la tâche de positionnement d’une caméra [TC05a, Cha03].
Les moments de l’image constituent donc un autre ensemble de primitives plus
récemment considérées en asservissement visuel et qui offrent un certain nombre
de propriétés intéressantes. Tout d’abord, ils fournissent une représentation gé-
nérique et significative des objets de forme simple ou complexe en proposant une
approche statistique. Ensuite, ils présentent l’avantage de traiter la forme de l’ob-
jet dans son ensemble, de sorte qu’il n’est plus nécessaire de chercher à mettre
en correspondance les points d’une image à l’autre, mais uniquement des régions.
Enfin, les moments permettent d’obtenir de très bonnes propriétés de découplage
du mouvement de la caméra (ie. séparation des mouvements de translation et
de rotation) [Tah04, TC05a]. Par conséquent, afin de rendre possible l’utilisation
des moments 2D dans un asservissement visuel, il s’agit, de modéliser la matrice
d’interaction permettant d’exprimer leur variation en fonction du torseur cinéma-
tique de la caméra. Nous nous proposons de rappeler brièvement les définitions
relatives aux moments 2D ainsi qu’aux moments centrés de l’image. Comme pré-
cédemment, nous considérons un objet O fixe de la scène qui se projette en une
région R dans l’image ayant un contour fermé C (cf. figure 2.1). Afin de simplifier
les expressions, nous supposerons, dans cette section, que l’objet O observé est
plan. La profondeur z des points appartenant à O est alors reliée aux coordonnées
(xj, yj)
T des points de l’image par la relation (2.3).
2.2.2.2 Définitions et propriétés des moments classiques 2D
Le moment 2D de l’imagemij d’ordre i + j de l’objetO est classiquement défini
pour tous les points p(x, y) de la région R de l’image par la relation suivante :
mpq =
∫∫
R
xpyqf(x, y)dxdy (2.11)
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Où f(x, y) est le niveau de gris d’un point de coordonnées (x, y) dans le cas
d’une image.
- Moment d’ordre zéro
Le moment d’ordre zéro m00 d’une distribution f(x, y) est donnée par :
m00 =
∫∫
R
f(x, y)dxdy (2.12)
Il représente la masse totale de la distribution f(x, y). Dans le cas d’un objet
binaire, m00 n’est autre que la surface de l’objet.
- Moments d’ordre1
Les moments d’ordre 1, c’est-à-dire m10 et m01, permettent de déterminer la
position du centre de gravité de l’objet. Plus précisément, si on note xg et yg les
coordonnées du centre de gravité de l’objet, on a :{
xg =
m10
m00
yg =
m01
m00
(2.13)
- Moments centrés
Les moments centrés µpq sont calculés à partir du centre de gravité (xg, yg).
Ils sont définis par :
µpq =
∫∫
R
(x− xg)
p(y − yg)
qf(x, y)dxdy (2.14)
Les moments centrés peuvent être calculés directement à partir des moments
mpq d’ordre inférieur à p+q+1 par :
µpq =
p∑
k=0
q∑
l=0
(
p
k
)(
q
l
)
(−xg)
p−k (−yg)
q−lmkl (2.15)
Réciproquement, il est possible de déterminer les moments à partir des mo-
ments centrés. On a en effet :
mpq =
p∑
k=0
q∑
l=0
(
p
k
)(
q
l
)
(xg)
p−k (yg)
q−l µkl (2.16)
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- Moments centrés d’ordre 2
Les moments centrés d’ordre 2 (µ20, µ11, et µ02) sont appelés les moments
d’inertie. Avec les coordonnées du centre de gravité, ils permettent de définir une
ellipse dont les moments d’ordre inférieur ou égal à 2 ont la même valeur que
ceux de l’objet (voir Figure 2.2). L’équation de cette ellipse est donnée par :
(x− xg + t (y − yg))
2
a21 (1 + t
2)
+
(y − yg + t (x− xg))
2
a22 (1 + t
2)
− 1 = 0 (2.17)
Où a1 et a2 représentent respectivement les deux axes principaux majeur et
mineur et où t est liée à l’orientation de l’objet. Plus précisement, on a
θ =
1
2
arctan
(
2µ11
µ20 − µ02
)
(2.18)
A partir des paramètres de l’ellipse, on peut facilement exprimer les moments
centrés d’ordre 2. On a en effet :

µ20 = m00 ((a
2
1 + a
2
2t
2) /4 (1 + t2))
µ11 = m00 (t (a
2
1 − a
2
2) /4 (1 + t
2))
µ02 = m00 ((a
2
2 + a
2
1t
2) /4 (1 + t2))
(2.19)
Où
m00 = πa1a2 (2.20)
Figure 2.2 – Orientation d’un objet et définition des paramètres usuels d’une
ellipse.
Réciproquement, les paramètres de l’ellipse peuvent être déterminés à partir
des équations suivantes :
Mouvement de la caméra et variation des informations visuelles 35

a21 =
2
µ00
(
µ02 + µ20 +
√
(µ20 − µ02)
2 + 4µ211
)
a22 =
2
µ00
(
µ02 + µ20 −
√
(µ20 − µ02)
2 + 4µ211
)
t =
(
µ02 + µ20 +
√
(µ20 − µ02)
2 + 4µ211
)/
2µ11
(2.21)
- Moments centrés d’ordre 3
Les moments centrés d’ordre 3 évaluent le degré d’asymétrie d’un objet par
rapport à ses axes principaux. En reconnaissance des formes, on utilise souvent
les coefficients d’asymétrie définis de la manière suivante : Sx =
µ30
µ
3/2
20
et Sy =
µ03
µ
3/2
02
.
Les moments d’ordre 3 permettent également de résoudre le problème du choix
de la valeur de θ. En effet, on peut noter à partir de la figure 2.2 qu’il y a deux
solutions pour l’orientation de l’objet : θ et θ+π. Les moments d’ordre 3, lorsqu’
ils ne sont pas nuls, peuvent être employés pour résoudre cette ambiguïté. En
effet, une rotation d’un objet de 180 degrés change le signe des moments d’ordre
3. Pour distinguer les deux solutions de θ, on peut fixer le sens des axes principaux
dans une image de référence.
2.2.2.3 Matrices d’interaction associées aux moments classiques 2D :
Transformation d’intégrales de régions en intégrales de contours et vis
versa
Dans ce qui suit on suppose que l’image est binaire, ou que le niveau de gris
ne change pas si la caméra bouge. Soit Ωint ⊂ ℜ2 un contour fermé définissant
une région et f (x, y) : Ωint → ℜ une image dans Ωint, la région contenant les
images. L’objectif est de calculer la variation temporelle de mpq définit par :
mpq =
∫∫
Ωint
k (x, y,Ωint) dxdy (2.22)
où le descripteur de la région est défini par l’expression :
k(x, y,Ωint) = x
pyqf(x, y) (2.23)
Pour calculer la variation temporelle dempq, nous pouvons utiliser le théorème
de Green-Riemann [Cha03] ou bien une approche basée sur la dérivée Eulérienne
[JS03]. Soit (F(t, .))t≥0 une famille de transformations bijectives. Pour un point
X = [x, y]T on note :
X(t) = F(t,X) (2.24)
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où X(0) = X et Ωin(t) = F(t,Ωin). Soit
.
X la vitesse d’un point du contour
X = [x, y]T :
X˙(t,X(t)) =
∂F
∂t
(t,X) (2.25)
Comme nous nous intéressons à de petites déformations pour le calcul de la
dérivée, en utilisant le théorème d’expansion de Taylor, on a :
F(t,X) = F(0,X) + t
∂F
∂t
(0,X) (2.26)
La dérivée Eulérienne dans la direction du champ de vecteurs X˙ (vitesse d’un
point X(x, y)) nous donne
m˙pq = lim
t→0
(mpq (Ωint (t))−mpq (Ωint))
t
(2.27)
La dérivée matérielle de k(X,Ωint) :
k˙ = lim
t→0
(k (X (t) ,Ωint (t))− k (X,Ωint))
t
(2.28)
La dérivée de domaine de k(X,Ωint) est définie par :
k′ = lim
t→0
(k (X,Ωint (t))− k (X,Ωint))
t
(2.29)
De toute évidence, en transformant (3, 27) selon la première formule de Taylor,
nous avons :
k˙ (X,Ωint) = k
′ (X,Ωint) +∇k (X,Ωint) .
.
X (2.30)
La transformation de mpq donne :
mpq (Ωint (t))−mpq (Ωint)
t
=
1
t
[∫
Ωint(t)
k(X,Ωint (t))dX−
∫
Ωint
k (X,Ωint) dX
]
(2.31)
Dans la première intégrale on fait un changement de variable de telle sorte
que :
X(t) = X+ tX˙ où
X˙ =
[
X˙1(x, y), X˙2(x, y)
]T
(2.32)
Qui donne :
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∫
Ωint(t)
k(X,Ωint (t))dX =
∫
Ωint
k(X+ tV,Ωint + tV ) |detJ (X)| dX (2.33)
où J(X) est la matrice jacobienne :
J (X) =
[
1 + t∂X˙1
∂x
t∂X˙1
∂y
t∂X˙2
∂x
1 + t∂X˙2
∂y
]
(2.34)
On a donc :
det J (X) = 1 + tdiv(X˙) + Θ (t) (2.35)
Enfin on a :
lim
t→0
detJ(X)− 1
t
= div(X˙) (2.36)
L’ équation (2.36) devient :
mpq (Ωint (t))−mpq (Ωint)
t
= I1 + I2 (2.37)
avec :
lim
t→0
I1 =
∫
Ωint
k˙(X,Ωint)dX =
∫
Ωint
k′(X,Ωint)dX+
∫
Ωint
∇k(X,Ωint).X˙dX (2.38)
lim
t→0
I2 =
∫
Ωint
k(X,Ωint) div(X˙)dX (2.39)
On obtient finalement pour la dérivée Eulérienne :
m˙pq =
∫
Ωint
k′(X,Ωint)dX+
∫
Ωint
div(k(X,Ωint)X˙)dX (2.40)
Comme notre descripteur ne dépends pas de la région ie
k(x, y,Ωint) = k(X) (2.41)
On obtient :
m˙pq =
∫
Ωint
div(k(X,Ωint)X˙)dX (2.42)
En développant (2.42), nous obtenons finalement
38 Modélisation
m˙pq =
∫∫
Ωint
[
∂k
∂x
x˙+
∂k
∂y
y˙ + k(x, y)
(
∂x˙
∂x
+
∂y˙
∂y
)]
dxdy (2.43)
La même relation a été obtenue dans [TC05a, Cha03] , mais en utilisant le
théorème de Green-Riemann.
La variation m˙pqest alors donnée par [Cha04] :
m˙pq = Lmpq
[
v
ω
]
(2.44)
où Lmpq est la matrice d’interaction calculée à partir de mpq , et où le torseur
cinématique s’écrit TRC/R = (v, ω) où v = (vx, vy, vz) et ω = (ωx, ωy, ωz) sont
respectivement les vitesses de translations et de rotation du mouvement de la
caméra.
Les expressions x˙, y˙, ∂x˙
∂x
et ∂y˙
∂y
dans (2.43) s’écrivent en fonction des compo-
santes de TRC/R en utilisant la relation (2.10) et la matrice d’interaction associée
au point (2.7) :
x˙ = −(Ax+ By + C)vx + x(Ax+ By + C)vz
+xyωx − (1 + x
2)ωy + yωz
y˙ = −(Ax+ By + C)vy + y(Ax+ By + C)vz
+(1 + y2)ωx − xyωy − xωz
(2.45)
A partir de (2.45) on en déduit :{ ∂x˙
∂x
= −Avx + (Ax+ By + C)vz + yωx − 2xωy
∂y˙
∂y
= −Bvy + (Ax+ By + C)vz + 2yωx − xωy
(2.46)
De [TC05a] , on en déduit la matrice d’interaction Lmpq comme suit :
Lmpq =
[
mvx mvy mvz mwx mwy mwz
]
(2.47)
avec : 
mvx = −p (Ampq +Bmp−1,q+1 + Cmp−1,q)− Ampq
mvy = −q (Amp+1,q−1 + Bmpq + Cmp,q−1)− Bmpq
mvz = (p+ q + 3) (Amp+1,q + Bmp,q+1 + Cmpq)− Cmpq
mwx = (p+ q + 3)mp,q+1 + qmp,q−1
mwy = − (p+ q + 3)mp+1,q − pmp−1,q
mwz = pmp−1,q+1 − qmp+1,q−1
Notons que la matrice d’interaction Lmpq dépend des moments d’ordre infé-
rieur ou égal à p+ q + 1. Enfin, Lmpq est une fonction implicite de la profondeur
z(q,t) de l’objet O observé, puisqu’elle nécessite la détermination des compo-
santes A, B et C définissant l’équation du plan.
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De même, la variation µ˙pq des moments centrés se déduit de celle des moments
classiques par la relation ci-après [Cha04] :
µ˙pq = Lµpq
[
v
ω
]
(2.48)
où Lµpq s’écrit [TC05a] :
Lµpq =
[
µvx µvy µvz µwx µwy µwz
]
(2.49)
avec : 
µvx = − (p+ 1)Aµpq − pBµp−1,q+1
µvy = −qAµp+1,q−1 − (q + 1)Bµpq
µvz = −Aµwy + Bµwx + (p+ q + 2)Cµpq
µwx = (p+ q + 3)µp,q+1 + pxgµp−1,q+1
+(p+ 2q + 3) ygµpq − p4n11µp−1,q − q4n02µp,q−1
µwy = − (p+ q + 3)µp+1,q − (2p+ q + 3) xgµpq
−qygµp+1,q−1 + p4n20µp−1,q + q4n11µp,q−1
µwz = pµp−1,q+1 − qµp+1,q−1
et
npq =
µpq
m00
2.2.2.4 Les moments 2D de l’image "shifted"
[Hu62] a utilisé les moments centraux pour obtenir l’invariance aux transla-
tions. Seulement, les images ayant une symétrie le long des axes x et y et symé-
trique par rapport au centre de gravité de l’objet donnent des valeurs nulles pour
les moments centraux d’ordres impairs. Cela est dû à l’emplacement symétrique
des pixels de l’image autour du centre de gravité. Dans le présent document, nous
proposons un nouveau type de moments géométriques calculés à partir d’un point
autre que le centre de gravité de l’image. Ce nouveau centre est choisi de telle
sorte que les moments soient invariants à de nouvelles propriétés telles que la
translation, l’échelle et la rotation. Notre approche permet d’obtenir des valeurs
différentes de zéro pour tous les moments d’ordre pairs et impairs et résout ainsi
les problèmes causés par des images symétriques. En raison du fait que le nouveau
centre est décalé par rapport au centre de gravité de l’image, tous les pixels vont
contribuer au calcul des moments dans l’image.
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Figure 2.3 – Représentation de l’image.
Définitions et propriétés des moments 2D "shifted"
Définissons les nouveaux moments "shifted" comme suit :
µsh
pq =
∫∫
R
(x− xg + xsh)
p(y − yg + ysh)
qf(x, y)dxdy (2.50)
où les paramètres "‘shifted" xsh et ysh sont définis de la manière suivante :
- En prenant le point P1
Dans la direction de n, on a (confère figure 2.3){
xsh1 = xg + a cos θ
ysh1 = yg + a sin θ
(2.51)
- En prenant le point P2
Dans la direction de v, on a (confère figure 2.3){
xsh2 = xg + a cos
(
θ + π
2
)
ysh2 = yg + a sin
(
θ + π
2
) (2.52)
où le paramètre ”a” peut s’écrire comme suit :
a = (µ20 + µ02)
1
4 (2.53)
Si on ne veut pas faire de tracking il suffit de prendre comme paramètres les
axes principaux
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
a21 =
2
µ00
(
µ02 + µ20 +
√
(µ20 − µ02)
2 + 4µ211
)
a22 =
2
µ00
(
µ02 + µ20 −
√
(µ20 − µ02)
2 + 4µ211
) (2.54)
Pour déterminer l’invariance aux translations de µshpq , soit la fonction image
définie de la manière suivante
g(x, y) = f(x− x0, y − y0) (2.55)
g(x, y) est la fonction décalée de f(x, y). En remplaçant (2.55) dans (2.50), il
est évident de voir que µshpq est la même pour les deux fonctions f(x, y) et g(x, y)
et par conséquent , µshpq est invariant à la translation.
Les nouveaux moments non centrés peuvent être normalisées et devenir inva-
riant à l’échelle de la manière suivante,
ηshpq =
µshpq
m
(p+ q + 2)/2
00
(2.56)
Pour montrer l’invariance à l’échelle des nouveaux moments, définissons
h (x, y) = f
(x
b
,
y
b
)
(2.57)
Où h(x, y) représente un changement d’échelle d’une image donnée f(x,y). Les
nouveaux moments décalés µ˜shpq calculés à partir de h(x,y) sont :
µ˜shpq =
∫∫
R
(x− xg + xsh)
p(y − yg + ysh)
qf(x
b
, y
b
)dxdy
=
∫∫
R
(bx− bxg + bxsh)
p(by − byg + bysh)
qb2f(x, y)dxdy
= bp+q+2µshpq
(2.58)
En combinant les équations (2.58) et (2.56), il est évident de voir que les
η˜shpq d’une image ayant subit un changement d’échelle est la même qu’une image
originale. ηshpq est donc invariant aux changements d’échelle.
2.2.2.5 Les moments 2D "shifted" pour une image ayant subie une
rotation
Dans cette partie, deux techniques sont proposées pour obtenir l’invariance
à la rotation pour les nouveaux moments. La première méthode consiste à faire
une rotation de l’image en utilisant la méthode des axes principaux [Hu62] et les
moments obtenus sont invariants à la rotation. Ceci est effectué en calculant les
moments centraux de second ordre en utilisant la relation (2.19) et l’obtention de
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l’angle θ selon l’équation (2.18). Les nouveaux moments sont calculés à l’aide de
la relation (2.50) pour les images continues.
Dans la seconde technique, pour obtenir l’invariance à la rotation pour les
nouveaux moments, nous utilisons la relation (2.56). Si l’image subie une rotation
d’angle θ, les moments changent selon la relation
µrpq =
p∑
i=0
q∑
j=0
(
p
i
)(
q
j
)
ri11r
j
21r
p−i
12 r
q−j
22 µi+j,p+q−(i+j) (2.59)
où rmn sont les éléments de la matrice de rotation dans le plan image d’angle
(α=θ - θr) : [
r11 r12
r21 r22
]
=
[
cosα sinα
− sinα cosα
]
(2.60)
θr est la valeur fixe de l’orientation de l’image et l’angle θ est obtenu à partir
de la relation (2.18) et µpq est calculé a partir de (2.50).
En utilisant la loi binomiale, nous pouvons établir une relation entre les mo-
ments centrés et les moments "shifted". En développant la relation (2.50), on
obtient :
µsh
pq =
∫∫
R
[∑p
i=0
(
p
i
)
(x− xg)
p−i xi
sh
∑q
j=0
(
q
j
)
(y − yg)
q−j yj
sh
]
dxdy
=
∑p
i=0
∑q
j=0
(
p
i
)(
q
j
)
xishy
j
shµp−i,q−j
(2.61)
La relation (2.61) ne s’applique que dans le cas des images continues. En
combinant l’équation (2.61) et (2.59), nous obtenons les moments µshrpq qui sont
invariants aux mouvements de rotations. En utilisant cette méthode, nous don-
nons ci-dessous les équations des moments invariants µshrpq jusqu’à l’ordre 3 :
µshr20 = µ
r
20 +m00x
2
sh
µshr02 = µ
r
02 +m00y
2
sh
µshr11 = µ
r
11 +m00xshysh
µshr30 = µ
r
30 + 3µ
r
20xsh +m00x
3
sh
µshr03 = µ
r
03 + 3µ
r
02ysh +m00y
3
sh
µshr21 = µ
r
21 + µ
r
20ysh + 2µ
r
11xsh +m00x
2
sh
ysh
µshr12 = µ
r
12 + µ
r
02xsh + 2µ
r
11ysh +m00y
2
sh
xsh
Où les paramètres "shifted" xsh et ysh sont obtenus à partir de l’équation
(2.51) ou (2.52). Les moments µshrpq sont ensuite insérés dans l’équation (2.56)
pour obtenir ηshpq qui sont invariants aux mouvement de translation, d’échelle et
de rotation.
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2.2.2.6 Matrices d’interaction associées aux moments 2D "shifted"
Considérons les moments décalés définis par la relation (2.50) et considérons
aussi la relation liant les moments centrés et les moments décalés définis par la
relation (2.61) ; de (2.14) et (2.61), la forme générale de la matrice d’interaction
relative aux moments décalés peut s’écrire :
Lµshpq
=
p∑
i=0
q∑
j=0
(
p
i
)(
q
j
)[(
ixi−1sh y
j
shLxsh + jx
i
shy
j−1
sh Lysh
)
µp−i,q−j + xishy
j
shLµp−i,q−j
]
(2.62)
Les matrices d’interactions correspondantes à xsh , ysh et "a" peuvent s’écrire
en prenant les dérivées de (2.51), (2.52) et (2.53) :
- En prenant le point P1

Lxsh1 = Lxg + La cos θ − aLθ sin θ
Lysh1 = Lyg + La sin θ + aLθ cos θ
La =
1
4
(µ20 + µ02)
− 3
4 (Lµ20 + Lµ02)
(2.63)
- En prenant le point P2

Lxsh2 = La cos
(
θ + π
2
)
− aLθ sin
(
θ + π
2
)
Lysh2 = La sin
(
θ + π
2
)
+ aLθ cos
(
θ + π
2
)
La =
1
4
(µ20 + µ02)
− 3
4 (Lµ20 + Lµ02)
(2.64)
Lµpq est la matrice d’interaction relative a µpq qui s’obtient en utilisant la
relation (2.50).
Nous rappelons que
θ =
1
2
arctan
(
2µ11
µ20 − µ02
)
(2.65)
De [TC05b] on en déduit la matrice d’interaction relative à l’angle de rotation
θ :
Lθ = [(µ20 − µ02)Lµ11 − µ11(Lµ20 − Lµ02)] /∆ (2.66)
où
∆ = (µ20 − µ02)
2 + 4µ2
11
(2.67)
44 Modélisation
En développant l’équation (2.66), la matrice d’interaction relative à l’angle de
rotation θ s’écrit :
Lθ = (θvx θvy θvz θwx θwy − 1) (2.68)
où
θvx = −aA+ bB
θvy = −cA− aB
θvz = −Aθwy +Bθwx
θwx = −bxg + ayg + d
θwy = axg − cyg + e
et

a = µ11(µ20 + µ02)/∆
b = (2µ211 + µ02(µ02 − µ20))/∆
c = (2µ211 + µ20(µ20 − µ02))/∆
d = 5(µ12(µ20 − µ02) + µ11(µ03 − µ21))/∆
e = 5(µ21(µ02 − µ20) + µ11(µ30 − µ12))/∆
2.2.3 Choix du vecteur d’informations visuelles s
Différents vecteurs d’informations visuelles s ont été construits sur la base
des moments de l’image pour la réalisation de tâches référencées vision [CH01],
[Cha04] , [TC05a] , [MC07], [MKC10]. Dans la suite nous proposons une large
amélioration de cette méthode qui utilise les moments de l’image comme infor-
mations visuelles.
La recherche du vecteur d’informations visuelles permet de déterminer les pri-
mitives qui permettront au système d’avoir un comportement optimal. Pour cela,
il faut s’assurer que la matrice d’interaction ne soit pas singulière. Les informa-
tions visuelles choisies doivent donc permettre d’obtenir une matrice d’interac-
tion Ls de rang plein 6 dans un domaine le plus large possible. Pour assurer cette
condition, il suffira de réaliser un schéma de commande le plus découplé possible,
ie pouvoir associer a chaque degré de liberté à commander, une caractéristique
extraite de l’image qui ne dépendra que de ce degré de liberté. On souhaite donc
avoir une matrice d’interaction diagonale. Malheureusement, ce découplage est
idéal et très difficile à atteindre. Nous allons dans ce qui suit, faire un découplage
par bloc afin d’obtenir une matrice d’interaction triangulaire par bloc qui décou-
plerait les mouvements de translations et de rotations. Un tel découplage nous
permettra par la suite d’éviter facilement les singularités et de pouvoir déterminer
si possible la courbe de singularité.
Dans cette partie, nous ferons un état de l’art sur les informations visuelles
utilisant les moments invariants, ensuite nous proposerons une méthode plus ef-
ficace basée sur les moments "shifted".
2.2.3.1 Informations visuelles pour commander les translations
En asservissement visuel 2D, le comportement des primitives dans l’image est
généralement satisfaisant. Cependant, la trajectoire du robot est imprévisible et
peu satisfaisante pour de grands déplacements en rotation [Cha98]. En fait, la
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différence entre le comportement dans l’image et l’espace 3D est due aux non-
linéarités dans la matrice d’interaction. Notre objectif est d’obtenir une matrice
d’interaction diagonale qui varie très peu autour de la position désirée. Les in-
formations visuelles présentées dans [Tah04] sont basées sur les invariants d’une
projection plane pour obtenir une matrice triangulaire si l’objet est parallèle au
plan de l’image. En outre pour ces positions les éléments de la matrice d’interac-
tion qui correspondent aux translations forment un bloc diagonal constant. Pour
la suite des calculs, nous supposons que la position désirée au plan image est
parallèle à l’objet (ie A=B= 0). Et on note L‖s la matrice d’interaction corres-
pondante.
Classiquement, un choix convenable consiste à sélectionner au moins les mo-
ments :
– d’ordre 0 : m00 , c’est-à-dire l’aire de la région R de l’image ;
– d’ordre 1 : m10 et m01 , qui sont liés aux coordonnées du centre de gravité
de R : xg = m10m00 et yg =
m01
m00
. La matrice d’interaction correspondante est alors
facilement calculable à partir de la forme générale (2.47). On obtient alors [CH01,
Cha02] :
L
‖
xg
L‖
yg
L
‖
a
 =

−C 0 Cxg ε1 − (1 + ε2) yg
0 −C Cyg 1 + ε3 −ε1 −xg
0 0 2aC 3ayg −3axg 0
 (2.69)
avec ε1 = 4 (η11 + xgyg) , ε2 = 4
(
η20 + x
2
g
)
et ε3 = 4
(
η02 + y
2
g
)
On remarque que cette matrice est bien triangulaire mais toute fois, on note
la forte linéarité de ses éléments. On n’a aussi une même dynamique sur chaque
axe de translation. Une autre façon de faire serait de choisir
an = Z
∗
√
a∗
a
, xn = anxg, yn = anyg (2.70)
Où a∗ est la surface désirée de l’objet dans l’image et où Z∗ est la profon-
deur désirée entre la caméra et l’objet. La matrice d’interaction associée à ces
informations visuelles normalisées peut donc s’écrire à partir de la relation (2.47)
[Tah04] :
L
‖
xn =
[
−1 0 0 anε11 −an (1 + ε12) yn
]
L
‖
yn =
[
0 −1 0 an(1 + ε21) −anε11 −xn
]
L
‖
an =
[
0 0 −1 −3yn/2 3xn/2 0
] (2.71)
où ε11 = n11 − xgyg/2, ε12 = n20 − x2g/2 et ε21 = n02 − y
2
g/2
Le choix de xn et yn permet un découplage total des 3 degrés de liberté de
translation. On obtient aussi la même dynamique sur les trois axes de translation.
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Notons le bloc diagonal égal à I3 dans l’équation (2.71). Cette bonne propriété
permettra d’obtenir une bonne trajectoire des translations de la caméra.
2.2.3.2 Informations visuelles pour commander les rotations
L’angle θ défini par l’équation (2.65) est généralement choisi pour contrôler
l’orientation autour de l’axe optique. A partir de (2.68) on a :
L
‖
θ =
[
0 0 0 θwx θwy −1
]
(2.72)
où {
θwx = −bxg + ayg + d
θwy = axg − cyg + e
(2.73)
et 
a = µ11(µ20 + µ02)/∆
b = (2µ211 + µ02(µ02 − µ20))/∆
c = (2µ211 + µ20(µ20 − µ02))/∆
d = 5(µ12(µ20 − µ02) + µ11(µ03 − µ21))/∆
e = 5(µ21(µ02 − µ20) + µ11(µ30 − µ12))/∆
∆ = (µ20 − µ02)
2 + 4µ2
11
On rappelle que l’angle θ dépend essentiellement de la rotation wz autour
de l’axe optique. Pour contrôler les deux derniers mouvements de rotation, à
savoir les rotations autour de l’axe (wx) et (wy) , des combinaisons des moments
invariants ont été choisies parmi celles données ci-dessous [Tah04] :
r1 =
In1
In2
, r2 =
In3
In4
, r3 =
In5
In6
, r4 =
In7
In6
, r5 =
In8
In6
,
r6 =
In9
In6
, r7 =
In11
In10
, r8 =
In12
In10
, r9 =
In13
In15
, r10 =
In14
In15
(2.74)
In1 = −µ20µ02 + µ
2
11
In2 = (µ20 − µ02)
2 + 4µ211
In3 = (µ30 − 3µ12)
2 + (3µ21 − µ03) (3µ21 − µ03)
2
In4 = (µ30 + µ12)
2 + (µ21 + µ03)
2
In5 = −µ
2
30µ
2
03 + 6µ30µ
3
21 − 4µ30µ
3
12 − 4µ03µ
3
21 + 3µ
2
21µ
2
12
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In6 = 3µ
2
30µ
2
12 + 2µ
2
30µ
2
03 − 6µ30µ
3
21µ12 − 6µ30µ21µ12µ03 + 2µ30µ
3
12 + 3µ
4
21
+2µ03µ
3
21 + 3µ
2
21µ
2
03 − 6µ21µ
2
12µ03 + 3µ
4
12 − 6µ21µ
2
12µ03 + 3µ
4
12
In7 = −µ03µ
3
30 + 3µ
2
30µ21µ12 − 2µ30µ
3
21 − 3µ30µ
2
21µ03 + 6µ30µ21µ
2
12
+3µ212µ30µ03 + µ30µ
3
03 − 3µ12µ
3
21 − 6µ03µ12µ
2
21 + 3µ21µ
3
12
−3µ203µ21µ12 + 2µ03µ
3
12
In8 = −µ12µ
3
30 + µ
2
30µ
2
21 − µ
2
30µ21µ03 − 2µ
2
30µ
2
12 + 3µ30µ
2
21µ12
−6µ30µ21µ12µ03 + 3µ30µ
3
12 − µ
2
03µ30µ12 + 3µ03µ
3
21 + 3µ03µ
3
21
−2µ203µ
2
21 + 3µ
2
12µ03µ21 − µ21µ
3
03 + µ
2
12µ
2
03
In9 = µ
4
30 + 6µ12µ
3
30 + 6µ03µ
2
30µ21 + 9µ
2
30µ
2
12 + 2µ
2
30µ
2
03 + 18µ30µ21µ12µ03
+6µ30µ12µ
2
03 + 9µ
2
21µ
2
03 + 6µ21µ
3
03 + µ
4
03
In10 = µ40µ04 − 4µ31µ13 + 3µ22µ22
In11 = 3µ40µ22 − 2µ40µ04 + 3µ31µ31 + 2µ31µ13 − 3µ22µ04 + 3µ13µ13
In12 = 3µ40µ40 + 12µ40µ22 + 2µ40µ04 + 16µ31µ13 + 12µ22µ04 + 3µ04µ04
In13 = (µ50 + 2µ32 + µ14)
2 + (µ05 + 2µ23 + µ41)
2
In14 = (µ50 − 2µ32 − 3µ14)
2 + (µ05 − 2µ23 − 3µ41)
2
In15 = (µ50 − 10µ32 + 5µ14)
2 + (µ05 − 10µ23 + 5µ41)
2
Ces combinaisons sont invariantes aux mouvements de translation parallèles
au plan image, aux changements d’échelles (aux translations selon l’axe optique
si l’objet est parallèle au plan image), ainsi qu’au mouvement de rotation autour
de l’axe optique. La matrice d’interaction liée aux invariants (2.74) peut être
obtenue à partir de (2.49). On obtient alors :
L
‖
ri =
[
0 0 0 riwx riwy 0
]
L
‖
rj =
[
0 0 0 rjwx rjwx 0
] (2.75)
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Où les termes riwx ,riwy , rjwx et rjwy ne sont pas donnés ici. Comme prévu, on
peut noter l’invariance de ces informations visuelles par rapport à tout mouvement
de translation 3D et de rotation par rapport à wz lorsque bien sûr la position
désirée au plan image est parallèle à l’objet. Nous précisons que le choix des
invariants dépend de la forme de l’objet par rapport auquel on veut se positionner.
Ces invariants sont choisis tels que leurs matrices d’interaction associées L‖ri et
L
‖
rj soient les plus orthogonales possible et présentent un domaine de convergence
le plus large possible.
Enfin, dans le cas d’un objet symétrique (un rectangle par exemple), les mo-
ments centrés d’ordre impair deviennent nuls pour toutes les positions où l’image
de l’objet est également symétrique. L’utilisation de la plupart de ces invariants
pour contrôler les vitesses de rotation wx et wy est donc impossible. Pour ce genre
d’objet, un découplage a été réalisé dans [Cha02] en utilisant les informations vi-
suelles suivantes :
{
sx =
c2c3+s2s3
K
sy =
s2c3−c2s3
K

c3 = c
2
1 − s
2
1
s3 = 2s1c1
K =
H1H
(3/2)
2√
a
(2.76)
{
H1 = c
2
1 + s
2
1
H2 = µ20 + µ02
où
{
c1 = µ20 − µ02 , s1 = 2µ11
c2 = µ03 − 3µ21 , s1 = µ30 − 3µ12
2.2.3.3 Nouvelles informations visuelles
Après cet état de l’art sur les informations visuelles existantes utilisant les
moments de l’image, nous proposerons dans ce paragraphe de nouvelles informa-
tions visuelles utilisant les moments dont le centre de gravité a été décalé. Nous
rappelons les six informations visuelles basées sur les moments pour contrôler les
six degrés de liberté de la caméra :
s =
(
xn yn an ri rj θ
)
(2.77)
Nous rappelons aussi que la matrice d’interaction associée à ces six infor-
mations visuelles pour une position de la caméra telle que son plan image soit
parallèle à l’objet a la forme suivante :
L
‖
xn =
[
−1 0 0 anε11 −an (1 + ε12) yn
]
L
‖
yn =
[
0 −1 0 an(1 + ε21) −anε11 xn
]
L
‖
an =
[
0 0 −1 −3yn/2 3xn/2 0
]
L
‖
ri =
[
0 0 0 riwx riwy 0
]
L
‖
rj =
[
0 0 0 rjwx rjwy 0
]
L
‖
θ =
[
0 0 0 θwx θwy −1
]
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On rappelle de nouveau le bon découplage entre les degrés de liberté de la
caméra en utilisant ces combinaisons de moments. Si la matrice L‖rij correspondant
au mouvement de rotation le long de l’axe x et l’axe y est non singulière :
L
‖
rij =
[
riwx riwy
rjwx rjwy
]
(2.78)
Alors la matrice d’interaction relative aux informations visuelles
s =
(
xn yn an ri rj θ
)
sera non singulière. Malheureusement, le choix
des couples d’invariants (ri, rj) à introduire dans la boucle de commande dépend
de l’objet considéré. Pour différents type d’objet, il faudra choisir le meilleur
couple d’invariants (ri, rj) qui permet d’avoir à la fois un bon conditionnement
de la matrice d’interaction et un bon comportement de l’erreur er = (ri − r∗i )
2 +(
rj − r
∗
j
)2
en fonction des rotations wx et wy autour de la position désirée. Ce
choix est d’autant plus difficile lorsque l’objet est de forme symétrique. De plus,
à l’analyse des invariants, nous pouvons constater que les moments d’ordre trois
à cinq ont été utilisé. Toutefois, les fonctions xpyq intervenant dans les moments
ne sont pas orthogonales. De ce fait, bien que l’usage de moments d’ordres éle-
vés permette de caractériser des détails de plus en plus précis, la dynamique de
leurs valeurs tend à s’amoindrir quelle que soit la forme. Teh et Chin montrent
dans [TC88] que les moments invariants ne sont pas des descripteurs robustes en
présence de bruit.
Au vue de cette analyse critique, nous pouvons donc dire que l’étude de la
stabilité en asservissement visuel reste encore un champ ouvert pour la recherche.
Notre contribution dans ce travail est de trouver un unique couple (ri, rj)
comme informations visuelles pour contrôler les rotations autour de l’axe wx et
wy. Ce couple d’invariants ne devrait pas dépendre de la forme de l’objet. Pour
réduire le bruit dans la mesure, les moments d’ordre faible seront utilisés. Le
couple (ri, rj) ainsi choisi, devrait être calculé en utilisant les moments 2D extraits
de l’image dont le centre de gravité (xg, yg) aurait subi un décalage. Le nouveau
centre de gravité (xg + xsh, yg + ysh) respecte toutes les propriétés d’invariance à
savoir l’invariance aux mouvements de translation, d’échelle et de rotation de la
caméra.
Considérons les trois polynômes suivants :
Is1 = −µ
sh
30µ
sh
12 + µ
sh
21µ
sh
21 − µ
sh
03µ
sh
21 + µ
sh
12µ
sh
12 (2.79)
Is2 = µ
sh
20µ
sh
02 − µ
sh
11µ
sh
11 (2.80)
Is3 = 3µ
sh
30µ
sh
12 + µ
sh
30µ
sh
30 + 3µ
sh
03µ
sh
21 + µ
sh
03µ
sh
03 (2.81)
Où les µshpq sont calculés en utilisant la relation (2.61) que nous rappelons ici :
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µsh
pq =
∫∫
R
[∑p
i=0
(
p
i
)
(x− xg)
p−i xi
sh
∑q
j=0
(
q
j
)
(y − yg)
q−j yj
sh
]
dxdy
=
∑p
i=0
∑q
j=0
(
p
i
)(
q
j
)
xishy
j
shµp−i,q−j
(2.82)
Si les paramètres de décalage sont nuls, alors
rs1 =
Is1
I
8/10
s2
ou
rs2 =
Is3
I
8/10
s2
ou
rs3 =
Is3
Is1
sont invariants aux mouvements de translation, d’échelle et de rotation. Dans
cette optique, les points P1 et P2 doivent être choisi de telle sorte que rs1, rs2
et rs3, restent invariant aux mouvements de translation, d’echelle et de rotation
dans le plan image. Pour cela, les points P1 et P2 sont choisis de telle sorte
qu’ils doivent subir les mêmes translations, les mêmes rotations et les mêmes
changements d’echelle que l’objet dans le plan image. Pour toutes ces raisons
évoquées, les pointsP1 etP2 doivent appartenir au contour de l’objet projeté dans
le plan image. Toutefois, choisir un point qui respectera ces conditions nécessitera
un traitement d’image supplémentaire pour faire l’appariement ou le "tracking"
durant l’asservissement visuel. Pour éviter cela, nous pouvons exploiter le même
invariant "rsi" dont la forme dépendra du choix des points P1 et P2. Au regard
de la figure 2.3, le point P1 peut être choisi dans la direction du vecteur n et
ayant comme coordonnées xsh1 et ysh1 que nous rappelons ici :
xsh1 = xg + a cos θ
et
ysh1 = yg + a sin θ
où le vecteur n définit la direction de l’axe principale de l’objet comme le
montre la figure 2.3. Si le paramètre "a" est invariant aux rotations, le point P1
subira la même rotation dans le plan image que l’objet. Si de plus le paramètre
"a" subit le même mouvement d’echelle que l’objet dans le plan image, alors le
point P1 subira le même mouvement d’echelle que tous les points appartenant au
contour de l’objet. Dans cette situation, les invariants rs1, rs2 et rs3 seront inva-
riants aux mouvements de translation, de rotation et de changement d’echelle. Un
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second point P2 peut aussi être choisi dans la direction d’un vecteur v définissant
l’axe principal mineur et ayant pour coordonnées xsh2 et ysh2 que nous rappelons
ici :
xsh2 = xg + a cos
(
θ +
π
2
)
et
ysh2 = yg + a sin
(
θ +
π
2
)
Comme paramètre "a" commun aux deux pointsP1 etP2 nous pouvons choisir
a = (µ20 + µ02)
1
4
Ou bien des valeurs différentes pour chaque point en choisissant les paramètres
des axes principaux
a21 =
2
µ00
(
µ02 + µ20 +
√
(µ20 − µ02)
2 + 4µ211
)
a22 =
2
µ00
(
µ02 + µ20 −
√
(µ20 − µ02)
2 + 4µ211
)
Pour contrôler la rotation autour de l’axe wx et wy respectivement, les mo-
ments " shifted" ayant subi un décalage du centre de gravité µshpq dans l’équation
(2.50) sont calculés en utlisant les coordonnées du point P1 et P2 respectivement.
Ainsi la matrice d’interaction relative à l’un des invariants rs1, rs2 et rs3 suivant
l’axe wx et wy aura la forme
L
‖
rsi =
[
0 0 0 riwxsh1/P1 riwysh1/P1 0
]
L
‖
rsj =
[
0 0 0 rjwxsh2/P2 rjwysh2/P2 0
] (2.83)
Alors la matrice d’interaction relative aux nouvelles informations visuelles
sn =
(
xn yn an ri/P1 rj/P2 θ
)
aura donc la forme suivante :
L
‖
xn =
[
−1 0 0 anε11 −an (1 + ε12) yn
]
L
‖
yn =
[
0 −1 0 an(1 + ε21) −anε11 xn
]
L
‖
an =
[
0 0 −1 −3yn/2 3xn/2 0
]
L
‖
rsi =
[
0 0 0 riwxsh1/P1 riwysh1/P1 0
]
L
‖
rsj =
[
0 0 0 rjwxsh2/P2 rjwysh2/P2 0
]
L
‖
θ =
[
0 0 0 θwx θwy −1
]
(2.84)
Où les expressions riwxsh1/P1,riwysh1/P1, riwxsh2/P2 et riwysh2/P2 seront données
dans le chapitre relatif à l’étude de la stabilité.
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2.2.3.4 Conclusion
Dans ce chapitre, nous avons rappelé des notions sur la commande par asser-
vissement visuel et en particulier la notion de matrice d’interaction. Par ailleurs,
nous avons donné les formules analytiques de ces matrices dans le cas des moments
2D extraits de l’image. Nous avons présenté également les problèmes potentiels
rencontrés en asservissement visuel. Pour remédier à ces problèmes, nous avons
proposé six informations visuelles calculées à partir des moments 2D extraits de
l’image d’un objet plan continu, dont le centre de gravité a été decalé. Ce choix
d’informations visuelles a permis d’obtenir une matrice d’interaction creuse et
de minimiser les non linéarités de celle-ci pour une position de la caméra où son
plan image est parallèle à l’objet. Dans le chapitre suivant, nous appliquons ces
résultats au problème de stabilité.
Chapitre 3
Etude de la stabilité
3.1 Introduction
La notion de stabilité constitue une problématique centrale de la théorie du
contrôle. Différents types de problèmes de stabilité peuvent être rencontrés dans
l’étude des systèmes dynamiques. Dans cette partie, nous entendons par stabilité
des points d’équilibre. La stabilité d’un point d’équilibre est généralement étudiée
à l’aide du concept de stabilité au sens de Lyapunov. Par définition, si un système
est dans un état d’équilibre, il restera dans cet état pour t variant dans le temps.
L’étude de la stabilité au sens de Lyapunov consiste en l’étude des trajectoires du
système quand l’état initial est voisin d’un état d’équilibre. La stabilité au sens
de Lyapunov ou la stabilité asymptotique se démontrent grâce à une "fonction
de Lyapunov ", qui est une généralisation de l’énergie d’un système. L’avantage
de cette généralisation est que l’existence d’une fonction de Lyapunov ayant les
propriétés requises est une condition nécessaire et suffisante de stabilité à la Lya-
punov ou asymptotique ; son inconvénient est que la recherche d’une telle fonction
est un problème dont la solution, sauf cas particulier, n’a rien d’évident. Dans
le cas de systèmes linéaires aux paramètres incertains, cette recherche peut se
formaliser en un problème d’optimisation et, lorsque celui-ci est convexe, il existe
des algorithmes de résolution efficaces. Il existe également des méthodes permet-
tant de réaliser un bouclage de manière qu’une fonction de Lyapunov, choisie à
l’avance, garantisse la stabilité. La théorie du contrôle, au carrefour des mathé-
matiques et de l’automatique, s’efforce d’apporter des résultats et des méthodes
permettant de comprendre, d’analyser et de résoudre les problèmes associés à des
systèmes contrôlés. Ces systèmes ont des variables qui permettent d’influencer sa
dynamique et qui peuvent être ajustées par un opérateur ou un processus au-
tomatisé. Les domaines d’application sont essentiellement ceux de l’automatique
c’est-à-dire la synthèse de lois de commande pour des processus provenant de
différents domaines applicatifs comme la robotique. L’un des objectifs de l’auto-
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matique est de construire un contrôle suffisamment régulier pour être utilisable
en pratique. En ce qui concerne les systèmes linéaires, de nombreux outils per-
formants permettent de construire un tel contrôle. En effet, la stabilité au sens
de Lyapunov est bien maîtrisée pour les systèmes linéaires. Par contre, la stabi-
lité des systèmes non linéaires reste encore largement inconnue dans l’industrie,
bien que des techniques de linéarisation permettent d’obtenir dans certains cas
de bons résultats.
3.2 Stabilité au sens de Lyapunov
La seconde méthode de Lyapunov concerne l’analyse de la stabilité interne
d’un système dynamique. Le concept de stabilité au sens de Lyapunov permet
de caractériser des domaines de stabilité pour des systèmes non- linéaires. Cette
notion est intimement liée à la notion de fonction de Lyapunov. La définition
d’une fonction scalaire V appelé fonction candidate à Lyapunov est présentée
comme suit :
Définition III.1
La fonction V : D ⊆ ℜn → ℜ+ est une fonction de Lyapunov, si elle satisfait
les deux conditions suivantes :
1. V(x) est continue et ses dérivées partielles V˙i (x) = ∂V∂xi existent et sont
continues pour tout i=1,. . .. ,n.
2. V(x) >0 pour tout x 6= 0 etV (0) = 0.
L’existence d’une fonction de Lyapunov contractive le long des trajectoires
d’un système permet de garantir la stabilité de ce système, comme cela est expli-
cité dans le théorème suivant :
Théorème III.1
Dans un voisinage D ⊂ ℜn, l’équilibre x = 0, x ∈ D, est :
1. Localement stable s’il existe une fonction de Lyapunov V(x) telle que
V˙i (x) < 0 pour tout x ∈ D ;
2. Localement asymptotiquement stable s’il existe une fonction de Lyapunov
V : D → ℜ+ telle que V˙i (x) < 0 pour tout x ∈ D, x 6= 0.
Il est important de souligner que le théorème III.1 garantit la stabilité dans
un sens local, c’est-à-dire dans un voisinage de l’origine contenu dans l’ensemble
D. Si la convergence des trajectoires vers l’origine est garantie quelle que soit
x(0) ∈ D → ℜn alors le système est dit globalement asymptotiquement stable.
Ce théorème fournit aussi une condition suffisante pour la stabilité.
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3.3 Rappels sur la commande référencée capteur
des robots manipulateurs
3.3.1 Approche fonction de tâche appliquée aux asservis-
sements visuels
Le formalisme des fonctions de tâche pour la commande de robots manipu-
lateurs qui suit est tiré de [CS91] . Le lecteur intéressé est invité à consulter cet
ouvrage pour un exposé plus approfondi.
Ce formalisme permet d’exprimer une tâche robotique à effectuer comme étant
la régulation vers zéro sur un horizon temporel d’une fonction e(q(t),t) appelée
fonction de tâche. Cette fonction appartient à la classe C2, de même dimension
n que le vecteur q(t) de coordonnées généralisées du robot. Elle exprime l’erreur
entre la configuration courante et la configuration souhaitée du capteur par rap-
port à la scène. Dans le cas de l’asservissement visuel 2D, le positionnement de la
caméra par rapport à une cible visuelle, est caractérisée par un vecteur s(t) de k
> 6 informations issues de l’image. La fonction de tâche est généralement définie
sous la forme suivante :
e (q (t) , t) = C (s (r (q) , t)− s∗) (3.1)
- s(r(q),t) est le vecteur de mesures de dimension k obtenu à partir des infor-
mations visuelles courantes. Il exprime le fait que les données visuelles à l’instant
courant dépendent de la situation de la caméra mais également du temps si la
cible est animée d’un mouvement propre ;
- s∗ représente la valeur que s doit atteindre pour que la tâche soit correcte-
ment réalisée. En d’autre terme c’est la consigne sur les informations visuelles de
la tâche. Elle peut être constante ou variable en fonction du temps ;
- C est une matrice de combinaison de dimension n x k dite matrice de com-
binaison, avec n correspondant au nombre de degrés de liberté du robot à com-
mander. Elle permet de prendre en compte par combinaison plus d’informations
que de degrés de liberté, de manière à gérer une éventuelle redondance de l’infor-
mation ;
- r(q(t),t) est la pose du capteur. C’est la position entre la caméra et son
environnement.
Rappelons que le jacobien du robot J(q) exprime le lien différentiel entre la
situation r(t) de la caméra et le vecteur de coordonnées généralisées q(t) :
r˙ (t) = J (q) q˙ (3.2)
Où J (q) = ∂r
∂q
est la matrice jacobienne du robot exprimant le passage entre
la vitesse de l’effecteur et la vitesse articulaire du robot. Nous supposerons par
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la suite que le jacobien du robot est parfaitement connu et inversible.
Pour poser correctement le problème de la régulation de la fonction de tâche,
Samson et al. [CS91] ont introduit une condition d’admissibilité de la tâche qui
est vérifiée si e possède certaines propriétés que nous allons définir par la suite.
L’équation (3.1) ainsi définie, la fonction de tâche apparait comme une fonction
d’erreur et le problème de commande consiste à réguler cette erreur c’est-à-dire
l’amener à zéro et à l’y maintenir. La notion de ρ- admissibilité, définie dans
[CS91], permet d’établir des conditions suffisantes de régularité pour que cette
condition soit assurée.
Pour bien poser le problème de régulation de la fonction de tâche e (q (t) , t)
comme cela est précisé dans Samson et al. [CS91], la fonction de tâche doit possé-
der certaines propriétés, comme l’unicité de la trajectoire qr(t) qui est solution de
la condition e (q (t) , t) = 0 ∀t ∈ [0, T ]. La résolution de l’équation e (q (t) , t) = 0
n’étant en général pas unique à cause de la non- linéarité de la fonction de tâche,
peut conduire à la définition de plusieurs trajectoires qui seront des solutions dis-
tinctes. Pour pallier à cet inconvénient, il est nécessaire d’introduire une condition
initiale qr(0) = q0, qui vérifie e (q0, 0) = 0. Notons qu’une trajectoire solution véri-
fiant cette propriété additionnelle est dite trajectoire idéale [CS91]. Cette dernière
condition est encore insuffisante pour assurer la condition de régularité recher-
chée. Pour que le problème soit bien posé, il est nécessaire que le jacobien de
la tâche e˙ = ∂e
∂q
soit non singulier. D’autre part, outre l’unicité de la trajectoire
solution, il est nécessaire d’une part que la régulation de la fonction de tâche
vers 0 assure la convergence de la trajectoire du robot vers la trajectoire solution
désirée, et d’autre part qu’ une petite variation de e induit une petite variation
de q. Lorsque toutes les conditions requises sont satisfaites, la propriété de ρ-
admissibilité offre les conditions suffisantes puisqu’ elle permet d’assurer l’exis-
tence d’un difféomorphisme local F entre un ensemble de couples (q, t), incluant
la condition initiale q0, et l’ensemble des couples (e, t) correspondants.
Pour contrôler un robot la commande cinématique qui consiste à envoyer
périodiquement des consignes de vitesses articulaires au robot, est la plus utiliée.
Le système de commande considéré est donc :
q˙ = v (3.3)
avec q ∈ Q le vecteur de configuration articulaire du robot (dim(Q) = n)
et v ∈ Rn le vecteur des vitesses articulaires assimilé au vecteur de commande.
Les moteurs utilisés dans la plupart des robots disposent d’un asservisement en
vitesse de bas niveau. Ceci justifie donc le choix de la commande cinématique.
L’hypothèse sous-jacente est que cet asservissement est capable d’assurer l’éga-
lité entre la vitesse réelle des moteurs et la vitesse désirée (i.e. q˙ = q˙∗). Cette
hypothèse ne pourra être validée que pour des faibles accélérations nécessitant
un découplage dynamique des articulations du robot [CS91]. Dans la théorie clas-
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sique du contrôle de robots, un problème de commande est exprimé comme la
régulation d’une fonction de sortie du système robotique ; ce dernier étant défini
comme l’ensemble robot plus capteurs. Les fonctions de tâche constituent une
classe particulière de fonctions de sortie de classe Ck , k = 1, à valeurs dans Rn,
qui dépendent du vecteur q de configuration articulaire du robot et du temps
en tant que paramètre indépendant. L’approche de commande par fonctions de
tâche, développée dans [CS91], fournit un cadre général pour la synthèse des lois
de commande pour les robots manipulateurs. Nous pouvons trouver des fonctions
de tâche exprimées dans :
- l’espace articulaire du robot :
e (q, t) = r (s (q))−r (s∗ (t)) . La position r de l’effecteur du robot est estimée
à partir des informations visuelles. Cette approche est appelée asservissement
visuel 3D car le contrôle de la caméra s’effectue dans l’espace cartésien [WW96]
et [PM99].
- l’espace euclidien :
e (q, t) = q¯ (q (q))− q¯∗ (q∗ (t)). La configuration articulaire du robot est ob-
servée par une caméra déportée. On parle dans ce cas d’asservissement visuel
dans l’espace articulaire. La caméra qui observe le robot dispose généralement
d’un grand champ de vision pour que toutes les articulations du robot soient vi-
sibles. Cette méthode a été utilisée pour un robot à un axe par [YC89] mais en
utilisant au moins deux caméras.
- espace d’un capteur :
e(q, t) = s(q, t) - s*(t), avec s le signal du capteur. On peut encore l’écrire
sous la forme :
e (q, t) = C (s (q) − s∗ (t)) où C est une matrice qui permet de tenir compte
d’une éventuelles redondance d’information. La fonction de tâche est construite
à partir de la différence entre les informations visuelles courantes et désirées.
Cette approche est appelée asservissement visuel 2D car le contrôle s’effectue
dans l’image [Cha90],[BE92] et[NPK83]. Cette méthode a été aussi appliquée à
une caméra déportée.
Définition III.2 : Notion de ρ-admissibilité
Une fonction de tâche e (q, t) de classe Ck, k = 1, d’un ouvert de Rn × R
dans Rn est ρ-admissible sur l’ ensemble Cρ,T et sur l’intervalle de temps [0, T ] si
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et seulement si la fonction F(q, t) = e (q, t) admet un difféomorphisme de classe
Ck de Cρ,T sur la boule fermée Bρ × [0, T ], centrée en 0 et de rayon ρ.
Définition III.3 équivalente à la notion de ρ-admissibilité
Soit Cρ,T l’ensemble des couples (q,t) et Bρ une boule fermée de centre O et
de rayon ρ. Si T ≺ +∞, la propriété de ρ- admissibilité est équivalente aux trois
propositions suivantes :
1. Cρ,T est une composante connexe par arc non vide de F−1 (Bρ x [0, T ]),
2. Cρ,T est une partie fermée de Rn × R,
3. Pour tout couple (q,t) appartenant à Cρ,T :
- det
(
∂e
∂q
(q, t)
)
6= 0 ,
-
∥∥∥∥(∂e∂q)−1∥∥∥∥ ≺ mρ,T ≺ ∞ ,
-
∥∥∥∂e∂q∥∥∥ ≺ m′ρ,T ≺ ∞,
Si T = +∞, ces conditions sont seulement suffisantes.
Bien que cette définition permette de définir des conditions suffisantes pour
l’existence d’un lien régulier entre l’espace de la tâche et l’espace d’état, elle n’est
pas facilement utilisable en pratique. Le théorème suivant, proposé par [CS91], est
d’un intérêt pratique beaucoup plus grand. Il permet de garantir la ρ- admissibilité
au voisinage d’une trajectoire de référence, à partir de la condition essentielle de
régularité du jacobien de la tâche.
Théorème III.2 : Condition de ρ-admissibilité
Soit {e (q (t) , t) ;q0 } une fonction de tâche admettant une trajectoire idéale
qr(t) définie sur l’intervalle de temps [0, T]. Si
- e (q (t) , t) est de classe C2 ;
- la matrice jacobienne de la tâche e˙ = ∂e
∂q
est inversible au voisinage de qr(t) ;
- l’horizon de temps reste fini T < +∞ ;
il existe un rayon ρ> 0 tel que la tâche considérée soit ρ- admissible.
La condition ρ- admissibilité permet de prouver l’existence d’une applica-
tion bijective c’est-à-dire l’existence d’un difféomorphisme local F. Ce difféomor-
phisme permet alors d’établir un lien régulier entre l’espace d’état et l’espace
capteur dans lequel s’exprime la commande. Comme nous le rappellerons dans
la section suivante, la plupart des lois de commande référencée – vison, visant
à faire exécuter au robot une trajectoire de référence qr(t), consistent à réguler
à zéro la fonction de tâche, à l’aide des techniques souvent très complexes. Bien
que la simplicité de telles approches permette dans de nombreux cas d’apporter
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une solution satisfaisante au problème, elle est toutefois limitée dans son champ
d’application. la notion de ρ-admissibilité permet de montrer d’une part qu’il y a
équivalence entre la synthèse de la loi de commande dans l’espace d’état et la syn-
thèse dans l’espace capteur, et d’autre part que la trajectoire de référence qr(t)
est unique. Finalement, la condition essentielle permettant d’établir la condition
de ρ-admissibilité est de définir e (q (t) , t) de telle sorte que sa jacobienne soit
inversible au voisinage de la trajectoire solution.
3.3.2 Convergence exponentielle de la fonction de tâche
La régulation à zéro de la fonction de tâche est réalisée par une commande
cinématique garantissant une décroissance exponentielle de e. Cette convergence
vers zéro garantit l’exécution du mouvement de la caméra de la position initiale
vers la position désirée. La décroissance exponentielle est obtenue pour chaque
composante de e en vérifiant l’équation différentielle du premier ordre suivante :
e˙ = −λe (3.4)
où λ>0 est un gain scalaire positif et correspond directement à l’inverse de la
constante de temps de la décroissance exponentielle de chaque composante de e.
3.3.2.1 Synthèse de la commande.
La dérivée par rapport au temps de la fonction de tâche dans le cas où la
matrice de combinaison C est constante s’écrit :
e˙ = Cs˙ (3.5)
En utilisant la relation (2.2) que nous rappelons s˙ = LsTRC/R, il vient alors
que :
e˙ = CLsTRC/R (3.6)
Ou bien dans le cas plus général, en tenant compte de l’équation (3.1) cette
expression peut s’écrire directement en fonction du torseur cinématique TRC/R
du capteur visuel selon la relation :
e˙ (r (t) , t) = Cs˙ (r (t) , t)−CLsTRC/R +
∂e
∂t
(3.7)
Où ∂e
∂t
= C∂s
∂t
représente les variations de e dues à la variation propre de s.
Il est nécessaire de disposer d’au moins six informations visuelles indépendantes
pour contrôler la situation complète de la caméra. Dans ce cas, la matrice d’in-
teraction Ls sera alors de rang plein. La commande cinématique garantissant la
décroissance exponentielle découplée de la fonction de tâche e est :
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TRC/R = − (CLs)
−1
(
λe+
∂e
∂t
)
(3.8)
La matrice d’interaction dépend généralement de paramètres mal connus tels
que l’information de la profondeur de la cible par rapport au repère de la caméra.
La mise en oeuvre d’une telle commande est purement théorique, car elle suppose
que :
- les dynamiques du système soient négligeables et n’interviennent pas dans
la commande,
- la matrice d’interaction Ls soit parfaitement connue, ce qui implique la
connaissance des paramètres du capteur de vision, d’un modèle exact de son
interaction avec la scène,
- le terme ∂e
∂t
représentant le mouvement propre de la cible soit connu, ce qui
n ’est généralement pas le cas,
- la matrice CLs soit inversible, carrée, et être telle que e soit de dimension
au moins égale au nombre de degrés de liberté n du robot.
Pour la pratique, la matrice d’interaction Ls est construite sur des fortes hy-
pothèses qui l’éloignent de la réalité car elle dépend des paramètres intrinsèques
de la caméra sui sont dans la plupart des cas estimés. Pour cette raison, l’expres-
sion (3.8) est usuellement réécrite en faisant apparaitre des valeurs estimées de
ces grandeurs de la manière suivante :
TRC/R = −
(
C
⌢
Ls
)−1(
λe+
∂̂e
∂t
)
(3.9)
Analyse de stabilité
La méthode de Lyapunov peut être utilisée pour étudier la stabilité du système
en boucle fermée. La fonction candidate de Lyapunov choisie, est la norme au
carré de la fonction de tâche définie par Γ = 1
2
‖e (t)‖2. L’analyse consiste alors à
démontrer les conditions permettant de garantir la décroissance de Γ en fonction
du temps. En dérivant Γ, il en résulte l’expression Γ˙ = e T e˙ ; où la variation e˙ de
la fonction de tâche du système bouclé est obtenue en utilisant (3.9) dans (3.7)
on obtient :
e˙ = −λCLs
(
C
⌢
Ls
)−1
e−CLs
(
C
⌢
Ls
)−1 ∂̂e
∂t
+
∂e
∂t
(3.10)
Dans le cas d’une cible fixe (ce qui correspond à une tâche de positionnement),(
∂e
∂t
= ∂̂e
∂t
= 0
)
nous obtenons Γ˙ = −λe TCLs
(
C
⌢
Ls
)−1
e ; la condition de
positivité est alors :
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CLs
(
C
⌢
Ls
)−1
> 0 (3.11)
Cette condition de stabilité apparaît directement comme une condition suf-
fisante pour assurer la décroissance de l’erreur e. D’autre part, la décroissance
exponentielle de la focntion de tâche peut également être retrouvée sans cette
hypothèse sous les conditions : Ls =
⌢
Ls et
(
∂e
∂t
= ∂̂e
∂t
)
. Différents choix ont été
proposés pour les matrices C et
⌢
Ls dans le cas de l’asservissement visuel 2D.
Pour simplifier les développements, nous ferons à nouveau l’hypothèse que la
cible est fixe.
La loi de commande (3.10) semble donc être très prometteuse puisqu’elle est
globalement asymptotiquement stable dans l’espace de la fonction de tâche e.
De plus, l’équation (3.11) assure le comportement spécifié e˙= -λe, à savoir une
convergence exponentielle découplée de chaque composante de e, à partir du
moment où Ls∗ et Ls ne sont pas entachées d’erreur.
Cela dit, pour démontrer la stabilité dans l’espace des configurations, à savoir
SE3 ou encore l’espace des informations visuelles s, nous devons démontrer que
e = 0 si et seulement si s = s∗. Cette dernière condition devient fausse dès que
(s− s∗) ∈ KerL+s∗ (3.12)
Dans ce cas, on a alors e = 0, alors que s différent de s∗, ce qui correspond à
un minimum local. En d’autres termes, la fonction de tâche e choisie assure un
difféomorphisme avec SE3 , mais ce difféomorphisme n’est pas global (i.e. valide
dans tout SE3) mais seulement local dès qu’il existe une configuration telle que
(3.12) est vérifiée.
3.3.2.2 Synthèse de commandes dans les différents espaces
Cas ou k=6
Le cas d’un vecteur s de dimension 6 est obtenu pour une cible constituée
de 3 points non alignés. Dans ce cas, on peut faire le choix simple C = I6 . Le
comportement du vecteur s est similaire à celui de e, toutes les composantes de s
ont une décroissante exponentielle découplée. La loi de commande devient alors :
TRC/R = −λ
⌢
L
−1
s e = −λ
⌢
L
−1
s (s− s∗) (3.13)
avec pour condition de stabilité
Ls
⌢
L
−1
s > 0 (3.14)
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L’estimation de la valeur de Ls à chaque itération de la loi de commande
permet de rapprocher la dynamique de l’erreur à un comportement exponentiel
idéal :
s˙ = −λLs
⌢
L
−1
s (s− s∗) (3.15)
La trajectoire en boucle fermée du système est alors donnée par :
s = s ∗+(s0 − s∗) e
−λLs
⌢
L
−1
s t ≈ s ∗+(s0 − s∗) e
−λt (3.16)
Où s0 est la valeur initiale des coordonnées des points dans l’image. Cette
équation représente l’équation paramétrique d’une droite dans l’espace de sortie
de la caméra. Outre le problème de mesure et d’estimation de la matrice d’inter-
action, deux difficultés limitent l’application de cette méthode :
1. Certaines configurations existent où la matrice d’interaction Ls est singu-
lière [Mic93] et [Pap95].
2. L’erreur peut être nulle (e = s − s∗) sans que la situation désirée n’ait été
atteinte. Une même image contenant la projection de trois points de la cible
peut en effet être obtenue pour plusieurs situations différentes de la caméra
[MD89].
Cas où k>6
Afin d’éviter les problèmes décrits dans le paragraphe précédent, on peut
utiliser la redondance des informations visuelles 2D, en considérant au moins 4
points non alignés (k>6). On recherche une matrice de combinanisonC constante,
de dimensions 6 x k et de rang plein égal à 6. Une première approche consiste à
choisir pour C la pseudo- inverse de Moore- Penrose d’une approximation de la
matrice d’interaction à la position désirée [BE92] :
C =
⌢
L
+
s/s=s∗ (3.17)
Avec cette nouvelle expression de la matrice de combinaison C, la loi de com-
mande (3.13) s’écrit alors :
TRC/R = −λ
(
⌢
L
+
s/s=s∗
⌢
Ls
)−1
e (3.18)
et l’équation en boucle fermée du système devient :
s˙ = −λLs
(
⌢
L
+
s/s=s∗
⌢
Ls
)−1
⌢
L
+
s/s=s∗ (s− s∗) (3.19)
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Si nous devons choisir
⌢
Ls comme la pseudo – inverse à droite de C, on obtient :
s˙ = −λLs
⌢
L
+
s/s=s∗ (s− s∗) (3.20)
L’annulation de e =
⌢
L
+
s/s=s∗ (s− s
∗) dans le cas où (s− s∗) ∈ KerL+s∗ ne
permet pas de garantir la convergence de s vers s∗. En pratique, on retrouve ces
cas de figure que si des forts mouvements en rotation sont imposés. Afin d’ éviter
ces problèmes, deux alternatives ont été proposées :
1. La première alternative consiste à définir la matrice C comme la matrice
identité Ik d’ordre k. Dans ce cas de figure, pour la définition de la loi de
commande, on utilise une expression similaire à la relation (3.18) mais en
remplaçant le calcul de l’inverse de la matrice d’interaction par sa pseudo-
inverse [KH96] :
⌢
L
+
s =
(
L̂
/
sL̂s
)−1
L̂
/
s
2. La deuxième consiste tout simplement à définir directement C comme la
pseudo- inverse de la matrice d’interaction à l’instant courant : C =
⌢
L
+
s .
Dans les deux cas, le torseur cinématique de la caméra vérifie la relation :
TRC/R = −λ
⌢
L
+
s (s− s∗) (3.21)
La matrice C n’etant plus constante, la condition de stabilité (3.14) ne peut
plus s’appliquer directement pour la seconde méthode. De toute manière si le
comportement de s est considéré, les deux méthodes conduisent à la même dyna-
mique du système en boucle fermée :
s˙ = −λLs
⌢
L
+
s (s− s∗) (3.22)
La fonction de tâche ainsi définie ne vérifie plus la condition de ρ- admissibilité
introduite dans les paragraphes précédents [CS91]. La convergence de s vers s∗
ne permet plus de garantir la stabilité du capteur de vision à la situation désirée.
On ne saurait terminer cette partie sans parler de l’importance du conditionne-
ment de la matrice d’interaction. Un bon conditionnement de cet matrice garantit
une bonne précision du lien entre les informations visuelles et le mouvement de
la caméra.
3.4 Discussion
Pour effectuer une tâche à six ddl, il faut utiliser au moins trois points et em-
piler les matrices associées à chaque point. L’étude exposée dans [Mic93] montre
que certaines configurations entrainent une perte de rang de Ls. Ces singularités
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sont telles que les trois points soient alignés dans l’image ou que le centre optique
C de la caméra appartienne à la surface du cylindre défini par le cercle circons-
crit aux trois points (voir figure 3.1). Il est donc difficile d’assurer que, quelle que
soit la position initiale choisie, le mouvement du robot évitera de traverser une
singularité isolée. Les auteurs concluent qu’il faut un minimum de quatre points
pour éviter certaines singularités liées à la configuration de la caméra par rapport
aux primitives ponctuelles considérées.
Figure 3.1 – cylindre de singularité.
De plus, il existe généralement quatre situations distinctes entre la caméra et
la scène telles que l’image de trois points soit la même [MD89]. La minimisation
de ‖s− s∗‖ peut donc amener le robot à l’un des quatre minima globaux tels que
‖s− s∗‖ = 0. Ainsi, dans ce cas, on peut très bien avoir s − s∗ = 0 sans que la
situation atteinte soit celle qui a été spécifiée.
D’autres problèmes liés au choix des primitives visuelles (et donc à la défi-
nition de la matrice d’interaction) ont été mis en évidence dans la littérature,
en particulier lorsque l’objet observé est un objet représenté par un ensemble de
points :
- Convergence vers un minimum local [Cha98],
- Sensibilité différente de la boucle de contrôle suivant le nombre de points
considérés et leurs profondeurs par rapport à la caméra [Has98],
- Choix de la matrice d’interaction : l’utilisation d’une matrice d’interaction
estimée à chaque itération nécessite de déterminer la profondeur des points consi-
dérés ce qui pose des problèmes rencontrés en asservissement visuel 3D. Le choix
souvent retenu du jacobien image calculé sur la position désirée peut entraîner
des problèmes de convergence et de stabilité si l’erreur initiale est importante
(stabilité et convergence assurées seulement dans un voisinage de la position dé-
sirée).
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Afin d’éviter les situations où la matrice d’interaction dégénère, le choix
d’autres primitives visuelles est proposé dans [Cha98]. En utilisant des primitives
de type droite, l’auteur montre que les singularités de la matrice d’interaction
sont évitées. Ceci est dû en particulier à un partitionnement de l’asservissement
visuel séparant les rotations des translations. Ce partitionnement est également
obtenu avec l’asservissement hybride présenté dans [Deg98] et [MCB99]. L’ap-
proche proposée par Corke et al [CH01] fournit aussi une solution au problème
de singularités de la matrice d’interaction.
Nous avons proposé au chapitre précédent, un choix d’informations visuelles
basées sur les moments dont le centre de gravité a été décalé. De ce choix, il en
résulte une matrice d’interaction que nous voulons non singulière. Si la matrice
L
‖
rij correspondant au mouvement de rotation le long de l’axe x et l’axe y est non
singulière :
L
‖
rij =
[
riwxsh1/P1 riwysh1/P1
rjwxsh1/P2 riwysh1/P2
]
(3.23)
Alors la matrice d’interaction relative aux informations visuelles
s =
(
xn yn an ri rj θ
)
sera non singulière.
3.5 Matrice d’interaction relative au point P1
Sachant que le point P1 peut être choisi dans la direction du vecteur n et avec
pour coordonnées xsh1 et ysh1 que nous rappelons ici (voir figure 2.3) :
xsh1 = xg + a cos θ
ysh1 = yg + a sin θ
Alors les matrices d’interactions correspondantes à xsh1 , ysh1 et "a" peuvent
s’écrire : 
Lxsh1 = Lxg + La cos θ − aLθ sin θ
Lysh1 = Lyg + La sin θ + aLθ cos θ
La =
1
4
(µ20 + µ02)
− 3
4 (Lµ20 + Lµ02)
Appliquons les résultats de l’équation (2.49) sur les moments d’ordre 2, qui
sont µ20, µ02 et µ11 (rappelons que les moments d’ordre 1 µ10 et µ01 sont nuls),
on obtient alors :
Lµ20 = (µ20vx −Bµ20 u20 t20 s20 2µ11)
Lµ02 = (−Aµ02 µ02vy u02 t02 s02 − 2µ11)
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Lµ11 = (µ11vx µ11vy u11 t11 s11 µ02 − µ20)
où
µ20vx = −3Aµ20 − 2Bµ11
µ02vy = −2Aµ11 − 3Bµ02
µ11vx = −2Aµ11 −Bµ02
µ11vy = −Aµ20 − 2Bµ02
uij = −Asij +Btij + 4Cµij
et

s20 = −7xgµ20 − 5µ30
s02 = −5(xgµ02 + µ12)− 2ygµ11
s11 = −6xgµ11 − 5µ21 − ygµ20
t20 = −5(ygµ20 + µ21)− 2xgµ11
t11 = 6ygµ11 + 5µ12 + xgµ02
Nous rappelons aussi la matrice d’interaction relatives a Lθ
Lθ = (αvx αvy αvz αwx αwy − 1)
où 
αvx = −aA+ bB
αvy = −cA− aB
αvz = −Aαwy + Bαwx
αwx = −bxg + ayg + d
αwy = axg − cyg + e
et 
∆ = (µ20 − µ02)
2 + 4µ2
11
a = µ11(µ20 + µ02)/∆
b = (2µ211 + µ02(µ02 − µ20))/∆
c = (2µ211 + µ20(µ20 − µ02))/∆
d = 5(µ12(µ20 − µ02) + µ11(µ03 − µ21))/∆
e = 5(µ21(µ02 − µ20) + µ11(µ30 − µ12))/∆
D’une façon similaire, en considérant les moments d’ordre 1, m10 et m01, on
peut obtenir facilement les matrices d’interaction associées aux coordonnées du
centre de gravité de l’objet dans l’image xg = (m10/m00) et yg = (m01/m00). On
obtient :
Lxg =
(
−1/zg 0 xgvz xgwx xgwy yg
)
(3.24)
et
Lyg =
(
0 − 1/zg ygvz ygwx ygwy − xg
)
(3.25)
où
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
xgvz =
xg/zg + 4 (Aη20 + Bη11)
ygvz =
yg/zg + 4 (Aη11 + Bη02)
xgwx = −ygwy = xgyg + 4η11
xgwy = −(1 + x
2
g + 4η20)
ygwx = 1 + y
2
g + 4η02
η20, η02, et η11 sont les moments centrés normalisés d’ordre 2 :
ηij = µij/m00 avec

µ20 = m20 −m00x
2
g
µ02 = m02 −m00y
2
g
µ11 = m11 −m00xgyg
Comme
Lxsh1 = Lxg + La cos θ − aLθ sin θ (3.26)
on en déduit
Lxsh1 =
(
xsh1/vx xsh1/vy xsh1/vz xsh1/wx xsh1/wy xsh1/wz
)
(3.27)
avec 
xsh1/vx = −
1
zg
+ 1
4
a3 (µ20vx − Aµ02) cos θ − aαvx sin θ
xsh1/vy =
1
4
a3
(
µ02vy − Bµ20
)
cos θ − aαvy sin θ
xsh1/vz = xgvz +
1
4
a3 (µ20 + µ02) cos θ − aαvz sin θ
xsh1/wx = xgwx +
1
4
a3 (t20 + t02) cos θ − aαwx sin θ
xsh1/wy = xgwy +
1
4
a3 (s20 + s02) cos θ − aαwy sin θ
xsh1/wz = yg + a sin θ
et comme
Lysh1 = Lyg + La sin θ + aLθ cos θ (3.28)
on en déduit
Lysh1 =
(
ysh1/vx ysh1/vy ysh1/vz ysh1/wx ysh1/wy ysh1/wz
)
(3.29)
avec 
ysh1/vx =
1
4
a3 (µ20vx − Aµ02) sin θ + aαvx cos θ
ysh1/vy = −
1
zg
+ 1
4
a3
(
µ02vy −Bµ20
)
sin θ + aαvy cos θ
ysh1/vz = ygvz +
1
4
a3 (µ20 + µ02) sin θ + aαvz cos θ
ysh1/wx = ygwx +
1
4
a3 (t20 + t02) sin θ + aαwx cos θ
ysh1/wy = ygwy +
1
4
a3 (s20 + s02) sin θ + aαwy cos θ
ysh1/wz = −xg − a cos θ
La variation µ˙pq des moments centrés se déduit de celle des moments classiques
par la relation ci-après (voir chapitre II) :
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µ˙pq =
∫∫
Ωint
[
∂k
∂x
(x˙− x˙sh1) +
∂k
∂y
(y˙ − y˙sh1) + k(x, y)
(
∂x˙
∂x
+
∂y˙
∂y
)]
dxdy (3.30)
Sachant que :
µ˙pq = Lµpq
[
v
ω
]
(3.31)
On en déduit la matrice d’interaction relative au point P1, Lµpq [P1] :
Lµpq [P1] =
[
µvxP1 µvyP1 µvzP1 µwxP1 µwyP1 µwzP1
]
(3.32)
avec

µvxP1 = − (p+ 1)Aµ
sh1
pq
− pBµsh1
p−1,q+1
− pxsh1/vxµ
sh1
p−1,q
− qysh1/vxµ
sh1
p,q−1
−p(Axsh1 + Bysh1 + C)µ
sh1
p−1,q
µvyP1 = −qAµ
sh1
p+1,q−1
− (q + 1)Bµsh1
pq
− pxsh1/vyµ
sh1
p−1,q
− qysh1/vyµ
sh1
p,q−1
−q(Axsh1 + Bysh1 + C)µ
sh1
p,q−1
µvzP1 = (p+ q + 2)Cµ
sh1
pq
+ (p+ q + 3)Aµsh1
p+1,q
+ (2p+ q + 3)Axsh1µ
sh1
pq
+qysh1Aµ
sh1
p+1,q−1
+ p
(
Ax2sh1 +Bxsh1ysh1 + Cxsh1 − xsh1/vz
)
µsh1
p−1,q
+ (p+ q + 3)Bµsh1
p,q+1
+ pxsh1Bµ
sh1
p−1,q+1
+(p+ 2q + 3) ysh1µ
sh1
pq
+ q
(
By2sh1 + Axsh1ysh1 + Cysh − ysh1/vz
)
µsh1
p,q−1
µwxP1 = (p+ q + 3)µ
sh1
p,q+1
+ pxsh1µ
sh1
p−1,q+1
+ (p+ 2q + 3) ysh1µ
sh1
pq
+p
(
xsh1ysh1 − xsh1/wx
)
µsh1
p−1,q
+ q
(
1 + y2sh1 − ysh1/wx
)
µsh1
p,q−1
µwyP1 = − (p+ q + 3)µ
sh1
p+1,q
− (2p+ q + 3) xsh1µ
sh1
pq
− qysh1µ
sh1
p+1,q−1
−p
(
1 + x2sh1 + xsh1/wx
)
µsh1
p−1,q
− q
(
xsh1ysh1 + ysh1/wx
)
µsh1
p,q−1
µwzP1 = pµ
sh1
p−1,q+1
− qµsh1
p+1,q−1
+ p
(
ysh1 − xsh1/wz
)
µsh1
p−1,q
− q
(
xsh1 − ysh1/wz
)
µsh1
p,q−1
Où les µsh1pq se calculent suivant la relation (2.61) que nous pouvons réécrire
sous la forme :
µsh1
pq =
∫∫
R
[∑p
i=0
(
p
i
)
(x− xg)
p−i xi
sh1
∑q
j=0
(
q
j
)
(y − yg)
q−j yj
sh1
]
dxdy
=
∑p
i=0
∑q
j=0
(
p
i
)(
q
j
)
xish1y
j
sh1µp−i,q−j
(3.33)
3.6 Matrice d’interaction relative au point P2
Sachant que le point P2 peut être choisi dans la direction du vecteur v avec
pour coordonnées xsh2 et ysh2 que nous rappelons ici (voir figure 2.3) :
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xsh2 = xg + a cos
(
θ +
π
2
)
ysh2 = yg + a sin
(
θ +
π
2
)
Et comme
Lxsh2 = La cos
(
θ +
π
2
)
− aLθ sin
(
θ +
π
2
)
(3.34)
on en déduit
Lxsh2 =
(
xsh2/vx xsh2/vy xsh2/vz xsh2/wx xsh2/wy xsh2/wz
)
(3.35)
Avec

xsh2/vx = −
1
zg
+ 1
4
a3 (µ20vx − Aµ02) cos
(
θ + π
2
)
− aαvx sin
(
θ + π
2
)
xsh2/vy =
1
4
a3
(
µ02vy −Bµ20
)
cos
(
θ + π
2
)
− aαvy sin
(
θ + π
2
)
xsh2/vz = xgvz +
1
4
a3 (µ20 + µ02) cos
(
θ + π
2
)
− aαvz sin
(
θ + π
2
)
xsh2/wx = xgwx +
1
4
a3 (t20 + t02) cos
(
θ + π
2
)
− aαwx sin
(
θ + π
2
)
xsh2/wy = xgwy +
1
4
a3 (s20 + s02) cos
(
θ + π
2
)
− aαwy sin
(
θ + π
2
)
xsh2/wz = yg + a sin
(
θ + π
2
)
et comme
Lysh2 = La sin
(
θ +
π
2
)
+ aLθ cos
(
θ +
π
2
)
(3.36)
on en déduit
Lysh2 =
(
ysh2/vx ysh2/vy ysh2/vz ysh2/wx ysh2/wy ysh2/wz
)
(3.37)
avec

ysh2/vx =
1
4
a3 (µ20vx − Aµ02) sin
(
θ + π
2
)
+ aαvx cos
(
θ + π
2
)
ysh2/vy = −
1
zg
+ 1
4
a3
(
µ02vy −Bµ20
)
sin
(
θ + π
2
)
+ aαvy cos
(
θ + π
2
)
ysh2/vz = ygvz +
1
4
a3 (µ20 + µ02) sin
(
θ + π
2
)
+ aαvz cos
(
θ + π
2
)
ysh2/wx = ygwx +
1
4
a3 (t20 + t02) sin
(
θ + π
2
)
+ aαwx cos
(
θ + π
2
)
ysh2/wy = ygwy +
1
4
a3 (s20 + s02) sin
(
θ + π
2
)
+ aαwy cos
(
θ + π
2
)
ysh2/wz = −xg − a cos
(
θ + π
2
)
On en déduit la matrice d’interaction relative au point P2, Lµpq [P2] :
Lµpq [P2] =
[
µvxP2 µvyP2 µvzP2 µwxP2 µwyP2 µwzP2
]
(3.38)
avec
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
µvxP2 = − (p+ 1)Aµ
sh2
pq
− pBµsh2
p−1,q+1
− pxsh2/vxµ
sh2
p−1,q
− qysh2/vxµ
sh2
p,q−1
−p(Axsh2 + Bysh2 + C)µ
sh2
p−1,q
µvyP2 = −qAµ
sh2
p+1,q−1
− (q + 1)Bµsh2
pq
− pxsh2/vyµ
sh2
p−1,q
− qysh2/vyµ
sh2
p,q−1
−q(Axsh2 + Bysh2 + C)µ
sh2
p,q−1
µvzP2 = (p+ q + 2)Cµ
sh2
pq
+ (p+ q + 3)Aµsh2
p+1,q
+ (2p+ q + 3)Axsh2µ
sh2
pq
+qysh2Aµ
sh2
p+1,q−1
+ p
(
Ax2sh2 +Bxsh2ysh2 + Cxsh2 − xsh2/vz
)
µsh2
p−1,q
+ (p+ q + 3)Bµsh2
p,q+1
+ pxsh2Bµ
sh2
p−1,q+1
+(p+ 2q + 3) ysh2µ
sh2
pq
+ q
(
By2sh2 + Axsh2ysh2 + Cysh2 − ysh2/vz
)
µsh2
p,q−1
µwxP2 = (p+ q + 3)µ
sh2
p,q+1
+ pxsh2µ
sh2
p−1,q+1
+ (p+ 2q + 3) ysh2µ
sh2
pq
+p
(
xsh2ysh2 − xsh2/wx
)
µsh2
p−1,q
+ q
(
1 + y2sh2 − ysh2/wx
)
µsh2
p,q−1
µwyP2 = − (p+ q + 3)µ
sh2
p+1,q
− (2p+ q + 3) xsh2µ
sh2
pq
− qysh2µ
sh2
p+1,q−1
−p
(
1 + x2sh2 + xsh2/wx
)
µsh2
p−1,q
− q
(
xsh2ysh2 + ysh2/wx
)
µsh2
p,q−1
µwzP2 = pµ
sh2
p−1,q+1
− qµsh2
p+1,q−1
+ p
(
ysh2 − xsh2/wz
)
µsh2
p−1,q
− q
(
xsh2 − ysh2/wz
)
µsh2
p,q−1
Où les µsh2pq se calculent suivant la relation (2.61) que nous pouvons réécrire
sous la forme :
µsh2
pq =
∫∫
R
[∑p
i=0
(
p
i
)
(x− xg)
p−i xi
sh2
∑q
j=0
(
q
j
)
(y − yg)
q−j yj
sh2
]
dxdy
=
∑p
i=0
∑q
j=0
(
p
i
)(
q
j
)
xish2y
j
sh2µp−i,q−j
(3.39)
3.7 Matrice d’interaction relative à l’invariant rs3
Considérons les polynômes suivants :
Is1 = −µ
sh
30µ
sh
12 + µ
sh
21µ
sh
21 − µ
sh
03µ
sh
21 + µ
sh
12µ
sh
12
Is3 = 3µ
sh
30µ
sh
12 + µ
sh
30µ
sh
30 + 3µ
sh
03µ
sh
21 + µ
sh
03µ
sh
03
Et l’invariant
rs3 =
Is3
Is1
1. En considérant le point P1 on aura comme invariant ri pour commander
les rotations autour de wx
ri =
Is31
Is11
(3.40)
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Où
Is11 = −µ
sh1
30 µ
sh1
12 + µ
sh1
21 µ
sh1
21 − µ
sh1
03 µ
sh1
21 + µ
sh1
12 µ
sh1
12 (3.41)
Is31 = 3µ
sh1
30 µ
sh1
12 + µ
sh1
30 µ
sh1
30 + 3µ
sh1
03 µ
sh1
21 + µ
sh1
03 µ
sh1
03 (3.42)
En prenant les dérivées de ces équations on obtient :
LIS11 = −
(
µsh112 Lµsh130 + µ
sh1
30 Lµsh112
)
+2µsh121 Lµsh121 −
(
µsh121 Lµsh103 + µ
sh1
03 Lµsh121
)
+2µsh112 Lµsh112
(3.43)
et
LIS31 = 3
(
µsh112 Lµsh130 + µ
sh1
30 Lµsh112
)
+2µsh130 Lµsh130 +3
(
µsh121 Lµsh103 + µ
sh1
03 Lµsh121
)
+2µsh103 Lµsh103
(3.44)
1. En considérant le point P2 on aura comme invariant rj pour commander
les rotations autour de wy
rj =
Is32
Is12
(3.45)
Où
Is12 = −µ
sh2
30 µ
sh2
12 + µ
sh2
21 µ
sh2
21 − µ
sh2
03 µ
sh2
21 + µ
sh2
12 µ
sh2
12 (3.46)
Is32 = 3µ
sh2
30 µ
sh2
12 + µ
sh2
30 µ
sh2
30 + 3µ
sh2
03 µ
sh2
21 + µ
sh2
03 µ
sh2
03 (3.47)
En prenant les dérivées de ces équations on obtient :
LIS12 = −
(
µsh212 Lµsh230 + µ
sh2
30 Lµsh212
)
+2µsh221 Lµsh221 −
(
µsh221 Lµsh203 + µ
sh2
03 Lµsh221
)
+2µsh212 Lµsh212
(3.48)
et
LIS32 = 3
(
µsh212 Lµsh230 + µ
sh2
30 Lµsh212
)
+2µsh230 Lµsh230 +3
(
µsh221 Lµsh203 + µ
sh2
03 Lµsh221
)
+2µsh203 Lµsh203
(3.49)
Comme
µwxP1 = (p+ q + 3)µ
sh1
p,q+1
+ pxsh1µ
sh1
p−1,q+1
+(p+ 2q + 3) ysh1µ
sh1
pq
+ p
(
xsh1ysh1 − xsh1/wx
)
µsh1
p−1,q
+ q
(
1 + y2sh1 − ysh1/wx
)
µsh1
p,q−1
(3.50)
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,
µwyP1 = − (p+ q + 3)µ
sh1
p+1,q
− (2p+ q + 3) xsh1µ
sh1
pq
−qysh1µ
sh1
p+1,q−1
− p
(
1 + x2sh1 + xsh1/wx
)
µsh1
p−1,q
− q
(
xsh1ysh1 + ysh1/wx
)
µsh1
p,q−1
(3.51)
et
µwxP2 = (p+ q + 3)µ
sh2
p,q+1
+ pxsh2µ
sh2
p−1,q+1
+(p+ 2q + 3) ysh2µ
sh2
pq
+ p
(
xsh2ysh2 − xsh2/wx
)
µsh2
p−1,q
+ q
(
1 + y2sh2 − ysh2/wx
)
µsh2
p,q−1
(3.52)
,
µwyP2 = − (p+ q + 3)µ
sh2
p+1,q
− (2p+ q + 3) xsh2µ
sh2
pq
−qysh2µ
sh2
p+1,q−1
− p
(
1 + x2sh2 + xsh2/wx
)
µsh2
p−1,q
− q
(
xsh2ysh2 + ysh2/wx
)
µsh2
p,q−1
(3.53)
On calcul les différentes matrices d’interactions correspondant à wx et wy
1. Pour p=3 et q=0,on a
Lµsh1
30
/wx = 6µ
sh1
31
+ 3xsh1µ
sh1
21
+ 6ysh1µ
sh1
30
+ 3
(
xsh1ysh1 − xsh1/wx
)
µsh1
20
Lµsh1
30
/wy = −6µ
sh1
40
− 9xsh1µ
sh1
30
− 3
(
1 + x2sh1 + xsh1/wx
)
µsh1
20
(3.54)
Lµsh2
30
/wx = 6µ
sh2
31
+ 3xsh2µ
sh2
21
+ 6ysh2µ
sh2
30
+ 3
(
xsh2ysh2 − xsh2/wx
)
µsh2
20
Lµsh2
30
/wy = −6µ
sh2
40
− 9xsh2µ
sh2
30
− 3
(
1 + x2sh2 + xsh2/wx
)
µsh2
20
(3.55)
1. Pour p=0 et q=3,on a
Lµsh1
03
/wx = 6µ
sh1
04
+ 9ysh1µ
sh1
03
+ 3
(
1 + y2sh1 − ysh1/wx
)
µsh1
02
Lµsh1
03
/wy = −6µ
sh1
13
− 6xsh1µ
sh1
03
− 3ysh1µ
sh1
12 − 3
(
xsh1ysh1 + ysh1/wx
)
µsh1
02
(3.56)
Lµsh2
03
/wx = 6µ
sh2
04
+ 9ysh2µ
sh2
03
+ 3
(
1 + y2sh2 − ysh2/wx
)
µsh2
02
Lµsh2
03
/wy = −6µ
sh2
13
− 6xsh2µ
sh2
03
− 3ysh2µ
sh2
12 − 3
(
xsh2ysh2 + ysh2/wx
)
µsh2
02
(3.57)
2. Pour p=2 et q=1,on a
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Lµsh121 /wx = 6µ
sh1
22
+ 2xsh1µ
sh1
12
+ 7ysh1µ
sh1
21
+ 2
(
xsh1ysh1 − xsh1/wx
)
µsh1
11
+
(
1 + y2sh1 − ysh1/wx
)
µsh1
20
Lµsh121 /wy = −6µ
sh1
31
− 8xsh1µ
sh1
21
− ysh1µ
sh1
30
− 2
(
1 + x2sh1 + xsh1/wx
)
µsh1
11
−
(
xsh1ysh1 + ysh1/wx
)
µsh1
20
(3.58)
Lµsh221 /wx = 6µ
sh2
22
+ 2xsh2µ
sh2
12
+ 7ysh2µ
sh2
21
+ 2
(
xsh2ysh2 − xsh2/wx
)
µsh2
11
+
(
1 + y2sh2 − ysh2/wx
)
µsh2
20
Lµsh221 /wy = −6µ
sh2
31
− 8xsh2µ
sh2
21
− ysh2µ
sh2
30
−2
(
1 + x2sh2 + xsh2/wx
)
µsh2
11
−
(
xsh2ysh2 + ysh2/wx
)
µsh2
20
(3.59)
1. Pour p=1 et q=2,on a
Lµsh112 /wx = 6µ
sh1
13
+ xsh1µ
sh1
03
+ 7ysh1µ
sh1
12
+
(
xsh1ysh1 − xsh1/wx
)
µsh1
02
+2
(
1 + y2sh1 − ysh1/wx
)
µsh1
11
Lµsh112 /wy = −6µ
sh1
22
− 7xsh1µ
sh1
12
− 2ysh1µ
sh1
21
−
(
1 + x2sh1 + xsh1/wx
)
µsh1
02
−2
(
xsh1ysh1 + ysh1/wx
)
µsh1
11
(3.60)
Lµsh212 /wx = 6µ
sh2
13
+ xsh2µ
sh2
03
+ 7ysh2µ
sh2
12
+
(
xsh2ysh2 − xsh2/wx
)
µsh2
02
+2
(
1 + y2sh2 − ysh2/wx
)
µsh2
11
Lµsh212 /wy = −6µ
sh2
22
− 7xsh2µ
sh2
12
− 2ysh2µ
sh2
21
−
(
1 + x2sh2 + xsh2/wx
)
µsh2
02
−2
(
xsh2ysh2 + ysh2/wx
)
µsh2
11
(3.61)
Sachant que
ri =
Is31
Is11
(3.62)
et
rj =
Is32
Is12
(3.63)
on en déduit
Lri =
1
Is11
LIs31 −
Is31
I2
s11
LIs11 (3.64)
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Lrj =
1
Is12
LIs32 −
Is32
I2
s12
LIs12 (3.65)
Ainsi la matrice d’interaction relative a l’invariant rs3 suivant l’axe wx et l’axe
wy aura la forme
L
‖
rsi =
[
0 0 0 riwxsh1/P1 riwysh1/P1 0
]
et
L
‖
rsj =
[
0 0 0 rjwxsh2/P2 rjwysh2/P2 0
]
avec
riwxsh1/P1 = Lri/wx =
1
Is11
LIs31/wx −
Is31
I2
s11
LIs11/wx
riwysh1/P1 = Lri/wy =
1
Is11
LIs31/wy −
Is31
I2
s11
LIs11/wy
rjwxsh2/P2 = Lrj/wx =
1
Is12
LIs32/wx −
Is32
I2
s12
LIs12/wx
rjwysh2/P2 = Lrj/wy =
1
Is12
LIs32/wy −
Is32
I2
s12
LIs12/wy
et
LIS11/wx = −
(
µsh112 Lµsh130 /wx + µ
sh1
30 Lµsh112 /wx
)
+ 2µsh121 Lµsh121 /wx
−
(
µsh121 Lµsh103 /wx + µ
sh1
03 Lµsh121 /wx
)
+ 2µsh112 Lµsh112 /wx
(3.66)
LIS31/wx = 3
(
µsh112 Lµsh130 /wx + µ
sh1
30 Lµsh112 /wx
)
+ 2µsh130 Lµsh130 /wx
+3
(
µsh121 Lµsh103 /wx + µ
sh1
03 Lµsh121 /wx
)
+ 2µsh103 Lµsh103 /wx
(3.67)
LIS11/wy = −
(
µsh112 Lµsh130 /wy + µ
sh1
30 Lµsh112 /wy
)
+ 2µsh121 Lµsh121 /wy
−
(
µsh121 Lµsh103 /wy + µ
sh1
03 Lµsh121 /wy
)
+ 2µsh112 Lµsh112 /wy
(3.68)
LIS31/wy = 3
(
µsh112 Lµsh130 /wy + µ
sh1
30 Lµsh112 /wy
)
+ 2µsh130 Lµsh130 /wy
+3
(
µsh121 Lµsh103 /wy + µ
sh1
03 Lµsh121 /wy
)
+ 2µsh103 Lµsh103 /wy
(3.69)
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LIS12/wx = −
(
µsh212 Lµsh230 /wx + µ
sh2
30 Lµsh212 /wx
)
+ 2µsh221 Lµsh221 /wx
−
(
µsh221 Lµsh203 /wx + µ
sh2
03 Lµsh221 /wx
)
+ 2µsh212 Lµsh212 /wx
(3.70)
LIS32/wx = 3
(
µsh212 Lµsh230 /wx + µ
sh2
30 Lµsh212 /wx
)
+ 2µsh230 Lµsh230 /wx
+3
(
µsh221 Lµsh203 /wx + µ
sh2
03 Lµsh221 /wx
)
+ 2µsh203 Lµsh203 /wx
(3.71)
LIS12/wy = −
(
µsh212 Lµsh230 /wy + µ
sh2
30 Lµsh212 /wy
)
+ 2µsh221 Lµsh221 /wy
−
(
µsh221 Lµsh203 /wy + µ
sh2
03 Lµsh221 /wy
)
+ 2µsh212 Lµsh212 /wy
(3.72)
LIS32/wy = 3
(
µsh212 Lµsh230 /wy + µ
sh2
30 Lµsh212 /wy
)
+ 2µsh230 Lµsh230 /wy
+3
(
µsh221 Lµsh203 /wy + µ
sh2
03 Lµsh221 /wy
)
+ 2µsh203 Lµsh203 /wy
(3.73)
3.8 Stabilité
Nous rappelons que :
Si la matrice L‖rij correspondant au mouvement de rotation le long de l’axe x
et l’axe y est non singulière :
L
‖
rij =
[
riwxsh1/P1 riwysh1/P1
rjwxsh1/P2 riwysh1/P2
]
(3.74)
Alors la matrice d’interaction relative aux informations visuelles
s =
(
xn yn an ri rj θ
)
sera non singulière.
Pour que la matrice L‖rij soit non singulière, une condition nécessaire et suffi-
sante est que
det(L
‖
rij) = Lri/wxLrj/wy − Lri/wyLrj/wx 6= 0 (3.75)
3.9 Conclusion
Dans ce chapitre, nous avons étudié la commande référencée capteur des ro-
bots manipulateurs en utilisant les mesures issues de capteurs embarqués. La
problématique sous-jacente, liée au caractère très non linéaire des équations ciné-
matiques des robots, est celle de la robustesse des propriétés de stabilité associées
aux commandes considérées, vis-à-vis d’incertitudes sur le modèle du capteur.
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D’un point de vue théorique, nous avons étudié la stabilité des systèmes non li-
néaires et les résultats obtenus ont été insérés dans une boucle de commande des
bras manipulateurs afin d’obtenir la loi de convergence et la condition de sta-
bilité. Tous les résultats de simulations que nous avons obtenus dans le dernier
chapitre ont confirmé ces propriétés. Nous avons ensuite proposé la détermination
analytique des matrices d’interactions associées aux points P1 et P2 calculés à
partir des nouveaux moments " shifted ". Une condition nécessaire et suffisante
de stabilité a été donnée .
Chapitre 4
Validation des résultats en
asservissement visuel
4.1 Introduction
Dans cette partie, nous nous intéressons à l’application des travaux de modé-
lisation présentés dans le chapitre II pour des tâches de positionnement par as-
servissent visuel. Nous présentons les résultats validant le choix des informations
visuelles s =
(
xn yn an ri rj θ
)
pour l’asservissement visuel par rapport
à un objet plan et continu. Dans les séries de simulations que nous présentons
dans ce chapitre, nous avons principalement utilisé des objets continus de formes
asymétriques. Nous présentons également quelques résultats très satisfaisants ob-
tenus pour un objet symétrique. Quelque soit l’objet utilisé, les mêmes combinai-
sons d’invariants pour commander les mouvements de rotations le long de l’axe
x et de l’axe y ont été utilisé car ce choix d’invariants ne dépend pas de l’objet
considéré. Contrairement à la revue de la littérature, il fallait discuter du choix
des invariants ri et rj selon l’objet considéré.
Le choix des couples d’invariants (ri, rj) à introduire dans la boucle de com-
mande ne dépend pas de l’objet. Pour les objets considérés, il faudra choisir le
meilleur couple d’invariants (ri, rj) parmis :
rs1 =
Is1
I
8/10
s2
ou
rs2 =
Is3
I
8/10
s2
ou
rs3 =
Is3
Is1
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qui permet d’avoir à la fois un bon conditionnement de la matrice d’interaction
et un bon comportement de l’erreur er = (ri − r∗i )
2 +
(
rj − r
∗
j
)2
en fonction des
rotations wx et wy autour de la position désirée. En effet, nous cherchons à obtenir
un bon comportement de l’erreur qui doit présenter un minimum global tel que
la zone d’influence associée à ce minimum soit la plus large et la plus symétrique
possible.
Dans la suite de ce chapitre, nous présentons des résultats sur le choix des
invariants pour les trois objets donnés par les figures 4.1.a, 4.1.b et 4.1.c.
Les simulations proposées dans cette section sont réalisées sous le logiciel
Matlab et sont relatives à la configuration eye-in-hand (caméra embarquée). Nous
avons considéré dans ces simulations que les paramètres du plan de l’objet dans le
repère caméra sont donnés approximativement pour la position désirée. Dans le
cas où l’objet est parallèle au plan image pour la position désirée, nous avons fixé
(A=B=0 , C=2, qui correspond à Z*= 0.5 m). Dans la suite de ce paragraphe,
nous testons d’abord notre schéma de commande dans le cas où un mouvement
de rotation pur a été considéré entre la position initiale et la position désirée de
la caméra. Nous intéressons ensuite au cas où les déplacements à réaliser sont
composés de grandes rotations et de translations. Puis nous testons la robustesse
de notre méthode vis-à-vis d’erreurs de modélisation.
Dans toutes ces simulations, la valeur de la matrice d’interaction calculée pour
l’image désirée (
⌢
Ls=
⌢
Ls/s=s∗) a été utilisée dans la loi de commande et la valeur
du gain a été fixée à 0.2.
Dans les simulations qui suivent, nous testons d’abord les propriétés d’inva-
riance calculées à partir des moments " shifted ". A cette fin, nous avons considéré
deux objets de forme différente définis par les coordonnées suivantes dans l’image :
Xi1 =
[
−0.5 0.5 0.5 −0.5
−0.3 −0.3 0.3 0.3
]
(4.1)
Xi2 =
[
0.5 0.5 0.4 −0.65 −0.25
−0.3 −0.3 0.2 0.35 −0.2
]
(4.2)
Le premier objet est un rectangle (objet symétrique) représenté sur la figure
4.2(a) et le deuxième objet est un polygone non symétrique comme représenté
sur la figure 4.2(b). Pour les deux objets, nous avons considéré 4 positions diffé-
rentes dans l’image : la première position est définie par 4.2(a) et 4.2(b), alors que
les trois autres sont obtenus en appliquant respectivement trois transformations
différentes, un mouvement de translation défini par le vecteur [0.1 ; 0.3], un chan-
gement d’échelle défini par le facteur d’échelle 0.9 et finalement une rotation dans
le plan définie par un angle de 30 degrés. Les tableaux I et II montrent les valeurs
des invariants obtenues pour l’objet symétrique pour les 4 positions indiquées ci-
dessus. De ces Tableaux, nous pouvons voir que la deuxième ligne (obtenue après
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Figure 4.1 – Image utilisée lors de la simulation (a) image d’une baleine (b)
image d’une feuille de vigne (c) image d’un rectangle
application d’une translation dans l’image) est identique à la première ligne. Ceci
montre l’invariance aux translations des polynômes Is1, Is2 et Is3 ,mais aussi l’in-
variance de rs1, rs2 et rs3. A partir de La troisième ligne de chaque tableau, on
peut noter qu’ un changement d’échelle dans l’image modifie les valeurs de Is1,
Is2 et Is3 mais sans modifier les valeurs des rapports rs1, rs2 et rs3. Et finalement,
la quatrième ligne de chaque Tableau obtenu à partir d’une rotation par rapport
à la position 1, est identique à la première ligne. Ceci montre l’invariance à la
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rotation dans le plan des invariants Is1, Is2 et Is3 et les rapports rs1, rs2 et rs3. Les
mêmes conclusions peuvent être faites pour les résultats obtenus en utilisant un
polygone asymétrique (voir les tableaux III et IV). Par conséquent, l’ensemble des
résultats montrent la validité des propriétés d’invariance des primitives proposées
pour commander le mouvement de rotation autour de l’axe wx et wy.
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Figure 4.2 – Image utilisée pour prouver l’invariance (a) image d’une figure
symmétrique (b) image d’une figure non symmétrique
Position Is1 Is2 Is3 rs1 rs2 rs3
1 0.0037 -0.0013 0.028 -1.47 31.39 -0.047
2 0.0037 -0.0013 0.028 -1.47 31.39 -0.047
3 0.0016 -0.0005 0.010 -1.47 31.39 -0.047
4 0.0037 -0.0013 0.028 -1.47 31.39 -0.047
Table 4.1 – Valeurs des Invariants pour un objet de forme symétrique : P1 comme
point de décalage
4.2 AV2D : Rotation pure
Dans cette simulation, le déplacement est une rotation pure. La pose initiale de
la caméra relativement à sa pose désirée est donnée par T = (0.0; 0.0; 0.0) (m) et
θu =(-45.0 ; -35.0 ; 180) (Degrés), où T est le vecteur définissant la translation et
θu le vecteur de rotation. Une large rotation autour de l’axe optique est nécessaire
pour passer de la pose initiale à la pose désirée. Pour les autres paramètres de
simulations, nous avons choisi rs1 = Is1
I
8
/10
s2
et comme paramètre "a" commun aux
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Position Is1 Is2 Is3 rs1 rs2 rs3
1 0.0087 -0.0021 0.0198 -0.78 7.42 -0.10
2 0.0087 -0.0021 0.0198 -0.78 7.42 -0.10
3 0.0038 -0.0007 0.0069 -0.78 7.42 -0.10
4 0.0087 -0.0021 0.0198 -0.78 7.42 -0.10
Table 4.2 – Valeurs des Invariants pour un objet de forme symétrique : P2 comme
point de décalage
Position Is1 Is2 Is3 rs1 rs2 rs3
1 0.0017 -0.0006 0.0134 -1.59 37.8 -0.042
2 0.0017 -0.0006 0.0134 -1.59 37.8 -0.042
3 0.0007 -0.0002 0.0047 -1.59 37.8 -0.042
4 0.0017 -0.0006 0.0134 -1.59 37.8 -0.042
Table 4.3 – Valeurs des Invariants pour un objet de forme non symétrique : P1
comme point de décalage
deux points P1 et P2 nous avons utilisé a = (µ20 + µ02)
1
4 .
4.2.1 Cas de la Baleine
Le choix des informations visuelles s =
(
xn yn an ri rj θ
)
pour la
valeur initiale et la valeur désirée de s est donc
si =
(
−0.12 0.12 2.00 −1.12 −1.17 0.95
)
s∗ =
(
0.00 0.00 2.00 −1.11 −1.17 0.70
)
On note donc une orientation très différente de la pose désirée suivant l’axe
optique. Le calcul de "a" donne la valeur a = 0.2144 pour la pose désirée. Ceci
nous permet donc de déduire les coordonnées des points P1 et P2 comme suit :
Pour la valeur désirée P∗1 a pour coordonnées :
xsh1* = 0.1637
ysh1* = 0.1385
Pour la valeur désirée P∗2 a pour coordonnées :
xsh2* = -0.1385
ysh2* = 0.1637
Les coordonnées du centre de gravité de l’image à la position désirée sont
données par :
xg = 0.000 et yg = 0.000
Pour la valeur initiale a = 0.2152
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Position Is1 Is2 Is3 rs1 rs2 rs3
1 0.0046 -0.0009 0.0083 -0.7327 6.86 -0.1068
2 0.0046 -0.0009 0.0083 -0.7327 6.86 -0.1068
3 0.0020 -0.0003 0.0029 -0.7327 6.86 -0.1068
4 0.0046 -0.0009 0.0083 -0.7327 6.86 -0.1068
Table 4.4 – Valeurs des Invariants pour un objet de forme non symétrique : P2
comme point de décalage
P1 a pour coordonnées :
xsh1 = 0.1258
ysh1 = 0.1746
P2 a pour coordonnées :
xsh2 = -0.1746
ysh2 = 0.1258
Les coordonnées du centre de gravité de l’image à la position initiale sont
données par :
xg = -0.0578 et yg = 0.0579
Les résultats obtenus sont présentés dans les figures 4.3.
4.2.2 Cas de la Feuille de vigne
Le choix des informations visuelles s =
(
xn yn an ri rj θ
)
pour la
valeur initiale et la valeur désirée de s est donc
si =
(
0.12 −0.01 2.50 −0.58 −2.09 −1.27
)
s∗ =
(
0.02 −0.17 2.50 −0.56 −2.07 −1.53
)
On note donc une orientation très différente de la pose désirée suivant l’axe
optique.
Le calcul de "a" donne la valeur a = 0.2554 pour la pose désirée. Ceci nous
permet donc de déduire les coordonnées des points P1 et P2 comme suit :
Pour la valeur désirée P∗1 a pour coordonnées :
xsh1* = 0.0106
ysh1* = -0.2552
Pour la valeur désirée P∗2 a pour coordonnées :
xsh2* = 0.2552
ysh2* = 0.0106
Les coordonnées du centre de gravité de l’image à la position désirée sont
données par :
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xg = 0.000 et yg = 0.000
Pour la valeur initiale a = 0.2552
P1 a pour coordonnées :
xsh1 = 0.0756
ysh1 = -0.2437
P2 a pour coordonnées :
xsh2 = 0.2437
ysh2 = 0.0756
Les coordonnées du centre de gravité de l’image à la position initiale sont
données par :
xg = -0.0487 et yg = -0.0049
Les résultats obtenus sont présentés dans les figures 4.4.
4.2.3 Cas du Rectangle
Les coordonnées des quatre points du rectangle exprimées dans le repère de la
caméra pour la pose initiale et pour la pose désirée sont respectivement données
par :
cP1 =
[
−0.385 −0.277 1.000
]T
cP2 =
[
0.379 −0.075 1.000
]T
cP3 =
[
0.273 0.388 1.000
]T
cP4 =
[
−0.520 0.195 1.000
]T
cP ∗1 =
[
−0.400 −0.240 1.000
]T
cP ∗2 =
[
0.400 −0.240 1.000
]T
cP ∗3 =
[
0.400 0.240 1.000
]T
cP ∗4 =
[
−0.400 0.240 1.000
]T
Le choix des informations visuelles s =
(
xn yn an ri rj θ
)
pour la
valeur initiale et la valeur désirée de s est donc
si =
(
−0.16 0.15 2.50 −0.78 −1.49 0.25
)
s∗ =
(
0.00 0.00 2.50 −0.79 −1.48 0.00
)
On note donc une orientation très différente de la pose désirée suivant l’axe
optique.
Le calcul de "a" donne la valeur a = 0.4085 pour la pose désirée. Ceci nous
permet donc de déduire les coordonnées des points P1 et P2 comme suit :
Pour la valeur désirée P∗1 a pour coordonnées :
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xsh1* = 0.4085
ysh1* = 0.0000
Pour la valeur désirée P∗2 a pour coordonnées :
xsh2* = 0.0000
ysh2* = 0.4085
Les coordonnées du centre de gravité de l’image à la position désirée sont
données par :
xg = 0.000 et yg = 0.000
Pour la valeur initiale a = 0.4106
P1 a pour coordonnées :
xsh1 = 0.3983
ysh1 = 0.0998
P2 a pour coordonnées :
xsh2 = -0.0998
ysh2 = 0.3983
Les coordonnées du centre de gravité de l’image à la position initiale sont
données par :
xg = -0.0656 et yg = 0.0588
Les résultats obtenus sont présentés dans les figures 4.5.
4.3 AV2D : Déplacement générique
Dans cette simulation le mouvement est donc complexe. Le déplacement est
composé d’un mouvement de translation et d’un mouvement de rotation. Pour les
autres paramètres de simulations, nous avons choisi rs1 = Is1
I
8
/10
s2
et comme para-
mètre "a" commun aux deux points P1 et P2 nous avons utilisé a = (µ20 + µ02)
1
4
.
4.3.1 Cas de la Baleine
La pose initiale de la caméra relativement à sa pose désirée est donnée par
T = (−1.0; 1.5; 0.8) (m) et θu = (25.0 ; 20.0 ; -50) (Degrés), où T est le vecteur
définissant la translation et θu le vecteur de rotation. Une large translation est
nécessaire pour passer de la pose initiale à la pose désirée.
Le choix des informations visuelles s =
(
xn yn an ri rj θ
)
pour la
valeur initiale et la valeur désirée de s est donc
si =
(
−0.89 1.32 2.00 −1.03 −1.12 0.51
)
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Figure 4.3 – Résultats de Simulation pour un mouvement de rotation pure :
image d’une baleine. (a) image désirée, (b) image initiale, (c) vitesse de la caméra
(en m/s et dg/s), (d) erreur sur "s".
s∗ =
(
0.00 0.00 2.00 −1.11 −1.17 0.70
)
Comme nous le constatons, les déplacements effectués sont importants. L’objet
est éloigné de sa position désirée.
Le calcul de "a" donne la valeur a = 0.2144 pour la pose désirée. Ceci nous
permet donc de déduire les coordonnées des points P1 et P2 comme suit :
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Figure 4.4 – Résultats de Simulation pour un mouvement de rotation pure :
image d’une feuille de vigne. (a) image désirée, (b) image initiale, (c) vitesse de
la caméra (en m/s et dg/s), (d) erreur sur "s".
Pour la valeur désirée P∗1 a pour coordonnées :
xsh1* = 0.1637
ysh1* = 0.1385
Pour la valeur désirée P∗2 a pour coordonnées :
xsh2* = -0.1385
ysh2* = 0.1637
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Figure 4.5 – Résultats de Simulation pour un mouvement de rotation pure :
image d’un rectangle. (a) image désirée, (b) image initiale, (c) vitesse de la caméra
(en m/s et dg/s), (d) erreur sur "s".
Les coordonnées du centre de gravité de l’image à la position désirée sont
données par :
xg = 0.000 et yg = 0.000
Pour la valeur initiale a = 0.1483
P1 a pour coordonnées :
xsh1 = 0.1294
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ysh1 = 0.0726
P2 a pour coordonnées :
xsh2 = -0.0726
ysh2 = 0.1294
Les coordonnées du centre de gravité de l’image à la position initiale sont
données par :
xg = -0.3044 et yg = 0.4522
Les résultats obtenus sont présentés dans les figures 4.6.
4.3.2 Cas de la Feuille de vigne
La pose initiale de la caméra relativement à sa pose désirée est donnée par
T = (1.8;−0.9; 0.6) (m) et θu =(-25.0 ; -25.0 ; 60.0) (Degrés), où T est le vecteur
définissant la translation et θu le vecteur de rotation. Une large translation est
nécessaire pour passer de la pose initiale à la pose désirée.
Le choix des informations visuelles s =
(
xn yn an ri rj θ
)
pour la
valeur initiale et la valeur désirée de s est donc
si =
(
1.62 −0.88 3.23 −0.58 −2.12 −1.36
)
s∗ =
(
0.02 −0.17 2.50 −0.56 −2.07 −1.53
)
Comme nous le constatons, les déplacements effectués sont importants. L’objet
est éloigné de sa position désirée.
Le calcul de "a" donne la valeur a = 0.2554 pour la pose désirée. Ceci nous
permet donc de déduire les coordonnées des points P1 et P2 comme suit :
Pour la valeur désirée P∗1 a pour coordonnées :
xsh1* = 0.0106
ysh1* = -0.2552
Pour la valeur désirée P∗2 a pour coordonnées :
xsh2* = 0.2552
ysh2* = 0.0106
Les coordonnées du centre de gravité de l’image à la position désirée sont
données par :
xg = 0.000 et yg = 0.000
Pour la valeur initiale a = 0.1976
P1 a pour coordonnées :
xsh1 = 0.0419
ysh1 = -0.1931
P2 a pour coordonnées :
xsh2 = 0.1931
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ysh2 = 0.0419
Les coordonnées du centre de gravité de l’image à la position initiale sont
données par :
xg = 0.5022 et yg = -0.2719
Les résultats obtenus sont présentés dans les figures 4.7.
4.3.3 Cas du Rectangle
La pose initiale de la caméra relativement à sa pose désirée est donnée par
T = (1.8;−1.5; 0.6) (m) et θu =(-25.0 ; -25.0 ; 60.0) (Degrés), où T est le vecteur
définissant la translation et θu le vecteur de rotation. Une large translation est
nécessaire pour passer de la pose initiale à la pose désirée.
Les coordonnées des quatre points du rectangle exprimées dans le repère de la
caméra pour la pose initiale et pour la pose désirée sont respectivement données
par :
cP1 =
[
−0.229 −0.688 1.000
]T
cP2 =
[
0.820 −0.512 1.000
]T
cP3 =
[
0.768 −0.156 1.000
]T
cP4 =
[
0.150 −0.320 1.000
]T
cP ∗1 =
[
−0.400 −0.240 1.000
]T
cP ∗2 =
[
0.400 −0.240 1.000
]T
cP ∗3 =
[
0.400 0.240 1.000
]T
cP ∗4 =
[
−0.400 0.240 1.000
]T
Le choix des informations visuelles s =
(
xn yn an ri rj θ
)
pour la
valeur initiale et la valeur désirée de s est donc
si =
(
1.58 −1.35 3.23 −0.77 −1.53 0.32
)
s∗ =
(
0.00 0.00 2.50 −0.79 −1.48 0.00
)
Comme nous le constatons, les déplacements effectués sont importants. L’objet
est éloigné de sa position désirée.
Le calcul de "a" donne la valeur a = 0.4085 pour la pose désirée. Ceci nous
permet donc de déduire les coordonnées des points P1 et P2 comme suit :
Pour la valeur désirée P∗1 a pour coordonnées :
xsh1* = 0.4085
ysh1* = 0.0000
Pour la valeur désirée P∗2 a pour coordonnées :
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xsh2* = 0.0000
ysh2* = 0.4085
Les coordonnées du centre de gravité de l’image à la position désirée sont
données par :
xg = 0.000 et yg = 0.000
Pour la valeur initiale a = 0.3173
P1 a pour coordonnées :
xsh1 = 0.3010
ysh1 = 0.1005
P2 a pour coordonnées :
xsh2 = -0.1005
ysh2 = 0.3010
Les coordonnées du centre de gravité de l’image à la position initiale sont
données par :
xg = 0.4891 et yg = -0.4186
Les résultats obtenus sont présentés dans les figures 4.8.
Les valeurs numériques de la matrice d’interaction calculée pour la position
désirée pour chaque objet sont respectivement :
L
‖
s/s=s∗ =

−1 0 0 0.01 −2.08 0
0 −1 0 2.08 −0.01 0
0 0 −1 0 0 0
0 0 0 −0.05 −0.10 0
0 0 0 −0.13 0.29 0
0 0 0 −0.45 0.55 −1
 (4.3)
L
‖
s/s=s∗ =

−1 0 0 0.01 −2.54 −0.17
0 −1 0 2.80 0.01 0.02
0 0 −1 0.26 −0.03 0
0 0 0 −0.01 0.03 0
0 0 0 −0.16 −0.15 0
0 0 0 0.12 −0.01 −1
 (4.4)
L
‖
s/s=s∗ =

−1 0 0 0 −3.03 0
0 −1 0 2.69 0 0
0 0 −1 0 0 0
0 0 0 0.05 0 0
0 0 0 0 −0.32 0
0 0 0 0 0 −1
 (4.5)
L’analyse de ces différentes matrices d’interactions nous prouve l’invariance à
la translation, à la rotation et à l’échelle des primitives visuelles ri et rj calculés
à partir des moments géométriques " shifted".
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Figure 4.6 – Résultats de Simulation pour un mouvement générique : image
d’une baleine. (a) image désirée, (b) image initiale, (c) vitesse de la caméra (en
m/s et dg/s), (d) erreur sur "s".
4.4 Analyse des résultats et Discussion
4.4.1 Analyse des résultats
En utilisant une ’Baleine’ comme objet, les erreurs de suivi (s(t) - s*(t)) res-
tent suffisamment faibles durant toute la phase d’asservissement pour assurer le
92 Validation des résultats en asservissement visuel
−0.6 −0.4 −0.2 0 0.2 0.4 0.6
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
−0.6 −0.4 −0.2 0 0.2 0.4 0.6
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
(a) (b)
0 50 100 150 200 250 300
−0.☎
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
vx
vy
vz
wx
wy
wz
0 50 100 150 200 250 300
−2
−1.5
−1
−0.5
0
0.5
1
s1
s2
s3
s4
s5
s✆
(c) (d)
Figure 4.7 – Résultats de Simulation pour un mouvement générique : image
d’une feuille de vigne. (a) image désirée, (b) image initiale, (c) vitesse de la
caméra (en m/s et dg/s), (d) erreur sur "s".
bon comportement de la loi de commande 2D. La convergence des informations
visuelles considérées vers leur valeur désirée démontre que la tâche a été correc-
tement réalisée. Les variations des vitesses de translation et de rotation de la
caméra sont très satisfaisantes en raison de la régularité de la fonction de tâche.
Les courbes associées aux différentes composantes des vitesses de translation et
de rotation montrent clairement un découplage entre elles. Les différents résultats
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Figure 4.8 – Résultats de Simulation pour un mouvement générique : image
d’un rectangle. (a) image désirée, (b) image initiale, (c) vitesse de la caméra (en
m/s et dg/s), (d) erreur sur "s".
montrent que le positionnement est bien réalisé. Les mêmes conclusions peuvent
être faites pour les résultats obtenus en utilisant comme objet ’une feuille de
Vigne’ et un ’Rectangle’.
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4.4.2 Discussion
Nous avons validé dans cette première partie les corrections que nous avons
apportées à la forme analytique de la matrice d’interaction dans le cas des objets
complexes. Le cas d’un objet de forme symétrique a aussi été étudié. Nous avons
constaté que l’utilisation des moments "shifted" nous permet de s’affranchir de
la forme de l’objet pour contrôler les rotations autour des axes x et y qui posait
d’énorme problèmes en asservissement visuel et surtout quand l’objet utilisé est
de forme symétrique. Comme la simulation est réalisée dans le cas parfait, nous
validons ensuite la robustesse de la commande aux erreurs de modélisation en
ajoutant du bruit aux mesures.
4.5 Résultats avec des erreurs de modélisation
Les simulations décrites jusqu’à présent considèrent un modèle idéal du pro-
cessus contrôlé. Dans le cas réel, il est impossible d’obtenir un modèle qui repré-
sente exactement le système. Différentes sources d’incertitude font que le modèle
utilisé diffère légèrement du processus. De plus, tous les processus subissent des
perturbations qui peuvent modifier leur comportement par rapport à la phase
d’identification des paramètres qui servent dans le modèle de commande. Enfin,
les mesures fournies par les capteurs sont toujours entachées de bruit qu’il faut
prendre en considération pour assurer la stabilité du système. Pour évaluer le
comportement de la commande en fonction d’un modèle cinématique erroné, une
perturbation est additionnée à l’acquisition des points désirés par la caméra c’est
à dire aux points courants sous la forme d’un bruit uniforme d’amplitude 0.01.
Cette perturbation permet de considérer à la fois des incertitudes sur la partie
dynamique du système et des perturbations sur l’état.
Nous testons maintenant la robustesse de notre méthode vis-à-vis d’erreurs de
modélisation dans l’optique d’une validation future de notre choix des primitives
visuelles s en pratique. Dans cette simulation, un bruit blanc gaussien de 1% est
introduit sur les points. La probabilité qu’un bruit blanc gaussien apparaisse sur
les pixels d’un point de coordonnées (x,y) est donnée par :
p(x, y) =
1
2πσxσy
exp
[
−
(
(x− xg)
2
2σx
+
(y − yg)
2
2σy
)]
(4.6)
Où xg et yg sont les coordonnées du centre de gravité de x et de y. σx et σy
représentent la variance suivant x et y respectivement.
Nous présentons ici uniquement les résultats proches de la réalité. Les résultats
obtenus sont donnés sur les figures 4.9, 4.10 et 4.11. Le comportement du système
est similaire à celui obtenu dans le cas sans erreur de modélisation. Dans ces
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conditions, l’asservissement visuel 2D fournit de très bons résultats et fait preuve
d’une grande robustesse. La tâche de positionnement est correctement réalisée
comme le démontre la converge vers 0 de l’erreur des informations visuelles (s(t)
- s*(t)). Les variations des vitesses de translation et de rotation de la caméra sont
très satisfaisantes. Cela montre l’efficacité du schéma de commande. A travers
toute cette analyse, la robustesse de notre schéma de commande vis-à-vis de ces
erreurs de modélisation est donc validée.
4.6 AV2D : Déplacement générique avec comme
paramètres de décalage ”a1” et ”a2”
Dans cette simulation le mouvement est aussi complexe. Le déplacement est
composé d’un mouvement de translation et d’un mouvement de rotation. Pour
les autres paramètres de simulations, nous avons choisi rs1 = Is1
I
8
/10
s2
et comme
paramètre de décalage, nous associons au point P1 le paramètre ”a1” et au point
P2 le paramètre ”a2”. Pour la baleine, la pose initiale de la caméra relativement à
sa pose désirée est donnée par T = (−1.0; 1.5; 0.8) (m) et θu = (25.0 ; 20.0 ; -50)
(Degrés) ; pour la feuille de vine, la pose initiale de la caméra relativement à sa
pose désirée est donnée par T = (1.8;−0.9; 0.6) (m) et θu =(-25.0 ; -25.0 ; 60.0)
(Degrés) ; et enfin pour le rectangle, la pose initiale de la caméra relativement
à sa pose désirée est donnée par T = (1.8;−1.5; 0.6) (m) et θu =(-25.0 ; -25.0 ;
60.0) (Degrés), où T est le vecteur définissant la translation et θu le vecteur de
rotation. Les résultats (voir figures 4.12 , 4.13 et 4.14) obtenus montrent que le
système converge et que les paramètres ”a1” et ”a2” peuvent aussi très bien être
utilisés car toutes les propriétés d’invariance sont préservées. Les erreurs de suivi
(s(t) - s*(t)) restent suffisamment faibles durant toute la phase d’asservissement
pour assurer le bon comportement de la loi de commande 2D.
4.7 AV2D : Déplacement générique avec comme
invariant rs3
Dans cette dernière simulation le mouvement est aussi complexe. Le dépla-
cement est composé d’un mouvement de translation et d’un mouvement de ro-
tation. Pour les autres paramètres de simulations, nous avons choisi rs3 = Is3Is1
et comme paramètre "a" commun aux deux points P1 et P2 nous avons utilisé
a = (µ20 + µ02)
1
4 . Pour la baleine, la pose initiale de la caméra relativement à sa
pose désirée est donnée par T = (−1.0; 1.5; 0.8) (m) et θu = (25.0 ; 20.0 ; -50)
(Degrés) ; pour la feuille de vine, la pose initiale de la caméra relativement à sa
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Figure 4.9 – Résultats de Simulation pour un mouvement générique en présence
du bruit : image d’une baleine. (a) image désirée, (b) image initiale, (c) vitesse
de la caméra (en m/s et dg/s), (d) erreur sur "s".
pose désirée est donnée par T = (1.8;−0.9; 0.6) (m) et θu =(-25.0 ; -25.0 ; 60.0)
(Degrés) ; et enfin pour le rectangle, la pose initiale de la caméra relativement
à sa pose désirée est donnée par T = (0.9;−0.5; 0.8) (m) et θu =(-45.0 ; -25.0 ;
60.0) (Degrés), où T est le vecteur définissant la translation et θu le vecteur de
rotation. Les résultats (voir figures 4.15 , 4.16 et 4.17) obtenus montrent que le
système converge aussi bien.
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Figure 4.10 – Résultats de Simulation pour un mouvement générique en présence
du bruit : image d’une feuille de vigne. (a) image désirée, (b) image initiale, (c)
vitesse de la caméra (en m/s et dg/s), (d) erreur sur "s".
4.8 Conclusion
Dans ce chapitre, nous avons validé les résultats théoriques sur le choix des
primitives visuelles obtenus au chapitre 2 en utilisant les moments "shifted". Les
résultats de simulations ont été réalisés dans le cas idéal et dans un autre cas
en présence du bruit. Cette commande est bien adaptée pour contrôler le dépla-
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Figure 4.11 – Résultats de Simulation pour un mouvement générique en présence
du bruit : image d’un rectangle. (a) image désirée, (b) image initiale, (c) vitesse
de la caméra (en m/s et dg/s), (d) erreur sur "s".
cement du robot aussi bien dans le cas des mouvements simples que complexes
et variés. Cette commande peut être appliquée à toute configuration d’objet re-
présenté par un contour fermé. Le cas d’un objet de forme symétrique a aussi
été étudié. Et les résultats sont très satisfaisants. L’ensemble de ces simulations
montre que le système converge pour de très importants déplacements. Quel que
soit le traitement de l’image utilisé pour extraire les coordonnées des points, au-
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Figure 4.12 – Résultats de Simulation pour un mouvement générique avec
comme paramètres de décalage ”a1” et ”a2” : image d’une baleine. (a) image
désirée, (b) image initiale, (c) vitesse de la caméra (en m/s et dg/s), (d) erreur
sur "s".
cun ne peut assurer de façon certaine de fournir des mesures exactes à chaque
itération. L’intrusion d’éléments parasites dans l’image ou l’occultation partielle
d’un des points de l’objet peut conduire l’algorithme de traitement d’images à
fournir des mesures aberrantes. Si aucun mécanisme de sécurité n’est prévu dans
la loi de commande, ces mesures sont utilisées par le contrôleur et il faut alors as-
surer que le système en boucle fermée ne devienne instable. De plus, comme toutes
mesures issues d’un capteur, les informations visuelles sont entachées de bruit de
mesure et le contrôleur doit assurer la convergence de la boucle de contrôle même
en présence de ce bruit. La loi de commande proposée a été évaluée en présence de
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Figure 4.13 – Résultats de Simulation pour un mouvement générique avec
comme paramètres de décalage ”a1” et ”a2” : image d’une feuille de vigne. (a)
image désirée, (b) image initiale, (c) vitesse de la caméra (en m/s et dg/s), (d)
erreur sur "s".
bruit de mesure sur les coordonnées des points dans l’image pour un mouvement
complexe de l’objet. Les résultats obtenus montrent la convergence du système
en présence d’un bruit de mesure uniforme centré d’amplitude 0.01.
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Figure 4.14 – Résultats de Simulation pour un mouvement générique avec
comme paramètres de décalage ”a1” et ”a2” : image d’un rectangle. (a) image
désirée, (b) image initiale, (c) vitesse de la caméra (en m/s et dg/s), (d) erreur
sur "s".
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Figure 4.15 – Résultats de Simulation pour un mouvement générique avec
comme invariant rs3 : image d’une baleine. (a) image désirée, (b) image initiale,
(c) vitesse de la caméra (en m/s et dg/s), (d) erreur sur "s".
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Figure 4.16 – Résultats de Simulation pour un mouvement générique avec
comme invariant rs3 : image d’une feuille de vigne. (a) image désirée, (b) image
initiale, (c) vitesse de la caméra (en m/s et dg/s), (d) erreur sur "s".
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Figure 4.17 – Résultats de Simulation pour un mouvement générique avec
comme invariant rs3 : image d’un rectangle. (a) image désirée, (b) image initiale,
(c) vitesse de la caméra (en m/s et dg/s), (d) erreur sur "s".
Conclusion Générale et Perspectives
Conclusion Générale
Nous avons présenté dans ce manuscrit nos différentes contributions en asser-
vissement visuel. La première contribution concerne une nouvelle méthode d’uti-
lisation des moments "shifted" en lieu et place des moments géométriques afin
de contrôler les mouvements de rotation de la caméra le long des axes wx et wy
orthogonaux à l’axe optique. Le centre de gravité de l’objet est décalé en un autre
point. Les coordonnées de ce nouveau centre sont choisies de telle sorte que toutes
les propriétés d’invariance au translation, rotation et changement d’échelle soient
préservées. La deuxième grande contribution de ce travail est le choix des infor-
mations visuelles qui ne dépends plus de la forme de l’objet. Les résultats obtenus
montrent l’efficacité de notre approche. Enfin la dernière contribution est le choix
des moments invariants d’ordre faible afin de minimiser l’impact du bruit dans la
commande pour garantir la stabilité du système. Les simulations montrent que les
informations visuelles proposées permettent d’assurer la convergence du système
vers la position désirée en assurant le respect des contraintes liées à la mécanique
du robot et celles induites par l’utilisation d’un capteur visuel. L’évaluation de la
robustesse montre que la loi de commande est stable même en présence de per-
turbations. La forme analytique de la matrice d’interaction relative à l’utilisation
des moments "shifted" sur des objets complexes définis par un contour fermé a
été obtenue et six informations visuelles ont été sélectionnées afin de proposer un
schéma de commande complètement découplé.
Choix des informations visuelles
Nous avons vu dans le Chapitre I que le choix des primitives dans le cadre de
l’asservissement visuel [TFC09, NAH02] et des paramètres les décrivant [IO05,
KI07], est primordial afin de réaliser la synthèse de lois de commande permet-
tant d’obtenir les meilleures propriétés de linéarisation et de découplage. Dans
les applications de commande de robot, la fonction de tâche définit un critère
à optimiser qui s’apparente dans le contexte de l’optimisation non linéaire à la
fonction de coût. Dans l’asservissement visuel 2D classique, cette fonction repré-
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sente l’erreur entre la position des primitives visuelles observées et désirées dans
l’image, transformées par la matrice de combinaison en un vecteur à l éléments
correspondant aux l degrés de liberté à contrôler. Ainsi, dans les applications
où le mouvement est défini dans l’espace, la dimension du vecteur calculé par la
fonction de tâche est de 6 x 1. En réalité, tous les modèles de projection utilisés
dans l’élaboration de schémas de commande par vision utilisent des hypothèses
qui permettent de simplifier les lois de commande obtenues.
Nouvelles Primitives
Dans le chapitre II, nous avons rappelé les notions sur la commande par
asservissement visuel et en particulier la notion de matrice d’interaction. Par
ailleurs, nous avons donné les formules analytiques de ces matrices dans le cas des
moments géométriques. Nous avons présenté également les problèmes potentiels
rencontrés en asservissement visuel. Pour remédier à ces problèmes, nous avons
proposé six informations visuelles calculées à partir des moments géométriques
d’une image d’un objet plan continu, dont le centre de gravité a été decalé. Ce
choix d’informations visuelles a permis d’obtenir une matrice d’interaction creuse
et de minimiser les non linéarités de celle-ci pour une position de la caméra où
son plan image est parallèle à l’objet. Dans ce Chapitre nous avons présenté les
contributions majeures de notre étude.
La modélisation obtenue au Chapitre II, nous a permis au troixième Chapitre
de nous interresser à l’étude de la stabilité. Dans ce chapitre relatif à l’étude de la
stabilité, nous avons étudié la commande référencée capteur des robots manipu-
lateurs en utilisant les mesures issues de capteurs embarqués. La problématique
sous-jacente, liée au caractère très non linéaire des équations cinématiques des
robots, est celle de la robustesse des propriétés de stabilité associées aux com-
mandes considérées, vis-à-vis d’incertitudes sur le modèle du capteur. D’un point
de vue théorique, nous avons étudié la stabilité des systèmes non linéaires et les
résultats obtenus ont été insérés dans une boucle de commande des bras mani-
pulateurs afin d’obtenir la loi de convergence et la condition de stabilité. Tous
les résultats de simulations que nous avons obtenus dans le dernier chapitre ont
confirmé ces propriétés. Nous avons ensuite proposé la détermination analytique
des matrices d’interactions associées aux points P1 et P2 calculés à partir des
nouveaux moments " shifted ". Une condition nécessaire et suffisante de stabilité
a été donnée .
Validations des résultats
Dans le dernier chapitre, nous avons validé les résultats théoriques sur le choix
des primitives visuelles obtenus au chapitre 2 en utilisant les moments "shifted".
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Les résultats de simulations ont été réalisés dans le cas idéal et dans un autre cas
en présence du bruit. Cette commande est bien adaptée pour contrôler le dépla-
cement du robot aussi bien dans le cas des mouvements simples que complexes
et variés. Cette commande peut être appliquée à toute configuration d’objet re-
présenté par un contour fermé. Le cas d’un objet de forme symétrique a aussi
été étudié. Et les résultats sont très satisfaisants. L’ensemble de ces simulations
montre que le système converge pour de très importants déplacements. Quel que
soit le traitement de l’image utilisé pour extraire les coordonnées des points, aucun
ne peut assurer de façon certaine de fournir des mesures exactes à chaque itéra-
tion. L’intrusion d’éléments parasites dans l’image ou l’occultation partielle d’un
des points de l’objet peut conduire l’algorithme de traitement d’images à fournir
des mesures aberrantes. Si aucun mécanisme de sécurité n’est prévu dans la loi
de commande, ces mesures sont utilisées par le contrôleur et il faut alors assurer
que le système en boucle fermée ne devient pas instable. De plus, comme toutes
mesures issues d’un capteur, les informations visuelles sont entachées de bruit de
mesure et le contrôleur doit assurer la convergence de la boucle de contrôle même
en présence de ce bruit. La loi de commande proposée a été évaluée en présence de
bruit de mesure sur les coordonnées des points dans l’image pour un mouvement
complexe de l’objet. Les résultats obtenus montrent la convergence du système
en présence d’un bruit de mesure uniforme centré d’amplitude 0.01.
Perspectives
De nombreuses questions restent en suspens au termes de cette étude.
- d’un point de vue théorique, nous avons pu obtenir au chapitre III la forme
analytique des matrices d’interactions relatives aux points P1 et P2 et une condi-
tion nécessaire et suffisante de stabilité pour que la matrice d’interaction relative
aux informations visuelles choisies soit non singulière. Il serait interessant de dé-
terminer la courbe de singularité ;
- d’un point de vue pratique, il serait aussi interessant de porter ces réultats
de simulations sur une plate forme expérimentale équipée d’un robot à six degrés
de liberté comme le robot cartésien AFMA.
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