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KHINCHIN TYPE CONDITION FOR TRANSLATION SURFACES
AND ASYMPTOTIC LAWS FOR THE TEICHMU¨LLER FLOW
LUCA MARCHESE
Abstract. We study a diophantine property for translation surfaces, defined
in term of saddle connections and inspired by the classical theorem of Khinchin.
We prove that the same dichotomy holds as in Khinchin’ result, then we de-
duce a sharp estimation on how fast the typical Teichmu¨ller geodesic wanders
towards infinity in the moduli space of translation surfaces. Finally we prove
some stronger result in genus one.
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1. Introduction
The moduli space of flat tori is identified with the modular surface, that is
the quotient H/PSL(2,Z) of the hyperbolic half plane by the action of Moebius
transformations, which is homeomorphic to a punctured sphere and it has finite
area. A neighborhood of the cusp corresponds to those flat tori with a very short
closed geodesic, or equivalently to points in the standard fundamental domain with
big imaginary part. The geodesic flow gt acts ergodically on the unitary tangent
bundle of the modular surface, therefore a generic geodetic makes infinitely many
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excursions to the cusp. The rate of this phenomenon is quantified by the so-called
logarithmic law.
Theorem. For any point z in H/PSL(2,Z) and almost any unitary tangent vector
v at z, if gt is the geodetic at z in the direction of v we have
lim sup
t→∞
d(gt(z), z0)
log t
= 1/2,
where z0 is any point in H/PSL(2,Z) chosen as center and d denotes the Poincare´
distance.
The logarithmic law has been generalized in many settings, in particular Sullivan
proved it for the geodesic flow on manifolds with negative curvature (see [Su]) and
Masur proved a logarithmic law for Teichmu¨ller geodetics on the moduli space of
complex curves of any genus (see [Ma3]).
The geodesic flow on H/PSL(2,Z) has a well know relation with the continued
fraction algorithm, which have been described in [Ser], and in general with arith-
metics. In particular the logarithmic law is strictly related to the Khinchin theorem
(see [K]), which concerns the general diophantine condition on a real number α in
(0, 1) defined by the equation:
(1.1) {nα} < ϕ(n),
where {·} denotes the fractionary part and ϕ : N→ R+ is a positive sequence such
that nϕ(n) is monotone decreasing.
Theorem (Khinchin). Let ϕ : N→ R+ be a positive sequence as above.
• If ∑n∈N ϕ(n) < ∞ then equation (1.1) has just finitely many solutions
n ∈ N for almost any α.
• If∑n∈N ϕ(n) =∞ then for almost any α equation (1.1) has infinitely many
solutions n ∈ N.
Translation surfaces. The natural generalization to higher genus of a flat torus is
the notion of translation surface, that is a compact, orientable and boundary-less
flat surface X , with conical singularities whose angle is a multiple of 2π. If g is the
genus of the surface, Σ = {p1, .., pr} is the set of conical singularities and k1, .., kr
are positive integers such that for any i = 1, .., r the angle at pi is 2kiπ, then we have
the relation k1+..+kr = 2g+r−1. Flat neighborhoods in X are naturally identified
with open sets in C, that is they admit a local coordinate z, thus X \Σ inherits the
structure of Riemann surface and it is easy to see that the structure extends to X .
Since the angles at conical singularities are multiples of 2π then the holonomy group
is trivial and dz defines a complex one form on X \Σ, which extends by zki−1dz at
any point pi ∈ Σ, that is it has a zero of order ki − 1. The datum of a translation
surface is therefore equivalent to the datum of a Riemann surface together with
a complex one form. The moduli space of translation surfaces of fixed genus g
admits a stratification, where a stratum is the set H(k1, .., kr) of those translation
surfaces with r conical singularities with fixed values 2k1π, .., 2krπ for the angles.
We assume that the singularities are labeled. Any H(k1, .., kr) is a complex orbifold
with dimC = 2g+r−1, that is it is locally homeomorphic to the quotient of C2g+r−1
by the action of a finite group, orbifold points occurs at those translation surfaces
whose underling complex structure admits non-trivial automorphisms. In general
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strata are neither compact nor connected, their connected components have been
classified in [KZ].
A saddle connection for a translation surface X is a geodesic path γ : (0, T )→ X
for the flat metric such that γ−1(Σ) = {0, T }, that is γ starts and ends in Σ and
it does not contain any other conical singularity in its interior. If γ is a saddle
connection for X we define a complex number Hol(γ) :=
∫
γ
wX , which is called the
holonomy of γ, where wX is the holomorphic one form associated to X . We call
Hol(X) the set of complex numbers v = Hol(γ), where γ varies among the saddle
connections ofX . It is possible to see that Hol(X) contains pure imaginary elements
only for translation surfaces X lying in a codimension one subset of H(k1, .., kr),
thus in particular a zero measure subset. Nevertheless Hol(X) is always dense in
PR2 and in particular it accumulates to the imaginary axis. We define a diophantine
condition comparing the deviation from the imaginary axis of elements of Hol(X)
with their norm. We introduce the class of strongly decreasing functions, that is
those functions ϕ : [0,+∞)→ (0,+∞) such that tϕ(t) is decreasing monotone. For
such ϕ and for an element v in Hol(X) we consider the condition
(1.2) |ℜ(v)| < ϕ(|v|).
For any translation surface X the associated one form wX induces a pair of
parallel vector fields ∂x and ∂y on X \ Σ defined by wX(∂x) = 1 and wX(∂y) =√−1 and called respectively horizontal and vertical vector field. They are not
complete, since their trajectories stop if they arrive at a point of Σ. In particular
any point pi ∈ Σ is the starting point of exactly ki half-trajectories of ∂x, which
are called horizontal separatrices. A frame for a translation surface X is the datum
of r different horizontal separatrices (S1, .., Sr), such that Si starts at pi for any
i ∈ {1, .., r}. Any X admits ∏ri=1 ki different choices of a frame. We denote X̂ the
datum (X,S1, .., Sr) of a translation surface with frame and we call Ĥ(k1, .., kr) the
stratum of the moduli space of translation surfaces with frame, which is a covering
space of H(k1, .., kr) with natural projection X̂ 7→ X . It is possible to show that
the covering is non-trivial, that is Ĥ(k1, .., kr) is not homeomorphic to the disjoint
union of
∏r
i=1 ki different copies of H(k1, .., kr) and this is equivalent to say that a
continuous choice of a frame is not possible on H(k1, .., kr) but just on Ĥ(k1, .., kr).
Conceptually the construction is the same as that of the orientable double covering
of a non-orientable manifold.
Let X̂ be a translation surface with frame whose frame is (S1, .., Sr). Let pj and
pi be any two points in Σ (possibly the same) and let (m, l) be a pair of integers
with 1 ≤ m ≤ kj and 1 ≤ l ≤ ki. We define the bundle C(pj ,pi,m,l)(X̂) as the set of
those saddle connections γ for X which start at pj , and in pi and satisfy
2(m− 1)π ≤ angle(γ, Sj) < 2mπ and 2(l− 1)π ≤ angle(γ, Si) < 2lπ,
where Sj and Si are the horizontal separatrices in the frame starting respectively at
pj and pi. A choice of a frame for X therefore induces a decomposition of Hol(X)
into subsets
Hol(pj ,pi,m,l)(X̂) := {Hol(γ); γ ∈ C(pj ,pi,m,l)(X̂)}.
We proved the following dichotomy.
Theorem 1.1. Let ϕ : [0,+∞)→ (0,+∞) be a function such that tϕ(t) is decreas-
ing monotone.
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(1) If
∫ +∞
0
ϕ(t)dt < +∞ then Hol(X) contains just finitely many solutions of
equation (1.2) for almost any X ∈ H(k1, .., kr).
(2) If
∫ +∞
0 ϕ(t)dt = +∞ then for almost any X̂ ∈ Ĥ(k1, .., kr), for any pair
of points pj, pi in Σ and for any pair of integers (m, l) with 1 ≤ m ≤ kj
and 1 ≤ l ≤ ki the set Hol(pj ,pi,m,l)(X̂) contains infinitely many solutions
of equation (1.2).
Translation surfaces are strictly linked to interval exchange transformations (i.e.t.
in the following), a class of maps of the interval which has been largely studied,
for example in [Ve], [Ma1], [Z1]. In particular theorem 1.1 is a consequence of a
generalization of Khinchin theorem to i.e.t.s which is proved in [Mar2]. Anyway
the convergent part of theorem 1.1 admits a stronger version, which is proved in-
dependently from i.e.t.s with an easier argument. Such stronger statement is based
on a very natural construction, which consists in fixing a translation surface X and
rotating its vertical direction. If θ is the rotation angle, we call Xθ the rotated
translation surface. The image of the application θ 7→ Xθ is an embedded circle
in the stratum H(k1, .., kr) of X , except for orbifold points, where the image has
a finite number of self-intersections. Globally we get a smooth orbit foliation of
H(k1, .., kr) under the action of SO(2,R).
Proposition 1.2. Let ϕ be a strongly decreasing function with
∫ +∞
0
ϕ(t)dt < +∞.
Then for any X in H(k1, .., kr) and almost any θ ∈ [0, 2π) the set Hol(Xθ) contains
finitely many solutions of equation (1.2).
Since the orbit foliation of H(k1, .., kr) under the action of SO(2,R) is smooth,
the convergent part of theorem 1.1 is an immediate consequence of proposition 1.2.
Teichmu¨ller flow. For any translation surface X and any element G ∈ SL(2,R) we
can define a new translation surface GX whose local charts are the composition
of the local charts of X with G (the direction of local charts is assumed from
the surface to C). We have therefore an action of SL(2,R) on H(k1, .., kr), or on
its covering Ĥ(k1, .., kr). The Teichmu¨ller flow Ft is the action of the diagonal
elements of SL(2,R) with trace 2 cosh t.
Any translation surface X admits an area form dz ∧ dz¯ on X \Σ, which defines
a smooth function X 7→ Area(X) on strata. We call H(1)(k1, .., kr) the smooth
hyperboloid in H(k1, .., kr) of area one translation surfaces and Ĥ(1)(k1, .., kr) the
corresponding hyperboloid in the covering space of translation surfaces with frame.
SL(2,R) preserves the hyperboloids and thus the Teichmu¨ller flow too. The funda-
mental result of Masur and Veech (see [Ma1] and [Ve]) says that Ft preserves an
unique smooth probability measure µ(1) on H(1)(k1, .., kr) and its restriction to any
connected component of the stratum is ergodic.
Strata are non compact and area one hyperboloids are not compact too, therefore
by recurrence a generic orbit of Ft makes excursions to infinity. A criterion to
describe non-compact part of strata can be stated in terms of the systole function
X 7→ Sys(X), which assigns to X the length of its shortest saddle connection. The
main property is that a sequenceXn in H(k1, .., kr) (or in the area-one hyperboloid)
diverges, that is it escapes from any compact set, if and only if Sys(Xn) → 0.
Anyway in general the non-compact part of strata is not a simple cusp, like for
flat tori, and the vanishing of the systole does not give any information on the
component of it towards the sequence Xn is diverging to. In order to keep track
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of this information, for any X̂ in Ĥ(k1, .., kr), for any pair of points pj , pi ∈ Σ and
any pair of integers (m, l) with 1 ≤ m ≤ kj and 1 ≤ l ≤ ki we set
Sys(pj ,pi,m,l)(X̂) := min{|v|; v ∈ Hol(pj ,pi,m,l)(X̂)},
that is we consider the length of the shortest saddle connection in the bundle
C(pj,pi,m,l)(X̂). By recurrence the generic orbit is neither divergent nor bounded,
thus for any datum (pj , pi,m, l) as before the quantity Sys
(pj ,pi,m,l)(FtX̂) stays
bounded away from 0 for the most of the time, but there are arbitrary big instants
tn such that Sys
(pj ,pi,m,l)(FtnX̂) becomes small. We proved the following theorem,
which gives a sharp quantitative description of this phenomenon.
Theorem 1.3. Let ψ : [0,+∞)→ (0,+∞) be a monotone decreasing function.
• If ∫ +∞0 ψ(t)dt < +∞ then for almost any X ∈ H(1)(k1, .., kr) we have:
lim
t→∞
Sys(FtX)√
ψ(t)
=∞.
• If ∫ +∞
0
ψ(t)dt = +∞ then for almost any X̂ ∈ Ĥ(1)(k1, .., kr), for any pair
of points pj , pi ∈ Σ and any pair of integers (m, l) with 1 ≤ m ≤ kj and
1 ≤ l ≤ ki we have
lim inf
t→∞
Sys(pj ,pi,m,l)(FtX̂)√
ψ(t)
= 0.
For the one parameter family ψ(t) := min{1, t−r} with r ≥ 1 a straightforward
application of both the divergent and the convergent parts of theorem 1.3 implies
the following corollary.
Corollary 1.4. For any pair of points pi, pj ∈ Σ, for any pair of integers (m, l)
with 1 ≤ m ≤ kj and 1 ≤ l ≤ ki and for almost any X̂ ∈ Ĥ(1)(k1, .., kr) we have:
lim sup
t→∞
− log Sys(pj ,pi,m,l)(FtX̂)
log t
=
1
2
.
Corollary 1.4 corresponds to Masur’s logarithm law (see [Ma3]) restricted to
strata of abelian differentials. It is a less general result, since Masur’s logarithmic
law holds in the most general setting of quadratic differentials (i.e. the cotangent
bundle of the moduli space of complex curves). On the other hand our result
contains a finer information, since we are able to prove the estimation not only for
the classical systole function Sys(X), but for all the functions Sys(pj ,pi,m,l)(X̂).
Question 1.5. Theorem 1.3 is a consequence of theorem 1.1, which is based itself
on a generalization of Khinchin theorem for i.e.t.s, namely theorem 3.7 in para-
graph 3.4.1. I.e.t.s have been generalized with linear involutions by Danthony and
Nogueira (see [DaNo]) and the latter have been related to quadratic differentials by
Boissy and Lanneau (see [BoLa]). We ask if it is possible to extend theorem 3.7 to
linear involutions, which would bring to an extension of theorem 1.3 to the setting
of quadratic differentials.
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Punctured tori. Since the orbit foliation under SO(2,R) is smooth, the divergent
part of theorem 1.1 implies that for almost any translation surface X the statement
in the theorem holds for almost any rotated surface Xθ. We ask what we can prove
for any orbit and not just for generic ones. We have some partial result in this
direction for a flat torus X with r punctures. Since we consider a flat torus we not
have true conical singularities, that is any puncture has an euclidian neighborhood,
anyway their position determines a subset Σ = {p1, .., pr} of X with a non-trivial
geometric information. The moduli space of the pairs (X,Σ) is a fibre bundle over
the modular surface. Any point of Σ is the starting point of exactly one horizontal
separatrix, thus a frame is intrinsically defined and a bundle of saddle connections
is simply determined by the pais of points pj , pi in Σ where the saddle connections
γ respectively start and end, therefore we denoted it simply C(pj ,pi)(X) and we
write Hol(pj ,pi)(X) for the set of the corresponding holonomy vectors. We remark
that even if points in Σ have a flat neighborhood, we want saddle connections not
have them as interior points. We proved the following theorem.
Theorem 1.6. Let ϕ be a strongly decreasing function with
∫∞
0
ϕ(t)dt = +∞.
Then for any flat torus X with r punctures p1, .., pr and for almost any θ ∈ [0, 2π)
there are at least 2r − 1 different pairs of punctures (pj , pi) such that the corre-
sponding sets Hol(pj ,pi)(Xθ) contain infinitely many solutions of equation (1.2).
Note: We observe that for an arbitrary set of punctures Σ we cannot expect
to have the same result of theorem 1.6 for any pair of points. This is evident for
example if X is the flat torus C/(2Z)2 with four punctures corresponding to the
points of Z2/(2Z)2, indeed in this case the set Hol(pi,pi)(X) is empty for any pi ∈ Σ.
We observe also that we do not know if our result is optimal, that is neither we are
able to find generically more than 2r− 1 different pairs (pj , pi) as in the statement,
nor we can find counterexamples.
Content of this paper. Section 2 is a brief survey of the background theory
of translation surfaces and interval exchange transformations. In paragraph 2.1
we give rigorous definitions for translation surfaces and their moduli space. In
paragraph 2.2 we introduce the class of interval exchange transformations and their
parameter space, which is union of euclidian spaces. Then we describe Veech’s
construction, which is a procedure to get a translation surface as suspension of an
i.e.t.. We also explain that the construction provides us with a family of local charts
on strata of the moduli space which cover a subset of full measure.
Section 3 is devoted to the proof of theorem 1.1. In paragraph 3.1 we prove
proposition 1.2 and according to the discussion above this proves also the convergent
case of theorem 1.1. The argument is a simple application of the Borel-Cantelli
lemma on the orbit under SO(2,R) of any translation surface X . In paragraph
3.2 we give the definition of translation surfaces with frame, then for these objects
we define the bundles of their saddle connections. We show that the bundles are
preserved by the Teichmu¨ller flow on strata of translation surfaces with frame. In
§3.2.3 we give an alternative definition of bundles of saddle connections, adapted
to the Veech’s construction. In lemma 3.4 we show that the two definitions of the
bundles coincide. In paragraph 3.3 we give a combinatorial construction of families
of saddle connection in a required bundle. We work with Veech’s construction, our
construction is based on the combinatorial notion of reduced triple for an i.e.t., which
is introduced in definition 3.5. The main result of the paragraph is proposition 3.6.
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In paragraph 3.4 we give the proof of the divergent part of theorem 1.1. We apply
theorem 3.7, which is a generalization of Khinchin theorem for i.e.t.s and provides
us with infinitely many reduced triples satisfying equation (3.2), a diophantine
condition related to equation (1.2). Then we apply the construction of paragraph
3.3.
Section 4 contains the proof of theorem 1.3. We first observe that theorem 1.1
also holds on the hyperboloid Ĥ(1)(k1, .., kr) of area one translation surfaces with
frame with respect to the associated smooth measure µ(1). In paragraph 4.1 we
prove some preliminary estimations on the dilatation of lengths of saddle connection
under the Teichmu¨ller flow. We just look at length and we are not interested on
the information on the bundles they belong to, so we work with translation surfaces
without any choice of a frame. In paragraph 4.2 we complete the proof of theorem
1.3. The proof of corollary 1.4 is omitted since it is straightforward.
Section 5 contains the proof of theorem 1.6. In paragraph 5.1 we recall that a
flat torus X without vertical closed geodesics and with a set Σ of r punctures can
be represented as a suspension of a rotational i.e.t. T with r+1 intervals, that is an
i.e.t. with just one true singularity. Then we study how the parameters describing
the associated rotational i.e.t. change when the vertical direction of X is rotated.
The main result in the paragraph is lemma 5.1. In paragraph 5.2 we prove theorem
1.6 applying the construction of paragraph 5.1 and using an arithmetic result,
namely theorem 5.5, which is a generalization of Khinchin theorem for a diophantine
condition defined by equation (5.2). In paragraph 5.3 we prove theorem 5.5, in
particular in §5.3.2 we recall some very classical results for the continued fraction
algorithm, our presentation follows a geometrical interpretation. In §5.3.3 we define
a family of approximations for an irrational number called twisted approximation.
The proof of the theorem is completes in §5.3.4 and 5.3.5.
Acknowledgements. The results in this paper were obtained in my Ph-D thesis.
I would like to thank Jean-Christohpe Yoccoz for many discussions and for his help
in revising this work. I am also grateful to Stefano Marmi for many discussions and
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2. Background
2.1. Translation surfaces. Let g be a positive integer and consider r positive
integers k1, .., kr such that k1 + ..+ kr = 2g + r − 2. A translation surface is given
by the following data
(1) A compact, boundary-less, orientable topological surface X of genus g with
a finite subset Σ = {p1, ..., pr} with r elements.
(2) An atlas on X \ Σ such that the changes of charts are translations. The
direction of charts is assumed from the surface to C, if ρ and ρ′ are two
element of the atlas then ρ′ ◦ ρ−1(z) = z + const. Such charts are called
translation charts.
(3) For any pi ∈ Σ a neighborhood Vi of pi, a neighborhood W of 0 in C
and a ramified covering (Vi, pi) → (W, 0) of degree ki whose branches are
translation charts of the atlas.
We call Transl(k1, .., kr) the set of translation structures as above. Any element
X in Transl(k1, .., kr) provides us with the following structures
• A Riemann surface structure on X (not only on X \ Σ).
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• An holomorphic 1-form wX on X , which in translation charts is given by
dz. The zeros of wX are exactly the points of Σ, in a chart around any
pi ∈ Σ the form wX is given by zki−1dz, that is it has a zero of order ki−1.
• A flat metric gX := |dz|2 defined on X \ Σ, with cone singularities of total
angle 2kiπ at any point pi ∈ Σ.
• Two vertical and horizontal vector fields ∂y and ∂x on X \ Σ defined by
wX(∂x) = 1 and wX(∂y) =
√−1 and denoted respectively horizontal and
vertical vector field. These fields are not complete since their trajectories
stop at points in Σ. We call horizontal separatrices the trajectories of ∂x
starting from a point pi ∈ Σ. A singularity pi of order ki is the starting
point of exactly ki horizontal separatrices.
• An area form dwX ∧ dw¯X on X \ Σ.
We recall from the introduction the notion of saddle connection for a translation
surface X . It is a geodesic path γ : (0, T ) → X for the flat metric such that
γ−1(Σ) = {0, T }, that is it starts end ends at points in Σ and does not contain
other such points in its interior.
2.1.1. Moduli space. Let us consider two elements X and X ′ in Transl(k1, .., kr)
whose sets of singular points are respectively Σ = {p1, .., pr} and Σ′ = {p′1, .., p′r}.
We define an equivalence relation on Transl(k1, .., kr) saying that X ∼ X ′ if there
exist a diffeomorphism f : X → X ′ such that
• f(pi) = p′i for all i = 1, .., r
• ρ is a translation chart of X if and only if ρ ◦ f is a translation chart of X ′.
The quotient is the stratum of the so called moduli space of translation surfaces
with cone singularities of orders k1, .., kr, and is denoted H(k1, .., kr).
2.1.2. Teichmu¨ller space. We fix a reference topological pair (M∗,Σ∗), where M∗
is homeomorphic to any surface in Transl(k1, .., kr) and Σ
∗ = {p∗1, .., p∗r} is any
subset of M∗ with r elements. We denote Diff+(M∗,Σ∗) the group of diffeomor-
phisms of M∗ which preserve the orientation and are the identity on Σ∗ and we
call Diff+0 (M
∗,Σ∗) the subgroup of those diffeomorphisms which are isotopic to
the identity. A marking of a translation surface X is a diffeomorphism of pairs
φ : (M∗,Σ∗)→ (X,Σ)
such that φ(p∗i ) = pi for all i = 1, .., r. We denote (X,φ) the datum of a translation
surface with marking and we denote Transl∗(k1, .., kr) the set of translation surfaces
with marking. We define an equivalence relation saying that (X,φ) ∼ (X ′, φ′) if
there exist a diffeomorphism f : X → X ′ as in paragraph 2.1.1 such that
φ′−1 ◦ f ◦ φ ∈ Diff+0 (M∗,Σ∗).
The quotient of Transl∗(k1, .., kr) by ∼ is a stratum of the so-called Teichmu¨ller
space of translation surfaces with cone singularities of orders k1, .., kr, and is denoted
T (k1, .., kr).
2.1.3. Period map and local coordinates. We fix a basis of cycles {γ∗1 , .., γ∗d} for
H1(M
∗,Σ∗,Z), where d = 2g+r−1. The so called period map Θ : T (k1, .., kr)→ Cd
associates to a translation structure with marking (X,φ) a complex vector z in Cd
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by the formula
(2.1) zi :=
∫
φ(γ∗
i
)
wX .
We observe that the integral in (2.1) is an isotopy invariant, so Θ is well defined.
The Teichmu¨ller space T (k1, .., kr) inherits its topology from Cd via Θ.
Proposition. The map Θ in (2.1) is a local homeomorphism.
Proof: The map Θ is continuous by definition, so it is enough to prove that it is
open and that its restriction to small open sets is injective. It is known that any
translation surface X admits a triangulation whose vertices are the points in Σ and
whose edges are saddle connections (see [E,M] for example). If (X,φ) is a translation
surface with marking, the pre-images under φ of the edges of the triangulation are
elements inH1(M
∗,Σ∗,Z) and the triangulation can be represented combinatorially
as a (non planar) graph, whose vertices are the points in Σ∗ and whose edges are
elements inH1(M
∗,Σ∗,Z). Once the combinatorics of the triangulation is fixed, the
values z1, .., zd of the periods on the basis {γ∗1 , .., γ∗d} of H1(M∗,Σ∗,Z) determine
the triangulation, and therefore the translation surface. In particular the values
z1, .., zd for the periods which define a triangulation are determined by some system
of linear inequalities, which give an open condition in Cd, therefore the map Θ is
open. On the other hand, we can take open sets U in T (k1, .., kr) small enough
in order to have that any (X,φ) in U admits a triangulation whose combinatorial
representation is the same. From the discussion above it follows that any such
(X,φ) is determined by the values zi =
∫
φ(γ∗
i
)
wX of its periods, therefore Θ|U is
injective. The lemma is proved. 
Since Θ is a local homeomorphism, T (k1, .., kr) inherits from C2g+r−1 the struc-
ture of complex manifold, whose complex dimension is of course 2g + r − 1. The
group Diff+(M∗,Σ∗) acts (on the right) on T (k1, .., kr) by
(X,φ) 7→ (X,φ ◦ f),
moreover the action of the subgroup Diff+0 (M
∗,Σ∗) is trivial, since the Teichmu¨ller
space is defined modulo isotopies. It follows that we have an action (on the right)
on T (k1, .., kr) of the so called mapping class group
Mod(g, r) := Diff+(M∗,Σ∗)/Diff+0 (M
∗,Σ∗).
The action if faithful and proper, but it has non trivial stabilizer at surfaces admit-
ting complex automorphisms. The quotient is exactly the moduli spaceH(k1, .., kr),
which inherits therefore the structure of a complex orbifold with complex dimension
2g + r − 1.
2.1.4. Smooth measure and Teichmu¨ller flow. For any G ∈ GL(2,R) and any X ∈
Transl(k1, .., kr) we define a new translation surface GX whose local charts have
the form G ◦ ϕ, where ϕ is a local chart of X . Since the translation subgroup is
normal in the group of affine automorphisms of R2, then GX is still a translation
surface. Thus GL(2,R) acts on the left on Transl(k1, .., kr). Since Diff
+(M∗,Σ∗)
acts on the right on Transl(k1, .., kr), then the two actions commute and we get
an action (on the left) of GL(2,R) on H(k1, .., kr)
Let us consider the standard volume form dLeb on C2g+r−1, normalized in order
to give co-volume one to the integer lattice (Z⊕ iZ)2g+r−1. Using the period map
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Θ we pull back the standard form and we get a smooth form dm := Θ∗dLeb on the
stratum T (k1, .., kr), whose associated smooth measure is denoted m. The action of
any element f in Mod(g, r) on H1(M
∗,Σ∗,Z) is represented by some Af in SL(d,Z)
which satisfies Θ◦f = Af ◦Θ, thus Mod(g, r) preserves the form dm on T (k1, .., kr),
and therefore the measure m. It follows that the projection to the quotient induces
a well defined volume element dµ onH(k1, .., kr), whose associated smooth measure
is denoted µ.
For anyX ∈ Transl(k1, .., kr) the corresponding holomorphic 1-form wX induces
an area form wX ∧ wX on X \ Σ. The area of X is given by
Area(X) :=
∫
X\Σ
wX ∧ wX .
The integral above is obviously invariant under the action of Diff+(M∗,Σ∗) and in
particular of Diff+0 (M
∗,Σ∗), therefore it defines a function on T (k1, .., kr) which
is invariant under Mod(g, r). This amounts to say that we have an area function
X 7→ Area(X) on the moduli space H(k1, .., kr). For any choice of a marking (X,φ)
in T (k1, .., kr) the well known Riemann’s bilinear relation expresses Area(X) as a
real analytic function of z = Θ(X,φ), it follows that the area function is smooth
on T (k1, .., kr) and we have a sub-manifold of real codimension one
T (1)(k1, .., kr) := {(X,φ) ∈ T (1)(k1, .., kr); Area(X) = 1}.
The muduli space of area one translation surfaces is the smooth hyperboloid
H(1)(k1, .., kr) := T (1)(k1, .., kr)/Mod(g, r),
it is possible to see that it is non-compact and in general non-connected (see [KZ]).
We have an homeomorphism from R+×H(1)(k1, .., kr) toH(k1, .., kr) sending (λ,X)
to λX , where the multiplication by λ is given by the action of GL(2,R). It follows
that the volume element dµ decomposes as
dµ = λndλ ∧ dµ(1),
where n = 4g+2r−3 and dµ(1) is a volume form onH(1)(k1, .., kr), whose associated
smooth measure is denoted µ(1).
SL(2,R) acts on H(1)(k1, .., kr) as subgroup of GL(2,R) and it is easy to see that
it preserves µ(1). The Teichmu¨ller flow Ft on H(1)(k1, .., kr) is the action of the
diagonal subgroup of SL(2,R), that if for any t ∈ R:
Ft =
(
et 0
0 e−t
)
.
We recall the following fundamental basic result in Teichmu¨ller dynamics (see [Ma1]
and [Ve]).
Theorem. The smooth measure µ(1) gives to H(1)(k1, .., kr) finite volume and its
restriction on any connected component is ergodic with respect to Ft.
2.2. Interval exchange transformations and Veech’s construction.
2.2.1. Interval exchange transformations. Let X be a translation surface and let
I be an horizontal segment in X , that is a finite segment of a trajectory of the
horizontal field ∂x. For x ∈ I we denote T (x) the first intersection of I with the
positive trajectory of the vertical field ∂y starting from x, in other words we consider
the first return map to I of the vertical flow. Since ∂y preserves the area element
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on X , then T is defined almost everywhere on I, moreover T preserves the length
element dx on I, therefore it acts locally as a translation in the coordinate x. It
follows that the domain of T is union of open sub-intervals of I, whose endpoints lie
on positive trajectories of ∂y ending in points of Σ without passing from I. There
are just finitely many such trajectories, thus the domain of T is union of a finite
number of intervals and the effect of T is to rearrange them in I by translations.
A map like T is called an interval exchange transformation.
Definition 2.1. Let d ≥ 2 and let λ = (λ1, .., λd) be a vector in Rd+ and π be a
permutation in the symmetric group Sd. An interval exchange transformation (we
will write i.e.t.) with d intervals is a map T from an interval I to itself defined by
the data (π, λ) as follows.
• The interval I admits two partitions into open sub-intervals I = ⊔di=1Iti and
I = ⊔di=1Ibi . For any i ∈ {1, .., d}, if we start counting from the left, Iti is
in i-th position in the first partition and Ibi is in i-th position in the second
partition.
• For any i ∈ {1, .., d} we have that |Iti | = |Ibπ(i)| = λi and the restriction of
T to Iti is the translation onto I
b
π(i).
The data π and λ are called respectively the combinatorial datum and the length
datum of T .
For any combinatorial datum π let us call ∆π := {π}×Rd+ the set of all i.e.t.s with
combinatorial datum π. For an i.e.t. T with d intervals and for any i ∈ {1, .., d} we
call uti the left endpoint of I
t
i and u
b
i the left endpoint of I
b
i . Any u
t
i is a discontinuity
of T and any ubi is a discontinuity of T
−1. We say that the combinatorial datum π
is admissible if for any integer k with 1 ≤ k < d we have π{1, .., k} 6= {1, .., k}. A
connection for T : I → I is a triple (q, p, n) with 1 < q ≤ d, 1 < p ≤ d and n ∈ N
such that T nubq = u
t
p. In particular, if T has no connection, then its combinatorial
datum is admissible.
2.2.2. The Veech construction. In this paragraph we describe a construction given
by Veech in [Ve] and known as zippered rectangles construction. We follow the
presentation of [M,M,Y], even if we use a slightly different notation. Let d ≥ 2. For
an admissible combinatorial datum π in Sd let Θπ be the open convex polyhedral
cone in Rd of those τ such that for any 1 ≤ k ≤ d− 1 we have∑
i≤k
τi > 0 and
∑
π(i)≤k
τπ(i) < 0.
The cone Θπ is never empty since it contains the vector τ with coordinates τi :=
π(i)− i. We say that a vector τ in Θπ is a suspension datum for π.
Let us consider a pair (λ, τ) with λ ∈ ∆π and τ ∈ Θπ. The data (π, λ) define an
i.e.t. T on some interval I. We will construct a translation surface X = X(π, λ, τ)
containing I as horizontal segment and such that the construction in paragraph
2.2.1 gives exactly T as first return to I for the vertical field of X . We first define
the complex vector ζ = λ +
√−1τ ∈ Cd, then for any i ∈ {1, .., d} we define two
complex numbers
ξti :=
∑
j<i
ζj and ξ
b
i :=
∑
π(j)<π(i)
ζj .
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We observe that ξt1 = ξ
b
1 = 0 and we set ξ∗ =
∑d
i=1 ζi, λ∗ :=
∑d
i=1 λi and τ∗ =∑d
i=1 τi. Condition τ ∈ Θπ means that for any i with 1 < i ≤ d we have ℑ(ξti ) > 0
and ℑ(ξbi ) < 0. We also define the translation datum θ ∈ Cd setting θi := ξbπ(i) − ξti
for any i, then we decompose it as θ = δ − √−1h with δ, h ∈ Rd, in particular,
since π is admissible, we have hi = ℑ(ξti)−ℑ(ξbπ(i)) > 0 for any i ∈ {1, .., d}.
We may suppose that the i.e.t. T defined by the data (π, λ) acts on the interval
I = (0, λ∗). It u
t
i and u
b
i denote the singularities for T and T
−1 we have
uti :=
∑
j<i
λj and u
b
i :=
∑
π(j)<π(i)
λj .
Observe that uti = ℜ(ξti ) and ubi = ℜ(ξbi ) for all i = 1, .., d. We embed I in the
complex plane, that is we consider I = (0, λ∗) × {0}, then we define 2d open
rectangles in C setting for any i ∈ {1, .., d}
Rti := (u
t
i, u
t
i + λi)× (0, hi)
Rbi := (u
b
i , u
b
i + λπ−1(i))× (−hπ−1(i), 0).
In order to get a surface we zip together these rectangles with the identifications
described below.
(1) For each i ∈ {1, .., d} the rectangle Rti is equivalent to the rectangle Rbπ(i)
under the translation by the translation datum θi.
(2) For each i with 1 < i ≤ d we paste together Rti and Rti−1 along the common
vertical open segment which connects the point uti +0
√−1 to the point ξti .
(3) For each i with 1 < i ≤ d we paste together Rbi and Rbi−1 along the vertical
open segment which connects the point ubi + 0
√−1 to the point ξbi .
(4) For any i ∈ {1, .., d} we paste Rti to I along its lower horizontal boundary
segment (uti, u
t
i + λi)× {0}.
(5) For any i ∈ {1, .., d} we paste Rbi to I along its upper horizontal boundary
segment (ubi , u
b
i + λπ−1(i))× {0}.
(6) We observe that hπ−1(d) = ℑ(ξtπ−1(d)) − ℑ(ξbd) = ℑ(ξtπ−1(d)+1) − τ∗ and
similarly hd = τ∗ − ℑ(ξbπ(d)+1). If τ∗ ≥ 0 then hπ−1(d) ≥ ℑ(ξtπ−1(d)+1) and
the translation by θπ−1(d) induces an identification between the vertical
segment connecting ut
π−1(d)+1 +
√−1hπ−1(d) to ξtπ−1(d)+1 and the vertical
segment connecting λ∗ + 0
√−1 to ξ∗. If τ∗ < 0 then −hd > ℑ(ξbπ(d)+1)
and the translation by −θd induces an identification between the vertical
segment connecting ξb
π(d)+1 to u
b
π(d)+1 −
√−1hd and the vertical segment
connecting ξ∗ to λ∗ + 0
√−1.
(7) Finally we add the origin 0 of C, the points ξti with 1 < i ≤ d, the points
ξbi with 1 < π(i) ≤ d and the point ξ∗
Definition 2.2. For any admissible combinatorial datum π in Sd and for any
pair of length-suspension data (λ, τ) for π we call X(π, λ, τ) the translation surface
which is obtained following the procedure above. A translation surface X such that
there exists a triple of data (π, λ, τ) as above satisfying X = X(π, λ, τ) is said
representable with the Veech construction.
Now we determine the stratum of the moduli space where the surface X(π, λ, τ)
lies. We fix a small positive number ǫ and for i ∈ {2, .., d} we define two half sectors
Dti := B(ξ
t
i , ǫ)∩Rti andDbi := B(ξbi , ǫ)∩Rbi in the complex plane, where the notation
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suggests that these sectors look like the letter D. AnyDti is equivalent toD
b
π(i) under
the translation by θi, therefore they are identified to the same sector in X(π, λ, τ).
Similarly for i ∈ {1, .., d − 1} we define two half sectors Cti := B(ξti , ǫ) ∩ Rti+1
and Cbi := B(ξ
b
i , ǫ) ∩ Rbi+1, here the notation suggests that these sectors look like
the letter C. As before Cti is equivalent to C
b
π(i) under the translation by θi and
they are identified to the same sector in X(π, λ, τ). We introduce the set HS :=
{(i,D)}i∈{2,..,d} ∪ {(i, C)}i∈{1,..,d−1}, which has 2(d − 1) elements, that we use
as labels for the sectors introduced above. The labeling obviously associates the
symbol (i,D) to any half sector Dti and the symbol (i, C) to any half sector C
t
i .
Finally we introduce a bijection π̂ of the elements of HS defined by
π̂(i,D) := (π(i − 1), C) and π̂(i, C) := (π−1(i+ 1), D).
Let us consider any singular point p ∈ Σ for the surface X(π, λ, τ) and any half
sector Dti in p. Turning in counterclockwise sense around p we pass from D
t
i to
Cti−1, which is identified to C
b
π(i−1). Then turning in the same sense we pass from
Cb
π(i−1) to D
b
π(i−1)+1, which is equivalent to D
t
π−1(j+1), where j = π(i − 1). It
follows that for any p ∈ Σ, the number ho half sectors that we meet turning around
p equals to the length of a cycle of π̂. We have proved the following
Lemma. For any triple of data (π, λ, τ) the translation surface X(π, λ, τ) lies in
a stratum H(k1, .., kr) which depends only from the combinatorial datum π.
We also recall the following well known result (see [Y3]).
Lemma. For any X in H(k1, .., kr) without vertical saddle connections there exists
an admissible π ∈ S2g+r−1 and a pair of data (λ, τ) ∈ ∆π × Θπ such that X =
X(π, λ, τ), anyway the triple of data (π, λ, τ) representing X is not unique. In
particular almost any X in H(k1, .., kr) is representable with the Veech construction.
2.2.3. Veech local charts. We recall that in the definition of the Teichmu¨ller space
we considered a reference topological pair (M∗,Σ∗), moreover in order to define the
period map we fixed also a basis {γ∗1 , .., γ∗d} for H1(M∗,Σ∗,Z).
According to the construction in paragraph 2.2.2, for d ≥ 2 and for any admis-
sible π ∈ Sd we have a well defined map
(2.2)
Iπ : ∆π ×Θπ → H(k1, .., kr)
(λ, τ) 7→ X(π, λ, τ).
Let us consider any (λ, τ) ∈ ∆π × Θπ and the associated translation surface X =
X(π, λ, τ). Using the notation of paragraph 2.2.2, for any i ∈ {1, .., d} we define ζ̂ti
as the segment in C connecting ξti to ξ
t
i + ζi and ζ̂
b
i as the segment in C connecting
ξbi to ξ
b
i + ζπ(i). It is easy to see that for any i ∈ {1, .., d}, either ζ̂ti or ζ̂bi projects to
a saddle connection in X(π, λ, τ), that we denote ζ̂i. It is also easy to see that the
set of curves {ζ̂1, .., ζ̂d} is a basis for H1(X,Σ,Z). Therefore we can define naturally
an isotopy class φ(π, λ, τ) of maps of pairs φ : (M∗,Σ∗)→ (X,Σ) such that for any
i ∈ {1, .., d} we have
φ(π, λ, τ)(γ∗i ) = ζ̂i,
where the equal means that the two curves are isotopic (non just homologous).
It follows that the zippered rectangle construction induces naturally a marking
φ(π, λ, τ) of X(π, λ, τ), that is we have a map
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(2.3)
ITπ : ∆π ×Θπ → T (k1, .., kr)
(λ, τ) 7→ (X(π, λ, τ), φ(π, λ, τ)).
Lemma 2.3. For any admissible π the map ITπ in (2.3) is an homeomorphism onto
its image, moreover the push-forward ITπ∗Leb of the lebesge measure on ∆π×Θπ is
equivalent to the restriction of the smooth measure m to the image of ITπ .
Proof: Since φ(π, λ, τ)(γ∗i ) = ζ̂i for any i ∈ {1, .., d}, then it follows from equation
(2.1) that Θ ◦ ITπ is the natural immersion of ∆π ×Θπ in C2g+r−1, where g and r
are determined by π. Since Θ is a local homeomorphism, then also ITπ is, moreover
it is injective, therefore is an homeomorphism. Since ITπ is a local inverse of Θ the
second part of the statement is obvious. 
Corollary 2.4. For any admissible π the map Iπ in (2.2) is continuous and open,
moreover the push-forward Iπ∗Leb of the lebesge measure on ∆π×Θπ is equivalent
to the restriction of the smooth measure µ to the image of Iπ.
3. Dichotomy for the Khinchin type condition
3.0.4. A remark on strongly decreasing functions. We recall from the introduction
the notion of strongly decreasing function, that is ϕ : [0,+∞)→ (0,∞) such that
tϕ(t) is decreasing monotone. We can restrict such function to integers, obtaining
a sequence (ϕ(n))n∈N. In particular ϕ(t) is monotone, therefore
∑∞
n=0 ϕ(n) is
of the same order of
∫ +∞
0
ϕ(t)dt, that is the series diverges if and only if the
integral diverges. For any real number θ > 1 we can also consider the sequence
ψn := θ
nϕ(θn) and it is an easy exercise in calculus to see that since tϕ(t) is
decreasing monotone than
∑∞
n=0 ψn = +∞ if and only if
∫ +∞
0
ϕ(t)dt = +∞.
3.1. Proof of the convergent case of theorem 1.1. In this paragraph we prove
proposition 1.2 and therefore the convergent part of theorem 1.1 too. Let X be any
translation surface. SO(2,R) acts on the stratum of X as subgroup of SL(2,R) and
we call Xθ the image of X under
Rθ =
(
cos θ − sin θ
sin θ cos θ
)
.
Let ϕ : [0,+∞) → (0,+∞) be a strongly decreasing function with ∫ +∞
0
ϕ(t)dt <
+∞. We show that for almost any θ ∈ [0, 2π) the set Hol(Xθ) contains just finitely
many solutions of equation (1.2). Since the flat metric of Xθ is the same as the flat
metric of X , then the set of all the saddle connections of X is also the set of the
saddle connections of Xθ for any θ. It follows that Hol(Xθ) = RθHol(X) and in
particular the length |Hol(γ)| of a saddle connection γ is invariant under rotations.
For any v ∈ Hol(X) we define the set
I(v) := {θ ∈ [0, 2π); |ℜ(Rθv)| ≤ ϕ(|v|)},
that is the set of those θ such that Hol(Xθ) contains Rθv as solution of equation
(1.2). Our strategy is to prove that
∑
v∈Hol(X) Leb(I(v)) < ∞, then the classical
Borel-Cantelli lemma implies that almost any θ ∈ [0, 2π) is contained into a finite
number of sets I(v), which is equivalent to say that Hol(Xθ) contains just finitely
many solutions of equation (1.2) for almost any θ.
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In [Ma2] Masur proves that for any translation surface X the number N(X,L)
of elements v of Hol(X) with norm |v| ≤ L has quadratic growth with L, that is
there are two positive constants c < C such that for any L big enough we have
cL2 ≤ N(X,L) ≤ CL2.
We write
∑
v∈Hol(X)
Leb(I(v)) =
∑
|v|≤1
Leb(I(v)) +
∑
k∈N∗

 ∑
2k−1<|v|≤2k
Leb(I(v))

 .
We observe that ℜ(Rθv)/|v| is the sinus of the angle between Rθv and the imaginary
axis. Since ϕ is bounded, than for any ǫ > 0 and for |v| big enough we have
Leb(I(v)) < (2 + ǫ)ϕ(|v|)/|v|. Recalling that tϕ(t) is decreasing monotone, and
therefore ϕ(t) too, and applying Masur’s estimation forN(X, 2k) with k big enough,
we get ∑
2k−1<|v|≤2k
Leb(Iγ) ≤ C(2 + ǫ)22kϕ(2
k−1)
2k−1
.
It follows that the tail of the sum
∑
v∈Hol(X) Leb(I(v)) is controlled by the series∑∞
k=1 2
kϕ(2k), modulo a multiplicative constant. According to remark 3.0.4, con-
dition
∫ +∞
0
ϕ(t)dt < +∞ implies ∑v∈Hol(X) Leb(I(v)) < +∞. Proposition 1.2 is
proved and the convergent part of theorem 1.1 too.
3.2. Bundles of saddle connections.
3.2.1. Framed translation surfaces. A frame for a translation surface X is the da-
tum of r horizontal separatrices (S1, .., Sr) such that Si starts in pi ∈ Σ for any
i = 1, .., r. We denote X̂ the datum (X,S1, .., Sr) of a translation surface with
frame and T̂ransl(k1, .., kr) the set of translation surfaces with frame whose singu-
larities have orders k1, .., kr. An equivalence relation is defined on this set setting
X̂ ∼ X̂ ′ if there exists an diffeomorphism f : X → X ′ as in the definition of the
moduli space in paragraph 2.1.1 such that for any i = 1, .., r we have
f(Si) = S
′
i,
where (S1, .., Sr) and (S
′
1, .., S
′
r) are respectively the frame of X̂ and the frame of X̂
′.
We denote Ĥ(k1, .., kr) the quotient, which is called the moduli space of translation
surfaces with frame. The map
Ĥ(k1, .., kr) → H(k1, .., kr)
X̂ 7→ X
is a covering map of degree
∏r
i=1 ki, therefore Ĥ(k1, .., kr) inherits the structure
of complex orbifold of complex dimension 2g + r − 1. Obviously all the structures
defined on H(k1, .., kr) have a corresponding lift in the covering space. In particu-
lar we have an action of GL(2,R) and a smooth measure on Ĥ(k1, .., kr), that we
still call µ, which is invariant under the sub-group action of SL(2,R). The smooth
hyperboloid Ĥ(1)(k1, .., kr) of area one translation surfaces with frame is also ob-
viously defined, together with the induced smooth SL(2,R)-invariant volume µ(1).
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We will be interested to the action of the Teichmu¨ller flow, that is the action of the
diagonal subgroup
Ft =
(
et 0
0 e−t
)
.
The definition of Ĥ(k1, .., kr) is conceptually the same as the definition of the
double-orientable cover of a non-orientable manifold. The introduction of the cover-
ing is necessary because the choice of a frame is not invariant under Ft for elements
of H(k1, .., kr). For example in H(k1, .., kr) there are closed orbits of Ft with period
T such that, for any X in the orbit and any choice of a frame (S1, .., Sr) on X , we
have (FTS1, ..,FTSr) 6= (S1, .., Sr).
3.2.2. Bundles of saddle connections. Let X̂ any element in Ĥ(k1, .., kr), let pi, pj
be any pair of point in the singular set Σ of X and let l ∈ {1, .., ki} and m ∈
{1, .., kj}.
Definition 3.1. A bundle of saddle connections is a set C(pj ,pi,m,l)(X̂) of those
saddle connection γ for the translation surface X which start in pj, end in pi and
satisfy
2(m− 1)π ≤ angle(Sj , γ) < 2mπ
2(l − 1)π ≤ angle(Si, γ) < 2lπ,
where (S1, .., Sr) is the frame for X corresponding to X̂. We denote Hol
(pj ,pi,m,l)(X̂)
the set of complex vectors v =
∫
γ
wX for γ in C(pj ,pi,m,l)(X̂).
Lemma 3.2. Let X̂ be any element in Ĥ(k1, .., kr). Let pj , pi be any pair of points
in Σ and (m, l) be a pair of integers with 1 ≤ m ≤ kj and 1 ≤ l ≤ ki. Then, for
any γ ∈ C(pj ,pi,m,l)(X̂) and for any t ∈ R, γ is a saddle connection for FtX and
moreover it belongs to C(pj ,pi,m,l)(FtX̂).
Proof: The Teichmu¨ller flow obviously preserves saddle connections and the
names of singular points in Σ. Let pj and pi be points in Σ and let γ a saddle
connection for X starting at pj and ending at pi. Let (S1, .., Sr) be the frame on X
carried by X̂. For any t ∈ R we call γt the saddle connection for FtX corresponding
to γ. The frame carried by FtX̂ is (FtS1, ..,FtSr) and we have
tan angle(FtSj , γt) = e−2t tan angle(Sj , γ),
tan angle(FtSi, γt) = e−2t tan angle(Si, γ),
therefore the relations in definition 3.1 are preserved. The lemma is proved. 
3.2.3. Relation with the Veech construction. Let us fix d ≥ 2 and an admissible
combinatorial datum π ∈ Sd. For (λ, τ) in ∆π ×Θπ let us consider the translation
surface X(π, λ, τ). We fix a small positive real number ǫ and for any i ∈ {2, .., d}
we define an horizontal segment Sǫi : (0, ǫ)→ C in the complex plane by
Sǫi (t) := ξ
t
i + t(1, 0).
The projection to X(π, λ, τ) of the segment Sǫi is the beginning segment of an
horizontal separatrix in X(π, λ, τ), that we call SV eechi . There are exactly d −
1 horizontal separatrices as above and they are all distinct. The orders of the
singularities of X(π, λ, τ) satisfy k1 + ..+ kr = 2g + r − 2 = d− 1, therefore
{SV eech2 , .., SV eechd }
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is the set of all the horizontal separatrix for X(π, λ, τ).
Definition 3.3. For a pair of integers (q, p) with 1 < q ≤ d and 1 < p ≤ d we
denote V(q,p)(π, λ, τ) the set of those saddle connections γ for X(π, λ, τ) which start
in the point of Σ where SV eechq starts, end in the point of Σ where S
V eech
p starts,
and satisfy
0 ≤ angle(SV eechq , γ) < 2π
0 ≤ angle(SV eechp , γ) < 2π.
Lemma 3.4. Let (λ, τ) in ∆π × Θπ, consider X = X(π, λ, τ) in H(k1, .., kr) and
take any pre-image X̂ of X in Ĥ(k1, .., kr). Then for any pair of points pj , pi in
Σ and any pair of integers (m, l) with 1 ≤ m ≤ kj and 1 ≤ l ≤ ki there exist an
unique pair (q, p) in {2, .., d}2 such that
C(pj ,pi,m,l)(X̂) = V(q,p)(π, λ, τ).
Proof: Let (S1, .., Sr) be the frame on X = X(π, λ, τ) carried by X̂ . Since
(SV eech2 , ..., S
V eech
d ) are all the horizontal separatrices of X , then for any pair of
points pj , pi in Σ and any pair of integers (m, l) with 1 ≤ m ≤ kj and 1 ≤ l ≤ ki
there exist an unique pair (q, p) in {2, .., d}2 such that SV eechq starts in pj (where
Sj starts), S
V eech
p starts in pi (where Si starts) and we have
angle(SV eechq , Sj) = 2(m− 1)π and angle(SV eechp , Si) = 2(l − 1)π.
The statement in the lemma is therefore evident. 
3.3. Combinatorially defined saddle connections. Let π ∈ Sd be an admissi-
ble combinatorial datum and (λ, τ) be a pair of length-suspension data in ∆π×Θπ.
We recall that if T : I → I is the i.e.t. defined by the data (π, λ), then the interval
I embeds naturally in the translation surface X(π, λ, τ) as an horizontal segment
and T is the first return map to I of the vertical flow on X(π, λ, τ).
3.3.1. Combinatorially defined homology classes. In the following we use the nota-
tion of the Veech construction for X = X(π, λ, τ) introduced in paragraph 2.2.2.
We recall that to any complex vector ζi = λ+
√−1τi is naturally associated a sad-
dle connection ζ̂i, which in particular defines an element [ζ̂i] in H1(X,Σ,Z). The
formulae
ξti =
∑
j<i
ζj ; ξ
b
i =
∑
π(j)<π(i)
ζj ; θi = ξ
b
π(i) − ξti
extend formally on relative (or absolute) homology classes
[ξti ] :=
∑
j<i
[ζ̂i] ; [ξ
b
i ] :=
∑
π(j)<π(i)
[ζ̂i] ; [θi] := [ξ
b
π(i)]− [ξti ].
The homology classes above have a representant which is concatenation of saddle
connections for the flat structureX = X(π, λ, τ), anyway in general it is not possible
to find a representant which is a saddle connection itself.
We define a piecewise constant map [θ] : I → H1(X,Z) setting [θ](x) = [θi] if
x ∈ Iti , then we consider the Birkhoff sum Sn[θ] of the function [θ] over T , that is
Sn[θ](x) = [θ](x) + ..+ [θ](T
n−1x).
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We fix a pair of indexes q, p with 1 < q ≤ d and 1 < p ≤ d. If T has no connection
we can iterate T on ubq infinitely many times and we get a sequence of elements in
H1(X,Σ,Z) defined by
[γ]q,p,n := [ξ
t
p]− [ξbq ]− Sn[θ](ubq).
We can also consider the translation datum θ as a piecewise constant function
θ : I → C, that is we set θ(x) = θi if x ∈ Iti . Then we call Snθ the Birkhoff
sum over T of the function θ. If γq,p,n is a saddle connection for X(π, λ, τ) in the
homology class [γ]q,p,n then we obviously have
(3.1) Hol(γq,p,n) = ξ
t
p − ξbq − Snθ(ubq).
3.3.2. Reduced triples and saddle connections. Let T : I → I be an i.e.t. without
connections and q, p be a pair with 1 < q ≤ d and 1 < p ≤ d. For any n ∈ N we
call I(q, p, n) the open subinterval of I whose endpoints are T n(ubq) and u
t
p (their
reciprocal order does not matter).
Definition 3.5. Let T and (q, p, n) be respectively an i.e.t. and a triple as above.
We say that (q, p, n) is a reduced triple for T if for any k ∈ {0, .., n} the pre-image
T−k(I(q, p, n)) of I(q, p, n) does not contain in its interior any singularity utp′ for
T or any singularity ubq′ for T
−1.
Proposition 3.6. Let T be an i.e.t. without connectios defined by the data (π, λ)
(therefore π is admissible). Let τ be any suspension datum for π and let X =
X(π, λ, τ) be the associated translation surface. For any triple (q, p, n) reduced for
T there exists a saddle connection γq,p,n for X(π, λ, τ) which belongs to the set
V(q,p)(π, λ, τ) and satisfies (3.1).
Proof: We can suppose without losing in generality that T nubq < u
t
p. Since (q, p, n)
is reduced for T , this is equivalent to say that T kubq < T
k−nutp for all k = 0, .., n.
We call I(k) the open interval (T kubq, T
k−nutp), so in particular I(q, p, n) = I
(n) and
all the I(k) have the same length. The fact that (q, p, n) is reduced for T means that
there exists a sequence α(0), .., α(n) of indexes in {1, .., d} such that I(k) ⊂ It
α(k)
for k = 0, .., n. In particular we observe that for any k ∈ {1, .., n} we have
Skθ(u
b
q) = Skθ(T
−nutp) = θα(0) + ..+ θα(k−1).
We set S0θ := 0 and for k ∈ {1, .., n} we introduce the simplified notation Skθ :=
θα(0) + ..+ θα(k−1) for the sum above.
Let us fix a cartesian frame of reference on C choosing as origin the left endpoint
of the interval I where T acts and as positive real half-line the half-line starting from
the origin and containing I. In particular points in I are identified with complex
numbers with zero imaginary part. Moreover for any i ∈ {1, .., d}, if Rti and Rbi
are the open rectangles introduced in paragraph 2.2.2, we have Rti ∩ R = Iti and
Rbi ∩ R = Ibi
We set v := ξtp − ξbq − Snθ, then we define γ̂ as the half line in the complex
plane starting at ξbq in the direction of v, that is γ̂(t) := ξ
b
q + tv. We observe that
ℜ(v) = |I(q, p, n)|. The path t 7→ γ̂(t) projects to a geodesic path t 7→ γ(t) in
X(π, λ, τ) with γ(0) ∈ Σ. A priori it is possible that γ can be extended to R+, but
we will show that its maximal interval of definition is (0, 1) with γ(1) ∈ Σ, that is
γ is a saddle connection.
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For any i = 1, .., d let us call Πi : R
b
i → X the projection from Rbi to X , whose
image is denoted Ri. For 1 ≤ i ≤ d the rectangles Ri are disjoint each other and
intersect along their boundary. Let T > 0 be a positive real number such that γ is
defined on (0, T ). Let Ri(0), ..,Ri(k) be the ordered sequence of the open rectangles
defined above that γ(t) meets for t ∈ (0, T ). We observe that γ̂(t) starts in Rbq,
so i(0) = q and for small t we have γ(t) = Πi(0)(γ̂(t)). We may also assume that
γ(T ) belongs to ∂Ri(k), since otherwise we can extend it till to the boundary. Let
0 = t0 < .. < tk < tk+1 = T be the sequence of instants such that for all l ∈ {0, .., k}
we have
γ(t) ∈ Ri(l) for tl < t < tl+1 and γ(tl+1) ∈ ∂Ri(l).
Lemma. Let us suppose that the sequence 0 = t0 < .. < tk < tk+1 = T satisfies
k ≤ n. Then for all l ∈ {0, .., k} the following conditions hold.
a(l): For tl < t < tl+1 we have γ̂(t) + Slθ ∈ Rbi(l) and
γ(t) = Πi(l)(γ̂(t) + Slθ).
b(l): tl+1 < 1.
c(l): γ̂(tl+1) + Slθ ∈ I(l) ⊂ Rtα(l) ∩ R and there exists some tl+2 > tl+1 such
that γ̂(t) + Slθ ∈ Rtα(l) for tl+1 < t < tl+2.
In particular we have i(l) = π(α(l − 1)) for all l ∈ {1, .., k − 1}.
Proof: The three conditions above are satisfied for l = 0. In particular a(0) is
obvious, moreover γ̂(1) = ξtp − Snθ is not in the closure of Rbi(0), so t1 < 1 and
b(0) also holds. Then we have ℜ(γ̂(t1) − γ̂(0)) = t1ℜ(v) < |I(0)|, and since I(0) is
a subinterval of Ib
i(0), the condition γ(t1) ∈ ∂Ri(0) implies γ̂(t1) ∈ ∂Rbi(0) ∩ R. In
particular we have |γ̂(t1)− ubi(0)| < |I(0)| and therefore γ̂(t1) belongs to I(0). Since
I(0) ⊂ It
α(0) = R
t
π(α(0)) ∩R then γ̂(t) ∈ Rtα(0) for t1 < t < t2 and c(0) follows.
Now we consider l ∈ {1, .., k} and we suppose that a(j),b(j) and c(j) hold for
all j ∈ {1, .., l − 1}. The rectangle Rt
α(l−1) is equivalent to R
b
π(α(l−1)) via the
translation by θα(l−1), so condition c(l− 1) implies condition a(l) and we necessary
have i(l) = π(α(l − 1)). Moreover γ̂(1) + Slθ = ξtp − (Snθ − Slθ), which does not
belong to the closure of Rb
i(l), thus tl+1 < 1 and b(l) follows too. Finally we have
ℜ(γ̂(tl+1) + Slθ) = ℜ(ξbi(0) + Slθ) + tl+1ℜ(v) = T lubi(0) + tl+1|I(l)|.
Condition tl+1 < 1 implies that ℜ(γ̂(tl+1)+Slθ) ∈ I(l) ⊂ Ibi(l), where the inclusion of
I(l) into Ib
i(l) follows from the fact that (q, p, n) is reduced. Therefore the condition
γ(tl+1) ∈ ∂Ri(l) implies γ̂(tl+1)+Slθ ∈ ∂Rbi(l) ∩R and in particular γ̂(tl+1)+Slθ ∈
I(l). Since It
α(l) = R
t
α(l) ∩ R contains I(l) then c(l + 1) holds.
The last part of the statement is proved in the inductive proof of a(l). The
lemma is proved. 
The lemma implies that γ(t) passes through the rectangles Ri(0), ..,Ri(n) in X ,
where i(0) = j and i(l) = π(α(l− 1)) for all l ∈ {1, .., n}. Then we have a sequence
0 = t0 < .. < tn+1 < 1 of instants such that for all l ∈ {0, .., n} we have
γ(t) = Πi(l)(γ̂(t) + Slθ) and γ(tl+1) ∈ ∂Ri(l).
Condition c(n) says that γ̂(tn+1) + Snθ belongs to ∂R
t
α(n), but γ(tn+1) 6∈ Σ. Since
γ̂ is a straight line in the plane with γ̂(1) + Snθ = ξ
t
p ∈ ∂Rtα(n), then the instant
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tn+2 in c(n) equals to 1. It follows that γ(t) can be extended for tn+1 < t < 1 as
the projection from Rtα(n) to X of γ̂(t) + Snθ. Then we evidently have γ(1) ∈ Σ,
thus γ is a saddle connection. It is also evident that Hol(γ) = v = ξtp−ξbq−Snθ and
that γ belongs to the set V(q,p)(π, λ, τ) introduced in definition 3.3. The notation
γq,p,n for the saddle connection γ is therefore natural. The proposition is proved.

3.4. Proof of the divergent case of theorem 1.1. Let us consider a function
ϕ : [0,+∞) → (0,+∞) such that tϕ(t) is decreasing monotone. According to
remark 3.0.4 the divergence of the integral of ϕ is equivalent to the divergence of
the series of the associated sequence ϕ(n).
3.4.1. Approximation of connections for i.e.t.s. Let T be an i.e.t. without connec-
tions. We look at triples (q, p, n) with 1 < q ≤ d, 1 < p ≤ d and n ∈ N such
that
(3.2)
∣∣T n(ubq)− utp∣∣ < ϕ(n).
Equation (3.2) defines a diophantine condition for i.e.t.s inspired by the classical
Khinchin condition for real numbers. Such condition has been studied in [Mar2],
where we prove the following result.
Theorem 3.7. Let ϕ : [0,+∞)→ (0,+∞) be a function as above. For any admis-
sible combinatorial datum π ∈ Sd we have the following dichotomy:
a: If
∑+∞
n=1 ϕ(n) < +∞ then equation (3.2) has just finitely many solutions
for almost any i.e.t. T in ∆π.
b: If
∑+∞
n=1 ϕ(n) = +∞ then for any pair (q, p) with 1 < q ≤ d and 1 < p ≤ d
and for almost any i.e.t. T in ∆π there exists infinitely many triples (q, p, n)
reduced for T which are solution of equation (3.2).
3.4.2. Approximation of vertical saddle connections. Let T be an i.e.t. with d in-
tervals and without connections defined by the data (π, λ). Let τ be a suspension
datum for π and X = X(π, λ, τ) be the associated translation structure. Recall
the real vector h ∈ Rd+ defined by hi = ℑ(ξti − ξbπ(i)). We consider h as a piecewise
constant function h : I → R+ defined by h(x) = hi if x ∈ Iti and we denote Snh its
Birkhoff sum.
For a pair of integers (q, p) with 1 < q ≤ d and 1 < p ≤ d we consider a reduced
triple (q, p, n) for T and the associated saddle connection γq,p,n for the surface
X = X(π, λ, τ) given by proposition 3.6. Since Hol(γq,p,n) = ξ
t
p−ξbq−Snθ(ubq) then
(3.3) ℜ(Hol(γq,p,n)) = T nubq − utp
and we observe that |T nubq −utp| ≤ λ∗ =
∑d
k=1 λk for all n ∈ N. On the other hand
ℑ(Hol(γq,p,n)) = Snh(ubq) + ℑξtp −ℑξbq
and Snh(u
b
q) ≥ nhmin where hmin := mink=1..d hk > 0. Therefore for any ǫ > 0
and any n ∈ N big enough we have
(3.4) (1 − ǫ)|γq,p,n| ≤ Snh(ubq) ≤ |γq,p,n|.
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Lemma 3.8. Consider a function ϕ as above with
∫∞
0
ϕ(t)dt = +∞. Let T be an
i.e.t. without connections and uniquely ergodic, defined by the data (π, λ). Let (q, p)
be a pair in {2, .., d}2 and suppose that there exist infinitely many triples (q, p, n)
reduced for T which are solutions of equation (3.2) with respect to ϕ. Then for
any suspension datum τ in Θπ and any ǫ > 0 there are infinitely many saddle
connections γ for the translation surface X = X(π, λ, τ) which belong to the set
V(q,p)(π, λ, τ) and satisfy
|ℜ(Hol(γ))| < ϕ
(
1− ǫ
1 + ǫ
|Hol(γ)|
Area(X)
)
.
Proof: According to the hypothesis we have infinitely many reduced triples
(q, p, n) for T such that |T nubq − utp| < ϕ(n). Proposition 3.6 gives therefore in-
finitely many saddle connections γq,p,n ∈ V(q,p)(π, λ, τ) for the translation surface
X(π, λ, τ). Since T is uniquely ergodic, for n → ∞ the Birkoff average 1
n
Snh(u
b
q)
converges to
∫
I
h = Area(X), thus for any ǫ > 0 and any ∈ N big enough we have
(1 − ǫ)nArea(X) < Snh(ubq) < (1 + ǫ)nArea(X).
Recalling that tϕ(t) is monotone decreasing, and therefore ϕ(t) too, and using
equations (3.3) and (3.4) we get the assertion. The proposition is proved. 
Proposition 3.9. Let ϕ be a function as above with
∫∞
0
ϕ(t)dt = +∞. Let π be
any admissible combinatorial datum in Sd and let (λ0, τ0) be any pair of length and
suspension data in ∆π × Θπ. Then there exists a neighborhood U ⊂ ∆π × Θπ of
(λ0, τ0) such that for any 1 < q ≤ d and 1 < p ≤ d and for almost any (λ, τ) ∈ U
the set V(q,p)(π, λ, τ) contains infinitely mant saddle connections γ for the surface
X(π, λ, τ) such that
|ℜ(Hol(γ))| < ϕ(|Hol(γ)|).
Proof: Let us fix any ǫ > 0 and let us call A0 := Area(X(π, λ0, τ0)). Then we
consider the function
ϕ0(t) := ϕ
(
1 + ǫ
1− ǫ2A0t
)
.
Our hypothesis on ϕ is obviously equivalent to
∫∞
0
ϕ0(t)dt = +∞. Then we consider
a neighborhood ∆ ⊂ ∆π of λ0 and a neighborhood Θ ⊂ Θπ such that for λ ∈ ∆
and τ ∈ Θ we have
A0/2 < Area(X(π, λ, τ)) < 2A0.
The product U := ∆ × Θ is obviously a neighborhood of (λ0, τ0) contained in
∆π × Θπ and is the neighborhood were we will prove the proposition. Since tϕ(t)
is decreasing monotone and therefore ϕ(t) also is, for (λ, τ) ∈ U and for X =
X(π, λ, τ) we have
ϕ0
(
1− ǫ
1 + ǫ
t
Area(X)
)
< ϕ(t).
Theorem 3.7 says that there exists a subset ∆′ ⊂ ∆ of full measure such that for
almost any λ ∈ ∆′ and for all 1 < q ≤ d and 1 < p ≤ d there are infinitely many
triples (q, p, n) which are reduced for the i.e.t. T defined by the data (π, λ) and
satisfy
|T nubq − utp| < ϕ0(n).
Moreover, according to the celebrated result of Masur and Veech ([Ma1] and [Ve]),
almost any T is uniquely ergodic, therefore we can assume that for all λ ∈ ∆′ the
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i.e.t. T = (π, λ) is also uniquely ergodic. Lemma 3.8 therefore applies and we have
that for all λ ∈ ∆′ and all τ in Θ the set V(q,p)(π, λ, τ) contains infinitely many
saddle connections γ for the translation surface X = X(π, λ, τ) such that
ℜ(|Hol(γ)|) < ϕ0
(
1− ǫ
1 + ǫ
|Hol(γ)|
Area(X)
)
< ϕ(|Hol(γ)|).
We conclude observing that according to the Fubini argument ∆′ × Θ has full
measure in U . The proposition is proved. 
3.4.3. End of the proof. Let X̂0 = (X0, S1, .., Sr) be a translation surface with
frame in Ĥ(k1, .., kr) such that X0 has no vertical connection. As we explained in
paragraph 2.2.2 in the background, this condition is satisfied by almost any X0 ∈
H(k1, .., kr) and therefore for almost any X̂0. Since X0 has no vertical connections,
there exist an admissible combinatorial datum π in Sd, where d− 1 = k1 + ..+ kr,
and a pair (λ0, τ0) in ∆π ×Θπ such that X0 = X(π, λ0, τ0).
We consider the map Iπ : ∆π×Θπ → H(k1, .., kr) introduced in paragraph 2.2.3
in the background. Since Ĥ(k1, .., kr) is a covering space of H(k1, .., kr), then there
exist an unique continuous map
Îπ : ∆π ×Θπ → Ĥ(k1, .., kr)
which lifts Iπ and such that Îπ(λ0, τ0) = X̂0. We consider the open neighborhood
U of (λ0, τ0) given by proposition 3.9. Let us consider any (λ, τ) ∈ U such that for
any 1 < q ≤ d and 1 < p ≤ d, the set V(q,p)(π, λ, τ) contains infinitely many saddle
connections γ whose holonomy v = Hol(γ) satisfies equation (1.2). According to
lemma 3.4, for the corresponding X̂ = Îπ(λ, τ), for any pair of singular points pi
and pj in Σ and any 1 ≤ l ≤ ki and 1 ≤ m ≤ kj , the set Hol(pj ,pi,m,l)(X̂) contains
infinitely many solutions of equation (1.2). Corollary 2.4, at the level of the lift,
says that Ω := Îπ(U) is an open neighborhood of X̂0. According to proposition 3.9,
the set of good (λ, τ) ∈ U has full measure, therefore the set of the corresponding
good X̂ in Ω has full measure too. In other words, for a generic X̂0, there exists a
neighborhood Ω ⊂ Ĥ(k1, .., kr) where the statement of the diverging case of theorem
1.1 holds, therefore the statement holds almost everywhere on Ĥ(k1, .., kr) and the
divergent case of theorem 1.1 is proved.
4. Asymptotic laws
In this chapter we develop the dynamical consequences of theorem 1.1, the dy-
namics we refer to being of course the Teichmu¨ller flow
Ft =
(
et 0
0 e−t
)
.
We first recall from paragraph 2.1.4 in the background that the group of homo-
theties acts on Ĥ(k1, .., kr) as a subgroup of GL(2,R) by X̂ 7→ λX̂ for λ ∈ R+.
The volume element on Ĥ(k1, .., kr) therefore decomposes as dµ = λndλ ∧ dµ(1),
where n = 4g+ 2r− 3 and dµ(1) is the volume element on the smooth hyperboloid
Ĥ(1)(k1, .., kr) of area one translation surfaces with frame.
Equation (1.2), that is |ℜ(Hol(γ))| < ϕ(|Hol(γ)|), where γ is a saddle connection
for a translation surface X , is not covariant under homotheties, indeed changing X
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with λX it takes the form
|ℜ(Hol(γ))| < ϕ(|λHol(γ)|)
λ
.
Anyway, for any λ ∈ R+, the integral
∫ +∞
0
λ−1ϕ(λt)dt diverges if and only if∫ +∞
0 ϕ(t)dt diverges. Since the divergence or the convergence of the integral is
the only discriminant condition in theorem 1.1 and as we have seen homoteties
does not affect the condition, then theorem 1.1 also holds on the smooth hyper-
boloid Ĥ(1)(k1, .., kr) with respect to the measure µ(1). Since the Teichmu¨ller flow
preserves the area of translation surfaces, it is more meaningful to study it on
Ĥ(1)(k1, .., kr).
4.1. Preliminary estimations. In this paragraph we prove some useful estima-
tions about saddle connections which do not involve any information about the
bundle they belong to, therefore in all the paragraph we will work with simple
translation surfaces without any choice of a frame. Let us consider any X in
H(k1, .., kr) and a saddle connection γ for X . As we have seen, γ is a saddle con-
nection for FtX for any t ∈ R. For t ∈ R let us denote Hol(γ, t) the holonomy of γ
with respect to the flat structure FtX . Then we set
ℜ(γ, t) := ℜ(Hol(γ, t)) ; ℑ(γ, t) := ℑ(Hol(γ, t)) ; |γ|t := |Hol(γ, t)|.
For simplicity we write |γ| for |γ|0. We also define
Area(γ, t) := |ℜ(γ, t)| · |ℑ(γ, t)| and cot(γ, t) := ℜ(γ, t)ℑ(γ, t) .
Since ℜ(γ, t) = etℜ(γ, 0) and ℑ(γ, t) = e−tℜ(γ, 0), then Area(γ, t) is constant in t,
on the other hand we have cot(γ, t) = e2t cot(γ, 0). It is also easy to see that we
have the relation
(4.1) Area(γ, t) = |γ|2t
| cot(γ, t)|
1 + cot2(γ, t)
.
Lemma 4.1. Let X be any translation surface and γ any saddle connection for X.
If for some instant t ≥ 0 we have |γ|t < 1 then t > log |γ|.
Proof: Since Area(γ, t) is constant and cot(γ, t) = e2t cot(γ, 0), then equation
(4.1) implies that for any t we have
|γ|2 1
1 + cot2(γ, 0)
= |γ|2t
e2t
1 + cot2(γ, t)
.
We observe that | cot(γ, t)| > | cot(γ, 0)|, since t ≥ 0. Then |γ|t < 1 implies that
e2t > |γ|2 and the lemma follows. 
Let us fix any X ∈ H(k1, .., kr) and any saddle connection γ for X . Let us denote
τ := τ(X, γ) ∈ R the instant defined by
|γ|τ := min{|γ|t; t ∈ R}.
Since the geometry of a translation surface is locally euclidian, the length |γ|t is
minimal when ℜ(γ, t) = ℑ(γ, t), that is cot(γ, t) = 1 and we have
(4.2) τ(X, γ) = −1
2
log(cot(γ, 0)).
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Since by definition | cot(γ, τ)| = 1, recalling that Area(γ, t) is constant, equation
(4.1) implies
(4.3) |γ|2τ = 2Area(γ, 0) and |γ|2t > 2Area(γ, 0) for t 6= τ.
Lemma 4.2. Let ǫ be any positive real number. For almost any X in H(k1, .., kr)
and for all but finitely many saddle connection γ for X, the instant τ(X, γ) satisfies:
τ(X, γ) ≤ (1 + ǫ) log |γ|.
Proof: Since the function t 7→ t−(1+2ǫ) has convergent tail, the convergent case
of theorem 1.1 implies that for almost any X ∈ H(k1, .., kr) and for all but finitely
many saddle connections γ for X we have |ℜ(Hol(γ))| ≥ |γ|−(1+2ǫ), which implies
cot(γ, 0) ≥ 1|ℑ(γ, 0)||γ|1+2ǫ ≥ |γ|
−2(1+ǫ).
Then equation (4.2) implies that for such X and for such γ the condition in the
statement holds. The lemma is proved. 
4.2. Proof of theorem 1.3. In this section we prove theorem 1.3. Before entering
into details we state the following useful lemma, whose proof is a trivial exercise in
calculus.
Lemma 4.3. Let ϕ : [1,+∞)→ (0,+∞) be a function such that tϕ(t) is decreasing
monotone. The function ϕ̂ : [0,+∞) → (0,+∞) defined by ϕ̂(s) := esϕ(es) is
decreasing monotone.
On the other hand, for any decreasing monotone function ψ : [0,+∞)→ (0,+∞)
there exists an unique function ϕ : [1,+∞)→ (0,+∞) such that tϕ(t) is decreasing
monotone and such that ψ = ϕ̂. The function ϕ is given by ϕ(t) = ψ(log t)/t and
we have ∫ ∞
0
ψ(t)dt =
∫ ∞
1
ϕ(s)ds.
4.2.1. Convergent case. Here we consider the case
∫∞
0
ψ(t)dt < +∞. Our aim is to
prove that for generic X we have
lim
t→∞
Sys(FtX)√
ψ(t)
=∞.
Our strategy is first to prove that for generic X we have
(4.4) lim inf
t→∞
Sys(FtX)√
ψ(t)
> 1.
Then, once (4.4) is proved, we observe that for any positive constant C > 1 the
function C2ψ still has finite integral, thus we can change ψ with C2ψ and (4.4) still
holds for C2ψ, which is equivalent to say that lim inft→∞ Sys(FtX)/
√
ψ(t) > C.
We get that limt→∞ Sys(FtX)/
√
ψ(t) exists and is equal to +∞.
We pass to the proof of equation (4.4). Let us suppose that there exists a positive
measure subset S of H(1)(k1, .., kr) such that for any X ∈ S we have
lim inf
t→∞
Sys(FtX)√
ψ(t)
≤ 1.
Let us fix any X ∈ S. There exists a sequence of instants t1 < ... < tn < ... with
tn → +∞ and such that Sys(FtnX) ≤
√
ψ(tn). Let γn be a sequence of saddle
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connections for X such that for every n ∈ N we have Sys(FtnX) = |γn|tn . For any
such γn we obviously have |γn|2tn ≤ ψ(tn). Since ψ has convergent tail, in particular
is goes to zero at infinity and it follows that |γn|tn → 0 as n → ∞. We observe
that |γn|t as t → +∞ for any fixed n. Since tn → +∞, then any γn occurs in the
sequence (γn) finitely many times. Moreover on any translation surface X there are
just finitely many saddle connections with length smaller than some fixed bound,
thus it follows that |γn|0 →∞ as n→∞ (i.e. the length at t = 0). We also observe
that this implies that cot(γn, 0)→ 0 as n →∞. Indeed if we could find a positive
constant c (depending on X) and a subsequence (n(k))k∈N with | cot(γn(k), 0)| > c,
then equation (4.1) would imply Area(γn(k), tn(k))→ +∞ as k →∞, but equation
(4.3) implies that this is in contradiction with our assumption on γn.
Let us fix any ǫ > 0. Since cot(γn, 0)→ 0 then for any n big enough we have
|ℑ(γn, 0)| > (1 + ǫ)Area(γn)|γn|0
and since by equation (4.3) we have Area(γn, 0) ≤ (1/2)|γn|2tn then it follows that
|ℜ(Hol(γn))| = |ℜ(γn, 0)| < 1 + ǫ
2
|γn|2tn
|γn|0 <
1 + ǫ
2
ψ(tn)
|γn|0 .
Finally, recalling lemma 4.1, we have tn > log(|γn|0) and it follows that
|ℜ(Hol(γn))| < 1 + ǫ
2
ψ(log(|γn|0))
|γn|0 .
We set ϕ(t) := ψ(log t)/t and according to lemma 4.3 we have
∫ +∞
1
ϕ(t)dt < +∞.
On the other hand, for a set S of positive measure in H(k1, .., kr) and for all X in
S we can find infinitely many saddle connection γn for X such that |ℜ(Hol(γn))| <
ϕ(|Hol(γn)|), which is absurd, since is in contradiction with the convergent part of
theorem 1.1. Equation (4.4) is proved an therefore the convergent part of theorem
1.3 too.
4.2.2. Divergent case. Now we consider the case
∫∞
0
ψ(t)dt = +∞. We recall that
for X̂ ∈ Ĥ(1)(k1, .., kr) the bundles C(pj ,pi,m,l)(X̂) are invariant for the Teichmu¨ller
flow Ft (lemma 3.2). Let us fix any pair of points pj , pi ∈ Σ and any pair of
indexes m, l with m ∈ {1, .., kj} and l ∈ {1, .., ki}. We prove that for almost any
X̂ ∈ Ĥ(1)(k1, .., kr) we have
lim inf
t→∞
Sys(pj ,pi,m,l)(FtX̂)√
ψ(t)
= 0.
Similarly to the convergent case, our strategy is to prove that for generic X̂ we have
(4.5) lim inf
t→∞
Sys(pj ,pi,m,l)(FtX̂)√
ψ(t)
< 1.
Once (4.5) is proved, we observe that for any positive constant ǫ > 0 the function
ǫ2ψ still has divergent integral. Therefore we can change ψ with ǫ2ψ and (4.5) still
holds for ǫ2ψ, which is equivalent to
lim inf
t→∞
Sys(pj ,pi,m,l)(FtX̂)√
ψ(t)
< ǫ.
Since the argument works for all ǫ we get lim inft→∞ Sys
(pj ,pi,m,l)(FtX̂)
√
ψ(t) = 0.
26 LUCA MARCHESE
We pass to the proof of (4.5). Let us fix any ǫ > 0 and let us consider the
function
ϕ(s) :=
ψ((1 + ǫ) log(s))
s
Lemma 4.3 (modulo a trivial change of variable) implies
∫ +∞
1
ϕ(t)dt = +∞, there-
fore the divergent part of theorem 1.1 applies. For almost any X̂ ∈ Ĥ(1)(k1, .., kr)
the bundle C(pj,pi,m,l)(X̂) contains infinitely many saddle connections γn such that
|ℜ(Hol(γn))| < ϕ(|Hol(γn)|). It follows that we have
Area(γn) < |ℑ(γn, 0)|ϕ(|γn|) < |γn|ϕ(|γn|),
where |γn| = |Hol(γn)| is the initial length |γn|0. For any such γn let us consider the
instant τ(n) such that |γn|τ(n) = min{|γn|t; t ∈ R}. According to equation (4.3),
the length |γ|τ(n) of the saddle connection γn with respect to Fτ(n)X satisfies
|γn|2τ(n) < (1/2)|γn|ϕ(|γn|).
Since we are considering a generic X̂ we may assume that the underlying translation
surface X belongs to the full measure subset of those elements for which lemma
4.2 applies. For the length of γn at t = 0 we have |γn| ≥ exp
(
τ(n)
1+ǫ
)
and since the
function tϕ(t) is decreasing monotone we get
|γn|2τ(n) <
1
2
exp
(
τ(n)
1 + ǫ
)
ϕ
(
exp
(
τ(n)
1 + ǫ
))
= ψ(τ(n)).
Since the bundles of saddle connections are preserved by the action of Ft on
Ĥ(1)(k1, .., kr) then for any τ(n) the saddle connection γn belongs to the bundle
C(pj,pi,m,l)(Fτ(n)X̂), therefore
Sys(pj ,pi,m,l)(Fτ(n)X̂) ≤ |γn|τn <
√
ψ(τ(n)).
Finally we observe that |ℜ(γn, 0)| → 0 and |γn|0 → ∞ as n → ∞, therefore
cot(γn, 0) → 0 and equation (4.2) implies that τn → ∞. Equation (4.5) therefore
follows and the divergent part of theorem 1.3 is proved.
5. Punctured tori
This section is devoted to the proof of theorem 1.6. Let us consider a function
ϕ : [0,+∞) → (0,∞) such that tϕ(t) is decreasing monotone and ∫ +∞
0
ϕ(t)dt =
+∞. Let X be any flat torus with r punctures p1, .., pr. We want to prove that
for almost any θ ∈ [0, 2π) there exist at least a pair of points (pj , pi) such that
Hol(pj ,pi)(Xθ) contains infinitely many solutions of equation (1.2).
5.1. Veech’s construction for punctured flat tori.
5.1.1. First return to an horizontal section. Let X be a flat torus with r punctures
and let Σ = {p1, .., pr} be the set of the punctures. We suppose that X does
not have vertical saddle connections. Let I be an horizontal segment in X whose
endpoints lie on two trajectories of the vertical field ∂y, respectively ending and
starting at the same point p∗ ∈ Σ. It is a well known fact that the first return T of
the vertical flow to I is an irrational rotation. Let us consider the length coordinate
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x on I, which give an identification of I with the interval (0, |I|) ⊂ R. There exists
some δ ∈ (0, |I|) such that T acts by
T (x) = x+ δ if 0 < x < |I| − δ
T (x) = x− (|I| − δ) if |I| − δ < x < |I|.
In particular T is an i.e.t. and (0, |I| − δ) and (|I| − δ, |I|) are the two maximal
intervals where T acts as a translation. Anyway, since we want to keep track of all
points in Σ, we consider a partition of I into d = r + 1 intervals It1, .., I
t
d, any I
t
i
being delimited by two endpoints whose positive trajectory under the vertical flow
ends in some point of Σ. Therefore T is described by a pair of data (π, λ), where
λi = |Iti | for i ∈ {1, .., d} and π ∈ Sd is a rotational combinatorial datum, that is it
satisfies
π(i)− i = const mod d.
With this notation T has a real discontinuity at the point on I whose coordinate is
ut
π−1(1), and is continuous at all u
t
i with i 6= π−1(1). Similarly T−1 is continuous at
all points ubj with j 6= π1(1) and has a real discontinuity just at ubπ(1). We define the
normalized length datum λ̂ := λ
λ∗
, where λ∗ =
∑d
i=1 λi, and we consider the i.e.t.
T̂ defined by the data (π, λ̂). According to the discussion above, T̂ is a rotation
and it has two maximal intervals where it acts as a translation, anyway we look at
all points ûtp and û
b
q with 1 < q ≤ d and 1 < p ≤ d. In terms of the data (π, λ) they
are given by
ûtp =
∑
j<p
λ̂j and û
b
q =
∑
π(j)<π(q)
λ̂j .
In particular the rotation number of T̂ is α = α(λ) := ûb
π(1) and T̂ acts by
T̂ (x) = x+ α if 0 < x < 1− α
T (x) = x− (1 − α) if 1− α < x < 1.
We can reconstruct the original torusX from T with the Veech construction, that
is there exists some τ ∈ ∆π such that X = X(π, λ, τ). In general, any translation
surface obtained with the Veech construction from a rotational combinatorial datum
π ∈ Sd is a flat torus with d− 1 marked points.
5.1.2. Section for the rotated vertical flow. Let π ∈ Sr+1 be a rotational combina-
torial datum and for (λ, τ) ∈ ∆π × Θπ let X = X(π, λ, τ) be the associated flat
torus with r marked points. For θ in R we define the vectors in Rd
λ(θ) := cos θλ− sin θτ and τ(θ) := sin θλ+ cos θτ.
There exists an open interval J = J(π, λ, τ) ⊂ R containing 0 and depending on
π, λ, τ such that λ(θ) ∈ ∆π and τ(θ) ∈ Θπ for θ ∈ J . For θ in the same interval
the rotated torus Xθ can be therefore represented with the Veech construction as
Xθ = X(π, λ(θ), τ(θ)). For θ ∈ R we define λ∗(θ) =
∑d
i=1 λi(θ) and λ̂(θ) :=
λ(θ)
λ∗(θ)
and we consider the i.e.t. T̂θ whose data are (π, λ̂(θ)). It is easy to check that
the map θ 7→ λ̂(θ) is the parametrization of a segment in the standard simplex
∆(1) := {λ ∈ Rd+;λ∗ = 1}, that is we can write
λ̂(θ) = λ̂+ s(θ)v,
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where s : J → R is a smooth change of variable and v is a vector in Rd. Their
explicit expression is
s(θ) =
tan θ
λ∗ − τ∗ tan θ and v =
τ∗
λ∗
λ− τ,
where τ∗ =
∑d
i=1 τi. It follows that for θ ∈ J(π, λ, τ) and for 1 < q ≤ d and
1 < p ≤ d the marked points ûtp(θ) and ûbq(θ) in (0, 1) are given by
ûtp(θ) = û
t
p(0) + s(θ)
∑
k<p
vk and û
b
q(θ) = û
b
q(0) + s(θ)
∑
π(k)<π(q)
vk.
According to the discussion above the only real singularities for T̂θ and T̂
−1
θ are re-
spectively ût
π−1(1)(θ) and û
b
π(1)(θ). In particular, observing that λ∗
∑
π(j)≤π(1) vj =
Area(X), the rotation number α(θ) of T̂θ is given by
α(θ) = ûbπ(1)(θ) = α(0) + s(θ)
Area(X)
λ∗
.
Let us fix any triple of data (π, λ, τ). We resume the discussion of these two
paragraphs in the following lemma
Lemma 5.1. The map θ 7→ α(θ), which assigns to any θ ∈ J(π, λ, τ) the rotation
number α(θ) of T̂θ, is a smooth change of variable. Moreover, for any 1 < i ≤ d
there exists two pairs of real numbers (Ati, B
t
i) and (A
b
i , B
b
i ), depending only from
(π, λ, τ), such that
ûti(θ) = A
t
i + α(θ)B
t
i and û
b
i(θ) = A
b
i + α(θ)B
b
i .
5.2. Proof of theorem 1.6. Let us fix a rotational π ∈ Sd and a pair of length
and suspension data λ ∈ ∆π and τ ∈ Θπ. Let J = J(π, λ, τ) be the interval such
that (λθ , τθ) ∈ ∆π × Θπ for all θ ∈ J . For any such θ let Tθ be the i.e.t. whose
data are (π, λθ) and for a pair (q, p) with 1 < q ≤ d and 1 < p ≤ d let ubq(θ) and
utp(θ) be the corresponding singularities. We look at triples (q, p, n) satisfying
(5.1) |T nθ ubq(θ)− utp(θ)| < ϕ(n).
We call Pθ the subset of {2, .., d}2 of those pairs (q, p) as above such that there
exist infinitely many triples (q, p, n) which are reduced for Tθ and satisfy (5.1).
Lemma 5.2. For almost any θ ∈ J and for any pair (q, p) with 1 < q ≤ d and
1 < p ≤ d there exist infinitely many triples (q, p, n) which satisfy equation (5.1),
anyway these triples are not necessarily reduced for Tθ.
Proof: Let us fix any pair (q, p) with 1 < q ≤ d and 1 < p ≤ d. Since T̂θ is a
rotation on (0, 1) with rotation number α(θ), for any x ∈ (0, 1) and any ∈ N we
have T̂ nθ (x) = {x+ nα(θ)}, where {·} denotes the fractionary part. Then we have
|T nθ ubq(θ)− utp(θ)| = λ∗(θ)|T̂ nθ ûbq(θ) − ûtp(θ)| = λ∗(θ)|{ûbq(θ) + nα(θ)} − ûtp(θ)|.
Since ϕ(n)→ 0 as n→∞, for any θ ∈ J , in order to have infinite solutions n ∈ N
of equation (5.1), it is enough to find infinitely many solutions of
{ûbq(θ) − ûtp(θ) + nα(θ)} <
ϕ(n)
λ∗(θ)
.
Let us consider the decomposition J =
⊔
k∈Z Jk, where 2
k ≤ λ∗(θ) < 2k+1 for
θ ∈ Jk. Let us fix k ∈ Z and let us consider the function ϕk := 2−(k+1)ϕ. Using the
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formula in lemma 5.1 for ûbq(θ) and û
t
p(θ) it is evident that it is sufficient to have,
for any θ ∈ Jk, infinitely many solutions of
{(Bbq −Btp + n)α(θ)− (Abq −Atp)} < ϕk(n).
Since
∫∞
0 ϕk(t)dt = ∞, theorem 5.5 in paragraph 5.3 implies that there exist in-
finitely many n ∈ N satisfying the inequality above for almost any α, moreover
according to lemma 5.1, the change of variable α = α(θ) is smooth and in par-
ticular it preserves sets of measure zero. It follows that we have infinitely many
solutions for almost any θ ∈ Jk too. Since the result holds for any k and the union
is countable, the required condition holds for almost any θ ∈ J . The lemma is
proved. 
We need the following lemma, which holds in general for any i.e.t. and not just
for rotational ones.
Lemma 5.3. For any i.e.t. T without connections there exists ǫ > 0 such that the
following is true. If the triple (q, p,N) is not reduced for T and satisfies
|TNubq − utp| < ǫ
then there exist q′ and p′ with 1 < q′ ≤ d and 1 < p′ ≤ d and positive integers n
and m with n,m < N such that the triples (q, p′, n) and (q′, p,m) are reduced for
T and satisfy
|T nubq − utp′ | < |TNubq − utp| and |Tmubq′ − utp| < |TNubq − utp|.
Proof: We call u(1) < .. < u(2d − 2) the elements in the set {uti; 1 < i ≤ d} ⊔
{ubj; 1 < j ≤ d}, displayed in increasing order. Then we put 2ǫ := minl=2,..,2d−2 |u(i)−
u(i − 1)|, which is positive since T has not connections. In particular our choice
implies that all the intervals Iti and I
b
j have length at least 2ǫ. Let (q, p,N) be a
triple as in the statement and let I(q, p,N) be the interval whose endpoints are
TNθ (u
b
q) and u
t
p. Since (q, p,N) is not reduced for T there exists some k ∈ {0, .., n}
and l ∈ {2, .., d} such that T−k(I(q, p,N)) contains in its interior either utl or ubl ,
moreover it follows by our choice of ǫ that in fact k ≥ 1. We consider the smallest k
such that the last condition holds. By minimality we have that T−i is a translation
on I(q, p,N) for any i = 0, .., k, that is |TN−kubq − T−kutp| = |TNubq − utp| < ǫ.
Without any loss in generality we suppose that we have utl ∈ T−k(I(q, p, n)). We
can also suppose that we have
TN−kubq < u
t
l < T
−kutp.
We first look at the inequality on the right. By our choice of ǫ, no other singularity
of T or T−1 is contained in the interval (utl , T
−kutp) and by minimality of k this
also holds for the iterates T i(utl , T
−kutp) for i = 0, .., k. The interval (u
t
l , T
−kutp) is
mapped by T onto (ubl , T
−(k−1)utp). Then we apply T again k− 1 times and we get
that the triple (l, p, k − 1) is reduced and satisfies|T k−1ubl − utp| < |TNubq − utp|.
Now we look at the inequality on the left in the condition above. It implies that
the triple (q, l, N − k) satisfies |TN−kubq − utl | < |TNubq − utp|. If (q, l, N − k) is not
reduced for T , we call j(q, p,N) the number of singularities, both for T and T−1,
which are contained in the orbit
I(q, p,N), T−1(I(q, p,N)), .., T−(N−k)(I(q, p,N)).
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We observe that j(q, l, N − k) < j(q, p,N), therefore we can start a descending
induction procedure until we get a reduced triple. The lemma is proved. 
Corollary 5.4. For almost any θ ∈ J the set Pθ contains at least 2r− 1 elements.
Proof: Let us fix any θ in the full measure subset of J given by lemma 5.2.
Let (q, p) be any pair in {2, ..d}2 and according to lemma 5.2 consider a family of
infinitely many triples (q, p,Nk) satisfying (5.1). According to lemma 5.3, either
there exists a subsequence Ni of Nk such that the corresponding triples (q, p,Ni) are
reduced for Tθ, that is (q, p) ∈ Pθ, or there are two indexes q′, p′ with 1 < q′ ≤ d and
1 < p′ ≤ d with (q, p′) ∈ Pθ and (q′, p) ∈ Pθ. We display the elements of {2, .., d} in
a r× r matrix. The argument above implies that any row and any column contain
at least an element of Pθ, that is the latter has at least 2r − 1 elements. 
5.2.1. End of the proof. Let X0 be any flat torus with r marked points and let X
be an element in SO(2,R)X0 without saddle connections.
According to the discussion in paragraph 5.1.1, let us chose a rotational π ∈ Sd
and length-suspension data (λ, τ) ∈ ∆π × Θπ in order to have X = X(π, λ, τ).
Then consider the open interval J = J(π, λ, τ) and for θ in the full measure subset
of J(π, λ, τ) given by corollary 5.4 consider the rotated torus Xθ = X(π, λθ, τθ) and
the associated i.e.t. Tθ whose combinatorial and length data are (π, λθ). Observe
that we obviously have Area(Xθ) = Area(X). Let us fix any ǫ > 0 and consider
the function
ϕǫ(t) := ϕ
(
1 + ǫ
1− ǫArea(X)t
)
.
Since ϕǫ differs form ϕ just for a linear change of variable, then it satisfies the same
properties, that is tϕǫ(t) is decreasing monotone and
∫∞
0 ϕǫ(t)dt =∞.
For any pair (q, p) in Pθ there are infinitely many n ∈ N such that the cor-
responding triples (q, p, n) are reduced for Tθ and satisfy equation (5.1). Lemma
3.8 in paragraph 3.4.2 implies that the set V(q,p)(π, λθ, τθ) contains infinitely many
saddle connections γ for Xθ such that
|ℜ(Hol(γ))| < ϕǫ
(
1− ǫ
1 + ǫ
|Hol(γ)|
Area(X)
)
= ϕ(|Hol(γ)|).
According to corollary 5.4 the set Pθ contains at least 2r − 1 pairs (q, p). Lemma
3.4 in paragraph 3.2.3 implies that to any such (q, p) it corresponds an unique pair
(pj , pi) ∈ Σ2 such that the set V(q,p)(π, λθ , τθ) coincides with C(pj,pi)(Xθ). The set
Hol(pj ,pi)(Xθ) therefore contains infinitely many solutions of equation (1.2) and we
have at least 2r − 1 different sets like Hol(pj ,pi)(Xθ).
We argue that the set of X without saddle connections has full measure in
SO(2,R)X0. Since for any such X exists an interval JX ⊂ R containing zero such
that Xθ satisfies the condition in theorem 1.6 for almost any θ ∈ JX , then the
condition holds almost everywhere on SO(2,R)X0. Theorem 1.6 is proved.
5.3. Appendix: an arithmetic result. We consider a function ϕ : [0,+∞) →
(0,∞) such that tϕ(t) is decreasing monotone and any pair (x, y) of real numbers.
For any α ∈ (0, 1) we look for solutions n ∈ N of the following equation
(5.2) {(n+ x)α − y} < ϕ(n).
Theorem 5.5. Let ϕ be a function as above.
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• If ∑∞n=1 ϕ(n) < +∞, then for almost every α ∈ R+ there exist finitely
many solutions n ∈ N of equation (5.2).
• If∑∞n=1 ϕ(n) =∞ then for almost any α equation (5.2) has infinitely many
solutions n ∈ N.
The convergent part of the theorem it is a straightforward application of the
easy half of the Borel-Cantelli lemma, anyway we give here a short proof. We fix
any pair of positive integers m and n and we introduce the function fn,m from
[m,m+1) to [0, 1), defined by fn,m(α) := {(n+x)α− y}, which is piecewise linear
and has the same slope on all its branches. The branches of fn,m are defined on
sub-intervals of [m,m + 1), if we exclude the leftmost and the rightmost of these
intervals all the others have the same length (equal to (n + x)−1) and restricted
to them fn,m is surjective onto [0, 1). It follows than for any ǫ > 0 and any n big
enough, for any subinterval I of [0, 1) we have Leb(f−1n,m(I)) ≤ (1 + ǫ)Leb(I). In
particular for any m in N and for any n big enough we have
Leb(f−1n,m(0, ϕ(n))) ≤ (1 + ǫ)ϕ(n).
Since ϕ has convergent series it follows that
∑∞
n=1 Leb(f
−1
n,m(0, ϕ(n))) < +∞ and
accordingly to the Borel-Cantelli lemma, equation (5.2) has just finitely many so-
lutions for almost any α in [m,m + 1). The same argument works on any other
interval [m,m + 1) and the proof of the convergent part is complete. The proof
of the divergent part of theorem 5.5 is more complicated and its proof takes the
remaining of this section.
5.3.1. Notation. For any positive real number α we introduce the symbol α̂ to
denote the vector (1, α) ∈ R2+, that is the vector with unitary horizontal component
and slope equal to α. For any pair v, w ∈ R2+ of linear independent vectors in
the first quadrant we denote [v, w] the matrix in GL(2,R) whose first and second
columns are respectively v and w. We define a total ordering on PR2+ writing for
any such a pair v, w
v ≺ w if det[v, w] > 0 and v  w if det[v, w] ≥ 0.
5.3.2. Classical continued fraction. In this paragraph we recall some classical facts
about the continued fraction algorithm, which gives good rational approximations
p/q of a real number α. We will follow a geometrical interpretation. We are inter-
ested to real numbers admitting an infinite sequence of approximations, therefore
we just consider irrational α. In this case, for any pair p, q of positive integers,
denoting r = (q, p) ∈ N2, we have
det[r, α̂] 6= 0.
Let us set r−2 := (1, 0) ∈ N2 and r−1 := (0, 1) ∈ N2. For any α ∈ R+ we define
a vector r0 = r0(α) ∈ N2 by
r0(α) := a0(α)r−1 + r−2
where a0(α) ∈ N is such that a0r−1 + r−2  (1, α) ≺ (a0 + 1)r−1 + r−2. Let us
write the vector r0(α) as r0(α) = (q0(α), p0(α)), with q0(α), p0(α) ∈ N. Letting
α vary we introduce the family of integer vectors Q0 := {r0(α);α ∈ R+ \Q} and
the partition Q0 := {I(r0); r0 ∈ Q0} whose elements are the intervals I(r0) with
constant value for the function α 7→ r0(α).
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Now let us suppose that for any α ∈ R+ \Q and for all i < n we have defined all
the vectors ri(α) = (qi(α), pi(α)), with qi(α), pi(α) ∈ N, the associated families of
integer vectors Qi := {ri(α);α ∈ R+ \Q} and the partitions Qi := {I(ri); ri ∈ Qi}
whose elements are the intervals I(ri) ⊂ R+ with specified value for the function
α 7→ ri(α). Then we define by induction
rn(α) := an(α)rn−1(α) + rn−2(α)
where an(α) is the positive integer defined according to the following condition
anrn−1 + rn−2 ≺ α̂ ≺ (an + 1)rn−1 + rn−2 if n is even
(an + 1)rn−1 + rn−2 ≺ α̂ ≺ anrn−1 + rn−2 if n is odd .
We write rn(α) = (qn(α), pn(α)) with qn(α), pn(α) ∈ N and letting α vary we
define the family of integer vectors Qn := {rn(α);α ∈ R+ \Q} and the sigma-
algebra Qn, whose atoms are the intervals I(rn) ⊂ R+ with specified value for the
function α 7→ rn(α). For any fixed α ∈ R+ \ Q the vectors rn(α) are a sequence
of approximations of α̂ in PR2+. The corresponding sequence pn/qn of rational
numbers is the sequence of approximations of α with respect to the continued
fraction algorithm. We recall some well known properties for these approximations
that we use in the following, proofs can be found in [K].
(1) For any α and any n we have r2n ≺ α̂ ≺ r2n+1. The even approximations
r2n give a monotone increasing sequence and the odd ones a monotone
decreasing sequence. Moreover, if n is even and if rn is any element of
Qn, there exist a decreasing sequence (rn+1(a))a∈N of elements of Qn+1
and an increasing sequence (rn+2(a))a∈N of elements of Qn+2 such that
respectively rn+1(a) → rn and rn+2(a) → rn in PR2+ as a → ∞. The
analogous property holds for n odd.
(2) For any n ∈ N let us introduce the vector r′n = r′n(α) := rn(α)+rn−1(α) and
let us write it as r′n = (q
′
n, p
′
n) with q
′
n, p
′
n ∈ N. We have| det[rn, r′n]| = 1,
that is {rn, r′n} is a basis of Z2.
(3) For any n and any rn we have |I(rn)| = (qnq′n)−1 and q2n+2 > 2q2n. We also
have the uniform estimation |I(r′n)| < |I(rn)| < 3|I(r′n)| for two consecutive
atoms I(rn) and I(r
′
n) of Qn.
(4) There exists a constant γ > 1 such that for almost any α and any n big
enough the denominators qn = qn(α) of the approximations of α satisfy
qn < e
γn.
The family of sigma-algebras {Qn}n∈N satisfies Qn ⊂ Qn+1 for any n ∈ N,
that is it defines a monotone increasing filtration, moreover supnQn is the Borel
sigma-algebra. It follows that any interval J contained in R+, with its endpoints
included or not, admits a decomposition J =
⊔∞
n=0 Jn, where J0 is the maximal
subset of J measurable with respect to Q0 and Jn is defined iteratively for n ≥ 1
as the maximal subset of J \⊔n−1i=0 Ji which is measurable with respect to Qn. To
any interval J we associate an integer index i(J) defined as the minimum of those
n ∈ N such that Jn 6= ∅. For any n > i(J) we introduce the sets Gn =
⊔n
l=i(J) Jl
and Gn := J \ Gn. Applying the properties (1) and (3) of the continued fraction
algorithm listed above it is easy to get the following lemma, whose proof is left to
the reader.
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Lemma 5.6. There exist a positive λ with 0 < λ < 1 such that for any interval
J ⊂ R+ and for any n > i(J) the decomposition J = Gn⊔Gn satisfies the following
properties
(1) Gn is measurable with respect to Qn and |Gn| ≤ λn−i(J)|J |.
(2) If I(rn) is any atom of Qn contained in Gn, we have |I(rn)| < λn−i(J)|J |.
(3) If J ′ is any non-empty connected component of Gn, we have i(J ′) ≤ n+ 2.
5.3.3. Twisted continued fraction. In this paragraph we develop some useful ma-
chinery to solve equation 5.2, our exposure is based on a construction given in [Y2]
at pages 105,106.
We fix a pair of real numbers (x, y) and we look for approximations of α of the
form j+y
k+x with j, k ∈ Z2. We use the same vectorial notation of paragraph 5.3.2,
thus we introduce the vector v = (x, y) ∈ R2 and for any r = (k, j) ∈ Z2 we consider
the vector s = r+ v = (k+x, j+ y), which are elements of the coset Z2+ v of Z2 in
R2. We assume that α is irrational and moreover that for any s ∈ Z2 + v we have
det[α̂, s] 6= 0.
We denote A the set of those α in R+ \Q such that the condition above is satisfied.
It is evidently a full measure subset of R+. Let us fix α ∈ A and let (rk(α))k∈N be
the sequence of its classical approximations introduced in paragraph 5.3.2. For any
k ∈ N let us define
Λ(rk) := {srk + tr′k; s, t ∈ (0, 1]},
that is the parallelogram in R2 spanned by the pair of vectors (rk, r
′
k), which is a
fundamental domain for the action of SL(2,Z) on R2. Then we define v(rk) as the
only element in (Z2 + v) ∩ Λ(rk).
We observe that for k even the k-th approximation rk(α) = (qk(α), pk(α)) sat-
isfies rk ≺ α̂ ≺ r′k. In order to define the sequence of the twisted approxima-
tions sn(α) of α we introduce a parameter N ∈ N∗ and for n ∈ N we consider
the 2N(n − 1)-th approximation r2N(n−1) = r2N(n−1)(α) of α with respect to
the continued fraction algorithm of paragraph 5.3.2. We observe that we have
r2N(n−1) ≺ v(r2N(n−1)) ≺ r′2N(n−1) and we define sn according to the following two
cases:
• If r2N(n−1) ≺ α̂ ≺ v(r2N(n−1)) we define νn = νn(α) as the minimum of
those ν in N such that v(r2N(n−1))+ νr2N(n−1) ≺ α̂. In this case we always
have νn(α) ≥ 1. Then we define the n-th twisted approximation as
(5.3) sn := v(r2N(n−1)) + νnr2N(n−1).
In this case we also define the vector s′n = s
′
n(α) by s
′
n := sn − r2N(n−1).
• If v(r2N(n−1)) ≺ α̂ ≺ r′2N(n−1) we define νn = νn(α) as the maximum of
those ν in N such that v(r2N(n−1)) + νr
′
2N(n−1) ≺ α̂. In this case we may
also have νn(α) = 0. Then we define the n-th twisted approximation as
(5.4) sn := v(r2N(n−1)) + νnr
′
2N(n−1).
In this case we also define the vector s′n = s
′
n(α) by s
′
n := sn + r
′
2N(n−1).
Observe that by definition we have sn(α) ≺ α̂ ≺ s′n(α) for any n ∈ N. We write
sn(α) = (kn(α)+x, jn(α)+y) with kn(α), jn(α) ∈ Z and similarly s′n = (k′n+x, j′n+
y), with k′n, j
′
n ∈ Z. If sn(α) is defined by equation (5.3) we have det[sn, s′n] =
det[r2N(n−1), v(r2N(n−1))]. On the other hand, if sn(α) is defined by equation
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(5.4) we have det[sn, s
′
n] = det[v(r2N(n−1)), r
′
2N(n−1)]. In both cases, recalling
that det[r2N(n−1), r
′
2N(n−1)] = 1 and that v(r2N(n−1)) belongs to the fundamental
domain spanned by these two vectors, we have
(5.5) 0 < det[sn, s
′
n] ≤ 1.
Letting α vary we define the family of vectors Pn := {sn(α);α ∈ A}, which is a
subset of (Z2 + v) ∩ R2+, and the sigma-algebra Pn, whose atoms are the intervals
I(sn) ⊂ R+ with specified value for the function α 7→ sn(α). We observe that
for any n ∈ N the σ-algebra Pn is a refinement of Q2N(n−1), anyway the family
{Pn}n∈N∗ it is not a filtration.
Lemma 5.7. For any n ∈ N and for any atom I(sn) of Pn we have i(I(sn)) ≤
2N(n− 1) + 3.
Proof: We treat separately the two cases where sn is defined according to equation
(5.3) or equation (5.4). If r2N(n−1) ≺ sn ≺ v(r2N(n−1)) we observe that there exists
a ∈ N∗ such that
sn ≺ r′2N(n−1) + ar2N(n−1) ≺ s′n.
For the real numbers α ∈ I(r2N(n−1)) with a2N(n−1)+1(α) = a + 1 we have
r′2N(n−1) + ar2N(n−1) = r
′
2N(n−1)−1 + (a + 1)r2N(n−1) = r2N(n−1)+1(α), that is
I(sn) contains an element of Q2N(n−1)+1. It follows from the properties of the con-
tinued fraction that there exist a sequence r2N(n−1)+2 of elements of Q2N(n−1)+2
which accumulate to r2N(n−1)+1. The corresponding interval I(r2N(n−1) + 2) are
therefore eventually contained in I(sn) and thus i(I(sn)) = 2N(n− 1) + 2.
If v(r2N(n−1))  sn ≺ r′2N(n−1) we observe that there exists a ∈ N∗ such that
sn ≺ r2N(n−1) + ar′2N(n−1) ≺ s′n.
For the real numbers α ∈ I(r2N(n−1)) with a2N(n−1)+1(α) = 1 and a2N(n−1)+2(α) =
a we have respectively r′2N(n−1) = r2N(n−1)+1(α) and r2N(n−1) + ar
′
2N(n−1) =
r2N(n−1)+2(α), that is I(sn) contains an element of Q2N(n−1)+2. Arguing as in the
previous case we get i(I(sn)) = 2N(n− 1) + 3. the lemma is proved. 
5.3.4. A sufficient condition. For any n ∈ N∗ and any sn ∈ Pn we define Υ[sn] as
the bijective affine function from I(sn) to [0, 1), or in formula:
Υ[sn](α) :=
k′n + x
det[sn, s′n]
det[sn, αˆ].
For any α ∈ I(sn) we have by definition sn ≺ α̂ ≺ s′n, thus equation (5.5) implies
0 < det[sn, α̂] < det[sn, s
′
n] ≤ 1. Since det[sn, α̂] = (kn(α) + x)α − (jn(α) + y) we
get det[sn, α̂] = {(kn + x)α − y}. It follows that in order to have infinitely many
solution of equation (5.2) it is enough to have infinitely many solutions n of
Υ[sn(α)](α) <
k′n + x
det[sn, s′n]
ϕ(kn).
As a consequence of lemma 5.7 we have kn + x = ℜ(sn) < ℜ(r2N(n−1)+3) =
q2N(n−1)+3 and similarly for k
′
n. Since there exists a constant γ > 1 such that for
almost any α and any n big enough we have qn < e
γn, then we can find a constant
γ′ > 1 such that for almost any α and any n big enough we have
kn + x < e
γ′n and k′n + x < e
γ′n.
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We define a positive sequence setting ψn := e
γ′nϕ(eγ
′n). Since tϕ(t) is decreasing
monotone, then ψn is decreasing monotone and for almost any α and any n big
enough we have ψn < (k
′
n(α) + x)ϕ(kn(α)). Moreover according to remark 3.0.4
condition
∫ +∞
0 ϕ(t)dt = +∞ is equivalent to
∑+∞
n=1 ψn = ∞. Finally, according
to equation (5.5) we have 0 < det[sn, s
′
n] < 1, therefore in order to have infinitely
many solution of equation (5.2) for almost any α it is enough to have infinitely
many solutions n of
(5.6) Υ[sn(α)](α) < ψn.
It follows that in order to prove the divergent part of theorem 5.5 it is enough to
prove the following proposition
Proposition 5.8. If ψ : N → R+ is a decreasing monotone sequence such that∑
n∈N ψn = +∞ then for almost every α ∈ R+ there are infinitely many solutions
n ∈ N of (5.6).
5.3.5. End of the proof. In this paragraph we prove proposition 5.8. Since any func-
tion Υ[sn] has image in (0, 1) we can assume that there exists some positive ǫ ∈ (0, 1)
such that we definitively have ψn < 1− ǫ, otherwise the statement is trivially true.
Then we make a choice of the parameter N in the definition of the twisted approxi-
mations requiring that N ≥ 3 and λ5−2N < ǫ, where λ is the constant in lemma 5.6.
For any n ∈ N∗ and any sn ∈ Pn we define J(sn) as the subinterval of I(sn) of
those α with Υ[sn](α) ≥ ψn. We evidently have |J(sn)| = (1− ψn)|I(sn)|.
Lemma 5.9. For any n ∈ N∗ and any sn ∈ Pn we have i(J(sn)) < 2Nn.
Proof: If for some sn in some Pn we have i(J(sn)) ≥ 2Nn, then J(sn) cannot
contain elements r2Nn−2 of Q2Nn−2, otherwise a sequence of intervals I(r2Nn−1)
would be contained in J(sn). It follows that there exists some atom of Q2Nn−2
which contains J(sn) as subinterval. On the other hand i(I(sn)) ≤ 2N(n− 1) + 3,
according to lemma 5.7 and 2Nn − 2 − i(I(sn)) ≥ 2N − 5 ≥ 1. Then we can
apply the decomposition in lemma 5.6 and we write I(sn) = G2Nn−2 ⊔ G2Nn−2.
Let I(r2Nn−2) be the atom of Q2Nn−2 which contains J(sn). Either I(r2Nn−2)
is contained in G2Nn−2 or J(sn) is a subset of G2Nn−2. In both cases lemma 5.6
implies that |J(sn)| < λ2N−5|I(sn)|. Finally we recall that have |J(sn)| > ǫ|I(sn)|,
because ψn < 1 − ǫ, thus we get to an absurd since λ2N−5 < ǫ. The lemma is
proved. 
We set Cn :=
⋃
sn∈Pn
J(sn) and C :=
⋃
m∈N
⋂
n≥M Cn. The statement in propo-
sition 5.8 corresponds to Leb(C) = 0 and in order to show it it is sufficient to prove
that for any M ∈ N we have Leb(⋂n≥M Cn) = 0. Thus we fix any M ∈ N and we
re-define C := ⋂n≥M Cn. To show that C has zero measure we define a family of
sets Ĉn with Ĉn ⊃ Ĉn+1 and such that C ⊂ Ĉn for any n ∈ N and Leb(Ĉn) → 0 as
n→∞. The definition is given with the following induction procedure.
• The first element of the family corresponds to n =M and we set ĈM := CM .
Any connected components of ĈM is a sub-interval J(sM ) of some atom
I(sM ) of PM and according to lemma 5.9 we have i(J(sM )) < 2NM .
Therefore lemma 5.6 implies that we can decompose it as
J(sM ) = G2NM ⊔ G2NM ,
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where the subset G2NM is measurable with respect to the sigma-algebra
Q2NM , and therefore with respect to PM+1, and where the remaining part
satisfies |G2NM | < λ|J(sM )| (λ is the constant appearing in lemma 5.6).
Moreover, if J ′ is any non-empty connected component of G2NM we have
i(J ′) ≤ 2NM + 2.
• We fix n > M and suppose that the sets ĈM , .., Ĉn−1 are defined. We also
assume that for any k ∈ {M, .., n − 1} any connected component J of Ĉk
satisfies i(J) < 2Nk and we observe that the assumption is satisfied for
k =M .
Let J be any connected component of Ĉn−1. Since i(J) < 2N(n − 1),
using lemma 5.6 we decompose it as
J = G2N(n−1) ⊔ G2N(n−1),
where the subset G2N(n−1) is measurable with respect to the sigma-algebra
Q2N(n−1), and therefore with respect to Pn, and where the remaining part
satisfies |G2N(n−1)| < λ|J(sn)| and i(J ′) ≤ 2N(n−1)+2 for any non-empty
connected component J ′ of G2N(n−1). We define
G2N(n−1) ∩ Ĉn := G2N(n−1) ∩ Cn,
that is we consider the union of the subintervals J(sn) of those I(sn) con-
tained in G2N(n−1). According to lemma 5.9 any new connected component
J(sn) of Ĉn arising in this way satisfies i(J(sn)) < 2Nn. Then we complete
the definition setting
G2N(n−1) ∩ Ĉn := G2N(n−1),
that is the rest G2N(n−1) passes unchanged to Ĉn. According to lemma 5.6,
for these connected component of Ĉn, i.e. for the non empty connected
components J ′ of G2N(n−1) we have i(J ′) ≤ 2N(n− 1) + 2 < 2Nn.
For any n ≥ M the sets Ĉn is therefore defined and if J is any of its connected
component we have i(J) < 2Nn.
Lemma 5.10. For any n ≥M and any connected component J of Ĉn we have
|J ∩ Ĉn+1| < (1− δψn+1)|J |,
where δ = 1− λ and λ ∈ (0, 1) is the constant in lemma 5.6.
Proof: Let J be a connected component of Ĉn. Since i(J) < 2Nn, we apply
lemma 5.6 and we decompose it as J = G2Nn ⊔ G2Nn. According to the inductive
definition of Ĉn+1 we have
J ∩ Ĉn+1 = (G2Nn ∩ Cn+1) ⊔ G2Nn.
Since G2Nn is union of atoms I(sn+1) of Pn+1 and for any such atom we have
|I(sn+1) ∩ Cn+1| = |J(sn+1)| = (1 − ψn+1)|I(sn+1)|, we get |G2Nn ∩ Cn+1| = (1 −
ψn+1)|G2Nn|. On the other hand, lemma 5.6 also implies |G2Nn| < λ|J |, therefore
summing the two contributions we have
|J ∩ Ĉn+1| = (1 − ψn+1)|G2Nn|+ |G2Nn| =
(
(1− ψn+1) |G2Nn||J | +
|G2Nn|
|J |
)
|J | =(
1− (1 − |G2Nn||J | )ψn+1
)
|J | < (1− (1− λ)ψn+1)|J |.
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
Now let us consider any connected component J of ĈM . Lemma 5.10 implies
that for any n > M we have
|J ∩ Ĉn| <
n∏
k=M+1
(1− δψk)|J |.
For any M ≥ 1, the condition ∑n∈N ψn = +∞ on the sequence ψn is equivalent
to limn→∞
∏n
k=M+1(1 − δψk) = 0. It follows that |J ∩ Ĉn| → 0 as n → ∞ for
any connected component J of ĈM . Therefore |J ∩ C| = 0 for any J . Since ĈM
is countable union of its connected component we get |C| = 0. Proposition 5.8 is
proved and therefore the divergent part of theorem 5.5 too.
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