Abstract This work explores a method to recover temperature, salinity, and potential density of the ocean using acoustic reflectivity data and time and space coincident expendable bathythermographs (XBT). The acoustically derived (vertical frequency >10 Hz) and the XBT-derived (vertical frequency <10 Hz) impedances are summed in the time domain to form impedance profiles. Temperature (T) and salinity (S) are then calculated from impedance using the international thermodynamics equations of seawater (GSW TEOS-10) and an empirical T-S relation derived with neural networks; and finally potential density (q) is calculated from T and S. The main difference between this method and previous inversion works done from real multichannel seismic reflection (MCS) data recorded in the ocean, is that it inverts density and it does not consider this magnitude constant along the profile, either in vertical or lateral dimension. We successfully test this method on MCS data collected in the Gulf of Cadiz (NE Atlantic Ocean). T, S, and q are inverted with accuracies of dT sd 50:1 C, dS sd 50:09, and dq sd 50:02kg=m 3 . Inverted temperature anomalies reveal baroclinic thermohaline fronts with intrusions. The observations support a mix of thermohaline features created by both double-diffusive and isopycnal stirring mechanisms. Our results show that reflectivity is primarily caused by thermal gradients but acoustic reflectors are not isopycnal in all domains.
Introduction
Temperature, salinity, and potential density of oceanic mesoscale and submesoscale subsurface structure are traditionally measured with vertical profilers such as expendable bathythermographs (XBT) or conductivity-temperature profilers (CTD), which provide data at a resolution that is typically three orders of magnitude higher in the vertical ($1 m) than in the horizontal ($1 km) dimension. Seismic oceanography (SO) is a scientific discipline that is applied to investigate the ocean using acoustic reflectivity data collected with multichannel seismic (MCS) systems, which were originally designed for solid earth studies and applied for the first time to the water layer by Gonella and Michon [1988] and Holbrook et al. [2003] . This acoustic method can sample lateral sections of hundreds of kilometers to full ocean depth, with resolutions of $10 2 100 m and $10 m in lateral and vertical dimensions, respectively.
A topic attracting increasing interest in SO is the inversion of oceanic variables from acoustic reflectivity. So far, two studies have been published focusing on the recovery of sound speed, temperature, and salinity from field MCS data. The first one by Wood et al. [2008] presents 1-D temperature profiles up to a depth of 750 m that were computed by applying the full waveform inversion. The method reported an accuracy of 0.5 C for the inverted 1-D temperature profiles. The second work is that of Papenberg et al. [2010] , in which the authors recover 1-D temperature and salinity profiles from MCS data and coincident XBTs and CTDs. Papenberg et al. [2010] inverted stacked reflection sections hundreds of kilometers long that sampled up to 1700 m of the water column into temperature and salinity profiles with accuracies of 0.1 C and 0.1, respectively. Recently, two MCS synthetic data studies that detail methodology and show the potential of using full waveform inversion in oceanographic research have been published by Kormann et al. [2011] and Bornstein et al. [2013] .
Temperature and salinity are physical properties that describe structures in the ocean. However, the main physical parameter that controls ocean dynamics is density and, since the ocean is a compressible fluid, potential density is the property that determines the stability, mixing, and mesoscale motions of the particles. This work explores a numerical approach to recovering temperature, salinity, and potential density, from field acoustic reflectivity data. The used inversion method is based on the one proposed by Papenberg et al. [2010] , with two key advances: (i) density is derived from inverted T and S and it is not considered as a constant and (ii) a T-S relation derived using neural networks (NN) is used to retrieve salinity out of temperature. The analyzed MCS data were acquired during the GO Survey, that took place in the Gulf of Cadiz, northeastern Atlantic Ocean in April-May 2007. In this survey, XBT and CTD casts were acquired coincident in time and/ or space with the MCS data.
First, the study area and data are briefly described. Next the algorithm used to precondition the MCS data for the inversion and the inversion method itself are presented. This is followed by the description of the method application to the profile GOLR01 to retrieve temperature, salinity, and potential density values. The inverted values are then compared with coincident XBT and CTD data and the errors are estimated. The resulting isopycnals are compared with the imaged acoustic reflectors as well as with the thermohaline anomalies. Finally, the results and possible future directions are discussed.
Study Area and Data
The method described in this work has been applied to the MCS profile GOLR01, acquired in the Gulf of Cadiz (NE Atlantic Ocean) during the GO survey (Figure 1 ). In this area, the Mediterranean Outflow leaves the Strait of Gibraltar and flows into the Atlantic Ocean following the South Iberian margin. The dense overflow descends and reaches a neutral buoyancy at a depth between 600 and 1500 m, where it is called the Mediterranean Undercurrent (MU). The salty and warm MU turns northward, deflected by the Coriolis effect and continues along the continental slope. The MU has an upper core, usually observed between 700 and 800 m and a lower core, at a depth of 1000-1200 m. A substantial fraction of Mediterranean Water (MW) separates from the continental slope and enters the interior North Atlantic, mixing with North Atlantic Intermediate Water (NAIW) and North Atlantic Deep Water (NADW) [Bower et al., 2002; Ambar et al., 2002; Buffett et al., 2009] . The interaction of the MU with abrupt topographic changes of the continental slope, like major canyons or capes, can generate coherent anticyclonic lenses of Mediterranean-origin water called meddies [Armi et al., 1989; Richardson et al., 2000; Serra and Ambar, 2005; Biescas et al., 2008] . Thermohaline staircases located at the bottom of the lower core of the MW outflow are observed and described as double-diffusive structures [Tait and Howe, 1968; Ruddick and Richards, 2003; Biescas et al., 2010] . Multiscale observations also describe isopycnal stirring by mesoscale eddies and diapycnal mixing at the MW level [Ferrari and Polzin, 2005] .
Acoustic Data
The acoustic reflection data were acquired with a MCS system installed on board the RRS Discovery. The acoustic source consisted of 6 Bolt 1500LL airguns with a total volume of 2320 cu.in. and a peak energy ranging between 10 and 60 Hz. The source array was shot every 20 s (20 m). Reflected energy was recorded using a 2400 m long SERCEL streamer with 192 channels and 12.5 m group spacing. There were 16 hydrophones spaced at 0.625 m in each receiver group. The streamer was deployed 84 m away from the acoustic source, at a depth of 8 m. The source and the streamer were towed from the port side to leave the starboard side free for deployment of the oceanographic probes.
Oceanographic Data
Thirty-two Lockheed Martin Sippican expendable bathythermographs (XBT-T5), coincident in time and space to the acoustic acquisition, were deployed from RRS Discovery along the GOLR01 profile. XBTs reached depths of 1830 m and were deployed every $2.5 km (Figure 5a) , which is the maximum lateral resolution that can be achieved using only one XBT recording system on board and taking into account the time needed for the probes to drop to 1830 m. The sound speed data from the XBT files were not used in this work, since these values are calculated using a constant default salinity of 35 psu. Four CTD casts were made (Figure 5a) , with a lateral sampling of $20 km, along the profile. These casts were done from FS Poseidon 2-3 h after the acoustic data acquisition. CTD deployment could not be done from the vessel that acquired the acoustic data because CTD cast deployment requires stopping the vessel, while the MCS system needs continuous movement of the vessel to maintain the depth control of the streamer.
Methodology

Data Preconditioning
The inversion process described in this study is highly sensitive to the quality and accuracy of the collected input acoustic data. Preserving true amplitudes and enhancing the signal-to-noise ratio (S/N) of acoustic data are one of the standard goals of MCS data processing but are of particular importance in SO studies because reflectivity in the ocean is $10 3 times weaker than in the solid earth. The data preconditioning approach developed in this work consists of several steps that transform the input raw shot gather into profiles of zero-offset true-amplitude acoustic reflectivity (R from here on) in the water layer. Detailed information is provided about the data preconditioning steps that are specific to this work. Standard MCS data processing steps [see Yilmaz, 2001 ] are only listed.
The main steps of the first part of the method are detailed here:
1. Geometry. Developed and applied nominal 2-D geometry to data headers.
Amplitude corrections:
2.1. Angle of incidence. Angle of incidence correction is of particular importance in SO investigations because the ratio between the maximum source-receiver offset and the average target reflector depth for these studies is greater than in any other MCS reflection application. This means that the incident angle for water layer reflections and, therefore, the reflection amplitude from the same subsurface locations in common midpoint (CMP) gathers strongly vary with the changing source-receiver offset (Figure 2a ). The amplitude variation with angle of incidence is computed using Zoeppritz's equations [e.g., Sheriff and Geldart, 1982] and removed for all nonzero-offset data, which usually is all of the collected data, to produce a trueamplitude zero-offset reflection section, as follows:
where h is the incidence angle, which will vary with depth and receiver. For a liquid acoustic medium R(0),G and F are given by:
where V P is sound speed, q is density, and D means variation. To correct R to normal incidence, we apply the factor GainZoep5
Rð0Þ
RðhÞ (Figure 2b ). In our data, the vertical resolution of the acoustic reflection data. Hence, using equations (1) and (2), we get the correction that is applied to every shot gather as a matrix factor for all depths and receivers:
2.2. Receiver directivity. Directivity correction removes amplitude variations due to the receiver array response. Data traces recorded on each channel of the MCS streamer represent a combined recording of a group of hydrophones (16 in this study) distributed over the group interval. The directivity correction is calculated from the following equation [Sheriff and Geldart, 1982] :
where h is the incidence angle, nr is the number of hydrophones that generated the signal of data trace corresponding to a particular channel, k is the wavelength of the peak energy of the source, and Dx is the distance between the hydrophones that are stacked to generate one channel. GainIns is calculated as a matrix of coefficients and applied to each shot gather (Figure 2c ).
2.3. Amplitude correction for spherical divergence.
3. Band-pass frequency filter of [10-80] Hz to remove noise.
4. LIFT filtering. We have applied the LIFT approach [Choo et al., 2004] to increase the signal-tonoise ratio and to filter out the direct wave. LIFT is an amplitudepreserving noise attenuation algorithm composed of a sequence of models applied to data divided in frequency windows and sometimes also to source-receiver offset domains. With this filtering approach, the signal is first modeled, this model is subtracted from the original data, the noise with residual signal is then strongly filtered to extract the residual signal which is then added back to the signal model. In this work, the LIFT was applied in only one frequency window.
5. Common mid point (CMP) sorting. Data traces were sorted from the shot gather domain into the CMP domain.
6. Velocity analysis. The rootmean-square (RMS) velocities were picked on CMP super Zoep amplitude factor applied to compensate reflectivity to normal incidence (equation (5)). (c) Amplitude factor applied to correct the array response (equation (6)).
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gathers because the signal-to-noise ratio on stacked sections significantly improves when using velocities derived directly from seismic data instead of that from oceanographic probes [Fortin and Holbrook, 2009] .
7. Normal move out (NMO). Data were NMO-ed to simulate zero-offset data acquisition geometry.
8. Stack. Signal arriving from common subsurface locations was summed.
9. Deconvolution. Data were deconvolved from the source wavelet by using a minimum entropy filter design algorithm and by extracting the source wavelet from the MCS data through an iterative process. A constant spike decon operator was used with 100 ms length for the whole stacked section.
10. Migration. Standard poststack Kirchhoff time migration was applied to the data.
11. Amplitude calibration. Calibration with the first multiple method.
T, S, and q Recovery From Reflectivity
The preconditioned data are used as input to the inversion process. First, the impedance is recovered from the extracted zero-offset true-amplitude acoustic reflectivity (R) and the smoothed-background XBT along the MCS profile. Next, temperature and salinity are computed using an empirical T-S relation. Finally, the potential density is computed from T and S. Detailed information on these steps follows:
1. Impedance, referred to as Z from here on, is calculated from R (Figure 3a ) using the expression for a continuous medium proposed by [Oldenburg et al., 1983] :
where <R(z)> is the reflectivity of the medium derived with a band-limited source. The convolutional model only ensures to recover the real reflectivity of the medium if the seismic source is a true delta function. In the real case, when sources are band-limited wavelets, the recovered reflectivity is a part of the real one, and high and low frequencies outside the source band cannot be well recovered from the seismogram. Therefore, the impedance recovered after deconvolving the acoustic data (Z Acoustic ) has incorrect low and high-frequency content outside the source frequency band, which must be removed ( Figure 3b ).
2. Z Acoustic is band-pass filtered ð80Hz > f > 10Hz Þ. The cutoff frequency is chosen based on the frequency band of the source but it is adjusted following trial and error testing. It is important to check the effects on amplitude in every single processing step and recalibrate them by comparing with the XBT information. All the applied frequency filters must be zero-phase filters to preserve the phase of the signal and hence the position of the reflections.
3. The low-frequency information of the impedance is recovered from the XBT data by low-pass filtering with the same cutoff frequency (f < 10 Hz) (Figure 3c ). Since the XBT data have lower lateral sampling than acoustic data, XBT data must be interpolated after the filtering. The main issue with extracting the lowfrequency information from XBTs is that they do not measure salinity, which is needed to calculate the impedance. Unfortunately, although we collected CTD casts that are spatially coincident with the MCS data, they are not temporarily coincident and cannot be used for this process. To solve this problem, a T-S relation for the area of the Gulf of Cadiz was derived using a nonlinear NN-based analysis [Bishop, 1995] (supporting information). The application of a NN for T-S relations was first presented by Ballabrera-Poy et al.
[2009] and was validated for SO applications by Kormann et al. [2011] .
4. The acoustically derived, high-frequency vertical profiles, and the XBT-derived, low-frequency ones, are summed in the time domain to calculate broadband vertical impedance profiles along the section (Figure 3d ).
5. T, S, and q derivation. Finally, temperature and salinity are assigned from Z Inversion by applying a numerical search that solves for these two unknown variables using the two-equation system:
ZðT; S; pÞ5qðT; S; pÞ Á ssðT; S; pÞ;
S5NNðT; pÞ;
( where qðT; S; pÞ and ssðT; S; pÞ are the equations provided by the Gibbs Seawater (GSW) Oceanographic Toolbox, for density and sound speed, respectively, and NN(T,p) is the empirical function of salinity derived from temperature and pressure using neural networks.
Finally, the comparison between two strategies for temperature and salinity recovery from reflectivity is presented: the strategy described by Papenberg et al. [2010] (strategy 1) and the strategy used in this work (strategy 2). Strategy 1 derives temperature and salinity from sound speed, assuming a depth dependent density profile constant along the whole section and using a linear T-S model, and strategy 2 derives temperature and salinity directly from impedance using a nonlinear T-S model. Strategy 2 does not consider density constant along the profile, either in vertical or lateral dimension and allows eventually the recovery of density from the inverted temperature and salinity. T-S models were trained using the CTD data acquired by the FS Poseidon during the GO survey and the errors of both strategies are calculated by the mean differences between the predictions of both strategies and the CTD data acquired by the RSS Discovery during the GO survey. The description of the T-S linear and nonlinear models used in the comparison can be found in the supporting information of this paper. The differences between the CTD data and the results following the strategy 1 (red curves) and the strategy 2 (black curves) are plotted in Figure 4 . Strategy 1 performs better in the shallowest 500 m for all three variables, as well as for temperature in the depth range from 1500 to 2000 m. However, strategy 2 yields significantly better results for the depth range from 500 to 1500 m for the three variables with the errors in the salinity and potential density recovery up to four times smaller than for strategy 1. Strategy 2 also performs better in determining salinity and potential density for the depth range from 1500 to 2000 m.
Results
The processing sequence described in the previous section was applied to 2520 shots, resulting in 13,200 1-D vertical acoustic reflection profiles along 82.5 km (Figure 5a) . temperature, salinity, and potential density, which cover the water column at depths from 100 to 1800 m and have a vertical resolution of $10 m and a lateral resolution of $100 m (Figures 5b-5d ). The lateral resolution is of the order of the width of the first Fresnel zone, ffiffiffiffi ffi ðk p d=2Þ [Yilmaz, 2001] , which is affected by the distance between the source and the reflector (in our data distances range between 100 and 1800 m), and the dominant wavelength of the source, k 5 30 m. We did not invert data shallower than 100 m because of the direct wave, which is the wave that travels directly from the acoustic source to the receivers without reflecting. This wave, which is characterized by strong amplitudes (10 4 times larger than for the water layer reflections), overprints and distorts the signal in the shallowest layer and is difficult to completely suppress while preserving the amplitude of the reflections. Therefore, the starting point of equation (7) was Zð0Þ5 Z XBT ðZ5100mÞ and the mixed layer was out of the scope of this work.
The inverted profiles show a warm and salty water mass of MW occupying the 500-1500 m deep layer of the Gulf of Cadiz basin and are surrounded by fresh and cold NAIW above and NADW below ( Figure 5 ). The MU is tracked at the right side of the profile, adjacent to the continental slope. Two MU cores can be identified at depths of 800 and 1200 m. From 3 to 10 km and at depth from 800 to 1200 m, there is a warm and salty lens that we interpret as a meddy. From 35 to 40 km in the profile, 20 km far away from the lateral right edge of the meddy there is a vertical thermohaline anomaly that is similar to the spiral arm of a meddy described by M enesguen et al. [2012] .
The coincident oceanographic probes were used to obtain the Z LowfreqXBT model and also for the error analysis. We inverted the acoustic reflectivity with the Z LowfreqXBT model including all the XBTs with a lateral spacing of 2.5 km. We then calculated the differences between XBT data and inversion results and the mean standard deviations of the whole acoustic profile are dT sd 50:09 C, dS sd 50:02, and dq sd 50:004kg=m 3 (Figure 6 ). In addition, we repeated all the inversions but excluded every other XBT of the Z LowfreqXBT model and then we recalculated the standard deviations. These errors represent the errors at the location where XBT smoothed profiles were removed. In this case, the Z LowfreqXBT model had a lateral resolution of 5 km instead of 2.5 km and the corresponding differences are dT sd 50:3 C, dS sd 50:07, and dq sd 50:01kg=m 3 , which are more than twofold the first computed errors. Our results show that the quality of Z LowfreqXBT in this case determines the main uncertainty of the inversion. Since our acoustic source does not allow the recovery of Z Acoustic in frequencies lower than 10 Hz, we have to obtain the mesoscale information from the XBTs and therefore the lateral sampling of these probes significantly affects the quality of the inversion. Finally, we compared the inversions with the spatially coincident CTD profiles (Figure 7) . CTD probes were not included in the inversion and they were not coincident in time, with a difference of 2-3 h of the acoustic acquisition. The standard deviations of the four CTDs are dT sd 50:3 C, dS sd 50:09, and dq sd 50:02kg=m 3 . Since the CTD values of salinity and potential density are independent of the T-S relation, we consider the differences between these CTD values and the inverted ones as the salinity and potential density errors of our method. Therefore, the errors of T, S, and q inversions are dT sd 50:1 C (from XBT comparison), dS sd 50:09 (from CTD comparison), and dq sd 50:02kg=m 3 (from CTD comparison). The T and S fluctuations are highly correlated and nearly density-compensating, so that the inferred density has relatively larger errors than T or S alone. Unrealistic potential density inversions, smaller than the error bars but too large vertically ($15 m) are observed in the results. To prevent them, the isopycnal contours presented below correspond to the potential density field smooth over 50 m in the vertical dimension. The results obtained in the left side of the profile, between 0 and 3 km, were distorted by the lateral extrapolation of the Z LowfreqXBT model, so they are not considered in the further analysis. 
Potential Density
Although the contribution of the density contrast to the reflectivity in the ocean is significantly smaller than the contribution of the sound speed contrast as quantified by Sallarès et al. [2009] , our results show that this variable can be inverted from acoustic reflectivity with an accuracy of dq sd 50:02kg=m 3 . Reflectivity has been interpreted as isopycnal surfaces in recent SO works [Krahmann et al., 2008; Sheen et al., 2013; Holbrook et al., 2013] . We compare the inverted potential density contours, i.e., isopycnal surfaces, with the acoustic reflectivity data in Figure 9 . These comparisons show that acoustic reflectors are not isopycnal in all domains. If we follow the continuous reflectors on the top boundary of the meddy (Figure  9b ), the value of potential density changes along the reflector, even considering the range of error ð60:02kg=m 3 Þ. The slope of the isopycnal is similar to the reflector along a limit distance (less than $1 2 2 km in the lateral and 20-50 m in the vertical in our data), while the thermal gradients completely overlap the continuous reflector (Figure 9c ).
Discussion and Conclusions
Temperature anomalies (Figure 8 ) calculated from the inverted data show intrusions in areas with lateral T-S gradients. These areas present baroclinic thermohaline fronts with filaments of thicknesses on the order of 10 m and widths that range between hundreds of meters and tens of kilometers and strong T-S lateral compensations. At least two main theories have been proposed to explain the generation of thermohaline structures with weak density signature below the surface mixed layer. The first explained by Ruddick and Gargett [2003] states that lateral T-S gradients drive double-diffusive intrusions that are developed along isopycnals. The second states that the large T-S anomalies are stirred along isopycnals by mesoscale eddies, creating filaments with typical slopes of f/N [Smith and Ferrari, 2009] . Two of the four areas selected in our data, at the lateral edge of the meddy and at the MU upper core, show multiple near-isopycnal filaments, which agree with the double-diffusive theory. In the front created by the spiral arm and the surrounded MW, the filaments do not follow isopycnals. The slope of the upper filament is 0.008 rad, in this area the buoyancy fre- the lower tendril has a slope of 0.03 rad and in this area f/N is also 3310 22 69310 23 , which agrees with the stirring theory. Note that ideally 3-D data should be used for a further discussion on that topic, since the slopes observed by our method are limited by the angle between the acoustic profile and the filaments.
Previous works on SO have assumed that acoustic reflectors follow isopycnals surfaces, mainly concerning two different topics, the study of the energy cascading from internal waves to turbulence done in Krahmann et al. [2008] , Sheen et al. [2009] , Holbrook et al. [2013] , and the interpretation of dynamics of the SubAntarctic Front done by Sheen et al. [2013] . Since acoustic impedance is a product of density and sound speed, contrasts in density must generate contrasts in impedance and hence reflectivity and, at the same time, contrasts in sound speed generate reflectivity as well. However, because of the strong correlation between temperature and salinity observed in the ocean [Rudnick and Ferrari, 1999] , thermal contrasts can be compensated by haline contrasts minimizing density changes. Therefore, strong vertical contrasts in sound speed can have low contrasts in density and potential density. Previous works [Nandi et al., 2004; Ruddick et al., 2009] explain that acoustic reflections are primarily associated with temperature vertical variations, so acoustic images in the ocean can be interpreted as maps of thermal gradients, in agreement with the results presented in this work ( Figure 9 ). On the contrary, isopycnals cross acoustic reflectors and thermal contours in areas of lateral thermal and haline compensation.
To confirm this observation and link this result with previous SO works, we have modeled two synthetic domains in Figure 10 . We have constructed two temperature models (T 1 510:2 C and T 2 510 C) for predominantly: (a) lateral and (b) vertical thermal variations. Using an empirical T-S relation, we have obtained the corresponding synthetic models for density and sound speed and we have propagated a synthetic acoustic wave using the 1-D acoustic propagation solver of Bornstein et al. [2013] . In the same figure, we plot the reflectivity and isopycnal contours derived from both models. In the lateral thermal gradient, isopycnals vary along the continuous reflector (Figure 10c ), while in the vertical thermal stratification the isopycnal follows the thermal interface (Figure 10d ). These results highlight that the hypothesis of considering acoustic reflectivity as a proxy of isopycnal surfaces is not valid for all the dynamic domains, but it is case-by-case dependent, and it is specially weak in the case of lateral interleaving or fronts, while the studies of internal wave energy from undulating reflectors within a vertical thermal gradient should be valid.
In potential density analysis, the T-S relation plays a key role. We have used the NN T-S relation in all this work because it gives the best results for the whole water column, from surface up to 2000 m deep, and within the different submesoscale structures that we have in our data set (i.e., Mediterranean Undercurrent and meddies) (supporting information). However, we note that the error in potential density inversion can significantly increase depending on the used T-S relation that is used. Because of that, we consider that the synthetic FWI inversion presented by Bornstein et al. [2013] is very promising since they do not use any T-S relation and invert independently temperature and salinity directly from the acoustic wave minimizing the error in potential density. As a final test, we have applied the method of Bornstein et al. [2013] to invert potential density from the synthetic reflectivity along a section of a meddy. The result, which is shown in Figure 11 , corroborates that potential density varies along the continuous reflector of the top of the core and hence reflectivity is not isopycnal.
In summary, this work shows that the main physical oceanographic parameters in the ocean: temperature, salinity, and potential density, can be inverted from acoustic reflectivity with accuracies of dT sd 50:1 C, dS sd 50:09, and dq sd 50:02kg=m 3 for temperature, salinity, and potential density, respectively. There is no need to assume laterally homogeneous density during the inversion and T and S variables can be inverted directly from impedance. For acoustic sources with frequency content above 10 Hz, XBTs coincident in time and space to the acoustic data acquisition are needed for the inversion. A lateral sampling of 2.5 km for the coincident XBTs is suggested for inversions in the Gulf of Cadiz, where high lateral submesoscale variability is observed. XBTs also play a key role in the calibration of the inversion amplitudes. The observations support a mix of reflective features created by both double-diffusive and isopycnal stirring mechanisms. Our results show that reflectivity follows thermal gradients but acoustic reflectors may have potential density variations along them, specially when fronts are present.
In several scientific fields such as medicine, astronomy, geology, etc., the exploration using waves has significantly improved the observation. Because of the magnitude, variability, and inaccessibility of the ocean, we believe that methods based on acoustic observations should be further developed and better adapted to the physical oceanography. SO has proven that reflectivity can give information to interpret the main physical parameters. However, the MCS instrumentation that is used at the present time is not optimally adapted to the ocean, which decreases the potential of this acoustic method in oceanographic research. One remarkable limit is the exploration of the mixed layer, with high climatic importance because of the coupling with the atmosphere. Alternatives for shallow SO instrumentation have been presented in Piètè et al. [2013] , but a general solution is still missing. An effort should be made to adapt the principles and technology of MCS system to oceanic exploration. The key points to be assessed include the use of acoustic sources broader in frequency content and more portable acquisition systems to be installed in midsize oceanographic vessels. 
