Abstract. Masking is a popular countermeasure to thwart side-channel attacks on embedded systems. Many proposed masking schemes, even carrying "security proofs", are eventually broken because they are flawed by design. The security validation process is nowadays a lengthy, tedious and manual process. In this paper, we report on a method to verify the soundness of a masking scheme before implementing it on a device. We show that by instrumenting a high-level implementation of the masking scheme and by applying leakage detection techniques, a system designer can quickly assess at design time whether the masking scheme is flawed or not, and to what extent. Our method requires not more than working high-level source code and is based on simulation. Thus, our method can be used already in the very early stages of design. We validate our approach by spotting in an automated fashion first-, second-and thirdorder flaws in recently published state-of-the-art schemes in a matter of seconds with limited computational resources. We also present a new second-order flaw on a table recomputation scheme, and show that the approach is useful when designing a hardware masked implementation.
Introduction
Since Kocher published the seminal paper on side-channel attacks [Koc96] , cryptographic embedded systems have been broken using some auxiliary timing information [Koc96] , the instantaneous power consumption of the device [KJJ99] or the EM radiation [AARR02] , among others. An attack technique of particular interest, due to its inherent simplicity, robustness and efficiency to recover secrets (such as cryptographic keys or passwords) on embedded devices is Differential Power Analysis (DPA), introduced in [KJJ99] . DPA relies on the fact that the instantaneous power consumption of a device running a cryptographic implementation is somehow dependent on the intermediate values occurring during the execution of the implementation. An especially popular countermeasure to thwart power analysis attacks, including DPA, is masking [CJRR99, GP99] . Masking works by splitting every sensitive variable appearing during the computation of a cryptographic primitive into several shares, so that any proper subset of shares is independent of any sensitive variable. This, in turn, implies that the instantaneous power consumption of the device is independent of any sensitive variable, and thus vanilla DPA cannot be mounted. In theory, a (d + 1)-order DPA attack can still be mounted against a d-th order masked implementation; however, in practice higher order DPA attacks are exponentially more difficult to carry out [CJRR99] .
Crucially, in many cases the attacker is not required to perform a higher order attack because the masking is imperfect and thus does not provide the claimed security guarantees. The causes of the imperfections can be manifold: from implementation mistakes to more fundamental flaws stemming from the masking scheme itself. There are many examples in the literature of such flawed schemes: a "provably secure" scheme published in 2006 [PGA06] based on FFT and broken two years later [CGPR08] , a scheme published in 2006 [SP06] and broken one year later [CPR07] , another "provably secure" scheme published in 2010 [RP10] and (academically) broken three years later [CPRR13] ; a scheme published in 2012 [BFGV12] and broken in 2014 [PRR14] .
The verification process of a masking scheme is nowadays a very lengthy manual task, and the findings are published in solid papers involving convoluted probability arguments at leading venues, some years later after the scheme is published. Some even won a best paper award as [CPR07] . From the stand point of a system designer, it is often not acceptable to wait for a public scrutiny of the scheme or invest resources in a lengthy, expensive, evaluation.
Our contribution. In this paper we provide an automated method to test whether the masking scheme is sound or not, and to what extent. The method is conceptually very simple, yet powerful and practically relevant. We give experimental evidence that the technique works by reproducing state-of-the-art first-, second-and third-order flaws of masking schemes with very limited computational resources. Our approach is fundamentally different from previously proposed methodologies and is based on sampling and leakage detection techniques.
Leakage detection for masked schemes in simulation
Core idea. In a nutshell, our approach to detect flawed masking schemes is to simulate power consumption traces from a high-level implementation of the masking scheme and then perform leakage detection tests on the simulated traces to verify the first-and higher-order security claims of the masking scheme.
Input and output of the tool. The practitioner only ought to provide working source code of the masked implementation. The tool instruments the code, performs leakage detection tests and outputs whether the scheme meets its security goals or not. In addition, should a problem be detected, the tool pinpoints the variables causing the flaw and quantifies the magnitude of the statistical bias.
Security claims of masking schemes. We use in this paper the conventional notions for expressing the security claim of a masking scheme. Namely, a masking scheme provides first-order security if the expected value of each single intermediate does not depend on the key. More generally, a masking scheme provides k-order security if the k-th order statistical moment of any combination of k intermediates does not depend on the key. This formulation is convenient since leakage detection tests are designed specifically to test these claims.
Three steps. Our tool has three main ingredients: trace generation, trace preprocessing and leakage detection. We describe each one in detail in the sequel.
Trace generation
The first step of our approach is to generate simulated power traces in a noise-free environment.
Implementation. To accomplish this, the masking scheme is typically implemented in a high-level software language. The implementation is meant to generically reproduce the intermediate values present in the masking scheme, and can be typically written from the pseudo-code description of the masking scheme. (Alternatively, the description of the masking scheme can be tailored to a specific software or hardware implementation and incorporate details from those.)
Execution. This implementation is executed many times, and during each execution, the instrumentation environment observes each variable V that the implementation handles at time n. At the end of each execution, the environment emits a leakage trace c[n]. Each time sample n within this trace consists of leakage L(V ) of the variable V handled at time n. The leakage function L is predefined; typical instantiations are the Hamming weight, the least significant bit, the so-called zero-value model or the identity function.
Randomness.
The high-level implementation may consume random numbers (for example, for remasking.) This randomness is provided by a PRNG.
Trace pre-processing
This step is only executed if the masking scheme claims higher-order security. The approach is similar to higher-order DPA attacks [CJRR99] and higher-order leakage detection [SM15] . Suppose the scheme claims security at order k. We preprocesses each simulated trace c[n] to yield c [n 1 , . . . , n k ] through a combination function as
The result is a preprocessed trace c . The length of the trace is expanded from N to 
Leakage detection
The next step of our approach is to perform a leakage detection test on the (potentially pre-processed) simulated traces. In its simplest form, a leakage detection test [CKN00,CNK04,GJJR11,CDG + 13,SM15] tries to locate and potentially quantify information leakage within power traces, by detecting statistical dependencies between sensitive data and power consumption. In our context, if the test detects information leakage on the simulated traces, this means that the masking scheme fails to provide the promised security guarantees.
Procedure. The instrumentation environment performs a fixed-vs-fixed leakage detection test using the T-test distinguisher [CDG + 13].
The process begins by simulating a set of power traces with fixed unmasked intermediate z = z 0 and another set of traces with different unmasked intermediate value z = z 1 . Typical choices for the intermediate z are the full unmasked state or parts of it. Then, a statistical hypothesis test (in this case, T-test) is performed per time sample for the equality of means. The T-test [Stu08, Wel47] first computes the following statistic
where
, N i are respectively the sample mean, variance and number of traces of population i ∈ {0, 1} and n is the time index. This statistic t[n] is compared against a predefined threshold C. A common choice is C = ±4.5, corresponding to a very high statistical significance level of α = 0.001. If the statistic t[n] surpasses the threshold C, the test determines that the means of the two distributions are significantly different, and thus the mean power consumption of (potentially pre-processed) simulated power traces carry information on the intermediate z. In this case, we say that the masking scheme exhibits leakage at time sample n and flunks the test. Otherwise, if no leakage is detected, another test run is executed with different specific values for z 0 and z 1 . The test is passed only if no leakage is detected for any value of z 0 and z 1 . (Typically, there are only a couple dozen of (z 0 , z 1 ) pairs if the optimizations described in the next section are applied.) Note that a time sample n may correspond to a single variable (first-order leakage) or a combination of variables (higher-order leakage), if a pre-processing step is executed.
On fixed-vs-fixed. Using fixed-vs-fixed instead of fixed-vs-random has the advantage of faster convergence of the statistic (at the expense of leakage behavior assumptions that are benign in our context). (This has been previously observed by Durvaux and Standaert [DS15] in a slightly different context.) One could also use a fix-vs-random test. This usually results in a more generic evaluation.
Optimizations
We note that the following "engineering" optimizations allow to lower the computational complexity so that it is becomes very fast to test relevant masking schemes.
Online algorithms. There is certainly no need to keep in memory the complete set of simulated power traces. For the computation of the T-test as Eq. 2, one can use online formulas to compute means and variances present in the formula. These algorithms traverse only once through each trace, so that a simulated power consumption trace can be generated, processed and thrown away. This makes the memory consumption of the approach independent of the number of traces used. More number of traces would require just more computational time, but not more memory. We note that the same is possible in higher-order scenarios. Lengthy but straightforward calculations show that a T-test on preprocessed traces can be computed online using well-known online formulae for (mixed) higher-order moments [P08] . (This was previously reported by Schneider and Moradi [SM15] .)
Scale down the masking scheme. It is usually possible to extrapolate the masking scheme to analogous, trimmed down, cryptographic operations that work with smaller bit-widths or smaller finite fields. For example, when masking the AES sbox, many masking schemes [RP10,CPRR13] rely on masked arithmetic (masked multiplication and addition blocks) in GF(2 8 ) to carry out the inversion in GF(2 8 ). It is often convenient to scale down the circuit to work on, say, GF(2 4 ) for testing purposes -since the masking approach normally does not rely on the specific choice of field size, any flaw exhibited in the smaller GF(2 4 ) version is likely to be exhibited in the GF(2 8 ) version of the algorithm (and vice versa). By experience we have observed that statistical biases tend to be more pronounced in smaller field sizes, and thus are more easily detectable. (See for instance [PRR14] .) We suggest the use of this heuristic whenever possible for an early alert of potential problems.
Reduce the number of rounds. There is little sense to check for a first-order leak in more than a single round of an iterative cryptographic primitive, such as AES. If the implementation is iterative, any first-order flaw is likely to show up in all rounds. When testing for higher order security, however, one should take into account that the flaw may appear from the combination of variables belonging to different rounds.
Judiciously select the components to check. For first-order security it is sufficient to check each component of the masking scheme one by one in isolation. The situation is slightly different in the multivariate scenario, where multiple components can interfere in a way that degrades security. Still, the practitioner can apply some heuristics to accelerate the search, such as testing for secondorder leakage first only in contiguous components. For example, second-order leakage is likely to appear earlier between two variables within the same round or belonging to two consecutive rounds.
Deactivate portions of the plaintext. To accelerate the leakage search, a substantial portion of the plaintext can be deactivated, that is, fixed to a constant value or even directly taken out from the algorithm. For example, in the case of AES-128 one could deactivate 3 columns of the state, test only 4 active plaintext bytes and still test for the security of all the components within one round.
Carefully fix the secret intermediate values. As we described, the framework fixes two values z 0 , z 1 for the unmasked sensitive intermediate, and then compares the simulated traces distributions conditioned on z 0 and z 1 . Depending on the algorithm, concrete choices for z i (such as fixed points of the function being masked) can produce "special" leakage. For example, in AES if we choose z 1 such that the input to the inversion is 0x00, we can hit faster zero-value type flaws.
Results
In this section we provide experimental results. We first begin by testing the firstorder security claim of two schemes, one that fails the claim (Section 3.1) and another that fulfills it (Section 3.2). Then we will focus on second-and thirdorder claims (Section 3.3 and 3.4 respectively). We point out a new secondorder flaw in Section 3.5, we elaborate on how previously published flaws were discovered in Section 3.6. Finally in Section 3.7 we report on the use of the tool when designing masked circuits.
Smoke test: reproducing a first-order flaw
As a first test, we test the first-order security of the scheme published in [BFGV12] . We will refer to this scheme as IP in the sequel. We focus on reproducing the results from [PRR14], Test fixture. We study first the IPRefresh procedure. This procedure performs a refreshing operation on the input IP shares. We scale down the scheme to work in GF(2 2 ) following Section 2.4. The instrumentation framework finds 141 intermediate variables within a single execution of IPRefresh. The chosen leakage function is Hamming weight, and there is no pre-processing involved.
Leakage detection. We ran the 4 2 = 6 possible fixed-vs-fixed tests covering all possible combinations of pairs of different unshared input values (z 1 , z 0 ). (Here z i is the input to IPRefresh.) For each test, the maximum absolute t-value, across all time samples, is plotted in the y-axis of Fig. 1 as a function of the number of simulated traces (x-axis). A threshold for the T-test at 4.5 is also plotted as a dotted line. This threshold divides the graph into two regions: a t-statistic greater than |C| = 4.5 (in red) means that the implementation fails the test, while a t-statistic below 4.5 (area in green) does not provide enough evidence to reject the hypothesis that the scheme is secure. We can see that 5 out of 6 tests clearly fail in Fig. 1 , since they attain t-values around 100 greater than C. Thus, the IPRefresh block is deemed insecure. (Similar observations apply to the IPAdd procedure.)
It is also possible to appreciate the nature of the T-test statistic: the tstatistic grows with the number of traces N as of √ N in the cases that the implementation fails the test (note that the y-axis is in logarithmic scale.) This can be interpreted as follows: as we have more measurements, we build more confidence to reject the null hypothesis (in our context being that the masking is effective.) If the number of simulated traces is large enough and no significant t-value has been observed, the practitioner can gain confidence on the scheme not being flawed. We will find this situation in the next subsection and elaborate on this point.
A first-order secure implementation
We tested the table recomputation scheme of Coron [Cor14] . This scheme passes all fixed-vs-fixed tests with the identity leakage model. The results are plotted in Figure 2 . We can observe that the t-statistic never crosses the threshold of 4.5 for any test, and thus we cannot reject the null hypothesis that the implementation is secure (i.e., the implementation is deemed secure, "on the strength of the evidence presented " [CKN00] .) Although it is theoretically possible that the masking scheme exhibits a small bias that would only be detectable when using more than 10 6 traces, that flaw would be negligible from a practical point of view when using ≤ 10 6 traces, and definitely impossible to exploit in a noisy environment if it is not even detectable at a given trace count, in a noiseless scenario. 
Reproducing a second-order flaw
To show that our proposed tool can also detect higher-order flaws, we implemented the scheme of Rivain and Prouff (RP) from [RP10] . For the allegedly second-order secure version of this scheme, there is a second-order flaw as spotted by Coron et. al. in [CPRR13] between two building blocks: MaskRefresh and SecMult. We will see that we can easily spot this flaw with the methodology proposed in this paper.
Text fixture. We implemented the second-order masked inversion x → x −1 in GF(2 n ) as per [RP10] with n = 3. This inversion uses the MaskRefresh and SecMult procedures. In this case, we enable second-order pre-processing (on the fly), expanding 135 time samples to Results. The instrumentation frameworks takes less than 5 seconds to determine that there is a second order leakage between the variable handled at line 74 (inside MaskRefresh) and 120 (inside SecMult), as Fig. 3 , bottom, shows. Note that it is trivial to backtrack to which variables corresponds a leaking time sample, and thus determine the exact lines that leak jointly. Fixing the second-order flaw. The folklore solution to fix the previous secondorder flaw is to substitute each MaskRefresh module by two consecutive MaskRefresh invocations, as shown in Fig. 4 . Applying the leakage detection tests to this new construction shows that the leak is effectively gone. However, it is quite reasonable to suspect that this solution is not optimal in terms of randomness requirements. We can progressively strip down this design by eliminating some of the randomness of the second refreshing and check if the design is still secure. We verified in this very simple test fixture that if we omit the last randomness call (that is, we only keep the dotted red box instead of the second dashed box in Fig. 4) , the higher-order leaks are no longer present. We reproduced their results by setting k = 3 when preprocessing the traces as in Eq. 1. The flaw of [CPR07] was detected in less than one second, which demonstrates that the tool is also useful to test the higher-order security claims of masking schemes.
Reproducing a third order flaw

Schramm-Paar second-order leak
Here we report on a new second-order flaw that we found with the presented tool in the masked table recomputation method of Schramm and Paar when used with unbalanced sboxes. 
We set here d = 2, and aim at second-order security. An important part of the procedure is to build the table S * in a way that the higher-order security claims are fulfilled. [SP06] proposes several methods. However, for the purposes of this paper the details of the recomputation method are not important.
Test fixture. Following the guidelines of Section 2.4, we implement a very stripped down version of the table recomputation method. We fix the simplest unbalanced sbox S = (0, 0, 0, 1) (an AND gate), and work with 2-bit inputs and outputs leaking Hamming weights. In a couple of seconds the tool outputs 4 different bivariate second-order leakages, corresponding to the pairs (S * (i), N 0 ) for each i in the domain of S * . Here S * (i) is the i-th entry on the S * table, and N 0 is one output mask.
Once these leaks are located, proving them becomes an easy task. And also it becomes easy to generalize and see that the flaw appears whenever S is unbalanced. (We verified that second-order attacks using the leakage of S * (0) and N work as expected.)
Higher-order threshold implementations
Here we report on how the observations from [RBN + 15] regarding the security of higher-order threshold implementations [BGN + 14] were found. The results of this section are obviously not new; the focus here is on the methodology carried out to find those.
Intuition. The first suspicion stems from the fact that higher-order threshold implementations originally claimed that the composition of sharings provides higher-order security, if the sharings satisfy some property, namely uniformity. This is a very surprising result, since it would imply that there is no need to inject fresh randomness during the computation, minimizing overheads. In contrast, all other previously published higher-order masking schemes need to inject randomness from time to time as the computation progresses. For example, the security proof of private circuits (one of the earliest masking schemes) [ISW03] critically relies on the fresh randomness to provide security.
Test fixture. The hypothesis is that the previous security claim does not hold, that is, the concatenation of uniform sharings do not provide higher-order security. To test this, we design a minimal working test fixture consisting of a 32-round Feistel cipher with a blocksize of 4 bits. For more details see [RBN + 15]. The shared version aims at providing second-order security, and shares each native bit into 5 shares. The traces consist of 225 "timesamples" (each one comprising one leaked bit, including initialization.) This spans to 25650 timesamples after second-order pre-processing. Cranking it up. We run the simulation for a night (about 8 hours), having simulated 200 million traces. We performed a fixed-vs-fixed test with unshared initial state 0000 and 1111. (There is no key in this cipher, the initial state is considered to be the secret.) (This is grossly unoptimized code.) The results of the leakage detection test is drawn in Figure 5 . We plot on the x-and y-axes the round index, and each pixel in red if the t statistic surpasses the value 80, green otherwise. We can see that many pairs of rounds leak jointly, in contradiction with the security claims of the scheme. In Figure 6 the same information is plotted but changing the threshold to |t| > 5. We can see, surprisingly, that almost all pairs of rounds lead to second-order leakage. A bit of manual mechanical effort is required to prove this, but not more than taking a covariance.
Refreshing in higher-order threshold AES sbox
The designers from [CBR + 15] had access to the tool presented in this paper. They performed several design iterations, and verified the design on each iteration. The final evaluation was performed on an FPGA.
Text fixture. We implemented the whole sbox, with no downscaling of the components to work in smaller fields. We leak register bits and the input value (identity leakage function) to combinatorial logic blocks. (This is to account for glitches as will be explained below.) First-order leaks. Within one day, a first-order leak was identified due to a design mistake. This design error considered the concatenation of two values a||b as input to the next stage; each value a and b considered independently is a uniform sharing but its concatenation a||b is not, and hence the first order leak. This first-order leak disappears if a refresh is applied to the inputs of one GF(2 2 ) multiplier using 4 units of randomness (here 1 unit = 1 random field element = 2 bits). This refresh block is similar to the 2010 Rivain-Prouff refresh block [RP10] , we remind it uses n − 1 units of randomness to refresh n shares (in our particular case here n = 5). We will see later that this refresh is problematic in the higher-order setting.
Second-order leaks. Subsequently, two second-order bivariate leaks were identified between register values. This was solved by placing a refresh block between stage 2 and 3 from Figure 7 (taken from [CBR + 15]). In addition, many second-order bivariate leaks were identified between input values to combinatorial logic blocks. In theory, hardware glitches could express these leakages. Those disappear if one uses a "full refresh" using 5 units of randomness. This effect was previously observed [BBD + 15,RBN + 15] and is a reminiscent of [CPRR13] .
Other uses. We also used a preliminary version of this tool in [RRVV15]. GF (2 4 ) sq.sc. 
Discussion
Implementing the framework
We implemented the instrumentation framework on top of clang-LLVM. The whole implementation (including leakage detection code) takes around 700 lines of C++ code, which shows the inherent simplicity of our approach. It is easy to audit and maintain.
4.2 Time to discover flaw, computational complexity and scaling.
The computational requirements of the proposed approach are very low. In Fig. 8 we write the elapsed execution times required to spot the flaws from Sections 3.1, 3.3 and 3.4. We can see that the flaws were identified in a matter of seconds on a standard computer. All the experiments on this paper were carried out on a modest 1.6 GHz laptop with 2 GB of RAM.
Bottlenecks. The main bottleneck on the running time of the methodology is the first step: trace generation. The RP scheme is the one that took longer to detect the flaw (5 seconds), presumably because of two reasons: a) the scheme is more inherently complex and thus it takes more time to simulate each trace and b) the bias exhibited in the scheme is smaller than the bias of other schemes, and thus more traces are required to detect such a bias. We note that no special effort on optimizing the implementations was made, yet, an average throughput of 5k trace per second (including instrumentation) was achieved. The overhead of instrumentation in the running time was estimated to make the implementation on average ≈ ×1.6 slower.
Time to pass. The time it takes to discover a flaw is normally less than the time it takes to deem a masking scheme secure. For example, to assess that the patch of Section 3.3 is indeed correct, it took about 6 minutes to perform a fix-vs-fix test with up to 1 million traces (no leakage was detected). All possible 6 tests take around 37 minutes. (The threshold of 1 million traces was chosen arbitrarily in this example.)
Parallelization. We remark that this methodology is embarrassing parallel. Thus, it is much easier to parallelize to several cores or machines than other approaches based on SAT.
Memory. The memory requirements for this method are also negligible, taking less than 4.5 MB of RAM on average. More interestingly, memory requirements are constant and do not increase with the number of simulated traces, thanks to online algorithms.
Scaling. The execution time of our approach scales linearly with the number of intermediates when testing for first-order leakage, quadratically when testing for second-order leakage and so on. This scaling property is exactly the same as for DPA attacks. We could benefit from performance improvements that are typically used to mitigate scaling issues in DPA attacks such as trace compression, but did not implemented those yet. 
Limitations
Risk of false negatives. Our tool should not be taken as the only test when assessing a masked implementation, and is not meant to substitute practical evaluation with actual measurements. Our tool provides an early warning that the masking scheme may be structurally flawed, "by design". However, even when the masking scheme is theoretically secure, it is still possible to implement it in an insecure way. This will not be detected with the proposed tool. For example, in the case of a first-order masked software implementation, an unfortunate choice of register allocation may cause distance leakage between shares, leading to first-order leakage. Without register allocation information, our tool will not detect this issue. One could provide this kind of extra information to our tool. We left this as future work.
Related works
There are already some publications that address the problem of automatic verification of power analysis countermeasure.
SAT-based. Sleuth [BRNI13] is a SAT-based methodology that outputs a hard yes/no answer to the question of whether the countermeasures are effective or not. A limitation of [BRNI13] is that it does not attempt to quantify the degree of (in)security. A first approximation to the problem was tackled in [EWTS14, ABMP13] .
MiniCrypt-based. Barthe et al.
[BBD + 15] use program verification techniques to build a method prints a proof of security for a given masking scheme. It is very hard to compare our tool with theirs since they are fundamentally different. The goal is also different: while our results are probabilistic, the goal of Barth et al. is to categorically prove the security of the scheme. Depending on the context, one might be preferrable over the other. The two approaches are also very different. Barthe et al. base their approach on EasyCrypt, a sophisticated "toolset for reasoning about relational properties of probabilistic computations with adversarial code."
Considerations related to other approaches. While our approach does certainly not carry the beauty of proofs and formal methods, it offers a very practiceoriented methodology to test the soundness of masking schemes. Our approach is in nature statistical, and is a necessary condition for a masked scheme to be sound. It can be thought of a worst-case scenario, where the adversary has access to noiseless and sychronized traces. A more formal study can then be performed with the methods of Barthe et al. to gain higher confidence, since the output of the tool of Barthe et al. is a hard proof.
Which leakage function to select?
In previous Section 2 we mentioned that the practitioner has to choose a leakage function to generate the simulated traces. It turns out that the specific choice of leakage function seems not to be crucial -any reasonable choice will work. Figure 9 compares different leakage functions: Hamming weight, identity, leastsignificant bit and zero-value. The test fixture is the same one as in Section 3.1. For each leakage function, we performed all possible fixed-vs-fixed tests. Figure 9 is composed of 4 plots, one per leakage function. We can see that for any leakage function, there is at least one fixed-vs-fixed test that fails. For the identity leakage function, all tests fail. Thus, it is often convenient to use it to detect flaws faster (more fixed-vs-fixed tests fail.) We speculate that this behavior may depend on the concrete masking method used, and leave a detailed study as future work.
Glitches and identity leakage. We note that we can include the effect of hardware glitches in our tool. Note that the information leaked by a combinatorial logic block F on input x due to glitches is contained already in the input x. Thus, we can simulate the information leaked by hardware glitches, even if we do not have a precise timing model of the logic function, by leaking the whole input value x (that is, using the identity leakage model.)
This would correspond to an extremely glitchy implementation of F where glitches would allow to observe the complete input. This is certainly a worst-case scenario. Crucially, glitches would not reveal more information than x. This trick of using the identity leakage model on inputs of combinatorial blocks is helpful when evaluating, for example, masked threshold implementations.
Another alternate approach is to add a detailed gate-level timing model to simulate glitches. If such timing model is available, the detection quality can be substantially enhanced.
Conclusion
We described a methodology to test in an automated way the soundness of a masking scheme. Our methodology enjoys several attractive properties: simplicity, speed and scalability. Our methodology is based on established and wellunderstood tools (leakage detection). We demonstrated the usefulness of the tool by detecting state-of-the-art flaws of modern masking designs in a matter of seconds with modest computational resources. In addition, we showed how the tool can assist the design process of masked implementations.
