The purpose of feature selection is to find important features from the 1 original high-dimensional space. As a typical feature selection algorithm, Locally linear 2 embedding(LLE)-based feature selection algorithm, which applies the idea of LLE to the 3 graph-preserving feature selection framework, has been received wide attention. However, LLE-based 4 feature selection framework is sensitive to noise and K-nearest neighbors. To address these problems, 5 an improved LLE-based feature selection algorithm, robust LLE (RLLE) vote, is proposed. In this 6 algorithm, l 1 and l 2 regularization are introduced into the high-dimensional reconstruction model 7 of LLE. Furthermore, RLLE vote also proposes a criterion to measure the difference between the 8 reconstruction features and the original features, and then the importance features can be selected by 9 this criteria. Extensive experiments are carried out on a benchmark fault data set and the bearing 10 data set collected from our own laboratory, and the experimental results demonstrate that RLLE vote 11 achieves the most significant performance compared existing state-of-art methods. 12
data matrix, where X = {x 1 , ..., x n } n P number of samples in the P-th class 1 a vector with all elements equal to 1 I identity matrix f r the r-th feature of all the data f P r the r-th feature of the P-th class f P ri the r-th feature of the i-th sample in the P-th class µ r center of the r-th feature µ P r center of the r-th feature in the P-class e e = (e 1 , ..., e C ) e P e P (i) = 1, if the i-th data belongs to the P-class, or e P (i) = 0 s(k) a spectrum for k = 1,...,K (K is the number of spectrum lines) f k the frequency value of k-th lines 86 2. Related works 87 In this section, we will briefly introduce several relevant filter-based feature selection methods. 88 Some related notations are listed in Table 1 for explanation. Vectors are represented by lowercase 89 letters (e.g., x), and matrices are indicated by capital boldface (e.g., X). 90 Data variance [20] , the simplest unsupervised feature selection method, is utilized to evaluate the importance of each feature by its variance. Let Var r denote the variance of r-th feature, and it can be computed as follows:
where µ r = 1 n ∑ n i=1 f ri . The large Var r means that the feature is representative. 91 Fisher score [19] , a supervised feature selection method, measures the importance of the feature by evaluating its ability of maximizing the distance of inter-class and minimizing the distances of intra-class simultaneously. We denote the Fisher score of the r-th feature as FS r , which is computed as follows:
(2)
where µ P r = 1 n P ∑ n P i=1 f P ri .
92
Laplacian score [22] , an unsupervised feature selection method, evaluates the feature by its ability of preserving the local structure. Note that Laplacian score supposes that the local structure of the data plays a important role in feature selection. Let LS r represent the Laplacian score of r-th feature, and it can be computed as follows:
where D is a diagonal matrix with elements d ii = ∑ n j=1 S ij , and S ij denotes the weight coefficient between x i and x j . It is defines as follows:
where σ is a constant set. The term "if x i and x j are neighbors" denotes the local structure of sample.
93
In practice, one always employs σ-ball and k-nearest neighbors to find the neighborhood of each 94 sample. We denote the weight matrix S = (s 1 , s 2 , ..., s n ), then D = Diag(S1), where Diag(·) represents 95 a diagonal matrix.
96
Constraint score[24], a semi-supervised feature selection method, can deal with partial label information. It utilizes the pairwise constraints. Specifically, when the pairwise belong to the same class, must-link constraints should be used in the model, otherwise, cannot-link constraints should be used. Two constraints scores are proposed, CS 1 r and CS 2 r , to evaluate the importance of the r-th feature. They are defined as follows[24]:
where M = {(x i ,x j )| x i and x j belong to the same class} and C = {(x i , x j )|x i and x j belong to different 97 classes} respectively represent the must-link constraints and the cannot-link constraints, and λ is a 98 parameter to balance the two terms in Eq.(6).
99
More recently, inspired by the phenomenon that the sparsity linear representation can improve the robustness of the model against the noise. Liu et al. [23] proposed an unsupervised filter-based feature selection method called sparsity score. It first utilizes l 1 regularization to construct a sparsity graph S, and it formulates as follows:
where s i = (s i,1 , ..., s i,i−1 , 0, s i,i+1 , ..., s i,n ) T and S = (s 1 , ..., s n ) T . Then the measurement SS r of the r-th feature can be calculated as:
In [23], Liu et al. also proposed a filter-based graph-preserving feature selection method as follows:
where λ is a parameter to balance the two terms in Eq(10). Then, the aforementioned feature selection methods can be embedded into this framework, and the corresponding A and B are listed in Table 2 . In this table, D M = Diag(S M 1), D C = Diag(S C 1), and the elements in matrix S M and S C are calculated as:
Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 22 November 2019 doi:10.20944/preprints201911.0261.v1 graph-framework based on LLE to feature selection. However, to our best knowledge, we have not 108 found any work using LLE to vote the feature so far. In this study, we first introduce how to embed 109 LLE into the graph-preserving framework. To do so, we first employ LLE algorithm to model the local 110 structure, which can be summarized as follows:
2) Compute the reconstruction weights by minimizing the reconstructing error of x i using samples 113 in Q i .
114
In step 1), the Euclidean distance is commonly utilized to find K-nearest neighbors for x i . And then step 2) aims to find the optimal reconstruction weights based on the obtained K-nearest neighbors. The reconstruction weights are calculated by solving the following formula:
The construction weights matrix W = [w ij ] n×n is obtained by repeating step 1) and step 2) for all 115 samples. In matrix W, w ij = 0, if x j / ∈ Q i . Note that the least squares method is always utilized to solve 116 Eq.(13).
117
Then, the importance of each feature is evaluated by its ability to preserving these weights. The measurement Score r of the r-th feature can be computed as follows[25]:
Then the ranking list of the features can be obtained according to their Score r , and select the top d 118 features with lowest scores. The detailed procedures of this method is shown in Algorithm 1. Let 119 A = I − W − W T + W T W, λ = 0, the proposed method can be unified into the aforementioned 120 framework in Eq.(10).
121
The aforementioned method that directly embeds LLE into the graph-preserving framework 122 feature selection are shown in Algorithm 1. Hence, the features reconstructed by LLE plays an that its performance will degrade. To address these problems, we propose a new criteria in next As previous mentioned, one can find that there are two weaknesses that directly embeds LLE into the graph-preserving framework. To solve these weaknesses, we propose a new criteria to evaluate the importance of the feature. In the new criteria, we integrate the regularization technology into the computation of reconstruction weights. Due to the fact that the computation of objective function with l 1 regularization is expensive, and many important variables may be lose by this way. Thus, in this new criteria, we integrate the l 1 and l 2 regularization into the computation of the local structure. Specifically, we calculate the reconstruction weights of each element in f r as follows:
the neighborhood index set Q r i : = {j : if f rj is one of the K-nearest neighbors of f ri }, and λ 1 and differentiable when W r ij is equal to zero [30] . LARS-EN, a relatively conservative iterative algorithm, is 139 commonly utilized to compute the optimal solution.
140
After obtaining the reconstruction weight matrix W r = [w r ij ] for the r-th feature using Eq.(15), we vote each feature by its ability to preserving these weights. We denote RLLEV r as the vote of the r-th feature, which is calculated as follows:
We use the above measurement to evaluate the graph-preserving ability of each feature, and choose 
Experiments results

148
In this section, we utilize the following experiments to evaluate the efficiency of our proposed 149 methods on benchmark fault data set and the bearing data set collected from our own laboratory, by 150 comparing with several relevant dimensionality reduction methods. 151
Experiments results
152
Bearing data set 1: The bearing data set is collected from the Case Western Reserve University
153
Bearing Data Center (CWRU). This data set has become a benchmark for validating fault diagnosis 154 algorithms. As shown in Figure 2 , the test platform is mainly consisted of motor (left), torque 155 transducer/encoder (centre) and dynamometer (right).
156
This bearing data set includes four types of data set(normal condition, ball fault, inner race fault 
Frequency-domain features
Bearing data set 2: This bearing data set is obtained from a real test platform in our own laboratory.
160
As shown in Figure 3 , the test platform consists of a motor (left), a gearbox (centre) and a bearing 161 (right). There are four different data sets(bearing case 1-bearing case 4) collected from the test platform 162 under different operating conditions. In this data set, the rotational speed of the motor is 1400 r/min.
163
The vibration signals are obtained from the bearings with a sample frequency of 1kHz and 10kHz.
164
Note that each data set also contains four types of data(normal condition, ball fault, inner race fault 165 and outer race fault), in which each kind of data contains 100 samples. Furthermore, according to the 166 sampling rate and the frequency of signal, the dimensionality of each sample is also 1024. The detailed 167 description of this data sets are summarized in Table 4 . Table 3 . Besides, all time-domain statistical features are also calculated in frequency-domain 172 space, but they are not listed in Table 3 because of the page limitation. In order to improve the 173 performance of our proposed methods, excellent statistical features are selected. Fisher score, LLE and Algorithm 1. We perform all the dimensionality reduction algorithms on the 
Quantitative clustering evaluation 190
In order to quantitative analysis the proposed methods, Fisher criterion is introduced. The Fisher criterion is a statical method that is used to compare variances of the two variational series, and it is defined as follows[31]:
where S b measures the distance of inter-class, and S w denotes the distance of intra-class. The larger 191 value of F is, the better performance of the corresponding algorithm will be.
192
In the second experiment, bearing data set 1, bearing case 1 and bearing case 2 are examined for 193 quantitative evaluation. We show the comparison results in settings, which demonstrates that the performance of our proposed method is robust to the parameter 234 K, i.e., the selection of K will be relatively easier for the real applications. It is worth noting that we can 
