Abstract. Traffic Sign Recognition is a widely studied problem and its dynamic nature calls for the application of a broad range of preprocessing, segmentation, and recognition techniques but few databases are available for evaluation. We have produced a database consisting of 1,300 images captured by a video camera. On this database we have conducted a systematic experimental study. We used four different preprocessing techniques and designed a generic speed sign segmentation algorithm. Then we selected a range of contemporary speed sign classification algorithms using shape based segmented binary images for training and evaluated their results using four metrics, including accuracy and processing speed. The results indicate that Naive Bayes and Random Forest seem particularly well suited for this recognition task. Moreover, we show that two specific preprocessing techniques appear to provide a better basis for concept learning than the others.
Introduction
Automatic Traffic Sign Recognition (TSR) systems attempt to detect and recognize traffic signs from live images captured by a video camera mounted on a vehicle. The development of such a visual pattern recognition system is not a trivial task [1] . It has attracted the research community since the eighties [2] . There are a number of issues associated with the automatic detection and classification of traffic sign patterns from real-world video or images. Visibility is the key issue in the performance of a TSR system because it determines the quality of the captured images and hence affects classification performance. A TSR system can only attract the transport community if it can outperform, or at least perform comparably to, humans in correctly locating and recognizing signs at low visibility. Visibility issues can arise due to many reasons. For instance, the various lighting conditions at different hours of the day and the different seasons have a strong impact on visibility. Additionally, because of trees or shadows of nearby buildings the signs may be partially hidden. These and other common issues have been discussed in related studies [1] . Researchers have applied a variety of preprocessing techniques based on color processing [3, 4] , shape analysis [3] [4] [5] , along with numerous classification and recognition techniques ranging from template matching algorithms [3, 6] , Radial Basis Function (RBF) Network [7, 8] , Multilayer Perceptron and other Neural Networks [7, 8] , Genetic Algorithms [9] , Fuzzy Logic [10] to the applications of Support Vector Machines [11] and signal processing-based transformation-specific classifiers.
Accuracy and processing speed are two important performance metrics in the development of TSR systems. Some studies present detection and/or classification results around 90% [12, 13] or in some cases 95% [10] or more. However, few studies compare with other databases than their own and the used database is seldom made public. Moreover, the level of detail in describing the preprocessing and other steps is usually low, which makes it difficult to reproduce the experiment. Besides related work and also some commercial implementations of TSR systems [14] there are practically no significant traffic sign databases available. We have only managed to find a small database, consisting of 48 images of three different traffic signs, available online [15] . This study aims to remedy this situation by making our initial database publicly available. We also expect to enlarge the database in future work. For the initial database, we have collected 1,300 images from Swedish roads. Detection and recognition of speed signs in particular have been extensively studied [13, 16, 17] . In this work our main focus is to conduct an extensive study on various algorithms for the classification of this particular type of sign. For this purpose we extract the shape based binary information from the sign images to generate training and testing data sets for supervised concept learning. A number of classifiers are evaluated for speed limit recognition under various performance metrics. In order to make the preprocessing, segmentation and classification experiments reproducible, standard tools are used and each step is described in detail. Our database of traffic sign images and the implementation results are available online 1 .
Fig. 1. Traffic signs collection & processing

Data Collection, Size Analysis and Preprocessing
We collected 1,300 raw images of the traffic signs using a Logitech Quick Cam Pro 4,000 web camera with automatic settings and a resolution of 640×480 for each image. The collection of images along road sides was performed during different hours of the day, and thus under various lighting conditions to maximize visibility disorders. Since this study is concerned with speed signs only, each such sign (30, 50, 70, 90 and 110) is marked and associated with a corresponding class. We also considered multiple speed signs present in a single image and included a reasonable collection of non-speed signs as well. We labeled such signs as belonging to the Noise class. In Fig. 1 , steps 1 to 4 describe the image capturing, boundary marking and the segmentation of sign images from the original image for further processing. During boundary marking (step 3 in Fig. 1 ) we have marked signs of size 10×10 pixels or more. A traffic sign detection algorithm has to process images that include rectangular shapes, as opposed to the circular shape of the speed signs. Thus, we also marked rectangular signs as well as some non-sign rectangular shapes. To avoid unnecessary processing of rectangular shapes and to make the system robust against non-speed signs, a basic size analysis is conducted before passing the sign image to the preprocessing module. We have analyzed the height and width of the images for each class in our database, and can conclude that, for all of the properly segmented speed signs as well as other traffic sign images, the height and width are almost identical. For the other images the height is roughly 1.5 times the width. So, in our size analysis heuristic approach, we simply discard an image if the width of the image is 1.9 times the height or vice versa. We have kept this threshold slightly flexible just to ensure that no speed sign image is rejected. This check is shown after step 4 in Fig. 1 .
There are several methods based on shape or color information that can be used either individually, or in combination, for this purpose. The reader may refer to [1] for a detailed study on such techniques. We have chosen to process signs based on shape because similarity matching between templates is considered good for classification algorithms [1] . For this purpose we need to convert color images to binary images. Binary images are very economical as opposed to color images with respect to the training and testing times required for the classification algorithms. Thus the scope of our preprocessing module is to take the color image and to convert it to a gray scale image, which is then further processed to get a binary (black and white) image. To ensure an unbiased evaluation of the classifiers, we implemented four different techniques in the preprocessing module. For our preprocessing, critical decisions need to be made with regard to 1) the selection of technique for color to grayscale conversion and 2) which gray threshold to use in order to generate the binary image.
We therefore made different choices for these decisions and developed four invariants, as shown with labels P 1, P 2, P 3 and P 4 respectively in step 5 of Fig. 1 . Our implementation of P 1 through P 4 includes regular MATLAB functions for color image to gray scale conversion, adaptive histogram equalization and gray level threshold for conversion to binary. For the implementation of P 1 rgb2gray is used to convert from color image to gray image then adapthisteq, graythresh, and im2bw are applied in sequence to get the binary image. In P 2 the input image is first adjusted with regard to color intensities. For this purpose the function imadjust is used and the input parameter We have analyzed the results using various sets of values for this parameter and heuristically we have concluded that the above given set of values produces sufficiently good results. The adjusted image is then processed similar to P 1 . For P 3 we used the intensity of the red component from the color image as the gray level to get a gray image. The remaining steps are the same as for P 1 . In P 4 , the same method as the one used for P 1 is followed, but the gray threshold is further processed so that, if the threshold θ is greater than ½, it is recalculated as defined below:
We have developed a technique consisting of six simple steps of sequential processing for possible segmentation of the speed limit value as shown in step 6 of Fig. 1 . Our segmentation logic is independent of the preprocessing techniques discussed above. Output binary images I 1, I 2, I 3 and I 4 from the preprocessing P 1 through P 4 form the input to the segmentation module. The same segmentation steps are applied on each of I 1 through I 4 , separately. The first step is the framing border, which ensures maximum reduction of the background noise. Black borders are added in the background with a size of 10% of the length of each side. Then, in the next step the background noise is filtered by removing 4-connected neighborhood pixels. It also removes the frame generated during the previous step. In the third step, the isolated black pixels and single pixel connected black lines are converted to white. This process removes small clusters of noise and separates single pixel connected black regions. After step three, some large clusters of noise in the form of groups of connected black pixels still exist. We call them open areas since they are not part of the shape of the speed limit value. We remove them in the fourth step. This time we search for 8-connected neighbors and remove those open areas which have a pixel count below a certain threshold. The threshold pixel count (Pc) is taken as the percentage of black pixels in the image plus some constant integer value such as 7 or 8. This step also ensures that the speed limit value is not affected. Next, we remove white spaces from all four sides and define a bounding box for the segmented speed limit value. After step five, the segmentation process is over. The last step is basically to determine the quality of the segmented image. We define segmentation quality as either good or bad. If the quality is good, the image is resized to a predefined width and height, so that each instance given to the classifier is of the same size. The dimension of the resized images is 20×24, a dimension which was determined by taking the average size of the segmented images based on the output of the four preprocessing methods. The quality analysis is the most important (and the most technical) step in the segmentation algorithm. We will now discuss why quality analysis is important and describe our quality analysis approach.
Normally, on the road sides there are a lot of different signs and speed signs appear rarely. For example, in our collection only 20% of the images represent speed signs. Since we are only concerned with the speed sign images, we classify each non-speed sign as Noise. For this purpose, a proper shape segmentation of the speed limit value is desired. At the same time, it is important to design robust criteria to deal with nonspeed signs. It is not a good idea to simply use every non-speed sign image as a member of the Noise class. Non-speed signs do not follow any predefined pattern and thus it will be difficult for a classifier to properly learn the Noise class. During segmentation, any prior information about the class of the input image is not present and it is upon the segmentation method to reject as many of the noisy images as possible. Thus, during the last step of the segmentation process we analyze the images based on the quality criteria shown in Eqn. 2. A binary decision in terms of good or bad quality is made for each segmented image. Bad segmentations are discarded whereas good segmentations are normalized with regard to size and used for the further preparations for classification. 
Our quality analysis is independent of the preprocessing and segmentation techniques. The quality check serves two main purposes. It allows the selection of all well segmented speed sign images by marking them as good quality and rejecting poor segmentation results by labeling them as bad quality segmentation to achieve a high hit ratio. Secondly, when we apply the check on the segmentation results of noisy images, most of them are simply rejected as being bad segmentations. Thus, the nonspeed signs that are regarded as good quality after the segmentation process are the only non-speed signs that will be included in the Noise class. Therefore a classification as good is expected for each speed sign while bad is desired for every non-speed sign. The segmentation quality analysis is also robust against visibility disorders of the images and tries to reject most of them to avoid misclassifications at the later stage. The experimental results seem to indicate that all four preprocessing techniques perform well in rejecting non-speed signs, since 95% to 98% of these signs are put into the bad segmentation collection.
Analysis of Classification Algorithms
From the segmentation results we get the shape representation of the sign as binary images. To conduct the experiments we use the Weka [18] machine learning workbench. To examine the classification results separately for each preprocessing technique, we constructed four ARFF-based data sets. These data sets include six different classes: the speed limit values 30, 50, 70, 90, 110, and the Noise class. Segmentation results for each preprocessing technique are associated with the respective class labels and thus a training data set of binary strings for each preprocessing is generated. To convert the training set into Weka ARFF format we defined a relation consisting of 480 nominal attributes, each corresponding to the binary value of a pixel.
Algorithm Selection and Performance Analysis
The main objective of our experiments is to evaluate the performance of different classification algorithms for the speed sign recognition problem. The generated classifiers are evaluated based on the results from all four data sets. We have selected a diverse population of 15 algorithms from different learning categories (e.g., Perceptron and Kernel functions, Bayesian learners, Decision trees, Meta-learners, and Rule inducers), see Table 1 column one. We used Weka algorithm implementations and tried various parameter configurations but observed no significant difference in classifier performance as compared to the default configuration, except for Multilayer Perceptron. We observed that, with 8 neurons in the hidden layer and the learning rate set to 0.2 (the default is 0.3) the same recognition performance was achieved, but a significant decrease in training time was achieved. Multilayer Perceptron is the most widely used [7, 9] algorithm in TSR applications, especially for speed sign recognition. Consequently, we used it as the base classifier in Weka (with optimized parameters) and all other classifiers (generated with default configurations) are evaluated against it. In addition to Multilayer Perceptron, RBF Network and Support Vector Machines are also used in a number of related studies, as described earlier. Thus, it was natural to include these algorithms in our experiments. We performed ten 10-fold cross-validation tests and used the corrected paired t-test (confidence 0.05, two-tailed) for all four data sets. We compared the performance based on four evaluation metrics; accuracy, the Area under the ROC curve (AUC), training time, and testing time. The experimental results are shown in Table 1 . The average performance over all data sets is also presented in the Table. With respect to accuracy and AUC, we observe that the best performing algorithms are: Multilayer Perceptron, RBF Network, SMO (Weka implementation of SVM), Random Forest, and Naive Bayes. Now we consider the training and testing time. Besides accuracy, the elapsed time is also very important in the performance evaluation of classifiers, with respect to the application at hand. An analysis of training and testing times demonstrates that, among our best algorithms with respect to accuracy and AUC, Random Forest and Naive Bayes are by far the fastest algorithms with regard to both training and testing. From the results we can conclude that, aside from good performance by the commonly used classifiers for this problem, Naive Bayes and Random Forest have achieved quite promising results in terms of accuracy and significantly better training and testing times than the other algorithms. We have also analyzed the results of the individual preprocessing techniques. For almost all of the 15 algorithms and specially the above mentioned five algorithms, P 1 and P 3 have shown consistently a higher accuracy than P 2 and P 4 . We can also observe that both P 1 and P 3 have better AUC values than the other two techniques.
Conclusion and Future Work
Our proposed size analysis criterion is able to properly differentiate the detected traffic signs from those of under or over segmented signs and other noisy segmentations. The criterion is database independent and hence it can be applied to any collection of traffic sign images. Due to the real-time nature of TSR applications, a short recognition time in conjunction with good accuracy is always desirable. This is indeed an important trade-off for most real-time recognition systems. The experimental results indicate that Naive Bayes and Random Forest are quite accurate and have better training and testing times than the other studied algorithms. We conclude that our approach is suitable, at least for the studied database. In addition, we have evaluated four preprocessing techniques. Experiments indicate that P 1 and P 3 are more suitable for preprocessing speed signs. Moreover, we have introduced the concept of segmentation quality analysis and proposed a general speed limit value segmentation technique. The two preprocessing techniques together with the segmentation algorithm provide a good basis for the development of a TSR system using the proposed classifiers. For future work, we intend to collect a larger database incorporating all types of traffic signs.
