We discuss concepts and computational tools to enable 'closed-loop' model-based reservoir management. Also known as 'real-time' reservoir management, this involves the use of (uncertain) reservoir and production system models in combination with production measurements and other data, such as time-lapse seismics, to continuously update the models. The key sources of inspiration for our work are measurement and control theory as used in the process industry and data assimilation techniques as used in meteorology or oceanography. Important steps towards closed-loop reservoir management are the development of optimization, data assimilation and model reduction techniques and, in particular, their integrated application in a reservoir management workflow. As an example we present early results that illustrate the scope for modelbased optimal control of waterflooding using real-time production data under uncertain reservoir conditions.
Introduction
Open-loop and closed-loop reservoir management Figure 1 depicts reservoir management as a model-based controlled process. The system, at the top of the figure, consists of one or more reservoirs, wells and facilities. The state of the system (i.e. the pressures and saturations in the reservoirs, the pressures and phase rates in the wells, etc.) is only known to a very limited extent from the measured output of various sensors at surface or down hole, and from more indirect measurements such as time-lapse seismics. Not only are measurements scarce, but they also contain noise. In addition, the input to the system is only known to a limited extent (e.g. water injection rates or gas lift rates may be roughly known, but aquifer support may be a major unknown). The unknown inputs can also be interpreted as noise.
Before production starts, no measurements are available and the proposed system control, i.e. the field development plan, must therefore be based on static and dynamic reservoir models built on data from outcrop studies, seismics, well tests, etc. During the early producing life of the reservoir, production data become available which are then used to manage day-to-day operations. In other words, production test data and wellhead pressure readings are used to control oil and gas production to meet daily targets, although often without any form of formal system model. However, the longer-term reservoir management is often still based on the original reservoir model without taking into account production data. So, the longer-term process control is performed without feedback, or in other words in open-loop.
Before discussing the use of measured production data to change reservoir management to a closed-loop controlled process, we will first address the different ways that measured data are used in classical measurement and control theory. In many industries where process control plays a role, the properties of the system are relatively well known, except the state variables. The internal process variables cannot be measured directly, for example, the stress in a robot arm may be difficult to measure directly. In such a case, the use of a system model together with measured inputs and outputs can be used to reconstruct the state. Measured accelerations at the tip of the robot arm together with a dynamic model of the arm can be used to estimate the internal stresses. The motions of the arm can then be controlled so that the stresses do not exceed a certain level. This means the system model, with known parameters, can be used as an observer of the states inaccessible to direct measurements to allow closed-loop control of the system.
A different situation occurs if the system parameters are not well known. This prompts another use of measured inputs and outputs, namely to identify the value of the unknown system parameters, or to update their values over time. In its most extreme form the system model is nothing more than a mathematical relationship between the inputs and the outputs. Such identified system models are often called data-driven or black-box models, as opposed to whitebox models which are primarily based on known relationships such as conservation laws. However, white-box models often contain a number of parameters that need to be 'tuned', using measured input and output data. 
technical article
State of the art An example of closed-loop reservoir management with a black-box model is the use of decline curves to predict future well and reservoir performance. Material balance models could also be classified as black-box, although the presence of some physics in the form of a mass balance could arguably make them grayish. Finite difference or finite-element reservoir models, based on physics such as conservation of mass, Darcy's law and vapour-liquid equilibrium, certainly classify as white-box models. Because of geological uncertainties they are usually only a very crude approximation of reality, and the model parameters, such as permeabilities and porosities, are only known with a large degree of uncertainty. Therefore the predictive value of such reservoir models is limited and tends to deteriorate over time. This sometimes leads to attempts to 'history match' the model by adapting model parameters so that predicted results approach measured production data. This is of course a form of model updating meant to improve the predictive capacity of the model. Management of a reservoir based on history-matched models could therefore be considered closed-loop reservoir management.
Traditional history matching suffers from a number of drawbacks: 1) it is usually only performed on a campaign basis, typically after periods of years; 2) the matching techniques are often ad-hoc and involve manual adjustment of model parameters, instead of systematic parameter updating; 3) uncertainties in the state variables, model parameters and measured data are usually not explicitly taken into account; 4) the resulting history-matched models often violate essential geological constraints; and 5) worst of all, the updated model may reproduce the production data perfectly but have no predictive capacity because it has been over-fitted by adjusting a large number of unknown parameters using a much smaller number of measurements.
To address these shortcomings several 'automatic' history matching methods have been developed over the past two decades, allowing for much more systematic model updating. These methods form an important building block for closedloop reservoir management, as will be discussed in more detail below.
Time and spatial scales
Reservoir management is one of several processes in the E&P industry that are performed in a closed-loop fashion. Figure  2 depicts a generic value loop that contains all of the elements that were also present in Figure 1 , although slightly differently organized and including some additional aspects. Value loops can be distinguished in all phases of the petroleum life cycle. One way of classifying them is by considering the time-scales and spatial scales on which they act. Figure 3 gives a subdivision in three time-space domains, but a further refinement could easily be made, for example, by splitting production management in production operations and production optimization, or by splitting reservoir management into reservoir surveillance and field-development planning. However, what remains is the fact that each (sub)domain provides objectives and constraints for the next domain below it in the sequence, while it provides historic data and forecasts to the next domain above it.
The concept of closed-loop reservoir management and production optimization has been described in different forms before, and is currently receiving considerable attention as part of initiatives with names such as 'real-time reservoir management', 'self-learning reservoir management', 'efields' or 'smart fields' (Chierici, 1992; Beamer et al. 1998; Nyhavn et al. 2000; Rossi et al. 2000; Nygård et al. 2001; Litvak et al. 2002; Kapteijn and Muessig, 2003; Saputelli et al. 2003) . (Kapteijn and Muessig, 2003) What's new?
Our research concerns the combined use of model-based optimization and model updating techniques, while focusing the modelling efforts on those aspects than can be observed and controlled. A key source of inspiration is measurement and control theory as used in the process industry. Also known as systems theory or automatic control theory, it offers a wealth of mathematical techniques to address multivariate optimization and control problems of both linear and non-linear systems, including a systematic treatment of uncertainties. The only drawback is that most of the theory is focused on relatively simple, low-order systems, i.e. systems with a small number of state variables compared with the number of variables (gridblock pressures and saturations) used in numerical reservoir simulation.
A second important source of inspiration from outside the E&P industry are data assimilation techniques used in meteorology or oceanography. These involve the rapid updating of large scale numerical models for weather and clifirst break volume 23, January 2005 technical article mate forecasting based on data from various sources. Designed for very high-order systems (containing up to millions of state variables), these techniques appear to be very relevant to reservoir simulation, and indeed they have already been applied successfully in the area of groundwater flow. The main challenge is to adapt them to the particular aspects of multi-phase reservoir flow, such as the occurrence of near shock-like behaviour and geological uncertainties. Figure 4 is a more detailed version of Figure 1 , displaying various elements of closed-loop reservoir management. In the following we will discuss techniques from both inside and outside the E&P industry that may be used in the various process elements.
Figure 3 E&P process domains.

Updating
The bottom of the figure reflects the updating of system models based on data from different sources (e.g. production sensors, time-lapse seismics, passive seismics, remote sensing). Two classes of data-assimilation methods are currently used in meteorology and oceanography:
■ Variational methods. These methods aim at minimizing an objective function defined in terms of the differences between measurements and model forecasts over a certain time period by systematically adapting system parameters. This transforms the updating problem to an optimization problem for which many mathematical techniques are available. For systems with a large number of state variables, the most efficient optimization methods are those using an adjoint set of equations. This allows the determination of the necessary derivative information using a single additional dynamic simulation. Variational methods have been used for many years in E&P for 'automatic history matching'; for a recent overview see Li et al. 2003 (Naevdal et al. 2002 , 2003 , Gu and Oliver, 2004 . The relative merits with respect to variational methods are still under investigation.
Alternative model updating methods have been developed in the reservoir engineering community, using streamline simulation to derive sensitivities, or using 'non-classical' optimization methods such as genetic algorithms or simulated annealing. Furthermore, specific reservoir-focused methods have been developed to perform history matching under geostatistical constraints, such as the probability perturbation method (Caers, 2003) .
Figure 4 Elements of the closed-loop reservoir management process.
Optimization A second element of closed-loop reservoir management is systematic optimization of reservoir exploitation strategies. This involves both optimization in a given configuration, e.g. optimizing the injection and production rates in smart well segments, and in a free configuration, e.g. determining the optimal position of sidetracks or infill wells. Many production optimization efforts in the E&P industry are focused on short-term time scales. We focus instead on optimization over the entire producing life of the reservoir with the aim of optimizing ultimate recovery or present value. In particular we have been using a gradient-based optimization routine where the derivative information is obtained through the use of an adjoint equation; see , which also contains a review of earlier work using similar techniques. Alternative methods to perform field-life optimization, and in particular those addressing well placement optimization, use 'non-classical' methods such as genetic algorithms (Yeten et al. 2003, Güyagüler and Horne, 2004) .
Scaling
A third element involves scaling (up and down) of system models to the appropriate level of detail. In many cases the controllable and observable subspaces of the total system state space are rather small, in which case the system model first break volume 23, January 2005 technical article may need to be reduced in complexity. Modelling to a level of detail that can neither be observed nor controlled is at best wasted effort but, worse, may lead to the wrong results. We investigate various system-theoretical reduction techniques leading to physical or non-physical reduced order models. In particular, the use of 'proper orthogonal decomposition' (also known as 'Karhunen-Loève decomposition' or 'principal component analysis') appears to be promising to improve computational efficiency, and as an alternative to classical regularization methods in data assimilation (Heijn et al. 2004 , Van Doren et al. 2004 . Apart from these reduction techniques from the measurement and control community, 'proxy models', based on experimental design, and the 'classic' upscaling techniques, as developed by reservoir engineers, may have a role to play in closed-loop reservoir management. The recent developments in multi-scale and adaptive grid refinement methods are promising because they allow for both up-and downscaling.
Virtual asset models
Whenever possible, concepts and algorithms developed in our research are tested on real assets, as in the case of optimization algorithms for smart well operations. However, most aspects of reservoir management involve time scales in the order of years to decades, which exclude the use of real assets for development of new concepts and algorithms.
Instead, we use virtual assets, i.e. independent models reflecting reality and including imperfections such as measurement noise or even human errors. Figure 5 depicts which elements of the reservoir management value loop are covered by the virtual asset.
Example
As an example of closed-loop reservoir management we present a simple virtual asset that we used earlier to illustrate the potential of optimizing the injection and production rates in waterflooding heterogeneous reservoirs. Figure 6 depicts an image of the twodimensional reservoir with two horizontal wells, one injector and one producer each split-up into several isolated zones where the inflow can be individually controlled through the use of inflow control valves. Alternatively, this can be interpreted as a reservoir produced with two rows of vertical injectors and producers. Figure 7a depicts the oil and water saturations after flooding the reservoir with one pore volume of water, using a conventional flooding strategy with a constant pressure in all segments of both the injector and the producer. We showed that using a gradient-based 'optimal control' technique, a dramatic improvement in recovery could be obtained, as indicated in Figure 7b , if the wells were operated under total rate constraints, i.e. if we assumed that we could redirect injection or production of one segment to other segments without regard to pressure constraints.
In the fully pressure-constrained case, the scope for ultimate recovery increase was much smaller, but it appeared still to be possible to achieve a very large decrease in water production and an increase in present value. It is noted, however, that these improvements were all based on optimization starting from a reservoir model with known parameters, i.e. using open-loop control. More recently, we therefore extended the optimization to a closed-loop approach by combining optimal control with Kalman filtering to continuously update the reservoir model . Another recent example of closed-loop reservoir management was presented in Aitokhuehi et al. 2004 , where a genetic algorithm for optimization was combined with the probability perturbation method for history matching.
In our work, we used an ensemble Kalman filter to obtain estimates of an 'extended state', i.e. pressures, satura- technical article tions and permeabilities. The ensemble consisted of 100 random geostatistical realizations with a predefined correlation length, each representing a near-homogeneous permeability field. We used 'measured' pressures and bulk rates in the wells, including random errors, to improve our estimates of the extended state over time. Figure 7c depicts the saturations after one pore volume of flooding using this closedloop approach. The results come remarkably close to those obtained using the open loop approach with perfect knowledge of the reservoir flow properties. At first sight this is even more remarkable if we consider the estimated permeability field (see Figure 7d ), which appears to only superficially resemble the 'true' permeability of the virtual asset depicted in Figure 6 . In fact, this illustrates that in some instances improved reservoir management can be obtained by using simplified models because, for a given configuration of wells, we really only need a model of the controllable and observable states of the reservoir. This was further illustrated in Overbeek et al. 2004 , where we used a low-order reservoir model (100 gridblocks) to optimize the flow in a virtual asset that contained 12,100 gridblocks. In these particular examples we did not need to apply model reduction techniques to simplify our reservoir model, but for realistic situations involving very large reservoir models, the use of such techniques will be needed to regularize the data assimilation problem and to increase the speed of the optimization. This may become even more important if we want to use techniques from 'robust' control theory to perform the optimization on all the assimilated ensemble members, instead of on the average as in our case.
Conclusion
We note that the example presented in our paper is very simple, with only two phases, a two-dimensional configuration, no constraints on well bore pressures, and a very high aspect ratio between well length and well spacing. For more realistic reservoir configurations, we foresee the need to use multiple ensembles, based on different geological scenarios. Furthermore, we considered flooding optimization for a given configuration, whereas a more complete optimization should also involve optimizing the configuration itself, i.e. consider the scope for side-tracking or infill drilling. Nevertheless, we hope to have conveyed the message that the combined use of optimization and data assimilation techniques in a closed-loop fashion offers a promising possibility for improved reservoir management. 
