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La visio´n de ma´quina es una de las tareas ma´s importantes en la interac-
cio´n entre los robots y el medio en el cual esta´n inmersos, pues esta le provee
mayor informacio´n sobre los elementos que en e´ste existen.
El sistema implementado se realizo´ en el robot humanoide InMoov, el pri-
mer robot a escala real que puede ser producido por impresio´n 3D y cuyo
disen˜o esta disponible al pu´blico.
Mediante el seguimiento del vector de movimiento, se implemento´ el control
de la cabeza del robot con el propo´sito de seguir la trayectoria de un objeto.
Fueron tomadas en cuenta las restricciones propias del disen˜o del robot junto
con las restricciones cinema´ticas del mismo para el desarrollo de los algoritmos
a utilizar en el movimiento de la cabeza del robot bajo condiciones controladas.
En primer lugar, se disen˜an y se definen los algoritmos de procesamiento
de ima´genes a utilizar y se realiza una comparacio´n entre los mismos teniendo
en cuenta su precisio´n y costo computacional.
En segundo lugar, se obtienen las restricciones de propias del disen˜o del
robot junto con las restricciones cinema´ticas del robot mediante la cinema´tica
inversa y el disen˜o de este, seguido a esto se selecciona y se disen˜a la instrumen-
tacio´n adecuada conforme al modelo matema´tico obtenido y a los algoritmos
implementados.
Finalmente, se disen˜a el algoritmo para el control de la cabeza del robot, se
muestran los resultados obtenidos para el algoritmo seleccionado y se obtienen
las conclusiones pertinentes.
Palabras Clave: Vector de movimiento, procesamiento de ima´genes, costo
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1. Introduccio´n
Desde hace de´cadas, el estudio de los robots humanoides ha cobrado gran
intere´s en la comunidad cient´ıfica junto con cada uno de los retos que estos
presentan, desde co´mo resolver algunas de las necesidades de los seres huma-
nos, como lo es el caso del robot ARMAR, del cual se hablara´ ma´s adelante,
hasta su uso en niveles industriales para el desarrollo de procesos, donde un
ser humano podr´ıa cometer un error y as´ı perder la vida.
Segu´n Jonathan Ruiz de Garibay, Doctor en sistemas de informacio´n de la
universidad de Deusto, la robo´tica es un campo tan amplio que su estudio es
muy complejo, por lo que se hace necesario dividirla en secciones [1] con el fin
de atender de manera individual a cada una de las necesidades del robot, con
el objetivo de ampliar sus similitudes con el ser humano. Necesidades como lo
son: la visio´n, el habla, las sensaciones, las respuestas auditivas y cognitivas, e
inclusive la interaccio´n que puede llegar a tener este con el entorno.
En este proyecto de grado, se pretende atacar una de estas necesidades
imprescindibles para el desarrollo de un robot humanoide, la visio´n. Adema´s,
se propone afrontar las dificultades de implementar dicho sistema para la in-
teraccio´n entre el robot y el medio que lo rodea.
Dado el constante avance en este campo, se hace evidente la necesidad de
implementar algoritmos con menores costos computacionales, as´ı como mayor
precisio´n y exactitud. Para estos es necesario seleccionar de manera adecuada
cada uno de los algoritmos a implementar teniendo en cuenta factores como la
ca´mara, la tarjeta electro´nica, el lenguaje de programacio´n a utilizar e incluso
las te´cnicas de iluminacio´n [7]. Esto con el fin de obtener un sistema que con-
suma la menor cantidad de recursos y tiempos de procesamiento.
El robot inmoov es un proyecto de software y hardware abierto, lo que
significa que el disen˜o del mismo se puede obtener de forma gratuita junto con
el software que utiliza el robot. En el presente documento se realiza un estudio
comparativo de diferentes algoritmos para la deteccio´n y el seguimiento de un
objeto, por medio de la obtencio´n del vector de movimiento. Adicionalmente,
se obtuviene el modelo cinema´tico del robot con el propo´sito de llevar estos al-
goritmos a un entorno f´ısico, mediante la interaccio´n entre el robot y el medio.
Posteriormente, se realiza un algoritmo para la interaccio´n entre los algoritmos
para la deteccio´n del vector de movimiento y los actuadores del robot. Final-
mente se realizan las pruebas sobre el robot y se evalu´an los resultados para
el algoritmo implementado.
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1.1. Planteamiento y Formulacio´n del Problema
Como se afirma en [32], una de las cuestiones principales en el campo de
la robo´tica es el problema de la generacio´n y modulacio´n de la trayectoria,
siendo esta alterada constantemente por diferentes factores, como por ejemplo
obsta´culos o perturbaciones en el sistema. Pese al avance que han tenido los
robots humanoides en las u´ltimas de´cadas, como lo es el caso del robot ASIMO
de Honda [19], este tipo de dificultades siguen apareciendo y siguen siendo un
reto para los investigadores en esta a´rea.
1.1.1. Descripcio´n del Problema
Como se mencionaba anteriormente, es necesario atacar una de estas di-
ficultades de manera individual, en este caso la visio´n de ma´quina o visio´n
artificial. De este modo, es necesario abordar las diferentes te´cnicas que exis-
ten en este campo para la deteccio´n de un objeto en movimiento, del tal forma
que cumplan con el objetivo del robot, lo que a su vez conlleva a enfrentarse
con la generacio´n y modulacio´n de los movimientos del mismo.
1.1.2. Formulacio´n del Problema
Teniendo en cuanto lo anterior, se formu´la la siguiente pregunta de inves-
tigacio´n:
¿Co´mo implementar un sistema de deteccio´n de movimiento por medio de
viso´n artificial en un robot InMoov?
1.2. Justificacio´n
Actualmente, como lo afirma Ba´ez Ramos [29], los esfuerzos de muchos
grupos de investigacio´n nacionales en el campo de la robo´tica han generado
grandes resultados de desarrollo, no obstante el nivel de investigacio´n en este
campo sigue siendo bastante bajo en comparacio´n con otros pa´ıses, debido a
la falta de apoyo, tanto de la administracio´n pu´blica como del sector privado,
as´ı como la carencia de programas de doctarado en a´reas relacionadas con la
tecnolog´ıa.
Segu´n cifras del Observatorio Colombiano de Ciencia y Tecnolog´ıa [31], el
nu´mero de grupos de investigacio´n en Ingenier´ıa y Tecnolog´ıa disminuyo´ en
aproximadamente un 9 % entre el 2013 y el 2014, y representan tan solo el
17 % del total de grupos de investigacio´n activos en el 2014.
Cabe rescatar que, ha pesar de la evidente falta de investigacio´n en el pa´ıs, la
productividad y calidad cient´ıfica en estos u´ltimos an˜os, como lo afirmo´ Col-
ciencias [30] el pasado 26 de mayo del 2016, ha aumentado significativamente,
registrando un incremento del 17 % en grupos de investigacio´n y un 21 % en el
nu´mero de investigadores con los que actualmente cuenta el pa´ıs.
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Por otra parte, como lo afirman Smola y Vishwanat [2], el campo del
aprendizaje automa´tico a tomado una gran importancia en las u´ltimas de´ca-
das en el a´rea de las tecnolog´ıas de la informacio´n, y cada vez se ha hecho
mas evidente el afa´n por tratar de imitar y/o replicar la conducta humana
en mayor o menor medida. En este sentido, es necesario decir que una gran
parte de la informacion que es procesada por el ser humano es principalmente
visual, y toda interaccio´n f´ısica en el medio esta enmarcada en este a´mbito.
Estos est´ımulos sirven de ayuda para la comprensio´n y el entendimiento del
mundo f´ısico.
Debido a lo descrito anteriormente, se decide implementar un robot hu-
manoide, el robot InMoov, de Hardware y Software libre, lo que permitira´
una reduccio´n en costos y tiempos de disen˜o, y se desarrolla un sistema pa-
ra el seguimiento de un objeto implementado en la cabeza del robot, con el
propo´sito de sentar una base so´lida para el desarrollo de plataformas robo´ticas
que impulsen la investigacio´n en las a´reas de visio´n de ma´quina y aprendizaje
automa´tico, concernientes al a´rea de Ingenier´ıa y Tecnolog´ıa.
1.3. Objetivos
1.3.1. Objetivo General
Disen˜ar e implementar un sistema basado en la cabeza del robot inmoov
para la deteccio´n y seguimiento de un objeto.
1.3.2. Objetivos Espec´ıficos
• Realizar el modelo cinema´tico de la cabeza del robot inmoov.
• Seleccionar e implementar la instrumentacio´n requerida para el movi-
miento de la cabeza.
• Disen˜ar e implementar las tarjetas electro´nicas requeridas para el control
de los actuadores y la adquisicio´n de datos provenientes de la instrumentacio´n.
• Seleccionar e Implementar el algoritmo apropiado, basado en visio´n de
ma´quina, para la deteccio´n del vector de movimiento bidimensional de un ob-
jeto en el campo de visio´n del robot.
• Disen˜ar e implementar un algoritmo de interaccio´n entre el algoritmo de
deteccio´n del vector de movimiento y los movimientos de la cabeza del robot
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1.4. Estado del Arte
La visio´n de ma´quina es hoy uno de los ejes fundamentales para el desa-
rrollo de robots con la capacidad de interactuar con el medio que los rodea.
En este sentido se han desarrollado multiples te´cnicas que permiten substraer
informacio´n del medio en el cual se encuentra el robot, de tal forma que le
permita cumplir con el objetivo para el cual este fue disen˜ado.
La deteccio´n de objetos es fundamentalmente el tema ma´s ampliamente
abordado por la comunidad cient´ıfica que estudia este campo, y es comu´nmen-
te utilizada en el desarrollo de robots humanoides para realizar tare´as como
el reconocimiento facial, el seguimiento de objetos mo´viles [8], la captura y
manipulacio´n de objetos [9], entre otras aplicaciones.
A continuacio´n se describe el estado de diferentes te´cnicas que actualmente
se han implementado en el desarrollo de robots humanoides, basadas en pro-
cesamiento digital de ima´genes como en otro tipo de metodolog´ıas igualmente
va´lidas.
Figura 1: Robot Humanoide ARMAR
Fuente: Science Daily, Robot obeys to commands and gestures. [en linea].
<https://www.sciencedaily.com/releases/2012/02/120224110605.htm> [
citado el 10 de septiembre de 2016 ].
La captura de objetos por medio de visio´n de ma´quina sigue siendo hoy
en d´ıa un problema dif´ıcil de abordar en sistemas basados en robots humanoi-
des como se afirma en [9], donde se implementa un sistema de visio´n este´reo
6D para la localizacio´n de objetos y su captura implementado en un robot
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ARMAR (ve´ase Figura 1), por medio de dos cama´ras ubicadas en posiciones
similares a las de los ojos de un ser humano, este sistema percibe de manera
tridimensional las caracter´ısticas del medio sobre el cual esta sumergido el ro-
bot. Azad, Asfour y Dillmann presentan un sistema de alta precisio´n capas de
lidiar con objetos con textura, as´ı como con objetos que pueden ser segmenta-
dos de forma global y que cuya forma este ya predefinida, implementado en un
sistema de coordenadas 3D sujeto a un entorno rigido o invariable y en objetos
prisma´ticos recta´ngulares (cuboides).
Figura 2: Robot Humanoide Bogobot
Fuente: Barrera [10]
De la misma forma Barrera [10] presenta un sistema de percepcio´n y locali-
zacio´n implementado a los robots Bogobots[33] (ve´ase Figura 2)con el objetivo
de mejorar su desempen˜o. Para esto se utilizaron dos clasificadores de color;
uno para el uso de superficies impl´ıcitas en el espacio RGB y otro a trave´s
de seis umbrales para evaluar cada una de las componentes en el espacio HSI,
con el propo´sito de segmentar la ima´gen e identificar los objetos inherentes en
esta por medio de la separacio´n de estas caracter´ısticas con el uso de a´rboles
de decisio´n. Esto permite estimar la distancia real entre los objetos y el robot,
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permitiendole trazar un trayectoria para verificar la efectividad de los algorit-
mos implementados.
Figura 3: Realizacio´n meca´nica de la pierna y enrutamiento del cable de trans-
misio´n del par de articulaciones diferenciales de cadera del iCub.
Fuente: Tsagarakis. et al. [6]
Los autores citados anteriormente, presentan una visio´n de su trabajo en-
marcada exclusivamente en el procesamiento digital de ima´genes, dejando a un
lado lo concerniente a la instrumentacio´n requerida, los modelos matema´ticos
del sistema de movimiento del robot y los aportes realizados a otros campos
de la ciencia. Sin embargo, podemos encontrar trabajos como [4], donde se
describe la implementacio´n de un sistema de visio´n de maquina con un Kinect,
con el objetivo de buscar la mayor naturalidad en los movimientos de un robot
Bioloid. O como [5] en donde se detallan la cinema´tica, la dina´mica y los sis-
temas de movimiento de un robot humanoide AILA. Tambie´n lo es el caso del
ICub [6], donde se muestra el disen˜o y desarrollo robot y adema´s los aportes
del mismo al campo de la neurociencia (ve´ase Figura 3).
Adema´s de las te´cnicas para la deteccio´n de objetos implementadas en ro-
bots humanoides como las abordadas en los trabajos descritos anteriormente
y las descritas en [11] [12] [13], tambie´n es posible encontrar otro tipo de
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metodolog´ıas abordadas como la que se menciona en [14], donde se imple-
menta un DForC por sus siglas en ingle´s (Controlador dina´mico de campo
de fuerzas), sistema que intenta integrar la visio´n de ma´quina con las restric-
ciones y caracter´ısticas cinema´ticas propias de un robot. Tambie´n se pueden
dislumbrar metodolog´ıas mucho ma´s robustas como en [15], donde se presenta
un algoritmo de visio´n de ma´quina junto con un algoritmo de aprendizaje de
ma´quina que le permite al robot aprender a estimar de manera precisa posi-
ciones tridimensionales relativas a este utilizando redes neuronales artificiales
junto con algoritmos gene´ticos (ANN y GP respectivamente, por sus siglas en
ingle´s).
En las tareas que requieren una interaccio´n f´ısica entre el medio y el ro-
bot humanoide, es necesario tambie´n dislumbrar la forma en que se aborda el
control de los actuadores del robot y las te´cnicas utilizadas para alcanzar el
objetivo final, por ejemplo capturar un objeto en movimiento, seguir la trayec-
toria de este, asistir a un ser humano en una labor de rescate etc. Para esto
son ampliamente utilizadas las te´cnicas de planeacio´n de trayectoria.
Figura 4: Planificador MultiEEF-RRT
Fuente: Tsagarakis. et al. [16]
En [16] se propone un algoritmo MultiEEF-RRT para la planeacio´n de tra-
yectorias libres de colisiones para la captura de objetos utilizando bu´squedas
paralelas en cada uno de los brazos del robot ARMAR-III, lo cual le permitio´
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al robot por medio de visio´n de ma´quina calcular la trayectoria ma´s adecuada
para la captura del objeto de estudio, con la capacidad de escoger con cual
brazo era posible o ma´s eficiente realizar la tarea programada. En el esquema
de la Figura 4 se puede observar la forma en funciona este algoritmo, paraleli-
zando cada uno de los hilos posibles (((threads))) y observando cada una de las
trajectorias correspondientes a estos para luego observar la mejor solucio´n. Sin
embargo existen tambie´n me´todos, por llamarlos de cierta forma, poco ortodo-
xos como lo es el caso de [17] y [18], donde se implementa programacio´n por
demonstracio´n para ensen˜arle a un robot humanoide a realizar tareas basado
en las demonstraciones de un ser humano y las te´cnicas que permiten limitar
los movimientos del robot respecto a las expresiones corporales realizadas por
un ser humano.
1.5. Alcances y Limitaciones
1.5.1. Alcances
El proyecto a desarrollar tiene como alcance implementar la cabeza de un
robot InMoov para la deteccio´n y seguimiento del vector de movimiento de
un objeto. Mediante el ana´lisis cinema´tico, se realizara´ el algoritmo corres-
pondiente para el control de los actuadores de la cabeza del robot. Para la
deteccio´n del vector de movimiento se implementara´ un algoritmo basado en
el procesamiento digital de ima´genes, permitiendo que la cabeza del robot ten-
ga la capacidad de seguir el vector de movimiento de cualquier objeto.
Los aspectos puntales que comprende la investigacio´n esta´n referidos a la
cinema´tica inversa y directa del robot para determinar la forma en que debera´n
moverse los actuadores. El disen˜o del sistema electro´nico estara´ enfocado a la
adquisicio´n de las sen˜ales provenientes de los sensores y la etapa de potencia
que requieran los actuadores para el control en lazo cerrado de los movimientos
de la cabeza.
1.5.2. Limitaciones
El sistema esta´ basado en el disen˜o de la cabeza del robot InMoov, por esta
razo´n el ana´lisis correspondiente a la resistencia de los materiales y al disen˜o
meca´nico del mismo no estara´n contemplados en el desarrollo del proyecto.
El algoritmo de deteccio´n de movimiento basado en el procesamiento digital
de ima´genes se hara´ bajo condiciones de luz controladas, teniendo en cuenta
las capacidades de la ca´mara y las necesidades del sistema.
La velocidad de respuesta del sistema estara´ sujeta a las capacidades y
condiciones propias de la instrumentacio´n de la cabeza del inMoov; como la
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velocidad de adquisicio´n de los fotogramas de la ca´mara, la capacidad meca´nica
de los actuadores entre otras.
1.6. Linea de Investigacio´n del Programa
La l´ınea de investigacio´n a la cual se acoge este proyecto es:
• Robo´tica y Biomecatro´nica.
Esto debido a que el objetivo principal del proyecto es la aplicacio´n de un
algoritmo de visio´n de ma´quina en la cabeza de un robot humanoide (Robot
InMoov).
1.7. Disen˜o Metodolo´gico
El disen˜o metodolo´gico se baso en el esquema piramidal mostrado en la
Figura 5, que busca cumplir cada una de las tareas contenidas en cada nivel
de manera descendente desde el primer hasta el u´ltimo nivel. Se puede observar
que las tareas del quinto y cuarto nivel se pueden reiterar dependiendo de los
resultados obtenidos en el quinto nivel.




Durante el desarrollo del proyecto, se realizo´ un art´ıculo sobre dos de los
algoritmos utilizados y fue presentado como ponencia en el Simposio Interna-
cional STSIVA, el cual se expone en el Anexo A:
•ORTIZ, Nicola´s. VARGAS, Luis Felipe. JINETE, Marco Antonio y JIME´NEZ,
Robinson. Movement detection for object tracking applied to the InMoov robot
head. En: 2016 XXI Symposium on Signal Processing, Images and Artificial
Vision (STSIVA). 2016. ISBN: 978-1-5090-3797-1.
Adema´s se conto´ con la participacio´n y el reconocimiento en los siguientes
eventos:
• Conferencistas Mini Maker Fair, Diciembre de 2016. Biblioteca Virgilio
Barco. Visio´n artificial aplicada al robot Inmoov.
• Ganadores: Robotic People Awards 2016, por los aportes realizados a la
robo´tica y la tecnolog´ıa. Diciembre de 2016.
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2. Marco Teo´rico
2.1. Visio´n de Ma´quina y Procesamiento de ima´genes
Para el desarrollo del proyecto es necesario aclarar la diferencia entre visio´n
de ma´quina y procesamiento digital de ima´genes. Aunque similares, te´cnica-
mente se distinguen por el propo´sito final que persiguen. Como se expone en
[21], la visio´n por computador o el procesamiento digital de ima´genes, es el
estudio a trave´s del cual se busca describir el mundo observable en una o ma´s
ima´genes mediante la reconstruccio´n y extraccio´n de sus propiedades tales co-
mo: la forma, la iluminacio´n o la distribucio´n de colores. La visio´n de ma´quina,
en cambio, como se afirma en [35], busca crear un modelo del mundo f´ısico, y
es aqu´ı donde ra´dica la diferencia, a partir de ima´genes. El objetivo no es solo
extraer caracter´ısticas de este, si no que tambie´n crear un modelo que permita
la interaccio´n entre una ma´quina y el medio que la rodea. No obstante, la vi-
sio´n de ma´quina depende a su vez del procesamiento digital de ima´genes, por
lo que en primera instancia se describira´n los pilares fundamentales de estas
dos a´reas.
2.1.1. Preliminares
Los investigadores en visio´n por computadora, desde sus inicios, han desa-
rrollado modelos matema´ticos y te´cnicas para el estudio de las ima´genes. Por
esta razo´n, se introduce a continuacio´n la notacio´n utilizada para describir
geome´tricamente los elementos que en estas se ecuentran presentes.
2.1.1.1. Notacio´n
2.1.1.1.1. Puntos Los puntos 2D, pueden ser denotados como un par






De igual forma los puntos 3D, pueden ser denotados por tres valores como





Tambie´n se suelen representar en coordenadas homoge´neas como se muestra
a continuacio´n:
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Para puntos en 2D
p̂ = (x̂, ŷ, ŵ) ∈ P2
Para puntos en 3D
p̂ = (x̂, ŷ, ẑ, ŵ) ∈ P3
Donde el espacio P2 es equivalente al espacio R3− (0, 0, 0) y de igual forma
P3 es equivalente al espacio R4 − (0, 0, 0, 0).
2.1.1.1.2. L´ıneas en 2D y Planos en 3D De igual forma que los
puntos, las l´ıneas pueden ser representadas en coordenadas homoge´neas como
l̂ = (a, b, c) para 2D, y l̂ = (a, b, c, d) para planos en 3D, correspondientes a:
Ecuacio´n de la l´ınea en 2D
p · l̂ = ax + by + c = 0
Donde p = (x, y, 1) es el vector
aumentado en 2D.
Ecuacio´n del Plano en 3D
p · l̂ = ax + by + cz + d = 0
Donde p = (x, y, z, 1) es el vector
aumentado en 3D.
2.1.1.1.3. L´ıneas en 3D A diferencia de las representaciones anterior-
mente descritas, una l´ınea en 3D no se puede expresar tan facilmente. Para
esto usualmente se utilizan dos puntos sobre la l´ınea. (m, n), de tal forma que
cualquier otro punto sobre la l´ınea puede ser expresado como una combinacio´n
l´ıneal de la forma:
r = (1− λ)m+ λn
o bien en coordenadas homoge´neas como:
r̂ = µm̂+ λn̂
2.1.1.2. Transformaciones 2D y 3D







Donde I es una matriz identidad de (2× 2) si se trabaja en R2 y (3× 3) si



















para traslaciones en 3D, donde tx, ty y tz representan los desplazamientos
en cada eje coordenado.
2.1.1.2.2. Rotacio´n y Traslacio´n Tambie´n conocida como Transfor-







Donde R es una matriz de rotacio´n ortonormal de (2 × 2) para R2 y de
(3×3) para R3 con RRT = I y determinante |R| = 1. La diferencia de realizar
esta transformacio´n en 2D o en 3D, radica en la forma de expresar la matriz
R. Mientras en un espacio bidimensional esta se expresa fa´cilmente como:
R =
[
cos θ − sin θ
sin θ cos θ
]
En un espacio tridemensional, dependiendo de la rotacio´n realizada, R se
puede expresar de mu´ltiples formas a trave´s del producto de tres rotaciones
alrededor de los tres ejes cardinales. Estas matrices pueden ser obtenidas por
medio de los a´ngulos de Euler como se explica en [36].
En la seccio´n 2.2.1.2 se describen de manera ma´s formal estas matrices.
2.1.1.2.3. Rotacio´n Escalada o Transformacio´n de Similitud Es-
ta transformacio´n puede expresarse de forma similar a la rotacio´n como p′ =







En este caso la matriz R se comporta de igual forma que en la rotacio´n
para los diferentes espacios de trabajo, sin embargo en este caso ya no es
estricatamente necesario que |R| = 1.
2.1.1.2.4. Transformacio´n Af´ın Esta transformacio´n permite que las
l´ıneas conserven la paralelidad que exista entre ellas. Se denota como p′ = Ap,
donde A es una matriz (2× 3) para R2 y (3× 4) para R3.
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2.1.1.2.5. Transformacio´n Proyectiva Esta transformacio´n opera en






donde Ĥ es una matriz arbitraria (3× 3) para R2 o (4× 4) para R3.
En esta transformacio´n se preservan las l´ıneas rectas.
En la siguiente tabla se encuentran contenidas las transformaciones men-
cionadas anteriormente, junto con las matrices que las definen y el grado de
libertad que poseen.
Cuadro 1: Transformaciones en 2D y 3D.
Transformacio´n 2D 3D # DoF 2D # DoF 3D Gra´fico
Traslacio´n
[
I | t ]
2×3
[




R | t ]
2×3
[




sR | t ]
2×3
[
sR | t ]
3×4 4 7











Fuente: Szeliski [21]. No´tese las siglas # DoF, estas corresponden a los
grados de libertad de cada transformacio´n por sus siglas en ingle´s ((Degrees of
Freedom)).
2.1.1.3. Proyecciones 3D a 2D Las proyecciones 3D, consisten esen-
cialmente en proyectar un punto en un espacio tridimensional a un ezpacio
bidimensional.
En esta seccio´n denotaremos como p a un punto en el espacio R3 y o a un
punto en el espacio R2.
2.1.1.3.1. Proyeccio´n Ortigra´fica Consiste en despecriar el valor real
de la componente z de la coordenada tridimensional p para obtener la coorde-







Expresado en coordenadas homoge´neas como:
ô =
 1 0 0 00 1 0 0
0 0 0 1
 p̂










En te´rminos pra´cticos, como lo afirman Sawhney y Hanson [37], este tipo
de proyeccio´n es un modelo aproximado de los lentes de larga distancia focal
y de los objetos cuya profundidad relativa, con respecto a la distancia que hay
de la ca´mara a este, es despreciable.
2.1.1.3.2. Proyeccio´n Ortogra´fica Escalada Como se afirma en [21],
en la pra´ctica, las coordena´das f´ısicas (medidas generalmente en metros) de-
ben ser escaladas apropiadamente, de manera tal que correspondan con las







Este modelo equivale a proyectar los puntos del mundo f´ısico en un plano
local paralelo al sensor y luego escalar nuevamente la ima´gen utilizando una
proyeccio´n de perspectiva de la cual se hablara´ ma´s adelante.
Este tipo de proyeccio´n, es ampliamente utilizada para la reconstruccio´n 3D a
partir de ima´genes en 2D. Bajo este modelo, el movimiento y la estructura de
un objeto pueden ser fac´ılmente estimados usando el me´todo de factorizacio´n
de Tomasi y Kanade en [38].
2.1.1.3.3. Proyeccio´n Perspectiva-paralela La proyeccio´n perspectiva-
paralela (ve´ase [40] [39]) es un modelo que busca proyectar los puntos de un
objeto, dada un referencia local paralela al plano de la ima´gen como su nom-
bre lo indica. No obstante, en lugar de ser proyectados de forma ortogonal al
plano, son proyectados paralelos a la l´ınea de visio´n hacia el centro del objeto.
Esto seguido usualmente de una proyeccio´n final sobre el plano de la ima´gen,
equivalente a una escala.
Este modelo puede ser denotado como:
ô =
 a00 a01 a02 a03a10 a11 a12 a13
0 0 0 1
 p̂
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2.1.1.3.4. Proyeccio´n Perspectiva Siendo una de las ma´s utilizadas
en visio´n de ma´quina, esta representa una perspectiva 3D real sobre la ima´gen.
En coordenadas no homoge´neas, consiste en dividir las compenentes x y y por





O en coordenadas homoge´neas como:
ô =
 1 0 0 00 1 0 0
0 0 1 0
 p̂
2.1.1.4. Pixeles Vecinos Se puede deducir intuitivamente, que el uso de
modelos como los descritos anteriormente, no es suficiente para describir de
manera eficiente las caracter´ısticas inmersas en una ima´gen.
Uno de los problemas que presenta una imagen como una estructura de datos,
es la cantidad de informacio´n que debe ser procesada y analizada. A fin de rea-
lizar un procesamiento efectivo, es necesario adaptar la teor´ıa existente (Teor´ıa
de Grafos o Topolog´ıa, en general) para el manejo de estructuras matema´ti-
cas como los son las ima´genes digitales. Bajo esta premisa, en esta seccio´n
se describe la estructura ma´s elemental en Teor´ıa de Grafos para el manejo
de ima´genes, los conjuntos de pixeles vecinos, expuesta de manera formal por
Voss [46].
Se denotara´ como N a la relacio´n binaria de vecindad (((neighborhood re-
lation))). Para su descripcio´n existen dos propiedades ba´sicas en la nocio´n de
vecindad. Primero, un punto p, no puede ser vecino de si mismo, en conse-
cuencia el par (p, p) no es un miembro de la relacio´n binaria deseada. Por otro
parte, un punto p es vecino de un punto q si a su vez, q es vecino de p. De esta
forma (p, q) ∈ N y (q, p) ∈ N .
Definicio´n 1 Una tupla [P,N ], con p 6= ∅ y N ⊂ P × P como una relacio´n
irreflexiva y sime´trica, es una estructura de vecindad.
Definicio´n 2 Si p ∈ P de una estructura de vecindad [P,N ], el conjunto de
puntos adjuntos N(p) = {q | (p, q) ∈ N}, es llamado el conjunto de vecinos de
p.
Es a partir de estas dos definiciones, que el autor ya mencionado expone
la teor´ıa de grafos aplicada al procesamiento de ima´genes. De esta teor´ıa sur-
gen varios modelos que permiten describir propiamente al conjunto de pixeles
vecinos. Si se observa detenidamente, la relacio´n binaria N indica cuando un
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punto q es vecino de p. Uno de estos modelos es el de 4-pixeles vecinos, don-
de un punto q = (xq, yq) es vecino de un punto p = (xp, yp) si se cumple que
(xq = xp+1)∧(yq = yp), o (xq = xp)∧(yq = yp+1), o (xq = xp−1)∧(yq = yp),
o (xq = xp) ∧ (yq = yp − 1). Este modelo se observa ma´s facilmente de forma
gr´afica como se muestra a continuacio´n.
Figura 6: 4-vecindad de p
Fuente: Image Segmentation [47].
2.1.2. Procesamiento de Ima´genes
A continuacio´n se realiza una revisio´n de algunos conceptos y te´cnicas para
el procesamiento de ima´genes, enmarcados en el objetivo principal de este
proyecto.
2.1.2.1. Espacios de Color Las ima´genes que podemos adquirir a trave´s
de una ca´mara, usualmente estan estrictamente relacionadas a la forma en que
el ser humano percibe el color. Dichas ima´genes pueden ser entendidas como
funciones arbitrarias de valor vectorial. Gonzalez y Woods en [41], afirman que
el uso color en el procesamiento de ima´genes esta motivado fundamentalmente
por el potencial que tiene este como un descriptor de la ima´gen, lo que en
ocasiones facilita considerablemente la deteccio´n de un objeto y su extraccio´n
de una escena.
El propo´sito de usar un espacio de color es la de facilitar la especificacio´n
de este en una forma estandarizada, generalizada y aceptada.
Un espacio de color es una representacio´n de la gama de colores en un siste-
ma coordenado, donde cada color esta determinado por un punto en el espacio.
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2.1.2.1.1. RGB El espacio RGB es el espacio ma´s ampliamente utili-
zado, pues es el modelo de color que utilizan los monitores y una amplia gama
de video ca´maras. Viene representado por un sistema de coordenadas carte-
sianas, donde cada eje representa la intensidad del color en cada uno de los
canales R (rojo), G (verde) y B (azul) como se muestra a continuacio´n:
Figura 7: Espacio RGB
Fuente: ArcSoft, What is Color Space?. [en linea].
<http://www.arcsoft.com/topics/photostudio-darkroom/what-is-color-
space.html> [ citado el 12 de septiembre de 2016
].
No´tese que las coordena´das de la Figura 7 se encuentran en el rango[
0 1
]
, pues estas estan normalizadas. Generalmente, encontramos que cada
uno de los canales de la imagen posee 8 bits, es decir 256 valores enteros en
un rango de 0 a 255. Estos valores a su vez, representan la intensidad de cada
color en un punto o pixel.
2.1.2.1.2. CMY y CMYK El modelo CMY, al igual que el modelo
RGB, esta compuesto de tres canales; C (Cian), M (Magenta) y Y (Amarillo).
Estos tres colores corresponden a los colores secundarios de la luz, o alterna-
tivamente a los colores primarios de los pigmentos. Es mayormente utilizado
por los dispositivos que depositan pigmentos sobre una superficie, tales como
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las impresoras a color.









Esto suponiendo que los valores de cada canal se encuentran normalizados.
Su representacio´n gra´fica se puede observar en la Figura que se muestra a
continuacio´n:
Figura 8: Espacio CMY
Fuente: (a) [42], (b) [43].
Como se afirma en [41], la combinacio´n de los valores ma´ximos de cada
canal (C,M y Y) en teor´ıa produce el color negro. Sin embargo, en la pra´ctica,
esto no ocurre del mismo modo. Por este motivo, es necesario an˜adir un cuarto
canal K, a fin de conseguir el color negro, de esto surge el modelo CMYK.
2.1.2.1.3. Espacio XYZ Los espacios anteriormente descritos se limi-
tan u´nica y exclusivamente a describir el color. Aunque perfectamente va´lidos,
en el mundo f´ısico la forma en que se ven y se observan las cosas depende
tambie´n de factores como la luz. Estos factores modifican la percepcio´n del
color, lo cual por ejemplo, impedira que observemos el color de un auto en la
noche de la misma forma en que lo vemos en el d´ıa.
En este sentido, el modelo XYZ intenta compensar estos factores, supri-
miendo dos para´metros que se suponen afectan el color del pixel; el matiz y











Poynton [44] sen˜ala que los valores de X, Y y Z, tambie´n llamados ((tristimulus
values)) en ingle´s, representan las cantidades necesarias para formar cualquier
color en particular, utilizados en ima´genes digitales. Estos a su vez, son uti-
lizados para la caracterizacio´n y calibracio´n de dispositivos de salida como
lo menciona Schanda [45]. En la seccio´n 3.1.1 se describe de manera ma´s
detallada la forma en que este modelo funciona.
2.1.3. Flujo O´ptico
Fleet y Weiss [49] mencionan que el movimiento es una propiedad intr´ınse-
ca del mundo f´ısico y una parte integral de la experiencia visual del ser humano.
Es una gran fuente de informacio´n que permite realizar un sin nu´mero de tare´as
tales como; reconstruccio´n 3D, organizacio´n perceptual, reconocimiento de ob-
jetos entre otras.
El Flujo O´ptico se define como el movimiento aparente de una imagen en
una secuencia de ima´genes [50]. El propo´sito de estimar el flujo o´ptico, es el de
computar una aproximacio´n al campo de movimiento, a partir del ana´lisis de
las variaciones en la intensidad de una ima´gen en el tiempo. Existen mu´ltiples
enfoques para estimar el movimiento, siendo la estimacio´n basada en gradien-
tes, el me´todo ma´s ampliamente utilizado. Por este motivo, en esta seccio´n se
ahondara´ en la descripcio´n de este me´todo. No obstante, el lector puede ver
en [51] una descripcio´n detallada y un estudio comparativo de otras te´cnicas
utilizadas.
2.1.3.1. Estimacio´n Basada en Gradientes Sean I y J ima´genes en
escala de grises 2D. Donde I(n) = (i, j) y J(n) = (i, j) son el primer y segundo
valor de la intensidad de los pixeles correspondientes a las ima´genes en la
posicio´n n = [i j]T , se denotan para este caso como i y j a las posiciones
rectangulares del punto n en la imagen. Conside´rese el punto en la imagen
u = [ui uj]
T , el propo´sito en este caso es el de calcular la posicio´n del punto
v = u+ d = [ui + di uj + dj] en la segunda imagen J . Notese, que esto implica
estimar la traslacio´n del punto de la primera a la segunda imagen, como se
explicaba anteriormente en la seccio´n 2.1.1.2.1. Si el desplazamiento del pixel
se supone pequen˜o, se obtiene que la diferencia de las intensidades del pixel en
las dos ima´genes se expresa como:
J(i+ di, j + dj)− I(i, j) ≈ 0
28
Expandiendo por series de Taylor a J(i+ di, j + dj):





















(J(i, j)− I(i, j)) + Jidi + Jjdj ≈ 0
Jt +∇J · [di dj] ≈ 0 (3)
El propo´sito final de esta te´cnica, es el de estimar el vector de despla-
zamiento [di dj]
T para cada pixel en la ima´gen. Sin embargo, la ecuacio´n 3
corresponde a un sistema de una ecuacio´n y dos inco´gnitas, a esto se le cono-
ce como el problema de apertura. Las diferencias entre las diferentes te´cnicas
existentes para la estimacio´n del flujo o´ptico, radican en las condiciones adi-
cionales que son utilizadas para completar el sistema de ecuaciones, y en este
sentido calcular las variables deseadas.
2.1.3.2. Algoritmos para la Estimacio´n del Flujo O´ptico En [51],
se presenta un estudio comparativo de diferentes te´cnicas concernientes a este
enfoque en el procesamiento de ima´genes. El cuadro que se muestra a continua-
cio´n corresponde a los resultados obtenidos, en el documento ya mencionado,
para diferentes algoritmos ante un desplazamiento producido mediante el des-
fase definido de una sen˜al sinusoidal en la imagen. Se considera pertinente
incluirlo, para observar los algoritmos ma´s eficientes en este campo.
Cuadro 2: Resultados Obtenidos para un desfase sinusoidal definido
Fuente: Barron y Beauchemin [51]
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2.2. Cinema´tica
La cinema´tica de un robot debe ser entendida como una herramienta que
permite describir la relacio´n entre el movimiento de las articulaciones y el
movimiento resultante de los cuerpos rigidos que componen al robot [34].
2.2.1. Preliminares
El estudio de la cinema´tica no es nada reciente, sin embargo, no fue sino
hasta el an˜o 1900 que Ball [48] introdujo una teor´ıa formal sobre torsores,
teoria que, hoy en d´ıa, es la base fundamental para el ana´lisis y modelamiento
moderno de robots.
Contrario a lo que se pueda pensar, los conceptos fundamentales, para la des-
cripcio´n del movimiento de un cuerpo r´ıgido, que se presentan a continua-
cio´n, no difieren en mayor medida de las representaciones y transformaciones
geome´tricas utilizadas para el procesamiento de ima´genes. Pues, el uso de coor-
denadas homoge´neas y matrices de rotacio´n es tambie´n de gran importancia
en este estudio.
2.2.1.1. Transformaciones de un Cuerpo Rı´gido En este apartado,
se entiende por un cuerpo r´ıgido, a un cuerpo que es indeformable. Esta su-
posicio´n, facilita el empleo de la geometr´ıa de torsores en la descripcio´n del
modelo de un robot, pues asume que las deformaciones que se producen sobre
un elemento del sistema durante el movimiento son despreciables o nulas.
La locacio´n de un part´ıcula en un conjunto de ejes ortogonales, viene da-
da entonces por el conjunto de valores ordenados (x, y, z) ∈ R3, donde cada
coordenada representa la proyeccio´n de la locacio´n en cada uno de los ejes
correspondientes. De esta forma, la trayectoria de una part´ıcula puede ser re-
presentada por medio de la curva parame´trica p(t) = (x(t), y(t), z(t)) ∈ R3.
Dada la consideracio´n descrita anteriormente, un cuerpo r´ıgido puede ser enen-
dido ma´s formalmente, como una coleccio´n de part´ıculas de forma tal que, la
distancia entre cada una de ellas permanece constante independientemente de
los movimientos o fuerzas que se ejercen sobre el cuerpo. De esta forma si p y
q son dos puntos cuales quiera de un cuerpo r´ıgido, entonces:
‖p(t)− q(t)‖ = ‖p(0)− q(0)‖ = K
Donde K es un valor real constante.
Dado un Objeto descrito como un subconjunto O ∈ R3, un movimiento
r´ıgido se puede representar como una familia de asignaciones de la forma g(t) :
O −→ R3 que describe el movimiento relativo en funcio´n del tiempo de cada
punto sobre el cuerpo alrededor de un sistema de ejes fijo. Por otra parte, un
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desplazamiento r´ıgido viene dado por una simple asignacio´n g : O −→ R3. Las
asignaciones o transformaciones descritas, pueden tambie´n ser extendidas para
todo vector v ∈ R3 definido como un segmento de l´ınea que une dos puntos p
y q en el espacio, de forma tal que el vector de p a q viene dado por v = q− p.
En este sentido el desplazamiento de un cuerpo r´ıgido, esta definido como un
vector que depende de los desplazamientos de p y q como:
g∗(v) = g(q)− g(p)
Bajo estas condiciones podemos definir una transformacio´n de un cuerpo
r´ıgido como una asignacio´n de la forma R3 −→ R3, y se escribe como sigue a
continuacio´n.
Definicio´n 3 Transformacio´n de un Cuerpo Rı´gido.
Una asignacio´n g : R3 −→ R3 es una transformacio´n de un cuerpo r´ıgido
si se cumple que:
1. ‖g(q)− g(p)‖ = ‖q − p‖, para todos los puntos q, p ∈ R3
2. g∗(v × w) = g∗(v)× g∗(w), para todos los vectores v, w ∈ R3





(‖v1 + v2‖2 − ‖v1 − v2‖2)
y teniendo en cuenta que, por definicio´n:
‖v1 + v2‖ = ‖g∗(v1) + g∗(v2)‖
y
‖v1 − v2‖ = ‖g∗(v1)− g∗(v2)‖
Se puede deducir que:
vT1 v2 = g∗(v1)
Tg∗(v2)
Esto implica que el producto punto y el producto cruz se preserva para toda
transformacio´n de un cuerpo r´ıgido. Cabe aclarar, que el hecho de que estas
propiedades se conserven, no implican que una part´ıcula no pueda moverse
de forma relativa respecto a otra, sino que puedan rotar ma´s no transladarse
relativamente entre si. Una consecuencia de esto, es la necesidad de unir un
sistema de ejes coordenados a un punto y hacer un seguimiento del movimiento
de este con respecto a un eje de coordenadas fijo. El movimiento individual
de cada part´ıcula puede ser abstraido nuevamente del movimiento del marco
del cuerpo y del punto de unio´n entre el marco y este. De esta forma, si
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la configuracio´n de un cuerpo r´ıgido esta dada por los vectores v1, v2 y v3
atados o unidos al punto p, la configuracio´n del cuerpo r´ıgido luego de una
transformacio´n g : R3 −→ R3, esta dada por los vectores g∗(v1), g∗(v2) y
g∗(v3).
2.2.1.2. Movimiento Rotacional en R3 Como se expuso anteriormente,
la descripcio´n del movimiento relativo de las part´ıculas en un mismo cuerpo,
esta´ bien definida para la rotacio´n, pues el objetivo de la cinema´tica es el de
describir el desplazamiento de un cuerpo r´ıgido y la rotacio´n del mismo alrede-
dor de un punto. Por esta razo´n, el estudio del moviemto rotacional es esencial
para un primer ana´lisis.
Conside´rese la Figura mostrada a continuacio´n:
Figura 9: Rotacio´n de un cuerpo r´ıgido alrededor de un punto
Fuente: Murray, Zexiang y Sastry [34]
Sean A y B ejes coordenados ortogonales, donde A es el marco inercial del
sistema y B el marco del cuerpo. Adema´s, se tiene que xab, yab, zab ∈ R3 son
los vectores de coordenadas principales del eje B relativos a A. La matriz de





A continuacio´n se describen las matrices de rotacio´n ma´s elementales, sien-
do θ el a´ngulo de rotacio´n alrededor de una l´ınea que atraviesa el eje x, y o z
segu´n el caso.
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Cuadro 3: Matrices de Rotacio´n Elementales
Rx(θ) =
 1 0 00 cos θ − sin θ
0 sin θ cos θ
 Ry(θ) =
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ
 Rz(θ) =
 cos θ − sin θ 0sin θ cos θ 0
0 0 1

Rotacio´n alrededor del eje X Rotacio´n alrededor del eje Y Rotacio´n alrededor del eje Z
Fuente: Elaboracio´n Propia.
De estas matrices podemos observar dos propiedades que se pueden exten-
der para cualquier matriz de rotacio´n:
1. RRT = RTR = I
2. det(R) = 1
Bajo estas condiciones se define entonces al conjunto SO(n) como sigue:
SO(n) =
{
R ∈ Rn×n | RRT = I, det(R) = 1}
De forma particular, para R3, SO(3) sera´ el conjunto de matrices de (3×3)
que satisfacen las propiedades ya mencionadas, en definitiva, este representa
al grupo de matrices de rotacio´n en R3.
Supongase ahora que, sea un punto q en el espacio, cuyas coordenadas
respecto a un sistema de ejes coordenados B son qb = (xb, yb, zb), se desea
hallar las coordenadas del punto respecto a un sistema fijo de ejes coordenados
A. De esta forma, dados los vectores xab, yab, zab de la matriz de rotacio´n Rab







Este resultado se puede aplicar para definir la accio´n de una matriz de
rotacio´n sobre un vector, de tal forma que dado vb = qb − pb, se tiene que:
Rab(vb) := Rabqb −Rabpb = qa − pa = va
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Ahora bien, si se tiene un sistema de ejes coordenados C relativo a B, y
a su vez B es relativo a A, se puede definir la matriz de rotacio´n de C con
respecto a A como:
Rac = RabRbc
En consecuencia de lo mostrado anteriormente, se puede deducir que la
rotacio´n corresponde a una transformacio´n de un cuerpo r´ıgido concorde con
la Definicio´n 3. La demostracio´n formal de esta conclusio´n no se muestra en
este documento, para mayor informacio´n el lector puede consultar en [34].
2.2.1.2.1. Coordenadas Exponenciales de Rotacio´n Para la defi-
nicio´n de este concepto en particular, se define como ω̂ ∈ R3×3 a una matriz
de la forma:
ω̂ =
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0

Tal que, dado un vector de rotacio´n ω = [ω1 ω2 ω3]
T y un vector arbitrario
λ ∈ R3, ω × λ = ω̂λ.
Las coordenadas exponenciales surgen de la necesidad de representar una
matriz de rotacio´n cualquiera R ∈ SO(3), como una funcio´n de un vector de
rotacio´n unitario ω ∈ R3 y un a´ngulo de desplazamiento θ ∈ R.
De manera general, se puede describir el movimiento a velocidad constante de
una part´ıcula en q alrededor de un eje de rotacio´n ω en funcio´n del desplaza-
miento θ (R(ω, θ)) de la forma:
q˙(θ) = ω̂ × q(θ)
Resolviendo la ecuacio´n diferencial, se obtiene:
q(θ) = q(0)eω̂θ
Donde eω̂θ es la matriz exponencial. Aplicando series de Taylor se tiene:
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Dado que ω es un vector unitario que define el eje de rotacio´n, la norma






3 = 1, y se puede demostrar que










De tal forma que la ecuacio´n 4 se puede reescribir como:
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ω̂2
Se puede observar que el factor que multiplica a ω̂, es la expansio´n en series
de Taylor del sin θ, y el factor que multipla a ω2 corresponde a la expansio´n
de 1− cos θ. La ecuacio´n queda de la forma:
eω̂θ = I + ω̂ sin θ + ω̂2(1− cos θ) (5)
Bajo esta definicio´n, es mucho ma´s fa´cil demostrar que la matriz de rota-
cio´n de un punto relativo a un sistema de ejes coordenados fijo, equivale a la
multiplicacio´n de las matrices de rotacio´n del punto respecto a otros sistemas.
De esta forma si tenemos un punto q en un eje B rotado θ radianes, que a su
vez esta rotado respecto a un sistema fijo A α radianes, la matriz exponencial
de q se puede expresar como:
eω̂1θ+ω̂2α = eω̂1θeω̂2α = R(ω̂1, θ)R(ω̂2, α)
2.2.1.3. Movimiento de un Cuerpo Rı´gido en R3 Si bien es cierto
que la traslacio´n de un punto no esta bien definida para part´ıculas contenidas
en un mismo cuerpo, esta transformacio´n si se puede definir para describir la
posicio´n y orientacio´n instanta´neas de un sistema de un cuerpo atado a un
sistema de coordenadas relativo a un sistema inercial.
En cinema´tica, el movimiento de un cuerpo r´ıgido esta definido por la ro-
tacio´n del cuerpo alrededor de una l´ınea seguida de la traslacio´n del mismo
sobre una l´ınea paralela a esta, a esto se le conoce como movimiento torsor o
movimiento r´ıgido (((screw motion))). En general, el movimiento de un cuerpo
r´ıgido esta definido por un movimiento de rotacio´n y un movimiento de tras-
lacio´n.
Conside´rese la figura que se muestra a continuacio´n:
Tomando en consideracio´n la ima´gen, podemos definir el desplazamiento
como una trayectoria p(t) ∈ R, tal que t ∈ [0, T ]. En la Figura 10, se desea
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Figura 10: Marco de Coordenadas de un movimiento r´ıgido
Fuente: Murray, Zexiang y Sastry [34]
hallar la orientacio´n de un punto q ∈ R3 en el sistema de coordenas de B,
teniendo en cuenta que B es relativo al sistema A, con Rab ∈ SO(3) la matriz
de rotacio´n de B a A y pab ∈ R3 el vector de posicio´n del origen a A al origen
de B. Se denota entonces como SE(3) a un conjunto euclideano de la forma:
SE(3) =
{
(p,R) | p ∈ R3}
Este conjunto representa al conjunto de elementos (p,R) que sirven como
descriptores de una transformacio´n de un cuerpo r´ıgido. Sean qa, qb ∈ R3 el
punto q relativo a A y a B respectivamente. qa se puede expresar como:
qa = pab +Rabqb (6)
No´tese, que la ecuacio´n 6 corresponde a la ecuacio´n 1 ya mostrada en
la seccio´n 2.1.1.2.2, y se denota de la misma forma en que se explica en esta
misma seccio´n.
2.2.2. Cinema´tica Directa
El espacio articular provee poca informacio´n sobre la posicio´n y orientacio´n
del efector final de una cadena cinema´tica [64]. Con esto se hace referencia
al hecho de que ubicar un part´ıcula de un cuerpo r´ıgido de intere´s en un es-
pacio cartesiano local fijo de una cadena cinema´tica, requiere un ana´lisis ma´s
profundo. La cinema´tica directa permite realizar un mapeo desde el espacio
de la articulacio´n del cuerpo a un espacio cartesiano local. Dada una cade-
na cinema´tica de m articulaciones, con a´ngulos de rotacio´n (θ1, θ2, . . . , θm),




De la misma forma, Kofinas [64] resalta el hecho de que un manipulador
robo´tico necesita alcanzar puntos o seguir trayectorias en un espacio tridimen-
sional. En este sentido, la cinema´tica inversa permite calcular o estimar los
a´ngulos de rotacio´n (θ1, θ2, . . . , θm) a partir de la posicio´n y orientacio´n de un
punto q en el espacio.
La Figura que se muestra a continuacio´n representa de manera gra´fica la
forma en que la cinema´tica directa e inversa funcionan.
Figura 11: Cinema´tica Directa e Inversa
Fuente: Elaboracio´n Propia.
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3. Algoritmos para la Deteccio´n y el segui-
miento de un Objeto
Los algoritmos utilizados y que se muestran en este apartado fueron imple-
mentados en C++ con el uso de OpenCV, librer´ıa ampliamente utilizada para
el procesamiento de ima´genes. OpenCV esta´ enfocada principalmente al desa-
rrollo de aplicaciones en tiempo real con un bajo costo computacional como se
menciona en [65], razo´n por la cual su uso se ve completamente justificado al
ser a su vez una plataforma de Software libre, caracter´ıstica tomada en cuenta
en el marco del proyecto al estar este destinado a ser una plataforma de uso
acade´mico y de investigacio´n.
3.1. Procesamiento de Ima´genes
En la seccio´n 2.1.3 se mencionaba que el Flujo O´ptico es en esencia la
cantidad de movimiento aparente de un pixel o un grupo de estos en una misma
escena y, en este sentido, existen distintas te´cnicas para su estimacio´n. Dichas
te´cnicas permiten obtener el vector de movimiento, principal propiedad de
intere´s para el desarrollo de este proyecto. Actualmente, la versio´n ma´s reciente
de OpenCV (3.2), cuenta con tres algoritmos para la estimacio´n directa del
Flujo O´ptico; Lucas Kanade (LK), Farneba¨ck (FB) y Correlacio´n de Fase
(PC), sin embargo, se disen˜o´ un cuarto algoritmo (SB) con la finalidad de
obtener un mejor estudio comparativo en base a la aplicacio´n directa sobre
el robot InMoov. En este cap´ıtulo se describe el preproceso realizado para el
tratamiento de las ima´genes de entrada al sistema y se realiza una descripcio´n
del proceso de implementacio´n de cada uno de estos algoritmos.
3.1.1. Preproceso
Como lo menciona Szeliski en [21], el primer paso en la mayor´ıa de aplica-
ciones es el uso del procesamiento de las ima´genes para preprocesar las ima´ge-
nes, valga la redundancia, y de esta forma hacerlas ido´neas para un ana´lisis
ma´s profundo mediante el manejo de los factores que afectan la informacio´n
contenida en la imagen tales como la luminosidad, la saturacio´n, el ruido etc.
Como se evidencia en el trabajo de Shi y Tomasi [53], uno de los factores
esenciales para el uso del Flujo O´ptico como te´cnica, es el manejo de la luz
en la imagen, pues al no ser contralada adecuadamente, dificultara´ la tarea de
estimar el movimiento. Esto se debe en gran parte al problema de apertura
descrito en 2.1.3.1, que se aplica para los me´todos basados en el gradiente
espacial. En este sentido se realizo´ en primera instancia una transformacio´n
de la ima´gen al modelo XYZ, pues esta permite obtener informacio´n real so-
bre las cantidades necesarias para formar los colores de la imagen. Para un
correcto ana´lisis, como se vera´ en seguida, se hace la inclusio´n de un para´me-
tro adicional s a la Ecuacio´n 2, correspondiente a un factor de luminosidad
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que se supone afecta de la misma forma a cada uno de los canales de la imagen.
Sea IXY Z = [ai,j] la transformada XYZ de la ima´gen IRGB, donde [ai,j] es
la matriz cuyos miembros son los vectores de intensidades de cada pixel en la










Donde s corresponde al factor de luminosidad y Ri,j, Gi,j y Bi,j, correspon-
den a las intensidades del pixel en la posicio´n (i, j) en cada uno de los canales
de la imagen RGB (IRGB). Como se puede apreciar, la transformada XYZ nos
permite eliminar este factor s. Como consecuencia de esto, en cierto modo se
obtendra´ informacio´n directa sobre el color real de los objetos en la escena de
la imagen.
Luego de esto, se aplica una normalizacio´n por blanco como se muestra en [66],
donde se busca esencialmente normalizar la intensidad de color en la imagen
multiplicando por el valor ma´ximo admisible (255) y diviendo por la ma´xima










donde bi,j es la intensidad de cada pixel luego de la normalizacio´n. Esto
se realiza con el fin de obtener una mejor saturacio´n del color en la ima´gen.
Vale aclarar, que para realizar este proceso es necesario la inclusio´n de un
elemento blanco en la escena, el cual servira´ de referencia para obtener las in-
tensidades reales del color de cada uno de los elementos inmersos en la imagen.
En la Figura 12 se muestra el resultado del preproceso para tres ima´genes.
En estas, si se observa detenidamente, se evidencia una mejor´ıa en el contras-
te entre los pixeles cercanos a los contornos de la imagen, lo cual, como se
menciona en [53], facilita el proceso para estimar el movimiento de un pixel.
Adema´s, como se puede observar en la imagen (b) de la misma Figura, cuando
las intensidades de los pixeles son bajas el preproceso realzara´ la intensidad del
color en la imagen y de esta forma permitira´ trabajar con ima´genes tomadas
bajo condiciones de poca luminosidad.
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Vale aclarar que cada uno de los algoritmos utilizados para calcular el Flujo
O´ptico, necesita de ima´genes de un solo canal para poder realizar el debido
proceso. De esta forma como parte del preproceso, es necesario transformar las
ima´genes obtenidas a Escala de Grises, es decir una imagen de un solo canal
de 8 bits (256 Valores Posibles).
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Figura 12: Resultados del Preproceso. Ima´genes originales tomadas de la base
de datos de Martin et al [67].
(a) Imagen Original 1 (b) Imagen Preprocesada 1
(c) Imagen Original 2 (d) Imagen Preprocesada 2




En este apartado se describe de manera ma´s detallada los algoritmos de
Lucas Kanade, Farneba¨ck, Correlacio´n de Fase, y se realiza el disen˜o de un
cuarto algoritmo SB. Adema´s se muestran los resultados de su implemen-
tacio´n mediante el uso de la base de datos provista por Baker et al [63] y
mediante un experimento de validacio´n se verifica su correcto funcionamiento
y se selecciona el algoritmo a utilizar.
En los algoritmos siguientes las restas I2 − I1 e I3 − I2, es decir, las restas
entre los frames 2 y 1 y 3 y 2 respectivamente, se utilizan como un paso ma´s
en el preprocesamiento de las ima´genes para calcular el flujo o´ptico sobre un
u´nico objeto en movimiento. El sentido de incluir estas dos restas, se analiza
de manera´ ma´s profunda en la seccio´n que sigue a continuacio´n.
3.1.2.1. SB Se disen˜o el algoritmo de substraccio´n o SB, bajo el siguiente
ana´lisis. Sea I1(i, j) e I2(i, j) las intensidades de los pixeles en la po´sicio´n (i, j)
del primer y segundo frame, correspondientes a la secuencia de ima´genes de
un objeto particular en movimiento en distintos instantes de tiempo respec-
tivamente. Si se considera que solo existe un objeto en movimiento dentro de
la escena y que la ca´mara permanece inmo´vil durante la obtencio´n de estas
ima´genes, entonces, siendo O el conjunto de las posiciones de los pixeles que
componen al objeto en movimiento y x = (i, j) la posicio´n de un pixel en la
imagen I2:
x ∈ O ←→ I2(i, j)− I1(i, j) 6= 0
De esta forma, O = {(i, j) | | I2(i, j)− I1(i, j) |> 0}. No´tese que O es un
conjunto de pares ordenados. Esto indica ba´sicamente que los u´nicos pixe-
les cuya intensidad se vera´ directamente afectada, sera´n aquellos que perte-
nezcan al objeto en movimiento. Sin embargo esta definicio´n de O no es del
todo acertada para aplicaciones reales, pues las condiciones de luz pueden va-
riar de frame a frame ocasionando que existan pixeles que cumplan con esta
condicio´n sin pertenecer propiamente al objeto en movimiento. En este senti-
do, es necesario definir un para´metro δ correspondiente a un valor de umbral
pequen˜o, suponiendo que las variaciones de luz son a su vez pequen˜as. As´ı
O = {(i, j) | | I2(i, j)− I1(i, j) |> δ}.
Hasta este punto no es posible estimar el vector de movimiento del objeto, por
esto es necesario la inclusio´n de una tercera imagen I3 correspondiente a un
tercer frame tomado unos instantes despue´s de I2.
Sea ok el k-e´simo elemento de O, se define como O









Donde n es el nu´mero de elementos del conjunto mencionado. Vale aclarar
que ok es un par ordenado de la forma (i, j) y O
c es igualmente un par ordenado
correspondiente a una posicio´n espec´ıfica dentro de la imagen. Conside´rese
ahora Oσ los pixeles del objeto en movimiento obtenidos a partir de I1 e I2
y Oη los pixeles del objeto en movimiento obtenidos a partir de I2 e I3. Por






Si Ocσ = (iσ, jσ) y O
c
η = (iη, jη), entonces:
| ~ν |=
√








En este sentido, ~ν es, de manera ma´s general, el vector global de movimien-
to, pues corresponde al movimiento total del objeto y no al de cada uno de los
pixeles del mismo.
Cuadro 4: Pseudoco´digo del Algoritmo de Substraccio´n
Algoritmo SB
1. Declaracio´n de Variables.
2. Adquisicio´n de ima´genes: I1, I2 e I3.
3. Preprocesamiento de cada una de estas ima´genes.
4. Obtencio´n de I2 − I1 e I3 − I2.
5. Umbralizacio´n de I2 − I1 e I3 − I2 mediante el para´metro δ.
7. Obtencio´n de Oσ y Oη.
6. Obtencio´n de ~ν.
Fuente: Elaboracio´n Propia.
Los resultados obtenidos se muestran a continuacio´n:
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Figura 13: Resultados de la substraccio´n entre cada frame, implementados so-
bre la base de datos sunministrada por Baker et al [63]: Conjuntos Hydrangea
y Walking. (a) y (d): Frames Iniciales, (b) y (e): Resultados de la Resta entre





Figura 14: Estimacio´n del Movimiento por SB utlizando como referencia a las
ima´genes contenidas en la Figura 13.
(a) Hydrangea (b) Walking
Fuente: Elaboracio´n Propia.
En la Figura 15 se muestra el modulo o la magnitud del vector de movi-
miento y el a´ngulo de este con respecto a la horizontal.
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3.1.2.2. Lucas Kanade Esta te´cnica para el registro de ima´genes fue des-
crita por primera vez en 1981 por Lucas y Kanade [52], el principal objetivo de
esta es el de usar la informacio´n del gradiente espacial para realizar una bus-
queda directa de la posicio´n de un mismo pixel en otra imagen. Con el trabajo
de Shi y Tomasi [53], se logra´ una mejor eficiencia y precisio´n del algoritmo,
debido a la menor cantidad y mejor calidad de la informacio´n a procesar como
lo mencionan Ortiz et al en [66].
Para la deteccio´n de movimiento, fue implementado el algoritmo de Lucas
Kanade Piramidal descrito por Bouguet [56] que es una aplicacio´n de la ecua-
cio´n de gradiente espacial sobre un modelo piramidal de la imagen. A partir
de la Ecuacio´n 3 descrita en la seccio´n 2.1.3, utlizando un modelo de pixeles

















Este sistema de ecuaciones permite encontrar los desplazamientos di y dj
de un pixel elimando as´ı el problema de apertura. Junto con un modelo pira-
midal de la imagen, que bas´ıcamente consiste en proyectar los pixeles de esta
sobre una nueva imagen proporcionalmente ma´s pequen˜a, se consigue estimar
movimientos de pixel ma´s grandes, sin embargo el objetivo y la dina´mica del
algoritmo no se ven alterados.
En el Cuadro que se presentara´ a continuacio´n, se encuentra contenido el
pseudoco´digo del algoritmo implementado, en este se denota como LK(J, I) a
la funcio´n de Lucas Kanade para estimar el movimiento entre dos ima´genes J
e I, imagen actual y previa respectivamente. Al igual que el algoritmo descrito
previamente a este, LK permite hallar de manera directa los conjuntos de
puntos Oσ, posiciones anteriores, y Oη, posiciones actuales, de los pixeles del
objeto en movimiento y como consecuencia se puede hallar el vector global de
movimiento del objeto ~ν.
Cuadro 5: Pseudoco´digo del Algoritmo de Lucas Kanade Piramidal
Algoritmo LK
1. Declaracio´n de Variables.
2. Adquisicio´n de Ima´genes: I1, I2 e I3.
3. Preprocesamiento de cada una de estas ima´genes.
4. Obtencio´n de I = I2 − I1 y J = I3 − I2.
5. LK(J, I) → Oσ, Oη.
6. Obtencio´n de ~ν.
Fuente: Elaboracio´n Propia.
Los resultados obtenidos fueron los siguientes:
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Figura 15: Estimacio´n del Movimiento por LK utlizando la base de datos de
Baker et al [63]: Conjuntos Hydrangea y Walking.
(a) Hydrangea (b) Walking
Fuente: Elaboracio´n Propia.
3.1.2.3. Farneba¨ck Descrita por Farneba¨ck [61], esta te´cnica estima el
movimiento utilizando una expansio´n polinomial, al igual que Lucas Kanade
el propo´sito de esta es el mismo: encontrar la nueva locacio´n de un pixel de
intere´s.
Considere el modelo local de la sen˜al de una imagen expresado en un sistema
de coordenadas locales de la forma:
f(x) ∼ xTax+ bTx+ c
Donde a es una matriz, b un vector, y c un escalar. De acuerdo con esta
definicio´n la funcio´n de desplazamiento entre dos frames, f1(x) y f2(x) sera´:






a2 = a1 (13)
b2 = b1 − 2a1d (14)
c2 = d
Ta1d− bT1 d+ c1 (15)
Luego, si a1 es una matriz no singular se puede resolver facilmente para
d la Ecuacio´n 14. A su vez, Farneba¨ck introduce la inclusio´n de un campo
de desplazamiento a priori que en consecuencia, para una matriz a1 singular,
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completa la informacio´n necesaria para resolver la ecuacio´n y encontrar los
vectores de movimiento de cada punto. A diferencia de LK y SB, el algoritmo
FB estima el movimiento de una matriz de puntos previamente definida sobre
la imagen. A pesar de esto, contrario a lo que se podr´ıa pensar, la inclusio´n
de estos nuevos puntos que no pertenecen al objeto de estudio, dada la subs-
traccio´n realizada previamente, el vector de movimiento de los mismos sera´
nulo, por lo cual el resultado de las operaciones siguientes a realizar no se vera´
afectado.
En el siguiente cuadro se observa el pseudoco´digo del algoritmo implemen-
tado, como se podra´ evidenciar este es practicamente igual al del algoritmo
LK, salvo que en este caso FB(J, I) es la funcio´n de Farneba¨ck para estimar
el movimiento entre dos ima´genes y los elementos de los conjuntos Oσ y Oη no
corresponderan en su totalidad a los pixeles del objeto en movimiento.
Cuadro 6: Pseudoco´digo del Algoritmo de Farneba¨ck
Algoritmo FB
1. Declaracio´n de Variables.
2. Adquisicio´n de Ima´genes: I1, I2 e I3.
3. Preprocesamiento de cada una de estas ima´genes.
4. Obtencio´n de I = I2 − I1 y J = I3 − I2.
5. FB(J, I) → Oσ, Oη.
6. Obtencio´n de ~ν.
Fuente: Elaboracio´n Propia.
Para este algoritmo se obtuvieron los siguientes resultados:
Figura 16: Estimacio´n del Movimiento por FB utlizando la base de datos de
Baker et al [63]: Conjuntos Hydrangea y Walking.
(a) Hydrangea (b) Walking
Fuente: Elaboracio´n Propia.
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3.1.2.4. Correlacio´n de Fase Descrita por primera vez por De Castro y
Morandi [69] para el registro de traslaciones y rotaciones de una imagen es
hoy en un d´ıa un me´todo ampliamente utilizado para estimar el movimiento,
esto como consecuencia de su resistencia al ruido y las oclusiones al ser un
me´todo basado en el dominio de la frecuencia a diferencia de los me´todos
convencionales que trabajan en el dominio espacial. Lo que se busca con esta
te´cnica es, por medio de una correlacio´n en frecuencia entre dos ima´genes,
encontrar la locacio´n de los picos de intensidades donde las ima´genes coincidan
mejor. Como se menciona en [68], se puede intuir que la imagen resultante
de la correlacio´n tendra´ sus valores ma´ximos en las locaciones donde estas
coincidan. La correlacio´n de fase entre dos ima´genes dadas F y G se define
como:
p(x, y) = F−1
[
F ∗(u, v)G(u, v)
|F ∗(u, v)G(u, v)|
]
(16)
Donde F−1 es el operador correspondiente a la transformada inversa de
Fourier, y ∗ es el operador correspondiente al conjugado complejo de la fun-
cio´n. En la siguiente Figura se explica de manera gra´fica el funcionamiento del
algoritmo.
Figura 17: Esquema gra´fico del Algoritmo PC
Fuente: [68]
En la Figura ya mostrada, se indica que primero se halla el pico ma´ximo en
la imagen resultante de la correlacio´n entre las ima´genes 1 y 2. En este punto
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existen cuatro orientaciones posibles de la imagen 1 con respecto a la 2, por
consiguiente, de forma iterativa, se evalu´a la correlacio´n de las cuatro fases que
dividen a la segunda imagen con respecto a la primera imagen hasta encontrar
la orientacio´n adecuada.
A continuacio´n se presenta el pseudoco´digo del algoritmo implementado,
en este caso la funcio´n PC(J, I) arroja un u´nico resultado correspondiente al
vector global de movimiento ~ν por lo que su calculo es prescindible para esta
te´cnica en particular.
Cuadro 7: Pseudoco´digo del Algoritmo de Correlacio´n de Fase
Algoritmo PC
1. Declaracio´n de Variables.
2. Adquisicio´n de Ima´genes: I1, I2 e I3.
3. Preprocesamiento de cada una de estas ima´genes.
4. Obtencio´n de I = I2 − I1 y J = I3 − I2.
5. ~ν = FB(J, I).
Fuente: Elaboracio´n Propia.
Los resultados obtenidos fueron los siguientes:
Figura 18: Estimacio´n del Movimiento por PC utlizando la base de datos de
Baker et al [63]: Conjuntos Hydrangea y Walking.
(a) Hydrangea (b) Walking
Fuente: Elaboracio´n Propia.
3.2. Validacio´n de Resultados
Para verificar el correcto funcionamiento de cada algoritmo se realizo´ un
experimento de validacio´n. Este consiste en crear una secuencia de tres frames
con un desplazamiento constante preestablecido para luego calcular el error
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entre el vector global de movimiento calculado por el algoritmo y el ya previa-
mente definido.
Figura 19: Frames de Validacio´n
(a) Desplazamiento de 10 pixeles (b) Desplazamiento de 20 pixeles
(c) Desplazamiento de 30 pixeles (d) Desplazamiento de 40 pixeles
(e) Desplazamiento de 50 pixeles (f) Desplazamiento de 65 pixeles
Fuente: Elaboracio´n Propia.
En la Figura 19 se muestran los frames creados para desplazamientos
definidos de 10, 20, 30, 40, 50 y 65 pixeles de un c´ırculo negro. Los valores
mencionados corresponden a los mo´dulos del vector de movimiento y los erro-
res fueron calculados tomando como valor de referencia este para´metro.
Los resultados para cada uno de los algoritmos se muestran en las pa´ginas
siguientes.
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Figura 20: Validacio´n para un desplazamiento horizontal de 10 pixeles
(a) SB (b) LK
(c) FB (d) PC
Fuente: Elaboracio´n Propia
Cuadro 8: Errores calculados para un desplazamiento horizontal de 10 pixeles







Figura 21: Validacio´n para un desplazamiento horizontal de 20 pixeles
(a) SB (b) LK
(c) FB (d) PC
Fuente: Elaboracio´n Propia
Cuadro 9: Errores calculados para un desplazamiento horizontal de 20 pixeles







Figura 22: Validacio´n para un desplazamiento horizontal de 30 pixeles
(a) SB (b) LK
(c) FB (d) PC
Fuente: Elaboracio´n Propia
Cuadro 10: Errores calculados para un desplazamiento horizontal de 30 pixeles







Figura 23: Validacio´n para un desplazamiento horizontal de 40 pixeles
(a) SB (b) LK
(c) FB (d) PC
Fuente: Elaboracio´n Propia
Cuadro 11: Errores calculados para un desplazamiento horizontal de 40 pixeles







Figura 24: Validacio´n para un desplazamiento horizontal de 50 pixeles
(a) SB (b) LK
(c) FB (d) PC
Fuente: Elaboracio´n Propia
Cuadro 12: Errores calculados para un desplazamiento horizontal de 50 pixeles







Figura 25: Validacio´n para un desplazamiento horizontal de 65 pixeles
(a) SB (b) LK
(c) FB (d) PC
Fuente: Elaboracio´n Propia
Cuadro 13: Errores calculados para un desplazamiento horizontal de 65 pixeles







En primera instancia, se puede observar que para desplazamientos mayores
a 40 pixeles aproximadamente, el algoritmo FB pierde precisio´n con respecto a
los dema´s algoritmos, y ante desplazamientos de no ma´s de 65 pixeles, el error
de los algoritmos SB, LK y PC no sobrepasa lo que podr´ıamos considerar un
error admisible de menos del 15 %. Tambie´n se puede observar que el algoritmo
SB fue el ma´s preciso en cas´ı la totalidad de frames de validacio´n. Por u´ltimo,
a manera de ana´lisis, podemos observar que los errores de los algoritmos LK y
FB, algoritmos basados en el dominio espacial, parecen decrecer a medida que
se incrementa el desplazamiento hasta un valor l´ımite, para FB de 40 pixeles,
donde empiezan a incrementar nuevamente. Esto podr´ıa indicar que existe un
valor o´ptimo de desplazamiento de frame a frame para cada algoritmo, que
a su vez podr´ıa ser controlado mediante la variacio´n de los tiempos entre la
captura de una imagen y otra. No Obstante, en el documento presente no se
estudiara´ a profundidad esta observacio´n.
3.2.1. Costo Computacional
El expermiento de Validacio´n que se describio´, pretend´ıa evaluar la preci-
sio´n de cada uno de los algoritmos implementados. Sin emabargo, dado que
su aplicacio´n debera´ ser en tiempo real, es necesario evaluar el rendimiento de
cada uno de estos. Para esto se tomaro´n los tiempos de procesamiento de 3
frames, durante una prueba de 300 frames y se realizo´ una gra´fica del tiempo
de procesamiento en un funcio´n de los frames procesados. Las pruebas fueron





Conforme a los resultados obtenidos, se encontraron los tiempos de proce-
samiento promedio basdos en la Figura 26 y se anexaron en el Cuadro que se
muestra a continuacio´n.
Cuadro 14: Tiempos de Procesamiento Promedio para cada Algoritmo






Se puede ver que los tiempos de procesamiento para los algoritmos SB
y PC son los ma´s bajos, y a su vez estos algoritmos, son relativamente ma´s
estables, es decir que para cualquier secuencia de tres frames el tiempo de
procesamiento siempre sera´ aproximadamente el mismo, a diferencia de LK
por ejemplo, donde los tiempos de procesamiento oscilan considerablemente
dependiendo de las caracter´ısticas de los frames a procesar. Se puede concluir
que el algoritmo que mejor desempen˜o obtuvo, teniendo en cuenta tanto la
precisio´n como el costo computacional del mismo, fue SB.
Vale aclarar que el rendimiento de los algoritmos se evaluo´ en tiempos de
procesamiento con la finalidad de obtener la velocidad ma´xima que detectara´
el sistema. En base a los resultados obtenidos, tomando como referencia el
tiempo de procesamiento promedio del algoritmo seleccionado, SB, la veloci-
dad l´ımite de deteccio´n de movimiento sera´ de aproximadamente 1760 pixeles
por segundo. En las secciones siguientes se discutira´ el significado f´ısico de esta
velocidad para su correcto ana´lisis con respecto a los para´metros del sistema.
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4. Modelo Cinema´tico
En este documento se toma en cuenta u´nica y exclusivamente el movimiento
de la cabeza del robot, que se obtiene a partir del mecanismo que se muestra
a continuacio´n:
Figura 27: Mecanismo para el Movimiento de la cabeza del robot InMoov
Fuente: Elaboracio´n Propia.
Este mecanismo es equivalente a la cadena cinema´tica que se muestra en
la Figura 28. Respecto a esta se define el sistema coordenado B que rota a
razo´n de ω1 y se encuentra restringido al movimiento de un sistema A, que a
su vez rota a razo´n de ω2. Se observa que q es la posicio´n de la ca´mara con
respecto al mecanismo, cabe resaltar que la poscio´n de la misma esta sujeta al
movimiento del sistema B.
59
Figura 28: Cadena Cinema´tica de la Cabeza del Robot InMoov
Fuente: Elaboracio´n Propia.
4.1. Cinema´tica Directa
En esencia el desarrollo de la cinema´tica directa, en este caso, busca encon-
trar la nueva posicio´n del punto q (Locacio´n del plano de la ca´mara) luego de
una rotacio´n en los sistemas de coordenadas A y B de θ2 y θ1 respectivamente.
Por definicio´n (Seccio´n 2.2.1.2.1), la cinema´tica directa respecto al punto q de




Donde qo corresponde a la posicio´n del punto q con respecto al origen y qB
a la posicio´n del punto con respecto a B. De la Figura 28 se puede deducir
que:
qB =
 L cosϕL sinϕ
0









De esta forma las matrices exponenciales de rotacio´n quedara´n de la forma:
eω̂2θ2 =
 1 0 00 cos θ2 − sin θ2
0 sin θ2 cos θ2

eω̂1θ1 =
 cos θ1 − sin θ1 0sin θ1 cos θ1 0
0 0 1

Por consiguiente, se resuelve para qo:
qo =
 1 0 00 cos θ2 − sin θ2
0 sin θ2 cos θ2
 cos θ1 − sin θ1 0sin θ1 cos θ1 0
0 0 1




 cos θ1 − sin θ1 0cos θ2 sin θ1 cos θ2 cos θ1 − sin θ2
sin θ2 sin θ1 sin θ2 cos θ1 cos θ2




 L cos θ1 cosϕ− L sin θ1 sinϕL cosϕ cos θ2 sin θ1 + L sinϕ cos θ2 cos θ1
L cosϕ sin θ2 sin θ1 + L sinϕ sin θ2 cos θ1

qo =
 L cos(ϕ+ θ1)L cos θ2 sin(ϕ+ θ1)




Ana´logamente a la cinema´tica directa, la cinema´tica inversa busca ahora
encontrar los a´ngulos de rotacio´n θ1 y θ2, dada la posicio´n de q con respecto
al origen qo, en este caso, la nueva posicio´n de q sera´ la posicio´n que debe
alcanzar el sistema para seguir continuar el seguimiento de un objeto. Esta se
resuelve fa´cilmente de manera ana´litica, ve´ase la siguiente Figura:
Figura 29: Posicio´n del punto q luego de rotar A y B, θ2 y θ1, diferentes de
cero, respectivamente
Fuente: Elaboracio´n Propia.




 L cosλ cos βL cosλ sin β
L sinλ
 (18)
Donde los a´ngulos β y λ se suponen conocidos. Mediante la Figura 29 se
deduce que:
cosλ cos β = cos(ϕ+ θ1)
θ1 = arc cos(cosλ cos β)− ϕ (19)







De la Figura mencionada se puede deducir a su vez que:
sin β cosλ = sin(ϕ+ θ1) cos θ2
Ecuacio´n que junto con las Ecuaciones 19 y 20 demuestran de forma
directa que la Ecuacio´n 18 es equivalente a la Ecuacio´n 17 para los a´ngulos
θ1 y θ2 hallados en te´rminos de λ y β, esto verifica y le da validez al modelo
utlizado.
4.3. Restricciones
Las Restricciones Meca´nicas del robot estara´n sujetas al disen˜o del mismo
y a las Ecuaciones 19 y 20. De estas podemos observar que para que la
Ecuacio´n 20 tenga validez se debe cumplir que:
sin(ϕ+ θ1) 6= 0
Entonces:
θ1 6= −ϕ (21)





Esto quiere decir, por medio de la Ecuacio´n 17, que para los valores de
λ y β tales que θ1 = −ϕ, las ecuaciones 19 y 20 se cumplen para cualquier
θ2 ∈ R. De esta forma la Ecuacio´n 21 deja de ser una restriccio´n si se define










0 θ1 = ϕ
(22)
Las restricciones propias del disen˜o del robot (ve´ase [77]), se listan a con-
tinuacio´n:
θ1 ∈ [20◦, 160◦] (23)
θ2 ∈ [30◦, 150◦] (24)
Estos valores corresponden de manera directa a las restricciones de los ac-
tuadores que permiten el movimiento de la cabeza [77], es decir que, para la
implementacio´n de los algoritmos, luego de haber hallado θ1 y θ2 los actuado-
res debera´n a su vez girar un a´ngulo θ1 y θ2 segu´n sea el caso.
Las restricciones correspondientes a la visio´n del robot no fueron tomadas
en cuenta, pues estas surgen del mecanismo correspondiente al movimiento de
los ojos del robot el cual no fue contemplado en el desarrollo de este proyecto.
Para mayor informacio´n el lector puede consultar en [66] y en [77].
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5. Instrumentacio´n
Para la correcta seleccio´n de la instrumentacio´n se tuvo en cuenta el si-
guiente esquema de control propuesto:
Figura 30: Esquema de Control del Sistema
Fuente: Elaboracio´n Propia.
En la Figura 30, el computador recibe las ima´genes provenientes de la
ca´mara del robot, este mismo realiza el procesamiento correspondiente para
obtener el flujo o´ptico y, del vector movimiento obtenido junto con la cinema´ti-
ca directa, obtiene los a´ngulos θ1 y θ2. Este proceso se describe mas detallada-
mente en la seccio´n 6. Luego de esto, se envian los datos, v´ıa USB Serial, a la
tarjeta de control, la cual produce las sen˜ales correspondientes para cada uno
de los actuadores.
Se utilizo´ una Camara Web convencional con una resolucio´n SVGA 800x600.
En este apartado no se describira´ la seleccio´n de la misma, pues las referencias
convencionales que existen en el mercado no difieren en mayor medida las unas
de las otras. Asi mismo, no se contemplo la posibilidad de utilizar una ca´mara
con una resolucio´n mayor con el objetivo de no comprometer el rendimiento
del Algoritmo a utilizar.
5.1. Actuadores Meca´nicos
Dado que los datos que se env´ıan a la tarjeta de control corresponden a
los a´ngulos de movimiento del mecanismo de la cabeza (ve´ase Figura 28),
se decidio´ utilizar Servomotores para controlar directamente la posicio´n de la
ca´mara del robot con respecto al objeto en movimiento.
Respecto a los planos del robot contenidos en el Anexo B y dado que en los
alcances del proyecto no se contempla la modificacio´n del disen˜o meca´nico del
robot provisto en [70], se eligiero´n dos referencias cuyas medidas se ajustan
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Cuadro 15: Caracter´ısticas Te´cnicas de los Servomotores HS-805BB y Savox
SV-0235MG
ITEM HS-805BB Savox SV-0235MG
SISTEMA DE CONTROL Modulacio´n por ancho Modulacio´n por ancho
de pulso 1500 Useg de pulso 1500 Useg
VOLTAJE DE OPERACIO´N 4.8 - 6 V 6 - 7.4 V
RANGO DE TEMPERATURA -20◦ - +60◦ -20◦ - +60◦
VELOCIDAD DE OPERACIO´N 0.16 Seg/60◦ 0.16 Seg/60◦
TORQUE DE PARADA 19,8Kg · cm 28Kg · cm
A´NGULO DE OPERACIO´N 45◦ A 400 Useg 45◦ A 400 Useg




Fuente: [72] y [71].
a las medidas del robot, el HS-805BB y el Savox SV-0235MG. En el siguiente
cuadro se encuentran contenidas las caracter´ısticas te´cnicas de cada uno.
Del cuadro anterior, se puede evidenciar que el servomotor ma´s ido´neo para
los movimientos horizontales y verticales, correspondientes al mecanismo de la
cabeza del robot, es el Savox SV-0235MG debido al torque que este posee. Sin
embargo, como tambie´n se puede observar, las dema´s caracter´ısticas te´cnicas
del servomotor HS-805BB no difieren en mayor medida a las de este, por lo
que, dado que esta referencia es la recomendada por el disen˜ador del InMoov
( [70]) y junto con que su costo es menor al del Savox SV-0235MG, se decidio´
utilizar este motor.
5.2. Electro´nica
5.2.1. Tarjeta de Control
Para la seleccio´n de la tarjeta de control se tuvieron en cuenta los dema´s
motores con los que puede llegar a contar el robot InMoov y que se especifican
en el siguiente cuadro:
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Brazo Rotador x 2
B´ıcep x 2
Omoplato x 2




De acuerdo al cuadro anterior, para el completo control de todos los meca-
nismos mencionados es necesario, suponiendo que estos motores sean a su vez
servomotores, un total de 26 salidas PWM (Modulacio´n de Ancho de Pulso por
sus siglas en Ingle´s). Asumiendo que, para una primera etapa luego del desa-
rrollo de este proyecto, se implementara´n los mecanismos para el movimiento
de los Brazos, la Boca y los Ojos junto con el de la Cabeza, se decidio´ utilizar
un Arduino Mega 2560, el cual cuenta con 15 salidas PWM y a su vez permite
una fa´cil comunicacio´n USB Serial. Las caracter´ısticas te´cnicas del mismo se
muestran a continuacio´n:
Cuadro 17: Caracter´ısticas Te´cnicas Arduino Mega 2560
Microcontrolador ATMega2560
Voltaje de Operacio´n 5V
Voltaje de Entrada (Recomendado) 7-12V
Voltaje de Entrada (L´ımite) 6-20V
Pines de Entrada y Salida (I/O) 54 (15 PWM)
Corriente DC por Pin (I/O) 20mA
Costo (COP) $40.460 ( [74])
Fuente: [73] y [74]
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5.3. Elementos de Potencia
Entiendase como los elementos que permiten el correcto funcionamiento de
los dispositivos por medio de la regulacio´n de las corrientes y voltajes sub-
ministrados por la fuente, en contraste con los requeridos por cada uno de
estos.
5.3.1. Fuente de Voltaje
Al igual que para la tarjeta de control, la seleccio´n de la Fuente de Voltaje
se realizo´ teniendo en cuenta los actuadores de los mecanismos que pueden
llegar a ser utilizados, para un total de 26 motores. Suponiendo que cada uno
de estos consuma un 30 % ma´s de la corriente de consumo del motor HS-
805BB sin carga (ve´ase Cuadro 15), la corriente ma´xima del sistema sera´ de
aproximadamente 26A. Para esto no se tuvo en cuenta la corriente de consumo
de la tarjeta de control, pues esta se alimenta v´ıa USB con el computador. En
este sentido se selecciono´ una Fuente de 12V a 120W (Figura 32) para un
total de 30A, con lo que se contara´ con un margen de seguridad del 15.38 %
en caso de llegar a ser utilizados todos los motores.
Figura 31: Fuente de Voltaje S-360-12
Fuente: [75].
5.3.2. Reguladores de Voltaje
En el Cuadro 15 se puede observar que el voltaje de operacio´n de los mo-
tores seleccionados esta entre 4,8V − 6V . Puesto que la fuente seleccionada
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posee un voltaje de salida de 12V , es necesario el uso de reguladores de vol-
taje para la alimentacio´n a los motores. En este caso su disen˜o se considera´
innecesario debido al alto costo de fabricacio´n de un circuito similar (alrededor
de $10.000 COP para una PCB de 5cm x 5cm sin incluir los materiales) en
comparacio´n con el bajo costo de las tarjetas prefabricadas que se venden en el
mercado (alrededor de los $4.000 COP) [76]. En este sentido, y puesto que las
caracter´ısticas te´cnicas y los precios de estos dispositivos no var´ıan significa-
tivamente entre si, se selecciono´ un Conversor DC-DC Tipo Buck MP1584EN
Ajustable a 3A, el cual se muestra en seguida:
Figura 32: Conversor DC-DC Tipo Buck MP1584EN Ajustable 3A
Fuente: [76].
Al ser este dispositivo ajustable, es posible modular el voltaje de salida de
tal forma que coincida con el voltaje de operacio´n de los actuadores.
5.4. Esquema Ele´ctrico
Teniendo en cuenta los motores seleccionados, la tarjeta de control y los
elementos de potencia utilizados, se propone el siguiente diagrama ele´ctrico:
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Figura 33: Diagrama Ele´ctrico del Sistema
Fuente: Elaboracio´n Propia.
En la Figura 33, los Conversores 1 y 2 corresponden al convertidor DC-
DC Tipo Buck MP1584EN, y los Servomotores 1 y 2 a los motores HS-805BB
correspondientes al mecanismo de la cabeza del robot para el movimiento ho-
rizontal y vertical de la misma.
Vale resaltar que, dados los componentes seleccionados y el esquema ele´ctri-
co propuesto, no fue requerido el disen˜o de una tarjeta de control ni el de
ninguna etapa o circuito de potencia.
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6. Algoritmo de Control
El algoritmo de control corresponde a un algoritmo de visio´n de ma´quina
que permitira´ la interaccio´n entre los algoritmos de procesamiento de ima´genes
y la respuesta directa de los actuadores basada en la cinnema´tica inversa del
sistema. Para esto, dado que los algoritmos trabajan con ima´genes bidimen-
sionales, se abogo´ por el trabajo de Ortiz et al [66], de donde se puede afirmar
que, dado que el mo´dulo de los a´ngulos de desplazamiento del robot InMoov
son proporcionales al desplazamiento en pixeles calculado, es posible encontrar
una relacio´n entre los a´ngulos β y λ con respecto a las compenentes vertical










Donde αi y αj son las constantes de proporcionalidad de las componentes
horizontal y vertical respectivamente.
Conforme a lo mencionado, se realizo´ el siguiente experimento para deter-
minar los valores de αi y αj.
6.1. Obtencio´n de αi y αj
Para la obtencio´n de estos dos para´metros se dispuso de dos objetos dados
a una distancia de 1 ± 0,01 m de la ca´mara del robot. Luego de esto, se
desplazo´ el primer objeto 20cm en el eje X con respecto a la imagen, y se cap-
turaro´n las posiciones del objeto en intervalos de 2cm. Con el segundo objeto
se realizo´ el mismo procedimiento pero para un desplazamiento de 20cm en el
eje Y con respecto a la imagen.
Figura 34: Esquema del Experimento realizado para la obtencio´n de αi y αj
Fuente: Elaboracio´n Propia
En las Figuras siguientes se muestran las capturas de las posiciones de cada
uno de los objetos y los desplazamientos en pixeles calculados por el algoritmo
SB para desplazamientos f´ısicos de 2cm, 4cm, 6cm y 8cm a una distancia de
1m.
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Figura 35: Posiciones del Objeto 1 para un desplazamiento total de 20cm en
el eje X
(a) 0cm (b) 2cm (c) 4cm (d) 6cm
(e) 8cm (f) 10cm (g) 12cm (h) 14cm
(i) 16cm (j) 18cm (k) 20cm
Fuente: Elaboracio´n Propia.
Figura 36: Desplazamientos Calculados en Pixeles por SB para el Objeto 1
(a) 2cm (b) 4cm
(c) 6cm (d) 8cm
Fuente: Elaboracio´n Propia.
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Figura 37: Posiciones del Objeto 2 para un desplazamiento total de 20cm en
el eje Y
(a) 0cm (b) 2cm (c) 4cm (d) 6cm
(e) 8cm (f) 10cm (g) 12cm (h) 14cm
(i) 16cm (j) 18cm (k) 20cm
Fuente: Elaboracio´n Propia.
Figura 38: Desplazamientos Calculados en Pixeles por SB para el Objeto 2
(a) 2cm (b) 4cm
(c) 6cm (d) 8cm
Fuente: Elaboracio´n Propia.
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Sea τ = [τx τy]
T , donde τx y τy son los a´ngulos de desplazamiento del robot
con respecto a un desplazamiento f´ısico de 2cm a 1m de distancia en X y Y






As´ı, para un desplazamiento de 4cm en el eje X tendremos un a´ngulo de
2 · τx, para uno de 6cm tendremos 3 · τx etc., y de manera ana´loga para los
desplazamientos en el eje Y.
Para determinar la relacio´n expuesta en la Ecuacio´n 25 es necesario el
siguiente ana´lisis. Sea la Figura mostrada:
Figura 39
Fuente: Elaboracio´n Propia.















Esta ecuacio´n aplica para cualquier posicio´n de q, pues el plano de la imagen
siempre sera´ perpendicular al plano XY del sistema sobre el cual se encuentra
sujeta la ca´mara (ve´ase la Seccio´n 4.1 junto con la Figura 28). Teniendo en
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cuenta lo ya mencionado, se presenta el siguiente cuadro donde se encuentra
la informacio´n contenida en las Figuras 36 y 38, y los resultados obtenidos
para αi y αj.
Cuadro 18: Resultados Obtenidos en las Figuras 36 y 38
Eje X
Desplazamiento A´ngulo Despalzamiento αi
(cm) de Desplazamiento en Pixeles (Λi/νi)
Λi νi
2 τx 16.120 0.0704
4 2 · τx 32.550 0.0698
6 3 · τx 45.354 0.0751
8 4 · τx 61.814 0.0735
Eje Y
Desplazamiento A´ngulo Desplazamiento αj
(cm) de Desplazamiento en Pixeles (Λj/νj)
Λj νj
2 τy 14.560 0.0780
4 2 · τy 33.060 0.0687
6 3 · τy 49.366 0.0690
8 4 · τy 67.029 0.0678
Fuente: Elaboracio´n Propia.










Donde αi y αj son los promedios de las constantes de proporcionalidad










En el Cuadro 18 se observa que para un desplazamiento de 8cm a 1m de
distancia del robot, se alcanza el desplazamiento ma´ximo en pixeles permiti-
do discutido en la Seccio´n 3.2.1. Esto implica que la ma´xima velocidad del
objeto de estudio que podra´ detectar el sistema, teniendo en cuenta el tiempo
promedio de procesamiento del algoritmo seleccionado, sera´ de 2,166m
s
a una
distancia del robot de aproximadamente 1m. Esta afirmacio´n, aunque correc-
ta, no es del todo va´lida, pues no tiene en cuenta la velocidad de respuesta de
los actuadores.
6.2. Algoritmo de Control
Teniendo en cuenta lo detallado anteriormente, se disen˜o el Algoritmo de
Control cuyo pseudoco´digo se muestra en seguida, en este no se tuvo en cuenta
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el algoritmo de Flujo O´ptico a utilizar, pues la dina´mica del mismo se aplica
para cualquiera de los algoritmos de procesamiento de ima´genes descritos en
este documento. En cambio, se denoto´ como OPTFLOW (I1, I2, I3) a la fun-
cio´n que realiza el preprocesamiento de las ima´genes, calcula el flujo o´ptico (sin
importar el me´todo) y arroja como resultado el vector global de movimiento ~ν.
Adema´s, utilizando el Diagrama Ele´ctrico mostrado en la Figura 33, se define
como ArduinoSerial(θ1, θ2) a la funcio´n que transmite los datos necesarios v´ıa
USB Serial al Arduino, para as´ı mover los actuadores del sistema.
Cuadro 19: Pseudoco´digo del Algoritmo de Control
Algoritmo de Control
1. Declaracio´n de Variables.
while(1)
2. Adquisicio´n de las ima´genes: I1, I2 e I3.
3. ~ν = OPTFLOW (I1, I2, I3)
4. Obtencio´n de νi y νj.
5. Obtencio´n de β y λ.
6. Obtencio´n de θ1 y θ2 (Cinema´tica Inversa).
7. ArduinoSerial(θ1, θ2).




Se puede observar que la adquisicio´n de las ima´genes se realiza durante
el inicio del ciclo while y adema´s al final del ciclo se realiza un tiempo de
espera, esto se debe a que es necesario tomar las ima´genes mientras el robot se
encuentre esta´tico, puesto que los algoritmos no solo detectan el movimiento
del objeto si no a su vez el movimiento de la escena en caso de que la ca´mara
se encuentre en movimiento.
El Pseudoco´digo mostrado en el cuadro anterior corresponde al algoritmo
que se ejecuta desde el computador, en seguida se muestra el pseudoco´digo
correspondiente al co´digo que se ejecutara´ en el Arduino.
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Cuadro 20: Pseudoco´digo del Algoritmo del Arduino
Algoritmo
1. Declaracio´n de Variables (θ1Old ,θ2Old , θ1New , θ2New).
2. Mover Servomotores 1 y 2 un a´ngulo de 70◦ y 60 respectivamente
(Posicio´n media del robot Ecuaciones 23 y 24 ).
3. θ1Old = 70, θ2Old = 60.
loop
4. Obtencio´n de θ1New y θ2New v´ıa USB Serial.
if( 20◦ < θ1Old + θ1New < 160
◦ y 30◦ < θ2Old + θ2New < 150
◦ )
5. Mover Servomotor 1 un a´ngulo θ1Old + θ1New
6. Mover Servomotor 2 un a´ngulo θ2Old + θ2New .
end if




En el pseudoco´digo se definen como θ1Old y θ2Old a los a´ngulos de movi-
miento anteriores, y θ1New y θ2New a los a´ngulos de movimiento actuales. La
declaracio´n de estas cuatro variables es de suma importancia, pues es necesario
almacenar la posicio´n pasada de la cabeza del robot para moverla de manera
correcta en el siguiente ciclo. As´ı, si en el ciclo anterior el robot se desplazo´
θ1Old y θ2Old , los servomotores debera´n desplazarse como se muestra en los pa-
sos 4 y 5.
En los pasos 8 y 6 de los Cuadros 19 y 20 hacen referencia al tiempo
correspondiente a la velocidad de respuesta de los actuadores. Este se manejo´










Esto indica que los algoritmos debera´n esperar el tiempo de respuesta ma´xi-
mo, correspondiente al servomotor que deba girar un a´ngulo mayor, ma´s un
tiempo ta correspondiente al tiempo mı´nimo para realizar la transmisio´n de
datos. No´tese que, para el pseudoco´digo del Arduino, el tiempo ta no se debe
tomar en cuenta para el ca´lculo de ts, pues este es el tiempo que demora el
dispositivo en realizar el proceso de recepcio´n de datos. Por este motivo, la
velocidad l´ımite del sistema descrita en la Seccio´n 6.1 no es del todo acertada,
pues esta sujeta a la velocidad de respuesta de los actuadores y al tiempo ta
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7. Resultados
En el siguiente Cuadro se encuentran contenidos los valores de cada uno
de los para´mentros utilizados en el algoritmo SB para la correcta validacio´n
de los resultados obtenidos:
Cuadro 21: Para´metros del Sistema
Para´metro Descripcio´n Valor
δ Valor Umbral del Algoritmo 10
αi Factor de Conversio´n Eje X 0,0722
◦
pixeles
αj Factor de Conversio´n Eje Y 0,0708
◦
pixeles
ϕ A´ngulo de Posicio´n de qB 74,63
◦
ta Tiempo de Espera 400ms
para la Transmisio´n de Datos
Fuente: Elaboracio´n Propia.
Del Cuadro mostrado se puede verificar que el tiempo de espera mı´nimo
encontrado para realizar la correcta transmisio´n de datos fue de 400ms, esto
implica que la velocidad l´ımite del sistema tomando en cuenta lo descrito en
la Seccio´n 3.2.1 sera´:
νmax =
8cm










Esta Velocidad corresponde a velocidad l´ımite de deteccio´n a una distancia
de 1m.
Para exponer los resultados obtenidos, se realizo´ un video del Robot si-
guiendo la Trayectoria de un objeto en movimiento y mediante el uso del
Software Tracker [78] se obtuviero´n los a´ngulos de desplazmiento del mismo y
del plano de la ca´mara con respecto al origen del sistema. A su vez´ se muestra
la trayector´ıa de estos sobre el plano XY.
En la siguiente Figura se muestran los frames 0, 50, 100, 150 y 200 del
video realizado.
78
Figura 40: Frames del Video Realizado para las Trayectorias del Robot y el
Objeto de Estudio
(a) Frame 0 (b) Frame 50
(c) Frame 100 (d) Frame 150
(e) Frame 200
Fuente: Elaboracio´n Propia.
Respecto al Video y al plano donde se encuentra contenido el robot y el
objeto de estudio, como se observa en los Frames de la imagen superior, se




Con respecto a la Gra´fica Mostrada, podemos observar que los a´ngulos de
la cabeza del robot corresponden de manera muy aproximada a los obtenidos
para el objeto en movimiento, sin embargo, estos se encuentran desfasados, esto
se debe al tiempo que demora´ el robot en recibir la informacio´n y mover los
actuadores hasta la posicio´n deseada. En seguida se muestran las trayectorias




En esta Gra´fica se puede evidenciar que efectivamente el robot realiza un
seguimiento del objeto, sin embargo dado que utiliza informacio´n referente al
movimiento del mismo y no a su a posicio´n, el plano de la imagen nunca estara´
centrado con respecto al objeto sino con respecto a su movimiento aparente.
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8. Conclusiones
En este trabajo se expusieron y se encontraron las para´metros y modelos
necesarios para implementar un sistema basado en la cabeza del robot InMoov,
para la deteccio´n y seguimiento de un objeto en movimiento. Dicho sistema,
utiliza la informacio´n del movimiento obtenida de calcular el Flujo O´ptico de
una imagen a otra, lo que expone una nueva dina´mica entorno a los trabajos e
investigaciones expuestos en el estado del arte, donde, en su mayor´ıa, se utiliza
informacio´n espacial correspondiente a la posicio´n del objeto.
Se realizo´ un estudio comparativo entre 4 diferentes te´cnicas para calcular
el Flujo O´ptico, y teniendo en cuenta la precisio´n y el costo computacional del
Algoritmo se encontro´ que el ma´s adecuado para el sistema fue el disen˜ado por
los autores (SB).
Respecto a este, se encontro´ que la velocidad l´ımite que puede detectar el al-
goritmo SB es de aproximadamente 2,166m
s
a una distancia de 1m del plano
de la ca´mara. Para que el lector se haga una idea ma´s clara de lo que esto
implica, el algoritmo es capaz de detectar un automo´vil que se desplace a una
velocidad de 7,797Km
h
a un metro de distancia del plano de la ca´mara.
Sin embargo, la velocidad l´ımite del sistema, como se mencionaba en la Sec-
cio´n 6.1, depende a su vez de otros factores. Para este caso en particular,
se encontro´ que la velocidad l´ımite que permite el correcto funcionamiento y
desempen˜o del sistema es de 0, 9873m
s
a 1m de distancia del robot.
Se obtuvo la cinema´tica inversa del mecanismo que permite el movimien-
to de la cabeza del robot, y se obtuvieron las restricciones correspondientes al
mismo que junto con las restricciones propias de disen˜o, permitiero´n el correcto
desarrollo y disen˜o del algoritmo de control del sistema. El modelo encontrado
se valido´ por medio de la cinema´tica directa del mecanismo.
Se seleccionaro´n los dispositivos y actuadores adecuados teniendo en cuenta
el disen˜o del robot, las recomendaciones realizadas por el fabricante del mismo
[70] y el esquema de control propuesto (Figura 30). Con respecto a estos,
se pudo concluir que no fue requerido el disen˜o de las tarjetas electro´nicas y
se abogo´ por utilizar los dispositivos ma´s adecuados teniendo en cuenta sus
caracter´ısticas te´cnicas y costo.
Se disen˜o el algoritmo de control en base a los para´metros del sistema,
hallados por medio de los experimentos realizados y de la instrumentacio´n
seleccionada, ma´s propiamente hablando αi, αj y la definicio´n de ts, y a las
ecuaciones obtenidas para la cinema´tica inversa (Ecuaciones 20 y 19).
Por medio de los resultados obtenidos se demuestra la validez de la Ecuacio´n
25 expuesta por Ortiz [66].
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9. Contribuciones y Trabajos Futuros
9.1. Contribuciones
•ORTIZ, Nicola´s. VARGAS, Luis Felipe. JINETE, Marco Antonio y JIME´NEZ,
Robinson. Movement detection for object tracking applied to the InMoov robot
head. En: 2016 XXI Symposium on Signal Processing, Images and Artificial
Vision (STSIVA). 2016. ISBN: 978-1-5090-3797-1.
• Conferencistas Mini Maker Fair, Diciembre de 2016. Biblioteca Virgilio
Barco. Visio´n artificial aplicada al robot Inmoov.
• Ganadores: Robotic People Awards 2016, por los aportes realizados a la
robo´tica y la tecnolog´ıa. Diciembre de 2016.
9.2. Trabajos Futuros
Como se menciono´ en la Seccio´n 1.2, el desarrollo del proyecto esta enfo-
cado al a´rea de investigacio´n en Ingenier´ıa y Tecnolog´ıa, sobre todo en el a´rea
de aprendizaje de ma´quina. A futuro, se prevee trabajar en el desarrollo de
una aplicacio´n que permita una interaccio´n directa humano-ma´quina, donde
el robot tenga la capacidad de aprender del ser humano e interactuar con el a
travez de est´ımulos no solo visuales sino tambie´n auditivos.
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A. Movement Detection for Object Tracking
Applied to the InMoov Robot Head
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Machine vision is one of the most important tasks for the
interaction between the robot and the environment, because
it provides more information about the elements that exist
there. The InMoov robot is the first life-size robot that can
be produced by 3D printing and its design is open to the
public. Between the following of the movement vector, the
head control of this robot was implemented with the pur-
pose of trackig the movement of an object. In the project
the movement restrictions were taken corresponding to the
range vision of the robot to develop the tracking and move-
ment algorithms that will be aplied to the head movement
of the robot under controlled conditions.
1. Introduction
Robots are filling today a growing number of roles,
from Industrial Applications to Health and medical care,
and computer vision is one of the variety of fields that are
involved in the study of the human-robot interaction (HRI)
tasks [10]. With Humanoid robots, which main purpose is
to imitate a certain human behavior or behaviors, object
tracking is very important to achieve a good human-robot
proximate interaction (HRPI) [11].
In this paper it is presented the process to achieve
this goal. Movement dection algorithm was selected, taking
into account the computational cost and accuracy. Then it
is described the InMoov movement restrictions to obtain
a physical interaction between the robot and the studied
object. Finally, it is developed an algorithm to control the
InMoov robot head momevement based on the computer
vision process realized.
2. Movement Detection
There are many methods for movement vector detection;
global and local differential methods, phase based methods,
correlation and feature based methods and so on [14]. How-
ever, in this paper, we review two commonly used algo-
rithms: Lucas Kanade (LK) and Farneba¨ck (FB), and we
also used a subtraction algorithm as a filter before move-
ment vector estimation process.
2.1. Image Preprocessing
As an initial step, we consider light conditions an im-
portant fact for a better optical flow calculation, because of
that, as an initial step, we transform the input images to the
XYZ model as follows.
Consider IXY Z = [ai,j ] the XYZ image transform of the
IRGB image, were [ai,j ] is a matrix that have as members
the intensity vector for each prixel on the rectangular posi-










Were s is a brightness factor and Ri,j , Gi,j , Bi,j are the
channel intensities of each pixel of the RGB image. As it
can be appreciate, the XYZ transform allows us to avoid
this factor.
Then we did a white threshold to obtain a better filtering of
the image brightness conditions.
Suppose that because of light condition it was obtained an
image where the colors look darker, or simply look differ-
ent. As is known white has the higher intensity value on











Figure 1: Subtraction Algorithms Results implemented in
the Baker et al. [15] database: Hydrangea and Walking sets.
From left to right; first frame, subtraction between the sec-
ond and the first frame and subtraction between the third
and the first frame.
Where bi,j is the intensity for each pixel after white
thresholding. With this transformation we are normalizing
the color intensities to obtain a better intensity information
for each pixel.
2.2. Optical Flow: Lucas Kanade and Farneba¨ck
Algorithms
For Optical Flow it was implemented a subtraction al-
gorithm to obtain an image just with the studied object as it
can be seen on Figure 1, and then we estimate the movement
vector for each pixel using the algorithms mentioned. We
also estimate a global movement vector (ν), as we are going
to explain below, to control de InMoov head movement.
2.2.1 Lucas Kanade
This image registration technique was first described by
Lucas and Kanade [1] in 1981, its main goal was to use
spatial gradient information to direct the search for the
position that yields the best match. With the Shi and
Tomasi [2] work, this technique becomes more efficient
and accurate, because of the better quality and less quantity
of information to be processed.
For movement detection, it was implemented the Pyra-
midal Lucas Kanade described by Bouguet [5] that is an ap-
plication of the lucas Kanade spatial gradient equation ap-
plied to an image pyramidal representation. Let I and J 2D
grayscale images. Where I(n) = (i, j) and J(n) = (i, j)
are first an second quantities of the grayscale image at
the n = [i j]T location, where i and j are the rectan-
gular positions of a n image point. Consider an image
point u = [ui uj ]
T , and the goal is to find the location
v = u + d = [ui + di uj + dj ] on the second image J .
This means that:
J(i+ di, j + dj)− I(i, j) ≈ 0
Taking the Taylor series expansion of J(i+ di, j + dj):













dj − I(i, j) ≈ 0
Let Ji = ∂J∂i and Jj =
∂J
∂j then:
(J(i, j)− I(i, j)) + Jidi + Jjdj ≈ 0
Jt +∇J · [di dj ] ≈ 0



















The goal here is to find the movement vector [di dj ]
T
for each pixel. The idea of using a pyramidal model is to
be able to handle large pixel motions solving (3) for this
image respresentation, but the main goal of this algorithm
still being the same.
2.2.2 Farneba¨ck
This technique described by Farneba¨ck [12], consist on
motion estimation by a polinomial expansion, the goal is
the same as in Lucas Kanade algorithm: to find the new
location of any pixel of interest.
Consider de local signal model, expressed in a local cor-
dinate system:
f(x) ∼ xTax+ bTx+ c
Where a is a matrix, b is a vector, and c is a scalar. Ac-
cordingly to this we define the displacement function be-
tween two frames, f1(x) and f2(x), as:






a2 = a1 (4)
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Optical Flow Implemented Algorythm
1. Obtain the first three frames; Initial, Previous, Actual
and the time t between Previous and Actual
2. XYZ an white thresholding transformations
3. Previous=Previous-Initial & Actual=Actual-Initial.
4. Optical Flow calculation→ σn , ηn.




b2 = b1 − 2a1d (5)
c2 = d
Ta1d− bT1 d+ c1 (6)
Then if a1 is not singular we can solve for d equation
(5). Farneba¨ck introduce then the inclusion of an a priori
displacement field that in consequence complete the neces-
sary information to solve this problem in the algorithm and
find the displacement vectors for each point.
2.2.3 Global Movement Vector
Lucas Kanade and Farneba¨ck algorithms give us a several
number of old points (σn = (iσ(n), jσ(n))) and new points
(ηn = (iη(n), jη(v))), where (iη(n), jη(n)) is the new rect-
angular position of the old n-point. Then if t is the time
between the first and the second frame:

















Note that | ~ν | is given in pixels per time unit, on section
3 we described the method used to make this quantity a real
meassure that we can use to move the robot.
2.3. Computational Cost Comparison
Comparison between both algorithms was made on
an Intelr CoreTM i5-5200U processor, herewith is the
processing times (Figure 2) for the algorithm showed
on Table 1, it was implemented with Lucas Kanade and
Figure 2: Computational Cost for both algorithms.
PTA (ms) RDC (pixels) RDM (pixels) Error (%)
FB 151,283 9,647 10 3.53
LK 57,152 9,999 10 0.01
Table 2: Comparison data for computational cost evalua-
tion. (PTA: Process Time Average, RDC: Real Displace-
ment Calculated, RDM: Real Displacement Meassured)
Farneba¨ck during 300 frames:
Comparassion was made taking into account the process
time average taked from data showed on Figure 2 the error
between the real displacement calculated by each algorithm
and the real displacement meassured.
2.4. Validation Experiment
A validation experiment was made for real displacement
meassured and movement direction. We made 3 photos of a
circle with a well defined displacement pattern of meassure
of 10 pixels. Then it was obtained the displacemente calcu-
lation for both algorithms, and finally it was meassured the
corresponding errors as it is shown on Table 2.
Below are listed Validation Parameters:
• Conversion Factor: 0.2 mmpixelsunits .• real movement displacement meassured: 4mm.
We can see that FB algorithm is more stable than Lucas
Kanade, which process time change depending on the
image conditions. In spite of this it was observed that
LK algorithm is more accurated and faster. Considering
this it was decided to use LK for momevent tracking
3
(a) Frame 1 (b) Frame 2 (c) Frame 3
(d) Frame 1 (e) Frame 2 subtrac-
tion
(f) Frame 3 subtrac-
tion
(g) Lucas Kanade (h) Farneba¨ck
Figure 3: Validation Experiment and Results for a move-
ment displacement of 10 pixels
implementation.
Results for both algorythms are showed on Figure 4,
where also are included the magnitude and angle of the
global movement vector meassured without taking into ac-
count the time between frames.
3. InMoov Movement Restrictions
Movement restrictions were made based on the range of
vision of the robot. Then it is described the method for
movement vector estimation used for a real movement me-
assure.
3.1. Range of Vision Parameters
First its necessary to find the restriction angle θ and the
critical occlusion point F , showed on Figure 6 based on the
meassures of Figure 5:







Therefore, we defined Oclussion O as the set of points
which are into the area covered by the triangle M AOB in
the horizontal plane and the points . As it can be infer, the
objects that are into this area cannot be tracking.
3.2. Movement vector estimation






the sets of old
and new points of the studied object on the farthest (Z2)
and closest (Z1) spatial object image planes respectively.
As farther Z1 is from Z2 the distance d between Pσ and
Pη is going to be larger than the distance d′ between P ′σ
and P ′η , obviously, if the real distance D = 1d is equal to
D′ = 2d′, where d and d′ are defined as the image distance
vectors of the closest and farthest images as follows:
d = (iη − iσ, jη − jσ)
d′ = (i′η − i′σ, j′η − j′σ)
The goal is to find a vector of functions K =
[K1(∆i) K2(∆j)]
T , to obtain the vector of vertical and










The idea was to find K1 and K2 making a linear or
polinomial regression based on the distribution of points
Figure 7 of Ω1 and Ω2 as functions of ∆i and ∆j.
In Table 3 is presented the final Algorithm for the In-
Moov movement tracking.
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(a) Lucas Kanade Walking set (b) Farneba¨ck Walking set (c) Lucas Kanade Hydrangea set (d) Farneba¨k Hydrangea set
Figure 4: Lucas Kanade and Farneba¨ck algorithms results for the Walking and Hydrangea sets. (a) | ~ν |= 3.4158/t and
]~ν = −0.0752. (b) | ~ν |= 1.994/t and ]~ν = −0.1233. (c) | ~ν |= 2.8658/t and ]~ν = −0.1301. (d) | ~ν |= 2.2625/t and
]~ν = −0.1363
.
(a) Vertical View (b) Front View (c) Horizontal View (d) Isometric View
Figure 5: InMoov Horizontal, Frontal, Vertical and Isometric views, with the range vision parameters
.
Figure 6: Horizontal vision plane
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C. Co´digos en C++
C.1. Librer´ıas
C.1.1. Algoritmo SB
1 /∗This l i b r a r y was c rea ted by Nico l a s Ort iz and the r e s ea r ch group
on Image Proce s s ing o f the
2 Univers idad P i l o t o de Colombia .
3 ∗/
4
5 #inc lude <opencv2/ core / u t i l i t y . hpp>
6 #inc lude ”opencv2/ video / t rack ing . hpp”
7 #inc lude ”opencv2/ imgproc . hpp”
8 #inc lude ”opencv2/ v id eo i o . hpp”
9 #inc lude ”opencv2/ h ighgu i . hpp”
10 #inc lude <iostream>
11 #inc lude <ctype . h>
12 #inc lude <s t d i o . h>
13 #inc lude <fstream>
14 #inc lude <iomanip>
15 #inc lude <math . h>
16 #inc lude <cmath>
17 #inc lude <sstream>
18 #inc lude <uni s td . h>
19
20 us ing namespace cv ;
21 us ing namespace std ;
22
23 void InverseKinemat ic s ( double VMx, double VMy) {
24
25 /∗ Inve r s e Kinematics ∗/
26 double a lpha i =0.0722;
27 double a lpha j =0.0708;
28 double L=0.12445; // meters
29 double phi =(90−15.37) ∗3 .1415/180 ;
30 double Beta , Lambda ;
31 double theta1 , theta2 ;
32 double t1 , t2 , t ;
33
34 Beta=a lpha i ∗VMx+phi ;
35 Lambda=a lpha j ∗VMy;
36
37 theta1=acos ( cos ( Beta ) ∗ cos (Lambda) )−phi ;
38
39 i f ( phi==−theta1 ) {
40 theta2=0;
41 }
42 e l s e {
43 theta2=acos ( s i n ( Beta ) ∗ cos (Lambda) / s i n ( phi+theta1 ) ) ;
44 }
45 t1=in t ( theta1 ∗180/3 .1415) ;
128
46 t2=in t ( theta2 ∗180/3 .1415) ;
47
48 i f ( t1<=t2 ) {
49 t=t1 /375000;
50 }




55 i n t data [ ] ={t1 , t2 } ;
56 FILE ∗ f i l e ;
57 f i l e = fopen ( ”/dev/ttyACM0” , ”w” ) ; //Opening dev i ce f i l e
58 i n t i = 0 ;
59 f o r ( i = 0 ; i < 2 ; i++){
60 f p r i n t f ( f i l e , ” %d” , data [ i ] ) ; //Writing to the f i l e
61 i f ( i==0) f p r i n t f ( f i l e , ” %c” , ’ , ’ ) ; //To separa te d i g i t s
62 cout << ” theta ” << i << ” : ” << data [ i ] << endl ;
63 waitKey ( t+300) ;
64 }




69 Mat Subtract ion (Mat actu , Mat prev , Mat subs , Mat frame ) {
70
71 Mat subs1 , subs2 ;
72 Mat ke rne l= Mat : : ones (3 , 3 , CV 8UC1) ;
73 imwrite ( ” frame . png” , subs ) ;
74 cvtColor ( subs , subs ,COLORRGB2GRAY) ;
75 cvtColor ( prev , prev ,COLORRGB2GRAY) ;
76 cvtColor ( actu , actu ,COLORRGB2GRAY) ;
77 subs1=prev−subs ;
78 subs2=actu−prev ;
79 adapt iveThreshold ( subs1 , subs1 , 1 , CV ADAPTIVE THRESH MEAN C,
CV THRESH BINARY INV,51 , 5 ) ;
80 d i l a t e ( subs1 , subs1 , k e rne l ) ;
81 mult ip ly ( prev , subs1 , prev ) ;
82 adapt iveThreshold ( subs2 , subs2 , 1 , CV ADAPTIVE THRESH MEAN C,
CV THRESH BINARY INV,51 , 5 ) ;
83 d i l a t e ( subs2 , subs2 , k e rne l ) ;
84 mult ip ly ( actu , subs2 , actu ) ;
85
86 double s = cv : : sum( actu ) [ 0 ] ;
87 i f ( s>=3500){
88 double s=cv : : sum( prev ) [ 0 ] ;
89 i f ( s>=3500){
90 // fastNlMeansDenois ing ( prev , prev , 3 , 1 7 , 21 ) ;
91 // fastNlMeansDenois ing ( actu , actu , 3 , 1 7 , 21 ) ;
92 double posx , posy , posxo , posyo ; i n t i =0; double h , l ; i n t Yo , Yf
, Xo , Xf ;
93 posxo=0; posyo=0; posx=0; posy=0; i n t x , y ;
94
129
95 f o r ( y = 0 ; y < prev . rows ; ++y) {
96 f o r ( x = 0 ; x < prev . c o l s ; ++x) {
97 i f ( prev . at<uchar>(y , x )>=30){
98 posxo += x ; posyo +=y ;





104 posxo=in t ( posxo/ i ) ; posyo=in t ( posyo/ i ) ;
105 i =0;
106
107 f o r ( y = 0 ; y < actu . rows ; ++y) {
108 f o r ( x = 0 ; x < actu . c o l s ; ++x) {
109 i f ( actu . at<uchar>(y , x )>=30){
110 posx += x ; posy +=y ;
111 i f ( i==0){
112 Xo=x ;Yo=y ;
113 }





119 posx=in t ( posx/ i ) ; posy=in t ( posy/ i ) ;
120
121 // cout << i n t ( posx−posxo ) << setw (10) << i n t ( posy−posyo ) << setw
(10) << i << endl ;
122 // cout << posx << setw (10) << posy << endl ;
123 // cout << i n t ( posxo ) << setw (10) << i n t ( posyo ) << endl ;
124
125 // r e c t ang l e ( frame , cvPoint (Xo ,Yo) , cvPoint (Xf , Yf ) , Sca l a r (255 ,0 , 0 )
, 2 , 8 , 0 ) ;
126 c i r c l e ( frame , cvPoint ( posxo , posyo ) , 8 , Sca l a r (255 ,0 , 0 ) , −1, 8) ;
127 c i r c l e ( frame , cvPoint ( posx , posy ) , 8 , Sca l a r (0 , 0 , 255) , −1, 8) ;
128 l i n e ( frame , cvPoint ( posxo , posyo ) , cvPoint ( posx , posy ) , Sca l a r
(0 , 255 ,0 ) , 2 , 8 , 0 ) ;
129
130 double VM=sqr t ( ( posxo−posx ) ∗( posxo−posx )+(posyo−posy ) ∗( posyo−
posy ) ) ;
131 double Phi , VMx, VMy;
132
133 i f ( posxo−posx !=0){
134 Phi=atan ( ( posy−posyo ) /( posx−posxo ) ) ;
135 }
136 e l s e i f ( posy−posyo>0){
137 Phi=3.1415/2;
138 }








146 InverseKinemat ics (VMx,VMy) ;
147
148 std : : o s t r ing s t r eam s t r s ;
149 s t r s << VM;
150 std : : s t r i n g s t r = s t r s . s t r ( ) ;
151 std : : o s t r ing s t r eam s t r s 2 ;
152 s t r s 2 << Phi ;
153 std : : s t r i n g s t r 2 = s t r s 2 . s t r ( ) ;
154 putText ( frame , ”Magnitude : ”+str , Point ( posx , posy ) ,
FONT HERSHEY PLAIN, 2 , CV RGB(255 ,0 , 0 ) , 2) ;
155 putText ( frame , ”Angle : ”+str2 , Point ( posx , posy−30) ,








1 /∗This l i b r a r y was c rea ted by Nico l a s Ort iz and the r e s ea r ch group
on Image Proce s s ing o f the
2 Univers idad P i l o t o de Colombia .
3 ∗/
4
5 #inc lude ”opencv2/ video / t rack ing . hpp”
6 #inc lude ”opencv2/ imgproc/ imgproc . hpp”
7 #inc lude ”opencv2/ h ighgu i / h ighgu i . hpp”
8 #inc lude <iostream>
9 #inc lude <ctype . h>
10 #inc lude <s t d i o . h>
11 #inc lude <fstream>
12 #inc lude <iomanip>
13 #inc lude <math . h>
14 #inc lude <cmath>
15 #inc lude <sstream>
16
17 us ing namespace cv ;
18 us ing namespace std ;
19
20 void Ardu inoSer ia l ( double VM, double Phi ) {
21
22 i n t data [ ] ={VM, Phi } ;
23 FILE ∗ f i l e ;
24 f i l e = fopen ( ”/dev/ttyACM0” , ”w” ) ; //Opening dev i ce f i l e
25 i n t i = 0 ;
26 f o r ( i = 0 ; i < 2 ; i++){
27 f p r i n t f ( f i l e , ” %d” , data [ i ] ) ; //Writing to the f i l e
28 i f ( i==0) f p r i n t f ( f i l e , ” %c” , ’ , ’ ) ; //To separa te d i g i t s
131
29 // s l e e p (1 ) ;
30 }




35 St r ing convert ( i n t i , S t r ing name) {
36 std : : s t r i ng s t r eam sstm ;
37 St r ing r e s u l t ;
38 sstm << i << name ;
39 r e s u l t = sstm . s t r ( ) ;
40 re turn r e s u l t ;
41 }
42
43 /∗Transform the image to the XYZ
44 ∗/
45
46 Mat RGBtoXYZ(Mat image ) {
47
48 double minR , maxR, minG , maxG, minB , maxB, intens i tyR ,
intens i tyG , intens i tyB , m, n ;
49 Mat imageR , imageG , imageB , imageXYZ ;
50 // vector<Mat> channe l s (3 ) ;
51 Mat channe l s [ 3 ] ;
52 s p l i t ( image , channe l s ) ;
53 imageR=channe l s [ 0 ] ;
54 imageG=channe l s [ 1 ] ;
55 imageB=channe l s [ 2 ] ;
56 f o r (n=1;n==image . c o l s ; n++){
57 f o r (m=1;m==image . rows ;m++){
58
59 i n t ens i tyR=imageR . at<uchar>(n ,m) ;
60 i n t ens i tyG=imageG . at<uchar>(n ,m) ;
61 i n t en s i tyB=imageB . at<uchar>(n ,m) ;
62 imageR . at<uchar>(n ,m)=intens i tyR /( in t ens i tyR+intens i tyG+
int en s i tyB ) ;
63 imageG . at<uchar>(n ,m)=intens i tyG /( in t ens i tyR+intens i tyG+
int en s i tyB ) ;
64 imageB . at<uchar>(n ,m)=int ens i tyB /( in t ens i tyR+intens i tyG+




68 minMaxLoc( imageR,&minR,&maxR) ;
69 minMaxLoc( imageG,&minG,&maxG) ;
70 minMaxLoc( imageB ,&minB,&maxB) ;
71 imageR=(255/maxR) ∗ imageR ;
72 imageG=(255/maxG) ∗ imageG ;
73 imageB=(255/maxB) ∗ imageB ;
74 channe l s [0 ]= imageR ;
75 channe l s [1 ]= imageG ;
76 channe l s [2 ]= imageB ;
132
77 merge ( channels , 3 , imageXYZ) ;
78 re turn imageXYZ ;
79 }
80
81 /∗ Lucas Kanade Opt ica l Flow mixed with the subt ra c t i on Algorythm
82 ∗/
83
84 Mat LK(Mat subs , Mat prevGray , Mat gray , Mat image ) {
85
86 Mat subs1 , subs2 , k e rne l ;
87 ke rne l = Mat : : ones (51 , 51 , CV 8UC1) ;
88 TermCriter ia t e rmcr i t ( TermCriter ia : :COUNT| TermCriter ia : : EPS
, 1 0 0 , 0 . 0 3 ) ;
89 S i z e subPixWinSize (7 , 7 ) , winSize (31 ,31) ;
90 Point2 f po int ;
91 const i n t MAXCOUNT=1000;
92 double min , max ;
93 vector<Point2f> po in t s [ 2 ] ;
94
95 subs=RGBtoXYZ( subs ) ;
96 cvtColor ( subs , subs , COLORBGR2GRAY) ;
97 prevGray=RGBtoXYZ( prevGray ) ;
98 cvtColor ( prevGray , prevGray , COLORBGR2GRAY) ;
99 gray=RGBtoXYZ( gray ) ;
100 cvtColor ( gray , gray , COLORBGR2GRAY) ;
101 subs1=prevGray−subs ;
102 subs2=gray−prevGray ;
103 adapt iveThreshold ( subs1 , subs1 , 1 , CV ADAPTIVE THRESH MEAN C,
CV THRESH BINARY INV,81 , 5 ) ;
104 d i l a t e ( subs1 , subs1 , k e rne l ) ;
105 mult ip ly ( prevGray , subs1 , prevGray ) ;
106 minMaxLoc( prevGray , &min , &max) ;
107 double s = cv : : sum( prevGray ) [ 0 ] ;
108 i f ( s>=2000){
109 // f a s t . de t e c t ( prevGray , po in t s [ 0 ] , k e rne l ) ;
110 goodFeaturesToTrack ( prevGray , po in t s [ 0 ] , MAXCOUNT, 0 . 01 , 1 , Mat
( ) , 3 , 0 , 0 . 0 4 ) ;
111 cornerSubPix ( prevGray , po in t s [ 0 ] , subPixWinSize , S i z e (−1,−1) ,
t e rmcr i t ) ;
112 adapt iveThreshold ( subs2 , subs2 , 1 , CV ADAPTIVE THRESH MEAN C,
CV THRESH BINARY INV,81 , 5 ) ;
113 d i l a t e ( subs2 , subs2 , k e rne l ) ;
114 mult ip ly ( gray , subs2 , gray ) ;
115 minMaxLoc( gray ,&min,&max) ;
116 double s = cv : : sum( gray ) [ 0 ] ;
117 i f ( s>=2000){
118 // f a s t . de t e c t ( prevGray , po in t s [ 1 ] , k e rne l ) ;
119 goodFeaturesToTrack ( gray , po in t s [ 1 ] , MAXCOUNT, 0 . 01 , 1 , Mat ( ) ,
3 , 0 , 0 . 04 ) ;
120 cornerSubPix ( gray , po in t s [ 1 ] , subPixWinSize , S i z e (−1,−1) ,
t e rmcr i t ) ;
121 vector<uchar> s t a tu s ;
133
122 vector<f l o a t> e r r ;
123 calcOpticalFlowPyrLK ( prevGray , gray , po in t s [ 0 ] , po in t s [ 1 ] ,
s tatus , err , winSize , 3 , t e rmcr i t , 0 , 0 . 0 1 ) ;
124 s i z e t i , k ;
125 double VM, Phi , X1 , X0 , Y1 , Y0 , X, Y, L ;
126 VM=0; Phi=0; X=0; Y=0;
127
128 f o r ( i = k = 0 ; i < po in t s [ 1 ] . s i z e ( ) ; i++ ) {
129
130 po in t s [ 1 ] [ k++] = po in t s [ 1 ] [ i ] ;
131 c i r c l e ( image , po in t s [ 1 ] [ i ] , 3 , Sca l a r ( 0 , 0 , 0 ) , −1,
8) ;
132 X1=po in t s [ 1 ] [ i ] . x ; Y1=po in t s [ 1 ] [ i ] . y ;
133 X0=po in t s [ 0 ] [ i ] . x ; Y0=po in t s [ 0 ] [ i ] . y ;
134 CvPoint p0 =cvPoint ( cvRound ( po in t s [ 0 ] [ i ] . x ) , cvRound ( po in t s [ 0 ] [
i ] . y ) ) ;
135 CvPoint p1 =cvPoint ( cvRound ( po in t s [ 1 ] [ i ] . x ) , cvRound ( po in t s [ 1 ] [
i ] . y ) ) ;
136 i f ( s q r t ( (X1−X0) ∗(X1−X0)+(Y1−Y0) ∗(Y1−Y0) )<25){
137 VM=VM + sqr t ( (X1−X0) ∗(X1−X0)+(Y1−Y0) ∗(Y1−Y0) ) ;
138 i f (X1−X0!=0){
139 Phi=Phi+atan ( (Y1−Y0) /(X1−X0) ) ;
140 }
141 e l s e i f (Y1−Y0>0){
142 Phi=3.1415/2;
143 }
144 e l s e i f (Y1−Y0<0){
145 Phi=−3.1415/2;
146 }
147 X=X+X1 ; Y=Y+Y1 ;




152 VM=VM/po in t s [ 1 ] . s i z e ( ) ; Phi=Phi/ po in t s [ 1 ] . s i z e ( ) ; Ardu inoSer ia l (
VM, Phi ) ;
153 X=X/ po in t s [ 1 ] . s i z e ( ) ; Y=Y/ po in t s [ 1 ] . s i z e ( ) ;
154 double Xnew=X+VM∗ cos ( Phi ) ; double Ynew=Y+VM∗ s i n ( Phi ) ;
155 CvPoint p0 =cvPoint ( cvRound (X) , cvRound (Y) ) ;
156 CvPoint p1 =cvPoint ( cvRound (Xnew) , cvRound (Ynew) ) ;
157 c i r c l e ( image , p0 , 8 , Sca l a r (255 ,0 , 0 ) , −1, 8) ;
158 c i r c l e ( image , p1 , 8 , Sca l a r (0 , 0 , 255) , −1, 8) ;
159 std : : o s t r ing s t r eam s t r s ;
160 s t r s << VM;
161 std : : s t r i n g s t r = s t r s . s t r ( ) ;
162 std : : o s t r ing s t r eam s t r s 2 ;
163 s t r s 2 << Phi ;
164 std : : s t r i n g s t r 2 = s t r s 2 . s t r ( ) ;
165 putText ( image , ”Magnitude : ”+str , Po int2 f (X,Y) ,
FONT HERSHEY PLAIN, 2 , Sca l a r ( 0 , 0 , 0 , 0 ) , 2) ;
166 putText ( image , ”Angle : ”+str2 , Po int2 f (X,Y−30) ,
FONT HERSHEY PLAIN, 2 , Sca l a r ( 0 , 0 , 0 , 0 ) , 2) ;
134
167 l i n e ( image , p0 , p1 ,CV RGB(0 , 0 , 0 ) , 5 , 8 ) ;
168
169 po in t s [ 1 ] . r e s i z e ( k ) ;
170 i f ( po in t s [ 1 ] . s i z e ( ) < ( s i z e t )MAXCOUNT ) {
171
172 vector<Point2f> tmp ;
173 tmp . push back ( po int ) ;
174 cornerSubPix ( gray , tmp , winSize , S i z e (−1,−1) , t e rmcr i t )
;










1 /∗This l i b r a r y was c rea ted by Nico l a s Ort iz and the r e s ea r ch group
on Image Proce s s ing o f the
2 Univers idad P i l o t o de Colombia .
3 ∗/
4
5 #inc lude ”opencv2/ video / t rack ing . hpp”
6 #inc lude ”opencv2/ imgproc/ imgproc . hpp”
7 //#inc lude ”opencv2/ v id eo i o / v id eo i o . hpp”
8 #inc lude ”opencv2/ h ighgu i / h ighgu i . hpp”
9 #inc lude <iostream>
10 #inc lude <ctype . h>
11 #inc lude <s t d i o . h>
12 #inc lude <fstream>
13 #inc lude <iomanip>
14 #inc lude <math . h>
15 #inc lude <cmath>
16 #inc lude <sstream>
17
18 us ing namespace cv ;
19 us ing namespace std ;
20
21 void Ardu inoSer ia l ( double VM, double Phi ) {
22
23 i n t data [ ] ={VM, Phi } ;
24 FILE ∗ f i l e ;
25 f i l e = fopen ( ”/dev/ttyACM0” , ”w” ) ; //Opening dev i ce f i l e
26 i n t i = 0 ;
27 f o r ( i = 0 ; i < 2 ; i++){
28 f p r i n t f ( f i l e , ” %d” , data [ i ] ) ; //Writing to the f i l e
29 i f ( i==0) f p r i n t f ( f i l e , ” %c” , ’ , ’ ) ; //To separa te d i g i t s
30 // s l e e p (1 ) ;
31 }
135




36 St r ing convert ( i n t i , S t r ing name) {
37 std : : s t r i ng s t r eam sstm ;
38 St r ing r e s u l t ;
39 sstm << i << name ;
40 r e s u l t = sstm . s t r ( ) ;
41 re turn r e s u l t ;
42 }
43
44 /∗Transform the image to the XYZ
45 ∗/
46
47 Mat RGBtoXYZ(Mat image ) {
48
49 double minR , maxR, minG , maxG, minB , maxB, intens i tyR ,
intens i tyG , intens i tyB , m, n ;
50 Mat imageR , imageG , imageB , imageXYZ ;
51 // vector<Mat> channe l s (3 ) ;
52 Mat channe l s [ 3 ] ;
53 s p l i t ( image , channe l s ) ;
54 imageR=channe l s [ 0 ] ;
55 imageG=channe l s [ 1 ] ;
56 imageB=channe l s [ 2 ] ;
57 f o r (n=1;n==image . c o l s ; n++){
58 f o r (m=1;m==image . rows ;m++){
59
60 i n t ens i tyR=imageR . at<uchar>(n ,m) ;
61 i n t ens i tyG=imageG . at<uchar>(n ,m) ;
62 i n t en s i tyB=imageB . at<uchar>(n ,m) ;
63 imageR . at<uchar>(n ,m)=intens i tyR /( in t ens i tyR+intens i tyG+
int en s i tyB ) ;
64 imageG . at<uchar>(n ,m)=intens i tyG /( in t ens i tyR+intens i tyG+
int en s i tyB ) ;
65 imageB . at<uchar>(n ,m)=int ens i tyB /( in t ens i tyR+intens i tyG+




69 minMaxLoc( imageR,&minR,&maxR) ;
70 minMaxLoc( imageG,&minG,&maxG) ;
71 minMaxLoc( imageB ,&minB,&maxB) ;
72 imageR=(255/maxR) ∗ imageR ;
73 imageG=(255/maxG) ∗ imageG ;
74 imageB=(255/maxB) ∗ imageB ;
75 channe l s [0 ]= imageR ;
76 channe l s [1 ]= imageG ;
77 channe l s [2 ]= imageB ;
78 merge ( channels , 3 , imageXYZ) ;




82 /∗ Drawing Method f o r the Farnerback Algorythm Mixed with the
sub s t r a c t i on Algorythm
83 ∗/
84
85 Mat drawOptFlowMap ( const Mat& flow , Mat& cflowmap , i n t step ,
const Sca l a r& co l o r ) {
86
87 double VM, Phi , X1 , X0 , Y1 , Y0 , X, Y, L , i ;
88 VM=0; Phi=0; X=0; Y=0; i =0;
89
90 f o r ( i n t y = 0 ; y < cflowmap . rows ; y += step ) {
91
92 f o r ( i n t x = 0 ; x < cflowmap . c o l s ; x += step ) {
93
94 const Po int2 f& fxy = f low . at< Point2f>(y , x ) ;
95 l i n e ( cflowmap , Point (x , y ) , Point ( cvRound (x+fxy . x ) ,
cvRound (y+fxy . y ) ) , c o l o r ) ;
96 c i r c l e ( cflowmap , Point ( cvRound (x+fxy . x ) , cvRound (y
+fxy . y ) ) , 3 , co lo r , −1) ;
97 X1=x+fxy . x ; Y1=y+fxy . y ;
98 X0=x ; Y0=y ;
99
100 i f (X1!=X0 && Y1!=Y0) {
101 i f ( s q r t ( (X1−X0) ∗(X1−X0)+(Y1−Y0) ∗(Y1−Y0) )<25){
102 VM=VM + sqr t ( (X1−X0) ∗(X1−X0)+(Y1−Y0) ∗(Y1−Y0) ) ;
103 i f (X0−X1!=0){
104 Phi=Phi+atan ( (Y1−Y0) /(X1−X0) ) ;
105 }
106 e l s e i f (Y1−Y0>0){
107 Phi=3.1415/2;
108 }
109 e l s e i f (Y1−Y0<0){
110 Phi=−3.1415/2;
111 }









121 VM=VM/ i ; Phi=Phi/ i ; Ardu inoSer ia l (VM, Phi ) ;
122 X=X/ i ; Y=Y/ i ;
123 double Xnew=X+VM∗ cos ( Phi ) ; double Ynew=Y+VM∗ s i n ( Phi ) ;
124 CvPoint p0 =cvPoint ( cvRound (X) , cvRound (Y) ) ;
125 CvPoint p1 =cvPoint ( cvRound (Xnew) , cvRound (Ynew) ) ;
126 c i r c l e ( cflowmap , p0 , 8 , Sca l a r (255 ,0 , 0 ) , −1, 8) ;
127 c i r c l e ( cflowmap , p1 , 8 , Sca l a r (0 , 0 , 255) , −1, 8) ;
137
128 std : : o s t r ing s t r eam s t r s ;
129 s t r s << VM;
130 std : : s t r i n g s t r = s t r s . s t r ( ) ;
131 std : : o s t r ing s t r eam s t r s 2 ;
132 s t r s 2 << Phi ;
133 std : : s t r i n g s t r 2 = s t r s 2 . s t r ( ) ;
134 putText ( cflowmap , ”Magnitude : ”+str , Po int2 f (X,Y) ,
FONT HERSHEY PLAIN, 2 , Sca l a r ( 0 , 0 , 0 , 0 ) , 2) ;
135 putText ( cflowmap , ”Angle : ”+str2 , Po int2 f (X,Y−30) ,
FONT HERSHEY PLAIN, 2 , Sca l a r ( 0 , 0 , 0 , 0 ) , 2) ;
136 l i n e ( cflowmap , p0 , p1 ,CV RGB(0 , 0 , 0 ) , 5 , 8 ) ;
137




142 /∗ Farnerback Opt ica l Flow mixed with the subt ra c t i on Algorythm
143 ∗/
144
145 Mat FB(Mat subs , Mat prevGray , Mat gray , Mat image ) {
146
147 Mat ke rne l= Mat : : ones (51 , 51 , CV 8UC1) ;
148 TermCriter ia t e rmcr i t ( TermCriter ia : :COUNT| TermCriter ia : : EPS
, 1 0 0 , 0 . 0 3 ) ;
149 S i z e subPixWinSize (7 , 7 ) , winSize (31 ,31) ;
150 Point2 f v e l ;
151 const i n t MAXCOUNT=1000;
152 double min , max ;
153 Mat flow , subs1 , subs2 ;
154 subs=RGBtoXYZ( subs ) ;
155 cvtColor ( subs , subs , COLORBGR2GRAY) ;
156 prevGray=RGBtoXYZ( prevGray ) ;
157 cvtColor ( prevGray , prevGray , COLORBGR2GRAY) ;
158 gray=RGBtoXYZ( gray ) ;
159 cvtColor ( gray , gray , COLORBGR2GRAY) ;
160 subs1=prevGray−subs ;
161 subs2=gray−prevGray ;
162 adapt iveThreshold ( subs1 , subs1 , 1 , CV ADAPTIVE THRESH MEAN C,
CV THRESH BINARY INV,51 , 5 ) ;
163 d i l a t e ( subs1 , subs1 , k e rne l ) ;
164 mult ip ly ( prevGray , subs1 , prevGray ) ;
165 adapt iveThreshold ( subs2 , subs2 , 1 , CV ADAPTIVE THRESH MEAN C,
CV THRESH BINARY INV,51 , 5 ) ;
166 d i l a t e ( subs2 , subs2 , k e rne l ) ;
167 mult ip ly ( gray , subs2 , gray ) ;
168
169 double s = cv : : sum( gray ) [ 0 ] ;
170 i f ( s>=2000){
171 calcOptica lFlowFarneback ( prevGray , gray , f low , 0 . 5 , 2 , 21 , 2 , 7 ,
1 . 5 , 1) ;




175 re turn image ;
176 }
C.1.4. Algoritmo PC
1 /∗This l i b r a r y was c rea ted by Nico l a s Ort iz and the r e s ea r ch group
on Image Proce s s ing o f the
2 Univers idad P i l o t o de Colombia .
3 ∗/
4
5 #inc lude ”opencv2/ core . hpp”
6 #inc lude ”opencv2/ v id eo i o . hpp”
7 #inc lude ”opencv2/ h ighgu i . hpp”
8 #inc lude ”opencv2/ imgproc . hpp”
9 #inc lude <iostream>
10 #inc lude <ctype . h>
11 #inc lude <s t d i o . h>
12 #inc lude <fstream>
13 #inc lude <iomanip>
14 #inc lude <math . h>
15 #inc lude <cmath>
16 #inc lude <sstream>
17
18 us ing namespace cv ;
19 us ing namespace std ;
20
21 void Ardu inoSer ia l ( double VM, double Phi ) {
22
23 i n t data [ ] ={VM, Phi } ;
24 FILE ∗ f i l e ;
25 f i l e = fopen ( ”/dev/ttyACM0” , ”w” ) ; //Opening dev i ce f i l e
26 i n t i = 0 ;
27 f o r ( i = 0 ; i < 2 ; i++){
28 f p r i n t f ( f i l e , ” %d” , data [ i ] ) ; //Writing to the f i l e
29 i f ( i==0) f p r i n t f ( f i l e , ” %c” , ’ , ’ ) ; //To separa te d i g i t s
30 // s l e e p (1 ) ;
31 }




36 St r ing convert ( i n t i , S t r ing name) {
37 std : : s t r i ng s t r eam sstm ;
38 St r ing r e s u l t ;
39 sstm << i << name ;
40 r e s u l t = sstm . s t r ( ) ;
41 re turn r e s u l t ;
42 }
43




47 Mat RGBtoXYZ(Mat image ) {
48
49 double minR , maxR, minG , maxG, minB , maxB, intens i tyR ,
intens i tyG , intens i tyB , m, n ;
50 Mat imageR , imageG , imageB , imageXYZ ;
51 // vector<Mat> channe l s (3 ) ;
52 Mat channe l s [ 3 ] ;
53 s p l i t ( image , channe l s ) ;
54 imageR=channe l s [ 0 ] ;
55 imageG=channe l s [ 1 ] ;
56 imageB=channe l s [ 2 ] ;
57 f o r (n=1;n==image . c o l s ; n++){
58 f o r (m=1;m==image . rows ;m++){
59
60 i n t ens i tyR=imageR . at<uchar>(n ,m) ;
61 i n t ens i tyG=imageG . at<uchar>(n ,m) ;
62 i n t en s i tyB=imageB . at<uchar>(n ,m) ;
63 imageR . at<uchar>(n ,m)=intens i tyR /( in t ens i tyR+intens i tyG+
int en s i tyB ) ;
64 imageG . at<uchar>(n ,m)=intens i tyG /( in t ens i tyR+intens i tyG+
int en s i tyB ) ;
65 imageB . at<uchar>(n ,m)=int ens i tyB /( in t ens i tyR+intens i tyG+
int en s i tyB ) ;
66 }
67 }
68 minMaxLoc( imageR,&minR,&maxR) ;
69 minMaxLoc( imageG,&minG,&maxG) ;
70 minMaxLoc( imageB ,&minB,&maxB) ;
71 imageR=(255/maxR) ∗ imageR ;
72 imageG=(255/maxG) ∗ imageG ;
73 imageB=(255/maxB) ∗ imageB ;
74 channe l s [0 ]= imageR ;
75 channe l s [1 ]= imageG ;
76 channe l s [2 ]= imageB ;
77 merge ( channels , 3 , imageXYZ) ;
78 re turn imageXYZ ;
79 }
80
81 /∗Phase Cor r e l a t i on Algorithm
82 ∗/
83
84 Mat PC(Mat subs , Mat prevGray , Mat gray , Mat image ) {
85
86 Mat ke rne l= Mat : : ones (51 , 51 , CV 8UC1) ;
87 Mat subs1 , subs2 ;
88 Mat curr64 f , prev64f , hann ;
89 subs=RGBtoXYZ( subs ) ;
90 cvtColor ( subs , subs , COLORBGR2GRAY) ;
91 prevGray=RGBtoXYZ( prevGray ) ;
92 cvtColor ( prevGray , prevGray , COLORBGR2GRAY) ;
93 gray=RGBtoXYZ( gray ) ;




97 adapt iveThreshold ( subs1 , subs1 , 1 , CV ADAPTIVE THRESH MEAN C,
CV THRESH BINARY INV,51 , 5 ) ;
98 d i l a t e ( subs1 , subs1 , k e rne l ) ;
99 mult ip ly ( prevGray , subs1 , prevGray ) ;
100 adapt iveThreshold ( subs2 , subs2 , 1 , CV ADAPTIVE THRESH MEAN C,
CV THRESH BINARY INV,51 , 5 ) ;
101 d i l a t e ( subs2 , subs2 , k e rne l ) ;
102 mult ip ly ( gray , subs2 , gray ) ;
103
104 double s = cv : : sum( gray ) [ 0 ] ;
105 i f ( s>=2000){
106
107 createHanningWindow (hann , gray . s i z e ( ) , CV 64F) ;
108
109 prevGray . convertTo ( prev64f , CV 64F) ;
110 gray . convertTo ( curr64 f , CV 64F) ;
111
112 Point2d s h i f t = phaseCorre la te ( prev64f , cur r64 f , hann ) ;
113 double rad iu s = std : : s q r t ( s h i f t . x∗ s h i f t . x + s h i f t . y∗ s h i f t .
y ) ;
114
115 Point cente r ( gray . c o l s >> 1 , gray . rows >> 1) ;
116 c i r c l e ( image , center , ( i n t ) radius , Sca l a r (0 , 255 , 0) , 3 ,
LINE AA) ;
117 l i n e ( image , center , Point ( c en te r . x + ( i n t ) s h i f t . x , c en t e r .
y + ( i n t ) s h i f t . y ) , Sca l a r (0 , 255 , 0) , 3 , LINE AA) ;
118
119 double VM=sqr t ( ( i n t ) s h i f t . x∗( i n t ) s h i f t . x+( i n t ) s h i f t . y∗( i n t ) s h i f t
. y ) ;
120 double Phi ;
121 i f ( ( i n t ) s h i f t . x !=0){
122 Phi=atan ( ( i n t ) s h i f t . y /( i n t ) s h i f t . x ) ;
123 }
124 e l s e i f ( ( i n t ) s h i f t . y>0){
125 Phi=3.1415/2;
126 }




131 Ardu inoSer ia l (VM, Phi ) ;
132
133 std : : o s t r ing s t r eam s t r s ;
134 s t r s << VM;
135 std : : s t r i n g s t r = s t r s . s t r ( ) ;
136 std : : o s t r ing s t r eam s t r s 2 ;
137 s t r s 2 << Phi ;
138 std : : s t r i n g s t r 2 = s t r s 2 . s t r ( ) ;
139 putText ( image , ”Magnitude : ”+str , Point ( c en te r . x + ( i n t ) s h i f t . x ,
c en t e r . y + ( i n t ) s h i f t . y ) ,FONT HERSHEY PLAIN, 2 , Sca l a r
141
( 0 , 0 , 0 , 0 ) , 2) ;
140 putText ( image , ”Angle : ”+str2 , Point ( c ente r . x + ( i n t ) s h i f t . x ,
c en t e r . y + ( i n t ) s h i f t . y−30) ,FONT HERSHEY PLAIN, 2 , Sca l a r




144 re turn image ;
145
146 }
C.2. Co´digos par la Validacio´n de los Algoritmos
C.2.1. Algoritmo SB
1 #inc lude ”opencv2/ video / t rack ing . hpp”
2 #inc lude ”opencv2/ imgproc/ imgproc . hpp”
3 #inc lude ”opencv2/ h ighgu i / h ighgu i . hpp”
4 #inc lude ”opencv2/ core / core . hpp”
5 #inc lude <iostream>
6 #inc lude <ctype . h>
7 #inc lude <s t d i o . h>
8 #inc lude <fstream>
9 #inc lude <iomanip>
10 #inc lude <math . h>
11 #inc lude <cmath>
12 #inc lude ”SUB. h”
13
14 us ing namespace cv ;
15 us ing namespace std ;
16
17 i n t main ( ) {
18
19 VideoCapture cap (0 ) ;
20 double C, VelF ;
21 VelF=0;
22 Mat gray , prevGray , image , frame , subs ;
23 namedWindow( ”Algorythm” , 0 ) ;
24
25 subs=imread ( ” frame1 . png” ) ;
26 prevGray=imread ( ” frame2 . png” ) ;
27 gray=imread ( ” frame3 . png” ) ;
28
29 image=Subtract ion ( subs , prevGray , gray , subs ) ;
30
31 imwrite ( ”imageSUB . png” , image ) ;
32
33 re turn 0 . 0 ;
34 }
C.2.2. Algoritmo LK
1 #inc lude ”opencv2/ video / t rack ing . hpp”
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2 #inc lude ”opencv2/ imgproc/ imgproc . hpp”
3 #inc lude ”opencv2/ h ighgu i / h ighgu i . hpp”
4 #inc lude <iostream>
5 #inc lude <ctype . h>
6 #inc lude <s t d i o . h>
7 #inc lude <fstream>
8 #inc lude <iomanip>
9 #inc lude <math . h>
10 #inc lude <cmath>
11 #inc lude ”LK. h”
12
13 us ing namespace cv ;
14 us ing namespace std ;
15
16 i n t main ( ) {
17
18 VideoCapture cap (0 ) ;
19 double C, VelF ;
20 VelF=0;
21 Mat gray , prevGray , image , frame , subs ;
22 namedWindow( ”Algorythm” , 0 ) ;
23
24 subs=imread ( ” frame1 . png” ) ;
25 prevGray=imread ( ” frame2 . png” ) ;
26 gray=imread ( ” frame3 . png” ) ;
27
28 image=LK( subs , prevGray , gray , subs ) ;
29
30 imwrite ( ”imageLK . png” , image ) ;
31




1 #inc lude ”opencv2/ video / t rack ing . hpp”
2 #inc lude ”opencv2/ imgproc/ imgproc . hpp”
3 #inc lude ”opencv2/ h ighgu i / h ighgu i . hpp”
4 #inc lude <iostream>
5 #inc lude <ctype . h>
6 #inc lude <s t d i o . h>
7 #inc lude <fstream>
8 #inc lude <iomanip>
9 #inc lude <math . h>
10 #inc lude <cmath>
11 #inc lude ”FB. h”
12
13 us ing namespace cv ;
14 us ing namespace std ;
15
16 i n t main ( ) {
17
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18 VideoCapture cap (0 ) ;
19 double C, VelF ;
20 VelF=0;
21 Mat gray , prevGray , image , frame , subs ;
22 namedWindow( ”Algorythm” , 0 ) ;
23
24 subs=imread ( ” frame1 . png” ) ;
25 prevGray=imread ( ” frame2 . png” ) ;
26 gray=imread ( ” frame3 . png” ) ;
27
28 image=FB( subs , prevGray , gray , subs ) ;
29
30 imwrite ( ”imageFB . png” , image ) ;
31




1 #inc lude ”opencv2/ core . hpp”
2 #inc lude ”opencv2/ v id eo i o . hpp”
3 #inc lude ”opencv2/ h ighgu i . hpp”
4 #inc lude ”opencv2/ imgproc . hpp”
5 #inc lude <iostream>
6 #inc lude <ctype . h>
7 #inc lude <s t d i o . h>
8 #inc lude <fstream>
9 #inc lude <iomanip>
10 #inc lude <math . h>
11 #inc lude <cmath>
12 #inc lude <sstream>
13 #inc lude ”PC. h”
14
15 us ing namespace cv ;
16 us ing namespace std ;
17
18 i n t main ( ) {
19
20 VideoCapture cap (0 ) ;
21 double C, VelF ;
22 VelF=0;
23 Mat gray , prevGray , image , frame , subs ;
24 namedWindow( ”Algorythm” , 0 ) ;
25
26 subs=imread ( ” frame1 . png” ) ;
27 prevGray=imread ( ” frame2 . png” ) ;
28 gray=imread ( ” frame3 . png” ) ;
29
30 image=PC( subs , prevGray , gray , subs ) ;
31
32 imwrite ( ”imagePC . png” , image ) ;
33
144
34 re turn 0 . 0 ;
35
36 }
D. Algoritmo SB implementado
D.1. Programa Principal
1 #inc lude ”opencv2/ video / t rack ing . hpp”
2 #inc lude ”opencv2/ imgproc/ imgproc . hpp”
3 #inc lude ”opencv2/ h ighgu i / h ighgu i . hpp”
4 #inc lude ”opencv2/ core / core . hpp”
5 #inc lude <iostream>
6 #inc lude <ctype . h>
7 #inc lude <s t d i o . h>
8 #inc lude <fstream>
9 #inc lude <iomanip>
10 #inc lude <math . h>
11 #inc lude <cmath>
12 #inc lude ”SUB. h”
13
14 us ing namespace cv ;
15 us ing namespace std ;
16
17 i n t main ( ) {
18
19 VideoCapture cap (0 ) ;
20 double C, VelF , t ;
21 VelF=0;
22 Mat gray , prevGray , image , frame , subs ;
23 namedWindow( ”Algorythm” , 0 ) ;
24
25 /∗ subs=imread (”x/ frame0 . png”) ;
26 prevGray=imread (”x/ frame2 . png”) ;
27 gray=imread (”x/ frame4 . png”) ; ∗/
28
29 whi le (1 ) {
30
31 cap >> frame ; imshow ( ”Algorythm” , frame ) ;
32 frame . copyTo ( subs ) ;
33 cap >> frame ; imshow ( ”Algorythm” , frame ) ;
34 frame . copyTo ( prevGray ) ;
35 cap >> frame ; imshow ( ”Algorythm” , frame ) ;
36 frame . copyTo ( gray ) ;
37
38 image=Subtract ion ( subs , prevGray , gray , subs ) ;
39
40 imshow ( ”Algorythm” , image ) ;
41 //waitKey ( ) ;
42
43 C= cvWaitKey (10) ;




47 re turn 0 . 0 ;
48 }
D.2. Libreria
1 #inc lude <opencv2/ core / u t i l i t y . hpp>
2 #inc lude ”opencv2/ video / t rack ing . hpp”
3 #inc lude ”opencv2/ imgproc . hpp”
4 #inc lude ”opencv2/ v id eo i o . hpp”
5 #inc lude ”opencv2/ h ighgu i . hpp”
6 #inc lude <iostream>
7 #inc lude <ctype . h>
8 #inc lude <s t d i o . h>
9 #inc lude <fstream>
10 #inc lude <iomanip>
11 #inc lude <math . h>
12 #inc lude <cmath>
13 #inc lude <sstream>
14 #inc lude <uni s td . h>
15
16 us ing namespace cv ;
17 us ing namespace std ;
18
19 void InverseKinemat ic s ( double VMx, double VMy) {
20
21 /∗ Inve r s e Kinematics ∗/
22 double a lpha i =0.0722;
23 double a lpha j =0.0708;
24 double L=0.12445; // meters
25 double ze ta =15.37;
26 double phi=(90−ze ta ) ;
27 double k=3.1415/180;
28 double Beta , Lambda ;
29 double theta1 , theta2 ;
30 double t1 , t2 , t ;
31
32 std : : cout . p r e c i s i o n (4 ) ;
33
34 Beta=k∗( a lpha i ∗VMx+phi ) ;
35 Lambda=k∗( a lpha j ∗VMy) ;
36
37 theta1=acos ( cos ( Beta ) ∗ cos (Lambda) )−phi ∗k ;
38
39 i f ( phi==−theta1 ) {
40 theta2=0;
41 }
42 e l s e {
43 theta2=as in ( s i n (Lambda) / s i n ( phi ∗k+theta1 ) ) ;
44 }
45
46 t1=(theta1 ∗180/3 .1415) ;
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47 t2=(theta2 ∗180/3 .1415) ;
48
49 i f ( t1<=t2 ) {
50 t=t1 /375000;
51 }









61 cout << t1 << setw (10) << t2 << endl ;
62
63 double data [ ] ={t1 , t2 } ;
64 i n t i = 0 ;
65
66 FILE ∗ f i l e ;
67 f i l e = fopen ( ”/dev/ttyACM0” , ”w” ) ; //Opening dev i ce f i l e
68
69 f o r ( i = 0 ; i < 2 ; i++){
70 i f ( i==1) f p r i n t f ( f i l e , ” %c” , ’F ’ ) ;
71 f p r i n t f ( f i l e , ” %f ” , data [ i ] ) ;
72 // us l e ep (50000) ;
73 }
74 f c l o s e ( f i l e ) ;




79 Mat RGBtoXYZ(Mat image ) {
80
81 double minR , maxR, minG , maxG, minB , maxB, intens i tyR ,
intens i tyG , intens i tyB , m, n ;
82 Mat imageR , imageG , imageB , imageXYZ ;
83 // vector<Mat> channe l s (3 ) ;
84 cvtColor ( image , image ,COLORBGR2XYZ) ;
85 Mat channe l s [ 3 ] ;
86 s p l i t ( image , channe l s ) ;
87 imageR=channe l s [ 0 ] ;
88 imageG=channe l s [ 1 ] ;
89 imageB=channe l s [ 2 ] ;
90 minMaxLoc( imageR,&minR,&maxR) ;
91 minMaxLoc( imageG,&minG,&maxG) ;
92 minMaxLoc( imageB ,&minB,&maxB) ;
93 imageR=(255/maxR) ∗ imageR ;
94 imageG=(255/maxG) ∗ imageG ;
95 imageB=(255/maxB) ∗ imageB ;
96 channe l s [0 ]= imageR ;
97 channe l s [1 ]= imageG ;
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98 channe l s [2 ]= imageB ;
99 merge ( channels , 3 , imageXYZ) ;





105 Mat Subtract ion (Mat actu , Mat prev , Mat subs , Mat frame ) {
106
107 Mat subs1 , subs2 ;
108 Mat ke rne l= Mat : : ones (3 , 3 , CV 8UC1) ;
109 subs=RGBtoXYZ( subs ) ;
110 prev=RGBtoXYZ( prev ) ;
111 actu=RGBtoXYZ( actu ) ;
112 cvtColor ( subs , subs ,COLORRGB2GRAY) ;
113 cvtColor ( prev , prev ,COLORRGB2GRAY) ;
114 cvtColor ( actu , actu ,COLORRGB2GRAY) ;
115 subs1=prev−subs ;
116 subs2=actu−prev ;
117 adapt iveThreshold ( subs1 , subs1 , 1 , CV ADAPTIVE THRESH MEAN C,
CV THRESH BINARY INV,51 , 5 ) ;
118 d i l a t e ( subs1 , subs1 , k e rne l ) ;
119 mult ip ly ( prev , subs1 , prev ) ;
120 adapt iveThreshold ( subs2 , subs2 , 1 , CV ADAPTIVE THRESH MEAN C,
CV THRESH BINARY INV,51 , 5 ) ;
121 d i l a t e ( subs2 , subs2 , k e rne l ) ;
122 mult ip ly ( actu , subs2 , actu ) ;
123
124 double posx , posy , posxo , posyo ; i n t i =0; double h , l ; i n t Yo , Yf
, Xo , Xf ;
125 posxo=0; posyo=0; posx=0; posy=0; i n t x , y ;
126
127 f o r ( y = 0 ; y < prev . rows ; ++y) {
128 f o r ( x = 0 ; x < prev . c o l s ; ++x) {
129 i f ( prev . at<uchar>(y , x )>=10){
130 posxo += x ; posyo +=y ;





136 posxo=in t ( posxo/ i ) ; posyo=in t ( posyo/ i ) ;
137 i =0;
138
139 f o r ( y = 0 ; y < actu . rows ; ++y) {
140 f o r ( x = 0 ; x < actu . c o l s ; ++x) {
141 i f ( actu . at<uchar>(y , x )>=10){
142 posx += x ; posy +=y ;
143 i f ( i==0){
144 Xo=x ;Yo=y ;
145 }






151 posx=in t ( posx/ i ) ; posy=in t ( posy/ i ) ;
152
153 r e c t ang l e ( frame , cvPoint (Xo ,Yo) , cvPoint (Xf , Yf ) , Sca l a r (255 ,0 , 0 )
, 2 , 8 , 0 ) ;
154 l i n e ( frame , cvPoint ( posxo , posyo ) , cvPoint ( posx , posy ) , Sca l a r
(0 , 255 ,0 ) , 2 , 8 , 0 ) ;
155 posyo=frame . rows−posyo ;
156 posy=frame . rows−posy ;
157
158 /∗ double VM=sqr t ( ( posxo−posx ) ∗( posxo−posx )+(posyo−posy ) ∗( posyo−
posy ) ) ;
159 double Phi ;
160
161 i f ( posxo−posx !=0){
162 Phi=atan ( ( posyo−posy ) /( posx−posxo ) ) ;
163 }
164 e l s e i f ( posy−posyo>0){
165 Phi=3.1415/2;
166 }




171 double VMx=posx−posxo ;
172 double VMy=−posy+posyo ;
173
174 InverseKinemat ics (VMx,VMy) ;
175
176 std : : o s t r ing s t r eam s t r s ;
177 s t r s << VMx;
178 std : : s t r i n g s t r = s t r s . s t r ( ) ;
179 std : : o s t r ing s t r eam s t r s 2 ;
180 s t r s 2 << VMy;
181 std : : s t r i n g s t r 2 = s t r s 2 . s t r ( ) ;
182 putText ( frame , ”VMx: ”+str , Point ( posx , posy ) ,FONT HERSHEY PLAIN,
2 , CV RGB(255 ,0 , 0 ) , 2) ;
183 putText ( frame , ”VMy: ”+str2 , Point ( posx , posy−30) ,
FONT HERSHEY PLAIN, 2 , CV RGB(255 ,0 , 0 ) , 2) ;
184




1 #inc lude <Servo . h>
2
3 double Theta1=70; //Almacena e l Valor de Beta
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4 double Theta2=60; //Almacena e l Valor de Lambda
5 double t1=0; S t r ing T1 ;
6 double t2=0; S t r ing T2 ;
7 boolean check=f a l s e ;
8 St r ing inputSt r ing=”” ;
9 char inChar=”” ;
10 i n t index ;
11
12 Servo servo1 ; //Giro a l r ededor de z
13 Servo servo2 ; //Giro a l r ededor de x
14
15 void setup ( )
16 {
17 S e r i a l . begin (9600) ;
18 servo1 . attach (9 ) ;
19 servo2 . attach (12) ;
20 servo1 . wr i t e (70) ;
21 servo2 . wr i t e (15) ;
22 }
23
24 void loop ( )
25 {
26 whi le ( S e r i a l . a v a i l a b l e ( )>1){
27 delay (10) ;
28 i f ( S e r i a l . a v a i l a b l e ( )>0){
29 inChar = S e r i a l . read ( ) ;




34 i f ( check ) {
35 S e r i a l . p r i n t l n ( inputSt r ing ) ;
36 index=inputSt r ing . indexOf ( ’F ’ ) ;
37 T1=inputSt r ing . sub s t r i ng (1 , index ) ;
38 T2=inputSt r ing . sub s t r i ng ( index+1) ;
39 t1=T1 . toDouble ( ) ;
40 t2=T2 . toDouble ( ) ;
41 // S e r i a l . p r i n t l n ( t1 ) ;





47 i f ( Theta1>20 && Theta1<160 && Theta2>30 && Theta2<150 ) {
48 servo1 . wr i t e ( Theta1 ) ;
49 servo2 . wr i t e ( Theta2 ) ;
50 }






56 S e r i a l . p r i n t l n ( Theta1 ) ;
57 S e r i a l . p r i n t l n ( Theta2 ) ;
58
59 i nputSt r ing=”” ;
60 check=f a l s e ;
61 }
62 }
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