Random Fourier Features for Kernel Ridge Regression: Approximation
  Bounds and Statistical Guarantees by Avron, Haim et al.
Random Fourier Features for Kernel Ridge Regression:
Approximation Bounds and Statistical Guarantees∗
Haim Avron
Tel Aviv University
haimav@post.tau.ac.il
Michael Kapralov
EPFL
michael.kapralov@epfl.ch
Cameron Musco
MIT
cnmusco@mit.edu
Christopher Musco
MIT
cpmusco@mit.edu
Ameya Velingker
EPFL
ameya.velingker@epfl.ch
Amir Zandieh
EPFL
amir.zandieh@epfl.ch
May 22, 2018
Abstract
Random Fourier features is one of the most popular techniques for scaling up kernel methods,
such as kernel ridge regression. However, despite impressive empirical results, the statistical proper-
ties of random Fourier features are still not well understood. In this paper we take steps toward filling
this gap. Specifically, we approach random Fourier features from a spectral matrix approximation
point of view, give tight bounds on the number of Fourier features required to achieve a spectral
approximation, and show how spectral matrix approximation bounds imply statistical guarantees for
kernel ridge regression.
Qualitatively, our results are twofold: on the one hand, we show that random Fourier feature
approximation can provably speed up kernel ridge regression under reasonable assumptions. At
the same time, we show that the method is suboptimal, and sampling from a modified distribution
in Fourier space, given by the leverage function of the kernel, yields provably better performance.
We study this optimal sampling distribution for the Gaussian kernel, achieving a nearly complete
characterization for the case of low-dimensional bounded datasets. Based on this characterization,
we propose an efficient sampling scheme with guarantees superior to random Fourier features in this
regime.
1 Introduction
Kernel methods constitute a powerful paradigm for devising non-parametric modeling techniques for a
wide range of problems in machine learning. One of the most elementary is Kernel Ridge Regression
(KRR). Given training data (x1, y1), . . . , (xn, yn) ∈ X × Y , where X ⊆ Rd is an input domain and
Y ⊆ R is an output domain, a positive definite kernel function k : X × X → R, and a regularization
parameter λ > 0, the response for a given input x is estimated as:
f¯(x) ≡
n∑
j=1
k(xj ,x)αj
∗An extended abstract of this work appears in the Proceedings of the 34th International Conference on Machine Learning
(ICML 2017) [AKM+17].
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where α = (α1 · · ·αn)T is the solution of the equation
(K + λIn)α = y. (1)
In the above, K ∈ Rn×n is the kernel matrix or Gram matrix defined by Kij ≡ k(xi,xj) and y ≡
[y1 · · · yn]T is the vector of responses. The KRR estimator can be derived by minimizing a regularized
square loss objective function over a hypothesis space defined by the reproducing kernel Hilbert space
associated with k(·, ·); however, the details are not important for this paper.
While simple, KRR is a powerful technique that is well understood statistically and capable of achiev-
ing impressive empirical results. Nevertheless, the method has a key weakness: computing the KRR
estimator can be prohibitively expensive for large datasets. Solving (1) generally requires Θ(n3) time1
and Θ(n2) memory. Thus, the design of scalable methods for KRR (and other kernel based methods)
has been the focus of intensive research in recent years [ZDW15, AM15, MM17, ACW17].
One of the most popular approaches to scaling up kernel based methods is random Fourier features
sampling, originally proposed by Rahimi and Recht [RR07]. For shift-invariant kernels (e.g. the Gaus-
sian kernel), Rahimi and Recht [RR07] presented a distribution D on functions from X to Cs (s is a
parameter) such that for every x, z ∈ Rd
k(x, z) = Eϕ∼D [ϕ(x)∗ϕ(z)] .
The random features approach is then to sample a ϕ from D and use k˜(x, z) ≡ ϕ(x)∗ϕ(z) as a surrogate
kernel. The resulting approximate KRR estimator can be computed in O(ns2) time and O(ns) memory
(see §2.2 for details), giving substantial computational savings if s n.
This approach naturally raises the question: how large should s be to ensure a high quality estimator?
Or, using the exact KRR estimator as a natural baseline: how large should s be for the random Fourier
features estimator to be almost as good as the exact KRR estimator? Answering this question can help us
determine when random Fourier features can be useful, whether the method needs to be improved, and
how to go about improving it.
The original random Fourier features analysis [RR07] bounds the point-wise distance between k(·, ·)
and k˜(·, ·) (for other approaches for analyzing random Fourier features, see §2.3). However, the bounds
do not naturally lead to an answer to the aforementioned question. In contrast, spectral approximation
bounds on the entire surrogate kernel matrix, i.e. of the form
(1−∆)(K + λIn)  K˜ + λIn  (1 + ∆)(K + λIn) , (2)
naturally have statistical and algorithmic implications. Indeed, in §3 we show that when (2) holds we can
bound the excess risk introduced by the random Fourier features estimator when compared to the KRR
estimator. We also show that K˜ + λIn can be used as an effective preconditioner for the solution of (1).
This motivates the study of how large s should be as a function of ∆ for (2) to hold.
In this paper we rigorously analyze the relation between the number of random Fourier features and
the spectral approximation bound (2). Our main results are the following:
• We give an upper bound on the number of random features needed to achieve (2) (Theorem 9).
This bound, in conjunction with the results in §3, positively shows that random Fourier features
can give guarantees for KRR under reasonable assumptions.
• We give a lower bound showing that our upper bound is tight for the Gaussian kernel (Theorem 10).
1The running time can be improved using fast matrix products. However fast matrix products are typically not employed in
practice due to large hidden constants.
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• We show that the upper bound can be improved dramatically by modifying the sampling distri-
bution used in classical random Fourier features (§4). Our sampling distribution is based on an
appropriately defined leverage function of the kernel, closely related to so-called leverage scores
frequently encountered in the analysis of sampling based methods for linear regression. Unfortu-
nately, it is unclear how to efficiently sample using the leverage function.
• To address the lack of an efficient way to sample using the leverage function, we propose a novel,
easy-to-sample distribution for the Gaussian kernel which approximates the true leverage function
distribution and allows random Fourier features to achieve a significantly improved upper bound
(Theorem 12). The upper bound has an exponential dependence on the data dimension, so it is
only applicable to low dimensional datasets. Nevertheless, our results demonstrate that the classic
random Fourier sampling distribution can be improved for spectral approximation and motivates
further study. As an application, our improved understanding of the leverage function yields a
novel asymptotic bound on the statistical dimension of Gaussian kernel matrices over bounded
datasets, which may be of independent interest (Corollary 18).
2 Preliminaries
2.1 Setup and Notation
The complex conjugate of x ∈ C is denoted by x∗. For a vector x or a matrix A, x∗ or A∗ denotes
the Hermitian transpose. The l × l identity matrix is denoted Il. We use the convention that vectors are
column-vectors.
A Hermitian matrix A is positive semidefinite (PSD) if x∗Ax ≥ 0 for every vector x. For any two
Hermitian matrices A and B of the same size, A  B means that B−A is PSD.
We use L2(dρ) = L2(Rd, dρ) to denote the space of complex-valued square-integrable functions
with respect to some measure ρ(·). L2(dρ) is a Hilbert space equipped with the inner product
〈f, g〉L2(dρ) =
∫
Rd
f(η)g(η)∗dρ(η) =
∫
Rd
f(η)g(η)∗pρ(η)dη .
In the above, pρ(·) is the density associated with ρ(·) (assuming one exists).
We denote the training set by (x1, y1), . . . , (xn, yn) ∈ X × Y ⊆ Rd × R. Note that n denotes the
number of training examples, and d their dimension. We denote the kernel, which is a function from
X ×X to R, by k. We denote the kernel matrix by K, with Kij ≡ k(xi,xj). The associated reproducing
kernel Hilbert space (RKHS) is denoted byHk, and the associated inner product by 〈·, ·〉Hk . Some results
are stated for the Gaussian kernel k(x, z) = exp(−‖x− z‖22/2σ2) for some bandwidth parameter σ.
We use λ = λn to denote the ridge regularization parameter. While for brevity we omit the n
subscript, the choice of regularization parameter generally depends on n. Typically, λn = ω(1) and
λn = o(n). See Caponnetto and De Vito [CDV07] and Bach [Bac13] for discussion on the asymptotic
behavior of λn, noting that in our notation, λ is scaled by an n factor as compared to those works. As the
ratio between n and λ will be an important quantity in our bounds, we denote it as nλ ≡ n/λ.
The statistical dimension or effective degrees of freedom given the regularization parameter λ is
denoted by sλ(K) ≡ Tr
(
(K + λIn)
−1K
)
.
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2.2 Random Fourier Features
2.2.1 Classical Random Fourier Features
Random Fourier features [RR07] is an approach to scaling up kernel methods for shift-invariant kernels.
A shift-invariant kernel is a kernel of the form k(x, z) = k(x−z) where k(·) is a positive definite function
(we abuse notation by using k to denote both the kernel and the defining positive definite function).
The underlying observation behind random Fourier features is a simple consequence of Bochner’s
Theorem: for every shift-invariant kernel for which k(0) = 1 there is a probability measure µk(·) and
possibly a corresponding probability density function pk(·), both on Rd, such that
k(x, z) =
∫
Rd
e−2piiη
T(x−z)dµk(η) =
∫
Rd
e−2piiη
T(x−z)pk(η)dη . (3)
In other words, the inverse Fourier transform of the kernel k(·) is a probability density function, pk(·). For
simplicity we typically drop the k subscript, writing µ(·) = µk(·) and p(·) = pk(·), with the associated
kernel function clear from context. We remark that while it is not always the case that the probability
measure µk(·) has an associated density function pk(·), we assume the existence of a density function
for the kernels we consider in this paper.
If η1, . . . ,ηs are drawn according to p(·), and we define ϕ(x) ≡ 1√s
(
e−2piiηT1 x, · · · , e−2piiηTs x
)∗
,
then it is not hard to see that
k(x, z) = Eϕ [ϕ(x)∗ϕ(z)] .
The idea of the Random Fourier features method is then to define the substitute kernel:
k˜(x, z) ≡ ϕ(x)∗ϕ(z) = 1
s
s∑
l=1
e−2piiη
T
l (x−z) (4)
To summarize, the density function p(·) is just the d-dimensional Fourier transform of the kernel k(·),
and the random Fourier features method approximates k(·) by sampling s (d-dimensional) frequencies
η1, ...,ηs according to their weight in the Fourier transform. Note that in order for p(·) to be a proper
probability density function (integrating to 1) we must have k(0) = 1. We assume this without loss of
generality, since any kernel can be scaled to satisfy this condition.
Now suppose that Z ∈ Cn×s is the matrix whose jth row is ϕ(xj)∗, and let K˜ = ZZ∗. K˜ is
the kernel matrix corresponding to k˜(·, ·). The resulting random Fourier features KRR estimator is
f˜(x) ≡ ∑nj=1 k˜(xj ,x)α˜j where α˜ is the solution of (K˜ + λIn)α˜ = y. Typically, s < n and we can
represent f˜(·) more efficiently as:
f˜(x) = ϕ(x)∗w
where
w = (Z∗Z + λIs)−1Z∗y
(this is a simple consequence of the Woodbury formula). We can compute w in O(ns2) time, making
random Fourier features computationally attractive if s < n.
2.2.2 Modified Random Fourier Features
While it seems to be a natural choice, there is no fundamental reason that we must sample the frequencies
η1, . . . ,ηs using the Fourier transform density function p(·). In fact, we will see that it is advantageous
to use a different sampling distribution based on the kernel leverage function (defined later).
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Let q(·) be any probability density function whose support includes that of p(·). If we sample
η1, . . . ,ηs using q(·), and define
ϕ(x) ≡ 1√
s
(√
p(η1)
q(η1)
e−2piiη
T
1 x, · · · ,
√
p(ηs)
q(ηs)
e−2piiη
T
s x
)∗
we still have k(x, z) = Eϕ [ϕ(x)∗ϕ(z)]. We refer to this method as modified random Fourier features
and remark that it can be viewed as a form of importance sampling.
2.2.3 Additional Notations and Identities
Now that we have defined (modified) random Fourier features, we can introduce some additional notation
and identities. The (j, l) entry of Z is given by:
Zjl =
1√
s
e−2piix
T
jηl
√
p(ηl)/q(ηl). (5)
Let z : Rd → Cn be defined by
z(η)j = e
−2piixTjη .
Note that column l of Z from the previous section is exactly z(ηl)
√
p(ηl)/[s · q(ηl)]. So we have:
ZZ∗ =
1
s
s∑
l=1
p(ηl)
q(ηl)
z(ηl)z(ηl)
∗.
Finally, by (3) we have
K =
∫
Rd
z(η)z(η)∗dµ(η) =
∫
Rd
z(η)z(η)∗p(η)dη .
and thus E [ZZ∗] = K.
2.3 Related Work
Rahimi and Recht’s original analysis of random Fourier features [RR07] bounded the point-wise distance
between k(·, ·) and k˜(·, ·).
In follow-up work, they give learning rate bounds for a broad class of estimators using random
Fourier features [RR08]. However, their results do not apply to classic KRR. Furthermore, their main
bound becomes relevant only when the number of sampled features is on order of the training set size.
Rudi et al. [RCR17] prove generalization properties for KRR with random features, under somewhat
difficult to verify technical assumptions, some of which can be seen as constraining the leverage function
distribution that we study. They leave open improving their bounds via a more refined sampling approach.
Bach [Bac17] analyzes random Fourier features from a function approximation point of view. He defines
a similar leverage function distribution to the one that we consider, but leaves open establishing bounds
on and effectively sampling from this distribution, both of which we address in this work. Finally,
Tropp [Tro15] analyzes the distance between the kernel matrix and its approximation in terms of the
spectral norm, ‖K− K˜‖2, which can be a significantly weaker error metric than (2).
Outside of work on random Fourier features, risk inflation bounds for approximate KRR and lever-
age score sampling have been used to analyze and improve the Nystro¨m method for kernel approxima-
tion [Bac13, AM15, RCR15, MM17]. We apply a number of techniques from this line of work.
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Spectral approximation bounds, such as (2), are quite popular in the sketching literature; see Woodruff’s
survey [Woo14]. Most closely related to our work is analysis of spectral approximation bounds without
regularization (i.e. λ = 0) for the polynomial kernel [ANW14]. Improved bounds with regularization
(still for the polynomial kernel) were recently proved by Avron et al. [ACW17].
3 Spectral Bounds and Statistical Guarantees
Given a feature transformation, like random Fourier features, how do we analyze it and relate its use to
non-approximate methods? A common approach, taken for example in the original paper on random
Fourier features [RR07], is to bound the difference between the true kernel k(·, ·) and the approximate
kernel k˜(·, ·). However, it is unclear how such bounds translate to downstream guarantees on statistical
learning methods, such as KRR. In this paper we advocate and focus on spectral approximation bounds
on the regularized kernel matrix, specifically, bounds of the form
(1−∆)(K + λIn)  ZZ∗ + λIn  (1 + ∆)(K + λIn) (6)
for some ∆ < 1.
Definition 1. We say that a matrix A is a ∆-spectral approximation of another matrix B, if (1−∆)B 
A  (1 + ∆)B.
Remark 1. When λ = 0, bounds of the form of (6) can be viewed as a low-distortion subspace embed-
ding bounds. Indeed, when λ = 0 it follows from (6) that Span (k(x1, ·), . . . , k(xn, ·)) ⊆ Hk can be
embedded with ∆-distortion in Span (ϕ(x1), . . . , ϕ(xn)) ⊆ Rs.
The main mathematical question we seek to address in this paper is: when using random Fourier
features, how large should s be in order to guarantee that ZZ∗ + λIn is a ∆-spectral approximation of
K + λIn? To motivate this question, in the following two subsections we show that such bounds can be
used to derive risk inflation bounds for approximate kernel ridge regression. We also show that they can
be used to analyze the use of ZZ∗ + λIn as a preconditioner for K + λIn.
While this paper focuses on KRR for conciseness, we remark that in the sketching literature, spectral
approximation bounds also form the basis for analyzing sketching based methods for tasks like low-rank
approximation, k-means and more. In the kernel setting, such bounds where analyzed, without regu-
larization, for the polynomial kernel [ANW14]. Cohen et al. [CMM17] recently showed that (6) along
with a trace condition on ZZ∗ (which holds for all sampling approaches we consider) yields a so called
“projection-cost preservation” condition for the kernel approximation. With λ chosen appropriately, this
condition ensures that ZZ∗ can be used in place of K for approximately solving kernel k-means cluster-
ing and for certain versions of kernel PCA and kernel CCA. See Musco and Musco [MM17] for details,
where this analysis is carried out for the Nystro¨m method.
3.1 Risk Bounds
One way to analyze estimators is via risk bounds; several recent papers on approximate KRR employ
such an analysis [Bac13, AM15, MM17]. In particular, these papers consider the fixed design setting
and seek to bound the expected in-sample predication error of the KRR estimator f¯ , viewing it as an
empirical estimate of the statistical risk. More specifically, the underlying assumption is that yi satisfies
yi = f
?(xi) + νi (7)
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for some f? : X → R. The {νi}’s are i.i.d noise terms, distributed as normal variables with variance σ2ν .
The empirical risk of an estimator f , which can be viewed as a measure of the quality of the estimator, is
R(f) ≡ E{νi}
 1
n
n∑
j=1
(f(xi)− f?(xi))2

(note that f itself might be a function of {νi}).
Let f ∈ Rn be the vector whose jth entry is f?(xj). It is quite straightforward to show that for the
KRR estimator f¯ we have [Bac13, AM15]:
R(f¯) = n−1λ2f T(K + λIn)−2f + n−1σ2νTr
(
K2(K + λIn)
−2) .
Since λ2f T(K + λIn)−2f ≤ λf T(K + λIn)−1f and Tr
(
K2(K + λIn)
−2) ≤ Tr (K(K + λIn)−1) =
sλ(K), we define
R̂K(f) ≡ n−1λf T(K + λIn)−1f + n−1σ2νsλ(K)
and note thatR(f¯) ≤ R̂K(f). The first term in the above expressions forR(f¯) and R̂K(f) is frequently
referred to as the bias term, while the second is the variance term.
Lemma 2. Suppose that (7) holds, and let f ∈ Rn be the vector whose jth entry is f?(xj). Let f¯ be
the KRR estimator, and let f˜ be KRR estimator obtained using some other kernel k˜(·, ·) whose kernel
matrix is K˜. Suppose that K˜ +λIn is a ∆-spectral approximation to K +λIn for some ∆ < 1, and that
‖K‖2 ≥ 1. The following bound holds:
R(f˜) ≤ (1−∆)−1R̂K(f) + ∆
(1 + ∆)
· rank(K˜)
n
· σ2ν (8)
Proof. Note that A  B implies that B−1  A−1 so for the bias term we have:
f T(K˜ + λIn)
−1f ≤ (1−∆)−1f T(K + λIn)−1f . (9)
We now consider the variance term. Denote s = rank(K˜), and let λ1(A) ≥ λ2(A) ≥ · · · ≥ λn(A)
denote the eigenvalues of a matrix A. We have:
sλ(K˜) = Tr
(
(K˜ + λIn)
−1K˜
)
=
s∑
i=1
λi(K˜)
λi(K˜) + λ
= s−
s∑
i=1
λ
λi(K˜) + λ
≤ s− (1 + ∆)−1
s∑
i=1
λ
λi(K) + λ
= s−
s∑
i=1
λ
λi(K) + λ
+
∆
1 + ∆
s∑
i=1
λ
λi(K) + λ
≤ n−
n∑
i=1
λ
λi(K) + λ
+
∆ · s
1 + ∆
= sλ(K) +
∆ · s
1 + ∆
≤ (1−∆)−1sλ(K) + ∆ · s
1 + ∆
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where we use the fact that A  B implies that λi(A) ≤ λi(B) (this is a simple consequence of the
Courant-Fischer minimax theorem).
Combining the above variance bound with the bias bound in (9) yields:
R̂K˜(f) ≤ (1−∆)−1R̂K(f) +
∆
(1 + ∆)
· rank(K˜)
n
· σ2ν
and the boundR(f˜) ≤ R̂K˜(f) completes the proof.
In short, Lemma 2 bounds the risk of the approximate KRR estimator as a function of both the risk
upper bound R̂K(f) and an additive term which is small if rank(K˜) and/or ∆ is small. In particular, it is
instructive to compare the additive term (∆/(1+∆))n−1σ2ν ·rank(K˜) to the variance term n−1σ2ν ·sλ(K).
Remark 2. An approximation K˜ is only useful computationally if rank(K˜)  n so K˜ gives a signifi-
cantly compressed approximation to the original kernel matrix. Ideally we should have rank(K˜)/n→ 0
as n→∞ and so the additive term in (8) will also approach 0 and generally be small when n is large.
3.2 Random Features Preconditioning
Suppose we choose to solve (K + λIn)α = y using an iterative method (e.g. CG). In this case, we can
apply ZZ∗ + λIn as a preconditioner. Using standard analysis of Krylov-subspace iterative methods it
is immediate that if ZZ∗ + λIn is a ∆-spectral approximation of K + λIn then the number of iterations
until convergence is O(
√
(1 + ∆)/(1−∆))). Thus, if ZZ∗+ λIn is, say, a 1/2-spectral approximation
of K+λIn, then the number of iterations is bounded by a constant. The preconditioner can be efficiently
applied (after preprocessing) via the Woodbury formula, giving cost per iteration (if s ≤ n) of O(n2).
The overall cost of computing the KRR estimator is therefore O(ns2 + n2). Thus, as long as s =
o(n) this approach gives an advantage over direct methods which cost O(n3). For small s it also beats
non-preconditioned iterative methods cost O(n2
√
κ(K)). See Cutajar et al. [COCF16] and Avron et
al. [ACW17] for a detailed discussion. The upshot though is that we reach again the question that was
poised earlier: how big should s be so that ZZ∗ + λIn is a 1/2-spectral approximation of K + λIn?
4 Ridge Leverage Function Sampling and Random Fourier Features
In this section we present upper bounds on the number of random Fourier features needed to guarantee
that ZZ∗+λIn is a ∆-spectral approximation to K+λIn. Our bounds apply to any shift-invariant kernel
and a wide range of feature sampling distributions (in particular, classical random Fourier features).
Our analysis is based on relating the sampling density to an appropriately defined ridge leverage
function. This function is a continuous generalization of the popular leverage scores [MD09] and ridge
leverage scores [AM15, CMM17] used in the analysis of linear methods. Bach [Bac17] defined the
leverage function of the integral operator given by the kernel function and the data distribution. For our
purposes, a more appropriate definition is with respect to a fixed input dataset:
Definition 3. For x1, . . . ,xn and shift-invariant kernel k(·, ·), define the ridge leverage function as
τλ(η) ≡ p(η)z(η)∗(K + λIn)−1z(η) .
In the above, K is the kernel matrix and p(·) is the distribution given by the inverse Fourier transform of
k(·, ·).
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We begin with two simple propositions. Recall that we assume k(x,x) = k(0) = 1 for any x,
however our results apply to general shift invariant kernel after appropriate scaling.
Proposition 4. For all η,
p(η)n/(n+ λ) ≤ τλ(η) ≤ p(η)n/λ.
Proof. Since k is positive definite and k(0) = 1, |k(x, z)| ≤ 1 for all x and z. This implies that the
maximum eigenvalue of K is bounded by n. The lower bound follows, after noting that ‖z(η)‖22 = n.
The upper bound follows similarly, since all eigenvalues of K + λIn are lower bounded by λ.
Proposition 5. ∫
Rd
τλ(η)dη = sλ(K).
Proof. ∫
Rd
τλ(η)dη =
∫
Rd
p(η)z(η)∗(K + λIn)−1z(η)dη
=
∫
Rd
Tr
(
p(η)(K + λIn)
−1z(η)z(η)∗
)
dη
= Tr
(∫
Rd
p(η)(K + λIn)
−1z(η)z(η)∗dη
)
= Tr
(
(K + λIn)
−1
∫
Rd
p(η)z(η)z(η)∗dη
)
= Tr
(
(K + λIn)
−1K
)
= sλ(K) .
The second and third equalities follow from the cyclic property and linearity of the trace respectively.
Recall that we denote the ratio n/λ, which appears frequently in our analysis, by nλ = n/λ. As
discussed, theoretical bounds generally set λ = ω(1) (as a function of n) so nλ = o(n). However we
remark that in practice, it may sometimes be the case that λ is very small and nλ  n.
An immediate result of Propositions 4 and 5 (which can also be obtained algebraically from K) is a
generic bound on statistical dimension:
Corollary 6. For any K, sλ(K) ≤ nλ.
For any shift-invariant kernel with k(x,x) = 1 and k(x, z)→ 0 as ‖x−z‖2 →∞ (e.g., the Gaussian
kernel) if we allow points to be arbitrarily spread out, the kernel matrix converges to the identity matrix,
and sλ(In) = n/(1 + λ) = Ω(nλ) if λ = Ω(1) so the above bound is tight. However, this requires
datasets of increasingly large diameter (as n grows). In contrast, the usual assumption in statistical
learning is that the data is sampled from a bounded domain X . In §7.4 we show via a leverage function
upper bound that for the important Gaussian kernel, for bounded datasets we have sλ(K) = o(nλ).
In the matrix sketching literature it is well known that spectral approximation bounds similar to (6)
can be constructed by sampling columns relative to upper bounds on the leverage scores. In the following,
we generalize this for the case of sampling Fourier features from a continuous domain. First, we need an
auxiliary lemma.
Lemma 7. Let B be a fixed d1 × d2 matrix. Construct a d1 × d2 random matrix R that satisfies
E [R] = B and ‖R‖2 ≤ L.
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Let M1 and M2 be semidefinite upper bounds for the expected squares:
E [RR∗] M1 and E [R∗R] M2.
Define the quantities
m = max(‖M1‖2, ‖M2‖2) and d = (Tr (M1) + Tr (M2))/m.
Form the matrix sampling estimator
R¯n =
1
n
n∑
k=1
Rk
where each Rk is an independent copy of R. Then, for all t ≥
√
m/n+ 2L/3n,
Pr(‖R¯n −B‖2 ≥ t) ≤ 4d exp
( −nt2/2
m+ 2Lt/3
)
.
The proof of Lemma 7, which is essentially a restatement of Corollary 7.3.3 from [Tro15] with
slightly improved requirements, appears in appendix A
Lemma 8. Let τ˜ : Rd → R be a measurable function such that τ˜(η) ≥ τλ(η) for all η ∈ Rd, and
furthermore assume that
sτ˜ ≡
∫
Rd
τ˜(η)dη
is finite. Denote pτ˜ (η) = τ˜(η)/sτ˜ . Let ∆ ≤ 1/2 and ρ ∈ (0, 1). Assume that ‖K‖2 ≥ λ. Suppose we
take s ≥ 83∆−2sτ˜ ln(16sλ(K)/ρ) samples η1, . . . ,ηs from the distribution associated with the density
pτ˜ (·) and then construct the matrix Z according to (5) with q = pτ˜ . Then ZZ∗ + λIn is ∆-spectral
approximation of K + λIn with probability of at least 1− ρ.
Proof. Let K + λIn = VTΣ2V be an eigendecomposition of K + λIn. Note that the ∆-spectral
approximation guarantee (2) is equivalent to
K−∆(K + λIn)  ZZ∗  K + ∆(K + λIn) ,
so by multiplying by Σ−1V on the left and VTΣ−1 on the right we find that it suffices to show that
‖Σ−1VZZ∗VTΣ−1 −Σ−1VKVTΣ−1‖2 ≤ ∆ (10)
holds with probability of at least 1− ρ. Let
Yl =
p(ηl)
pτ˜ (ηl)
Σ−1Vz(ηl)z(ηl)∗VTΣ−1 .
Note that E [Yl] = Σ−1VKVTΣ−1 and 1s
∑s
l=1 Yl = Σ
−1VZZ∗VTΣ−1. Thus, we can use matrix
concentration results to prove (10).
To apply this bound we need to bound the norm of Yl and the stable rank E
[
Y2l
]
. Since Yl is always
a rank one matrix we have
‖Yl‖2 = p(ηl)
pτ˜ (ηl)
Tr
(
Σ−1Vz(ηl)z(ηl)∗VTΣ−1
)
=
p(ηl)
pτ˜ (ηl)
z(ηl)
∗VTΣ−1Σ−1Vz(ηl)
=
p(ηl)
pτ˜ (ηl)
z(ηl)
∗(K + λIn)−1z(ηl)
=
sτ˜ · τλ(ηl)
τ˜(ηl)
≤ sτ˜
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since τ˜λ(ηl) ≥ τ(ηl) by assumption of the lemma. We also have
Y2l =
p(ηl)
2
pτ˜ (ηl)2
Σ−1Vz(ηl)z(ηl)∗VTΣ−1Σ−1Vz(ηl)z(ηl)∗VTΣ−1
=
p(ηl)
2
pτ˜ (ηl)2
Σ−1Vz(ηl)z(ηl)∗(K + λIn)−1z(η)z(ηl)∗VTΣ−1
=
p(ηl)τ(ηl)
pτ˜ (ηl)2
Σ−1Vz(ηl)z(ηl)∗VTΣ−1
=
τ(ηl)
pτ˜ (ηl)
Yl
=
sτ˜τ(ηl)
τ˜(ηl)
Yl  sτ˜Yl.
Let λ1 ≥ · · · ≥ λn be the eigenvalues of K. We have
E [sτ˜Yl] = sτ˜Σ−1VKVTΣ−1
= sτ˜
(
In − λΣ−2
)
= sτ˜ · diag (λ1/(λ1 + λ), . . . , λn/(λn + λ)) := D .
So,
Pr
(∥∥∥∥∥1s
s∑
l=1
Yl −Σ−1VKVTΣ−1
∥∥∥∥∥
2
≥ ∆
)
≤ 8Tr (D)‖D‖2 exp
( −s∆2/2
‖D‖2 + 2sτ˜∆/3
)
≤ 8 sτ˜ · sλ(K)
λ1/(λ1 + λ)
exp
( −s∆2
2sτ˜ (1 + 2∆/3)
)
≤ 16sλ(K) exp
( −s∆2
2sτ˜ (1 + 2∆/3)
)
≤ 16sλ(K) exp
(−3s∆2
8sτ˜
)
≤ ρ
where the third inequality is due to the assumption that λ1 = ‖K‖2 ≥ λ and the last inequality is due to
the bound on s.
Lemma 8 shows that if we could sample using the ridge leverage function, thenO(sλ(K) log(sλ(K)))
samples suffice for spectral approximation of K (for a fixed ∆ and failure probability). While there is
no straightforward way to perform this sampling, we can consider how well the classic random Fourier
features sampling distribution approximates the leverage function, obtaining a bound on its performance:
Theorem 9. Let ∆ ≤ 1/2 and ρ ∈ (0, 1). Assume that ‖K‖2 ≥ λ. If we use s ≥ 83∆−2nλ ln(16sλ(K)/ρ)
random Fourier features (i.e., sampled according to p(·)), then ZZ∗ + λIn is ∆-spectral approximation
of K + λIn with probability of at least 1− ρ.
Proof. Define τ˜(η) = p(η) · nλ and note that τ˜(η) ≥ τλ(η) by Proposition 4 and that sτ˜ = nλ. Finally,
note that pτ˜ (η) = p(η), the classic Fourier features sampling probability.
Theorem 9 establishes that if λ = ω(log(n)) and ∆ is fixed, o(n) random Fourier features suffice for
spectral approximation, and so the method can provably speed up KRR. Nevertheless, the bound depends
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on nλ instead of sλ(K), as is possible with true leverage function sampling (see Lemma 8). This gap
arises from our use of the simple, often loose, leverage function upper bound given by Proposition 4.
Unfortunately, the bound in Theorem 9 cannot be improved. Even for the special case of a one-
dimensional Gaussian kernel, the classic random Fourier features sampling distribution is far enough
from the ridge leverage distribution that Ω(nλ) features may be needed even when sλ(K) = o(nλ). On
the otherhand, a simple modified sampling approach does closely approximate the true ridge leverage
distribution and so yields significantly better bounds for the Gaussian kernel. We present these results
in §5 and §6 respectively. We defer a discussion of their proofs to §7, where we develop our main
technical contribution: a sharper understanding of the ridge leverage function based on a formulation as
the solution to two dual optimization problems which give corresponding upper and lower bounds on the
distribution and, correspondingly, on sampling performance.
5 Lower Bound for Classic Random Fourier Features
Our lower bound shows that the upper bound of Theorem 9 on the number of samples required by classic
random Fourier features to obtain a spectral approximation to K + λIn is essentially best possible. The
full proof is given in Appendix F.
Theorem 10. Consider the d-dimensional Gaussian kernel with σ = (2pi)−1 (so p(η) = (2pi)−d/2e−‖η‖22/2).
Suppose that n ≥ 17 is any odd integer such that m = n1/d ≥ max(64 log nλ, 3) is integer. Further, as-
sume that 1 ≤ d ≤ 2 logn5 log logn . For any λ satisfying 10n ≤ λ ≤ min
{(
1
2
)2d · n1024 , n1− 1128}, and every ra-
diusR such that 2000 log nλ ≤ R ≤ n1/d
800
√
log(nλ)
, there exists a dataset of n points {xj}nj=1 ⊆ [−R,R]d
such that if s random Fourier features (i.e., sampled according to p(·)) are sampled for some s satisfying
s ≤ nλ
13·22d+4 , then with probability at least 0.5, there exists a vector α ∈ Rn such that
αT(K + λIn)α <
2
3
αT(ZZ∗ + λIn)α. (11)
Furthermore, for the said dataset is a uniformly spaced grid in d dimensions, with m points per dimen-
sion, and we have sλ(K) = O(R · poly (log nλ)).
Remark 3. Theorem 10 gives a lower bound of s = Ω(nλ/2O(d)). However, since a lower dimensional
dataset can be embedded in an higher dimension without affecting the kernel matrix or its approximation
by adding zero coordinates, the stronger bound of s = Ω(nλ) also holds. Nevertheless, we state a
weaker version of the theorem since the certificate dataset is a uniform grid in d dimensions (and not a
one dimensional dataset embedded in an higher dimension).
Theorem 10 shows that the number of samples s required for ZZ∗ + λIn to be a 1/2-spectral ap-
proximation to K + λIn for a bounded dataset of points must depend at least linearly on nλ. So there is
an asymptotic gap between what is achieved with classical random Fourier features and what is achieved
by modified random Fourier features using leverage function sampling.
As we will see in §7, the key idea behind the proof of Theorem 10 is to show that for a dataset
contained in [−R,R]d, the ridge leverage function is large on a range of low frequencies. In contrast,
the classic random Fourier features distribution is very small at the edges of this frequency range, and so
significantly undersamples some frequencies and does not achieve spectral approximation.
We remark that it would have been preferable if Theorem 10 applied to bounded datasets (i.e. with
R fixed), as the usual assumption in statistical learning theory is that data is sampled from a bounded
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domain. However, our current techniques are unable to address this scenario. Nevertheless, our analysis
allows R to grow very slowly with n and we conjecture that the upper bound is tight even for bounded
domains.
6 Improved Sampling for the Gaussian Kernel
Contrasting with the lower bound of Theorem 10, we now give a modified Fourier feature sampling
distribution that does perform well for the Gaussian kernel on bounded input sets. Furthermore, unlike
the true ridge leverage function, this distribution is simple and efficient to sample from. To reduce clutter,
we state the result for a fixed bandwidth σ = (2pi)−1. This is without loss of generality since we can
rescale the points by (2piσ)−1 and adjust the bounding interval.
Our modified distribution essentially corrects the classic distribution by “capping” the probability of
sampling low frequencies near the origin. This allows it to allocate more samples to higher frequencies,
which are undersampled by classical random Fourier features. See Figure 1 for a visual comparison of
the two distributions.
Definition 11 (Improved Fourier Feature Distribution for the Gaussian Kernel). Define the function
τ¯R(η) ≡

(
12.4 max(R, 2000 log1.5 nλ)
)d
+ 1 ‖η‖∞ ≤ 10
√
log(nλ)
nλp(η)
∏d
j=1 max(1, |ηj |) otherwise
Let sτ¯R =
∫
R τ¯R(η)dη and define the probability density function p¯R(η) = τ¯R(η)/sτ¯R .
Note that p¯R(η) is just the uniform distribution for low frequencies with ‖η‖∞ ≤ 10
√
log(nλ), and
a slightly modified classic Fourier features distribution, appropriately scaled, outside this range. As we
show in §7, τ¯R(η) upper bounds the true ridge leverage function τλ(η) for all η. Hence, simply applying
Lemma 8:
Theorem 12. Consider the d-dimensional Gaussian kernel with σ = (2pi)−1 (so p(η) = (2pi)−d/2e−‖η‖22/2)
and any dataset of n points {xj}nj=1 ⊆ Rd contained in a `∞-ball of radius R (i.e ‖xi − xj‖∞ ≤ 2R
for all i, j ∈ [n]). Suppose that d ≤ 5 log(nλ) + 1. If we sample s ≥ 83∆−2sτ¯R ln(16sλ(K)/ρ) random
Fourier features according to p¯R(·) and construct Z according to (5), then with probability at least 1−ρ,
ZZ∗ + λIn is ∆-spectral approximation of K + λIn. Furthermore, sτ¯R = O
(
(248R)d log(nλ)
d/2 +
(200 log nλ)
2d
)
and p¯R(·) can be sampled from in O(d) time.
Proof. The result follows from Lemma 8 and the fact that τ¯R(·) upper bounds the true ridge leverage
function, which is shown in Theorem 16 of §7. The bound on sτ¯R can be computed as follows. Let us
denote g1(η) = (2pi)−1/2e−η
2/2 max(1, |η|) and g(η) = g1(η1) · . . . · g1(ηd). We calculate
A ≡
∫ ∞
−∞
g1(η)dη = erf(1/
√
2) +
√
2/epi ≈ 1.1663
B ≡ 2
∫ ∞
10
√
lognλ
g1(η)dη =
√
2
pi
n−50λ .
We now have (computed using a technique shown later in the proof)∫
‖η‖∞>10
√
log(nλ)
g(η)dη =
d−1∑
j=0
(A−B)jAd−1−jB.
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The bound d ≤ 5 log(nλ) + 1 ensures that
sτ¯R =
∫
Rd
τ¯R(η)dη =
((
12.4 max(R, 2000 log1.5 nλ)
)d
+ 1
)
(20
√
log nλ)
d + nλ ·
∫
‖η‖∞>10
√
log(nλ)
g(η)dη
= O
(
(248R)d log(nλ)
d/2 + (200 log nλ)
2d
)
.
Sampling from τ¯R(η) amounts to sampling from a mixture of the uniform distribution on [−10
√
log nλ, 10
√
log nλ]
d
and the tail of the distribution defined by τ¯R: with probability 1sτ¯R
(20
√
log nλ)
d ·
((
12.4 max(R, 2000 log1.5 nλ)
)d
+ 1
)
sample from the uniform distribution and with remaining probability sample from the tail. Above, we
have an closed form expression for the total mass of the tail, which allows us to decide whether to sample
from the uniform part or from the tail part using a single sample from a uniform distribution on [0, 1].
Sampling from the uniform part, clearly takes O(d) time. Sampling from the tail can be easily done
via rejection sampling at O(d) expected cost, as we now show. The density pt of the tail is:
pt(η) =
g(η) · 1[‖η‖∞ ≥ 10√log nλ]∫
‖η′‖∞≥10
√
lognλ
g(η′)dη′
Now we write 1
[‖η‖∞ ≥ 10√log nλ] as a union of disjoint partitions as follows:
1
[‖η‖∞ ≥ 10√log nλ] = d∑
j=1
1
[|ηj | ≥ 10√log nλ]1[|ηk| < 10√log nλ ∀k ∈ {1, .., j − 1}]
Let Rj denote the jth region in the above partition:
Rj =
{
η : |ηj | ≥ 10
√
log nλ , |ηk| < 10
√
log nλ ∀k ∈ {1, .., j − 1}
}
Thus, the density pt can written as follows:
pt(η) =
g(η) ·∑dj=1 1[η ∈ Rj]∫
‖η′‖∞≥10
√
lognλ
g(η′)dη′
Now because Rj’s are disjoint sets we can do the following.
1. We first take a sample j ∈ [d] with probability
∫
η∈Rj g(η)dη∫
‖η′‖∞≥10
√
lognλ
g(η)dη′ . In order to execute this
step, we first compute: ∫
η∈Rj
g(η)dη = Ad−j(A−B)j−1B
Then given the probabilities we can sample j in O(d) time.
2. Next, we need to take a sample from the distribution:
pt,j(η) =
g(η) · 1[η ∈ Rj]∫
η′∈Rj g(η
′)dη′
=
g1(ηj) · 1
[|ηj | ≥ 10√log nλ]∫
|η′|≥10√lognλ g1(η
′)dη′
·
j−1∏
k=1
g1(ηk) · 1
[|ηk| < 10√log nλ]∫
|η′|<10√lognλ g1(η
′)dη′
·
d∏
k=j+1
g1(ηk)
We explain how to sample from this distribution in the subsequent paragraphs.
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We now explain how to perform the sampling in the second step. It can be seen in the above ex-
pression that sampling from the distribution whose density is pt,j(η) amounts to sampling each of d
coordinates of η independently from their corresponding distributions. There are three types of distri-
butions that we need to sample from. Either we need to sample proportional to g1 (coordinates whose
index is higher than j) or we need to sample from the head of g1 (rescaled) (coordinates 1, . . . , j− 1), or
we sample from the tail (coordinate j).
We start with sampling proportional to g1. This distribution is a mixture of Gaussian on [−1, 1]
and enlarged Gaussian outside. The total mass is A, and the relative mass of the Gaussian part is
erf(1/
√
2)/A. First, we sample a uniform random variable U , which will decide which part of the
mixture we sample. If U is bigger than erf(1/
√
2)/A, then the sample comes from the tail. In that case,
we generate the sample by computing G−1(U) where G(ξ) ≡ A−1 ∫ ξ−ξ g1(η)dη (i.e., we use inverse
transform sampling). Note that G has a simple invertible closed form for values larger than 1, we have
G(1) = erf(1/
√
2)/A. If U ≤ erf(1/√2)/A, then the sample comes from the Gaussian part. To gener-
ate the sample from the head, we sample a standard Gaussian X , and test whether X ≤ 1. If it is, then
we use the sample, otherwise we reject and repeat. Obviously, the expected number of samples we need
is O(1).
To sample proportional to the head of g1, we repeat the above procedure and test whether the sample
is smaller than 10
√
log nλ. If it is not, we reject the sample and repeat.
To sample proportional to the tail of g1, we sample a uniform random variable T on [0, B/A], and
return G−1(1− T ), using the closed from expression for G−1 for values close to 1.
Thus, we can generate a sample in step 2 in O(d) expected time, and overall the sampling procedure
takes O(d).
Theorem 12 represents a possibly exponential improvement over the bound obtainable by classic
random Fourier features. Consider d = 1 and R ≥ log1.5(nλ). The bound on sτ¯R shows that our
modified distribution requires O(R
√
log(nλ)) samples, as compared to the lower bound of Ω(nλ) given
by Theorem 10.
7 Bounding the Ridge Leverage Function
We now discuss our approach to bounding the ridge leverage function of the Gaussian kernel, which
leads to Theorems 10 and 12. The key idea is to reformulate the leverage function as the solution of two
dual optimization problems. By exhibiting suitable test functions for these optimization problems, we
are able to give both upper and lower bounds on the ridge leverage function, and correspondingly on the
sampling performance of classic and modified Fourier feature sampling.
7.1 Primal-Dual Characterization
Before introducing our primal-dual characterization of the ridge leverage function, we give a few defini-
tions. Define the operator Φ : L2(dµ)→ Cn by
Φy ≡
∫
Rd
z(ξ)y(ξ)dµ(ξ). (12)
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Figure 1: Plot of the true ridge leverage function vs. the classic random Fourier features distribution and
our modified distribution, for a dataset of n = 401 equispaced points on the range [−5, 5]. Our modified
distribution closely matches the true leverage scores to within a small multiplicative factor. In contrast,
the classical distribution oversamples low frequencies, at the expense of substantially undersampling
higher frequencies.
We first prove that the operator Φ is defined on all L2(dµ) and is a bounded linear operator. Indeed, for
y ∈ L2(dµ) we have:
‖Φy‖22 =
∥∥∥∥∫
Rd
z(ξ)y(ξ)dµ(ξ)
∥∥∥∥2
2
≤
∫
Rd
‖z(ξ)y(ξ)‖22dµ(ξ)
=
∫
Rd
|y(ξ)|2 · ‖z(ξ)‖22dµ(ξ)
= n · ‖y‖2L2(dµ) .
Therefore, there is a unique adjoint operator Φ∗ : Cn → L2(dµ), such that 〈Φy,x〉Cn = 〈y,Φ∗x〉L2(dµ)
for every y ∈ L2(dµ) and x ∈ Cn. It is easy to verify that (Φ∗x)(η) = z(η)∗x. We now have the
following:
Proposition 13. For every x ∈ Cn:
ΦΦ∗x = Kx.
Proof. We have that for every x ∈ Cn,
ΦΦ∗x =
∫
Rd
z(ξ)(Φ∗x)(ξ)dµ(ξ)
=
∫
Rd
z(ξ)z(ξ)∗xdµ(ξ)
=
(∫
Rd
z(ξ)z(ξ)∗dµ(ξ)
)
x = Kx.
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We can now equivalently define the ridge leverage function τλ(·) via the following optimization
problems. Similar characterization are known for the finite dimensional case. Here we extend these
results to an infinite dimensional case.
Lemma 14. The ridge leverage function can alternatively be defined as:
τλ(η) = min
y∈L2(dµ)
λ−1‖Φy −
√
p(η)z(η)‖22 + ‖y‖2L2(dµ). (13)
Proof. The minimizer of the right-hand side of (13) can be obtained from the usual normal equations,
and simplified using the matrix inversion lemma for operators [Oga88]:
y? =
√
p(η)(Φ∗Φ + λIL2(dµ))
−1Φ∗z(η)
=
√
p(η)Φ∗(ΦΦ∗ + λIn)−1z(η)
=
√
p(η)Φ∗(K + λIn)−1z(η)
where we used Proposition 13 to replace ΦΦ∗ with K. So, y?(ξ) =
√
p(η)z(ξ)∗(K +λIn)−1z(η). We
now have
‖y?‖2L2(dµ) = p(η)
∫
Rd
|z(ξ)∗(K + λIn)−1z(η)|2dµ(ξ)
= p(η)
∫
Rd
z(η)∗(K + λIn)−1z(ξ)z(ξ)∗(K + λIn)−1z(η)dµ(ξ)
= p(η)z(η)∗(K + λIn)−1
(∫
Rd
z(ξ)z(ξ)∗dµ(ξ)
)
(K + λIn)
−1z(η)
= p(η)z(η)∗(K + λIn)−1K(K + λIn)−1z(η)
= p(η)z(η)∗(K + λIn)−1(K + λIn − λIn)(K + λIn)−1z(η)
= p(η)z(η)∗(K + λIn)−1z(η)− λp(η)z(η)∗(K + λIn)−2z(η)
and
‖Φy? −
√
p(η)z(η)‖22 = p(η)‖ΦΦ∗(K + λIn)−1z(η)− z(η)‖22
= p(η)‖(K(K + λIn)−1 − In)z(η)‖22
= p(η)‖((K + λIn − λIn)(K + λIn)−1 − In)z(η)‖22
= p(η)‖(λ(K + λIn)−1)z(η)‖22
= λ2p(η)z(η)∗(K + λIn)−2z(η) .
Now plugging these into (13) gives:
‖y?‖2L2(dµ) + λ−1‖Φy? −
√
p(η)z(η)‖22
= p(η)z(η)∗(K + λIn)−1z(η)− λp(η)z(η)∗(K + λIn)−2z(η)
+ λp(η)z(η)∗(K + λIn)−2z(η)
= p(η)z(η)∗(K + λIn)−1z(η)
= τλ(η).
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Recall that we define z(η)j = e−2piix
T
jη. So Φ is just a d-dimensional Fourier transform of the
function y weighted by probability measure dµ(ξ) = p(ξ)dξ, and evaluated at the frequencies given by
the data points x1, ...,xn. Thus, the optimization problem of Lemma 14 asks us to produce a function
y whose Fourier transform is close to the pure cosine wave
√
p(η)z(η) on our datapoints. At the same
time, to keep the second term of (13) small, y should have bounded norm under the µ(ξ) measure. So,
the trivial solution of setting y to be a Dirac delta function at η (whose Fourier transform is a pure cosine
with frequency η) fails. A more carefully chosen function must be constructed whose Fourier transform
looks like the cosine at our datapoints but diverges elsewhere. Such a function certifies that, on our
datapoints, the cosine of frequency η can be approximately reconstructed with low energy using other
frequencies. Hence η is not a critical frequency for sampling, so τλ(η) is small.
Dual to minimization objective of Lemma 14, which allows us to certify upper bounds on the ridge
leverage function, we have a maximization objective allowing us to certify lower bounds:
Lemma 15. The ridge leverage function can alternatively be defined as:
τλ(η) = max
α∈Cn
p(η) · |z(η)∗α|2
‖Φ∗α‖2L2(dµ) + λ‖α‖22
. (14)
Proof. The optimization problem (13) can equivalently be reformulated as the following problem:
τλ(η) = minimum ‖y‖2L2(dµ) + ‖u‖22
y ∈ L2(dµ); u ∈ Cn
subject to: Φy +
√
λu =
√
p(η)z(η).
First we show that for any α ∈ Cn, the argument of the minimization problem in (14) is no bigger
than τλ(η). That is because for the optimal solution to above optimization, namely u¯ and y¯, we have:
Φy¯ +
√
λu¯ =
√
p(η)z(η).
Hence,
|
√
p(η)α∗z(η)| = |α∗(Φy¯ +
√
λu¯)|
= |α∗Φy¯ +α∗
√
λu¯|
≤ |α∗Φy¯|+ |α∗
√
λu¯|
= |〈α,Φy¯〉Cn |+ |α∗
√
λu¯|
= |〈Φ∗α, y¯〉L2(dµ)|+ |α∗
√
λu¯|
≤ ‖Φ∗α‖L2(dµ) · ‖y¯‖L2(dµ) +
√
λ‖α∗‖2 · ‖u¯‖2
where the last inequality follows from Cauchy-Schwarz inequality (|α∗Φy¯| = |(α∗Φy¯)∗| = |(Φy¯)∗α| =
|〈y¯,Φ∗α〉L2(dµ)| ≤ ‖Φ∗α‖L2(dµ) · ‖y¯‖L2(dµ)). By another use of Cauchy-Schwarz we have:
p(η)|α∗z(η)|2 ≤
(
‖Φ∗α‖L2(dµ)‖y¯‖L2(dµ) +
√
λ‖α∗‖2 · ‖u¯‖2
)2
≤
(
‖Φ∗α‖2L2(dµ) + λ‖α∗‖22
)
·
(
‖y¯‖2L2(dµ) + ‖u¯‖22
)
.
Therefore, for every α ∈ Cn,
p(η)|α∗z(η)|2
‖Φ∗α‖2L2(dµ) + λ‖α‖22
≤ ‖y¯‖2L2(dµ) + ‖u¯‖22 = τλ(η). (15)
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Now it is enough to show that at the optimal α the dual problem gives the leverage scores. We show that
α¯ =
√
p(η)(K + λIn)
−1z(η) matches the leverage scores. First note that for any α ∈ Cn we have
‖Φ∗α‖2L2(dµ) + λ‖α‖22 = 〈Φ∗α,Φ∗α〉L2(dµ) + λα∗α
= 〈ΦΦ∗α,α〉Cn + λα∗α
= 〈Kα,α〉Cn + λα∗α
= α∗(K + λIn)α.
Now by substituting α¯ =
√
p(η)(K + λIn)
−1z(η) we have:
p(η)|α¯∗z(η)|2
‖Φ∗α¯‖2L2(dµ) + λ‖α¯‖22
=
p(η)2|z(η)∗(K + λIn)−1z(η)|2
p(η)z(η)∗(K + λIn)−1(K + λIn)(K + λIn)−1z(η)
= p(η)|z(η)∗(K + λIn)−1z(η)|
= τλ(η). (16)
The optimization problem of Lemma 15 asks us to exhibit a set of coefficients α ∈ Cn, such that the
Fourier domain representation of our point set weighted by these coefficients (i.e. Φ∗α) is concentrated
at frequency η and hence p(η)·|α
∗z(η)|2
‖Φ∗α‖2
L2(dµ)
is large. α certifies that η is a critical frequency for representing
our point set and so τλ(η) must be large. λ‖α‖2 is a regularization term, decreasing the ridge leverage
function when p(η) is very small, i.e. when η has small weight in the Fourier transform of our kernel.
7.2 Bounding the Gaussian Kernel Leverage Function: Upper Bound
We start by applying Lemma 14 to prove a ridge leverage function upper bound for the Gaussian kernel.
Again, to reduce clutter, we state the result for a fixed bandwidth σ = (2pi)−1.
Theorem 16. Consider the d-dimensional Gaussian kernel with σ = (2pi)−1. For any integer n and
parameter 0 < λ ≤ n2 such that d ≤ nλ/4, and any radius R > 0, if x1, ...,xn ∈ Rd is contained in
a `∞-ball of radius R (i.e ‖xi − xj‖∞ ≤ 2R for all i, j ∈ [n]), then for every ‖η‖∞ ≤ 10
√
log nλ we
have:
τλ(η) ≤
(
12.4 max(R, 2000 log1.5 nλ)
)d
+ 1 .
Applying Theorem 16 for η with ‖η‖∞ < 10
√
log nλ and Proposition 4 for η outside this range
immediately implies our improved sampling bound Theorem 12.
Theorem 16 Proof Outline (Details and a full proof in Appendix C). For simplicity we focus on
the case of d = 1. Our proof for higher dimensions uses similar ideas. To upper bound τλ(η) using
Lemma 14 it suffices to exhibit any function yη ∈ L2(dµ) (i.e. with bounded norm ‖yη‖2L2(dµ)) such
that, when reweighted by µ(ξ) = p(ξ)dξ, yη’s Fourier transform is close to the pure cosine target function
z(η) on our datapoints. In general the test function depends on η and hence our subscript notation yη(·).
One simple attempt is yη(ξ) = 1√
p(η)
δ(η − ξ) where δ(·) is the Dirac delta function. This choice
zeros out the first term of (13). However δ(·) is not square integrable, yη 6∈ L2(dµ), so the lemma cannot
be used (the norm is unbounded). Another attempt is yη(ξ) = 0, which zeros out the second term and
recovers the trivial bound τλ(η) ≤ λ−1‖
√
p(η)z(η)‖22 = p(η)nλ of Proposition 4.
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Figure 2: To minimize ‖Φyη−z(η)‖22, we can choose a test function yη(ξ) whose (dµ weighted) Fourier
transform Φyη is the pure cosine e−2piixη multiplied by the box function on [−R,R]. Specifically,
yη(ξ)p(ξ) is a sinc function centered at η. Unfortunately, ‖yη‖2L2(dµ) is too large to get a good lever-
age function bound from Lemma 14. However, this construction is the starting point for our final test
function, pictured in Figure 3.
We improve this bound by replacing the Dirac delta function at η with a ‘soft spike’ whose Fourier
transform still looks approximately like a cosine wave on [−R,R], and hence at our data points, which
are bounded on this range. The smaller R is, the more spread out this function can be, and hence the
smaller its norm ‖yη‖2L2(dµ), and the better the leverage function bound.
A natural idea is to consider the inverse Fourier transform of the cosine with frequency η restricted
to the range [−R,R] – i.e. multiplied by the box function on this range. It is well known that this is a
sinc function with width 1/2R, centered at η: gη(ξ) = 2R · sinc (2R(ξ − η)), where sinc (x) = sinxx
(see Figure 2). If we set yη(ξ) = gη(ξ) ·
√
p(η)
p(ξ) , the dµ weighted Fourier transform at xj ∈ [−R,R],
(Φyη)j , will be identical to the target z(η)j and so again the first term of (13) will be 0. Unfortunately,
‖yη‖2L2(dµ) will still be too large. The reweighting function 1/p(ξ) = 2pieξ/2 grows exponentially in ξ,
while sinc (2R(ξ − η)) only falls off linearly, so yη will have unbounded energy in the high frequencies.
To correct this issue, we dampen the sinc at higher frequencies by multiplying with a Gaussian, which
decreases ‖yη‖2L2(dµ), but does not significantly affect the Fourier transform on [−R,R].
Specifically, for some parameters u, v set gη(ξ) to be product of a Gaussian with standard deviation
1/u with a sinc function with width 1/v, both centered at η. The corresponding Fourier transform gˆη(x)
is the convolution of a Gaussian with standard deviation u with a box of width v – i.e. a blurred box.
If we set v = Θ(R + u
√
log nλ) then the box, when centered at x ∈ [−R,R] nearly covers the full
mass of the Gaussian. Specifically, we have 1 − 1/ncλ ≤ |gˆη(x)| ≤ 1 for x ∈ [−R,R] and some large
constant c. Since gη(ξ) is centered at η, gˆη(x) is multiplied by the cosine wave e−2piixη, and so we have
(Φyη)j =
√
p(η)gˆη(xj) ≈ z(η)j . Thus, when applying Lemma 14 to bound the leverage function, the
first term of (13) will be negligible (see Figure 3).
Theorem 16 then follows from setting u to minimize ‖yη‖2L2(dµ) – balancing increased damping
for large η with increased energy due to a more concentrated Gaussian. We eventually choose u =
Θ(log nλ). Obtaining tight bounds and in particular achieving the right dependence on log nλ requires
several modifications, but the general intuition described above works!
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Figure 3: In comparison to Figure 2, damping the sinc function with a Gaussian decreases the energy
‖yη‖2L2(dµ) but does not significantly affect the Fourier transform on [−R,R]. Φyη is a pure cosine
with frequency η multiplied by a blurred box function and thus (Φyη)j ≈ z(η)j for xj ∈ [−R,R].
Accordingly, yη is ideal for bounding the leverage function via Lemma 14.
7.3 Bounding the Gaussian Kernel Leverage Function: Lower Bound
Using the dual leverage function characterization of Lemma 15, we can give a near matching leverage
function lower bound for the Gaussian kernel. We have:
Theorem 17. Consider the d-dimensional Gaussian kernel with σ = (2pi)−1. For any integer n = md ≥
55 with integerm ≥ max(64 log(n)√log nλ, 64 log(nλ), 3) and 1 ≤ d ≤ min
(
logn
18 log logn , 64n
5/2
λ log
3/2 nλ
)
,
any parameter 10n ≤ λ ≤ min
{(
1
2
)2d · n1024 , n1− 1128}, and every radius 2000 log nλ ≤ R ≤ m500√log(nλ) ,
there exist x1,x2, . . . ,xn ∈ [−R,R]d such that for every η ∈ [−50
√
log nλ, 50
√
log nλ]
d we have
τλ(η) ≥ 1
128
(
R
3
)d
· p(η)
p(η) + (4R/3)dn−1λ
.
Theorem 17 Proof Outline (Details and a full proof are given in Appendix D). The main idea of
the proof is to use Lemma 15 to get a lower bound on τλ(η). Note that the expression given under
the maximum in (14) provides a lower bound for any choice of α. However, we provide a judiciously
chosen α that is related to the test function yη ∈ L2(dµ) used in the proof of Theorem 16 which
provides an upper bound on τλ(η). The choice of yη in the proof of the upper bound is essentially a
sinc function that is dampened by a Gaussian centered at η. Due to the duality of the corresponding
minimization and maximization problems in Lemma 14 and Lemma 15, respectively, the optimal α
must essentially be a scalar multiple of Φyη, which is a (weighted) Fourier transform of yη evaluated
on the data points x1,x2, . . . ,xn. Hence, we should intuitively choose α to be the samples of yη on the
data points. Moreoever, to provide the tightest possible lower bound, we wish to choose our data points
x1,x2, . . . ,xn to be as spread apart as possible, as this corresponds to a higher statistical dimension
(which corresponds to higher leverage scores on average). Thus, we choose our points to be evenly
spaced points on a d-dimensional grid located inside an L∞ ball of radius R around the origin.
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Figure 4: Results on the wiggly function (17). Left graph shows the function itself, the noisy samples
and the KRR estimator. Right graph shows both the classical random Fourier features estimator (labeled
CRF) and a modified random Fourier features estimator (labeled MRF).
7.4 Bounding the Statistical Dimension of Gaussian Kernel Matrices
Theorems 16 and 17 together imply a tight bound on the statistical dimension of Gaussian kernel matrices
corresponding to bounded points sets (the proof appears in Appendix E):
Corollary 18. Consider the d-dimensional Gaussian kernel with σ = (2pi)−1. For any integer n =
md ≥ 17 with integer m ≥ 3, parameter 0 < λ ≤ n2 , 1 ≤ d ≤ 5 lognλlog lognλ , and R > 0, if x1, ...,xn ∈
[−R,R]d:
sλ(K) ≤
(
20
√
log nλ
)d((
12.4 max(R, 2000 log1.5 nλ)
)d
+ 1
)/
Γ(d/2 + 1) + 1
= O
((248R)d log(nλ)d/2 + (200 log nλ)2d
Γ(d/2 + 1)
)
Furthermore, if 2000 log nλ ≤ R ≤ m
500
√
log(nλ)
, 1 ≤ d ≤ logn2 log logn and m ≥ 64 log(n)
√
log nλ
there exists a set of points x1, . . . ,xn ⊆ [−R,R]d such that:
sλ(K) = Ω

(√
piR
18
√
log nλ
Rd
)d
Γ(d/2 + 1)
 .
8 Numerical Experiments
We now report experiments on synthetic low-dimensional datasets. These experiments are designed to
illustrate various points made in the previous sections. The datasets are not designed to be realistic.
In the first experiment, we noisily sample from the function2
f?(x) = sin(6x) + sin(60 exp(x)) . (17)
2This function was taken from Trefethen’s book on approximation theory [Tre12].
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Table 1: Comparison of estimators for the wiggly function (17).
Estimator R(f) ∑ni=1(f?(xi)− f(xi))2 sλ ‖K−ZZ∗‖2F‖K‖2F κ(K + λI,ZZ∗ + λI)
KRR 0.0164 0.0116 sλ(K) = 73.1
CRF 0.1474 0.1511 sλ(ZZ∗) = 46.2 0.17 1458.6
MRF 0.0178 0.0120 sλ(ZZ∗) = 68.8 0.31 56.2
The function is sampled on a fine 400-point uniform grid spanning [−5/2pi,+5/2pi]. Samples are gen-
erated using the formula
yi = f
?(xi) + νi .
In the above, xi is a grid point, yi is the corresponding noisy sample, and {νi}’s are i.i.d noise terms,
distributed as normal variables with variance σ2ν = 0.3
2. Figure 4 (left) shows f? and the noisy samples.
Figure 4 (left) also shows the KRR estimator, obtained using the Gaussian kernel with σ = 0.0280443
and regularization parameter λ = 0.00618936. These values where obtained by optimizing the estima-
tor’s risk, which we can compute due to our knowledge of f? and the noise distribution, using MATLAB’s
fminsearch function starting from σ0 = 1 and λ0 = 1.
Figure 4 (right) shows the estimator obtained using s = 200 classical random Fourier features
(labeled CRF) and s = 200 modified random Fourier features (labeled MRF). For modified random
Fourier features, we did not use the analytical construction in §6, but rather use a uniform distribution
on [−γ/σ, γ/σ], treating γ as a parameter (we use γ = 4). Technically, the support of the distribution
is not the entire real line (as required), so the expected value of the substitute kernel is not identical to
that of the true kernel, however the weight of values which are not in the support is negligible for large
enough values of γ. We clearly see that while classical random Fourier features fails to estimate the
higher frequency areas of f?, modified random Fourier features approximates them well (close to the
quality of the KRR estimator).
Table 1 compares the estimators quantitatively. We clearly see that the MRF estimator enjoys both a
lower risk and a lower actual in-sample error, when compared to the CRF estimator. MRF’s risk is close
to the KRR’s risk. It is important to note that while the Z produced by MRF leads to a better estima-
tor, when it comes to approximating the kernel matrix entry-wise (measured by ‖K − ZZ∗‖2F /‖K‖2F ),
CRF produces a better approximation. This illustrates that entrywise error rates are not predictive of
approximation quality. In contrast, the generalized condition number (ratio between largest and smallest
generalized eigenvalues) of (K + λI,ZZ∗ + λI), closely related to spectral approximation guarantees,
is much more predictive of estimator quality (although additional experiments reveal that it is not com-
pletely predictive).
This is further examined in Figure 5, where we vary s and assess the estimator’s quality. The leftmost
graph shows the risk. While the MRF’s risk quickly converges to the KRR risk, CRF’s risk reduces very
slowly, practically stagnating for higher s. Note that even when s > n CRF’s risk is larger than KRR’s
risk! This is while the entry-wise error of CRF consistently continues to reduce and is consistently better
than MRF’s (middle figure). In contrast, MRF’s generalized condition number is consistently lower than
CRF’s (rightmost figure). MRF’s generalized condition number continues to reduce when s grows, while
CRF’s stagnates.
In Figure 6 we report experiments with the two dimensional function
f?(x, z) = (sin(x) + sin(10 exp(x)))(sin(z) + sin(10 exp(z))) . (18)
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Figure 5: Assessing estimator’s quality when varying s.
We sample points on a 40 × 40 uniform grid (total of n = 1600 points), and use σ = 0.181167, λ =
0.00106475. We use a fixed s = 400. The MRF estimator is very close to the KRR estimator, while the
CRF estimator misses or distorts some of the features of the function.
Figure 6: Approximation of the two dimensional wiggly function (18).
9 Conclusions
We have analyzed random Fourier features from a spectral matrix approximation point of view. We
show both positive and negative results regarding the use of random Fourier features to obtain spectral
approximation of the kernel matrix. Our study is well motivated by the fact that spectral approximation
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bounds lead to statistical guarantees for KRR. Althouhgh we do not discuss in detail, our results can also
be extended to bounds for other kernel-based methods such as kernel k-means and kernel PCA via recent
results [CMM17, MM17].
Our results expose a potential sub-optimality of random Fourier features, and also show that a vari-
ant which uses a specially crafted feature sampling distribution can achieve better theoretical properties.
However, our construction is mostly theoretical due to an exponential dependence on the data dimen-
sion. Nevertheless, our results motivate further efforts to improve random Fourier features by devising
improved sampling distributions.
From a conceptual point of view, our results are based on worst-case analysis of the leverage scores
with respect to the data points. It is natural to try to replace the worst-case analysis with an analysis that
assumes the data points are sampled from some distribution (e.g., as was recently done by Bach [Bac17]).
We leave this for future work as well.
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A Matrix Approximation by Random Sampling:
An Intrinsic Dimension Bound
The following Corollary is essentially a restatement of Corollary 7.3.3 from [Tro15]. However, the
minimum t in the following statement is much lower than the bound that appears in [Tro15] which is
unnecessarily loose (possibly, a typo in [Tro15]). For completeness, we include a proof.
Lemma 7 (Restated) Let B be a fixed d1×d2 matrix. Construct a d1×d2 random matrix R that satisfies
E [R] = B and ‖R‖2 ≤ L.
Let M1 and M2 be semidefinite upper bounds for the expected squares:
E [RR∗] M1 and E [R∗R] M2.
Define the quantities
m = max(‖M1‖2, ‖M2‖2) and d = (Tr (M1) + Tr (M2))/m.
Form the matrix sampling estimator
R¯n =
1
n
n∑
k=1
Rk
where each Rk is an independent copy of R. Then, for all t ≥
√
m/n+ 2L/3n,
Pr(‖R¯n −B‖2 ≥ t) ≤ 4d exp
( −nt2/2
m+ 2Lt/3
)
. (19)
Proof. The proof mirrors the proof of Corollary 6.2.1 in [Tro15], using Theorem 7.3.1 instead of Theo-
rem 6.1.1 (both from [Tro15]). Since E [R] = B, we can write
Z ≡ R¯n −B = 1
n
n∑
k=1
(Rk − E [R]) =
n∑
k=1
Sk,
where we have define Sk ≡ n−1(Rk −E [R]). These random matrices are i.i.d and each has zero mean.
Now, we can bound each of the summands:
‖Sk‖2 ≤ 1
n
(‖Rk‖2 + ‖E [R] ‖2) ≤ 1
n
(‖Rk‖2 + E [‖R‖2]) ≤ 2L
n
,
where the first inequality is the triangle inequality and the second is Jensen’s inequality.
To find semidefinite upper bounds V1 and V2 on the matrix-valued variances we note that
E [S1S∗1] = n−2E [(R− E [R])(R− E [R])∗]
= n−2 (E [RR∗]− E [R]E [R]∗)
 n−2E [RR∗] .
Likewise, E [S∗1S1]  n−2E [R∗R]. Since the summands are i.i.d, if we define V1 ≡ n−1M1 and
V2 ≡ n−1M2, we have E [ZZ∗]  V1 and E [Z∗Z]  V2.
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We now calculate,
ν ≡ max(‖V1‖2, ‖V2‖2) = m
n
and
Tr (V1) + Tr (V2)
max(‖V1‖2, ‖V2‖2) = d .
Noticing, that the condition t ≥ √m/n + 2L/3n meets the required lower bound in Theorem 7.3.1 in
[Tro15] we can now apply this theorem, which along with the above calculations translates to (19).
B Fourier Transforms and Gaussian Distributions
Our upper and lower bound analysis relies predominantly on Fourier analysis and properties of the Gaus-
sian distribution. In this section we introduce some additional notation and state some useful facts about
these.
B.1 Properties of Fourier Transforms
Definition 19 (Fourier Transform). The Fourier transform of a continuous function f : Rd → C in
L1(Rn) is defined to be the function Ff : Rd → C as follows:
(Ff)(ξ) =
∫
Rd
f(t)e−2piit
T ξ dt.
We also sometimes use the notation fˆ for the Fourier transform of f . We often informally refer to f as
representing the function in time domain and fˆ as representing the function in frequency domain.
The original function f can also be obtained from fˆ by the inverse Fourier transform:
f(t) =
∫
Rd
fˆ(ξ)e2piiξ
T t dξ
Definition 20 (Convolution). The convolution of two functions f : Rd → C and g : Rd → C is defined
to be the function (f ∗ g) : Rd → C given by
(f ∗ g)(η) =
∫
Rd
f(t)g(η − t) dt.
The convolution theorem shows that the Fourier transform of the convolution of two functions is
simply the product of the individual Fourier transforms:
Claim 21 (Convolution Theorem). Given functions f : Rd → C and g : Rd → C whose convolution is
h = f ∗ g, we have
hˆ(ξ) = fˆ(ξ) · gˆ(ξ)
for all ξ ∈ Rd.
We now define the rectangle function and normalized sinc function, which we use extensively in our
analysis.
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Definition 22 (Rectangle Function). We define the 1-dimensional rectangle function rect1,a : R→ C as
rect1,a(x) =

0 if |x| > a/2
1
2 if |x| = a/2
1 if |x| < a/2
.
For any d > 1, we define the d-dimensional rectangle function rectd,a : Rd → C as
rectd,a(x) =
d∏
j=1
rect1,a(xj).
If d is understood from context, we often omit d and write recta. Moreover, if a = 1 (and d is understood
from context), we often omit all subscripts and simply write rect.
Definition 23 (Normalized Sinc Function). We define the d-dimensional normalized sinc function sincd :
Rd → C as
sincd(x) =
d∏
j=1
sin(pixj)
pixj
.
We often omit the subscript and simply write sinc.
It is well known that the Fourier transform of the rectangle function (with a = 1) is the normalized
sinc function:
F(rectd) = sincd.
We use δd to denote the d-dimensional Dirac delta function. The Dirac delta function satisfies the
following useful property for any function f :∫
Rd
f(x)δd(x− a) dx = f(a),
i.e. the integral of a function multiplied by a shifted Dirac delta functions picks out the value of the
function at a particular point. Thus, it is not hard to see that the Fourier transform of a δd is the constant
function which is 1 everywhere:
(Fδd)(ξ) =
∫
Rd
e−2piit
T ξ · δd(t) dt = e−2pii·0T ·ξ = 1
for all ξ. Similarly, the Fourier transform of a shifted delta function is as follows:
(Fδ(· − a))(ξ) =
∫
Rd
e−2piit
T ξ · δd(t− a) dt = e−2piiaT ξ.
Moreover, it is not hard to see that convolving a function by a shifted delta function results in a shift of
the original function:
(f ∗ δd(· − a))(x) = f(x− a).
Thus, by the convolution theorem, we obtain the following identity:
Claim 24. Given a function f : Rd → C, we have
(Ff(· − a))(ξ) = (F(f ∗ δd(· − a)))(ξ) = fˆ(ξ) · e−2piiaT ξ.
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Similarly,
Claim 25. Given a function f : Rd → C, we have
(F(f(x) · e2piiaTx))(ξ) = fˆ(ξ − a).
Finally, we introduce a useful function known as the Dirac comb function:
Definition 26. The d-dimensional Dirac comb function with period T is defined as f satisfying
f(x) =
∑
j∈Zd
δ(x− jT ).
It is a standard fact that the Fourier transform of a Dirac comb function is another Dirac comb
function which is scaled and has the inverse period:
Claim 27. Let
f(x) =
∑
j∈Zd
δ(x− jT )
be the d-dimensional Dirac comb function with period T . Then,
(Ff)(ξ) = 1
T d
∑
j∈Zd
δ
(
ξ − j
T
)
.
We use the Dirac comb function in our lower bound constructions.
Claim 28. Given a function f : Rd → C, we have:
F
f(·) ∑
j∈Zd
δd(· − T j)
 (ξ) = ∑
j∈Zd
T−dF(f)(ξ − T−1j). (20)
B.2 Properties of Gaussian Distributions
The following is a standard fact about the cumulative distribution function of the standard Gaussian
distribution:
Claim 29 ([Fel68]). For any x > 0, we have
1√
2pi
∫ ∞
x
e−t
2/2 dt ≤ e
−x2/2
x
√
2pi
.
Moreover, as a direct consequence, for any σ, x > 0, we have that
1√
2piσ
∫ ∞
x
e−t
2/2σ2 dt ≤ σe
−x2/2σ2
x
√
2pi
.
Also, if x ≥ 1, then (
1
x
− 1
x3
)
· 1√
2pi
e−x
2/2 ≤ 1√
2pi
∫ ∞
x
e−t
2
dt.
Next, we prove the following claim, which provides tail bounds for modified Gaussians:
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Claim 30. We have the following results:
1. For any x > 0 and d = 1, we have ∫ ∞
x
tde−t
2/2 dt = e−x
2/2.
2. For any x > 0 and odd integer d > 1, we have∫ ∞
x
tde−t
2/2 dt ≥ (d− 1)(d− 3) · · · 2 · e−x2/2.
3. For any x > 0 and even integer d > 1, we have∫ ∞
x
tde−t
2/2 dt ≥ (d− 1)(d− 3) · · · 3 · xe−x2/2.
4. For any x > 0 and integer d ≥ 1, we have∫ ∞
x
tde−t
2/2 dt ≥ xd−1e−x2/2.
Proof. Part (1) is simple calculation.
If d is odd, say d = 2a+ 1, then by repeated use of integration by parts,∫ ∞
x
tde−t
2/2 dt =
a−1∑
j=0
(
j∏
k=1
(d− (2k − 1))
)
xd−(2j+1)e−x
2/2 + (d− 1)(d− 3) · · · 2
∫ ∞
x
te−t
2/2 dt
(21)
≥ (d− 1)(d− 3) · · · 2
∫ ∞
x
te−t
2/2 dt
= (d− 1)(d− 3) · · · 2 · e−x2/2,
which establishes part (2).
On the other hand, if d is even, say d = 2a, then we have∫ ∞
x
tde−t
2/2 dt =
a−1∑
j=0
(
j∏
k=1
(d− (2k − 1))
)
xd−(2j+1)e−x
2/2 + (d− 1)(d− 3) · · · 1
∫ ∞
x
e−t
2/2 dt
(22)
≥ (d− 1)(d− 3) · · · 3 · xe−x2/2,
which establishes part (3) of the claim.
Finally, note that (21) and (22) are both bounded from below by xd−1e−x2/2 (since this is the first
term of the summation in both expressions), which establishes part (4).
We also need the following property about Gaussian samples.
Claim 31. Let t ≥ 10, and a1, a2, . . . , at be sampled according to the Gaussian distribution given by
probability density function 1√
2pi
e−x2/2. Let a∗ = max1≤j≤t |aj |. Then,
Pr
[
1√
2pi
e−a
∗2/2 ≤ 8
√
log t
t
]
≥ 1− e−1 ≥ 1
2
.
31
Proof. Choose q1 such that ∫ ∞
q1
1√
2pi
e−x
2/2 dx =
1
t
. (23)
Note that by Claim 29, we have
1√
2pi
∫ ∞
2
√
log t
e−x
2/2 dx ≤ 1
2
√
2pit2
√
log t
≤ 1
t
.
Thus, q1 ≤ 2
√
log t.
Also, since 1t ≤ 14 , we have that q1 ≥ 65 . Thus, by another application of Claim 29,
1
t
=
1√
2pi
∫ ∞
q1
e−x
2/2 dx ≥
(
1
q1
− 1
q31
)
1√
2pi
e−q
2
1/2 ≥ 1
4q1
· 1√
2pi
e−q
2
1/2,
and so,
1√
2pi
e−q
2
1/2 ≤ 4q1
t
≤ 8
√
log t
t
.
Therefore,
Pr
[
1√
2pi
e−a
∗2/2 ≤ 8
√
log t
t
]
≥ Pr
[
1√
2pi
e−a
∗2/2 ≤ 1√
2pi
e−q
2
1/2
]
= Pr[a∗ ≥ q1]
= 1−
(
1− 1
t
)t
≥ 1− 1
e
≥ 1
2
,
as desired.
We extend the above claim to an analogous claim for d-dimensional Gaussians, where d > 1:
Claim 32. Let d ≥ 2, t ≥ 3, and a1,a2, . . . ,at ∈ Rd be sampled according to the d-dimensional Gaus-
sian distribution given by the probability density function 1
(
√
2pi)d
e−‖x‖22/2. Let a∗ = arg maxa∈{a1,a2,...,at}‖a‖2.
Then,
Pr
[
1
(
√
2pi)d
e−‖a
∗‖22/2 ≤ (d− 1)
d−1
2
(2pi)d/2(log t)
d−2
2 t
]
≥ 1− e−1 ≥ 1
2
.
Proof. Choose q such that ∫
x∈Rd
‖x‖2≥q
1
(
√
2pi)d
e−‖x‖
2
2/2 dx =
1
t
.
Note that we have
1
t
=
∫
x∈Rd
‖x‖2≥q
1
(
√
2pi)d
e−‖x‖
2
2/2 dx =
∫ ∞
q
1
(
√
2pi)d
e−r
2/2 · dVdrd−1 dr
=
dVd
(
√
2pi)d
∫ ∞
q
rd−1e−r
2/2 dr, (24)
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where Vd is the volume of a d-sphere of radius 1. Note that if d is even, then Vd = pi
d/2
(d/2)! , and so, by part
(2) of Claim 30, we have∫
x∈Rd
‖x‖2≥
√
2 log t
1
(
√
2pi)d
e−‖x‖
2
2/2 dx =
1
(
√
2pi)d
dVd
∫ ∞
√
2 log t
rd−1e−r
2/2 dr
≥ 1
(
√
2pi)d
dVd
(
(d− 2)(d− 4) · · · 2 · e−(
√
2 log t)2/2
)
=
1
(
√
2pi)d
d
(
pid/2
(d/2)!
)(
(d− 2)(d− 4) · · · 2 · e−(
√
2 log t)2/2
)
=
1
t
.
On the other hand, if d is odd, then Vd = 2
d+1
2 ·pi d−12
1·3···d , and so, by part (3) of Claim 30, we have∫
x∈Rd
‖x‖2≥
√
2 log t
1
(
√
2pi)d
e−‖x‖
2
2/2 dx =
1
(
√
2pi)d
dVd
∫ ∞
√
2 log t
rd−1e−r
2/2 dr
≥ 1
(
√
2pi)d
dVd
(
(d− 2)(d− 4) · · · 3 · (
√
2 log t)e−(
√
2 log t)2/2
)
=
1
(
√
2pi)d
d
(
2
d+1
2 · pi d−12
1 · 3 · · · d
)(
(d− 2)(d− 4) · · · 3 · (
√
2 log t)e−(
√
2 log t)2/2
)
=
√
4(log t)
pi
· 1
t
≥ 1
t
(since t ≥ 3 by assumption).
Thus, regardless of the parity of d, we have that
q ≥
√
2 log t. (25)
Note that, ∫ ∞
q
rd−1e−r
2/2 dr ≥
∫ ∞
q
qd−2re−r
2/2 dr ≥ qd−2e−q2/2
Hence, it follows form part (4) of Claim 30 as well as (25) and (24) that
e−q
2/2 ≤ 1
qd−2
∫ ∞
q
rd−1e−r
2/2 dr
=
1
qd−2
· (2pi)
d/2
dVdt
=
(2pi)d/2
dVd
(2 log t)−
d−2
2 t−1.
If d is even, we have
(2pi)d/2
dVd
=
2d/2(d/2)!
d
=
∏d/2
i=1 2i
d
=
d/2−1∏
i=1
2i ≤ (d− 2)d/2−1 .
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If d is odd, we have
(2pi)d/2
dVd
=
√
pi
2
1 · 3 · · · · · d− 2 ≤ (d− 1) d−12
Either way, we have
e−q
2/2 ≤ (d− 1) d−12 (2 log t)− d−22 t−1. (26)
Therefore, by (26),
Pr
[
1
(
√
2pi)d
e−‖a
∗‖22/2 ≤ (d− 1)
d−1
2
(2pi)d/2(log t)
d−2
2 t
]
≥ Pr [‖a∗‖2 ≥ q]
= 1−
(
1− 1
t
)t
≥ 1− 1
e
≥ 1
2
,
as desired.
C Proof of Theorem 16
It is easy to verify that if we shift all points by the same constant vector, the leverage function stays
the same (the reason is that K is shift invariant, while the shift corresponds to a phase shift in z(η)
and a reverse phase shift in z(η)∗). This implies that without loss of generality we can assume that
x1, ...,xn ∈ [−R,R]d.
Recall from Lemma 14 that
τλ(η) = min
y∈L2(dµ)
λ−1‖Φy −
√
p(η)z(η)‖22 + ‖y‖2L2(dµ). (27)
To upper bound τλ(η) for any η ∈ Rd, we exhibit a test function, yη(·), and compute the quantity under
the minimum. As discussed in Section 7.2, yη(·) will be a ‘softened spike function’ given by:
Definition 33 (Softened spike function). For any η, and any u define yη,u : Rd → R as follows:
yη,u(t) =
√
p(η)
p(t)
· e−‖t−η‖22·u2/4 · vd · sinc (v(t− η)) (28)
where v = 2(R+ u
√
2 log nλ).
The reweighted function gη,u(t) = p(t) · yη,u(t) is just a d-dimensional Gaussian with standard
deviation Θ(1/u) multiplied by a sinc function with width O˜(1/(u + R)), both centered at η. Taking
the Fourier transform of this function yields a Gaussian with standard deviation Θ(u) convolved with a
box of width O˜(u) + R. The box is wide enough such that when it is centered between [−R,R]d the
box covers nearly all the mass of the Gaussian, and so the Fourier transform is nearly identically 1 on
the range [−R,R]d. Shifting by η, means that it is very close to a pure cosine wave with frequency η on
this range, and hence makes the first term of (27) small. We make this argument formal below.
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C.1 Bounding λ−1‖Φyη,u −
√
p(η)z(η)‖22
Lemma 34 (Test Function Fourier Transform Bound). For any integer n, every parameter 0 < λ ≤ n
and every u ∈ R and any η ∈ Rd, and any kernel density function p(η) and d ≤ 4nλ if xj ∈ [−R,+R]d
for all j ∈ [n], then:
λ−1‖Φyη,u −
√
p(η)z(η)‖22 =
1
λ
n∑
j=1
∣∣∣gˆη,u(xj)−√p(η) · z(η)j∣∣∣2 ≤ p(η),
where gη,u(t) ≡ p(t)yη,u(t).
Proof. We have gη,u(t) = p(t)yη,u(t) =
√
p(η)e−‖t−η‖22·u2/4 · vd · sinc (v(t− η)). We thus have:
gˆη,u(xj) =
√
p(η)
∫
Rd
e−2piit
Txje−‖t−η‖
2
2·u2/4 · vd · sinc (v(t− η)) dt
=
√
p(η)e−2piix
T
j η
∫
Rd
e−2piit
Txje−‖t‖
2
2·u2/4 · vd · sinc (vt) dt
=
√
p(η) · z(η)j · h(xj), (29)
where h(x) =
(
2
√
pi
u
)d
e−4pi2‖x‖22/u2 ∗ rectv(x) by the fact that multiplication in time domain becomes
convolution in the Fourier domain (Claim 21), F(e−‖t‖22·u2/4) =
(
2
√
pi
u
)d
e−4pi2‖x‖22/u2 , and F(vd ·
sinc (vt)) = rectv(x).
Because
(
2
√
pi
u
)d
e−4pi2‖x‖22/u2 is a positive function everywhere, we have h(x) ≤ ∫Rd (2√piu )de−4pi2‖x‖22/u2dx =
1 for all x. Additionally, for any x ∈ [−R,R]d we have by Claim 29 and the fact that v = 2R +
2u
√
2 log nλ:
h(x) =
∫
y−x∈[− v
2
,+ v
2
]d
(2√pi
u
)d
e−4pi
2‖y‖22/u2 dy
≥
(
1− 2
∫ ∞
v/2−R
2
√
pi
u
e−4pi
2y21/u
2
dy1
)d
,
where y1 denotes a scalar variable. Hence by Claim 29 we have the following:
h(x) ≥ 1− 2d
∫ ∞
v/2−R
2
√
pi
u
e−4pi
2y21/u
2
dy1
≥ 1− d
2pi3/2
· u
v/2−Re
−4pi2(v/2−R)2/u2
≥ 1− 1√
nλ
(since d ≤ 4nλ). Plugging into (29) gives∣∣∣gˆη,u(xj)−√p(η) · z(η)j∣∣∣2 = p(η) |h(xj)− 1|2
≤ p(η)
nλ
,
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and so,
1
λ
n∑
j=1
[
gˆ(xj)−
√
p(η) · z(η)j
]2 ≤ n
λ
· p(η) · λ
n
= p(η),
proving the lemma.
C.2 Bounding ‖yη,u‖2L2(dµ)
Having established Lemma 34, showing that the weighted Fourier transform of yη,u is close to
√
p(η)z(η),
bounding the leverage function reduces to bounding the norm of the test function. To that effect, we show
the following:
Lemma 35 (Test Function `2 Norm Bound). For any integer n, any parameter 0 < λ ≤ n2 , every η ∈ Rd
with ‖η‖∞ ≤ 10
√
log nλ, and every 2000 log nλ ≤ u ≤ 500 log1.5 nλ, if yη,u(t) is defined as in (28),
as per Definition 33, then we have
‖yη,u‖2L2(dµ) ≤
(
6.2R+ 6.2u
√
2 log nλ
)d
(30)
We first prove the following claim:
Claim 36. Let 0 < λ ≤ n2 . For any constant c > 0, every η ∈ Rd with ‖η‖∞ ≤ 100
√
log nλ, every
‖t− η‖∞ ≤ c
√
lognλ
σ , and any σ ≥ 100c · log nλ, we have:
e
‖t‖22
2
− ‖η‖
2
2
2 ≤ 3d.
Proof. Let ∆ = t− η. Then, note that ‖∆‖∞ ≤ c
√
log nλ/σ, and so,
e
‖t‖22
2
− ‖η‖
2
2
2 = e∆
Tη+
‖∆‖22
2
≤ ed·‖∆‖∞·‖η‖∞ · ed·‖∆‖2∞
≤ ed(c
√
lognλ/σ)(100
√
lognλ) · ed(c
√
lognλ/σ)
2
≤ 3d,
since σ ≥ 100c · log nλ and nλ ≥ 2.
Now, we are ready to prove Lemma 35.
Proof of Lemma 35. Recall that for the Gaussian kernel, we have p(η) = 1
(
√
2pi)d
e−‖η‖22/2. We calculate:∫
Rd
|yη,u(t)|2dµ(t) = p(η)
∫
Rd
(√
2pi
)d
e‖t‖
2
2/2 · e−‖t−η‖22·u2/2 · v2d (sinc (v(t− η)))2 dt
Hence, it is enough to upper bound the following integral:∫
Rd
e‖t‖
2
2/2 · e−‖t−η‖22·u2/2 · (sinc (v(t− η)))2 dt
=
d∏
l=1
∫
R
e|tl|
2/2 · e−|tl−ηl|2·u2/2 · (sinc (v(tl − ηl)))2 dtl (31)
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We proceed by upper bounding the one dimensional integral along some fixed coordinate l as follows:∫
R
e|tl|
2/2 · e−|tl−ηl|2·u2/2 · (sinc (v(tl − ηl)))2 dtl
=
∫
|tl−ηl|≤ 20
√
lognλ
u
e|tl|
2/2 · e−|tl−ηl|2·u2/2 · (sinc (v(tl − ηl)))2 dtl
+
∫
|tl−ηl|≥ 20
√
lognλ
u
e|tl|
2/2 · e−|tl−ηl|2·u2/2 · (sinc (v(tl − ηl)))2 dtl (32)
For the integral over |tl − ηl| ≥ 20
√
lognλ
u we have:∫
|tl−ηl|≥ 20
√
lognλ
u
e|tl|
2/2 · e−|tl−ηl|2·u2/2 · (sinc (v(tl − ηl)))2 dtl
≤ 1(
v · 20
√
lognλ
u
)2 ∫|tl−ηl|≥ 20√lognλu et2l /2 · e−(tl−ηl)2u2/2 dtl
≤ 1
v
∫
|tl−ηl|≥ 20
√
lognλ
u
et
2
l /2 · e−(tl−ηl)2u2/2 dtl (33)
The first inequality is because by definition of sinc (·) we have the following for all |tl−ηl| ≥ 20
√
lognλ
u :
|sinc (v(tl − ηl)) |2 =
∣∣∣sin(piv(tl − ηl))
piv(tl − ηl)
∣∣∣2 ≤ 1(
v · 20
√
lognλ
u
)2
The last inequality in (33) due to the fact that:
1(
v · 20
√
lognλ
u
)2 = 1v · 1v · (20√lognλu )2
≤ 1
v
· 1
800
(
log1.5 nλ
u
) (since v = 2(R+ u√2 log nλ) ≥ 2u√2 log nλ, see Definition 33)
≤ 1
v
(since u ≤ 500 log1.5 nλ)
Now note that t2l ≤ 2(tl − ηl)2 + 2η2l . We have the following for all |tl − ηl| ≥ 20
√
lognλ
u :
t2l ≤ 2(tl − ηl)2 + 2η2l
≤ 2(tl − ηl)2 + 200 log nλ (by the assumption ‖η‖∞ ≤ 10
√
log nλ)
≤ 2(tl − ηl)2 + (tl − ηl)2u2/2 (by the assumption |tl − ηl| ≥ 20
√
log nλ
u
)
≤ 2
3
(tl − ηl)2u2
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where the last inequality follows from u ≥ 2000 log nλ ≥ 600 (because nλ ≥ 2). Hence,
1
v
∫
|tl−ηl|≥ 20
√
lognλ
u
et
2
l /2 · e−(tl−ηl)2u2/2dtl ≤ 1
v
∫
|tl−ηl|≥ 20
√
lognλ
u
e−(tl−ηl)
2u2/6dtl
=
1
v
∫
|t′|≥ 20
√
lognλ
u
e−(t
′)2u2/6dt′
≤ 1
v
· n−60λ (34)
The last inequality follows from Claim 29.
Now, we bound the first integral on the right side of (32):∫
t∈
[
ηl− 20
√
lognλ
u
, ηl+
20
√
lognλ
u
] e|tl|2/2 · e−|tl−ηl|2·u2/2 (sinc (v(tl − ηl)))2 dtl ≤ 3e |ηl|22 ∫
R
(sinc (v(tl − ηl)))2 dtl
=
3e
|ηl|2
2
v
. (35)
where the inequality follows from Claim 36 with c = 20 because by assumption u ≥ 2000 log nλ.
Now by incorporating (34) and (35) into (32), we have∫
R
e|tl|
2/2 · e−|tl−ηl|2·u2/2 · (sinc (v(tl − ηl)))2 dtl
≤ 3e
|ηl|2
2
v
+
1
v
· n−60λ
≤ 3.1e
|ηl|2
2
v
.
If we plug the above inequality into (31), we get the following:
∫
Rd
|yη,u(t)|2dµ(t) ≤
(√
2pi
)d
p(η) · v2d
(3.1de ‖η‖222
vd
)
≤ (3.1v)d. (36)
Proof of Theorem 16. By the assumptions of the theorem n is an integer, parameter 0 < λ ≤ n/2, and
R > 0, and all x1, ...,xn ∈ [−R,R]d and p(η) = 1√2pie
− ‖η‖
2
2
2 , therefore Lemmas 34, and 35 go through.
Hence the theorem follows immediately from setting u = 2000log nλ and then plugging Lemmas 34 and
35 into (27).
D Proof of Theorem 17
With the choice of the Gaussian kernel with σ = (2pi)−1 we have p(η) = (2pi)−d/2 exp(−‖η‖22/2).
Recall from Lemma 15 that
τλ(η) = max
α∈Cn
p(η) · |α∗z(η)|2
‖Φ∗α‖2L2(dµ) + λ‖α‖22
. (37)
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In particular, this gives us a method of bounding the leverage function from below, namely, by exhibiting
some α and computing the quantity under the maximum.
The rest of this section is organized as follows. In Section D.1, we construct our candidate set of data
points x1,x2, . . . ,xn along with the vector α. In particular, α will be chosen to be a vector of samples
of a function f∆,b,v at each of the data points. Section D.2 then describes basic Fourier properties of the
function f∆,b,v and α that we will require later. The remaining sections then bound each of the relevant
quantities that appear in (37) for our specific choice of x1,x2, . . . ,xn and α. In particular, Section D.3
shows a lower bound for α∗z(η), while Section D.4 shows an upper bound for ‖α‖22 and Section D.5
shows an upper bound for ‖Φ∗α‖2L2(dµ).
D.1 Construction of Data Point Set and the Vector of Coefficients α
In this section, we construct a set of data points as well an α. As discussed in Section 7, we choose
the data points to lie on an evenly spaced grid inside [−R,R]d. Moreover, because of the duality of
Lemmas 15 and 14, we choose α to be related to the test function yη in the leverage score upper bound
provided in Section C. In particular, α is formed by taking samples of a modified version of Φyη (i.e.,
a weighted Fourier transform of yη) on the data points. In particular, the function we sample is f∆,b,v,
which we now formally define. We then proceed to proving some useful properties before formally
defining x1,x2, . . . ,xn and α.
Definition 37. For parameters ∆ ∈ Rd, b > 0 and v > 0, let the function f∆,b,v : Rd → R be defined
as follows:
f∆,b,v(a) = 2 cos(2pi∆
Ta)
(
1(√
2pib
)d e−‖·‖22/2b2 ∗ rectv
)
(a)
= 2 cos(2pi∆Ta)
∫ a1+v/2
a1−v/2
∫ a2+v/2
a2−v/2
· · ·
∫ ad+v/2
ad−v/2
1(√
2pib
)d e−‖t‖22/2b2 dtd · · · dt2 dt1,
where a = (a1, a2, . . . , ad) and t = (t1, t2, . . . , td).
Lemma 38. For any ∆ ∈ Rd, v > 0, and b > 0, if we define the function f∆,b,v as in Definition 37, then
F (f∆,b,v) (ξ) = e−2pi2b2‖ξ−∆‖22(vd · sinc (v(ξ −∆)) + e−2pi2b2‖ξ+∆‖22(vd · sinc (v(ξ + ∆))).
Proof. Note that
F
(
1
(
√
2pib)d
e−‖·‖
2
2/2b
2
)
(ξ) = e−2pi
2b2‖ξ‖22 .
Thus, by the convolution theorem (see Claim 21),
F
(
1
(
√
2pib)d
e−‖·‖
2
2/2b
2 ∗ rectv
)
(ξ) = e−2pi
2b2‖ξ‖22 · vd · sinc (v(ξ)) .
Now by the duality of phase shift in time domain and frequency shift in the Fourier domain,
F(f∆,b,v)(ξ) = F
(
(e2pii∆
T· + e−2pii∆
T·)
(
1
(
√
2pib)d
e−‖·‖
2
2/2b
2 ∗ rectv
))
(ξ)
= F
(
1
(
√
2pib)d
e−‖·‖
2
2/2b
2 ∗ rectv
)
(ξ −∆) + F
(
1
(
√
2pib)d
e−‖·‖
2
2/2b
2 ∗ rectv
)
(ξ + ∆)
= e−2pi
2b2(ξ−∆)2 · vd · sinc (v(ξ −∆)) + e−2pi2b2(ξ+∆)2 · vd · sinc (v(ξ + ∆)) .
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Definition 39 (Construction of data points and α). We let n = md for an odd integer m > 0. Then,
we define a set of n data points x1,x2, . . .xn ∈ Rd as follows: We index the points by a d-tuple
j = (j1, j2, . . . , jd) ∈ {1, 2, . . . ,m}d for convenience. In particular, we rename x1,x2, . . . ,xn as
xj = x(j1,j2,...,jd), over j1, j2, . . . , jd ∈ {1, 2, . . . ,m}, where x(j1,j2,...,jd) is defined as
x(j1,j2,...,jd) =
((
j1 − m+ 1
2
)
· 2R
m
,
(
j2 − m+ 1
2
)
· 2R
m
, . . . ,
(
jd − m+ 1
2
)
· 2R
m
)
.
Thus, the data points are on a grid of width 2Rm extending from −R to R in all d dimensions. For
convenience, we let cj =
(
j − m+12
) · 2Rm . Thus, note that x(j1,j2,...,jd) = (cj1 , cj2 , . . . , cjd).
Given a point η ∈ Rd at which we wish to bound the ridge leverage function, we define the vector
α ∈ Cd to be the tuple of evaluations of fη,b,v at the individual xj, for some choice of parameters b and
v that we set later. More specifically, we define α = {αj1,j2,...,jd}1≤j1,j2,...,jd≤m by
αj = αj1,j2,...,jd = fη,b,v(x
(j1,j2,...,jd))
= 2 cos(2piηTx(j1,j2,...,jd))
∫ x1+ v2
x1− v2
· · ·
∫ xd+ v2
xd− v2
1
(
√
2pib)d
e−‖t‖
2
2/2b
2
dtd · · · dt1. (38)
D.2 Basic Properties of f∆,b,v and α
By the Nyquist-Shannon sampling theorem, we have the following lemma.
Lemma 40. For any parameters ∆ ∈ Rd, v > 0, and b > 0, if we define the function fη,b,v as in
Definition 37, then for any w > 0,
F
f∆,b,v(·) ·∑
j∈Zd
δ(· − wj)
 (ξ) = w−dvd ∑
j∈Zd
e−2pi
2b2‖ξ−∆−w−1j‖22 · sinc (v(ξ −∆− w−1j))
+ w−dvd
∑
j∈Zd
e−2pi
2b2‖ξ+∆−w−1j‖22 · sinc (v(ξ + ∆− w−1j)) .
Proof. By Claim 28, we have
F
f∆,b,v(·) ∑
j∈Zd
δd(· − wj)
 (ξ) = ∑
j∈Zd
w−dF(f∆,b,v)(ξ − w−1j). (39)
Thus, by Lemma 38, we find that (39) can be written as∑
j∈Zd
w−dF(f∆,b,v)(ξ − w−1j) = w−d
∑
j∈Zd
e−2pi
2b2‖ξ−∆−w−1j‖2 · vd · sinc (v(ξ −∆− w−1j))
+ w−d
∑
j∈Zd
e−2pi
2b2‖ξ+∆−w−1j‖22 · vd · sinc (v(ξ + ∆− w−1j)) ,
which completes the proof.
40
Lemma 41. For every odd integer m ≥ 3 and parameters n = md, 1 ≤ d ≤ 64n5/2λ log3/2 nλ,
0 < λ < n/3, η ∈ Rd, R2 < v ≤ R, and 0 < b ≤ R8√lognλ , if we define the function fη,b,v as in
Definition 37, then ∣∣∣∣∣∣F
 ∑
‖j‖∞>m2
fη,b,v
(
2R
m
j
)
· δ
(
· − 2R
m
j
) (ξ)
∣∣∣∣∣∣ ≤ √λn
for all ξ ∈ Rd.
Proof. By definition of fη,b,v, we have the following for all a = (a1, a2, . . . , ad):
|fη,b,v(a)| ≤
∫ a1+ v2
a1− v2
∫ a2+ v2
a2− v2
· · ·
∫ ad+ v2
ad− v2
2
(
√
2pib)d
e−‖t‖
2
2/2b
2
dtd · · · dt2 dt1. (40)
Note that if j ∈ Rd satisfies |jk| > m2 for some k ∈ {1, 2, . . . , d}, then (40) implies that∣∣∣∣fη,b,v (2Rm j
)∣∣∣∣ ≤ 2 d∏
i=1
∫ 2R
m
ji+
v
2
2R
m
ji− v2
1√
2pib
e−t
2/2b2 dt
≤
(
2√
2pib
∫ ∞
R
m
|jk|
e−t
2/2b2 dt
) ∏
1≤i≤d
i 6=k
∫ 2R
m
ji+
v
2
2R
m
ji− v2
1√
2pib
e−t
2/2b2 dt
≤ 2√
2pi
· mb
R|jk| · e
− 1
2
·
(
R|jk|
mb
)2 ∏
1≤i≤d
i 6=k
∫ 2R
m
ji+
v
2
2R
m
ji− v2
1√
2pib
e−t
2/2b2 dt
≤ 2b
R
· e−
R2|jk|2
2m2b2
∏
1≤i≤d
i 6=k
∫ 2R
m
ji+
v
2
2R
m
ji− v2
1√
2pib
e−t
2/2b2 dt,
where we have used the fact that 2Rm |jk| − v2 ≥ 2Rm |jk| − R2 ≥ Rm |jk|, along with Claim 29. Therefore,∣∣∣∣∣∣F
 ∑
‖j‖∞>m2
fη,b,v
(
2R
m
j
)
· δ
(
· − 2R
m
j
) (ξ)
∣∣∣∣∣∣
≤
∑
‖j‖∞>m2
∣∣∣∣fη,b,v (2Rm j
)∣∣∣∣
≤
d∑
k=1
∑
j∈Zd
|jk|>m2
∣∣∣∣fη,b,v (2Rm j
)∣∣∣∣
≤
d∑
k=1
∑
j∈Zd
|jk|>m2
2b
R
e−
R2|jk|2
2m2b2
∏
1≤i≤d
i 6=k
∫ 2R
m
ji+
v
2
2R
m
ji− v2
1√
2pib
e−t
2/2b2 dt
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We bound:
d∑
k=1
∑
j∈Zd
|jk|>m2
2b
R
e−
R2|jk|2
2m2b2
∏
1≤i≤d
i 6=k
∫ 2R
m
ji+
v
2
2R
m
ji− v2
1√
2pib
e−t
2/2b2 dt
≤ 2b
R
d∑
k=1
 ∑
|jk|>m2
e−
R2|jk|2
2m2b2
 · ∏
1≤i≤d
i 6=k
 ∞∑
ji=−∞
∫ 2R
m
ji+
v
2
2R
m
ji− v2
1√
2pib
e−t
2/2b2 dt

≤ 2b
R
d∑
k=1
 ∑
|jk|>m2
e−
R2|jk|2
2m2b2
 · ∏
1≤i≤d
i 6=k
(⌈vm
2R
⌉ ∫ ∞
−∞
1√
2pib
e−t
2/2b2 dt
)
where the last inequality is due to the fact that each point in R appears in at most dvm2R e summands in the
infinite sum. Again using Claim 29:
2b
R
d∑
k=1
 ∑
|jk|>m2
e−
R2|jk|2
2m2b2
 · ∏
1≤i≤d
i 6=k
(⌈vm
2R
⌉ ∫ ∞
−∞
1√
2pib
e−t
2/2b2 dt
)
≤ 2b
R
(vm
R
)d−1 d∑
k=1
 ∑
|jk|>m2
e−
R2|jk|2
2m2b2

≤ 4b
R
(vm
R
)d−1 d∑
k=1
∫ ∞
m−1
2
e−
R2t2
2m2b2 dt
≤ 4bd
R
·md−1
∫ ∞
m−1
2
e−
R2t2
2m2b2 dt
≤ 4bd
R
·md−1 · m
2b2/R2(
m−1
2
) e−R2(m−12 )22m2b2
≤ 12dn
(
b
R
)3
e−R
2/18b2
≤ 3
2
λ ≤
√
λn,
since m ≥ 3, R ≥ 8b√log nλ, d ≤ 64nλ5/2 log3/2 nλ, and λ ≤ n/3.
Lemma 42. For every odd integer m ≥ 3 and parameters n = md, 1 ≤ d ≤ 64n5/2λ log3/2 nλ,
0 < λ < n/3, η ∈ Rd, 0 < v ≤ R, and 0 < b ≤ R
8
√
lognλ
, if α is defined as in (38) of Definition 39,
then we have,∣∣∣∣∣∣α∗z(ξ)−
(mv
2R
)d ∑
j∈Zd
(
e−2pi
2b2‖ξ−η− m2R j‖22 · sinc
(
v
(
ξ − η − m
2R
j
))
+e−2pi
2b2‖ξ+η− m2R j‖22 · sinc
(
v
(
ξ + η − m
2R
j
))) ∣∣∣∣∣∣ ≤ √λn. (41)
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Proof. Note that
α∗z(ξ) =
∑
1≤j1,j2,...,jd≤m
αje
−2piixj·ξ
=
∑
j∈Zd
‖j‖∞≤m2
fη,b,v
(
2R
m
j
)
· e−2pii( 2Rm )jTξ
= F
 ∑
j∈Zd
‖j‖∞≤m2
fη,b,v
(
2R
m
j
)
· δ
(
· − 2R
m
j
) (ξ)
= F
∑
j∈Zd
fη,b,v(·) · δ
(
· − 2R
m
j
) (ξ)
−F
 ∑
j∈Zd
‖j‖∞>m2
fη,b,v
(
2R
m
j
)
· δ
(
· − 2R
m
j
) (ξ). (42)
By Lemma 40 (applied with w = 2R/m), we have the following expression for the first term in (42):
F
∑
j∈Zd
fη,b,v(·) · δ
(
· − 2R
m
j
) (ξ)
=
(mv
2R
)d ∑
j∈Zd
e−2pi
2b2‖ξ−η− m
2R
j‖22 · sinc
(
v
(
ξ − η − m
2R
j
))
+
(mv
2R
)d ∑
j∈Zd
e−2pi
2b2‖ξ+η− m
2R
j‖22 · sinc
(
v
(
ξ + η − m
2R
j
))
. (43)
Now, by the assumptions that m ≥ 3, R ≥ 8b√log nλ, v ≤ R, 1 ≤ d ≤ 64n5/2λ log3/2 nλ, and
λ < n, it follows from Lemma 41 that the second term in (42) can be bounded as∣∣∣∣∣∣∣∣∣F
 ∑
j∈Zd
‖j‖∞>m2
fη,b,v
(
2R
m
j
)
· δ
(
· − 2R
m
j
) (ξ)
∣∣∣∣∣∣∣∣∣ ≤
√
λn. (44)
Thus, the desired result follows by combining (42), (43), and (44).
D.3 Bounding α∗z(η)
Lemma 43. For every odd integer m ≥ max(64 log nλ, 3) and n = md ≥ 17 such that
d ≤ min
(
log n
log log(18 log n)
, 64n
5/2
λ log
3/2 nλ
)
,
43
any parameter 0 < λ ≤ min
{
( v2R)
2d · n/1024, n1− 1128
}
, every η satisfying ‖η‖∞ ≤ n1/d10R , and any
parameter v ≤ R and b = R
8
√
lognλ
, if α is defined as in (38) of Definition 39, then we have
|α∗z(η)| ≥ n
4
( v
2R
)d
.
Proof. Since v ≤ R, b = R
8
√
lognλ
, and 1 ≤ d ≤ 64n5/2λ log3/2 nλ, Lemma 42 implies that∣∣∣∣∣∣α∗z(η)−
(mv
2R
)d ∑
j∈Zd
(
e−2pi
2b2‖− m
2R
j‖22 · sinc
(
v
(
− m
2R
j
))
+e−2pi
2b2‖2η− m
2R
j‖22 · sinc
(
v
(
2η − m
2R
j
)))∣∣∣ ≤ √λn. (45)
Hence, since |sinc (·) | ≤ 1 and sinc (·) ≥ −14 , we have
|α∗z(η)| ≥
(mv
2R
)d ∣∣∣∣∣∣
∑
j∈Zd
(
e−2pi
2b2‖− m
2R
j‖22 · sinc
(
v
(
− m
2R
j
))
+ e−2pi
2b2‖2η− m
2R
j‖22 · sinc
(
v
(
2η − m
2R
j
)))∣∣∣−√λn
≥
(mv
2R
)d
e−2pi
2b2‖0‖22 · sinc (v(0)) +
(mv
2R
)d
e−2pi
2b2‖2η‖22 · sinc (v(2η))
−
(mv
2R
)d ∑
j∈Zd
j 6=0
(
e−2pi
2b2‖− m
2R
j‖22 + e−2pi
2b2‖2η− m
2R
j‖22
)
−
√
λn
≥ 3
4
(mv
2R
)d − (mv
2R
)d ∑
j∈Zd
j 6=0
(
e−2pi
2b2‖− m
2R
j‖22 + e−2pi
2b2‖2η− m
2R
j‖22
)
−
√
λn, (46)
where 0 = (0, 0, . . . , 0) (the length-d vector of all zeroes).
Now we show that
∑
j∈Zd,j 6=0
(
e−2pi
2b2‖− m
2R
j‖22 + e−2pi
2b2‖2η− m
2R
j‖22
)
is small. Note that by the
assumption that b = R
8
√
lognλ
, we have e−2pi
2b2‖− m
2R
j‖22 ≤ e−
1
16
· m2
lognλ
‖j‖22 ≤ e−4m‖j‖1 , since m ≥
44
64 log nλ). Thus,∑
j∈Zd
j 6=0
e−2pi
2b2‖− m
2R
j‖22 ≤
∑
j∈Zd
j6=0
e−4m‖j‖1
=
∑
j∈Zd
j6=0
e−4m(|j1|+|j2|+···+|jd|)
≤
 ∞∑
j1=−∞
e−4m|j1|
 ∞∑
j2=−∞
e−4m|j2|
 · · ·
 ∞∑
jd=−∞
e−4m|jd|
− 1
=
(
1 +
2e−4m
1− e−4m
)d
− 1
≤ (1 + 3e−4m)d − 1
≤ e3de−4m − 1
≤ 6de−4m, (47)
since d ≤ lognlog log(18 logn) implies that 6de−4m < 1. Moreover, recall that ‖η‖∞ ≤ m10R , and so,∥∥2η − m2R j∥∥22 ≥ ‖ m4R j‖22 . Thus, in a similar fashion, we have∑
j∈Zd
j6=0
e−2pi
2b2‖2η− m
2R
j‖22 ≤
∑
j∈Zd
j 6=0
e−2pi
2b2‖ m
4R
j‖22
≤
∑
j∈Zd
j 6=0
e−m‖j‖1
≤
(
1 +
2e−m
1− e−m
)d
− 1
≤ 6de−m. (48)
Thus, combining (46), (47), and (48), we have
|α∗z(η)| ≥
(mv
2R
)d(3
4
− 6de−4m − 6de−m
)
−
√
λn
≥ n
4
( v
2R
)d
,
since de−m ≤ (log n)e−nlog log(18 logn)/ logn = 118 (this is because by definition n = md and d ≤
log n/ log log(18 log n) by assumption of the lemma and hencem ≥ nlog log(18 logn)/ logn), and de−4m ≤
1
8de
−m ≤ 1144 , as well as
√
λn ≤
√
n
1024
( v
2R
)2d · n = n
32
( v
2R
)d
.
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D.4 Bounding ‖α‖22
Lemma 44. For every odd integer m ≥ 3 and parameters n = md, η ∈ Rd, and b, v > 0, ifα is defined
as in (38) of Definition 39, then we have
‖α‖22 ≤ 4n.
Proof. Let w = 2R/m. Then, letting j = (j1, j2, . . . , jd), we observe that
‖α‖22 =
∑
j∈{1,2,...,m}d
α2j
≤
∑
j∈Zd
‖j‖∞≤m−12
(
2
(
√
2pib)d
cos(2piwηTj)
d∏
i=1
∫ jiw+ v2
jiw− v2
e−x
2/2b2 dx
)2
≤
∑
j∈Zd
‖j‖∞≤m−12
(
2 cos(2piwηTj)
d∏
i=1
∫ ∞
−∞
1√
2pib
e−x
2/2b2 dx
)2
≤
∑
j∈Zd
‖j‖∞≤m−12
(
2
d∏
i=1
∫ ∞
−∞
1√
2pib
e−x
2/2b2 dx
)2
≤
∑
j∈Zd
‖j‖∞≤m−12
4
≤ 4md
= 4n, (49)
as desired.
D.5 Bounding ‖Φ∗α‖2L2(dµ)
Note that all the results so far hold for any kernel p(η) and are independent of the kernel function.
Now, we upper bound ‖Φ∗α‖L2(dµ). This quantity depends on the particular choice of kernel, which we
assume to be Gaussian.
Lemma 45. For every odd integer m ≥ max(64 log nλ, 3) and parameters n = md ≥ 55, 1 ≤ d ≤
2 logn
5 log logn ,
10
n < λ ≤ n1024
(
1
2
)2d, every η satisfying ‖η‖∞ ≤ 100√log nλ, and any 2000 · log nλ ≤ R ≤
m
500
√
lognλ
, and b = R
8
√
lognλ
, if α is defined as in (38) of Definition 39 with parameter v = R, then for
the Gaussian kernel with p(ξ) = 1
(
√
2pi)d
e−‖ξ‖22/2, we have:
‖Φ∗α‖2L2(dµ) ≤ 8n2
(
3
4R
)d
· p(η) + 4λn. (50)
Proof. Recall that we set v = R. Thus, since λ ≤ n1024
(
1
2
)2d, we have that d ≤ 64n5/2λ log3/2 nλ, and
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so, Lemma 42 implies that
|α∗z(ξ)|2 ≤
∣∣∣∣∣∣
(mv
2R
)d ∑
j∈Zd
(
e−2pi
2b2‖ξ−η− m
2R
j‖22 · sinc
(
v
(
ξ − η − m
2R
j
))
+e−2pi
2b2‖ξ+η− m
2R
j‖22 · sinc
(
v
(
ξ + η − m
2R
j
))) ∣∣∣∣∣∣+√λn
2
≤ 2
(mv
2R
)2d∑
j∈Zd
(
e−2pi
2b2‖ξ−η− m
2R
j‖22 · sinc
(
v
(
ξ − η − m
2R
j
))
+e−2pi
2b2‖ξ+η− m
2R
j‖22 · sinc
(
v
(
ξ + η − m
2R
j
)))2 + 2(√λn)2.
Now, by the definition of the L2(dµ) norm, ‖Φ∗α‖2L2(dµ) =
∫
Rd |α∗z(ξ)|2p(ξ) dξ, and so, we have
‖Φ∗α‖2L2(dµ) ≤
∫
Rd
2
(mv
2R
)2d∑
j∈Zd
e−2pi
2b2‖ξ−η− m
2R
j‖22 · sinc
(
v
(
ξ − η − m
2R
j
))
+ e−2pi
2b2‖ξ+η− m
2R
j‖22 · sinc
(
v
(
ξ + η − m
2R
j
))2 p(ξ) dξ + ∫
Rd
2
(√
λn
)2
p(ξ) dξ
= 8
(mv
2R
)2d ∫
Rd
∑
j∈Zd
e−2pi
2b2‖ξ−η− m2R j‖22 · sinc
(
v
(
ξ − η − m
2R
j
))2 p(ξ) dξ + 2λn,
(51)
where the last equality occurs because the kernel probability distribution function p(ξ) is symmetric in
our case, and the sum is over all j ∈ Zd. Now, the integral in (51) can be split into two integrals as
follows:
∫
Rd
∑
j∈Zd
e−2pi
2b2‖ξ−η− m2R j‖22 · sinc
(
v
(
ξ − η − m
2R
j
))2 p(ξ) dξ
=
∫
‖ξ‖∞≤10
√
lognλ
∑
j∈Zd
e−2pi
2b2‖ξ−η− m2R j‖22 · sinc
(
v
(
ξ − η − m
2R
j
))2 p(ξ) dξ
+
∫
‖ξ‖∞≥10
√
lognλ
∑
j∈Zd
e−2pi
2b2‖ξ−η− m2R j‖22 · sinc
(
v
(
ξ − η − m
2R
j
))2 p(ξ) dξ. (52)
First, we consider the case in which ‖ξ‖∞ ≤ 10
√
log nλ. By the assumption of the lemma, ‖η‖∞ ≤
100
√
log nλ, and hence, ‖ξ − η‖∞ ≤ 110
√
log nλ. This implies that ‖ξ − η‖∞ ≤ 12( m2R), since we are
assuming thatR ≤ m
500
√
lognλ
. Therefore, for any j 6= (0, 0, . . . , 0), there exists some k such that jk 6= 0,
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and so,
∑
j∈Zd
j6=0
e−2pi
2b2‖ξ−η− m2R j‖22 ≤
d∑
k=1
∑
j∈Zd
jk 6=0
e−2pi
2b2‖ξ−η− m2R j‖22
=
d∑
k=1

 ∑
|jk|≥1
e−2pi
2b2(ξk−ηk− m2R jk)
2
 ∏
1≤i≤d
i 6=k
∞∑
ji=−∞
e−2pi
2b2(ξi−ηi− m2R ji)
2

≤
d∑
k=1

 ∑
|jk|≥1
e−
pi2b2m2
8R2
(2|jk|−1)2
 ∏
1≤i≤d
i 6=k
1 + ∑
|ji|≥1
e−
pi2b2m2
8R2
(2|ji|−1)2


≤
d∑
k=1

2 ∞∑
jk=1
e−
pi2b2m2
8R2
jk
 ∏
1≤i≤d
i 6=k
1 + 2 ∞∑
ji=1
e−
pi2b2m2
8R2
ji


≤
d∑
k=1

2 ∞∑
jk=1
e−mjk
 ∏
1≤i≤d
i 6=k
1 + 2 ∞∑
ji=1
e−mji


≤ d (4e−m) (1 + 4e−m)d−1
≤ 2e−m/2, (53)
where we have used the assumptions b = R
8
√
lognλ
and m ≥ max(64 log nλ, 3), as well as the fact that
d ≤ √m (which follows from the fact that d ≤ 2 logn5 log logn ).
Now, using (53), we see that the first integral in (52) can be bounded as follows:
∫
‖ξ‖∞≤10
√
lognλ
p(ξ)
∑
j∈Zd
e−2pi
2b2‖ξ−η− m2R j‖22 · sinc
(
v
(
ξ − η − m
2R
j
))2 dξ
≤ 2
∫
‖ξ‖∞≤10
√
lognλ
p(ξ)
(
e−2pi
2b2‖ξ−η‖22 · sinc (v(ξ − η))2
)2
dξ
+ 2
∫
‖ξ‖∞≤10
√
lognλ
p(ξ)
∑
j 6=0
e−2pi
2b2‖ξ−η− m2R j‖22 · sinc
(
v
(
ξ − η − m
2R
j
))2 dξ
≤ 2
∫
‖ξ‖∞≤10
√
lognλ
1
(
√
2pi)d
e−‖ξ‖
2
2/2
(
e−2pi
2b2‖ξ−η‖22sinc (v(ξ − η))2 + 4e−m/2
)
dξ
= 2
∫
‖ξ‖∞≤10
√
lognλ
1
(
√
2pi)d
e−‖ξ‖
2
2/2e−b
2‖ξ−η‖22 · sinc (v(ξ − η))2 dξ
+ 8
∫
Rd
1
(
√
2pi)d
e−‖ξ‖
2
2/2e−m/2 dξ
≤
∫
‖ξ‖∞≤10
√
lognλ
1
(
√
2pi)d
e−‖ξ‖
2
2/2e−b
2‖ξ−η‖22 · sinc (v(ξ − η))2 dξ + 8e−m/2. (54)
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Next, by Claim 36, we have e−‖ξ‖22/2 ≤ 3de−‖η‖22/2 for ‖ξ − η‖∞ ≤ 10
√
lognλ
b (since b ≥ R ≥
1000 log nλ). Hence,
∫
‖ξ−η‖∞≤ 10
√
lognλ
b
‖ξ‖∞≤10
√
lognλ
1
(
√
2pi)d
e−‖ξ‖
2
2/2e−b
2‖ξ−η‖22 · sinc (v(ξ − η))2 dξ
≤ 3d · 1
(
√
2pi)d
e−‖η‖
2
2/2
∫
Rd
e−b
2‖ξ−η‖22 · sinc (v(ξ − η))2 dξ
≤ 3d · 1
(
√
2pi)d
e−‖η‖
2
2/2
∫
Rd
sinc (v(ξ − η))2 dξ
=
3dp(η)
vd
(55)
Note that the last line follows from the fact that vd · sinc (v(·)) is the Fourier transform of rectv, and so,
by the convolution theorem (Claim 21), we have∫
Rd
(vd · sinc (vt))2 dt = (rectv ∗ rectv) (0)
= vd.
Moreover,∫
‖ξ−η‖∞≥ 10
√
lognλ
b
‖ξ‖∞≤10
√
lognλ
1
(
√
2pi)d
e−‖ξ‖
2
2/2e−b
2‖ξ−η‖22 · sinc (v(ξ − η))2 dξ ≤ n−100λ
∫
Rd
1
(
√
2pi)d
e−‖ξ‖
2
2/2 dξ
= n−100λ , (56)
since ‖ξ − η‖2 ≥ ‖ξ − η‖∞. Thus, (54), (55), and (56) imply that
∫
‖ξ‖∞≤10
√
lognλ
∑
j∈Rd
e−2pi
2b2‖ξ−η− m2R j‖22 · sinc
(
v
(
ξ − η − m
2R
j
))2 p(ξ) dξ
≤ 3
dp(η)
vd
+ n−100λ + 8e
−m/2. (57)
Next, we bound the second integral in (52). We first show that the quantity in parentheses is upper
bounded by a constant for all ξ in the appropriate range, and then use this bound to upper bound the
integral itself. Consider ξ satisfying ‖ξ‖∞ ≥ 10
√
log nλ. Let ti, for i = 1, . . . , d, be an integer such that
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|ξi − ηi − tim/2R| ≤ m/4R. Note that the following upper bound holds:∣∣∣∣∣∣
∑
j∈Zd
e−2pi
2b2‖ξ−η− m2R j‖22 · sinc
(
v
(
ξ − η − m
2R
j
))∣∣∣∣∣∣ ≤
∑
j∈Zd
e−2pi
2b2‖ξ−η− m2R j‖22
≤
d∏
i=1
∞∑
ji=−∞
e−2pi
2b2(ξi−ηi− m2R ji)
2
≤
d∏
i=1
1 + ∑
k 6=ti
e−2pi
2b2(ξi−ηi− m2Rk)
2

≤
d∏
i=1
(
1 +
2R
m
∫ ∞
−∞
e−2pi
2b2(ξi−ηi−t)2 dt
)
≤
(
1 +
R
mb
)d
≤ eRd/mb
≤ e8d
√
lognλ/m
≤ e 116 log logn
≤ 4,
since d ≤ logn2 log logn and m ≥ 64 log(n)
√
log nλ. Thus, we can bound the second integral in (52) as
follows: ∫
‖ξ‖∞≥10
√
lognλ
∑
j∈Zd
e−2pi
2b2‖ξ−η− m2R j‖22 · sinc
(
v
(
ξ − η − m
2R
j
))2 p(ξ) dξ
≤ 16
∫
‖ξ‖∞≥10
√
lognλ
p(ξ) dξ
≤ 16
d∑
k=1
(
2
∫ ∞
10
√
lognλ
1√
2pi
e−ξ
2
k/2 dξk
)∏
i 6=k
∫ ∞
−∞
1√
2pi
e−ξ
2
i /2 dξi
≤ 32d√
2pi
· n
−50
λ
10
√
log nλ
≤ n−25λ , (58)
by Claim 29 as well as the facts that d ≤ 2 logn5 log logn and 10n < λ ≤ n1024
(
1
2
)2d.
Combining (51), (52), (57), and (58) now imply that
‖Φ∗α‖2L2(dµ) ≤ 8
(mv
2R
)2d(3dp(η)
vd
+ n−100λ + 8e
−m/2 + n−25λ
)
+ 2λn
= 8
(m
2
)2d(3dp(η)
Rd
+ n−100λ + 8e
−m/2 + n−25λ
)
+ 2λn
≤ 8n2
(
3
4R
)d
· p(η) + 4λn,
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as desired. In the above, the last inequality follows from 1
4d
(n−100λ + n
−25
λ + 8e
−m/2) ≤ 14n−1λ , which
follows from the fact that n ≥ 55, m = n1/d, and d ≤ 2 logn5 log logn , so m ≥ log5/2 n.
Proof of Theorem 17. Note that we can choose data points x1,x2, . . . ,xn and the vector α according to
the construction in Definition 39 with v = R and b = R
8
√
lognλ
. Thus, Lemmas 43, 44, and 45, as well as
(37), imply that
τλ(η) ≥ p(η) · |α
∗z(η)|2
‖Φ∗α‖2L2(dµ) + λ‖α‖22
≥
p(η) ·
(
n
4
(
1
2
)d)2
8n2
(
3
4R
)d
p(η) + 4λn+ λ(4n)
≥ 1
128
(
R
3
)d
· p(η)
p(η) + (4R/3)dn−1λ
,
as desired.
E Proof of Corollary 18
In the proof of the corollary we often need to compute the volume of a d-dimensional ball hence we state
it as a claim.
Claim 46. For any integer d ≥ 1 the following holds:∫
η∈Rd
‖η‖2≤R
1dη =
(
√
piR)d
Γ(d/2 + 1)
where Γ is the Gamma function.
First claim of the corollary (upper bound on statistical dimension): Let t = 10
√
log nλ and . We
have:
sλ =
∫
Rd
τ(η)dη =
∫
η∈Rd
‖η‖2≤t
τ(η)dη +
∫
η∈Rd
‖η‖2>t
τ(η)dη
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By the naive bound in Proposition 4 we have:∫
η∈Rd
‖η‖2>t
τ(η)dη ≤ nλ
∫
η∈Rd
‖η‖2>t
e−
‖η‖22
2 dη
= nλ
( d−1∏
i=1
∫
θi∈[0,2pi]
dθi
)∫
[−∞,−t]∪[t,∞]
rd−1e−r
2/2dr
= (
√
2pi)dnλ
∫
[−∞,−t]∪[t,∞]
rd−1√
2pi
e−r
2/2dr
≤ (
√
2pi)dnλ
∫
[−∞,−t]∪[t,∞]
1√
2pi
e−r
2/4dr
≤ (
√
2pi)dnλ ·
(
e−t2
t
)
≤ (
√
2pi)d (59)
where the first equality follows by converting from polar coordinates to cartesian coordinates. The second
inequality uses the fact that if d ≤ t24 log t then for all r with |r| ≥ t we have rd−1e−r
2/2 ≤ e−r2/4 which
holds true by the assumption of the lemma. To see this note that for r with |r| ≥ t:
rd−1 = e(d−1) log r ≤ e t
2
4 log t
log r ≤ e r
2
4 log r
log r
= er
2/4
and therefore, rd−1e−r2/2 ≤ e−r2/4.
Further, by the refined bound of Theorem 16, for any η with ‖η‖∞ ≤ 10
√
log nλ = t and hence
‖η‖2 ≤ 10
√
log nλ = t we have∫
η∈Rd
‖η‖2≤t
τ(η)dη ≤
∫
η∈Rd
‖η‖2≤t
((
12.4 max(R, 2000 log1.5 nλ)
)d
+ 1
)
dη
≤ (2t)d/Γ(d/2 + 1) ·
((
12.4 max(R, 2000 log1.5 nλ)
)d
+ 1
)
=
(
20
√
log nλ
)d((
12.4 max(R, 2000 log1.5 nλ)
)d
+ 1
)/
Γ(d/2 + 1). (60)
The second inequality follows from Claim 46. Combining (59) and (60) gives the lemma.
Second claim of the corollary: We use the same construction of points as in Theorem 17. Note that
for all ‖η‖2 ≤
√
2 log nλ
Rd
we have p(η) ≥ ( R√
2pi
)d/nλ, hence we have:
p(η) + (4R/3)dn−1λ ≤ 6dp(η)
Hence, by Theorem 17, we have:
τ(η) ≥ 1
1024
(
R
18
)d
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therefore,
sλ(K) =
∫
Rd
τ(η)dη
≥
∫
‖η‖2≤
√
2 log
nλ
Rd
1
1024
(
R
18
)d
dη
= Ω
((√
piR
18
√
log
nλ
Rd
)d/
Γ(d/2 + 1)
)
(61)
The inequality above is because τ is a non-negative function everywhere. The last equality is due to
Claim 46.
F Proof of Theorem 10
We now show our lower bound on the number of samples required for spectral approximation using
classical random Fourier features. This bound is closely related to the leverage score lower bound of
Theorem 17 and the leverage score characterization given by the maximization problem in Lemma 15.
Our goal is to show that if we take s samples η1,η2, . . . ,ηs from the distribution defined by p, for s
too small, then there is an α = (α1, α2, . . . , αn) ∈ Rn such that with at least constant probability,
αT(K + λIn)α <
2
3
αT(ZZ∗ + λIn)α. (62)
Informally, a frequency η with high ridge leverage score implies by Lemma 15 the existence of α
which is concentrated at η (i.e. |z(η)∗α|2 is large compared to ‖Φ∗α‖2L2(dµ) + λ‖α‖22.) If η is not
sampled with high enough probability then αT(K + λIn)α will not be well approximated. Formally, by
(3):
αTKα =
∑
j,k
αjαk · k(xj ,xk)
=
∑
j,k
∫
Rd
e−2piiη
T (xj−xk)αjαkp(η) dη
=
∫
Rd
 n∑
j=1
αje
−2piiηTxj
( n∑
k=1
αke
2piiηTxk
)
p(η) dη
=
∫
Rd
p(η)
∣∣∣∣∣∣
n∑
j=1
αje
2piiηTxj
∣∣∣∣∣∣
2
dη.
53
Also, by the definition of Z and ϕ (see Section 2.2), we have
αTZZ∗α =
∥∥∥∥∥∥
n∑
j=1
αjϕ(xj)
∥∥∥∥∥∥
2
2
=
s∑
k=1
∣∣∣∣∣∣
n∑
j=1
αj · 1√
s
e2piiη
T
k xj
∣∣∣∣∣∣
2
=
1
s
s∑
k=1
∣∣∣∣∣∣
n∑
j=1
αje
2piiηTk xj
∣∣∣∣∣∣
2
,
where η1,η2, . . . ,ηs are the s samples from the distribution given by p. Hence, (62) is equivalent to∫
Rd
p(η)
∣∣∣∣∣∣
n∑
j=1
αje
2piiηTxj
∣∣∣∣∣∣
2
dη +
1
3
λ‖α‖22 <
2
3
· 1
s
s∑
k=1
∣∣∣∣∣∣
n∑
j=1
αje
2piiηkxj
∣∣∣∣∣∣
2
. (63)
We again use the same construction of n data points x1,x2, . . . ,xn ∈ Rd, according to the construc-
tion in Definition 39. Moreover, we define η∗ to be
η∗ = arg maxη∈{η1,η2,...,ηs}‖η‖2.
We also let α = (α1, α2, . . . , αn) be given by
αj = fη∗,b,R(xj),
where b = R/8
√
log(n/λ). We show that this choice of data points and α satisfies (63) with high
probability.
Lemma 47. Under the preconditions of Theorem 10, with probability 0.99 over the samples we have
‖η∗‖∞ ≤ 80
√
log nλ.
Proof. Let η1 be a random variable with density p(η1) = (2pi)−1/2e−η
2
1/2. The limits on n and λ
alongside Claim 29 imply that Pr(|η1| ≥ 80
√
log nλ) < n
−129
λ /100. Now, consider the sd different
entires in η1, . . . ,ηs. Each of these entries are distributed identically as η1, so by union-bound the
probability that the maximum value is bigger than 80
√
log nλ is bounded by sdn−129λ /100. Since s ≤ nλ
and d ≤ n ≤ n128λ , we have sd ≤ n129λ , so the the probability that the maximum value is bigger than
80
√
log nλ is bounded by 1/100. The lemma now follows by observing that ‖η∗‖∞ is smaller than this
value.
First, we upper bound the first term on the left side of (63). Note that by Lemmas 47 and 45, with
probability at least 0.99 over the samples η1,η2, . . . ,ηs, we have∫
Rd
p(η)
∣∣∣∣∣∣
n∑
j=1
αje
2piiηTxj
∣∣∣∣∣∣
2
dη =
∫
Rd
1
(
√
2pi)d
e−‖η‖
2
2/2
∣∣∣∣∣∣
n∑
j=1
αje
2piiηTxj
∣∣∣∣∣∣
2
dη
= ‖Φ∗α‖2L2(dµ)
≤ 8n2
(
3
4R
)d
· p(η∗) + 3λn,
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where we have let η = η∗. Now, in order to estimate p(η∗), note that by Claims 31 and 32, we have that
with probability at least 1− e−1 over the samples η1,η2, . . . ,ηs,
p(η∗) ≤ Bd
(log s)
d−2
2 s
,
where
Bd =
8 if d = 1(d−1) d−12
(2pi)d/2
if d > 1
.
Thus, with probability at least 1− e−1 − 1/100 ≥ 0.5, we have
∫
Rd
p(η)
∣∣∣∣∣∣
n∑
j=1
αje
2piiηTxj
∣∣∣∣∣∣
2
dη ≤ 8n2
(
3
4R
)d
· Bd
(log s)
d−2
2 s
+ 3λn. (64)
Next, we bound the right side of (63) from below. Note that by b = R/8
√
log(n/λ) and with the
choice of v = R and η = η∗, Lemma 43 holds true. Therefore we have,
1
s
s∑
k=1
∣∣∣∣∣∣
n∑
j=1
αje
2piiηTkxj
∣∣∣∣∣∣
2
≥ 1
s
∣∣∣∣∣∣
n∑
j=1
αje
2piiη∗·xj
∣∣∣∣∣∣
2
=
1
s
|α∗z(η∗)|2
≥ 1
s
( n
4 · 2d
)2
=
n2
22d+4s
, (65)
by Lemma 43.
We also require the following estimate of ‖α‖22, which is provided by Lemma 44:
‖α‖22 ≤ 4n. (66)
We also need the bound:
8n2
(
3
4R
)d
· Bd
(log s)
d−2
2 s
≤ n
2
3 · 22d+4s (67)
This bound obviously holds if
8
(
3
R
)d
· Bd
(log s)
d−2
2
≤ 1
3 · 24
We now distinguish between the case of d = 1 and the case of d > 1. For d = 1, the inequality is
192
√
log s
R
≤ 1
48
Now, the conditionsR ≥ log 2000nλ and s ≤ nλ/832 imply that s ≤ exp(R/2000)/832 ≤ exp((R/10000)2)
and so
192
√
log s
R
≤ 192
10000
≤ 1
48
55
as required. For d > 1, we first note that the conditions onR imply thatR ≥ 40 and d < R/25 (nλ ≥ 17
and λ ≤ n1−1/128 imply that R ≥ 2000 log nλ ≥ 15 log n and d ≤ 2 log n/ log logn ≤ 0.4 log n from
which the bound d < R/25 follows) so we have
8
(
3
R
)d
· Bd
(log s)
d−2
2
= 8
(
3
R
)d
· (d− 1)
d−1
2
(2pi)d/2(log s)
d−2
2
≤ 8 · (3/2)
d/2 · (d− 1) d−12
Rd(log s)
d−2
2
≤ 8 · (3/2)
d/2 · (d− 1) d−12
Rd
≤ 8 · (3/2)
d/2
Rd/225d/2
≤ 8 · (3/2)
d/2
40d/225d/2
≤ 8 · (3/2)
d/2
30d
≤ 1/48
as required.
Finally, by combining (64), (65), (66), and (67) we have that with probability at least 0.4,
∫
Rd
p(η)
∣∣∣∣∣∣
n∑
j=1
αje
2piiηTxj
∣∣∣∣∣∣
2
dη +
1
3
λ‖α‖22 ≤ 8n2
(
3
4R
)d
· Bd
(log s)
d−2
2 s
+ 3λn+
4
3
λn
≤ n
2
3 · 22d+4s +
13λns
3s
≤ n
2
3 · 22d+4s +
n2
3 · 22d+4s
≤ n
2
3 · 22d+3s
≤ 2
3
· 1
s
s∑
k=1
∣∣∣∣∣∣
n∑
j=1
αje
2piiηTkxj
∣∣∣∣∣∣
2
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