I. INTRODUCTION
The remarkable advances of Boolean Satisfiability (SAT) algorithms in past years, motivated their widespread use in many practical applications. Moreover, some applications require Boolean algorithms to optimize some cost function (e.g. [2] , [3] ). These practical applications depend on correct results computed by Boolean optimizers. In the context of SAT, validation of results has been addressed by Zhang & Malik [4] . Validation of Boolean optimizers based on branch-and-bound has been studied recently [1] . Nevertheless, many state of the art Boolean optimizers are based on iterative calls to a SAT solver. Further details and references on Boolean optimizers can be found in [5] . This paper develops methods for validating results computed by Boolean optimizers which are based on iterative calls to a SAT solver. The idea is to allow for an independent checker to receive the information returned by the Boolean optimizers and validate the result. The paper shows that, it is unnecessary for the checker to validate all the iterations of the solver, which can be as many as the number of clauses. This result is general an holds for most Boolean optimization algorithms based on iterative calls to a SAT solver. Moreover, the paper shows that, similarly to SAT, the time to check MaxSAT solutions is in general negligible when compared with the time the algorithms take to compute the optimum solution.
The paper is organized as follows. Section II introduces Boolean optimization problems. Section III presents our methods of validation of the results returned. Experimental results are shown in Section IV, and the paper concludes in Section V.
II. PRELIMINARIES
This section describes Boolean optimization problems and the notation used. Familiarity with the basic concepts of clauses, conjunctive normal formula (CNF), etc, is assumed (additional details can be found in [5] ).
The Boolean optimization problems considered are optimization extensions of the SAT problem. This work considers three different Boolean optimization problems, the MinCost SAT problem [6] , the Pseudo-Boolean optimization problem (PBO) [7] and the Maximum Satisfiability problem (MaxSAT) [8] . Despite only considering these Boolean optimization problems, the methods proposed for checking computed results can be adapted to other Boolean optimization problems, such as MaxSMT, MaxASP, or Weighted Boolean Optimization (WBO) (see [5] for references).
Given that translations between MaxSAT and the other two Boolean optimization problems are known [9] , [10] , [11] , the paper concentrates on the MaxSAT problem for demonstration purposes.
The Maximum Satisfiability (MaxSAT) problem is the problem that given a CNF formula ≡ ⋀
=1
consists on identifying an assignment that satisfies the maximum number of clauses of . Several variants of MaxSAT can be considered, namely partial MaxSAT, weighted MaxSAT and weighted partial MaxSAT.
Boolean Optimization Algorithms. We outline three algorithms to solve Boolean optimization problems based on iterative calls to a NP oracle.
The idea of the algorithms is to start with a given bound, add a new constraint considering the current bound and create an instance which is given to the NP oracle. Depending on the satisfiability of the created instance, the bound is updated and the process is restarted until the optimum value is found. In the case of MaxSAT, the bound corresponds to the number of clauses that are unsatisfiable. All the approaches consider relaxation variables which are new fresh variables added to the clauses.
The algorithms differ on the type of search performed, either Linear search, Binary search or Core-Guided search. Two types of Linear search are considered, either considering a lower bound and then iterating through unsatisfiable instances, or by considering an upper bound and then iterating through satisfiable instances (see [5] for a complete description).
III. VALIDATING BOOLEAN OPTIMIZERS
Validating the results provided by a solver is a recurrent problem in applications that rely on correct results for their operation (e.g. [2] , [3] ).
In the context of Boolean optimization, the solver needs to provide the optimum value it has found and certificates that the value is correct. Recently, Larrosa et al. [1] showed how to generate proofs of optimality for branch-and-bound procedures. This section shows how to modify the algorithms described in the previous section, in order for them to return a uniform certificate with the minimal information, that allows an independent checker to validate the result. Two methods of validation are proposed.
Method 1. The algorithms of the previous section are based in searching through CNF instances. The value being optimized is encoded in the CNF. The first method of validation considers the value encoded and the results returned by the SAT solver for all iterations, that is, validates the result returned by the SAT solver for each iteration.
For validation of iterations with satisfiable CNF instances, the solvers report the value that is being tested and the satisfiable assignment returned by the SAT solver. For the case of unsatisfiable CNF instances, the Boolean optimizers need only to report the trace produced by the SAT solver (as in the case of checking unsatisfiability of SAT solvers [4] ).
An independent checker receives the information of the satisfiable iterations, which we call the satisfiable certificates, and the traces of the unsatisfiable iterations (the unsatisfiable certificates), and validates the result. The checker verifies that the satisfiable certificates are correct, that is, the assignment is a satisfiable assignment and satisfies the value reported. For the unsatisfiable certificates the checker proceeds as current resolution checkers of SAT solvers in unsatisfiable instances as in Zhang & Malik [4] .
Method 2. Given that the iterations of the approaches described for Boolean optimization converge to the optimum value through satisfiable and unsatisfiable instances, then in the second method of validation, not all the certificates of all the iterations are checked. In fact, the checker needs only to validate the last satisfiable iteration and the last unsatisfiable trace produced. This can easily be seen for the Linear search algorithm going through unsatisfiable instances. The algorithm creates a new formula which corresponds to the input formula with all clauses augmented with fresh relaxation variables. Let = { | is the relax. var. of ∈ } be the set of relaxation variables. In each iteration, a new constraint bounding the number of relaxation variables to be at most is created ( ( ∑ ∈ ≤ )) and together with is given to the SAT solver. is increased whenever the SAT solver returns unsatisfiable.
In terms of the lower bound ( ) and the status returned by the SAT solver ( ), the run of the Linear search algorithm looks like the following:
The last unsatisfiable iteration has = − 1. If we check that the SAT solver returned the correct unsatisfiable result for the formula ∪ ( ∑ ∈ ≤ − 1) of the last unsatisfiable iteration, then we are assured that any of the previous iterations with < − 1 are all unsatisfiable. This is true because the formula and the set of relaxation variables remains the same between iterations, and thus the set of solutions of the constraint ( ∑ ∈ ≤ ), with < − 1, is included in the set of solutions of the constraint ( ∑ ∈ ≤ − 1). Only one satisfiable iteration exists with = , which corresponds to the optimal value. The cases of the Linear search going through satisfiable instances and of Binary search are analogous to the Linear search going through unsatisfiable instances but using an upper bound on the number of relaxation variables (and the previous for Binary search).
An interesting case for validating is the case of the a coreguided search algorithm which changes its set of relaxation variables while it is changing the bound . Due to the change of the set of relaxation variables it is not possible to consider only the last satisfiable certificate and the last unsatisfiable certificate as in the other algorithms. A wrongly stated core may change the set of relaxation variables and over estimate the lower bound .
An additional test is then required, to test that among all possible clauses to relax, the value reported is minimal. This can be achieved by creating a new instance with all clauses relaxed together with a new constraint that encodes the sum of all relaxation variables being strictly smaller than the result returned by the Boolean optimization solver. Further details on validating core-guided optimization solvers can be found in [5] .
The correctness of the second method of validation can be summarized in the following propositions. Table I show the running times of solver with and without the generation of certificates. The optimum value is show in column Opt.Value. As can be concluded, there can be a difference in run times between generating and not generating certificates. Similar conclusions were observed in [1] . Columns Check ALL and Check One of Table I represent the running times of checking all the unsatisfiability certificates, and of checking just the last unsatisfiable certificate. From the results we can conclude that checking only the last unsatisfiable certificate can result in significant savings in terms of run times. Some of the instances show the same time on checking all certificates or just one. This is justified because these instances only have one unsatisfiable iteration.
V. CONCLUSIONS AND FUTURE WORK
This paper investigates solutions for checking the results computed by Boolean optimizers based on iterative calls to a SAT solver. The paper complements recent work on generating certificates for branch-and-bound Boolean optimization.The paper overviews all existing algorithms based on iterative calls to a SAT solver, and shows that, for all these algorithms, it suffices to check one unsatisfiability proof and one satisfiable certificate. Experimental results indicate that the overhead of checking the solutions computed by Boolean Optimization algorithms is negligible. Simple implementation improvements to the work described in the paper include eliminating proof tracing, only recreating proof tracing for the (then known) last unsatisfiability proof.
