Zipf's law is the main regularity of quantitative linguistics. Despite of many works devoted to foundations of this law, it is still unclear whether it is only a statistical regularity, or it has deeper relations with information-carrying structures of the text. This question relates to that of distinguishing a meaningful text (written in an unknown system) from a meaningless set of symbols that mimics statistical features of a text. Here we contribute to resolving these questions by comparing features of the first half of a text (from the beginning to the middle) to its second half. This comparison can uncover hidden effects, because the halves have the same values of many parameters (style, genre, author's vocabulary etc). In all studied texts we saw that for the first half Zipf's law applies from smaller ranks than in the second half, i.e. the law applies better to the first half. Also, words that hold Zipf's law in the first half are distributed more homogeneously over the text. These features do allow to distinguish a meaningful text from a random sequence of words. Our findings correlate with a number of textual characteristics that hold in most cases we studied: the first half is lexically richer, has longer and less repetitive words, more and shorter sentences, more punctuation signs and more paragraphs. These differences between the halves indicate on a higher hierarchic level of text organization that so far went unnoticed in text linguistics. They relate the validity of Zipf's law to textual information. A complete description of this effect requires new models, though one existing model can account for some of its aspects.
This drawback is absent in a recent probability model that is based on latent variables and deduces Zipf's law together with its applicability to a single text and its extension to rare words [31] .
Despite of (or even due to) these efforts, there is a major open question [35, 43, 44] : is Zipf's law only a statistical regularity, or it also reflects information-carrying structures of a meaningful text? This question relates to one of fundamental issues in linguistics: how a text written in an unknown system (e.g. the Voynich manuscript) can be efficiently distinguished from a meaningless collection of words [6] .
Here we contribute to resolving these questions by noting that natural texts evolve from beginning to end. This obviously important notion is absent from the rank-frequency relation, which is invariant with respect to any permutation of words. Thus we divide texts into halves, each one containing the same amount of words. This implies a semantic difference: the first half can be understood without the second one, but normally the second half is not easy to understand without the first half. The first part of the text normally contains the exposition (which sometimes can be up to 20 % of the text), where the background information about events, settings, and characters is introduced to readers. The first part also plots the main conflict (open issue), whose denouement (solution) comes in the second half 1 . Dividing the text into two halves neutralizes confound variables that are involved in a complex text-producing process (style, genre, subject, the author's motives and vocabulary etc), because they are the same in both halves. Hence by comparing the two halves with each other we hope to see regularities that are normally shielded by above variables. In all texts we studied we noted the following regularities.
(1) For the first half Zipf's law applies from smaller ranks than in the second half, i.e. the law applies better to the first half, than to the second half. The smallest rank is the major limiting factor in applicability of the law, as shown by section III.
(2) For the first half the words that hold the law are distributed more homogeneously (in the properly quantified sense) along the text; see section V.
These features are specific for meaningful texts and they can be employed for distinguishing meaningful texts from a random collection of words that happens to hold Zipf's law, e.g. due to one of numerous stochastic mechanisms reviewed above [7, 19-26, 31, 32] .
We related the above results on Zipf's law to textual information. Rendering more detailed discussion till section IV, we note that meaningful texts consists of several hierarchic levels: words, phrases, sentences (clauses), paragraphs [48] [49] [50] . We looked whether the first and second halves differ with respect to quantitative characteristics of these levels. We identified several such differences:
(3) The first half is lexically richer (contains more distinct words and more rare words), has longer and less repetitive words, shorter sentences, more punctuation signs and more paragraphs.
In contrast to (1) and (2) , some features within (3) hold in most cases, but not strictly in all cases we studied. Despite of such minor exclusions, the results are suggestive in pointing out that the validity domain of Zipf's law relates to features of a meaningful text. This paper is organized as follows. The next section discusses our method of studying Zipf's law and its validity range. In particular, we explain how the validity range of Zipf's law behaves under mixing (joining together) two or more texts; see section II C. Section III compares the halves of a text with respect to the validity range of Zipf's law and the amount of rare words. These results are illustrated on Fig. 1 . Section IV reminds several aspects of textual information known in linguistics, designs on their base several straightforward quantitative characteristics and checks them for two halves. The results are summarized in Table I . Section V studies the distribution of words along the text. Here we study this distribution for different halves and relate it with the validity range of Zipf's law; see Fig. 2 . Section VI applies the theory for Zipf's law and rare words proposed in [31] for describing several aspects of our findings. Here we emphasize that this theory is incomplete. Better theories are yet to be found. We summarize our results in the last section. Arrows indicate on rmin and rmax, i.e. on the validity range of the Zipf's law. For this example, the power-law exponent γ for both halves are equal to 0.99, while the constant c for both halves are equal c1 = c2 = 0.135; see (4) and Table II in Appendix I. The step-wise behavior of fr for r > rmax refers to hapax legomena.
II. PHENOMENOLOGY OF ZIPF'S LAW AND ITS VALIDITY RANGE
A. The method of searching for Zipf 's law
We explain how we recover Zipf's law from the data; see Appendix II and [11, 31] for details. For a given text we extract the ordered frequencies of different words 2 (n and N are respectively the number of different words and the overall number of words in a text):
The data {f r } n r=1 is fit to a power law:f
Fitting parameters γ and c were found from minimizing the sum of squared errors: S err ; see Appendix II. The fitting quality is found from by the minimized value of S * err and from the coefficient of determination R 2 , which is the amount of variation in the data explained by the fitting; see Appendix II. Hence S * err → 0 and R 2 → 1 mean good fitting. We minimize S err over c and γ for r min ≤ r ≤ r max and find the minimal r min and the maximal r max for which S * err ≤ 0.05 and 1 − R 2 ≤ 0.005.
These values of r max and r min also determine the final fitted values c * and γ * of c and γ, respectively; see Fig. 1 and Tables II, IV . Thus c * and γ * are found simultaneously with the validity range [r min , r max ] of the law. For simplicity, we refer to c * and γ * as c and γ, respectively. The fitting quality was confirmed via the Kolmogorov-Smirnov (KS) test; see Appendix III.
The above method is standard, it differs from others by more rigorous criteria (3), and by explicitly accounting for the validity range r min ≤ r ≤ r max of the power law (2) . The general idea of fitting ranked frequencies (1) to the power-law (2) can be rightly criticized on the ground that the definition of rank is not independent from the frequency, hence the small value of S * err in (3) does not ensure against correlated errors of rank and frequency [44] . We stress that the several aspects the above fitting results will be recovered in section V, where the frequency will be given an alternative representation. We studied 10 English texts written in different epochs and on different subjects; see Appendix I for their description. We were not able to increase the number of studied texts substantially (e.g. ten times), because for each single texts we studied many different features; see Table I . Studying them for 100 text will be time-consuming.
For all studied texts we obtain [see Fig. 1 ]
The exponent γ ≈ 1 came itself, since we only imposed the power law in (2) . As for the magnitude of c in (2), we have two constraints. First note from Fig. 1 that apart of minor exclusions, (2) is an upper bound for the frequencies at all ranks. This holds more generally [5, 6, 31] , and implies a lower bound on c: c
Second, we note that for the obvious constraint for r min < r < r max , the power-law (2) is very close to observed frequencies. Hence we have c rmax k=rmin k −1 < 1, which leads to an upper bound for c. These bounds are consistent with actual values of c, which for the studied texts hold 0.1 < c < 0.2; see Tables III and IV. 2. Minimal rank rmin Fig. 1 shows that words with ranks 1 ≤ r < r min do not hold Zipf's law (2) . Among them, the most frequent 3-4 words relate to the author, since their frequencies coincide for both halves of the text; see Fig. 1 . But other words in the range are different for both halves; they do not hold Zipf's law due to their irregular behavior. Table III in Appendix I lists the values of r min for various texts.
The range 1 ≤ r < r min range contains mainly function words. They serve for establishing grammatical constructions (e.g., the, and a, such, this, that, where, were)
3 . The majority of words in the Zipfian range r min < r < r max do have a narrow meaning (content words). A subset of content words has a meaning that is specific for the text, i.e. they are key-words of this text. The fact that key-words are located in the Zipfian range was employed for automatic indexing of texts [47] . Few keywords appear also in the range 1 ≤ r < r min , e.g. love and miss for the romance novella DL and god and man for the theological AR; see Table II . Some keywords are also located in the range r > r max , e.g. eloi for the science fiction TM, but the majority of them are in the range r min < r < r max .
We stress that the applicability of Zipf's law to a single text cannot be explained via text-independent probabilities of words, because even if the same word enters into different texts it typically has quite different frequencies there [20] , e.g. among 83 common words in the Zipfian ranges of texts AR and DL [see Table II ], only 12 words have approximately equal ranks and frequencies.
Maximal rank rmax
Now r max is the maximal rank, where (2) holds according to criteria (3); see Table III for examples. It appears that r max is in a sense the largest possible rank, because for r > r max no smooth rank-frequency relation (including (2) ) is expected to work due to words having the same frequency. Put differently, Zipf's law cannot hold for r > r max , because now the rank-frequency relation consists of steps: many words having the same frequency f r [6] ; see Fig. 1 .
The empirical value of r max appeared to be such that the number of words having frequency f rmax is 10. The absolute majority of different words with ranks in [r min , r max ] have different frequencies; see Fig. 1 . It is only at the vicinity of r max that words having the same start to appear. Now the quality of fitting (defined by (3)) does not dependend on small changes of r max , but it is sensitive to small changes of r min . Hence for simplicity we fixed r max such that the number of words with frequency f rmax is 10.
We thus emphasize that the status of r max is different from r min , though they both determine the applicability domain of the smooth rank-frequency (2).
Hapax legomena
In rank-frequency relation, a sizable number of words appear only very few times (hapax legomena). These rare words amount to a finite fraction of n (i.e. the number of different words). The existence and the (large) number of rare events is not peculiar for texts, since there are statistical distributions that can generate samples with a large number of rare events [6] ; see section VI. One reason why many rare words should appear in a meaningful text is that a typical sentence contains functional words (which come from a small pool), but it also has to contain some rare words, which then necessarily have to come from a large pool [32] 4 . Though rare words cannot be described by a smooth rank-frequency relation (including Zipf's law), their distribution is closely related to the proper Zipf's law [31] ; see section VI.
C. Mixing of several texts
Mixing (joining together) two texts is a standard procedure in quantitative linguistics. Most of our knowledge on rank-frequency relations is verified on corpora, i.e. large mixtures of many texts; see [45] for a recent discussion. We shall now follow in detail how r max and r min behave under mixing. Table III shows that the validity range r max − r min of Zipf's law (2) clearly increases upon mixing different text:
where A and B are different texts, and A + B means the text got by mixing them. The main reason for increasing r max − r min is that the number of different words raises upon mixing two different texts, and then r max raises as well, because it is determined by a condition f rmax 10, as we saw above. Hence r max also increases sizably [see Table III] :
Eqs. (5, 6) are expected if Zipf's law is a statistical regularity. They ensure the applicability of Zipf's law to corpora, where (2) applies to most of ranks 5 . However, the behavior of r min is less expected [see Table III] :
Hence for certain texts r min can increase under mixing, i.e. limit the applicability of the Zipf's law for small ranks.
Whether r min will increase or decrease under mixing depends on the texts. At any rate, the change of r min does not have any significant influence on the increase of r max − r min in (5). Let us now return to the precision of Zipf's law. We applied strict criteria (3) to obtaining its validity range. One can also look for weaker precision measures, e.g. d = rmax k=rmin (ck −γ − f k ) that measures how the overall frequency of the Zipfian range is approximated by Zipf's law; cf. (1, 2) . Table III shows that |d| is sufficiently small so that the applicability of the law is warranted. But |d| can both increase and decrease upon mixing two texts; see Table III. Summarizing all the arguments, we can say that overall the validity range of Zipf's law tends to increase under mixing. Hence the hope of Refs. [20, 43 ] that Zipf's law applies more precisely to a single text than to text mixtures do not hold. This conclusion is not an automatic consequence of Zipf's law, and is specific for alphabetic writing systems; e.g. relatively short texts written in Chinese characters do hold Zipf's law in the above sense, but their mixtures do not [11] . But at least for alphabetical texts, the law holds also for text corpora, and hence reflects statistical regularities. The question is whether it reflects only statistical regularities. Mixing is not appropriate for answering this question. Below we shall do the opposite, i.e. divide a text into two halves.
4 E.g. this sentence contains rare word typical and pool that in the present text are met only 3 and 2 times, respectively. It also contains frequent words words, since, large. 5 In the context of text-mixing, we note that Ref. [45] that mixing together large corpora brings in-for sufficiently large ranks r > r 1 -an additional scaling regime fr ≃ r −γ 1 that holds for the frequency fr versus rank r > r 1 with γ 1 sizably different from 1. This second regime is naturally limited by ranks, where the rare words appear (hapax legomena). The Zipfian regime fr ≃ r −1 is thus confined to sufficiently small ranks r > r 1 . We note that this new scaling regime emerges only for mixing of large corpora from different authors and from different topics, whose length exceeds those of an average text. Hence the second critical regime is not relevant for single texts that are at focus of our investigation. This situation is somewhat similar to Chinese texts [11] , where sufficiently small texts hold Zipf's law, but mixtures of already several texts do not hold this law for large ranks, but before the regime of rare words sets in [11] . 
III. DIVIDING THE TEXT INTO TWO HALVES
A. Validity range of Zipf 's law for each half
We divided the studied texts into two halves along the flow of the narrative, i.e. from the beginning to end. Several aspects of the text are left unchanged, e.g. they are still sufficiently large for statistics to apply, they have the same overall number of words, the same author, genre etc. They are different semantically, since the first half can be understood without the second half, but the second half generally cannot be understood alone. Also, the structure of narrative is different: the first half normally contains the exposition, where actors, situations and conflicts are set and defined, while the second half normally contains the denouement; cf. Footnote 1.
Our first observation is that in all texts we studied the rank r min -where Zipf's law starts-is smaller for the first half, than the second half [see Table I for a qualitative summary of our results, and Tables II, III and IV for numeric  data] :
We recall that the fitting quality of Zipf's law depends strongly on r min . It does not depend much on r max , because the latter approximately coincides with a rank, where any smooth rank-frequency relation will stop to hold due to many words with the same frequency. Eq. (8) is consistent with (7), if the two halves [A and B in (7)] are regarded as different texts that produce the full text when taken together. There is another relation closely related to (8) [see Table IV ]
which shows that in the first half Zipf's law applies from larger frequency values than in the second half; cf. (2, 4) . Inequality (9) holds for all studied texts apart of one exception in 10 texts. We tolerate such exceptions taking into account various subjective factors that influence the text formation process.
Recall that the words with ranks 1 ≤ r < r min are of two types; cf. the second paragraph after (4). The few most frequent ones are author-specific, since they have the same frequency in both halves; see Fig. 1 . The remaining words with ranks from 1 < r < r min are not author-specific. Their amount is smaller in the first half of the text compared to the second half. This is the origin of (8, 9); see Fig. 1 .
We stress that (8, 9) does not hold for a random selection of the half of words. Expectedly, in that case the sign of r min 1 − r min 2 changes erratically from one text to another, while |r min 1 − r min 2 | is smaller than for the natural division into the halves. Also all other differences between the two halves (discussed below) does not hold if the division is done randomly. Table I shows that the parameter c of Zipf's law (2) does not show any systematic behavior between the halves 6 . Likewise, the power-law exponent γ in (2, 4) is generally close to 1 (0.95 ≤ γ ≤ 1.05); it slightly differs between the halves, but without a systematic trend.
Once the range 1 < r ≤ r min contains many functional words, we checked whether the two halves differ from each other by different number of functional words. No systematic differences were found between the halves. We also divided the functional words into different categories (conjunctions, pronouns, determiners) and checked each category separately with the same negative result.
B. Rare words
To describe the amount of rare words, we conventionally define a word as rare, if it appears in the text at most 3 times. Denote by h the number of such words in a given text. We selected this threshold 3 so as to get a robust comparison: since there is no a universal definition of word, different methods of counting can lead to different results 7 ; cf. Footnote 2.
For all studied texts we observed [see Table II ]:
where h 1 (h 2 ) is the number of words that appear at most 3 times in the first (second) half of a given text. Eq. (10) suggests that the first half uses more rare words, but such a conclusion is incomplete, since the two halves have different numbers of distinct words. Denote them as n 1 and n 2 , for the first and second half respectively. We saw a more refined criterion that again holds for all studied texts [see Table II] :
Hence the first half has more rare words both in absolute and relative terms. Both (10) and (11) are reproduced theoretically in section VI.
IV. TEXTUAL INFORMATION A. Quantifiers of textual information
We want to relate (8-11) with textual features developed qualitatively in linguistics; see [48] for a good review, [49] for a textbook and [50] for a monograph presentation. First of all, we recall that a text is a hierarchic 8 construct, i.e. it consists of several autonomous levels 9 : words, phrases, clauses, sentences, paragraphs 10 etc. The first level is that of words. Neglecting phenomena of synonymy and homonymy (which are rare in English, but not at all rare e.g. in Chinese [11] ), we can say that every word has several closely related meanings (polysemy). Neglecting also the difference between polysemic meanings, the number of independent meanings in a text can be estimated via the number of different words. Further distinction between words of the text can be made via their average length (in letters): content words-which express specific meaning-are normally longer than functional words that mostly serve for establishing grammatic connections [3] .
The next level is that of clauses, which sometimes can (e.g. in simple texts) coincide with a sentence. A clause joins several phrases, where the (polysemic) meaning of separate words is clarified. Moreover, in clauses there are new 6 E.g. c 1 = 0.087 < c 2 = 0.135 for text OC [see Table II ], but c 1 = 0.182 > c 2 = 0.165 for TS. 7 We found that the number of words that appear strictly once does not show a regular behavior across of the halves. 8 Refs. [54] [55] [56] recently mentioned hierarchic features of text in the context of long-range correlations betweeen words and letters found in real texts. 9 Autonomous means that features of a level are constrainted, but cannot be completely deduced, from those of lower levels. 10 Sometimes, they can coincide, i.e. a clause can coincide with sentence, and there can be a one-paragraph sentence.
means of expressing meaning. Within many clauses one can identify two types of phrases [48, 50] 11 . Clauses joined in one sentence normally have the same theme 12 . Sometimes, clauses of the next sentence employ the rheme of the previous sentence as their theme. Hence the number of clauses will indicate on the new information contained in the text [48] . We shall estimate the number of clauses in a text via calculating the number of punctuation signs in the text 13 . A paragraph joins several sentences with closely related themes 14 . Among these sentences there is one (or few) that are autosemantic [48, 49] , i.e. they can be taken out of the text, and they still retain their full meaning. Frequently, the autosemantic sentence is the first one in the paragraph, as it is the case with the present paragraph. The majority of sentences in a paragraph are semantically dependent, i.e. they evolve around the autosemantic sentences detailizing their meaning and/or providing further information on them [48] . For this higher level, autosemantic (semantically dependent) sentences are analogues of theme (rheme). Thus a paragraph can also serve as a (higher-level) unit of textual meaning. Hence the number of paragraphs of a text is a relevant descriptor of textual information. In this context note that there are automatic routines that allow allow to fragment a given text over topically homogeneous parts [51] .
Results presented below show that there is another (in a sense highest) hierarchic level of the text organization that was so far not noted by linguists 15 . It amounts to differences between the first and second halves of the text; in particular, the first half contains more themes and more autosemantic sentences than the second half.
B. Comparison between two halves of a text
We found that above characteristics can distinguish different halves of the same text, see Tables I, II and IV. However, for some of these distinctions there are exceptions -in contrast to (8, 10, 11) , where we did not see exceptions. They are rare in the sense that for 10 studied texts we got at most one exception.
• The number of different words is larger in the first half n 1 > n 2 ; see Table II 16 .
• The total number of punctuation signs (where we included full points, colons and semi-colons, commas, question marks and exclamation points) is also larger in the first half: S 1 > S 2 ; see Table II. 11 As an example, take the preceding sentence: Moreover, in clauses there are new means of expressing meaning. Here "moreover" is a textual theme, since it relates with previous parts of the text; "in clauses" is a topical theme, and the rest of the sentence (that contains the verb form) is the rheme. 12 Theme and rheme are different from, respectively, subject and predicate that are grammatic constructs. But still in many English sentences, the subject and theme coincide [50] . 13 This is not absolutely precise, because there are clauses that are connected into a sentence without any punctuation sign; e.g. they can be connected without comma, though colons, hyphens and semi-colons normally indicate on a clause connection. Commas can be employed without clause-connections, e.g. when listing items or emphasizing a part of a sentence that is not a clause. But in other cases they do indicate on the clause connection, e.g. when a comma is put before but, and, or when marking an indirect speech. Also recalling that we compare two parts of the same text, we believe that in regular texts an overall number of punctuation signs does correlate with the number of clauses. 14 Instead of paragraph linguists frequently look at segments or complex syntactic units [49] . The main difference between such constructs and the paragraph is that the latter is more dependent on a specific writing style adopted by the text's author. For our purposes this difference is not important, since we compare with each different halves of the same text that are written by the same author, and (normally) within the same style. 15 In this context we recall results from the language processing literature showing that inter-sentence correlations between words get stronger for sentences that are located deeper inside of a paragraph [62] . Let X
[k] i be a random variable denoting the i'th word that appears in the k sentence of the paragraph. For example, in the previous sentence, which is the second sentence of the present paragraph, "let" is a value assumed by X i . We also define X
1 ) for words of the same sentence, and let Y [k] to define all words that appear in sentences 1, ..., k − 1. Given a sufficiently long text, one can estimate joint probabilities p(x
−i , y [k] ) and hence calculate the mutual-conditional information I(X
, where p(
and Y [k] given (i.e. conditioned upon) X
[k]
−i . Ref. [62] shows that I(X
−i ) has a general trend of increasing with k for a fixed i. However, note that some of results in [62] contradict to literature [63] , e.g. the information constancy statement that the conditional entropy H(X
−i ) is constant as a function of k contradicts to the verified Hilberg's conjecture [60, 63] . 16 One can anticipate here possible relations with Herdan-Heap's law n ∼ N β (β ≈ 0.5) that relates the number of different words n in a text with the overall number of words N . Finding a relation between Zipf's law and Herdan-Heap's law was attempted in [61] .
• The total number of letters employed is larger in the first half: L 1 > L 2 ; see Table II . Hence, the average length of words (in letters) is also larger in the first half.
• We calculated the full distribution of sentences over the length (measured in words): κ α the fraction of sentences with word-length α ( α κ α = 1). Three specific characteristics of this distribution are worth looking at: the average α, dispersion ∆(α 2 ) and entropy ε:
Dispersion quantifies deviations from the average, while the entropy measures uncertainty, it is minimal (maximal) for deterministic (homogeneous) probabilities. Now Table IV shows that all these characteristics are smaller in the first half:
In addition, Table IV shows that the number of sentences in the first are larger. This result is consistent with both α 1 < α 2 and S 1 > S 2 , taking into account that the both halves have the same number of words.
• The number of paragraphs is larger in the first half (again with one exclusion): ρ 1 > ρ 2 ; see Table II . Altogether these features make intuitive sense, since they show that the first half contains more themes and more autosemantic sequences than the second half.
Note that applying notions of information compression does not indicate a robust difference between the two halves. Initially, the first half is larger in bytes; which is natural given that its words are longer in average; see Table II . We compressed each half via zip, Lempel-Ziv and several other standard routines. If the second half would compress more than the first half (in absolute or relative units), we would conclude that the second half has less information in the Shannon's sense. However, we did not observe any indication that the second half is compressed more than the first half. Table II shows that the discussed features (e.g. n 1 and n 2 ) are normally closer to each for the halves of the same text, e.g. |n 1 (AR) − n 2 (AR)| ≪ |n 1 (AR) − n 2 (TM)|. Obviously, the features of the two halves are close to each other. Similar points were noted in [25] and stated as translation invariance of text features. However, we stress that even small differences between the halves can show systematic differences between them.
V. SPATIAL DISTRIBUTION OF WORDS

A. Spatial frequency versus ordinary frequency
Let us now turn to features that reflect the distribution of words along the text. Studying this spatial distribution of words is traditional for quantitative linguistics [3, 36] . More recently, Refs. [37] [38] [39] [40] investigated the spatial distribution of key-words versus functional words. The conclusion reached is that key-words are distributed less homogeneously [37] [38] [39] [40] . Here we employ the spatial distribution of words in the context of Zipf's law.
Let w [1] , ..., w [ℓ] denote all occurrences of a word w along the text. Let ζ i j denotes the number of words (different from w) between w [i] and w [j] . Define the average period t(w) of this word w via
The averaging is conceptually meaningful only for sufficiently frequent words, though formally (15) is always welldefined. The inverse of this average quantity is the space-frequency g(w):
Now if a sufficiently frequent word w is distributed homogeneously, then we expect g(w) ≈ ℓ+1 N +1 ≈ f (w) = ℓ/N , where f (w) is the ordinary frequency, and where we assume that N ≫ 1 and ℓ ≫ 1. Hence the difference g(w) − f (w) can tell how the distribution of w deviates from the homogeneous one. Fig. 2 shows the ranked frequencies for the two halves of the text AR. For each word we show its (average) spacefrequency g(w) from (16) together with the (ordinary) frequency (1) . We stress that in Fig. 2 the rank is defined via the ordinary frequency ordering. Note that g(w) roughly follows the general pattern of Zipf's law.
We see that for frequent words of each text (i.e. AR1 or AR2) the difference |g(w) − f (w)| is small. This range of frequent words includes the initial part of the Zipfian range r min ≤ r ≤ r max ; cf. Fig. 2 with Fig. 1 . It also includes Table II . For each (ranked) word we also show its space-frequency (15) . The shown ranks correspond to r < rmax; cf. Fig. 1 .
all words with ranks 1 ≤ r ≤ r min , i.e. those frequent words that do not hold Zipf's law. Hence frequent words are distributed more homogeneously [40] . But |g(w) − f (w)| starts to grow already in the initial part of the Zipfian range r min < r < r max . Fig. 2 shows that this growth is larger for the second half of AR. To quantify this point, we defined normalized frequencies for the words in the Zipfian range:
Once these frequencies are properly normalized within the Zipfian range, we can quantify the distance between them via one of standard definitions of probability distances. We choose the variational distance:
Now Table II shows that for all studied texts there is a difference between the halves:
i.e. in the first half the words of the Zipfian domain are distributed more homogeneously. Note that the restriction to the Zipfian range r min < r < r max in (17) is crucial for the validity of (19) . For instance, if we extend the definition to ranks 1 ≤ r ≤ r max (i.e. rmax r ′ =rmin → rmax r ′ =1 everywhere) relation (19) does not hold anymore, i.e. the sign of µ 2 − µ 1 changes erratically from one text to another. This is an important point, because so far the Zipfian range r min < r < r max was defined via strict, but still conventional criteria (3). Eq. (19) shows that this definition does capture an important feature of real texts.
B. Yule's constant
The above result-i.e. words in the Zipfian range are distributed more homogeneously in the first half than in the second half-needs corroboration. To this end, we looked at the Yule's constant [6] . Define V m to be the number of words that (in a fixed text) appear m times. We get two obvious features:
where n and N are, respectively, the number of different words and the number of all words, and f 1 N is the number of times the most frequent word appears in the text. Note that for a sufficiently small m, V m is either zero or one. For instance, in the first half AR1 of AR,
Take a word w that appears m times in a text with length N . Now m N is the probability that a randomly taken word in the text will be w. Likewise,
is the probability that the second randomly taken word in the text will be again w. Both probabilities refer to a word w that appears m times. The probability to take such a word among n distinct words of the text is 
is a measure of repetitiveness of words. The Yule's constant K employs this quantity without the factor 1 n , since it wants to have something weakly dependent on N [6] . For us this feature is not important, since we compare the halves of a text. Following the tradition, we also omit the factor 1 n , but we stress that including it does not change our conclusions. Using (20) and N ≃ N − 1 ≫ 1, the Yule's constant reads [6] 
where 10 2 is a conventional factor we applied to keep K = O(1); see Table II . We employ K for comparing two halves of the same text with respect of the repetitiveness of words. Table II shows that apart of one exclusion we get K 2 > K 1 . In this sense words in the second half repeat more frequently. This is consistent with previous findings, i.e. n 1 > n 2 (the first half has more different words) and that the first half is fragmented more in the sense of a large number of paragraphs and more inhomogeneous distribution of the sentence length. It is also consistent with the fact established in section V A, viz. frequent words are distributed more homogeneously in the first part.
VI. THEORETICAL DESCRIPTION A. Remainder of the model
Below we show that a statistical physics theory of Zipf's law proposed in [31] can describe some of above effects. We stress that this description is incomplete, e.g. the theory cannot explain why specifically in the first half the applicability range of Zipf's is larger. This is not surprising, since the theory is based on purely statistical mechanisms of text-generation, i.e. it does not account for semantic issues. But the theory confirms (10, 11) and predicts new and useful relations that hold for halves. The theory starts with the following assumptions.
• Given n different words {w k } n k=1 , the joint probability for w k to occur ν k ≥ 0 times in a text T is assumed to be multinomial (the bag-of-words model [57] )
where N = n k=1 ν k is the length of the text (overall number of words), ν k is the number of occurrences of w k , and θ k is the probability of w k . According to (22) the text is regarded to be a sample of word realizations drawn independently with probabilities θ k .
Eq. (22) is incomplete, because it implies that each word has the same probability for different texts. In contrast, the same words do not occur with same frequencies in different texts.
• To improve this point we make θ a random vector with a text-dependent density P (θ|T ) [52, 53] . With this assumption the variation of the word frequencies from one text to another will be explained by the randomness of the word probabilities. Since θ was introduced to explain the relation of T with ν, it is natural to assume that the triple (T, θ, ν) form a Markov chain: the text T influences the observed ν only via θ. Then the probability p(ν|T ) of ν in a given text T reads
Physically, θ refers to annealed disorder. 17 Hence one can define the entropy − m Vm n ln Vm n that characterizes the inhomogeneity of distribution of distinct words. In contrast to the Yule's constant, the difference of this entropy calculated between two halves of the same text changes erratically from one text to another. This entropy was employed in [41] for distinguishing between natural and artificial texts.
• The text-conditioned density P (θ|T ) is generated from a prior density P (θ) via conditioning on the ordering of w = {w k } n k=1 in T :
If different words of T are ordered as (w 1 , ..., w n ) with respect to the decreasing frequency of their occurrence in T (i.e. w 1 is more frequent than w 2 ), then χ T (θ, w) = 1 if θ 1 ≥ ... ≥ θ n , and χ T (θ, w) = 0 otherwise.
• Next, we assume what physically amounts to an ideal gas: the probabilities θ k are distributed identically and the dependence among them is due to n k=1 θ k = 1 only:
where δ(x) is the delta function and the normalization ensuring ∞ 0 n k=1 dθ k P (θ) = 1 is omitted. Eq. (26) is a postulate that Ref. [31] motivated via relating it the mental lexicon (store of words) of the author. The factor c/n in (26) is necessary, since P (θ) is not normalizable for c/n = 0. Here c will be related to the prefactor of Zipf's law (2) .
An important feature of (26) is that the probability density Y (t k ) of the inverse frequency (or period) t k ≡ 1/θ k has the same shape as (26):
The meaning of (26, 27) is that the frequency and period-i.e., word choosing and period choosing-have the same distribution; cf. with section V A, where we saw that the inverse period and the ranked frequency roughly follow the same relation 18 . Now note the following feature of real texts
where n is the number of different words, while N is the total number of words in the text. Eq. (28) is verified for all texts we studied. Eqs. (22) (23) (24) (25) (26) (27) (28) allow to reach the final outcome of the theory: the probability p r (ν|T ) of the word with the rank r to appear ν times in a text T [31] :
where the effective probability φ r is found from
If φ r is sufficiently large (which is the case in the Zipfian domain), φ r N ≫ 1, the word with rank r appears in the text many times and its frequency ν ≡ f r N is close to its maximally probable value φ r N ; see (29) . Hence the frequency f r can be obtained via the probability φ r . Then (30) is Zipf's law generalized by the factor n −1 at high ranks r. This cut-off factor ensures faster [than r −1 ] decay of f r for large r. In the Zipfian range cr −1 ≫ cn −1 and (30) reverts to Zipf's law.
According to (29) , the probability φ r is small for r ≫ r max and hence the occurrence number ν ≡ f r N of the word with the rank r is a small integer (e.g. 1 or 2) that cannot be approximated by a continuous function of r. To describe this hapax legomena range, define r k as the rank, when ν ≡ f r N jumps from integer k to k + 1 (hence the number of words that appear k + 1 times is r k − r k+1 ). Since φ r reproduces well the trend of f r even for r > r max , r k can be theoretically predicted from (30) by equating its left-hand-side to k/N :
Eq. (31) is exact for k = 0, and agrees with r k for k ≥ 1 with a small relative error [31] . Hence a single formalism describes both Zipf's law for short texts and the hapax legomena range. For describing the hapax legomena no new parameters are needed; it is based on the same parameters N, n, c that appear in Zipf's law. 18 This feature holds for all densities Y (θ) ∝ c n β + θ β α with αβ = −2. We have chosen (26) , where β = 1 and α = −2, since it already provides a good fit to empiric data. This feature holds as well for Y (θ) ∝ 1/θ, which is however not normalizable, and hence cannot be employed.
B. Applying the model to the halves
The number of words V m that appear m times is expressed as V m = r m−1 − r m in terms of the above parameter r m . Using (31) we provide a theoretical estimate for this quantity timeŝ
Eq. (32) applies well for sufficiently small values of m [31] , and replaces the so called Lotka-Zipf's law V m ∝ m −2 [46] , which is much less precise. Now (10, 11) are reproduced from (32) upon putting there the fitted values of c 1 and c 2 (from Table IV ), the total number of words N 1 and N 2 , and the number of different words n 1 and n 2 (from Table II ) for each half.
Note from (25) that the parameter c/n characterizes the width of the prior word density, i.e. a smaller c/n means that more low-probable words are involved. An important observation is that for all texts we analyzed this ratio is smaller in the first half [see Table IV] :
This result is consistent with the above model [see (26) ], since it heuristically predicts that the first half involves more rare words. Now (30) and (33) imply that the theoretical prediction for Zipf's law is more precise for the first half than for the second half. However, we stress that the presented theory-given the values of c k and n k (k = 1, 2)-does not reproduce precisely the empiric values r min and r max for the Zipfian range.
VII. SUMMARY
Our aim was to relate Zipf's law (1, 2, 4) to meaning-carrying features of the text. First we had to understand in which specific sense this law is a statistical regularity (roughly akin to the law of large numbers). To this end, we studied the validity range of the law upon taking together two different texts; see section II C. The validity range does increase, but this increase happens mostly due to low-frequency words. Next, in section III each text was divided into two halves. This allows to uncover hidden relations, since various confounding variables (genre, style, the author's vocabulary etc) are the same in both halves. For the first half, Zipf's law applies from smaller ranks, and its validity range covers more frequent words.
On the other hand, we uncovered several textual features that are different between the halves; see Table I . In section IV we reviewed several basic notions of text linguistics, e.g. theme vs. rheme in clauses, and autosemantic sentences of paragraphs; see [48] for a more detailed review. We argued that quantitative differences between the halves (shown on Table I) imply that the first half of the text has more thematic information than the second half. We suggest that Zipf's law is related to the presence and amount of this information.
For describing the above relations of Zipf's law we need new models, since the existing statistical and optimization models do not account for meaning-carrying features of texts; see section I for a review. However, the statistical model developed in [31] can be applied for confirming some of the observed empiric relations and for predicting new ones; see (33) . This fact was demonstrated in section VI.
Relations discussed in the first group of Table I only require that the text consists of well-defined (but possibly unknown) words, no futher structure of the text is needed. These are: the minimal rank (and the maximal frequency) of Zipf's law, homogeneity of the spatial distribution for the Zipfian words, the number of different words, the number of rare words, the normalized prefactor of Zipf's law. These features can be employed for finding out whether a sequence of word-like symbols (written in unknown system) constitutes a text. Several other regularities are known in literature that distinguish between a text and a random string of words. Ref. [59] found that texts are compressed better in their natural ordering of words than after sufficiently many random permutations of words. Ref. [60] argues that the scaling behavior of the mutual information between different long block of a text can indicate on its difference from the random text.
Remaining relations we found-see the second part of Table I -do require that finer-grained text structures are known and available, e.g. that words consist of letters (which is not true in non-alphabetic writing systems) or that the text is fractioned into sentences and paragraphs (not the case in cryptic texts) etc. These features are important, because they uncover a textual structure that goes well-beyond paragraphs and chapters. Though they cannot be directly employed for the above task of text recognition, there are possible relations between some features from the first versus second group. We submit them for future consideration.
-Recall the relation between rare words and frequent words that goes via sentences: each sentence normally contains both frequent words and rare words; cf. Footnote 4. Hence we expect a relation between larger number of sentences (in the first half) and the following two facts. First, Zipf's law starts from smaller ranks and larger frequency; see (8, 9) . Second, there are more rare words in the first half; cf. (10, 11) .
-More punctuation signs in the first half obviously correlate with shorter sentences; see Table I . We also expect that longer sentences in the second half correlate with a larger word repetitiveness, as quantified by the Yule's constant (21) . Also, there can be a direct connection between spatial hamogeneity of Zipfian words seen in section V A, and the number of sentences.
-We anticipate a relation between smaller dispersion and entropy of the sentence distribution (from one hand) and the larger number of paragraphs (on the other hand).
Clarifying these points may uncover further connections between semantics and statistics, and also help to establish a text as one of the basic subjects of complex systems theory; see [54-56, 59, 60, 63] Total number of words is N , the number of different words is n, rmin is the lower rank of the Zipfian domain, S is the number of punctuation signs, L is the number of letters, h is the number of words that appear less then 4 times, K is the Yule's constant, µ is the normalized distance, and ρ is the number of paragraphs. The lower indices, e.g. in S1 and S2 refer to the first and second halves, respectively. Underlined pairs are atypical with respect to the halves, e.g. everywhere besides TF we get n1 > n2. Table II . B is the text size measured in bytes. σ is the number of sentences. ε is the entropy of sentence distribution over lengths (counted in words); see (13) . α and ∆(α 2 ) are respectively the average length of sentences in words and the standard deviation of the sentence distribution; see (12) . c is the fitted values of the parameter in (2), δ ≡ 10 6 ( ]. The lower indices, e.g. in c1 and c2 refer to the first and second halves, respectively. Underlined pairs are atypical with respect to the halves. Note that here all atypical cases relate to one text DA.
