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1. Introduction
For image compression and some other applications, it is very desirable to have wavelets with vanishing moments. In
particular, vanishing moments are closely related to the approximation order of wavelet frame decompositions
∞∑
j=−∞
∑
k∈Zd
r∑
ν=1
〈
f , ψ˜(ν)jk
〉
ψ
(ν)
jk . (1)
It follows from Proposition 5.7 of [4] that a MRA-based compactly supported dual wavelet frame system with diagonal
matrix dilation provides approximation order N whenever the Fourier transform of all its generators has zero up to order N
at the origin (in our terminology, this means that vanishing moment property of order N−1 holds for all the generators). We
give a proof of another fact: for a wide class of dual wavelet frames (not necessary MRA-based, not necessary with diagonal
matrix dilation and not necessary compactly supported), vanishing moment property for ψ˜(ν) , ν = 1, . . . , r, provides the
corresponding approximation order for (1). On the other hand, vanishing moment property of order 0 for ψ(ν) , ν = 1, . . . , r,
is a necessary condition for the system {ψ(ν)jk } to be a frame. This explains why vanishing moments property is useful for
frames, and why study of this topic is important. Some additional arguments are presented in Section 2.
If a MRA-based wavelet system is a basis, then the number of its vanishing moments depends only on the dual generating
reﬁnable function. Situation is essentially different for frames. Two pairs of dual wavelet frames may be generated by the
same reﬁnable functions and have different number of vanishing moments. The goal of this paper is to describe reﬁnable
functions generating dual wavelet systems (potential frames) with vanishing moments and to present an explicit method for
construction of compactly supported wavelet frames with arbitrary number of vanishing moments. Very close problem were
investigated by Ming-Jun Lai and A. Petukhov [3] for univariate wavelet frames. Their technique is not appropriate for multi-
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contrast to the one-dimensional case.
Throughout the paper we will use the following notations.
N is the set of positive integers, Rd denotes the d-dimensional Euclidean space, x = (x1, . . . , xd), y = (y1, . . . , yd)
are its elements (vectors), (x, y) = x1 y1 + · · · + xd yd , |x| =
√
(x, x), e j = (0, . . . ,1, . . . ,0) is the jth unit vector in Rd ,
0= (0, . . . ,0) ∈ Rd , 1= (1, . . . ,1) ∈ Rd; Zd is the integer lattice in Rd . For x, y ∈ Rd , we write x > y if x j > y j , j = 1, . . . ,d;
Zd+ = {x ∈ Zd: x  0}. If α,β ∈ Zd+ , a,b ∈ Rd , we set α! =
∏d
j=1 α j !,
(α
β
) = α!
β!(α−β)! , a
b = ∏dj=1 a jb j , [α] = ∑dj=1 α j ,
Dα f = ∂ [α] f
∂α1 x1...∂
αd xd
; δab denotes Kronecker delta; Td is the unit d-dimensional torus; C is the set of complex numbers.
Let M be a non-degenerate d × d integer matrix whose eigenvalues are bigger than 1 in module, M∗ is the conjugate
matrix to M , Id denotes the unit d×d matrix. We say that numbers k,n ∈ Zd are congruent modulo M (write k ≡ n (mod M)
if k − n = M,  ∈ Zd . The integer lattice Zd is split into cosets with respect to the introduced relation of congruence. The
number of cosets is equal to |detM| (see, e.g., [13, §2.2]). Let us take an arbitrary representative from each coset, call them
digits and denote the set of digits by D(M). Throughout the paper we consider that such a matrix M is ﬁxed, m = |detM|,
D(M) = {s0, . . . , sm−1}, s0 = 0, R(M) = {M−1s0, . . . ,M−1sm−1}.
Let ψ(ν), ψ˜(ν) ∈ L2(Rd), ν − 1, . . . , r. Dual wavelet systems {ψ(ν)jk }, {ψ˜(ν)jk }, where ψ(ν)jk := mj/2ψ(ν)(M j · + k), ψ˜(ν)jk :=
mj/2ψ˜(ν)(M j · + k), j,k ∈ Zd , ν = 1, . . . , r, form dual frames if for each f ∈ L2(Rd)
f =
∞∑
j=−∞
∑
k∈Zd
r∑
ν=1
〈
f , ψ˜(ν)jk
〉
ψ
(ν)
jk (2)
and
A‖ f ‖2 <
∞∑
j=−∞
∑
k∈Zd
r∑
ν=1
∣∣〈 f ,ψ(ν)jk 〉∣∣2 < B‖ f ‖2, A, B > 0, (3)
A˜‖ f ‖2 <
∞∑
j=−∞
∑
k∈Zd
r∑
ν=1
∣∣〈 f , ψ˜(ν)jk 〉∣∣2 < B˜‖ f ‖2, A˜, B˜ > 0. (4)
Let a MRA in L2(Rd) be generated by a scaling function ϕ which satisﬁes the reﬁnement equation
ϕ̂(x) =m0
(
M∗−1x
)
ϕ̂
(
M∗−1x
)
,
where m0 ∈ L2(Td) is its mask (reﬁnable mask). For any mν ∈ L2(Td), there exists a unique set of functions μνk ∈ L2(Td),
k = 0, . . . , r (polyphase representatives of mν ) so that
mν(x) = 1√
m
m−1∑
k=0
e2π i(sk,x)μνk
(
M∗x
)
. (5)
The functions μνk can be expressed by
μνk(x) = 1√
m
∑
s∈D(M∗)
e−2π i(M−1sk,x+s)mν
(
M∗−1(x+ s)).
It is clear from these formulas that a function mν is differentiable (n times) on R(M∗) if and only if its polyphase represen-
tatives μνk , k = 0, . . . ,m − 1, are differentiable (n times) at the origin, and mν is a trigonometric polynomial if and only if
its polyphase representatives, are a trigonometric polynomials.
Let now another MRA be generated by a scaling function ϕ˜ with a mask m˜0. According to Unitary Extension Principle [17],
to construct dual wavelet frames one ﬁnds wavelet masks mν,m˜ν , ν = 1, . . . , r, r m − 1, so that the polyphase matrices
M :=
⎛⎜⎝ μ00 . . . μ0,m−1... . . . ...
μr,0 . . . μr,m−1
⎞⎟⎠ , M˜ :=
⎛⎜⎝ μ˜00 . . . μ˜0,m−1... . . . ...
μ˜r,0 . . . μ˜r,m−1
⎞⎟⎠
satisfy
MT M˜ = Im, (6)
and deﬁne wavelet functions by
ψ̂(ν)(x) =mν
(
M∗−1x
)
ϕ̂
(
M∗−1x
)
,
̂˜ψ(ν)(x) = m˜ν
(
M∗−1x
)̂˜ϕ(M∗−1x).
The corresponding dual wavelet systems are {ψ(ν)}, {ψ˜(ν)} is said to be generated by ϕ , ϕ˜ (or MRA-based).jk jk
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some additional assumptions on ϕ, ϕ˜,mν,m˜ν (see [6,7], [13, §2.7]), we can state that {ψ(ν)jk }, {ψ˜(ν)jk } are dual frames in
L2(Rd).
Deﬁnition 1. We say that a wavelet system {ψ(ν)jk } has vanishing moments up to order α, α ∈ Zd+ (has VMα property in the
sequel), if Dβψ̂(ν)(0) = 0, ν = 1, . . . , r, for all β ∈ Zd+ , β  α.
Usually it is more useful to control univariate order of vanishing moment property (for example, to apply Taylor formula).
Deﬁnition 2. We say that a wavelet system {ψ(ν)jk } has vanishing moments up to order n, n ∈ Z+ (has VMn property in the
sequel) if Dβψ̂(ν)(0) = 0, ν = 1, . . . , r, for all β ∈ Zd+ , [β] n.
2. Why vanishing moments are needed for frames?
Theorem 3. Any wavelet frame {ψ(ν)jk } has VM0 property provided all the functions ψ̂(ν) are bounded and continuous at the origin.
Proof. Let {ψ(ν)jk } be a wavelet frame in L2(Rd). Assume that ψ̂(ν)(0) = 0 for at least one ν . Take a function f ∈ L2(Rd)
whose Fourier transform is compactly supported. Using standard technique, we have∑
k∈Zd
∣∣〈 f ,ψ(ν)jk 〉∣∣2 = ∫
Rd
∣∣ψ̂(ν)(M− j x)∣∣2∣∣ f̂ (x)∣∣2 dx+ R j,
where
R j 
∫
Rd
∑
l∈Zd, l =0
∣∣ f̂ (x)∣∣∣∣ f̂ (x+ M jl)∣∣∣∣ψ̂(ν)(M− j x)∣∣∣∣ψ̂(ν)(M− j x+ l)∣∣dx.
If j is large enough positive integer, then the supports of the functions f̂ and f̂ (· + M jl) are disjoint for all l ∈ Zd , l = 0.
Hence∑
k∈Zd
∣∣〈 f ,ψ(ν)jk 〉∣∣2 = ∫
Rd
∣∣ψ̂(ν)(M− j x)∣∣2∣∣ f̂ (x)∣∣2 dx −→
j→+∞
∣∣ψ̂(ν)(0)∣∣2‖ f ‖2.
This contradict to (3). 
Let {ψ(ν)jk }, {ψ˜(ν)jk } be dual frames. Decompositions (2) is said to have approximation order n if for any function f in the
Sobolev space Wn2∥∥∥∥∥ f −∑
i< j
∑
k∈Zd
r∑
ν=1
〈
f , ψ˜(ν)ik
〉
ψ
(ν)
ik
∥∥∥∥∥
2
 C‖ f ‖Wn2
∞∑
i= j
∥∥M−i∥∥n.
In particular, if M = λId , then∥∥∥∥∥ f −∑
i< j
∑
k∈Zd
r∑
ν=1
〈
f , ψ˜(ν)ik
〉
ψ
(ν)
ik
∥∥∥∥∥
2
 C
‖ f ‖Wn2
|λ| jn ;
if M is an arbitrary matrix dilation, then for any  > 0∥∥∥∥∥ f −∑
i< j
∑
k∈Zd
r∑
ν=1
〈
f , ψ˜(ν)ik
〉
ψ
(ν)
ik
∥∥∥∥∥
2
 C()
‖ f ‖Wn2
(|λ| − ) jn ,
where λ is a minimal (in module) eigenvalue of M (this follows from the facts that all spectrum of the operator M−1 is
located in the circle |x| r(M−1), where r(M−1) := limi→∞ ‖M−i‖1/i is the spectral radius of M−1, and there exists at least
one point of the spectrum on the boundary of the circle).
Theorem 4. Let {ψ(ν)jk }, {ψ˜(ν)jk } be dual wavelet frames,∣∣ψ(ν)(x)∣∣, ∣∣ψ˜(ν)(x)∣∣ C1
(1+ |x|)γ , γ > n + d,
for all ν = 1, . . . , r, and almost all x ∈ Rd. If {ψ˜(ν)} has VMn−1 property, then decompositions (2) have approximation order n.jk
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Lemma 5. Let η be a positive bounded function decreasing on [0,∞) so that η(|x|) is summable on Rd. Then there exists a constant
K depending on η and d such that∑
k∈Zd
η
(|x+ k|)η(|y + k|) Kη( |x− y|
8
)
(7)
for all x, y ∈ Rd.
Proof of Theorem 4. Let f ∈ Wn2 , j ∈ Z+ . It follows from (2) that∥∥∥∥∥ f −∑
i< j
∑
k∈Zd
r∑
ν=1
〈
f , ψ˜(ν)ik
〉
ψ
(ν)
ik
∥∥∥∥∥
2

∑
i j
r∑
ν=1
∥∥∥∥∑
k∈Zd
〈
f , ψ˜(ν)ik
〉
ψ
(ν)
ik
∥∥∥∥
2
. (8)
Since VMn property is equivalent to∫
Rd
yαψ˜(ν)ik (y)dy = 0, ν = 1, . . . , r, i ∈ Z, k ∈ Zd, ∀α ∈ Zd, [α] n,
using Taylor formula, we have∣∣〈 f , ψ˜(ν)ik 〉∣∣= ∣∣∣∣ ∫
Rd
f (y)ψ˜(ν)ik (y)dy
∣∣∣∣
=
∣∣∣∣∣
∫
Rd
dy ψ˜(ν)ik (y)
(
n−1∑
l=0
1
l!
(
(y − x)1 ∂
∂x1
+ · · · + (y − x)d ∂
∂xd
)l
f (x)
+
1∫
0
(1− t)n−1
(n − 1)!
(
(y − x)1 ∂
∂x1
+ · · · + (y − x)d ∂
∂xd
)n
f
(
x+ t(y − x))dt)∣∣∣∣∣
 C2
∑
α∈Zd[α]=n
∫
Rd
dy |x− y|n∣∣ψ˜(ν)ik (y)∣∣
1∫
0
∣∣Dα f (x+ t(y − x))∣∣dt.
From this, due to Lemma 5 and Cauchy–Bunyakovskii inequality, we obtain∥∥∥∥∑
k∈Zd
〈
f , ψ˜(ν)ik
〉
ψ
(ν)
ik
∥∥∥∥2
2
 C22
∫
Rd
dx
( ∫
Rd
dy|x− y|n
∑
k∈Zd
∣∣ψ˜(ν)ik (y)ψ(ν)ik (x)∣∣
1∫
0
∑
α∈Zd[α]=n
∣∣Dα f (x+ t(y − x))∣∣dt)2
 C3
∫
Rd
dx
( ∫
Rd
dy
1∫
0
dt
mi |x− y|n
(1+ |Mi(x− y)|)γ
( ∑
α∈Zd[α]=n
∣∣Dα f (x+ t(y − x))∣∣2) 12)2
= C3
∫
Rd
dx
( ∫
Rd
du
1∫
0
dt
mi |u|n
(1+ |Miu|)γ
( ∑
α∈Zd[α]=n
∣∣Dα f (x+ tu)∣∣2) 12)2
 C3
∫
Rd
dx
( ∫
Rd
du
1∫
0
dt
mi|u|n
(1+ |Miu|)γ
∑
α∈Zd[α]=n
∣∣Dα f (x+ tu)∣∣2 ∫
Rd
du
1∫
0
dt
mi |u|n
(1+ |Miu|)γ
)
 C3
(
‖ f ‖Wn2
∫
Rd
mi |u|n du
(1+ |Miu|)γ
)2
 C3
(
‖ f ‖Wn2
∥∥M−i∥∥n ∫
Rd
|v|n dv
(1+ |v|)γ
)2
 C3
(
‖ f ‖W 2p
∥∥M−i∥∥n ∫
Rd
dv
(1+ |v|)γ−n
)2
= C4‖ f ‖2Wn2
∥∥M−i∥∥2n.
It remains to combine this estimation with (8). 
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possible to estimate coeﬃcients of decomposition (2), to ﬁnd the order of approximation at a point for functions with some
special local properties, e.g., for the class (introduced by Calderón and Zygmund [1]) of functions f ∈ L(Rd) such that∫
|x−x0|h
∣∣ f (x) − P (x− x0)∣∣dx = o(hα),
where P is an algebraic polynomial. Detailed consideration of these problems is out of our today’s interest. Our main goal
is investigation of VMn property for frames and development of methods for their construction.
3. Polyphase characterisation of vanishing moments property
Now we will consider only wavelet systems {ψ(ν)jk }, {ψ˜(ν)jk } which are generated by scaling functions ϕ, ϕ˜ whose masks
m0,m˜0 are continuous at the origin and m0(0) = m˜0(0) = 1.
Assume that the functions ϕ̂,m1, . . . ,mr have derivatives up to order α at the origin. It easily follows from Leibniz
formula that VMα property holds if and only if
Dβ
(
mν
(
M∗−1x
))∣∣
x=0 = 0, ν = 1, . . . , r, ∀β ∈ Zd+, β  α. (9)
In the case r = m − 1, there exist different criterions for vanishing moment. It is known [9] how to describe vanishing
moment property in terms of linear identities for Fourier coeﬃcients of the dual reﬁnable mask (so-called sum rule). Some
other descriptions of masks providing VMn property are found in terms of zero-conditions [9] and in terms of containment
in a quotient ideal [12]. The following polyphase criterion was given in [18]: VMα property is valid for {ψ(ν)jk } if and only if
there exist complex numbers λγ , γ ∈ Zd+ , γ  α, such that λ0 = 1,
Dβμ˜0k(0) = 1√
m
∑
0γβ
λγ
(
β
γ
)(−2π iM−1sk)β−γ ∀β ∈ Zd+, β  α, (10)
for each k = 0, . . . ,m − 1. The set of parameters λγ in (10) is unique, and λγ does not depend on α due to the following
statement.
Proposition 6. (See [18].) If (10) is valid for the polyphase representatives of m˜0 , then
λβ = Dβ
(
m˜0
(
M∗−1x
))∣∣
x=0 (11)
for all β ∈ Zd+ , β  α.
Remark. It is possible to prove directly (see [2, Th. 10]) that for any trigonometric polynomial m˜0 condition (10) is equivalent
to the zero-conditions:
Dβ
(
m˜0
(
M∗−1x
))∣∣
x=s = 0, s ∈ D
(
M∗
)
, s = 0,
for all β ∈ Zd+ , [β] n. In particular, it follows that condition (10) for a polynomial mask implies the Strang–Fix condition
for the corresponding reﬁnable function.
So, in the case r = m − 1, VMα property for {ψ(ν)jk } depends only on m˜0, i.e. only the ﬁrst row of the matrix M˜ is
responsible for vanishing moments of wavelets generated by the matrix M. In the case r >m − 1, VMα property for {ψ(ν)jk }
depends also on the way of construction of matrices M, M˜. This may be illustrated by the following example.
Let d = 1, M =m = 2, μ00 = μ01 = μ˜00 = μ˜01 ≡ 1√2 ,
M = M˜ =
⎛⎜⎜⎝
1√
2
1√
2
1
2 − 12
1
2 − 12
⎞⎟⎟⎠ , M′ =
⎛⎜⎜⎝
1√
2
1√
2
1√
2
0
0 1√
2
⎞⎟⎟⎠ , M˜′ =
⎛⎜⎜⎝
1√
2
1√
2
1√
2
− 1√
2
− 1√
2
1√
2
⎞⎟⎟⎠ .
Either of pairs M, M˜ and M′ , M˜′ satisﬁes (6). The matrices M, M˜ generate wavelet masks m1(x) = m2(x) = m˜1(x) =
m˜2(x) = 12√2 −
1
2
√
2
e2π ix. It is clear that m1(0) = m2(0) = m˜1(0) = m˜2(0) = 0, i.e. for the corresponding wavelet systems
VM0 property is valid. The matrices M′ , M˜′ generate wavelet masks m′1(x) = 12 , m′2(x) = 12 e2π ix , m˜′1(x) = 12 − 12 e2π ix,
m˜′2(x) = − 12 + 12 e2π ix, and we have m′1(0) = 0, m′2(0) = 0.
60 M. Skopina / Appl. Comput. Harmon. Anal. 27 (2009) 55–72Theorem 7. Let α ∈ Zd+ , r m− 1, the functions μν,k, μ˜νk ∈ L2(Td), ν , k = 0, . . . , r, have derivatives up to order α at the origin, the
matrices N := {μνk}rν,k=0 and N˜ := {μ˜νk}rν,k=0 satisfy
N N˜ T = Ir+1; (12)
and let masks m˜0,m1, . . . ,mm−1 be deﬁned by (5). Then condition (9) is valid if and only if
(a) there exist λγ ∈ C, γ ∈ Zd+ , γ  α, such that λ0 = 1 and (10) holds for k = 0, . . . ,m − 1;
(b) Dγ μ˜0k(0) = 0, k =m, . . . , r, for all γ ∈ Zd+ , γ  α.
Proof. Suppose that (9) is valid. We will prove (a) and (b) by induction on α. Check the initial step for α = 0. Let mν(0) = 0,
ν = 1, . . . , r. It follows from (5) that
m−1∑
k=0
μνk(0) = 0, ν = 1, . . . , r. (13)
On the other hand, by (12),
r∑
k=0
μ˜0k(0)μνk(0) = 0, ν = 1, . . . ,m − 1.
Because of linear independence of the vectors (μν0(0), . . . ,μν,r(0)) ∈ Rr+1, ν = 1, . . . , r, there exists λ so that
μ˜00(0) = · · · = μ˜0,m−1(0) = λ, μ˜0m(0) = · · · = μ˜0,r(0) = 0.
Taking into account the condition m˜0(0) = 1 which is equivalent to
1√
m
(
μ˜ν0(0) + · · · + μ˜ν,m−1(0)
)= 1,
we obtain λ = 1√
m
.
For the inductive step we assume that (9) is valid for α > 0 and (a), (b) holds for all α′ ∈ Zd+ , α′ < α. So, due to
Proposition 6, there exist constants λγ ∈ C, γ ∈ Zd+ , γ < α such that (10) holds for all β < α. If γ ∈ Zd+ , γ < α, due to (5)
and Leibniz formula, we have
1√
m
∑
0βα−γ
(
α − γ
β
)m−1∑
k=0
(
2π iM−1sk
)α−β−γ
Dβμνk(0) = Dα−γmν
(
M∗−1x
)∣∣
x=0 = 0. (14)
It follows from (12) that
r∑
k=0
μ˜0kμνk = 0, ν = 1, . . . ,m − 1.
Differentiating this equality α times gives∑
0βα
(
α
β
) r∑
k=0
Dα−βμ˜0k(0)Dβμνk(0) = 0.
Taking into account the inductive hypotheses, we have∑
0βα
(
α
β
)m−1∑
k=0
Dα−βμ˜0k(0)Dβμνk(0) +
r∑
k=m
Dαμ˜0k(0)μνk(0) = 0. (15)
Multiply (14) by
( α
α−γ
)
λγ and subtract from (15). After the same manipulation with each γ ∈ Zd+ , γ < α, we obtain
0 =
r∑
k=m
Dαμ˜0k(0)μνk(0) +
∑
0βα
(
α
β
)m−1∑
k=0
Dα−βμ˜0k(0)Dβμνk(0)
− 1√
m
∑
0γ<α
(
α
α − γ
)
λγ
∑
0βα−γ
(
α − γ
β
)m−1∑
k=0
(
2π iM−1sk
)α−β−γ
Dβμνk(0)
=
r∑
k=m
Dαμ˜0k(0)μνk(0)
+
∑
0βα
(
α
β
)m−1∑
k=0
(
Dα−βμ˜0k(0) − 1√
m
∑
γ =α
(
α − γ
β
)(
α
α − γ
)(
α
β
)−1
λγ
(−2π iM−1sk)α−β−γ )Dβμνk(0).0γ<α−β
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α − γ
β
)(
α
α − γ
)(
α
β
)−1
= (α − β)!
γ !(α − β − γ )! =
(
α − β
γ
)
, (16)
and using the inductive hypotheses, the sum over β is deduced to
∑
0βα
(
α
β
)m−1∑
k=0
(
Dα−βμ˜0k(0) − 1√
m
∑
γ =α
0γα−β
(
α − β
γ
)
λγ
(−2π iM−1sk)α−β−γ)Dβμνk(0)
=
m−1∑
k=0
(
Dαμ˜0k(0) − 1√
m
∑
0γ<α
(
α
γ
)
λγ
(−2π iM−1sk)α−γ)μνk(0).
So, we have
m−1∑
k=0
(
Dαμ˜0k(0) − 1√
m
∑
0γ<α
(
α
γ
)
λγ
(−2π iM−1sk)α−γ)μνk(0) + r∑
k=m
Dαμ˜0k(0)μνk(0) = 0.
Similarly to the arguments for the initial step, it follows from (13) that there exists λα such that
Dαμ˜0k(0) − 1√
m
∑
0γ<α
(
α
γ
)
λγ
(−2π iM−1sk)α−γ = λα√
m
, k = 0, . . . ,m − 1,
Dαμ˜0k(0) = 0, k =m, . . . , r.
Thus, (10) is valid for β = α as was to be proved.
Now we assume that (a), (b) are valid. We will prove (9) by induction on α. If (10) is valid for α = 0, then μ˜0k(0) =
1/
√
m, k = 0, . . . ,m − 1. It follows from (12) and (b) that
μν0(0) + · · · + μν,m−1(0) = 0, ν = 1, . . . , r.
Hence, on the basis of (5), mν(0) = 0, ν = 1, . . . , r, what proves the initial step.
For the inductive step, we assume that (a), (b) is valid for α > 0 and (9) holds for all α′ ∈ Zd+ , α′ < α, i.e.
Dα−γmν
(
M∗−1x
)∣∣
x=0 = 0, γ ∈ Zd+, γ = 0, γ  α.
This yields (14) for γ = 0. Multiply (14) by ( αα−γ )λγ and add to (5) differentiated α times. After the same manipulation
with each γ ∈ Zd+ , γ < α, we obtain
Dαmν
(
M∗−1x
)∣∣
x=0 =
1√
m
∑
0βα
(
α
β
)m−1∑
k=0
(
2π iM−1sk
)α−β
Dβμνk(0)
+ 1√
m
∑
0<γα
(
α
α − γ
)
λγ
∑
0βα−γ
(
α − γ
β
)m−1∑
k=0
(
2π iM−1sk
)α−β−γ
Dβμνk(0)
= 1√
m
∑
0βα
(
α
β
) ∑
0γα−β
λγ
(
α
α − γ
)(
α − γ
β
)(
α
β
)−1m−1∑
k=0
(
2π iM−1sk
)α−β−γ
Dβμνk(0).
Due to (16), (10) and (b), this yields
Dαmν
(
M∗−1x
)∣∣
x=0
= 1√
m
∑
0βα
(
α
β
)m−1∑
k=0
∑
0γα−β
λγ
(
α − β
γ
)(−2π iM−1sk)α−β−γ Dβμνk(0)
=
∑
0βα
(
α
β
)m−1∑
k=0
Dα−βμ˜0k(0)Dβμνk(0) = Dα
(
m−1∑
k=0
μ˜0k(x)μνk(x)
)∣∣∣∣
x=0
= Dα
(
r∑
k=0
μ˜0k(x)μνk(x)
)∣∣∣∣
x=0
.
It follows from (12) that Dαmν(M∗−1x)|x=0 = 0 as was to be proved. 
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statement follows immediately from Theorem 7 and Proposition 6.
Theorem 8. Let n ∈ Z+ , r m − 1, the functions μν,k, μ˜νk ∈ L2(Td), ν , k = 0, . . . , r, have derivatives up to order n at the origin, the
matrices N := {μνk}rν,k=0 , N˜ := {μ˜νk}rν,k=0 satisfy (12); and let masks m˜0,m1, . . . ,mm−1 be deﬁned by (5). Then condition (9) is
valid for all α ∈ Zd, [α] n, if and only if
(a) there exist λγ ∈ C, γ ∈ Zd+ , [γ ] n, such that λ0 = 1 and (10) holds for k = 0, . . . ,m − 1;
(b) Dγ μ˜0k(0) = 0, k =m, . . . , r, for all γ ∈ Zd+ , [γ ] n.
Let n ∈ Z+ , we will denote by L(n)∞ the class of complex-valued functions which are in L∞(Td) and have continuous
derivatives up to order n at the origin.
Lemma 9. Let μν0, μ˜ν0 ∈ L(n)∞ , ν = 0, . . . , r, and
r∑
ν=0
μν0μ˜ν0 = 1. (17)
Then there exist functions μνk, μ˜νk ∈ L(n)∞ , ν = 0, . . . , r, k = 1, . . . , r, such that
r∑
ν=0
μνlμ˜νk = δkl, k, l = 0, . . . , r. (18)
Proof. Set
μ′ν0 :=
⎧⎪⎨⎪⎩
μν0/
√∑r
l=0 |μl0|2, if
√∑r
l=0 |μl0|2 = 0,
1/
√
m, if
√∑r
l=0 |μl0|2 = 0,
ν = 0, . . . , r.
It is clear that the functions μ′ν0 are essentially bounded and
r∑
ν=0
∣∣μ′ν0∣∣2 = 1. (19)
It follows from (17) that
∑r
l=0 |μl0(0)|2 = 0. So, μ′ν0 ∈ L(n)∞ , ν = 0, . . . , r. Let us extend the unit vector μ′00, . . . ,μ′r0 to a
unitary matrix. Due to (19), there exist ν0 so that μ′ν00(0) = 1. We may assume that ν0 = 0 (else we will interchange μ′ν00
and μ′00, extend this new vector to a unitary matrix and interchange its 0th and ν0th rows). Due to Householder transform,
an extension to a unitary matrix may be realised by:
μ′0k = μ′k0
1− μ′00
1− μ′00
, μ′νk = δνk −
μ′ν0μ′k0
1− μ′00
, ν, k = 1, . . . , r.
Because of (19), we have |μ′ν0| 
√
1− |μ′00|2, ν = 1, . . . , r. This yields essential boundedness of the functions μ′νk . Since
1− μ′00(0) = 0, it follows that μ′νk ∈ L(n)∞ , ν , k = 0, . . . , r. Set
μ˜νk := μ′νk, ν = 0, . . . , r, k = 1, . . . , r,
Q˜ k := (μ˜0k, . . . , μ˜rk), k = 0, . . . , r,
Q 0 := (μ00, . . . ,μr0), Qk := Q˜ k − Q˜ k Q˜ T0 Q 0, k = 1, . . . , r.
It is not diﬃcult to see that the entries of Qk are in L
(n)∞ and Qk Q˜ Tl = δkl , k, l = 0, . . . , r (we used here that Q 0 Q˜ Tl = 0 and
Q˜ l Q˜ Tl = 1). It remains to denote by μνk the νth component of Qk . 
Lemma 10. Let A be a class of complex-valued functions such that
(i) if f , g ∈ A, a,b ∈ C then af + bg ∈ A,
(ii) if f , g ∈ A, then f g ∈ A,
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n × n matrices N , N˜ ∈ A satisfying N T N˜ = In, then any two n × j matrices M, M˜ ∈ A, 1 < j < n, satisfying MT M˜ = I j can be
extended to n × n matrices N , N˜ ∈ A satisfying N T N˜ = In,
Proof. We will prove by induction on j. The base for j = 1 is given. Let us check the inductive step j − 1 → j. Let j × n
matrices M,M˜ ∈ A satisfy MT M˜ = I j . Denote by Qk , Q˜ k the kth columns respectively of M, M˜. Due to the statement
of the base, the matrices Q 1, Q˜ 1 ∈ A can be extended to n × n matrices N ′, N˜ ′ ∈ A satisfying N ′T N˜ ′ = In , Let Q ′k , Q˜ ′k ,
k = 2, . . . ,n, denote the kth columns respectively of N ′, N˜ ′ ∈ A. Fix a point x for which Q ′l (x)T Q˜ ′k(x) = δkl . Since the
vectors Q ′2(x), . . . , Q ′n(x) form a basis for the orthogonal complement to Q˜ 1(x) in Rn , we have
Qk(x) =
n∑
l=2
αlk(x)Q
′
l (x), k = 2, . . . , j.
Similarly,
Q˜ k(x) =
n∑
l=2
α˜lk(x)Q˜
′
l (x), k = 2, . . . , j.
It is clear that αlk, α˜lk ∈ A and ∑nl=2 αlkα˜lk′ = δkk′ , k,k′ = 2, . . . , j. Due to the inductive hypotheses, there exist functions
αlk, α˜lk ∈ A, l = 2, . . . ,n, k = j + 1, . . . ,n, such that
n∑
l=2
αlkα˜lk′ = δkk′ , k,k′ = 2, . . . ,n. (20)
Set
Qk :=
n∑
l=2
αlk Q
′
l , Q˜ k :=
n∑
l=2
α˜lk Q˜
′
l , k = j + 1, . . . ,n.
Because of (20) and biorthogonality of the systems Q 1, Q ′2, . . . , Q ′n and Q˜ 1, Q˜ ′2, . . . , Q˜ ′n , we obtain
Ql(x)
T Q˜ k(x) = δkl, k, l = 1, . . . ,n.
To complete the proof it remains to introduce matrices N and N˜ whose columns are respectively Q 1, . . . , Qn and
Q˜ 1, . . . , Q˜ n . 
Now we are ready to give a necessary condition for VMn property.
Theorem 11. Let dual wavelet systems {ψ(ν)jk }, {ψ˜(ν)jk } be generated by reﬁnable functions ϕ , ϕ˜ whose Fourier transforms have deriva-
tives up to order n at the origin, and let the entries μνk, μ˜νk of the corresponding polyphase matrices M, M˜ be in L(n)∞ . If {ψ(ν)jk } has
VMn property, then there exist complex numbers λγ , γ ∈ Zd+ , [γ ] n, λ0 = 1 such that (10) holds for k = 0, . . . ,m − 1.
Proof. Due to Lemmas 9, 10, the (r + 1)×m matrices M,M˜ can be extended to (r + 1)× (r + 1) matrices N , N˜ such that
their entries are in L(n)∞ and N T N˜ = Ir+1. It remains to apply conditions (a) of Theorem 8. 
Next let us discuss how to construct a dual wavelet system with VMn property generated by a pair of reﬁnable func-
tions ϕ, ϕ˜ with masks m0,m˜0 respectively. Due to Theorem 11, we know that the polyphase representatives of m˜0 should
satisfy (10). But this theorem said nothing about m0. Consider the following example. Let d = 1, M =m = 2, s0 = 0, s1 = 1,
μ00 = μ˜00 = μ01 ≡ 1√2 , μ˜01 =
1√
2
(1 − i2 sin2πx). It is clear that (10) holds for n = 1 (with λ0 = 1, λ1 = 0). Assume that
there exists dual wavelet systems {ψ(ν)jk }, {ψ˜(ν)jk } with VM1 property (for {ψ(ν)jk }) generated by these functions. This means
that the polyphase matrices M, M˜, whose ﬁrst rows are respectively (μ00,μ01), (μ˜00, μ˜01), satisfy (6) and such that (9)
holds for the corresponding wavelet masks. Due to Lemmas 9, 10, the matrices M,M˜ can be extended to matrices N , N˜
such that their entries μνk , μ˜νk , ν,k = 0, . . . , r, are in L(2)∞ and N T , N˜ are mutually inverse. It follows from Theorem 8 that
d
dx
(
r∑
μ0k(x)μ˜0k(x)
)∣∣∣∣
x=0
= 0. (21)
k=2
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d
dx
(
r∑
k=2
μ0k(x)μ˜0k(x)
)∣∣∣∣
x=0
= d
dx
(
1−
1∑
k=0
μ0k(x)μ˜0k(x)
)∣∣∣∣
x=0
= d
dx
(
1− 1
2
− 1
2
(
1− i
2
sin2πx
))∣∣∣
x=0 =
d
dx
(
i
4
sin2πx
)∣∣∣
x=0 = 0.
So, we see that a generating reﬁnable function ϕ should be also chosen properly to provide VMn property for {ψ(ν)jk }.
The following statement gives a suﬃcient condition for a pair of reﬁnable functions to generate dual wavelet systems
with VMn property.
Theorem 12. Let ϕ , ϕ˜ be reﬁnable functions, their Fourier transforms ϕ̂,̂˜ϕ have derivatives up to order n at the origin, ϕ̂(0) =̂˜ϕ(0) = 1, and let μ00, . . . ,μ0,m−1 , μ˜00, . . . , μ˜0,m−1 ∈ L(n)∞ be the polyphase representatives of their masks. If there exist complex
numbers λγ , γ ∈ Zd+ , [γ ] n, λ0 = 1, such that (10) holds for k = 0, . . . ,m−1 and there exist functionsμ0k, μ˜0k ∈ L(n)∞ , k =m, . . . , r,
such that
r∑
k=0
μ0kμ˜0k = 1,
Dβμ˜0k(0) = 0, k =m, . . . , r, ∀β ∈ Zd+, [β] n,
then the functions ϕ , ϕ˜ generate dual wavelet systems {ψ(ν)jk }, {ψ˜(ν)jk } with VMn property for {ψ(ν)jk }.
Proof. Set Q = (μ00, . . . ,μ0r), Q˜ = (μ˜00, . . . , μ˜0r). Due to Lemma 9, the 1 × (r + 1) matrices Q , Q˜ can be extended to
(r + 1) × (r + 1) matrices N = {μνk}rν,k=0, N˜ = {μ˜νk}rν,k=0 such that their entries are in L(n)∞ and N N˜ T = Ir+1. So, the
matrices
M :=
⎛⎜⎝ μ00 . . . μ0,m−1... . . . ...
μr,0 . . . μr,m−1
⎞⎟⎠ , M˜ :=
⎛⎜⎝ μ˜00 . . . μ˜0,m−1... . . . ...
μ˜r,0 . . . μ˜r,m−1
⎞⎟⎠
satisfy (6). It follows from Theorem 8 that the corresponding wavelet masks m1, . . . ,mm−1 satisfy (9) for all α ∈ Zd , [α] n,
what was to be proved. 
Applied mathematicians and engineers are especially interested in construction of compactly supported wavelet sys-
tems. To provide this property generating reﬁnable functions should be compactly supported and wavelet masks should be
trigonometric polynomials.
Theorem 13. Let ϕ , ϕ˜ be compactly supported reﬁnable functions with polynomial masks, ϕ̂(0) = ̂˜ϕ(0) = 1, and letμ00, . . . ,μ0,m−1 ,
μ˜00, . . . , μ˜0,m−1 be the polyphase representatives of their masks. If there exist complex numbers λγ , γ ∈ Zd+ , [γ ] n, such that (10)
holds for k = 0, . . . ,m − 1 and there exist trigonometric polynomials μ0k, μ˜0k, k =m, . . . , r, such that
r∑
k=0
μ0kμ˜0k = 1,
Dβμ˜0k(0) = 0, k =m, . . . , r, ∀β ∈ Zd+, [β] n,
then the functions ϕ , ϕ˜ generate dual compactly supported wavelet systems {ψ(ν)jk }, {ψ˜(ν)jk } with VMn property for {ψ(ν)jk }.
Proof. Set Q = (μ00, . . . ,μ0r), Q˜ = (μ˜00, . . . , μ˜0r). Due to Suslin’s solution of a generalised Serre conjecture [19], the row
Q can be extended to a unimodular matrix with polynomial entries. After this it is not diﬃcult to ﬁnd (r + 1) × (r + 1)
matrices N , N˜ extending Q , Q˜ such that their entries are trigonometric polynomials and N N˜ T = Ir+1 (see [8,16], [13,
§2.6]). Next we repeat the arguments of the previous proof. 
Let us return to the example before Theorem 12. We could not succeed with VM1 property because the derivative of∑1
k=0 μ0k(x)μ˜0k(x) did not vanish at the zero. Try to change μ01 ≡ 1√2 for μ01 = μ˜01. Now we have
d
dx
(
1∑
μ0k(x)μ˜0k(x)
)∣∣∣∣
x=0
= d
dx
(
1
8
sin2 2πx
)∣∣∣
x=0 = 0.k=0
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consider generating masks m0,m˜0 whose polyphase representatives satisfy
Dβμ0k(0) = 1√
m
∑
0γβ
λγ
(
β
γ
)(−2π iM−1sk)β−γ ∀β ∈ Zd+, [β] n, (22)
Dβμ˜0k(0) = 1√
m
∑
0γβ
λ˜γ
(
β
γ
)(−2π iM−1sk)β−γ ∀β ∈ Zd+, [β] n. (23)
Theorem 14. Let dual wavelet systems {ψ(ν)jk }, {ψ˜(ν)jk } be generated by reﬁnable functions ϕ , ϕ˜ whose Fourier transforms have deriva-
tives up to order n at the origin, the entriesμνk, μ˜νk of the corresponding polyphase matrices M, M˜ be in L(n)∞ and there exist complex
numbers λγ , λ˜γ , γ ∈ Zd+ , [γ ] n, λ0 = λ˜0 = 1, such that (22), (23) are fulﬁlled for k = 0, . . . ,m − 1. If at least one of the systems
{ψ(ν)jk }, {ψ˜(ν)jk } has VMn property, then∑
0γα
(
α
γ
)
λγ λ˜α−γ = 0 ∀α ∈ Zd+, 0< [α] n. (24)
Proof. Let α ∈ Zd+ , 0 < [α] n, k = 0, . . . ,m − 1, ρ := 2πM−1sk . Due to (22), (23), we have
mDα
(
μ0k(x)μ˜0k(x)
)∣∣
x=0
=
∑
0βα
(
α
β
)
Dβμ0k(0)Dα−βμ˜0k(0)
=
∑
0βα
(
α
β
) ∑
0γβ
(
β
γ
)
λβ−γ (−iρ)γ
∑
0δα−β
(
α − β
δ
)˜
λα−β−δ(iρ)δ
=
∑
0γα
∑
γβα
∑
0δα−β
(
α
β
)(
β
γ
)(
α − β
δ
)
(−1)γ (iρ)γ+δλβ−γ λ˜α−β−δ
=
∑
0γα
∑
0δα−γ
∑
γβα−δ
(
α
β
)(
β
γ
)(
α − β
δ
)
(−1)γ (iρ)γ+δλβ−γ λ˜α−β−δ
=
∑
0γα
∑
γα
∑
γβα−+γ
(
α
β
)(
β
γ
)(
α − β
 − γ
)
(−1)γ (iρ)λβ−γ λ˜α−β−+γ
=
∑
0α
(iρ)
∑
0γ
∑
γβα−+γ
(
α
β
)(
β
γ
)(
α − β
 − γ
)
(−1)γ λβ−γ λ˜α−β−+γ
=
∑
0α
(iρ)
∑
0γ
∑
0κα−
(
α
κ + γ
)(
κ + γ
γ
)(
α − κ − γ
 − γ
)
(−1)γ λκ λ˜α−κ−
=
∑
0α
(iρ)
∑
0κα−
λκ λ˜α−κ−
∑
0γ
α!
κ !γ !( − γ )!(α − κ − )! (−1)
γ
=
∑
0α
(iρ)
∑
0κα−
λκ λ˜α−κ−
(
α
κ + 
) ∑
0γ
(

γ
)
(−1)γ
=
∑
0α
(iρ)
∑
0κα−
λκ λ˜α−κ−
(
α
κ + 
)
(1− 1) =
∑
0κα
(
α
κ
)
λκ λ˜α−κ . (25)
So, Dα(μ0k(x)μ˜0k(x))|x=0 does not depend on k and
∑
0κα
(
α
κ
)
λκ λ˜α−κ =
m−1∑
k=0
Dα
(
μ0k(x)μ˜0k(x)
)∣∣
x=0 = Dα
(
m−1∑
k=0
μ0k(x)μ˜0k(x)
)∣∣∣∣
x=0
.
Due to Lemmas 9, 10, the (r + 1) ×m matrices M, M˜ can be extended to (r + 1) × (r + 1) matrices N , N˜ such that
their entries are in L(n)∞ and N T N˜ = Ir+1. Due to conditions (b) of Theorem 8,
Dα
(
μ0k(x)μ˜0k(x)
)∣∣ = 0, k =m, . . . , r.x=0
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∑r
k=0 μ0k(x)μ˜0k(x) = 1, we obtain
Dα
(
m−1∑
k=0
μ0k(x)μ˜0k(x)
)∣∣∣∣
x=0
= Dα
(
r∑
k=0
μ0k(x)μ˜0k(x)
)∣∣∣∣
x=0
= 0. 
Corollary 15. Let μ0k, μ˜0k ∈ L(n)∞ for some k = 0, . . . ,m − 1. If there exist complex numbers λγ , λ˜γ , γ ∈ Zd+ , [γ ] n, such that (22),
(23), (24) are fulﬁlled, then
Dα
(
μ0k(x)μ˜0k(x)
)∣∣
x=0 = 0,
for all α ∈ Zd+ , 0 < [α] n.
The proof of Corollary 15 follows from (25).
4. Methods for construction compactly supported wavelet frames with VMn property
Due to Corollary 15 and Theorem 13, reﬁnable functions ϕ, ϕ˜ whose masks are trigonometric polynomials satisfying (22),
(23), (24) generate dual compactly supported wavelet systems {ψ(ν)jk }, {ψ˜(ν)jk } with VMn property for {ψ(ν)jk } (we can set
μ0m ≡ 1, μ˜0m =∑m−1l=0 μ′0lμ˜0l , in this case). But this is a bad construction. The system {ψ˜(ν)jk } does not have VM0 property.
As was mentioned above, such a system cannot be a frame. The following method allows to provide VMn property for each
of the systems {ψ(ν)jk }, {ψ˜(ν)jk }.
Algorithm 1.
Step 1. Given n ∈ Zd and given a set of parameters λβ ∈ C, β ∈ Zd+ , [β]  n, λ0 = 1, ﬁnd a dual set of parameters λ˜β ∈ C
satisfying (24) by the following recursive formulas
λ˜0 = 1, λ˜α = −λα −
∑
0<βα
(
α
β
)
λβ λ˜α−β .
Step 2. Chose functions μ′00, . . . ,μ′0m−1 and μ˜00, . . . , μ˜0m−1 deﬁned by
μ′0k(x) =
1√
m
∑
[α]n
gα(x)
∑
0βα
(
α
β
)(−2π iM−1sk)βλα−β + ∑
[α]=n+1
Tk,α(x)
α j∏
j=1
(
1− e2π ix j )α j ,
μ˜0k(x) = 1√
m
∑
[α]n
gα(x)
∑
0βα
(
α
β
)(−2π iM−1sk)β λ˜α−β + ∑
[α]=n+1
T˜k,α(x)
α j∏
j=1
(
1− e2π ix j )α j ,
where Tk,α, T˜k,α are arbitrary trigonometric polynomials, gα are trigonometric polynomials such that Dα gα(0) = 1,
Dβ gα(0) = 0 for all β ∈ Zd+ , β = α, [β]  n (recursive formulas for computing gα are given in [18]). It is clear that (23)
are fulﬁlled
Step 3. Set σ :=∑m−1l=0 μ′0lμ˜0l , μ0k := (2− σ)μ′0k , k = 0, . . . ,m − 1.
Due to Corollary 15, we have Dβσ (0) = 0 for all β ∈ Zd+ , 0< [β] n. It follows that Dβμ0k(0) = Dβμ′0k(0) for all β ∈ Zd+ ,[β] n. It is not diﬃcult to see that (22) holds and
1−
m−1∑
k=0
μ0k(x)μ˜0k = (1− σ)2.
Set μ0m := 1− σ , μ˜0m := 1− σ .
Step 4. Find matrices
M =
⎛⎜⎝
μ00 . . . μ0,m−1 μ0,m
μ10 . . . μ1,m−1 ∗
. . . . . . . . . . . .
μm,0 . . . μm,m−1 ∗
⎞⎟⎠ , M˜ =
⎛⎜⎝
μ˜00 . . . μ˜0,m−1 μ˜0,m
μ˜10 . . . μ˜1,m−1 ∗
. . . . . . . . . . . .
μ˜m,0 . . . μ˜m,m−1 ∗
⎞⎟⎠
such that their entries are trigonometric polynomials and MM˜T = Im+1.
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implement the algorithm in practise. Instead, we suggest the following explicit way (the payment of simplicity of this way
is increasing of the redundancy).
Set μ0,m+1 ≡ 0, μ˜0,m+1 ≡ 0. Now we can use the generalised Householder transform for matrix extension.
For each ν = 1, . . . ,m + 1, deﬁne
μ˜ν,m+1 := μ0,m+1−ν, μν,m+1 := μ˜0,m+1−ν,
μνk := δm+1−ν,k − μ0kμ˜0,m+1−ν, μ˜νk := δm+1−ν,k − μ˜0kμ0,m+1−ν, k = 0, . . . ,m.
It is not diﬃcult to see that the matrices M := {μνk}m+1ν,k=0, M˜ := {μ˜νk}m+1ν,k=0 satisfy MM˜T = Im+2.
Realisation of suggested construction is simple, and there is a good chance to succeed in applications using the corre-
sponding dual wavelet systems ψ(ν)jk , ψ˜
(ν)
jk . However, as it was mentioned above, we can be sure that these systems form
dual frames only if additional conditions are fulﬁlled, in particularly, if ϕ̂ , ̂˜ϕ decay fast enough. Checking of such conditions
is very complicated in practise. Moreover, usually it is even diﬃcult to check that ϕ, ϕ˜ ∈ L2(Rd). Situation is better for the
case ψ(ν)jk = ψ˜(ν)jk . Namely, if ϕ ∈ L2(Rd) is a reﬁnable function with a mask m0, limξ→0 ϕ̂(ξ) = 1, periodic functions mν ,
ν = 1, . . . , r, are so that the corresponding polyphase matrix
M :=
⎛⎜⎝ μ00 . . . μ0,m−1... . . . ...
μr,0 . . . μr,m−1
⎞⎟⎠
satisﬁes
MT M = Im, (26)
and ψ̂(ν)(x) = mν(M∗−1x)ϕ̂(M∗−1x), then {ψ(ν)jk } is a tight frame. This fact was presented in [17, Corollary 6.7] with an
additional assumption which may be omitted if we improve the proof repeating one-dimensional arguments of [14]. So, for
any appropriate polyphase matrix M, we may be sure that {ψ(ν)jk } is a tight frame whenever ϕ ∈ L2(Rd) and ϕ̂ is continuous
at 0. If m0 is a trigonometric polynomial, then ϕ is compactly supported, which yields continuity of ϕ̂ whenever ϕ ∈ L2(Rd).
But this condition will be also fulﬁlled because, due to (26), we have
m−1∑
k=0
∣∣μ0k(x)∣∣2  1, (27)
and the following statement.
Proposition 16. Let the polyphase representatives of a trigonometric polynomial m0 satisfy (27), μ0k(0) = 1/√m, k = 0, . . . ,m − 1,
and let f (x) :=∏∞j=1m0(M∗− j x). Then f ∈ L2(Rd), ‖ f ‖ 1.
Taking into account the equality (see, e.g., [13, §2.6])
∑
s∈D(M∗)
∣∣m0(x+ M∗−1s)∣∣2 = m−1∑
k=0
∣∣μ0k(M∗x)∣∣2, (28)
we reduce this statement to a minor modiﬁcation of the well known Mallat’s theorem.
Now let us discuss how to choose a suitable reﬁnable mask m0 for constructing compactly supported tight wavelet
frames with VMn property. Note one more necessary condition for VMn property. If {ψ(ν)jk } is a tight frame and M is its
polyphase matrix with polynomial entries, then, due to Suslin’s theorem [19] and Lemma 10, there exist (r + 1) × (r + 1)
polynomial matrices N = {μνk}rν,k=0, N˜ = {μ˜νk}rν,k=0 extending M such that N N˜ T = Ir+1. In particularly,
m−1∑
k=0
∣∣μ0k(x)∣∣2 + r∑
k=m
μ0k(x)μ˜0k(x) = 1.
By Theorem 8, Dγ μ0k(0) = Dγ μ˜0k(0) = 0, k =m, . . . , r, for all γ ∈ Zd+ , [γ ] n, which yields
Dα
(
r∑
μ0k(x)μ˜0k(x)
)∣∣∣∣
x=0
= 0 ∀α ∈ Zd+, 0 < [α] 2n
k=m
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Dα
(
m−1∑
k=0
∣∣μ0k(x)∣∣2
)∣∣∣∣
x=0
= 0 ∀α ∈ Zd+, 0 < [α] 2n. (29)
Due to Corollary 15, this will be fulﬁlled if we provide
Dβμ0k(0) = 1√
m
∑
0γβ
λγ
(
β
γ
)(−2π iM−1sk)β−γ ∀β ∈ Zd+, [β] 2n, (30)
where a set of parameters λα is so that
λ0 = 1,
∑
0γα
(
α
γ
)
λγ λα−γ = 0 ∀α ∈ Zd+, 0 < [α] 2n. (31)
On the other hand, (27) is a necessary condition for (26). We will describe how it is possible to provide both (30) and (27)
for an arbitrary matrix dilation M and for parameters λα , 0 < [α] 2n, which satisfy (31). Extend λα to the set of indexes
{α ∈ Zd+, 2n < [α] 2n + 2} as follows. Deﬁne λα for [α] = 2n + 1 by
1
m
∑
0γα
(
α
γ
)
λγ λα−γ + Dα
(
m−1∑
k=1
|μ0k|2
)∣∣∣∣
x=0
= 0,
and for [α] = 2n + 2 by
1
m
∑
0γα
(
α
γ
)
λγ λα−γ + Dα
(
m−1∑
k=1
|μ0k|2
)∣∣∣∣
x=0
= cα,
where cα ∈ Rd are real numbers so that ∑[α]=2n+2 cα( x)α < 0 for all  x ∈ Rd ,  x = 0. If now
Dαμ00(0) = λα√
m
∀α ∈ Zd+, [α] 2n + 2,
then, due to (25), all differentials up to order 2n + 1 of the function ∑m−1k=0 |μ0k|2 equal zero at 0 and
d2n+2
(
m−1∑
k=0
|μ0k|2,dx
)∣∣∣∣
x=0
< 0, dx = 0.
So, the function
∑m−1
k=0 |μ0k|2 has a local maximum at 0. It follows that (27) is valid in a neighbourhood of 0. Multiplying
μ0k , k = 0, . . . ,m− 1, by a trigonometric polynomial which preserves derivatives up to order 2n and is small enough out of
this neighbourhood, we obtain polyphase representatives of a desirable reﬁnable mask.
Algorithm 2.
Step 1. Given parameters λα , 0< [α] 2n, which satisfy (31). choose functions μ′0k , k = 1, . . . ,m − 1, deﬁned by
μ′0k(x) =
1√
m
∑
[α]2n
gα(x)
∑
0βα
(
α
β
)(−2π iM−1sk)βλα−β
+
∑
[α]=2n+1
Tk,α(x)
α j∏
j=1
(
1− e2π ix j )α j , k = 1, . . . ,m − 1, (32)
where Tk,α are arbitrary trigonometric polynomials, gα are trigonometric polynomials such that Dα gα(0) = 1, Dβ gα(0) = 0
for all β ∈ Zd+ , β = α, [β] 2n (see [18]).
Step 2. For each α ∈ Zd , [α] = 2n + 1 set
λα = −m
2
(
1
m
∑ (α
γ
)
λγ λα−γ + Dα
(
m−1∑
|μ0k|2
))
.0<γ<α k=1
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[α]=2n+2 cα(x)α < 0 for all x ∈ Rd , x = 0. For each α ∈ Zd , [α] = 2n + 2, set
λα = m
2
(
cα − 1
m
∑
0<γ<α
(
α
γ
)
λγ λα−γ − Dα
(
m−1∑
k=1
|μ0k|2
))
.
Again λα is well deﬁned because the right-hand side is real. Choose a function μ′00 deﬁned by
μ′00(x) =
1√
m
∑
[α]2n+2
gα(x)λα +
∑
[α]=2n+3
T0,α(x)
α j∏
j=1
(
1− e2π ix j )α j ,
where Tk,α are arbitrary trigonometric polynomials, gα are trigonometric polynomials such that Dα gα(0) = 1, Dβ gα(0) = 0
for all β ∈ Zd+ , β = α, [β] 2n + 2.
Step 3. Choose large enough positive integers Li , Mi , i = 1, . . . ,d, such that the functions
μ0k(x) :=
d∏
i=1
(
1− sin2Li πxi
)Miμ′0k(x), k = 0, . . . ,m − 1,
satisfy (27) on [−1/2,1/2]d and Dβμ0k(0) = Dβμ′0k(0), k = 1, . . . ,d, for all β ∈ Zd+, [β] 2n.
Step 4. Find trigonometric polynomials μ0m, . . . ,μ0r so that
1−
m−1∑
k=0
|μ0k|2 ≡
r∑
k=m
|μ0k|2, (33)
Dβμ0k(0) = 0, k =m, . . . , r, ∀β ∈ Zd+, [β] n. (34)
Step 5. Find a unitary matrix
M =
⎛⎜⎝
μ00 . . . μ0,m−1 μ0m . . . μ0r
μ10 . . . μ1,m−1 ∗ . . . ∗
. . . . . . . . . . . . . . . . . .
μr,0 . . . μr,m−1 ∗ . . . ∗
⎞⎟⎠ ,
whose entries are trigonometric polynomials.
It is not known if any appropriate row may be extended to a unitary matrix with polynomial entries. But if μ0r ≡ 0
(which always can be realised), then M can be deﬁned by: for all ν = 1, . . . , r set
μνr := μ0,r−ν, μνk := δr−ν,k − μ0kμ0,r−ν, k = 0, . . . , r. (35)
Unfortunately, we have no an algorithmic solution for Step 4. Moreover, it is not known if a required set of functions
μ0m, . . . ,μ0r always exists. In the case d = 1, due to Riesz lemma, there exists such a set consisting of only one function.
A vast amount of literature related to this problem for d > 1 is summarised in the paper by J.S. Geronimo and M.J. Lai [5].
However, usually it is not diﬃcult to ﬁnd desirable functions μ0m, . . . ,μ0r in practise.
Remark. It is very important for applications to have symmetric/anti-symmetric wavelet functions. Our polyphase approach
is good to provide this property. Choosing digits properly, we can succeed for wide class of matrix dilations. This idea has
been realised for bases [10]. Realisation for frames is also possible. Though this topic is out of substantial consideration in
the present paper, the method will be illustrated in the examples.
5. Examples
1. Let d = 1, M = 3, choose the numbers s0 = 0, s1 = 1, s2 = −1 as digits. Using (32) for n = 1 with λα = 0 whenever
α = 0, Tk,α ≡ 0 and
gα(x) = 1
α
(
sin2πx
2π
)α
, (36)
we obtain
μ01(x) = μ02(x) = 1√
(
1− 1 sin2 2πx− i sin2πx
)
.3 18 3
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2∑
k=1
∣∣μ0k(x)∣∣2 = 2∣∣μ01(x)∣∣2 = 23 + sin4 2πx2 · 243 ,
we have
D3
(
2∑
k=1
∣∣μ0k(x)∣∣2
)∣∣∣∣
x=0
= 0, D4
(
2∑
k=1
∣∣μ0k(x)∣∣2
)∣∣∣∣
x=0
= 4
81
(2π)4.
According to Step 2, we set λ3 = 0 and, choosing c4 = − 481 (2π)4, set λ4 = − 427 (2π)4,
μ00(x) = 1√
3
(
1+ g4(x)λ4
)
,
where g4 are deﬁned by (36). Now we have
μ00(x) = 1√
3
(
1− sin
4 2πx
2 · 81
)
,
2∑
k=0
∣∣μ0k(x)∣∣2 = 1− sin4 2πx2 · 243 + sin8 2πx4 · 39  1,
and the reﬁnable mask is
m0(x) = 1
486
(
162+ 18cos2πx (18− sin2 2πx)+ 108sin2 2πx− sin4 2πx).
To construct wavelet masks we note that
1−
2∑
k=0
∣∣μ0k(x)∣∣2 = ∣∣τ (x)∣∣2,
where
τ (x) = sin
2 2πx
162
√
3
[√
162− (√162− √161 ) sin2 2πx+ i3
√
9−
√
161
2
sin4πx
]
.
So, (33), (34) may be realised with r =m. But to construct symmetric/antisymmetric wavelet functions, we set
μ03 = 1√
2
τ (x), μ04 = 1√
2
τ (x).
Following Step 5, we add μ05 ≡ 0 and extend the row μ00, . . . ,μ05 to a unitary matrix by formulas (35):⎛⎜⎜⎜⎜⎜⎝
μ00 μ01 μ02 μ03 μ04 0
−μ00μ04 −μ01μ04 −μ02μ04 ∗ ∗ ∗
−μ00μ03 −μ01μ03 −μ02μ03 ∗ ∗ ∗
−μ00μ02 −μ01μ02 1− |μ02|2 ∗ ∗ ∗
−μ00μ01 1− |μ01|2 −μ02μ01 ∗ ∗ ∗
1− μ200 −μ01μ00 −μ02μ00 ∗ ∗ ∗
⎞⎟⎟⎟⎟⎟⎠=:
⎛⎜⎜⎜⎜⎜⎝
Q 0
Q 1
Q 2
Q 3
Q 4
Q 5
⎞⎟⎟⎟⎟⎟⎠ .
It is clear that the matrix
M :=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Q 0
1√
2
(Q 1 + Q 2)
1√
2
(Q 1 − Q 2)
1√
2
(Q 3 + Q 4)
1√
2
(Q 3 − Q 4)
Q 5
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
is also unitary, the corresponding wavelet masks m1, m3, m5 are real even functions and m2,m4 are odd pure imaginary
functions. Wavelet functions deﬁned by ψ̂(ν)(x) = mν(x/3)ϕ̂(x/3) are real, even/odd and generate a tight frame ψ(ν)jk , ν =
1, . . . ,5, j,k ∈ Z, with two vanishing moments.
It is possible to reduce redundancy up to four generating wavelet functions because there exists a method for d = 1
which allows to extend the row μ00, . . . ,μ04 to an appropriate unitary matrix (see [15,20]).
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ing (32) for n = 1 with λα = 0 whenever α = 0, Tk,α ≡ 0 and
gα(x) =
2∏
i=1
1
αi
(
sin2πxi
2π
)αi
, (37)
we obtain
μ01(x) = μ02(x) = 1√
3
(
1− 1
18
(sin2πx1 + sin2πx2)2 − i
3
(sin2πx1 + sin2πx2)
)
.
Since
2∑
k=1
∣∣μ0k(x)∣∣2 = 2∣∣μ01(x)∣∣2 = 23 + (sin2πx1 + sin2πx2)42 · 243 ,
we have
Dα
(
2∑
k=1
∣∣μ0k(x)∣∣2
)∣∣∣∣
x=0
= 0
for α ∈ Z2, [α] = 3, and, according to Step 2, we set λα = 0. If α ∈ Z2, [α] = 4, then
Dα
(
2∑
k=1
∣∣μ0k(x)∣∣2
)∣∣∣∣
x=0
= 4
81
(2π)4;
choosing cα = − 481 (2π)4, according to Step 2, set λα = − 427 (2π)4 and
μ00(x) = 1√
3
(
1+
∑
[α]=4
gα(x)λα
)
,
where gα are deﬁned by (37). Now we have
μ00(x) = 1√
3
(
1− (sin2πx1 + sin2πx2)
2
2 · 81
)
,
2∑
k=0
∣∣μ0k(x)∣∣2 = 1− (sin2πx1 + sin2πx2)42 · 243 + (sin2πx1 + sin2πx2)84 · 39  1,
the reﬁnable mask is
m0(x) = 1
243
(
81+ 18cos2πx1
(
9− 2a2(x))+ 108sin2πx1a(x) − 8a4(x)),
where a(x) = sin3πx1 cosπ(x1 − 2x2).
To construct wavelet masks we note that
1−
2∑
k=0
∣∣μ0k(x)∣∣2 = (sin2πx1 + sin2πx2)44 · 39 [∣∣τ (x1)∣∣2 + ∣∣τ (x2)∣∣2 + (sin2πx1 − sin2πx2)4 + (sin2 2πx1 − sin2 2πx2)2],
where
τ (u) = 9− (9− √73 ) sin2 2πu + i3
√
9−
√
73
2
sin4πu,
and set
μ03(x) = μ04(x) = (sin2πx1 + sin2πx2)
2
162
√
6
τ (x1),
μ05(x) = μ06(x) = (sin2πx1 + sin2πx2)
2
162
√
6
τ (x2),
μ07(x) = (sin2πx1 + sin2πx2)
2
162
√
3
(sin2πx1 − sin2πx2)2,
μ08(x) = (sin2πx1 + sin2πx2)
2
162
√
3
(
sin2 2πx1 − sin2 2πx2
)
,
μ09(x) ≡ 0.
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in Example 1, we have
μνk = −μ0kμ0,9−ν, ν = 1,2, k = 0,1,2;
μνk = −
√
2μ0k Reμ0,9−ν, ν = 3,5, k = 0,1,2;
μν+1,k =
√
2μ0k Imμ0,9−ν, ν = 3,5, k = 0,1,2;
μ70 = −
√
2μ00 Reμ01;
μ80 = −
√
2μ00 Imμ01;
μ71 = μ72 = 1√
2
(
1− μ200 − μ01μ02
);
μ81 = μ82 = 1√
2
(
μ200 − 1− μ01μ02
);
μ91 = 1− μ200;
μ9k = −μokμ00, k = 1,2.
It is not diﬃcult to see that the corresponding wavelet functions ψ(ν) are real, even/odd and generate a tight frame ψ(ν)jk ,
ν = 1, . . . ,9, j ∈ Z, k ∈ Z2, with VM1 property.
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