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Abstract. Given bounded convex domain Ω ⊆ R2, let f(~x,R) be the number
of lattice points in the scaled shifted domain RΩ − ~x for R > 0 and ~x ∈ T2
minus the area of RΩ:
f(~x,R) = #{(j, k) ∈ Z2 : (j − x1, k − x2) ∈ RΩ} −R2|Ω|.
Define the p-th moment of discrepancy function as
∫
T2 |f(~x,R)|pd~x. Huxley’s
2014 paper showed that the fourth moment is bounded by O(R2 logR).
In this paper, our contribution is twofold: First we present a simple, direct
proof of Huxley’s 2014 results; Second, we establish estimates for the moments
of lattice point discrepancy of annuli of any fixed thickness 0 < t < 1 for p ≥ 2.
1. Introduction & Motivation
Define
D(R) = #{(n1, n2) ∈ Z2 : n21 + n22 ≤ R2} − piR2,
that is, D(R) is the number of lattice points inside the disc of radius R centered at
origin minus its area. Gauss (and independently Dirichlet) naively estimate in [5]
that D(R) = O(R). The proof follows from identifying each lattice point with the
square of side length 1 having lattice point as its center (see figure 1 below), and
noting that the collection of squares has area larger than a circle of radius R−
√
2
2
and smaller than a circle of radius R+
√
2
2 . Hence
piR2 − pi(R−
√
2/2)2 ≤ |D(R)| ≤ pi(R+
√
2/2)2 − piR2.
which shows that |D(R)| ≤ 2√2piR, so that |D(R)| ≤ O(R).
It is conjectured that D(R) = O(R 12+ε) for any fixed  > 0, which is known as
Gauss’s circle problem.
Empirically, it seems that the conjecture is true. The following shows plots of
D(R)/
√
R against R for 106 < R < 107 (figure 2 left) and 107 < R < 108 (figure
2 right). It can be seen from the randomness of fluctuation that it does seem that
D(R) is bounded by O(R1/2+ε), up to a non-zero constant.
Various attempts have been made to bound this discrepancy function. Using
techniques of Fourier analysis, Voronoi (1903), Sierpiski (1906), van der Corput
(1923) further improved the bound for the discrepancy function to O(R2/3) (for
details, see for example Stein’s [11]). The current best bound known is in by
Huxley in [8], which gives O(r131/208). Hardy and, independently, Landau found a
lower bound by showing that the discrepancy function cannot be o
(
r1/2(log r)1/4
)
.
While solving the original problem might seems very challenging, there are, however,
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Figure 1. Gauss’s estimates, dotted line shows original circle,
grid in grey shows lattice points on or inside it. Inner and the
outer circle show circle of radius
√
2/2 smaller and larger respec-
tively.
D(R)/
√
R against R for 106 < R < 107 D(R)/
√
R against R for 107 < R < 108
Figure 2. Empirical Results
various attempts trying to understanding better the underlying distribution of this
error term, and to lower-bound it.
One such approach is to integrate over all possible shifts along the original do-
main: i.e. try to find the average order of the error terms over all possible shifts
along R2. Formally, let Ω be any bounded convex domain whose boundary ∂Ω is
smooth and has nowhere vanishing Gaussian Curvature, and let x = (x1, x2) ∈ R2.
Let χΩ denote the indicator function for a domain, and RΩ − x := {y ∈ R2 :
(y + x)/R ∈ Ω}. Define g : T2 → R by
g(x,R) =
∑
k∈Z2
χRΩ−x(k)−R2|Ω|
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So that the integral of our interest is
||g(x,R)||Lp :=
(∫
T2
|g(x,R)|pdx
)1/p
,
where p ∈ R, p > 0. Kendell showed in [9] that the second moment of ||g(x,R)||L2
is bounded by O(R1/2). Indeed using Parseval’s identity, we have
(1)
∫
T2
|g(x,R)|2dx =
∑
n∈Z2
ĝn(R)
2
where ĝn(R) denote the nth Fourier coefficient of g(x,R). Now we note that
ĝn(R) =
∫
T2
g(x,R)e−2piin·xdx,
for n ∈ Z2, so that
ĝ~0(R) =
∫
T2
g(x,R)dx = 0
for n = ~0 = (0, 0), and when n 6= ~0 we have
ĝn(R) =
∫
T2
∑
k∈Z2
χRΩ−x(k)e−2piin·xdx =
∫
R2
χRΩ(x)e
−2piin·xdx = R2χ̂Ω(Rn),
where χ̂Ω(ξ)is the Fourier transform of χΩ defined by
χ̂Ω(ξ) =
∫
R
χΩ(x)e
−2piix·ξdx.
Now since by Hardy’s identity (a full expression is given on pg. 380-381 of [11]) we
have
|χ̂Ω| = R|n| |J1(2pi|n|R)| = O(R
1/2|n|−3/2)
Hence we have ĝ0(ξ) = 0, and that |ĝn| = O(R1/2|n|−3/2). So it follows from (1)
that ∫
T2
|g(x,R)|2d~x ≤ C ·R
∑
n∈R2,n6=0
|n|−3 ≤ C0 ·R
∫ ∞
r=1
r−3 · rdr ≤ C1R,
where C,C0, C1 are constants, so that taking square roots on both sides yield
||g(x,R)||L2 = O(R1/2).
1.1. Higher moments estimation. Now the natural question to ask is: is it
possible to obtain a bound for higher moments? Bounding the higher moments is
important in understanding the underlying probabilistic distribution of this error
term g(x,R), and is significant to the understanding of original Gauss’s circle prob-
lem. Since bounding ||g(x,R)||L∞ is equivalent to bounding sup ||g(x,R)||, which
helps with understanding the Gauss’s circle problem.
Brandolini and Colzani showed in [1] that the lower bound of the Lp norm is
greater than supn 6=0 |R2χ̂Ω(Rn)|, so that the Lp norm is lower bounded by R1/2. It
is yet to be shown that the Lp norm is upper bounded by R1/2. Again, we can seen
that empirically, the Lp norm estimates does seem to align with Gauss’s conjecture.
We’ve plotted below some results of the original discrepancy function and its fourth
power moments, with and without shifts, and it does seem from the randomness of
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the fluctuation, regardless of shifts, that ||g(x,R)||Lm = O(R1/2) for a fixed m > 0
as well.
Discrepancy function (1st
moment) over a shifted
domain |Ω| by (0.9,0.7).
Discrepancy function (1st
moment) over a shifted
domain |Ω| by (0.5,0.3).
Discrepancy function (1st
moment) over a shifted
domain |Ω| by (0.2,0.6).
4-th moment estimates
over a domain |Ω|.
4-th moment estimates
over shifted domain |Ω|.
4-th moment estimates
over shifted domain |Ω|.
Huxley in [7] provided an upper bound for the fourth moment estimate of g(x,R)
to be O(R2 logR). In this paper, we present a simple proof of Huxley’s result.
1.2. Higher moments estimation for thin Annuli. Given various techniques
used to understand and study the lattice points discrepancy for circles, we now
turn our interest to annuli of radius R and ring thickness t, as shown in the image
below:
Figure 3. Annulus of radius R and thickness t.
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The potential advantage of studying the discrepancy is three-fold: First, the
presence of inner and outer circles gives a potential effect of cancellation: the error
introduced by the irregularities on both sides of the boundary might cancel, so that
an extra decay might result. Second, bounding the error term for the annulus might
give a new way of analyzing the original Gauss Circle’s problem: the dyadic decom-
position of circles gives annulus. Third, the study of the annulus might potentially
benefit the study of arithmetic function r2(k) : #{(n1, n2) ∈ Z2 : n21 + n22 = k},
since a sufficiently thin annulus might provide extra information about the local
behavior of r2(k) for sufficiently large k.
Colzani showed in [2] that, for every α ≥ 1/3, the second moment for an annulus
of thickness t can be bounded by C|Ω(R, t)|tβ for any 0 < β < 1 and 0 < t ≤ R−α.
In this paper, using techniques of Hausdorff Young and interpolation inequality, we
expand Colazni’s results and give p−th higher moment estimates for ∀p ≥ 2 for the
thin annuli of radius R and thickness t for any arbitrary |t| < 1.
1.3. Notation. For all subsequent discussions, we write h(R) . g(R) to denote
that h(R) ≤ Cg(R) for sufficiently large R for an implicit constant C > 0. For any
function defined on T2 → R, we define
||f ||Lk =
(∫
T2
f(x,R)kdx
)1/k
for k > 0, k ∈ R.
2. Main Results
Now let Ω ⊆ R2 be a bounded convex domain whose boundary ∂Ω is smooth and
has nowhere vanishing Gaussian curvature. Let χΩ denote the indicator function for
a domain, and RΩ−x := {y ∈ R2 : (y+x)/R ∈ Ω}. Denote T2 = [0, 1]× [0, 1] ⊂ R2.
Define f : T2 → R by
f(x) =
∑
k∈Z2
χRΩ−x(k)−R2|Ω|.
We denote the Fourier coefficients of f by an, and the Fourier coefficients of f
2 =
(
∑
k∈Z2 χRΩ−x(k)−R2|Ω|)2, by bn. In other words
an =
∫
T2
f(x)e−2piin·xdx, and bn =
∫
T2
(f(x))2e−2piin·xdx.
for n ∈ Z2.
The first main theorem we’ll show is the following:
Theorem 2.1. ||f(x)||L4 . R1/2 log1/4(R).
We note further that in case Ω ∈ R2, the following can be proven:
Theorem 2.2. ||f ||Lp . R1/2 for 2 ≤ p < 4.
We shall defer the proof for theorem 2.1 and 2.2 to chapter 3.
Next, we find that the techniques used to prove theorem 2.2 can be used to give
an estimate for the discrepancy function of a thin annulus. Formally, define
A : {x ∈ R2 : R− t < |x| < R+ t},
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for t < 1 and R ≥ 2. Let χ : R2 → R be the indicator function for the annulus. We
similarly define g : T2 → R by
g(x) =
∑
k∈Z2
χA(k)−R2|Ω|.
Using techniques of Hausdorff-Young Inequality, as well as interpolation inequality,
we give two estimates for the higher moments estimates:
Theorem 2.3. Let p ≥ 2, and let θ > 0 be any exponent such that ||g(x)|| . Rθ
holds uniformly in R, for R sufficiently large. Then
||g(x)||Lp .

(Rt)1/pR
θ(p−2)
p , if R1−2θ ≥ t
R
1
2 t
4−p
2p , if R1−2θ < t, and p < 4
R
θ(p−4)+2+ε
p if R1−2θ < t, and p ≥ 4
for any fixed ε > 0.
In particular we note sharpness would depend upon t and θ): the first estimate
is in general better for very thin annuli (for example |t| = o(R−1)), whereas the
second is sharper for thicker annuli. In particular if we set θ = 23 as given by Hardy
(see Stein’s [11]),we have the following corollary:
Corollary 2.3.1. Fix θ = 23 ,
||g(x)||Lp .

(Rt)1/pR
2(p−2)
3p , if R−1/3 ≥ t
R
1
2 t
4−p
2p , if R−1/3 < t, and p < 4
R
2(p−4)+2+ε
3p if R−1/3 < t, and p ≥ 4
for any fixed ε > 0.
Also note in the special case where t = R−1/2, we have the following for the
higher moments:
Corollary 2.3.2. Fix t = R−1/2 and let x ≥ 2. Then ||g(x)||Lx . R θ(x−2)x + 12x ,
where θ is any exponent such that ||g(x)|| . Rθ holds uniformly in R, for R suf-
ficiently large. Using a naive estimate of θ = 23 as given on Stein’s [11], then
||g(x)||Lx . R 23− 56x .
In particular, note for example x = 4, we have||g(x)||L4 . R 1124 , which gives a
strict improvement from O(R1/2). This shows that if the annulus is thin enough,
the effect of cancellation on the error terms near the boundary becomes more and
more significant.
We shall now proceed proving these theorems.
3. Proof of the Main Result
3.1. Proof of Theorem 2.1. First let ϕ : R2 → R be a non-negative C∞ bump
function supported on the unit disc, and set ϕδ(x) = δ
−2ϕ(x/δ). For |γ| < 1, define
fγ : T2 → R by
fγ(x) =
∑
k∈Z2
χ(R+γ)Ω−x ∗ ϕ|γ|(k)−R2|Ω|.
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Now let
aδ,n =
∫
T2
fδ(x)e
−2piin·xdx, and bδ,n =
∫
T2
(fδ(x))
2e−2piin·xdx,
for n = (n1, n2) ∈ Z2. Then to prove theorem 2.1, we supplement with the following
two lemmas:
Lemma 3.1. If 0 < δ < 1, then
(2) |f(x)|p ≤ |f−δ(x)|p + |fδ(x)|p.
for any arbitrary p ∈ Z.
Proof. We note that
(3) χ(R−δ)Ω−x ∗ ϕδ(y) ≤ χRΩ−x(y) ≤ χ(R+δ)Ω−x ∗ ϕδ(y),
for all y ∈ R2. Hence summing over all k ∈ Z2 we have∑
k∈Z2
χ(R−δ)Ω−x ∗ ϕδ(y) ≤
∑
k∈Z2
χRΩ−x(y) ≤
∑
k∈Z2
χ(R+δ)Ω−x ∗ ϕδ(y),
The result then follows from the definition of f . 
Lemma 3.2. Set δ = R−
1
2 , then |bδ,n| . R|n|−1 when n <
√
R, and that |bδ,n| .
R2|n|−3 when n > √R.
Proof. Now let aδ,n and bδ,n be defined as above. We have
aδ,0 = (R+ δ)
2|Ω| −R2|Ω| = 2δR|Ω|+ δ2|Ω|.
When n 6= ~0 = (0, 0) we have
aδ,n =
∫
T2
∑
k∈Z2
χ(R+δ)Ω−x ∗ ϕδ(k)e−2piin·xdx =
∫
R2
χ(R+δ)Ω ∗ ϕδ(x)e−2piin·xdx,
which implies that
aδ,n = (R+ δ)
2χ̂Ω((R+ δ)n)ϕˆ(δn),
where χ̂Ω and ϕ̂ denote the Fourier transforms of χΩ and ϕ, respectively. By the
assumptions on Ω we have |χ̂Ω(ξ)| . |ξ|−3/2, which implies that
(4) |aδ,n| . R1/2|n|−3/2|ϕ̂(δn)|.
where n = (n1, n2) and |n| =
√
n21 + n
2
2. Next note that aδ,0 = 2δR|Ω| + δ2|Ω|,
and |aδ,n| . R1/2|n|−3/2|ϕ̂(δn)|, hence |aδ,0aδ,n| . 2δR3/2|n|−3/2|ϕ̂(δn)|. Since bδ,n
might be expressed as convolution of aδ,j , hence for n 6= ~0 = (0, 0) we have
(5) |bδ,n| .
∑
j∈Z2
|aδ,jaδ,n−j | . δR
3/2|ϕ̂(δn)|
|n|3/2 +R
∑
j∈Z2,
j 6=~0,j 6=n
|ϕ̂(δj)||ϕ̂(δ(n− j))|
|n− j|3/2|j|3/2 ,
while when n = ~0 we have
(6) |bδ,0| .
∑
j∈Z2
|aδ,jaδ,−j | . δ2R2 +R
∑
j∈Z2,
j 6=~0,j 6=n
|ϕ̂(δj)||ϕ̂(−δj)|
|j|3 .
We consider two cases. For each case, we further split the terms of equation (5)
into the regions as shown in the diagram below:
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|n|
2
|n|
2
O
Region 1
Region 3
Region 2
n
R2
Figure 2: Regions. Note region 1 excludes O, region 2 excludes n.
Case 1: When n <
√
R. In this case both |ϕ̂(δj)| = O(1), and |ϕ̂(δ(n − j))| =
O(1). So equation (4) is simplified into:
(7) |bδ,n| . δR3/2|n|−3/2 +R
∑
j∈Z2,
j 6=~0,j 6=n
1
|n− j|3/2|j|3/2
So when |j| ≤ |n|/2 (i.e. in region 1). Since |j| ≤ |n|/2, hence |n − j| > |n|/2, so
that |n− j|−3/2 . |n|−3/2. Thus we have, in region 1
∑
|j|≤|n|/2,
j 6=~0,j 6=n
1
|n− j|3/2|j|3/2 .
1
|n|3/2
∑
|j|≤|n|/2,
j 6=~0,j 6=n
1
|j|3/2 .
1
|n|3/2
∫ |n|/2
r=1
1
r3/2
· rdr . 1|n| ,
so that summation of terms in region 1 are bounded by R|n|−1. Now by symmetry
(replacing j with n − j), the summation of terms in region 2 are also bounded by
R|n|−1.
For region 3, since |j| > |n|/2 and |n− j| > |n|/2, hence∑
|j|>|n|/2,
j 6=n
1
|n− j|3/2|j|3/2 .
∑
|j|>|n|/2,
j 6=n
1
|j|3 .
∫ ∞
r=|n|/2
1
r3
· rdr . 1|n| ,
so that summation of terms in region 3 are bounded by R|n|−1.
Combining 3 regions, hence in case 1 we have |bδ,n| . δR3/2|n|−3/2 +R|n|−1.
Case 2: When n ≥ √R. Again we split our discussion into 3 regions in figure 1.
So when |j| ≤ |n|/2 (i.e. in region 1). Given n is sufficiently large, so that
|ϕ̂(δj)| = O(1), but |ϕ̂(δ(n− j))| = O(δ−2(n− j)−2).
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Since |ϕ̂(δn)| = O(δ−2n−2), so from |aδ,0aδ,n| . δR3/2|n|−3/2|ϕ̂(δn)| it follows
that |aδ,0aδ,n| . δ−1R3/2|n|−7/2. So the equation (4) becomes:
(8) |bδ,n| . δ−1R3/2|n|−7/2 +Rδ−2
∑
j∈Z2,
j 6=~0,j 6=n
1
|n− j|7/2|j|3/2
Where δ is a constant dependent on R. Again since |j| ≤ |n|/2, hence |n−j| > |n|/2,
so that |n− j|−7/2 . |n|−7/2. Thus we have, in region 1∑
|j|≤|n|/2,
j 6=~0,j 6=n
1
|n− j|7/2|j|3/2 .
1
|n|7/2
∑
|j|≤|n|/2,
j 6=~0
1
|j|3/2 .
1
|n|7/2
∫ |n|/2
r=1
1
r3/2
· rdr . |n|−3.
so that summation of terms in region 1 are bounded by δ−2R|n|−3. Now by
symmetry (replacing j with n − j), the summation of terms in region 2 are also
bounded by δ−2R|n|−3.
Now for region 3, since n is sufficiently large, so that |ϕ̂(δj)| = o(δ−1j−1), and
|ϕ̂(δ(n− j))| = o(δ−1(n− j)−1), and |ϕ̂(δn)| = O(δ−2n−2).
Again since |aδ,0aδ,n| . δR3/2|n|−3/2|ϕ̂(δn)|, hence |aδ,0aδ,n| . δ−1R3/2|n|−7/2.
So equation (4) becomes:
(9) |bδ,n| . δ−1R3/2|n|−7/2 +Rδ−2
∑
j∈Z2,
j 6=~0,j 6=n
1
|n− j|5/2|j|5/2
since |j| > |n|/2 and |n− j| > |n|/2, hence in region 3∑
|j|>|n|/2,
j 6=n
1
|n− j|5/2|j|5/2 .
∑
|j|>|n|/2,
j 6=n
1
|j|5 .
∫ ∞
r=|n|/2
1
r5
· rdr = |n|−3.
so that summation of terms in region 3 are bounded by δ−2R|n|−3.
Combining 3 regions, hence in case 2 we have |bδ,n| . δ−1R3/2|n|−7/2+δ−2R|n|−3.
If we set δ = R−
1
2 , then |bδ,n| . R|n|−1 when n <
√
R, and that |bδ,n| . R2|n|−3
when n >
√
R. This concludes the proof of lemma 3.2. 
Now the proof of theorem 2.1 follows directly the two lemmas.
Proof. By Parseval’s identity, we have∫
T2
(fδ(x))
4 =
∑
n∈Z2
|bδ,n|2
Since by equation (6), we note that |bδ,0| . R, hence∫
T2
|fδ(x)|4 . R2 +
∑
1≤|n|<√R
R2
|n|2 +
∑
|n|≥√R
R4
|n|6
. R2 +R2
∫ √R
r=1
r−2rdr +R4
∫ ∞
r=
√
R
r−6rdr . R2 logR.
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Where in the last . we used the fact that |n| ≥ √R. Similar argument shows
the same result for f−δ. Therefore by (2) we conclude that∫
T2
|f(x)|4dx .
∫
T2
|f−δ(x)|4 + |fδ(x)|4dx . R2 logR,
as to be shown. 
Remark 1. We note that Huxley in [7] has
bn = O( R|n|2 log(R|n|)) +O(
Rθ+
1
2
|n| 32
√
log(R|n|))
when |n| > √R where again θ > 0 is a constant such that ||f ||L∞ . Rθ holds
uniformly in R provided that R is sufficiently large. So from the above proof one
can see that our bound for bδ,n is stronger, which may be useful in certain situation.
We would leave further discussion in section 4.
3.2. Proof of Theorem 2.2.
Proof. This can be proved with Hausdorff-Young inequality. Let an be defined as
in section 2. The Hausdorff-Young inequality states that(∫
T2
|f(x)|pdx
)1/p
≤
(∑
n∈Z2
|an|q
)1/q
,
when 2 ≤ p ≤ ∞ and 1/p + 1/q = 1. Fix 2 ≥ ε > 0, and set p = 4 − ε such that
q = (4− ε)/(3− ε). It follows from the Hausdorff-Young inequality and (4) that
(10)∫
T2
∣∣∣∣∣∑
k∈Z2
χRΩ−x(k)−R2|Ω|
∣∣∣∣∣
4−ε
dx
 14−ε .
 ∑
n∈Z2,n6=0
R
4−ε
6−2ε |n|− 12−3ε6−2ε

3−ε
4−ε
,
where we write h(R) . g(R) to denote that h(R) ≤ Cg(R) for sufficiently large
R for an implicit constant C > 0. Since the summation of n in (10) converges, it
follows that ∫
T2
∣∣∣∣∣∑
k∈Z2
χRΩ−x(k)−R2|Ω|
∣∣∣∣∣
4−ε
dx
 14−ε . R1/2,
where we emphasize that the implicit constant depends on ε > 0. That is to say,
‖f‖L4−ε(T2) . R1/2.
This concludes the proof of theorem 2.2. 
3.3. Proof of Theorem 2.3. Recall that for annulus
A : {x ∈ R2 : R− t < |x| < R+ t},
for t < 1 and R ≥ 2, and the discrepancy function
g(x) =
∑
k∈Z2
χA(k)−R2|A|.
Denote the Fourier coefficients of g by
cn =
∫
T2
g(x)e−2piin·xdx,
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for n ∈ Z2. Denote χ̂A(ξ) to be the Fourier transform of the indicator function χ̂A.
The following lemma appears in many literature (for example see [1]), we give a
proof for completeness:
Lemma 3.3.
χ̂A(ξ) =
2
pi
R1/2|ξ|−3/2 sin(−2piR|ξ|+ 3pi/4) sin(2pit|ξ|) +O(R−1/2t|ξ|−3/2).
Proof. We have
χ̂A(ξ) =
R+ t
|ξ| J1(2pi(R+ t)|ξ|)−
R− t
|ξ| J1(2pi(R− t)|ξ|).
Recall that
J1(ρ) =
√
2
piρ
cos(ρ− 3pi/4) +O(ρ−3/2).
It follows that
t
|ξ| (J1(2pi(R+ t)|ξ|) + J1(2pi(R− t)|ξ|)) = O(tR
−1/2|ξ|−3/2).
Thus,
χ̂A(ξ) =
R
|ξ| (J1(2pi(R+ t)|ξ|)− J1(2pi(R− t)|ξ|)) +O(tR
−1/2|ξ|−3/2).
We now consider
ψ(R+ t) := J1(2pi(R+ t)|ξ|)− 1
pi
|ξ|−1/2(R+ t)−1/2 cos(2pi(R+ t)|ξ| − 3pi/4).
Recall that
J ′1(ρ) = −
√
2
pi
ρ−1/2 sin(ρ− 3pi/4) +O(ρ−3/2).
Thus, when R ≤ a ≤ R+ t we have
ψ′(a) = O(R−3/2|ξ|−3/2)
Thus, a Taylor expansion of ψ gives
ψ(R+ t) = J1(2piR|ξ|)− 2
pi
|ξ|−3/2R−1/2 cos(2piR|ξ| − 3pi/4) +O(tR−3/2|ξ|−3/2).
We conclude that
ψ(R+ t)− ψ(R− t) = O(tR−3/2|ξ|−3/2).
Thus
χ̂A(ξ) =
1
pi
R−1/2|ξ|−3/2 (cos(2pi(R+ t)|ξ| − 3pi/4)− cos(2pi(R− t)|ξ| − 3pi/4))
+O(tR−1/2|ξ|−3/2).
Since
cos(2pi(R+ t)|ξ| − 3pi/4)− cos(2pi(R− t)|ξ| − 3pi/4)
= −2 sin(2piR|ξ| − 3pi/4) sin(2pit|ξ|)
it follows that
χ̂A(ξ) =
2
pi
R1/2|ξ|−3/2 sin(−2piR|ξ|+ 3pi/4) sin(2pit|ξ|) +O(R−1/2t|ξ|−3/2),
as was to be shown. 
12 XIAORUN WU
With this, we supplement with another lemma to prove theorem 2.3:
Lemma 3.4. Fix 2 ≤ p < 4, then ||g(x)||Lp . R1/2
(
t
p
8−2p
)
. Hence setting p = 2:
||g(x)||L2 . R1/2t1/2.
Proof. Lemma 3.3 implies that
(11) cn = O(R1/2|n|−3/2 sin(2pit|n|)),
for ~n 6= ~0 = (0, 0), where n = (n1, n2) ∈ Z2 and |n| =
√
n21 + n
2
2. And again we
note that c~0 = 0. If g : T
2 → R has Fourier coefficients cn for n ∈ Z2, then the
Hausdorff-Young inequality states that(∫
T2
|g(x)|pdx
)1/p
≤
(∑
n∈Z2
|cn|q
)1/q
,
when 2 ≤ p ≤ ∞ and 1/p + 1/q = 1. Fix 2 ≥ ε > 0, and set p = 4 − ε such that
q = (4− ε)/(3− ε). It follows from the Hausdorff-Young inequality and (11) that
(12)
∫
T2
∣∣∣∣∣∑
k∈Z2
χA(k)−R2|A|
∣∣∣∣∣
4−ε
dx
 14−ε .
 ∑
n∈Z2,n6=0
c
4−ε
3−ε
n

3−ε
4−ε
,
where we write h(R) . g(R) to denote that h(R) ≤ Cg(R) for sufficiently large R
for an implicit constant C > 0. So now consider the summation∑
n∈Z2,n6=0
c
4−ε
3−ε
n =
∑
|n|<1/t
c
4−ε
3−ε
n +
∑
|n|>1/t
c
4−ε
3−ε
n
So when |n| < 1/t, we have that sinx < x, so that an = O(R1/2|n|−3/2 sin(2pit|n|) =
O(R1/2|n|−1/2t). Hence we have
∑
n∈Z2,n6=0
c
4−ε
3−ε
n =
∑
|n|<1/t
c
4−ε
3−ε
n +
∑
|n|>1/t
c
4−ε
3−ε
n . R
4−ε
6−2ε
t 4−ε3−ε ∑
|n|<1/t
n
ε−4
6−2ε +
∑
|n|>1/t
n
3ε−12
6−2ε
 .
Now since
t
4−ε
3−ε
∑
|n|<1/t
n
ε−4
6−2ε +
∑
|n|>1/t
n
3ε−12
6−2ε . t
4−ε
3−ε
∫ 1/t
r=1
r
ε−4
6−2ε ·rdr+
∫ ∞
r=1/t
r
3ε−12
6−2ε ·rdr . t 6−2 .
Hence we have  ∑
n∈Z2,n6=0
c
4−ε
3−ε
n

3−ε
4−ε
. R1/2
(
t
ε
8−2ε
)
This concludes the proof for lemma 3.4. 
Note in particular, setting t = R−1/2 Therefore it follows that∫
T2
∣∣∣∣∣∑
k∈Z2
χA(k)−R2|A|
∣∣∣∣∣
4−ε
dx
 14−ε . R 8−3ε16−4ε ,
where we emphasize that the implicit constant depends on ε > 0. That is to say,
‖g‖L4−ε(T2) . R
8−3ε
16−4ε .
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Finally, we note that Theorem 3.3 follows from the techniques of interpolation.
Proof. Let p ≥ 2 be a fixed constant, and let 2 ≤ p0 ≤ p. By monotonicity of
integral, we have∫
T2
|g|pdx .
∫
T2
|g|p0( sup
x∈T2
|g|p−p0)dx . ||g||p0Lp0 · ||g||(p−p0)L∞
where θ is any positive constant such that ||g||L∞ . Rθ holds uniformly for all R,
give R sufficiently large. Therefore by lemma 3.4 we have
(13) ||g||pLp . R
p0
2 t
4−p0
2 Rθ(p−p0) = (Rθpt2) · (R 12−θt− 12 )p0
So we want to minimize (13), and we split our discussion into two cases:
Case 1: when R
1
2−θt−
1
2 ≥ 1, or equivalently t ≤ R1−2θ, we shall set p0 as small
as possible, so that p0 = 2. Hence substitute back to (13) and take 1/p-th power
we have
||g||Lp . (Rt) 1pR
θ(p−2)
p .
Case 2: when R
1
2−θt−
1
2 < 1, or equivalently t > R1−2θ, we shall set p0 as large
as possible, so we further split into two sub cases:
Case 2.1: when p < 4. In this case set p0 = p and taking 1/p-th power on both
sides yields
||g||Lp . R 12 t
(4−p)
2p .
Case 2.2: when p ≥ 4. Since lemma 3.4 holds only for moments less than 4, so
set p0 = 4− ε0 for some fixed ε0 > 0, hence (13) becomes
||g||pLp . Rθ(p−4)+2 ·R
ε0
2 (2θ−1+α),
if we suppose t = Rα for some α < 0. Now since t > R1−2θ, hence α+ 2θ − 1 > 0.
Thus setting ε = ε02 (α+ 2θ − 1) and taking 1/p-th power on both sides yields
||g||Lp . R
θ(p−4)+2+ε
p ·
This concludes the proof of theorem 2.3. 
4. Discussion
4.1. 4th Moment estimate for bounded convex domain Ω. It seems that
using the current techniques of a bump function along with convolution would
prevent us from obtaining a better bounds on estimating the fourth moment.
In fact, we note that if we set the cut-off to be Rε, i.e. bδ,n . R|n| when n < Rε
and bδ,n . R
2
|n|3 when n ≥ Rε, then we would note that the following holds∫
T2
|f |2dx . ε ·R2 logR+R(4−4ε),
where we need ε ≥ 12 so that for the bump function φ to decay sufficiently fast (so
that 1 + 2δ ≤ 2). While as we note in the remark that the result is sharper than
Huxley’s original estimates, it is still poor when estimating higher moments. In
fact, using Hausdorff-Young Inequality, we obtained the following estimates for the
L8 norm of f :
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(14)
(∫
T2
|f2δ |4
)1/4
.
(∑
n∈Z2
b
4/3
δ,n
)3/4
=
 ∑
|n|<√R
b
4/3
δ,n +
∑
|n|<√R
b
4/3
δ,n
3/4 . R5/4.
So that a similar mollification argument |f |8 . |fδ|8 + |f−δ|8 we obtain ||f ||L8 .
R5/8. And moving to even higher moments (under the assumption that summation
of powers of bδ,n still converges) make the bounding being poorer and poorer (in
fact approaches O(R) as the left-hand-side power increases). Hence it does seem
that the term cosine in the original Bessel integral of the Fourier coefficient aδ,n
needs to be taken into account in bounding bδ,n, in order to facilitate an extra decay
when .
4.2. Sharpness of results for the thin annuli. We further note that there might
be potential in improving the results in bounding for the thin annuli. The results
does not seem to be sharp for the fourth moment, as Colzani noted in [2] that ideally
this thin annuli would have an error which follows possibly Poisson distribution,
so it might be possible that the current 4th moments estimates could be further
improved to O(R).
Since the interpolation inequality relies on the estimates for the ||g||L∞ (equiv-
alent of ||g||sup). So that one direct idea is to try to obtain a better estimate for
the ||g||sup. However a standard mollification argument as provided on page 381
of Stein’s [11] does not seem to factor further improvement, since it can be shown
that the error term is bounded by O(Rδ) + O(R1/2δ−1/2) for fixed δ = o(1). So a
balancing of two error terms still yields O(R2/3).
It is also worth noting that if the original Gauss’s circle conjecture were to be
true (i.e. θ = 1/2 + ε for any fixed ε > 0), then for sufficiently large p (for example
p > 4) theorem 2.3 above suggests that ||g||Lp . R1/2+ε1 for any fixed ε1 > 0. This
suggests when t becomes sufficiently large, then the cancellation effect from the
inner circle of the annulus becomes less prominent as compared to thinner annulus.
Hence in this paper, we’ve explored various simplified techniques to obtain higher
moment estimates for bounded convex domain Ω with smooth enough boundary.
Then we further expand upon Colzani’s result and obtained a p-th higher moment
estimates of annuli of any fixed thickness 0 < t < 1 for ∀p ≥ 2. It is hoped that the
techniques for bounding higher moments, as well as annuli, would offer some new
insights in understanding and studying the Gauss’s circle problem.
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