Using the idea of transfer entropy (TE), we study autonomy and information flow on the Web and the newly defined TE network. The Web shows rich and complex autonomous network dynamics. Social network services (e.g., Twitter or Facebook) are now becoming a major source of Web dynamics in addition to the Web search services (e.g., Google). It is widely accepted that Twitter messages (called "tweets") and Google search queries react strongly to significant social movements and accidents, which are often characterized by bursting patterns in the time sequences. We call this the reactive mode of the Web. On the other hand, the Web dynamics, without the significant social events, seem to have an intrinsic rich dynamics, which we call the default mode of the Web. In this paper, we study the default mode of the Web system, which we characterize via a TE network. The amount of information flow transferred between different sequences of Google queries as well as Twitter keyword frequencies is investigated and we compute a TE network among Twitter keywords. We then discuss that the default mode of the Web can be characterized by the "breathing" dynamics of the TE network over a scale of a few weeks. We further use this idea of the default mode to install autonomy into generic artificial life systems.
INTRODUCTION
The difference between the study of artificial life and artificial intelligence is the way that autonomy is dealt with. We may be able to make an artificial intelligent system by using a large database with a very fast CPU, but such a system will not acquire autonomy in the same way that we find among living systems in general. What happens if autonomy comes first and we assume that intelligence merely emerges as a side effect of living systems (Ikegami, 2012) ?
A simple but primary definition of an autonomous system is that it is a non-reaction system. A simple reactive system is characterized by action selection, which is given most likely as a function of the external stimuli to the system. An autonomous system must select its action by itself, but a system that is always indifferent to the external stimuli is, again, non-autonomous in the sense of living systems. It is just a decoupled random behavior from the environment. Therefore, the Brownian particle (as an example of a reactive system) and chaos dynamics (as an example of a system indifferent to the external stimuli) are not biologically autonomous systems.
We thus propose that biological autonomy must be created between a system and its environment. A system must temporarily couple and decouple with the environment via the system's internal states; that is, a system sometimes, but not always, responds to the external stimuli. A concrete example of such autonomous dynamics is found in the embodied chaotic itinerancy (Ikegami, 2007 ) -a high-dimensional transition dynamic among pseudo-attractors that couples with the environment. Using chemical materials, Hanczyc and Ikegami (Hanczyc et al., 2007; Hanczyc and Ikegami, 2010 ) studied a self-moving autonomous droplet. An oil droplet made of oleic acid (about 0.1 mm in size) can move by itself and also react to environmental pH levels. A droplet usually prefers the higher pH regions, depending on some initial conditions and its internal dynamic states. We found that a recent discovery of brain dynamics, the so-called default network provides a clear difference between such forms of autonomy (Raichle et al., 2001a) . The definition of a default network is the brain activity that is observed while people are in the day-dreaming or resting states. A global (nonperiodic) synchrony in neural activity was found to exist in the default mode network.
In this paper, we discuss and characterize the Web autonomy by computing the amount of information flow transferred between different sequences of Google queries as well as Twitter keyword frequencies. Web autonomy is defined as an autonomous active pattern organization without having salient inputs from the real world, which we think can be considered sufficiently close to biological autonomy. Of course, the human activities (e.g., posting and searching keywords) constitute the underlying Web dynamics; however, the human activities themselves are highly controlled by the collective Web pattern (e.g., retweeted posts, Amazon recommendations, Google page ranks, and Web queries). It is like the definition of emergent phenomena in artificial life ( (Langton, 1995) ) -the causal relationship is not just from humans (micro) to the Web (macro), but it is from the Web to humans as well. This double causation loop defines the emergent phenomena that we take as evidence of the Web's autonomy. In particular, such Web autonomy has many similar properties with the default mode in the brain as we will discuss in detail later on.
In §2, we review the statistics of Web systems, and we present the method of transfer entropy (TE) as the background for this study. In §3, we give a concrete method of how we analyze the data using TE. In §4, we analyze the data over three months from Twitter and Google over a 3-month period. We then define the TE network and discuss the possibility of the default mode network in the Web. In §5, we discuss the perspectives of autonomy with respect to the default-mode dynamics.
BACKGROUND Statistics of the Web Systems
It is said that 90% of the Web's data stream was created within the last few years and that the total data amount is getting larger and larger. This exceptional growth is mainly due to emerging social network services (SNSs), such as Twitter and Facebook. It is said that the data volumes are doubling every 2 years, which is even faster than Moore's Law.
The functionality of an SNS was widely recognized after the Egyptian revolution of February 11, 2011, and the Tohoku earthquake of March 11, 2011. Facebook helped bring worldwide attention to the historical event in Egypt. Twitter served as an efficient way for people to communicate and get information on the earthquake. A burst of keywords, such as "tsunami" and "nuclear plant", was observed on and after March 11. SNS and Google react strongly to social movements by producing burst-like behavior. This is what we call the reactive mode of the Web. Namely, the Web is susceptible to social impacts.
On the other hand, the "normal mode" of the Web can be observed. Even without major social impacts, the Web demonstrates its own dynamics. A constant fluctuation of queries and keyword frequencies with no bursting peaks is observed, which characterizes the normal mode of the Web. We hereafter call this normal mode the default mode of the Web. Namely, the default mode provides a baseline activity of the Web, and it may provide a possible mechanism for an artificial system to become autonomous. In the field of Web sciences, an extensive amount of data has been accumulated for the statistics. The famous 6 degrees of separation of the "letter connection" was proposed in 1963 by Milgram (Milgram, 1963) (and more recently by Duncan and his colleagues (Watts and Strogatz, 1998) ). Now, by using Twitter, it has been updated to 4 degrees of separation (Kwak et al., 2010) . Also, Twitter has some interesting statistics. For example, there are three peaks per day in its number of tweets on weekdays, but this vanishes on the weekends; the time interval between successive tweets obeys the power law, whose exponent is similar to the rate at which e-mails are received.
Statistics of the memory-related effects on the Web have also been studied by many researchers. One of the early studies shows that the half-life span of crawled Web sites can be approximately 40 to 50 weeks (see (Ntoulas et al., 2004) ) and that the ratio of successful downloadable sites is decreased to 80% after the tenth crawl generations. A similar investigation on Twitter has been conducted as well. In the Twitter system, memory is driven by the retweeting of posts, where people repost their favorite tweets on their timelines. Statistics show that the half of the re-tweeting occurs within an hour and 75% in less than a day. However, about 10% of the retweets occur a month later.
When we compare Google and Twitter, we find some unexpected features. Namely, only 126 out of 3,479 unique trending topics (3.6%) from Twitter exist in 4,597 unique hot keywords from Google (Kwak et al., 2010) . It is said that those keywords are mostly associated with real-world events, celebrities, and movies. On average, 95 % of topics each day are new in Google, while only 72% of topics are new in Twitter (Kwak et al., 2010) . This feature is worth noting, since it reflects that retweet, reply, and mention are prevalent in Twitter, but such interaction among users can never be possible with Google searches. Such interactions might be a factor in ensuring that the same trending topics persist over a relatively longer period of time.
While those statistical properties tell us something about the collective nature of human behavior behind the Web, our interest here is the emergence of Web autonomy; i.e., an intrinsic dynamic of the Web that individual users cannot handle by themselves. For instance, if we take the Web as a living creature, and not as a "slave" machine, what would be the most elegant way to describe the autonomous behavior? Most of the Web's temporal behavior is not stable and periodic; rather, it often shows chaotic, open-ended dynamics. A basic strategy we employ in such a case is to introduce a concept of information flow (Shaw, 1981) that has been developed in the field of nonlinear science.
Entropy Measurements
Physics attempts to take the information-theoretical approach in various fields by extending the concept of entropy. For example, Bennett introduced a notion of logical depth (Bennett, 1988) , and Lloyd and Pagels analyzed a thermodynamic depth (Lloyd and Pagels, 1988) to measure the complexity of self-organizing physical processes. However, most of those newly defined entropies are difficult to measure in the pragmatic sense.
More practical applications of the information theory in physics are found in the dynamical systems approach. Among the pioneers of introducing information theory into the dynamical systems, Robert Shaw introduced the notion of information sink and source into the micro-Hamiltonian systems. He examined the turbulent state as a network flow of sinks and sources of information (Shaw, 1981) . Since the late 1980s, many complexity measures have been proposed to characterize chaotic/noisy time series of various kinds. In particular, sequences produced from a chaotic dynamic are indexed with the Lyapunov exponent, fractal dimensions, capacity dimensions, and several information entropies (see, for example, (Ott, 1993) ). For example, mutual information is used to study how chaotic instability is linked to noise sources (Matsumoto and Tsuda, 1983) .
These information-related entropies have been useful and convenient for detecting the chaotic aperiodicity that has been observed in the experimental sequences, ranging from heartbeats and blood vessel streams to the sun, wind, and optical lasers. However, as it often has been debated, these measures often produce unreliable results, depending on the unknown parameter settings.
In this paper, we compute the information flow of the Web (on Twitter postings and Google queries) based on the TE developed by Schreiber (Schreiber, 2000) . Staniek and Lehnetz (Staniek and Lehnertz, 2008; Lizier et al., 2010) , and Bertschinger (Bertschinger et al., 2008) , TE provides a new information entropy for analyzing a given sequence, particularly, how the future state of the sequence X is determined solely either by its preceding states or by the other sequences. In this sense, TE is similar to the Granger causality (Granger, 1969; Barnett et al., 2009; Ay and Polani, 2008) which calculates the degree to which one sequence drives another. TE, however, offers more advantages than the Granger causality, since when we compare two temporal sequences, TE can remove the false contribution from the common temporal pattern that exists in both sequences. On the other hand, TE cannot measure a causal effect but it rather provides a predictive measure, as was discussed recently (Lizier and Prokopenko, 2010; Chicharro and Ledberg, 2012) . Practically speaking, it is more difficult to measure the causal effect without knowing the underlying equation, and also Granger causality is good for linear systems but not so much for highly nonlinear systems. We thus use the TE as for the first step.
By using the computationally feasible quantity called "permutation entropy" (which will be presented in detail in the next section), TE exceptionally differentiates between the upstream and downstream information flow in realistic examples. For example, it has been suggested by (Schreiber, 2000) that TE computes a particular region of the brain that affects other regions in order to help improve the evaluation of patients with epilepsy patients from EEG sequences. Another example is comparing heartbeat and breathing sequences to evaluate which information flows are informationally upstream.
Here, we use the method of TE to characterize the directionality of information flow in sequences of keyword frequency in tweets and Google search queries, and we differentiate between the reactive and default modes on the Web. This approach will provide a useful perspective to understand the Web dynamics in terms of the TE. In the next section, we explain how we compute the TE of the given time sequence in more detail.
APPROACH
Information flow examines how much information is necessary from the rest of the world in order to predict the future state of a system X. Our idea is to define the information flow on the Web and to assign the direction of the information in the Web-state space. If the word "earthquake" is put into Google as a query, for example, it may produce a large number of tweets containing the word "earthquake" in Twitter. In this case, there is an information flow from the Google search query "earthquake" to the tweets containing the same keyword "earthquake".
Transfer Entropy
The usual definition of the Shannon entropy, with the probability distribution p(x), is as follows (where x is a an extracted state of a target system; e.g., time sequence X):
Using this notation, we define a mutual entropy between two sequences X and Y as follows: (Y, X) , so that no causal relationship is detected with MI. By introducing the time delay, we can improve the situation, although it remains difficult to capture the direction of causation. On the other hand, TE from X to Y , which is denoted as T E(X, Y ), is defined with the following transition probabilities: p(x t+1 , x t ), such as
In the absence of an information flow from X to Y, T E(X, Y ) vanishes, as the formula is explicitly nonsymmetric with respect to Y and X. Let us express the formulas in a more explicit way such as
, where p(x|y) denotes the conditional probability. The opposite effect is obtained in the same manner; for example,
. We also measure the direction of information flow by comparing the TE for the pair of sequences. In particular, we use the difference between T E(X, Y ) and T E(Y, X) as a quantity of information flow denoted by T E s through the rest of this paper. In this paper, we apply the technique to the sequences of queries and keywords on Google and Twitter. In order to calculate the TE, we use symbolic sequences rather than the continuous state flow, as it is much more convenient and efficient.
Permutation Entropy
Bandt and Pompe (Bandt and Pompe, 2002) introduced a simple refinement of TE with sequences that are practical feasible coding of the real-world dataset. It is based on the re-ordering of the amplitude values of sequences x i and y i , so that the amplitudes are arranged in an ascending order. Namely, {(x(n), x(n − 1), x(n − 2), . . . , x(n − m − 1)} are arranged in ascending order and become {x(l),
where m is the embedding dimension (i.e., the effective dimensionality of the target system). We now use the indexes of those variables instead of their amplitudes; for example, in the case of (x 1 , x 2 , x 3 .x 4 ), it is re-ordered as (x 4 , x 2 , x 1 , x 3 ), so that (x 4 ≥ x 2 ≥ x 1 ≥ x 3 ) and the new temporal sequence would be (4, 2, 1, 3). Any temporal sequences can be mapped onto one of the m! possible permutations. We use the relative frequency of the symbol sequences and estimate the joint and other probabilities.
Reactive and Default Modes of the Web
A sudden activation of burst in blogspace was analyzed by Kumar et al. (Kumar et al., 2003) by following the hyperlinks of blogs. Gruhl et al. studied how topics propagate through blogspace, and they classified the temporal behavior of the topics by chatters and spikes (Gruhl et al., 2004). Gruhl et al. looked into blogspace and found that the spikes were mainly triggered by world events, but were rarely caused by the resonance within a community. This rare spiking event is a sort of self-organizing effect of the collective motion of users. Gruhl et al. have also characterized and modeled the individual bloggers' networks by using the ideas of infectious disease models. Our definition of the default and reactive modes of the Web started from the same view (i.e., topics consist of chatters and spikes). We first studied the bursting responses found in the Google search queries and keywords in Twitter. We defined the reactive mode of the Web triggered by the real-world events. We computed the standard deviation of the keyword stream popularity; if the popularity deviated more than the standard deviation, we took it as a burst event. This is also what Gruhl et al. (Gruhl et al., 2004) adopted in their analysis to detect a burst. However, even this simple criterion faces many ambiguous cases; e.g., a large number of large amplitude chatters.
On the other hand, the default mode is a baseline activity of the Web, and our definition of the default mode is about internal synergetic (collective) phenomena. Different from Google queries, people tweet by reading other users tweets, which provides a proverbial "seed" for such cooperative effects. Second, retweets and replies are, in principle, evidence of cooperative phenomena. However, this collective motion cannot be captured simply by the popularity analysis via bursts. We hypothesize that the default mode is a selfpersistent activity, so that it is usually buried under the chatter phases. Thus we characterize the sequences using TE to take the information flow into account so as to characterize default and reactive modes on the Web. We looked into tweets and manually selected 26 keywords (e.g., station, earthquake, tsunami, Steve Jobs, etc.) that cover different popularity dynamics; e.g., with different numbers of bursts and periodicity. For example, when there is an earthquake, people will run a Google search to get information, but will also tweet to communicate with others. These days, we can get information about the earthquake from tweets much faster than from Google search results. Anyway, a large-scale social event typically generates bursts in the time series, and we may also expect synchronous bursts both in the Google and Twitter sequences. Figure 1 lists typical keywords and the associated temporal sequence of keyword frequencies from Twitter and Google. From this figure, we can see that there are many synchronies between Twitter keywords and Google queries. This is apparent in pure-bursting cases such as "iPhone."
Depending on the temporal behavior of the time sequence dynamics, each keyword/query dynamic can be roughly classified into three groups. Similar to Gruhl et al., the following groupings are obtained: (A) pure bursty dynamics, (B) bursting with chatter and (C) chatter dynamics with rare bursts. The representative keyword dynamics for each pattern are depicted in Figure 2 . Our analysis on the Google queries on the same 26 set of keywords also showed that the same classification is possible and that the keywords are categorized into the above three categories. However, it is difficult to characterize default and reactive modes via the three burst pattens alone. We thus consider the information flow among keyword/query dynamics to take into consideration the influences on and from other keywords/queries.
To do so, we set the time window (18 days for each keyword) to define and compute the TE of whether the Web state, with respect to the query, is in the default or reactive mode. As we will see in the following sections, some query dynamics show obvious switching from one mode to the other, judging from the classification of the query dynamics. We first computed the TE among sequences of queries/keywords between Google and Twitter. Then we computed the inner information flow among Twitter posts. This is motivated by the fact that people tweet by consciously/unconsciously reading their own timelines, so that the potentiall content of tweets is connected through local fields (i.e., timelines).
EXPERIMENTS Data Acquisition
In this study, we picked up a set of meaningful 26 keywords, as well as a randomly selected set of 126 keywords, and for each keyword, we examined the number of queries per day and the number of tweets per day. We collected the query data from Google using Google Trends 1 and Twitter data (only in Japanese) using its APIs for a period of 3 months from July 16, 2001 , to October 8, 2011 . Figure 1 lists typical keywords and the associated temporal sequence of the frequency of the keywords from Twitter and Google used for our dataset.
Computing Transfer Entropy
TE quantitatively measures the information content of one sequence against the other, and the difference of the TE particularly defines the direction of information flow between two sequences. Here, we compared keyword sequences within Twitter and between Twitter and Google. Given a pair of sequences, the actual computation consisted of three steps. The first step was to compute an embedded dimension m of the given sequences of a given window size. Here, the window size is defined as 18 steps, which corresponds to 18 days. The second step is to compute the permutation entropy of the mnumber of the binary sequence space (i.e., the embedded dimension). Here, we evaluated the embedded dimension m as 3 in all sequences. Finally, the thrust step is to compute the TE of each window. We shift the window by one step and then repeat all three steps. The window size and the embedded dimension are varied to check the reliability of the computed transfer entropy. The minimal window sized is limited mainly due to the Google API. The embedded dimension is tested from one to eight, but we did not see any significant improvements above three.
For each pair (i, j) of nodes (i.e., query/keyword), the difference of the TEs (i.e., T E(i, j) and T E(j, i)) where generally T E(i, j) ̸ = T E(j, i) computes the direction of the information flow. We have computed all of the TEs for all of the pairs of queries from Google searches and keywords from Twitter.
Transfer Entropy Network
First of all, we studied the meaningful 26 keywords and T E s (i, j) is computed for every keywords pair (i, j). Using the T E s (i, j) as a distance matrix between the keywords (i, j) with an adequate threshold value (th), we draw a transfer entropy network (i.e., each node of the network is a keyword, and a pair of nodes are connected if the T E s is greater than th).
In the following, we explain how we classify three kinds of nodes in a TE network: sink, source and others. A sink node has only incoming flows, and a source node has only outgoing flows. Then, the sum of T E s for those sink and source nodes will be used as the nodes in a TE network. Figure 6 : A role of keywords (sink=blue, source=red) during the period is counted and plotted in the descending order (of the total number of sink and source). Some keywords always behave as the sink or source, while others change from one to the other for the duration of the experiment. Figure 3 and Figure 4 show the raw data sequence and the sum of T E s of source nodes (in red) and sum of T E s on sink nodes (in blue) with a significant bursting pattern superimposed. Here, a significant burst is defined when the amplitude exceeds a σ + µ (where σ is a standard deviation and µ is a mean value). As depicted in Figure 3 , the keyword "earthquake" has many bursts that are sometimes synchronized with T E s of the sink nodes (blue) and sometimes that with the source nodes (red). The keyword "Steve Jobs" has many bursts of sink T E s , as shown in Figure 4 . A T E s of a source node nicely synchronizes with the raw population of bursts, and when there is no burst, T E s , as a sink becomes very active.
Suppose that Google queries are relatively more sensitive to the real world; that is,information flow from Google and Twitter measures how Google queries affect the Twitter community. From the "Steve Jobs" example, we hypothesize that (1) a burst event is followed by the burst of TE of a source nodes (red), that (2) chatter states are defined by no bursting events in the popularity of keywords, and that (3) the TE of the sink nodes only show bursting behavior. But the example of "earthquake" does not always follow this pattern. Therefore, as the next step, we used 126 randomly selected keywords, apply the same analysis, and, on top of it, compute the internal T E s cluster changes, its size, and the amount of flow.
Dynamics of the Transfer Entropy Network
Using 126 random keywords, we study the behavior of inner-TE flow networks on Twitter as defined above. A TE network changes its size and connectivity, which are correlated with the incoming and outgoing information flows Figure 7 : A snapshot of the transfer entropy network within Twitter sequences over time is computed. A red-colored node is the source, a blue-colored node is the sink, and the size of a circle corresponds to the amplitude of T E s of each node. A snapshot from different time steps is picked up and numbered from 1 to 5, which corresponds to the numbers in Figure 5 . It should be remarked that the density of connection gets higher in numbers 1, 3, and 5, where the amount of flow attains maximum, in Figure 5 , while the density gets lower in numbers 2 and 4, where the amount of flow attains minimum.
between Google and Twitter. We illustrate how the largest connected network significantly varies its size over time in Figure 5 . Figure 6 shows the changes in the number of sink and source nodes over time for each keyword, and Figure 7 illustrates the TE network depicted by assigning an edge to the difference, T E s , whose value is larger than th = 0.15. The temporal reconnection of the networks in Figure 7 represents the temporal variation of information flow among keywords. The following two points will be made from this network analysis.
(i) Some keywords always behave as sink or source, while others change from one to the other for the duration of the experiment.
(ii) The size of the inter-TE flow networks on the Twitter network increases when the incoming flow from Google to Twitter decreases, and the size decreases when the incoming flow increases. Also, the total amount of TE increases (decreases) according to the decrease (increase) of the incoming flow between Google and Twitter.
In accordance with the notion of the default mode network of the brain, the default mode of the Web can be primarily characterized by the amount of incoming information flow (or sink), complementary to the mass of bursts. This is because, like the default mode in the brain system, the inner T E s network becomes suppressed when there is incoming flow, which we assume is connected to significant real events, and becomes activated when there is more outgoing flow (i.e., a "resting" state). The network pattern in Figure 7 has some keywords common to the temporary varying network over a long period of time as seen in Figure 6 . The nodes with a fixed role (i.e., sink or source) that we found in this analysis are the candidates for the element of the default mode.
Of course, the number of keywords analyzed in our experiment (i.e. 126 keywords) is a very small portion of the entire Twitter keyword set. Nevertheless, we hypothesize that the existence of such information flow networks can be a core engine for sustaining Web autonomy. We are now analyzing much larger sized networks, which will be reported elsewhere.
DISCUSSIONS
This paper has explored how to refine the reactive mode and default mode on the Web and how to determine the current drawbacks associated with understanding the dynamics of the Web. As a result, we found that Google query sequences and Twitter keyword sequences mutually affect each other. Characterizing the information flows of the sequences was very successful using TE. To our great surprise, different keyword sequences from Twitter also mutually affect each other, and we observed a strongly connected network of the set -comprised of Twitter keywords -that changes its size and connection strength. The original idea of the reactive and default modes came from brain science (Raichle and Snyder, 2007; Raichle et al., 2001b) . A brain region responsible for a given task is identified by measuring the neural activity that is observably higher compared to a baseline activity. A natural question is posed by Raichle et al.: What is the baseline neural activity and how we can measure it? They studied baseline activity by analyzing the regions that become less active when a specific task is given. This successful approach uncovered some remarkable perspectives about the default mode: (1) the area associated with the default mode is found in the parietal association area of the posterior Cingulate gyrus; (2) the neural activity of that area becomes suppressed when there is a specific task, which is how the default mode has been identified; (3) there is global synchrony among these brain areas; (4) the default mode has something to do with the creative capability of a brain system; and (5) the area of default mode is found where the episodic memory is believed to be processed (see, for example, (Sestieri et al., 2011) ).
Our definition of and findings related to the default mode in the Web can be discussed in a similar manner to the default mode in a human brain system. Differentiating between these two modes, the reactive and default, will provide a useful perspective toward understanding the Web dynamics and predicting the future of bursting behavior in sequences of keyword frequencies in tweets, as well as sequences of search queries in search engines like Google. Before the analysis described in this paper, we had two assumptions to characterize the default mode of the Web: a) a bursting state without having any relation to significant real-world events, and b) a baseline activity of the Web without having apparent bursting behaviors.
Our analysis of the data revealed that c) the autonomous oscillating behavior (of its characteristic periodicity found around a few weeks) observed in the TE network among Twitter sequences is a candidate for detecting the Web default mode, and d) when the TE network grows, the outward information flow from Twitter to Google increases, which can be taken as a spontaneous activity of the Web with respect to Twitter and Google.
Based on the observation, we turn down the property (a) and modify (b) as a baseline activity that sometimes produces bursting behavior spontaneously. We are now investigating the properties (c) and (d) with a larger dataset, and more convincing results will be reported elsewhere.
Concerning the examples of artificial life systems, we think that the default mode is a key issue for artificial life studies (Ikegami, 2012) . Oil droplets and other artificial life systems (e.g., robots or autonomous sensing systems) possess primitive forms of the default mode with different time scales. Instead of simply saying that artificial life is autonomous if it is driven by its own program (e.g. computer viruses), it would be more fruitful to seek for the conditions of the potential default mode such as we raised in this paper. By finding the default mode, we can bridge the gap between biological autonomy and autonomy of computer programs or that of chemical oil droplets.
