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We investigate a nonlinear autonomous parabolic partial differential equation 
in one space variable subject to Neumann boundary conditions on a compact 
interva1. The object of our study is to determine the asymptotic behavior of 
solutions. Our methods are borrowed from the Liapunov theory of stability 
for dynamical systems. We give conditions under which a so‘tution has a non- 
empty w-limit set. We show that any such w-limit set consists solely of equi!i- 
brium solutions. We render criteria for asymptotic stability and for instability 
of an equilibrium solution. We examine the possibility of escape behavior. 
INTRODUCTION 
In the present work we shall study the initial-boundary value problem 
u,(x, t) = t&(x, t) + f(x, u(x, t)), (O<x <rr,O <t <s) (la) 
ux(O, t) = u&r, t) = 0, (0 < t < s) (lb) 
@, 0) = b(x), (0 < N < n). (14 
Here, the initial data + is a P-smooth function mapping [O, n] into the real 
number system R with 4’(O) = $‘(n) = 0. The element f is a given ed- 
smooth function mapping [0, ~1 x R into R. The unknown u in (I) is a 
function mapping a domain of the form [0, r] x [0, s), 0 < s < +w.I, 
into R. This function u is to have smoothness properties specified in 
Section 2 below. 
* This research was supported in part by the National Aeronautics and Space 
Administration under grant NGL 40-002-014 and in part by the U. S. Army under 
grant DA-ARO-D-31-124-71-G12. The author received this support while he was 
on the faculty of the Division of Applied Mathematics in Brown University. 
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Systems of the type (1) arise in the theory of heat transfer [16]. Also, 
systems of the same type can be used to describe the diffusion (subject to 
approprrate boundary conditions) of a specified genotype through a given 
population [4, 17, 301. 
Our interest in (1) is directed toward the asymptotic behavior of solutions zl 
of (1) as t + s. In Section 2 below we shall precisely indicate how the 
quantity s can be regarded as a function of the initial data 4. In studying (1) 
we want to determine those 4 for which ~(4) = + 03 and, for such 4, we want 
to determine the behavior of u(x, t) as t --f + co. 
Our principal methods for this investigation are those associated with the 
Liapunov theory of stability. At various levels of generality this theory has 
been developed and expounded in Refs. [13-14, l&20,26-27]. In recent 
years several researchers have applied Liapunov methods to the study of 
partial differential equations [2-3, 5-101. Our present work is in that same 
direction. 
The underlying point of view is geometrical. We introduce a phase space X 
for (1). Specifically, X is the space of all P-smooth functions 4: [0, m] + R 
satisfying 4’(O) = 4’(r) = 0. On this space we impose the standard Cl- 
supremum norm. In Section 2 we indicate how Eqs. (1) generate a nonlinear 
semigroup {U(t)> on X. This puts us in a position where we can exploit the 
general theory of ‘dynamical systems. 
In Section 3 we take advantage of this possibility. Thus, for example, we 
introduce the notion of an w-limit set for a solution of (1). Theorem 3.3, 
our first main result, states that any element I,!J belonging to such an w-limit set 
must be an equilibrium solution of (l), that is, #: [0, z-1 + R is C”-smooth 
on [0, n] and 
F(x) + f(% #(4> = 0, (0 < .x < CT) 
f(O) = a)‘(%-) = 0. 
Theorem 3.3 is proved with the aid of a Liapunov functional V introduced 
in Eqs. (3.1) and (3.2). 
In Section 3 we also discuss the question of which solutions of (1) possess 
a nonempty w-limit set. The essence of that discussion is as follows. Let 
a, b E R with a < b and suppose that f(~, u) > 0 > f(~, b) for all x E [0, z-1. 
Let Q[a, b] be the set of all 4 E X such that a < C(X) < b for every 3~’ E [0, ~1. 
Then, arguing in the spirit of the maximum principle for parabolic equations, 
we find that Q[a, 61 is positively invariant under {U(t)}. That is, for each 
$ E Q[a, b], the corresponding solution u of (1) is defined on [0, z-1 x [O, + co) 
and satisfies a < EC(X, t) < b for all x E [0, ~1, t E [0, + CD). Using this 
property of positive invariance and using the fact that Q[a, b] is bounded 
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in the Co-supremum norm, we show that, for any 4 ~@a, b], the corre- 
sponding solution u of (1) h as a nonempty w-limit set ~(4) c_O[a, b]. The 
conclusions just described here are precisely stated in Theorem 3.5. 
In Section 5 we examine the stability properties of an equilibrium solution 4 
of (1) assumed to be located at the origin of X. We do this with the help of 
certain auxiliary results proved in Section 4. In Theorem 5.3 we give con- 
ditions under which the origin # = 0 is asymptotically stable and we partially 
determine the corresponding domain of attraction for 4 = 0. In 
Theorems 5.4-5.5 and 5.7-5.8 we give conditions under which # = 0 is 
unstable. 
In Section 6 we consider the case in which the function f in (1) does not 
depend explicitly on x (see Eqs. (6.1)). For this case we show that any 
isolated nonconstant equilibrium solution of (lj is unstable. This result is 
formally stated in Theorem 6.2. 
In Section 7 we briefly study the possibility of escape behavior for solutions 
u of (1). That is, given a solution u of (l), we ask, under what conditions does 
u(x, t) become unbounded as t + s ? In Theorems 7.1 and 7.2 we exhibit 
such conditions. 
The author is grateful to Professor Wendell H. Fleming of Brown 
University for several very helpful suggestions in the preparation of this paper, 
1. NOTATION AND PRELIMINARIES 
Let R denote the real number system. In that which follows 1 will denote 
any nonnegative integer. 
By C’(r) we mean the space of functions 4: [0, n] ---f R having continuous 
derivatives 4(l), $Q),..., $tz) defined on [0, n]. We norm Ciz) in the usual 
manner : 
By X we mean the space of all 4 E 0) such that 4’(O) = 4’(r) = 0. We 
let (1 j/ denote the restriction of !I Ijo) to X. X is a Banach space under I/ /iI 
For any 4 E X and r > 0 we let B(z)(#, T) denote the set of all $ E C(E’ n X 
such that jj 4 - z,,G Ilo) < I’. When # = 0 we will abbreviate notation by letting 
B(“)(r) denote B(“)(O, T). By @)(#, r) and W)(r) we mean the closures with 
respect to I/ /I(‘) of B(z)($, r) and Bcz)(r) respectively. 
For any 4 E G’(i) we let 6: R --f R be the unique 2n-periodic even extension 
of + to R. Similarly, we let $ be the unique 2n-periodic odd extension of the 
derivative 4’ to R. 
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The preceding enables us to define a family {T(t): 0 < t < + co} of 
transformations mapping C1) into C(1) by setting 
[T(t)+](x) = --& j-re-$(x + 2~ W) dq, 
(4 f C(l); t E [O, +a); x E [O, n-I). (1.1) 
It can be shown that (T(t)) is a semigroup of bounded linear operators 
mapping C(l) into C(l). In particular, 
[T(t)+]’ (x) = -&j-r eynv(x + 271 W) dq 
(l$ E C(l); t f3 [O, +a>; x E [O, 77I), (1.2) 
from which it follows that {T(t)) is nonexpansive: 
II WM P G II 4 IP), (4 E C(l); t E [O, + a); x E [O, 7f-j). (1.3) 
(T(t)) is, of course, the semigroup generated by the classical heat equation 
ut = u,, on the x-interval [O, rr] with boundary conditions u, = 0 at the 
end points. 
From (1.1) there follows the well known formula 
[T(t)$](x) = (4d)-1/2 1-r exp [- (’ itx)‘] J(f) n[, 
Hence, 
($4 E C(l); t f (0, i-co); x E [O, 771). 
T(t)+ E x n C@), 
Furthermore, 
(I = 2, 3,4 ,... ), ($ E C(1); t E (0, t-co)). (1.4) 
[T(t)+]l” (x) = (7rt)-1/2 J-T Te-nv(x + 2~ t112) dr), 
(4 f C(l); t E (0, t-co); x E [O, 77.1). (1.5) 
Therefore, 
I1 W)qb V) < (1 + (4-1’2> II # l/(l), (4 E C’(l); t E (0, + co)). (1.6) 
Now, for any 4 E Co) we consider the function 
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from [O, $ co) into C(l). Using (1.1) and (1.21, one can show that (1.7) is 
continuous on the open interval (0, +co). Moreover, (1.7) is continuous at 
t = 0 if and only if $ E X. From (1.5) it follows that, for any 4; E Co) the 
function (I .7) is a continuous map from (0, + co) into C(“) n X, the continuity 
here being with respect to j/ [j(a). 
We can now observe that the restriction of (T(t))- to X is a strongly 
continuous nonexpansive semigroup of bounded linear transformations 
taking X into X. 
2. THE NONLINEAR SEMIGROUP (u(t)) 
In all that follows f is a given function mapping the domain 
((x, E): 0 < x < r, --GO < E < +,x> into R. We shall assume that f is 
C2-smooth on [O, rr] x R. 
We are interested in the following initial-boundary value problem. 
Given any 6, E X find a function u continuously mapping a domain 
((~,t):O~~~rr,O~t<~},O<s~+~~,intoRsucl~that(i)u(~,t)~X 
for all t E [0, s) and the mapping t H u(., t) from [O, s) into X is continuous 
on [0, s); (ii) ut and u,, exist and are continuous on (0, T) ?< (0, s); and 
(iii) ZL satisfies the relations 
IQ(X, t) = u,,(x, t) +f(x, 24(x, t)), (0 < x < 7i, 0 < t < sj (2.la) 
u,(O, t) = z&&(57, t) = 0, to < t d 4 (2.lb) 
21(x, 0) = c+(x), (0 < x < 7.7). (2.k) 
By a solution of (2.1) we mean a function u having the properties (i)-(iii) 
just specified. 
Suppose that, for a certain 4 E X, (2.1) has solutions 2* and zi* defined on 
domains [O, r] x [0, s), 0 < s < +co, and [0, n] x [0, s*), 0 < s* < +-co, 
respectively. Then, we call u* a continuation of u if s < s* and 
ufx, t) = ~*(x, t) for al1 x E [0,7;], t E [0, s). 
We say that a solution u of (2.1) is noncontinuable if and only if u has no 
continuation u*. 
We want to introduce a variation of constants formula for (2.1). To this 
end we define a functionf? Co) -+ Co by setting 
Now? let $ E X and let zl be any function continuously mapping a domain 
[O, r] x [O, s), 0 < s < +-co, into R. Also, suppose that zi(., t) E X for all 
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t E [0, s) and that the map t ++ u(*, t) from [O, s) into X is continuous. Then, 
u is a solution of (2.1) if and only if 
u(., t> = WM + IO’ T(t - 4f#(u(-, 4) dT, (0 < t < s). (2.2) 
This can be proved using results given by Friedman [ll, pp. 144-147, 
Theorem 2 and Corollary 21. 
Using (2.2) and (1.3) one can show that for any $ E X Eqs. (2.1) have a 
unique noncontinuable solution a(+). Th is solution is defined on a domain 
[0, ~1 x [0, s(4)), where 0 < s($) < fco. For any x E [0, ~1 and t E [0, s(+)), 
we let zc(x, t; 41) denote the value of u(d) at (x, t). With this notation we can 
define a strongly continuous nonlinear semigroup (U(t)) on X by setting 
U(t)+ = u(., t; 4) for each 4 E X and t E [0, s(C)). 
For any 4 E X we can speak of the orbit ~(4) C X, by which we mean the 
set {U(t)fjb: 0 < t < s(4)}. 
In Propositions 2.1-2.4 that follow we state certain properties of (U(t)) 
necessary for our later work. These propositions follow from the properties 
of {T(t)} stated in Section 1 and from the given C”-smoothness off. 
PROPOSITION 2.1. Giwen q4 E X, t, E [0, s(d)), and E E (0, +a), there exists 
a S E (0, +co) such that fog any $ E B(l)(& 6) we hczve s($) > t, and 
I/ U(t)+ - U(t)+ I/ < c for all t E [0, t,]. 
PROPOSITION 2.2. For any 4 E X a?zd t E (0, s(4)), we haae U(t)4 E P) n X. 
Also, the restriction of {U(t)} to Cc”) n X is a strongly continuous semigroup 
on 0’) n X, the continuity here being with respect to /j 1f2). 
COROLLARY 2.2.1. For any $ E X the partial derivatives u,,(d) and ur(+) 
exist and are continuous on [0, Z-] x (0, s(4)). Furthermore, u(4) satisfies (2.la) 
ofz [O, 4 x (0, s(4)). 
PROPOSITION 2.3. Let S _C X be nonempty and suppose that there exists an 
r > 0 such that y(C) _C B(O)(r) for all q5 E S. Then, for every 4 E S we haae 
s($) = + co. Also, given any tI E (0, + 03)~ there exists a set S, C X such that S, 
is compact with respect to /I I/ and such that lJ(t)S _C S, for all t E [tI , + UI). 
PROPOSITION 2.4. Let 4 E X and suppose that there exists a number r > 0 
and a sequence (t.~}~~I in [0, s(4)) such that t, 4 ~(4) as n + co and 
WnM E B”‘(r) f OY all n > 1. Then, ~(4) = + 00 and there exists a number 
7. > 0 such that with respect to [j [[ the set (U(t, + T~)&~=~ is relatively 
compact in X. 
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Using Proposition 2.2 and a theorem given by Friedman [il, p. 72, 
Theorem lo], we can obtain the following result, necessary for our proof of 
Proposition 3.2 below. 
PROPOSITION 2.5. For any # E X the solution u($) has coatimous partial 
derivatizw u,,,(+) and utz(~) on the domain (0, 7~) X (0, s(+)). 
Letf, be any C2-smooth function mapping R into R, We consider Eqs. (2.1) 
with f replaced by fx . For any # E X we have a corresponding unique non- 
continuable solution a.+(+). This solution is defined on a domain [0, ~1 ‘i 
B SCb9)Y 0 < s*@> G + cc. Thus, we obtain a semigroup {L’:,(t)) generated 
by (2.1) with f replaced by f * . The following proposition is necessary for our 
proof of Proposition 3.4 below. Its proof is an exercise involving (2.2). 
PROPOSITION 2.6. G&en #J E X, tl E (0, s(4)>, and 6 E (0, +c0), there exists 
a 6 E (0, +KI) such that, if 
thelz s*(4) > tl and /I U,(t)+ - U(t)4 11(O) < E for all t E [0, tJ. 
We close this section with the following remarks. By an equilibrium solution 
of (2.1) we mean an element Z/J E X such that s(#) = +oc and L’(i(t)# = Q!J 
for all t E [O, + co). A function 4: [0, r + R is an equilibrium solution of ] 
(2.1) if and only if 4 E C(a) and 
$w) + f c% #w = 0, (0 < x < 7r) 
If(O) = f(n) = 0. 
(2.3) 
3. THE W-LIMIT SETS OF (2.1) 
We begin with some definitions borrowed from the theory of dynamical 
systems [13, 14, 191. 
If 4 E X and if s(4) = + oc), then by the w-limit set of u(+) we mean the set 
~(4) C X defined by 
w(#) = fi closure (U(T)+: t < 7 < +ooj, 
o<t<+m 
where the closure here is with respect to I/ 11. The set ~(9) may or may not be 
empty. 
A set S C X is called positively invariant with respect to (2.1) if and only if 
for each rj E 5’ we have ~(4) = +KI and r($) c S. 
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By a solution of (2.1) defined on [0, z-1 x R we mean a function u contin- 
uously mapping [O, ~1 x R into R such that (i) u(*, t) E X for all t E R; 
(ii) for any t,, E R we have s(zz(., t,)) = + KI and U(t - t,,) ti( *, to) = a(., t) 
for all t E [t, , +a). 
A set S C X is called invariant with respect to (2.1) if and only if for any 
$ E S there exists a solution 21 of (2.1) defined on [0, r] x R such that 
a(., 0) = $ and a(-, t) E S for all t E R. 
If $J is an equilibrium solution of Eqs. (2.1), then {$} is an invariant set 
for (2.1). 
Now we state the following proposition. 
PROPOSITION 3.1. Let $ E X and suppose that there exists an r > 0 such that 
~(4) C B(O)(r). Then, ~(4) = + co and, with respect to j/ 11, the solution ~(4) 
has a nonempty, compact, connected, invariant w-limit set UJ(+). Also, 
WM - 444 as t --f + co, the convergence here being with respect to // (1. 
Proof. From Proposition 2.3 it follows that s(d) = fco and that ~(4) 
is relatively compact in X with respect to 11 11. The desired conclusions can 
now be obtained using standard arguments. (See [13, pp. 406-407].) 
Now we introduce a function F mapping [0, ~1 x R into R by setting 
Next, we define a functional V: X + R by setting 
V(c,b) = [” {~#(x)” - F(x, 4(x))} dx, (4 E w- 
JO 
(3.1) 
(3.2) 
We see that V’ is continuous on X. The next proposition tells us that V is a 
Liapunov functional on X. 
PROPOSITION 3.2. For any 4 E X the derivative P( U(t)+) exists at eaery 
t E (0, SW), and 
ri(U(t)#> = -Jam ut(x, t ; $)' dx, (0 < t < s(4)). (3.3) 
Proof. Choose any number 6 E (0, 42) and define a function %: 
[0, s(4)) - R by setting 
&) = (-’ {&o(x, t; 4)” - F(x, u(x, t; 4))) dx, (0 < t -==c s(4)). 
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From Proposition 2.5 it follows that qa has a continuous derivative & on 
(0, s(4)). Indeed, 
Integrating the first term on the right by parts and using (2.la), we obtain 
c&(t) = [al&, t; 4) z+, t; #]:I;-” 
- j-6n-o U&C, t; 4)” dx, (0 < t < s(c,b)). 
From this it follows that 
the convergence here being uniform with respect to t on any compact 
subinterval of (0, s($)). But, of course, 
The desired result now easily follows. 
THEOREM 3.3. If an element #E X has a nonempty w-limit set w(d), 
then each element C/J E ~(4) is an equilibrium solution of (2.1). 
Proof. Let # E w($). Arguing as in [20, p. 591 one can show that 
V(U(t)+) = If(#) for each t E [0, s(#J)). Hence, by Proposition 3.3, 
q(q t; 4) = 0 for all 31’ E [0, ~1 and t E (0, s(4)). Therefore, $ is an equi- 
librium solution of (2.1). Q.E.D. 
Our task now should be to look for sets SC X which are positively 
invariant with respect to (2.1) and which are bounded relative to /[ /j(O)- 
To this end we perform the following constructions. 
For any number c E R we define a constant function 1, E X by setting 
l,(x) = c, (0 < x < 3-r). 
Next, we define sets G*[c], G*(c) in X through the equations 
G,[c] = (r$ E x: +(x) > c, Vx E [0, n-1) 
G-[c] = (4 E X: b(x) < c, Vx G [0, n-l> 
G(c) = W~l\V,:. 
(3.4) 
(3.5) 
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For any two numbers a, b E Ii with a < b we set 
Q[a, 4 = G+[al n G-PI, 
$?(a, 4 = Q[a, bl\&h 
Qh 4 = Ha, bl\GJ, 
Q(a, 6) = Q(a, bl n Q[a, 6). 
(3.6) 
LEMMA 3.4.1. Let c E R. If f (x, c) < 0 for all x E [0, 7~1, then fey each 
+ E GJc] we have ~(4) C G-[cl. 
Proof. There exists a number +j > 0 such that 
f (x, E) < 0, (o<x<7r,c<(<c+jj). (3.7) 
Choose any 4 E G-[cl. For any q, 0 < 71 < 7j, let I(q) be the set of all 
those t E [0, s(+)) such that U(X; T, +) < c + 7 for each x E [0, ~1, T E [0, t]. 
We see that I(q) is a subinterval of [0, s(+)) and that the left end point of I(q) 
is zero. Let tl(v) be the right end point of I(q). We have 0 < tr(q) < s(4). 
Suppose, for the sake of argument, that there exists an 7 E (0, ii] such that 
t&d -==l 4e 7% en, t,(q) < +co and the function ~(4) attains an absolute 
maximum at some point (z, t) in the domain [0, Z-] x [0, t,(T)]. From our 
definition of tl(q) it follows that c < U(Z, t; 4) < c + 7. Hence, by (3.7), 
f (5, 2c(%, f; $)) < 0. (3.8) 
But, since 4 E GJc], we must have U(X, 0; 4) < c for all x E [O, ~1. Therefore, 
0 < t < t,(T) and 
(3.9) 
The relations (3.8), (3.9), and (2.la) together form a contradiction. Hence, 
we cannot have t,(T) < s(d). 
Thus, tdd = 44 f or all 7 E (0, 71. This implies ~(4) C GJc]. Q.E.D. 
PROPOSITION 3.4. Let c E R. Jf f(x, c) < 0 for all x E [0, m-1, then 
~(4) C G-[c] for every 4 c G-[cl. Sinzilarly, if f (x, c) > 0 for all x E [0, z-1, 
then ~(4) _C G+[c] fey eaey 4 E G+[c]. 
Proof. Suppose that f (x, c) < 0 for all x E [0, ~1. Let 4 E G-[cl. For any 
6 > 0 letf.+ = f - 6. Applying Lemma 3.4.1 and Proposition 2.6 we obtain 
~(4) C G-W Q.E.D. 
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COROLLARY 3.4.1. If a, b E R with a < 6 and if f(x, a) > 0 > f(x, 6) 
for all x E [0, z-1, then #a, b] is positively inaan’ant with respect to (2.1). 
The results obtained in this section lead us to the following theorem. 
THEOREM 3.5. Let 4 E X. Suppose that there exist numbers a, b E R such 
that, for each .T E [0, T], we have a < d(x) < b and f(x, a) > 0 > fix, b). 
Then, s(+) = + ~0; r(d) C Q[a, bl; and, with respect to i/ I/, the solution u(C) has 
a nonempty compact connected w-limit set ~(4) C Q[a, b] with U(t)4 --j. ~(4) 
as t ++ f cx). Furthermore, each # E o(C) is an equilibrium solution of (2.1). 
We now want to consider the question of which equilibrium solutions of 
(2.1) are stable and which are not. To answer this we need some auxiliary 
results established in the next section. 
4. SOME GENERAL PROPERTIES OF THE 
EQUILIBRIUM SOLUTIONS FOR (2.1) 
We recall that an element zj E X is an equilibrium solution of (2.1) if and 
only if # E X n 0’) and # satisfies (2.3). If, in addition to having these 
properties, # is a constant function on [0, ~1, then we call + a constant 
equilibrium solution of (2.1). Regarding this type of solution we note the 
following proposition, whose proof is trivial. 
PROPOSITION 4.1. An element 4 E X is a constant equilibrium solution of 
(2.1) if and only if there exists a c E R such that f(x, c) = 0 for all x E [0, T] 
and $ = 1, , .where 1, is as in (3.4). 
Regarding the nonconstant equilibrium solutions of (2.1), we have the 
following proposition. 
PROPOSITION 4.2. Let # be any nonconstant equilibrium solution of (2.1). 
If x0 E [0, z-] is a local maximum for 4 and if p > 0, then there exists an 
x1 E LO, T] such that #(x0) - p < #(xl) B +(x0) and f(xl , #(x1)) > 0. 
Similarly, if x,, E [0, rr] is a local minimum for # and if p > 0, theu there exists an 
x1 E [0, z-1 such that $(x0) + p > #(x1) 3 #(x0) and f (x1 ,+h(q>i < 0. 
Proof. We will treat the case in which x0 is a local maximum. The case x,, 
is a local minimum is handled similarly. 
Let j? = #(x0) and let 
I- = {x E [O, x0]: $!I(%) = p, VTE [a, x0]}, 
I+ = {x E [x0 ) 7r]: I@) = p, VXE [x0 ) x]), 
I =I-VI,, 
x- = inf(I), x+ = sup(I). 
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Clearly I is a compact subinterval of [0,7;1. M oreover, I is a proper subinterval 
of [0, rr] because # is not a constant function on [0, z-1. Hence, x- > 0 or 
x+ < z . Also, we note that x- and x+ are local maxima for #. 
Suppose that x+ < rr. Then, there exists a number Q E (x+ , z-) such that 
/3 - p < #(q) < ,6’ for all rf E [x+ , qr]. Having selected such an or , we can 
find an ~a E (x+ , Q] such that /3 - y < #(rlz) < /3. Thus, we have x+ < ~a 
and #(Q) < $(x+). By the mean value theorem there exists an 7s E (x+ ,173 
such that #‘(Q) < 0. Now, we know that #‘(x+) = 0. Again we apply the 
mean value theorem and obtain the existence of a number x1 E (x+ , 77s) 
such that #“(x1) < 0. By (2.3) we havef(xi , #(x1)) > 0. x1 has the properties 
required by our proposition. 
Suppose that x- > 0. Then, arguing as in the preceding paragraph, we can 
prove the existence of the required number x1 . This completes the proof of 
Proposition 4.2. 
We now recall some basic definitions (see [13, 14, 19,201.) 
Let Q!J be any equilibrium solution for (2.1). By the domain of attraction 
for # we mean the set Q(#) of all 4 E X such that ~(4) = +a and 
11 U(t)4 - # I/ --+ 0 as t + + co. We note that # E Q($J); hence, Q(#) is always 
nonempty. 
We say that $J is stable (in the sense of Liapunov) if and only if for every 
E > 0 there exists a 6 > 0 such that for each 9 E Bo)(#, 6) we have ~(4) = + co 
and ~(4) C B[l)($, c). We say that # is asymptotically stable (in the sense of 
Liapunov) if and only if # is stable and there exists a 6, > 0 such that 
We, So) c J-&4. If 4 is not stable then we say that # is unstable. 
The following proposition will be useful in Section 5 below. It is similar 
to a result given by LaSalle [18, p. 57, Corollary I]. 
PROPOSITION 4.3. Let /J be any equilibrium solution of (2.1). Suppose that 
there exists a nonempty set S C X such that: (i) S is bounded with respect to 11 11(O); 
(ii) with respect to /I II S is closed and has a nonempty interior Int(S); 
(iii) 4 E Int(S); (iv) S c Q(#), where a(#) defzotes the domain of attraction for #; 
and (v) S is positively invariant with respect to (2.1). Then, # is asymptoticaZly 
stable and Q(#) is open relative to II [I. 
Proof. We want to prove that $ is stable. We argue as follows. 
Consider any $ E S such that 6 # $. By hypothesis s(B) = +co and 
/I U(t)+ - 7) I/ --+ 0 as t + +03. Recalling Proposition 3.2 we see that 
m> > wh. 
Select any tl E (0, +co). By Proposition 2.3 there exists a set S, C X 
such that S, is compact with respect to /I 11 and such that U(t)S _C S, for all 
t E [tl , +a). Let S, = S, n S. Clearly, S, is a compact subset of S. 
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Now choose any E > 0. We can assume that Bo)(#, E) C S. Let 
- - 
p = inf{ 17($): + E S,\lBu)(~, c)). 
We see that V(#) < p < +co. Hence, we can choose 8 E (0: c) so that for 
each 4 E Bu)(#, S) we have 
Moreover, by Proposition 2.1, we can assume that for each + E Bo)(#, Sj 
we have u(t)+ E W)(#, 6) for all t E [0, ti]. 
Now select any 46 E W)($, 8). Then, we know that ~(4) = + co and 
F(U(t)$) < V(d) < p for all t E [0, + co). But, U(t)+ E S, for all t E [ti , + co). 
Therefore, u(t)+ E B(l)(#, G) for all t E [tr , j-a). We already know that 
u(t)+ E ZW(#, e) for all t E [0, ti]. Thus, we have U(t)+ E Bu)(#, 6) for all 
t E [0, + co] and $ is stable. 
Since 4 is stable and since 4 E Int(S) C Q(#), # is asymptotically stable. 
To show that Q($) is open, one uses Proposition 2.1 and the relations 
I) E Int(S) C Q(4). VV e omit the details and regard the proof as complete. 
5. STABILITY AND INSTABILITY CRITERIA FOR 
EQUILIBRIUNI SOLUTIONS OF (2.1) 
Let 4 be anv given equilibrium solution of (2.1). We shall investigate the 
stability properties of $J. Without loss of generality vve can assume that Z/I is 
the origin in X. This assumption that $J = 0 implies the condition 
f(% 0) = 0, (0 < x < x). (5.1) 
Recalling (3.6) we state the following theorem. 
'rHEOREM 5.1. Givelt (5.1) suppose that there exists a numbw a < 0 s~h 
that (i) f(x, e) > 0 for all x E [0, ~1 and 5 E [a, 0); (ii) for any E E (a, 0) there 
exists an z E [O, ZT] such that f (5, f) > 0. Then, for each # E Q(a, O] we have 
s(+) = +a, r(b) C Q(a, 01, ad II u(t)+ II- 0 as t - +a. 
Proof. First we consider those equilibrium solutions of (2.1) which lie in 
Q[a, 01. We know that $J = 0 is such a solution. Iff(x, a) = 0 for all x E [0, ZT]? 
then E, is another such solution. Using Propositions 4.1 and 4.2 we find that 
Q[a, 0] contains no other equilibrium solutions of (2.1). 
Now choose any + EQ(~, 01. By Theorem 3.5 ~(4) = $-co, ~(4) !QQ[a, 01, 
and ~(4) has a nonempty connected w-limit set ~(4) C Q[a, 01. Moreover, 
U(t)+ -+ ~(4) as % + + co and each element in ~(4) is an equilibrium solution 
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of (2.1). Therefore, either w($) = (0) or ~(4) = {ZJ, and the latter equality 
is possible only iff(x, a) = 0 for all x E [0, ~1. 
Define a functional W: X + R by setting 
Using (2.1) we find that 
(5.2) 
rq U(t)& = p(x, ~U(X, t; 6)) dx, ($ E x; t E (0, s(4))). (5.3) 
Considering again the element + chosen above, we note that, since 
~(4) c@u, 01, we must have I%‘( U(t)4) 3 0 for all t E (0, +a). Hence, 
W(U(t)$) 3 IV($) for all t E [0, + a). But, W(4) > TV(&). Hence, Z, $ ~(45) 
and w(+) f {la}. Th ere ore, f ~(4) c$-J(a, 0] and ]I U(t)+ I[ -+ 0 as t -j +oz. 
Q.E.D. 
THEOREM 5.2. Givmz (5.1) pp su ose that there exists a number b > 0 suclz 
that (i) f(~, t) < 0 for all x E [0, r] and E E (0, b]; (ii) for any 5 E (0,b) there 
exists an % E [0, r] such that f(~, 0 < 0. Then, fou each 4 E Q[O, b) we have 
44) = + ~0, ~(4) C Q[O, b)> and/IU(t)~//~Oast~+O3. 
The proof of Theorem 5.2 parallels that of Theorem 5.1 and we will not 
render it here. 
THEOREM 5.3. Given (5.1) suppose that there exist numbers a, b E R such 
that (i) a < 0 < b; (ii) tf(x, t) < 0 for all x E [0, QT] and all f E [a, b]; and 
(iii) for any t E (a, b) satisfying .$ f 0 there exists an EE [0, r] such that 
ff (%, f) < 0. Then, # = 0 is a.symptoticaZZy stable and its domain of attraction 
Q(0) is open rektive to 11 11. Also, Q(a, b) C Q(0). 
Proof. Let 4 E &(a, 6). Arguing as in the proof of Theorem 5.1, we can 
show that s(+) = + co, y($) C Q[a, b], and a(+) has a nonempty connected 
w-limit set w(+) C s[a, b]. Also, U(t)+ -+ ~(4) as t -+ +co. Moreover, either 
44 = 6% 4#) = GA-, or 44 = GJ- 
Suppose, for the sake of argument, that ~(4) = {la). Then, there exists a 
tl E (0, + CO) such that U(t& E @a, 0). Let & = U(t#. Then, $r E Q(a, 0) 
and so by Theorem 5.1 [I U(t) C1 Ij -+ 0 as t + +co. Recalling the semigroup 
property we see that j( U(t)+ [I -+ 0 as t --f + 00. Hence, we cannot have 
w(#) = (ZJ, and we have arrived at a contradiction. Thus, our supposition 
w(d) = {la} is impossible. 
Similarly, ~(4) # (W. Therefore, ~(4) = {O}. We have shown that 
Q(a, b) C -Q(O). 
ASYMPTOTIC BEHAVIOR FOR PARABOLIC EQUATION SOLUTIONS 125 
Now choose numbers a, E (a, 0) and 6, E (0, b). Taking S = .Q[ar , b;i 
and # = 0 we apply Proposition 4.3. We find that + = 0 is asymptotically 
stable and that Q(0) is open relative to 11 /I. F rom this openess there follows 
Q(a, 6) C L?(O). The proof is complete. 
Regarding Theorem 5.3 consider the case in which f(x, n) = 0 for all 
x E [0, ~1. Then, 1,$ Q(0). Therefore, while we have Q(a, b) C Q(O), we do 
not have .Q[a, bj C L?(O). Similar remarks hold for the number b. 
THEOREM 5.4. Given (5.1) suppose that there exists a number ,U > 0 szcch. 
that (i) S(x, [) 3 0 for all x E [0, z-1 and all t E (0, p); (ii) for any 5 E (0, pj 
there exists an 3 E [0, QT] such that f (z, 5) > 0. Then, I/J = 0 is unstable. 
Proof. Choose any E < p and then select any # E W)(E) n G,(O), where 
G+(O) is as defined by (3.5). 
Suppose, for the sake of argument, that ~(4) C W)(E). Then, by 
Proposition 3.1, s($) = + co and .zJ($) has a nonempty w-limit set 
w($) c lw(E). Also, U(t)+ + ~(4) as t ---f + co, the convergence here being 
with respect to jj Ii. But, by Proposition 3.4, y($) C G+[O]. Hence, 
~($1 C B(~)(E) n GJO]. By P roposition 3.3 each element $ E w(+) is an 
equilibrium solution of (2.1). Using Propositions 4.1 and 4.2, one can show 
that $ = 0 is the only equilibrium solution of (2.1) in B(r’(Ej n G+[O]. 
Therefore, we must have I] U(t)+ jj + 0 as t + + 00. Now, with T/v as in (5.2), 
we have IV($) > 0. Also, from (5.3) we obtain lV(U(t)$) > IV(#) for all 
t f (0, + ;o). Hence, Ij U(t)4 // ft 0 as t + + CD and we have a contradiction 
Therefore, r(C) 8 W)(E). 
From the preceding it is clear that # = 0 is unstable. Q.E.D. 
The proof of the following theorem is clearly analogous to the proof we have 
just rendered. 
THEOREM 5.5. Giuen (5.1) suppose that there exi..ts a numb@ ,u < 0 such 
that (i) f (x, 5) < 0 for all x E [0, z-1 and all 5 E (p, 0); and (ii) for any 6 E (p, 0) 
there exists an % E [0, z] such that f (z, f) < 0. Then, y!~ = 0 is u&able. 
The stability properties of the origin # = 0 can be studied using techniques 
from the calculus of variations. Specifically, we proceed as follows. 
Given 17 as in (3.2) we introduce the second variation of V about the 
origin #J = 0: 
Here, fu, denotes the partial derivative off with respect to its second variable. 
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V, is a continuous functional mapping X into R and, taking into account (5. l), 
V(4) = Vd4) + o(ll$ II”>, as II c II - 0. (5.5) 
Also, we have the following proposition. 
PROPOSITION 5.6. Given (5.1) suppose that the origin 4 = 0 is an isolated 
equilibrium solution of (2.1) (that is, isolated with respect to II II). Also, suppose 
that there exists a q$ E X such that V,($,) < 0. Then, 4 = 0 is unstable. 
Proof. Choose E > 0 so that # = 0 is the only equilibrium solution of 
(2.1) lying in B(~)(E). Note that, since Vz is a homogeneous quadratic 
functional, we have r/r,(& < 0 for all 77 > 0. 
Now choose any 6 E (0, c). Recalling (5.5) we select 7 > 0 so that 
~4~ E B(l)(S) and V($J < 0. We set q$ = 9$1 . Then, & E B(l)(S) and 
V($,) < 0. 
Suppose, for the sake of argument, that y(&) _C B(~)(E). Then, on the basis 
of Proposition 3.1, Theorem 3.3, and our choice of E, we find that s(&) = + co 
and I/ U(t) & I[ + 0 as t + +a. By Proposition 2.3, V(#,) > V(0) = 0. 
We have a contradiction. Hence, ~(4~) $ IF)(e). 
Thus, we have shown that z,l~ = 0 is not stable. Q.E.D. 
THEOREM 5.7. If given (5.1) the origin # = 0 is an isolated equilibrium 
solution of (2.1) and if 
s 
Tfu(x, 0)dx < 0, 
0 
then 16 = 0 is unstable. 
Proof. Choose any number c E R with c f 0 and let 1, be as in (3.4). 
Note that I/;;(&) < 0. By Proposition 5.6, # = 0 is unstable. Q.E.D. 
THEOREM 5.8. Given (5.1) pp su ose that the origin Z,IJ = 0 is an isolated 
equilibrium point of (2.1). Also, suppose that 
s 
or fu(x, 0) dx = 0 
and that there exists an XE [0, r] for which fu(%, 0) + 0. Then, + = 0 is 
unstable. 
Proof. Suppose, for the sake of argument, that r7.J+) > 0 for all 4 E X. 
Let c E R and c # 0, and consider 1, as defined by (3.4). We note that 
Ve(Z,) = 0. Therefore, Z, minimizes V, over X. Borrowing well known 
ASYMPTOTIC BEHAVIOR FOR PARABOLIC EQUATION SOLUTIONS 127 
methods from the calculus of variations, we find that I, satisfies the Euler- 
Lagrange equation associated with Vs . That is, 
Zc”(x) +f*l.(x, 0) Z&) = 0 (0 < x < 7f). 
From this it trivially follows that fU(x, 0) = 0 for all x E [0, QT]. We have a 
contradiction. 
Thus, there exists a $r E X such that Y6,(&) < 0. By Proposition 5.6, 
Z/J = 0 is unstable. Q.E.D. 
Our next theorem requires a little bit of preparation. Let D be the set of aii 
piecewise smooth functions 12: [0, ] n -+ R such that k’(O) = h’(r) = 0. 
Define a functional J: lI --f R by setting 
J(h) = $ jii (h’(x)2 -fic(x, 0) h(x)‘) dx, (h E 0). (5.6) 
0 
We note that X C D and that V, equals the restriction of J to X. We introduce 
the initial value problem 
7qx) + f&L”, 0) V(X) = 0, (0 < x < T) 
v(0) = 1, v’(0) = 0. 
(5,7) 
Eqs. (5.7) have a unique solution z, defined on [0, IT]. 
THEOREM 5.9. Given (5.1) suppose tknt t/re origzk Z/J = 0 is alz isolated 
equilibrizcm solution of (2.1). Also, suppose that there exists an x0 E (0, z-) such 
that mu = 0, where z1 is as in (5.7). Then, # = 0 is unstable. 
PFoqf. Define a function h, E D by setting 
hi(X) = v(x), (0 < s < x0) 
hl(x) = 0, (x0 < ?: < 7r). 
We note that h,’ is discontinuous at x0 . Also, 12’; exists and is continuous on 
each of the subintervals [0, x0] and [x0, ~1. Furthermore, 
/z;(x) +f&, 0) h,(x) = 0, (0 < x < ?T, % i x0). 
Hence, 
0 = I, (h;(x) h,(r) +f&c, 0) h,(s)“) dx 
= s = (-h,‘(x)” + fx(x,0) hl(x)~) dx 
= “I&), 
that is, J(iz,) = 0. 
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Now, for the sake of argument, suppose that V,(4) 3 0 for all $ E X. 
Then, J(h) 3 0 for all h ED. Therefore, h, is a minimum for J on D. Using 
the Weierstrass-Erdmann corner conditions [12, p. 63, Eqs. (18)], we can 
conclude that Ai’ must be continuous at x0 . This is a contradiction. Hence, 
there exists a $1 E; X such that Va(+,) < 0. 
By Proposition 5.6, the origin z/ = 0 is unstable. Q.E.D. 
In the next section we shall give an interesting application of Theorem 5.9. 
6. THE INSTABILITY OF ISOLATED NONCONSTANT EqurLrBmJn~ 
SOLUTIONS OF (2.1) WHEN~ DOES NOT DEPEND ON x 
In this section we shall consider a restricted form of (2.1), namely, 
z+(x, t) = z&x, t) +f(u(x, t)j, (0 -c x < T, 0 < t -c s) (6.b) 
u,(O, t) = z&T, t) = 0, (0 < t < s) (6.lb) 
4% 0) = &4, (0 < x < 37). (6.1~) 
Here, f is a given C2-smooth function mapping R into itself and, as in (2. l), 
+ is any element in X. Our task is to show that any isolated nonconstant 
equilibrium solution of (6.1) is unstable. 
In harmony with (3.1) we introduce a functionF: R -+ R by setting 
wheref is as in (6.1). 
Now, suppose that # is a nonconstant equilibrium solution of (6.1) and let 
a+ = sup{z&): 0 < x < Tr}, 
01~ = inf{#(x): 0 < .2’ < 7r}, (6.2) 
I? = Jv(W 
Then, BZ- < 01+ and the range of 4 is [a-, a+]. Also, from the equations 
5q.4 + 
there follows the identity 
(0 < 
Zzz 0, 
x < 4 
(6.3) 
E = $/7(x>" + F(#(x)), (0 < x < 7r). (6.4) 
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Using (6.4) and phase-energy methods, one can verify the following assertions. 
First, 
E =F(K) =F(ol+), 
E > J’(S) (a- < 5 -c a+), (6.5) 
fk-) < 0, f(a+) > 0. 
Second, the derivative #’ has finitely many zeros x0, x1 ,..., x, in [O, ~1. 
Indeed, we have here n 3 1 and xj = jr/n for j = 0, I,..., n. Third, for each 
integer j = 0, l,..., R either z&x,) = 01~ or $(xj) = CL+ . Fourth, for any 
integerj = 1,2,..., n we have #(xj) + #(xjP1). Fifth and last, there holds the 
formula 
where 
Hence, 
(6.7) 
Equations (6.5) and (6.7) are necessary conditions associated with the 
existence of a nonconstant equilibrium solution of (6.1). The question arises, 
under what conditions does such a solution exist? We briefly digress from 
the main topic of this section to answer this question. Our answer is that, 
in an appropriate sense, Eqs. (6.5) and Eqs. (6.7) are sufficient conditions 
for the existence of the required solution #. Specifically, we have the following 
theorem. 
THEOREM 6.1. Let fi- , /+ E R z&h p- < ,B+ , and suppose that 
w-) = F(B+), 
Jv) < w-1, (B- < t < B,) (6.8) 
fW < 03 f(is+) > 0 
where F is as in (6.2). Also, suppose thut there exists an integer it > 1 such that 
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Then, (6.1) has a unique pair of equili6rium solutions #* such that &t(O) = p* . 
Each of these solutions has range [p- , p+] in R and each of the derivatives #+’ 
has exactly n + 1 zeros in [0, ~1 these being 0, r/n, 27rr/n,..., r. 
The proof is an exercise involving phase-energy methods. 
Now, once again, we let # be any nonconstant equilibrium solution of (6.1). 
Also, we suppose that zj is an isolated equilibrium solution of (2.1) (that is, 
isolated with respect to (( [I). Recalling Th eorem 5.9, we introduce the initial 
value problem 
d(x) +f’(@)) v(x) = 0, (0 < x < 77) 
(6.10) 
O(0) = 1, d(0) = 0, 
where f’ denotes the derivative of the function f in (6.1). According to 
Theorem 5.9, # is unstable if ZI has a zero x,, in (0, r). 
We are ready to state and prove the main result of this section. 
THEOREM 6.2. If # E X is an isolated nonconstant equilibrium solutiotl of 
(6.1) (that is, isolated witlz respect to // /I), then # is unstable. 
Proof. Set a,, = 4(O). For any 01 E R consider the problem 
w”(x) +f(w(x)) = 0, (0 ,( ‘T < 7r) 
w(0) = a, w’(0) = 0. 
(6.11) 
Using (6.5) and phase-energy methods, one can show that there exists a 
number 6, > 0 such that, for each OL E (as - 6,) 01~ + S,), Eqs. (6.11) 
possess a unique solution w(a): [0, T --f R. For each x E [0, n] we let zu(x; cz) ] 
denote the value of ~(a) at X. We observe that ZL(C+) = 4. 
For every 01 E (01~ - 6, , 01~ + a,,), we define a function ‘o(o1): [0, ~1 -+ R by 
setting 
.u(x; a) = (azu/a.Y)(x; cd), (0 < x < n). 
We observe that 
zY(x; a) + f'(zu(x; a)) ?J(x; a) = 0, (0 < x < 77) 
v(0; cd) = 1, v’(0; CY) = 0. 
(6.12) 
Hence, $01~) = ‘u where z’ is as in (6.10). 
Recalling the remarks preceding Eq. (6.6) we let n + I be the number of 
zeros of #’ in [0, z-1. Here, n > 1. We haveF(#(x)) < F(a,) for all x E (0, ~/Iz) 
and 4’ has a fixed positive or negative sign on (0, n/n). Let o = sign #‘(x) 
for any 3c E (0, i+). 
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Now, choose any number .lcl E (0, r/a>. Next, choose any number 
x2 E [x1 , ~T/?z). Then, there exists a 6s E (0,6,) such that 
F(w(x; Lx)) < P(a), x1 < x < xp I 
sign w’(x; LX) = 0, jm-ao! <S,. 
In accordance with (6.6), we have 
Next, we differentiate both sides of (6.13) with respect to CX. The result is 
0 = (7 y{F(a) - F(zu(x, ; a))}-11” 2(x2 ; a) 
- G- ~{F(aj - F(zc(x, ; a.))>-1’” %(x1 ; a) 
2 
Setting = a,, we obtain 
0 = (F(cw,) - F(z&,)))-~~~ v(x2j 
- (F(q)) - F(gJ(xl)))-‘/” +x1) 
(6.14) 
We note that (6.14) is valid for any xi , x, E (0, ~/tzj such that xi < x2 . 
Given # as in the present theorem, let 01~ and LX+ be introduced according 
to (6.2). We know that either CC* = K or 01,, = IX+. If 01~ = 01~ then 
#(zl) < #(.xJ and f(aO) < 0. If 01s = 01+ then #(x~) > #(~a) and f(c+,) > 0. 
Hence, whether CL,, equals 01- or Al+, we have 
sign [f(4 Ji:(J (F(oLo) - W$l-3!z] < 0. 
1 
Introduce a number & E R by setting /3,, = c+ if CX~ = 01~ and ,Q, = ol_ if 
01~ = 01+ . Whether pi,, equals 01~ or 01+ , we have #(+z) = ,&, _ 
Now, in (6.14) we let x9 - a/n (from the leftj. Since F(cx,) = F(&) and 
sincef(&) + 0, one can prove that 
132 NATHANIEL CHAFEE 
Hence, ~(%a) < 0 for xa sufficiently close to and less than z-/fz. Since v(O) = 1 
there exists an x,, E (0, a-/n) such that z)(x,,) = 0. 
By Theorem 5.9 the equilibrium solution # is unstable. Q.E.D. 
7. ESCAPE BEHAVIOR FOR SOLUTIONS OF (2.1) 
In this section we return to our study of (2.1). We shall render criteria under 
which /I u(t)4 j/(O) -+ + cc as t -+ + co. Indeed, recalling (3.5), we shall prove 
the following theorem. 
THEOREM 7.1. Let a E R. Suppose that (i) f(~, 6) 3 0 for all x E [0, m] 
and all 5 E [a, + 03); (ii) for any [ E (a, + co) there exists an % E [0, r] such that 
f(%, 5) > 0. Then, for any 4 E G+(a) we have y($) C G+(a) and 
Proof. By Proposition 3.4 we have ~(4) C G+[a]. 
Suppose, for the sake of argument, that there exists a number 7 > 0 
and a sequence (t,}~zl in [0, s(4)) such that t, --j. s(d) as n + +oc and 
U(tJ$ E B(O)(r) f or all 12 3 1. Then, by Proposition 2.4, ~(4) = + 00 and 
there exists a number 7. > 0 such that with respect to I/ Ij the set 
{U(tn + T~)+):=~ is relatively compact in X. Hence, ~(4) has a nonempty 
w-limit set ~(4) C G+[a]. Choose any # E ~(4). From Theorem 3.3 it follows 
that $ is an equilibrium solution of (2.1). From Propositions 4.1 and 4.2 it 
follows that # 6 G+(a). Hence, $ = Z, (and we must have f(~, a) = 0 
for all x E [0, a-]). But now, letting Wbe as in (5.2), we note that IV($) > lV(Z,). 
Using (5.3) we obtain W(U(t)#) > lV(+) for all t E [0, s(C)). Therefore, 
Z, $ w(4), that is, z,L f Z, . We have a contradiction. Hence, our initial 
supposition concerning r and (tn} must be false. 
From this it follows that /I U(t)+ II(O) -+ + co as t + s(4). Since ~(4) _C G+[a] 
Eq. (6.1) follows. The relation y(C) C G+(a) is now easily proved. Q.E.D. 
Paralleling Theorem 7.1 we have the following result. 
THEOREM 7.2. Let b E R. Suppose that (i) f(~, [) < 0 for all x E [0, m-1 
and al2 6 E (-co, b]; and (ii) for any 5 E (-co, b) there exists an 5~ [0, n] 
such that f (%, [) < 0. Then, for any 4 E G-(a) we have y($) C G-(a) and 
lim [ inf u(x, t;$)] = --co. (7.2) 
t4d) o<z<s 
The proof is analogous to that of Theorem 7.1. 
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