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Abstract The extreme value theory is very popular in applied sciences in-
cluding finance, economics, hydrology and many other disciplines. In univari-
ate extreme value theory, we model the data by a suitable distribution from
the general max-domain of attraction (MAD) characterized by its tail index;
there are three broad classes of tails – the Pareto type, the Weibull type and
the Gumbel type. The simplest and most common estimator of the tail in-
dex is the Hill estimator that works only for Pareto type tails and has a high
bias; it is also highly non-robust in presence of outliers with respect to the
assumed model. There have been some recent attempts to produce asymp-
totically unbiased or robust alternative to the Hill estimator; however all the
robust alternatives work for any one type of tail. This paper proposes a new
general estimator of the tail index that is both robust and has smaller bias
under all the three tail types compared to the existing robust estimators.
This essentially produces a robust generalization of the estimator proposed by
Matthys and Beirlant (2003) under the same model approximation through a
suitable exponential regression framework using the density power divergence.
The robustness properties of the estimator are derived in the paper along with
an extensive simulation study. A method for bias correction is also proposed
with application to some real data examples.
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1 Introduction
The recent exploration in scientific technology and modern instruments have
expanded the scope of research in all fields of life. This has increased the need
for suitable analytical techniques to ensure the quality of overloaded datasets
in the laboratory. In a variety of applied disciplines including economics, fi-
nance, hydrology etc., any decision obtained from statistical modeling based on
those datasets leads to a new innovation in the respective fields at a huge cost
and hence the investment has to be insured beforehand carefully to the extent
possible against its potential adverse effects. Therefore, risk management has
become a very important area of research in the recent era and arguably the
most difficult area of it is to model the very rare but dangerous events that pro-
duce huge risk (loss) known in practice as the “worst-case risk”. These events
arise in analyzing unusual big claims in insurances, studying equity risk, pre-
dicting rare natural disasters etc. These problems cannot be solved using the
regular normal models; the statistical framework that helps to analyze such
situations is the extreme value theory. The extreme value models generally
have a thicker tail compared to the normal models and the probabilities of
rare events are modeled by the non-zero tail probabilities of such heavy-tailed
distributions. For any univariate distribution, such a tail behavior is charac-
terized by its tail index that measures, in a layman’s term, the thickness of
the tail.
In terms of the statistical terminology, let X1, . . . , Xn, . . . denote indepen-
dent and identically distributed data on some natural process like daily stock
returns and we model these observations by a distribution function F having
density f . Then, the probability of any extreme event can be found by esti-
mating the quantity F¯ (x) = 1 − F (x) = P (Xi > x) for some large threshold
x. In order to infer about the extreme events beyond the sample range, one
assumes that the distribution of sample maximum X(n) = max{X1, . . . , Xn}
(properly standardized) converges to a non-degenerate distribution indexed by
a parameter γ (say) known as the tail index of the distribution F . More pre-
cisely, following Gnedenko (1943) one assumes the existence of two sequences
of constants {an} > 0 and {bn} ⊂ R satisfying
lim
n→∞ P
(
X(n) − bn
an
≤ x
)
= Hγ(x), (1)
for all continuity points x of the extreme value distribution Hγ(x). Then the
distribution F of the original sample is said to belong to the maximum domain
of attraction (MAD) of Hγ and can be classified into three board classes:
1. Fre´chet class of distributions with γ > 0 : Pareto, Burr, Student’s t, log-
gamma etc., all having slowly decaying tails;
2. Gumbel class of distributions with γ = 0 : Exponential, Weibull, normal,
Gamma, lognormal etc., all having tails decaying exponentially fast;
3. Weibull class of distributions with γ < 0 : Uniform, reversed Burr, Beta,
reversed Pareto etc., all having finite right tails.
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Estimation of the tail index γ is the main problem in extreme value theory
and, as one can expect, there is a large literature which deals with the same.
In this regard, the simplest classical estimator of the tail weight γ is Hill’s
(1975) estimator defined by
γ̂H =
1
k
k∑
i=1
log(X(n−i+1))− log(X(n−k)), (2)
where X(i) denotes the i
th order statistics in {X1, . . . , Xn} and k is the number
of extreme observations to be used. Although Hill’s estimator is very popular
in extreme value theory, it only works under the Pareto type tails with γ > 0.
Smith (1987) derived a maximum likelihood estimator of tail index using the
generalized Pareto distribution for excess over a high threshold (POT) that
has a non-degenerate asymptotic distribution for γ > −1/2. On the other end,
Hosking and Wallis (1987) derived an estimator of the tail index that gives
good results for γ < 1. The estimation of all the three types of tail indices was
proposed by Pickands (1975) although that was latter found to be unstable
with respect to the choice of the sample proportion used (k/n). The moment
type estimator of the general γ ∈ R, proposed by Dekkers et al. (1989), has
become popular due to its simple interpretation, although it has quite high
asymptotic variance for negative γ. Beirlant et al. (1999) developed a maxi-
mum likelihood estimator of the tail index based on an exponential regression
model approximation for γ > 0, which has been extended by Matthys and
Beirlant (2003) for all the three types of tails. The latter method has an
asymptotic variance which is smaller compared to the variance of the moment
type estimator at γ < 0 and almost equal to the variance of the POT estimator
at γ > 0.
However, the existing literature referred to above does not take into ac-
count the possible outlying observations present in the sample and most of
these estimators, if not all, are highly sensitive to such outliers. However, in
real practice, there could be a significant portion of outliers in the datasets
with respect to the assumed model either due to ignorance of some external
factors or erroneous input at some level of data collection. The inference about
the tail events using such observations generates incorrect insights producing a
big loss as mentioned earlier. However, in most cases, it is not easy to separate
out those outliers from a large dataset beforehand. Thus, automatic outlier
control with some robust tool is very crucial to manage the quality of data
and the overall inference. This part was completely ignored previously due
to the prior conception that the two theory of extreme value statistics and
robust statistics are contradictory as the first one models the large observa-
tions in the sample and the second ignores them. That there could be two
types of large observations in a sample and need to be handled separately to
get more accurate results have been noticed more recently and some attempts
have been made to produce robust estimators of the tail index. These include
Vandewalle et al. (2004, 2007) and Kim and Lee (2008); but these estimators
are proposed and studied only for the Pareto type tails with γ > 0. Recently
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Goegebeur et al. (2014) have derived a robust estimator for a class of Weibull-
type distributions, a subset of the Gumbel max-domain of attraction having
γ = 0, using the conditional approach with some covariates. However, in prac-
tice prior knowledge about the type of tail is often not available since it is
difficult to figure out from the data alone before estimating the tail index γ.
Therefore, a robust estimator simultaneously considering all the three types
of tails [like the non-robust estimator of Matthys and Beirlant (2003)] would
be really helpful to a wide range of practitioners in several applied fields like
risk management, finance, hydrology and many others.
The present paper aims to propose one such estimator extending the con-
cept of Matthys and Beirlant (2003); we will use the robust minimum density
power divergence estimation technique in place of the non-robust maximum
likelihood method. The minimum density power divergence estimator, pro-
posed by Basu et al. (1998), has become a very popular robust alternative
to the maximum likelihood estimator in recent times and has the advantage
of high robustness with only a small loss in asymptotic efficiency; further the
estimation process is no more complicated than the maximum likelihood esti-
mation. The density power divergence down-weights the outliers by a non-zero
power of the model density and we will exploit this fact to derive a robust esti-
mator of the tail index under the exponential regression model approximation
to the log-ratio of ordered excess over a large threshold.
The rest of the paper is organized as follows: We start with a brief descrip-
tion of the maximum likelihood estimator of γ under the exponential regression
model (ERM) from Matthys and Beirlant (2003) in Section 2 to understand the
model conditions and notations more clearly. In Section 3 we will present the
robust estimator of the tail index by minimizing the density power divergence
between data and the approximated exponential regression model; we will also
prove their robustness for all the three types of tails. Then the performance
of the proposed estimator will be illustrated through an extensive simulation
study in Section 4. Section 5 will present some discussion on the source of bias
and the choice of tuning parameters. Section 6 will present an approach for
correcting that bias with applications to some interesting real data examples.
Finally we will conclude this paper with some remarks in Section 7.
2 The Exponential Regression Model for Tail Index Estimation
and the Non-robust Maximum Likelihood
Let us consider a random sample X1, . . . , Xn from a distribution F that be-
longs to the maximum domain of attraction of the extreme value distribution
Hγ . Therefore F satisfies Condition (1) that was reformulated by an equivalent
condition in de Haan (1970); the latter assumes the existence of a measurable
positive function aQ(·) such that for all λ > 0
lim
t→∞
Q(λt)−Q(t)
aQ(t)
=
{
λγ−1
γ for γ 6= 0,
log λ for γ = 0,
(3)
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where Q is the tail quantile function defined by Q(t) = inf
{
x : F (x) ≥ 1− 1t
}
.
This condition helps us to derive an useful nonparametric approximation to
the ordered spacing of the observed sample as shown in Matthys and Beirlant
(2003). LetX(1) ≤ X(2) ≤ · · · ≤ X(n) denote the ordered sample; U(1) ≤ U(2) ≤
· · · ≤ U(n) denote the order statistics from n i.i.d. uniform(0,1) observations,
V(1) ≤ V(2) ≤ · · · ≤ V(k) and E(1) ≤ E(2) ≤ · · · ≤ E(k) denote the same
from k i.i.d. uniform(0,1) and exponential(1) random variables respectively.
Throughout this paper, we will write W =d Z to mean that W and Z have the
same distribution and W ∼d Z to mean that they have the same asymptotic
distribution.
Now for a fixed k < n and any j = 1, . . . , k, we get
X(n−j+1) −X(n−k) =d Q(U−1(j) )−Q(U−1(k+1))
=d Q(U−1(k+1)V
−1
(j) )−Q(U−1(k+1))
∼d aQ(U−1(k+1))
V −γ(j) − 1
γ
, [by Condition (3)].
Then, we have
log
(
X(n−j+1) −X(n−k)
X(n−j) −X(n−k)
)
∼d log
(
V −γ(j) − 1
V −γ(j+1) − 1
)
=d log
(
eγE(k−j+1) − 1)− log (eγE(k−j) − 1)
=d
(
E(k−j+1) − E(k−j)
) γeγE∗
eγE∗ − 1
[by the Mean Value Theorem (MVT);
E∗ in between E(k−j) and E(k−j+1)]
=d
Ek−j+1
j
· γ
1− (e−E∗)γ ,
where E1, . . . , Ek are k i.i.d. observations from an exponential distribution
with mean 1. This set of equations follows by the Renyi representation; see
Matthys and Beirlant (2003) for more details. Now the quantity
(
e−E
∗)
lies
in between V(k−j) and V(k−j+1) and so it can be estimated by
j
k+1 . Hence, we
get an exponential regression model approximation for the scaled log-ratios of
ordered spacing given by
j log
(
X(n−j+1) −X(n−k)
X(n−j) −X(n−k)
)
∼d γ
1−
(
j
k+1
)γEk−j+1, j = 1, . . . , k − 1. (4)
Let us denote the left hand side of Equation (4) by Yj for j = 1, . . . , k−1. Then,
asymptotically the distribution of Yj is exponential with mean θj =
γ
1−( jk+1 )
γ
which can be used to estimate the tail index γ. One important advantage of the
above construction is that the values of Yjs remain invariant under location
and scale transformation of the data and so will be the corresponding estimator
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of γ obtained using Yjs. So, the estimator of tail index will be independent of
the measurement unit of the data.
Matthys and Beirlant (2003) proposed to estimate the tail index γ by max-
imizing the log-likelihood corresponding to the above exponential regression
model given by
l(γ) =
k−1∑
j=1
log
1−
(
j
k+1
)γ
γ
− Yj
1−
(
j
k+1
)γ
γ
 .
Differentiating the above with respect to γ, the maximum likelihood estimator
of γ, denoted by γˆMLE , can be obtained as a solution of the estimating equation
k−1∑
j=1
J˜
(
j
k + 1
)Yj − γ
1−
(
j
k+1
)γ
 = 0, (5)
where J˜(u) = (uγ − 1 − γuγ log u)/γ2. The asymptotic distribution and con-
sistency of γˆMLE are derived in Matthys and Beirlant (2003) under suitable
assumptions. Further it has been observed that, in terms of asymptotic vari-
ance, γˆMLE performs comparably to the POT estimator at γ > 0 and signif-
icantly better compared to the moment type estimators at γ < 0; at γ = 1
all the three estimators have equal asymptotic variance 1. However, in spite
of having asymptotically optimal properties, the crucial problem of any maxi-
mum likelihood estimator is the lack of robustness with respect to the outlying
observation in the sample. So γˆMLE is also highly non-robust with respect to
outliers and in this paper we will present a robust generalization of this esti-
mator using the density power divergence.
3 Robust Estimation of the Tail Index through the ERM by
minimizing the Density Power Divergence
The density power divergence (DPD), proposed by Basu et al. (1998), has
become very popular now-a-days in the context of robust inference. It uses
the philosophy of weighted likelihood estimating equation, where the outlying
observations having low model probabilities are down-weighted by a non-zero
power α of the model density. Thus, the density power divergence is defined
in terms of the tuning parameter α as follows:
dα(g, fθ) =
∫
f1+αθ −
1 + α
α
∫
fαθ g +
1
α
∫
g1+α, if α > 0.
For α = 0, the corresponding divergence can be defined as the continuous limit
of the above divergence as α ↓ 0, which is nothing but the Kulback-Leibler
divergence:
d0(g, fθ) = lim
α→0
dα(g, fθ) =
∫
g log(g/fθ).
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For independent and identically distributed sample X1, . . . , Xn from a popula-
tion to be modeled by a parametric family {fθ : θ ∈ Θ}, the minimum density
power divergence estimator (MDPDE) of the parameter of interest θ has to be
obtained by minimizing the divergence between the data and model density,
or equivalently by minimizing the quantity
Hn(θ) =
∫
f1+αθ −
1 + α
α
1
n
n∑
i=1
fαθ (Xi)
with respect to θ ∈ Θ. Under suitable assumptions, the MDPDE of θ can be
seen to be consistent and asymptotically normal. Further, Basu et al. (1998)
have shown that the tuning parameter α controls the trade-off between asymp-
totic efficiency and robustness; at α = 0 we have the most efficient but highly
non-robust maximum likelihood estimator (MLE) and at α = 1 it coincides
with the L2-divergence generating a highly robust but relatively inefficient es-
timator. They have also argued that the consideration of MDPDE with α > 1
is unnecessary; in fact MDPDEs with a small positive α gives quite satisfactory
robust results with a very little loss in efficiency.
Here we want to obtain the minimum DPD estimator of the tail index based
on an observed sample X1, . . . , Xn from a population having distribution func-
tion F . However, we have not assumed any parametric model for the corre-
sponding population and transform the data from X1, . . . , Xn to Y1, . . . , Yk−1
as defined in the previous section with k being the number of extreme ob-
servations to be used. Then, as we have seen, with only the assumptions of
F ∈ MAD(Hγ), we can approximate the distribution of the transformed ob-
servations Yjs by a suitable exponential regression model. Note that the trans-
formed sample observations Yj are no-longer identically distributed, although
they are still independent. Thus, we cannot directly apply the original formu-
lation of the MDPDE as described above; we need a suitable generalization
for non-homogeneous data. Ghosh and Basu (2013) provide one such gener-
alization by minimizing the average DPD measures computed separately for
all the sample points. In this paper, we will follow the approach of Ghosh and
Basu (2013) to produce a robust estimator of the tail index.
3.1 Estimating Equation
Consider the set-up of Section 2 with a random sample X1, . . . , Xn from the
distribution F ∈MAD(Hγ). Define Yj = j log
(
X(n−j+1)−X(n−k)
X(n−j)−X(n−k)
)
; let its true
distribution and density functions be Gj and gj respectively (obtained from
F ). As argued in the previous section, we will model this by an exponential
regression model (4) so that Yjs independently follows fθj , where fθ is the
exponential density with mean θ. Note that θj is a non-linear function of the
parameter of interest γ. Then following Ghosh and Basu (2013), the MDPDE
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of γ has to be obtained by minimizing the average discrepancy
Hk(γ) =
1
k − 1
k−1∑
j=1
[∫
f1+αθj −
1 + α
α
∫
fαθj gˆj
]
, (6)
where gˆj is some non-parametric estimator of gj based on the observed sample.
Note that, here the size of the transformed sample is k − 1; we will assume
that as the original sample size n → ∞, k also tends to infinity. Further, for
each j we have only one observation Yj from gj and so the best possible non-
parametric estimator of gj is given by the degenerate distribution at Yj . Then,
using the form of exponential density, the above objective function can be seen
to have the form:
Hk(γ) =
1
k − 1
k−1∑
j=1
[
1
(1 + α)θαj
− (1 + α)
αθαj
e
−αYjθj
]
, (7)
Equivalently, we can obtain the MDPDE of the tail index γ by solving
the estimating equation ∇γHk(γ) = 0, where ∇γ represents the first order
partial derivative with respect to γ. A routine differentiation of (7) yields the
following simplified form of the estimating equation:
k−1∑
j=1
J˜α
(
j
k + 1
)[
αθj
(1 + α)2
+ (Yj − θj) e−
αYj
θj
]
= 0, (8)
where J˜α(u) = (u
γ − 1− γuγ log u)(1− uγ)αγ−α−2. Whenever the above esti-
mating equation has more than one root, we choose the one that minimizes the
objective function Hk(γ). We will denote the corresponding minimum DPD
estimator of the tail index γ by γˆ
(α)
ER,k, where k and α are the tuning parame-
ters used. Interestingly, the above MDPDE estimating equation (8) coincides
with the maximum likelihood estimating equation (5) at α = 0 and hence
γˆ
(0)
ER,k is nothing but the estimator proposed in Matthys and Beirlant (2003),
to be denoted by “MB estimator” throughout the rest of this paper. Since the
case α = 0 provides no outlier down-weighting, the corresponding estimator is
clearly non-robust; the MDPDEs with α > 0 provide its robust generalization.
In the next subsection, we will rigorously examine their robustness through
the classical influence function analysis.
3.2 Robustness: Influence Function Analysis
The most common and classical tool for measuring robustness is Hampel’s
(1968, 1974) influence function. It indeed gives us the first order approximation
to the asymptotic bias of the estimator under infinitesimal contamination at
an outlying point in the sample space. So whenever the influence function
of an estimator is bounded its bias cannot increase indefinitely even if there
is a strong contamination in a point far away from the central cloud of the
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model distribution. The supremum of the influence function over all possible
outlier points yields a measure of the extent of robustness of the estimator
with small values being preferred. We will now derive the influence function
of the proposed MDPDE of the tail index under the exponential regression
model approximation.
In order to obtain the influence function, we need to re-define the estimator
γˆ
(α)
ER,k in terms of a statistical functional. For simplicity, we will work with
the transformed variables Yj , j = 1, . . . , k − 1 and let G = (G1, · · · , Gk−1).
Following Equation (6), it can be seen that γˆ
(α)
ER,k = Tα(Gˆ) where Gˆj denotes
the distribution function of gˆj and the functional Tα(G) is defined as the
minimizer of
1
k − 1
k−1∑
j=1
[∫
f1+αθj −
1 + α
α
∫
fαθjgj
]
=
1
k − 1
k−1∑
j=1
[
1
(1 + α)θαj
− (1 + α)
αθαj
∫
e
−αyθj gj(y)dy
]
,
with respect to γ. Note that the statistical functional corresponding to the
estimator γˆ
(α)
ER,k depends on the parameter k as in the case of Ghosh and
Basu (2013) for non-homogeneous observations. Therefore, the corresponding
influence function will also depend on k, the number of extreme sample ob-
servations to be used in estimation; so we will refer to it as the fixed-sample
influence function. Let γg = Tα(G) be the true best fitting parameter value.
Then, by using the divergence property of the DPD, one can show that the
statistical functional Tα is Fisher consistent. Note that the functional Tα(G)
satisfies the estimating equation
k−1∑
j=1
J˜α
(
j
k + 1
)[
αθj
(1 + α)2
+
∫
(y − θj) e−
αy
θj gj(y)dy
]
= 0. (9)
Now let us consider the contamination over the true distributions. Note
that any contamination in our original sample Xis with true distribution F
induces some amount of contamination in the transformed variables Yjs hav-
ing true distribution Gj . Since we study the asymptotic effect of infinitesimal
contamination (with contamination proportion  ↓ 0), the robustness proper-
ties will be the same even if we work with contamination in Yjs instead of the
actual observations Xis (only the form of contamination will differ but both
will vanish as  ↓ 0). So, for simplicity, in this paper we will consider con-
tamination in Yjs (which is induced by some contamination in Xis). However,
since Yjs are not identically distributed, we have to consider contamination in
each Yj separately as in Ghosh and Basu (2013). Depending on the amount
of contamination in Xis there can be contamination in any particular Yj or in
all Yjs.
Let us first consider the simplest case where there is contamination only in
one particular Yj , say in Yj0 for some j0 ∈ {1, . . . , k−1}. Then we consider the
10 Abhik Ghosh
corresponding contaminated distribution Gj0, = (1− )Gj0 + ∧t0 , where  is
the contamination proportion and ∧t0 denotes the degenerate distribution at
the contamination point t0. Define γ,j0 = Tα(G1, · · · , Gj0,, · · · , Gk−1) which
should satisfy the estimating equation (9) with Gj0 replaced by Gj0,. Differ-
entiating the resulting equation with respect to  at  = 0, or using the results
of Ghosh and Basu (2013), we get the fixed-sample influence function of Tα
based on k extremes at the true distribution G as follows:
IFk,j0(t0;Tα,G) =
∂γ,j0
∂
∣∣∣∣
=0
=
Ψ−1n
k − 1 J˜α
(
j0
k + 1
)[
(t0 − θj0)e
−αt0θj0 −
∫
(y − θj0)e
− αyθj0 gj0(y)dy
]
, (10)
where γ = γg and Ψn is defined as in Equations (3.3) and (3.5) of Ghosh
and Basu (2013). Note that, this influence function has been derived for any
underlying true distribution of Yjs and so holds true for any distribution of
Xis. Also, for any such distribution, if follows from the boundedness of the
function se−s that the above influence function of the proposed estimator Tα
is bounded over the contamination point t0 for all α > 0 and any k; this implies
the robustness of our proposal for α > 0. However, at α = 0 the above influence
function becomes linear in t0, and hence unbounded, implying the non-robust
nature of the corresponding MB estimator even under contamination in one
transformed variable.
For the purpose of illustration, we will simplify this expression for a par-
ticular case where the exponential regression model approximation (4) holds
well enough so that we can replace Gj by corresponding exponential distribu-
tion Fθj with γ
g = γ in the above. Denote F = (Fθ1 , · · · , Fθk−1). Then, the
fixed-sample influence function of the MDPDE of γ at the model becomes
IFk,j0(t0;Tα,F)
=
(1 + α)3
(1 + α2)
k−1∑
j=1
1
θα−2j
J˜
(
j
k + 1
)2−1 J˜α( j0
k + 1
)[
(t0 − θj0)e
−αt0θj0 +
αθj0
(1 + α)
]
.
Clearly the MDPDE of the tail index γ with α > 0 will be robust with respect
to outliers at any particular Yjs for any choice of k. However, at α = 0 the
influence function of the corresponding MDPDE, which is the same as the MB
estimator, is given by
IFk,j0(t0;T0,F) =
k−1∑
j=1
J˜
(
j
k + 1
)2
θ2j
−1 J˜ ( j0
k + 1
)
(t0 − θj0) , (11)
which is a straight line with respect to t0 and hence is unbounded; this clearly
demonstrates the non-robust nature of the MB estimator.
Figure 1 shows the fixed sample influence functions under the model as-
sumption for different types of tails with k = 100 and different values of
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contamination direction j0. The boundedness of the MDPDEs with α > 0
are clear from the figure. However, the influence functions become flatter as
we take contamination in more extreme observations. Interestingly, note also
that the influence functions at positive γ (Pareto-Type tail) and negative γ
(Weibull-Type tail) are almost symmetrically opposite to each other in na-
ture with respect to the value 0 and the Gumbel-Type tails with γ = 0 have
influence functions lying in between the above two.
(a) γ = 1, j0 = 20 (b) γ = 1, j0 = 50 (c) γ = 1, j0 = 70
(d) γ = 0, j0 = 20 (e) γ = 0, j0 = 50 (f) γ = 0, j0 = 70
(g) γ = −1, j0 = 20 (h) γ = −1, j0 = 50 (i) γ = −1, j0 = 70
Fig. 1: Fixed-sample Influence Function of Tα over the contamination point
for different types of tails with k = 100 [Solid line: α = 0, Dotted line: α = 0.3,
Dashed-dotted line: α = 0.5, Dashed line: α = 1].
Next consider the more general case of contamination in all the Yjs and
define the corresponding MDPDE of γ as γ = Tα(G1,, · · · , Gj0,, · · · , Gk−1,),
where Gj, = (1− )Gj + ∧tj for all j. The contamination points in this case
are t = (t1, . . . , tk−1). Then, we can derive the fixed-sample influence function
of Tα at the true distribution proceeding as before. For simplicity we only
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present the simplified results under Assumption (4) as given by
IFk(t;Tα,F) =
=
(1 + α)3
(1 + α2)
k−1∑
j=1
1
θα−2j
J˜
(
j
k + 1
)2−1 k−1∑
j=1
J˜α
(
j
k + 1
)[
(tj − θj)e−
αtj
θj +
αθj
(1 + α)
]
.
Note that, here also, the influence function of Tα is bounded for all α > 0 with
any choice of k, but it is unbounded at α = 0. This again shows the robustness
of the proposed MDPDE of tail index under contamination in all Yjs over the
existing non-robust MB estimator.
Next, in order to examine the effects of k and α > 0 on the extent of
robustness, we consider the “Gross-Error Sensitivity” measure (Hampel, 1968)
defined as
s(Tα,G) = sup
t
{||IF (t, Tα,F)||} . (12)
As the influence function gives us the indication of asymptotic bias under
contamination, this measure will reflect the maximum possible value of the
bias that a estimator may concede under infinitesimal contamination. Thus,
smaller the value of s(Tα,G), higher the stability of the estimator Tα with
respect to contamination, implying greater robustness. In case of the proposed
MDPDE of γ, the form of the gross-error sensitivity under contamination only
in Yj0 is given by
sj0(Tα,F) = sup
t0
{||IFk,j0(t0;Tα,F)||2} 12
=
 (1+α)
2(e−(1+α)+α2)
(1+α2)α
[∑k−1
j=1
1
θα−2j
J˜
(
j
k+1
)2]−1
J˜
(
j0
k+1
)
1
θα−1j0
if α > 0,
∞ if α = 0.
Figure 2 shows the values of this sensitivity measure sj0(Tα,F) over the tuning
parameters k and α for different types of tail with contamination direction
j0 = k/2 and j0 = k/5. Clearly the sensitivity measure sj0(Tα,F) decreases
as both the tuning parameter α and the number k of extreme observations
used increases; it in fact tends to infinity as α, k → 0. Further, the rate of
change in the values of sj0(Tα,F) with respect to k is more in case of positive
γ (Pareto-type tail) compared to the case of negative γ (Weibull-type tail) and
the case with γ = 0 (Gumbel type tail) has values in between these two. On
the other hand, the dependency of the sensitivity measure on α is more strict
for the Weibull-Type tails compared to the Pareto-type tails. However, in all
the cases, the choice α ≥ 0.3 and k ≥ 100 gives quite small values of sj0(Tα,F)
implying strong robustness properties of the corresponding MDPDEs. With
respect to the contamination direction j0, there is not much of a difference
in the nature of sensitivity over the tuning parameter α and k; only its value
increases slightly with j0. The sensitivity for contamination in more than one
or in all the observations can be obtained similarly; it has been seen to have
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exactly the same behavior as the case of contamination in one direction and
hence those details are not presented here for brevity.
(a) γ = 1, j0 = k/2 (b) γ = 0, j0 = k/2 (c) γ = −1, j0 = k/2
(d) γ = 1, j0 = k/5 (e) γ = 0, j0 = k/5 (f) γ = −1, j0 = k/5
Fig. 2: Gross-error sensitivity sj0(Tα,F) over the tuning parameters k and α
for different types of tails with contamination direction j0 = k/2 and j0 = k/5.
Note that the above fixed sample influence function and the sensitivity
measure depend on sample size n through the parameter k; in usual practice
we assume k = δn for some small fraction δ. Thus, it would be interesting for
a practitioner working with a large data set to know the similar robustness
properties of the proposed estimator as n → ∞. The asymptotic influence
function obtained by taking the limit as k → ∞ in the above fixed sample
influence function provides us such asymptotic robustness analysis; note that
k →∞ as n→∞ by the usual assumption. Also for any fixed j0,
lim
k→∞
θj0 =
{
γ, if γ > 0,
0, if γ ≤ 0,
and
lim
k→∞
J˜
(
j0
k + 1
)
=
{
γ, if γ > 0,
0, if γ ≤ 0.
Using these, one can derive the asymptotic influence function under contami-
nation only in one fixed direction as given by
IFj0(t0;Tα,G) = lim
k→∞
IFk,j0(t0;Tα,G) = 0. (13)
Thus all the MDPDEs including the maximum likelihood (or, the MB) esti-
mator (α = 0) will be unaffected under contamination only in one fixed Yj
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provided we have a large enough sample size which is in-line with our intu-
ition. However, the most interesting case is the contamination in all Yjs due
to some heavy contamination in the original sample Xis. We will assume that
the contamination points also go to infinity with the sample size, i.e., assume
tj = ψ(t, j/(k + 1)) with ψ being an positive unbounded function of t. Then
the asymptotic influence function can be seen to have the form
IF (t0;Tα,G) = lim
k→∞
IFk(t0;Tα,G)
=
(1 + α)3
(1 + α2)
∫ 1
0
J˜(u)
[(
ψ(t, u)− γ1−uγ
)
e−
α
γ ψ(t,u)(1−uγ) + αγ(1+α)(1−uγ)
]
du
γα+2
∫ 1
0
J˜(u)2(1− uγ)α−2du
.
Note that, this asymptotic influence function at α = 0 depends on the outlier
parameter t through a linear function of
∫ 1
0
ψ(t, u)du, which is unbounded in
t (since the positive integral is so). However, the same for α > 0 depends on t
through an exponential function of [− ∫ 1
0
ψ(t, u)du] and hence bounded which
implies the robustness of the proposed MDPDEs.
3.3 Some Comments on the Asymptotic Properties
Although the main focus of the present paper is methodological, here we will
provide some comments and give some indication about the asymptotic dis-
tribution of the proposed MDPDE. For simplicity, let us first assume that the
approximation (4) holds exactly. This is clearly a much stronger assumption
compared to the usual second order assumptions of the extreme value the-
ory. However, under this stronger assumption, the asymptotic properties of
the proposed MDPDE will follow directly from the results of Ghosh and Basu
(2013) provided the required conditions (Assumptions (A1)–(A7) of their pa-
per) can be verified. In this case our jth model density of the transformed
variable Yj is simply the exponential density with mean θj which yields the
following simple result.
Theorem 1 Consider the above mentioned set-up for estimation of the tail
index γ and assume that the exponential regression approximation (4) holds
uniformly over the support of Yjs with k → ∞ as n → ∞. Then there exists
a consistent sequence γ
(α)
k,n of roots of the minimum density power divergence
estimating equation (8) with tuning parameter α. Further, the asymptotic dis-
tribution of
√
k − 1
(
γ
(α)
k,n − γ
)
is normal with mean 0 and variance σ2γ/a
2
γ ,
provided this asymptotic variance exits. Here, we have defined, for γ 6= 0
aγ =
(1 + α2)
(1 + α)3γα+2
∫ 1
0
(1− uγ − γuγ log u)2(1− uγ)α−2du,
σ2γ =
[
(1 + 4α2)
(1 + 2α)3
− α
2
(1 + α)4
]
1
γ2α+2
∫ 1
0
(1− uγ − γuγ log u)2(1− uγ)2α−2du.
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and for γ = 0,
a0 =
(1 + α2)
4(1 + α)3
∫ 1
0
(− log u)α+2du, σ20 =
[
(1 + 4α2)
(1 + 2α)3
− α
2
(1 + α)4
]
1
4
∫ 1
0
(1− log u)2α+2.
Proof: Since the exponential regression approximation (4) holds uniformly
over the support of Yjs, asymptotically we can work with the independent
variables Wj , j = 1, . . . , k− 1, where each Wj follows an exponential distribu-
tion with mean θj and the required asymptotic distribution of the tail index
estimator will be the same as the distribution of the minimum DPD estimator
of γ under this set-up. Now, a simple but lengthy calculation (as presented in
Appendix A) shows that Conditions (A1)–(A7) of Ghosh and Basu (2013) hold
for this particular exponential regression model. Then, a direct application of
Theorem 3.1 of Ghosh and Basu (2013) proves the existence of a consistence
sequence of estimators γ
(α)
k,n with
Ω
−1/2
k Ψk
√
k − 1(γ(α)k,n − γ)
D→N(0, 1),
as k →∞ (or n→∞), where
Ωk =
[
(1 + 4α2)
(1 + 2α)3
− α
2
(1 + α)4
]
1
k − 1
k−1∑
j=1
J˜α
(
j
k + 1
)2
θ2j ,
and
Ψk =
(1 + α2)
(1 + α)3
1
k − 1
k−1∑
j=1
J˜
(
j
k + 1
)
θα−2j ,
Thus the theorem follows by noting the fact that Ωk → σ2γ and Ψk → aγ as
k →∞. 
It follows from the theorem that the proposed MDPDEs are asymptoti-
cally unbiased and its asymptotic variance (obtained by a a simple numerical
integration) increases slightly as α increases.
However, it is worthwhile to note here that we have proved the above the-
orem under a very strong condition that may not hold for usual parametric
models. So, it would be of great importance to derive the asymptotic distri-
bution of the proposed estimator under a more general set-up as considered
in Matthys and Beirlant (2003) for the likelihood case. Although we think
that this could be done by extending the calculations of Matthys and Beirlant
(2003) for the case of general MDPDE (as pointed out by a referee also), we
do not have a concrete proof at this time. We hope to pursue these theoretical
arguments in our subsequent research work and focus more on the method
and its applications through an extensive simulation study as presented in the
next section.
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4 Numerical Illustrations
4.1 Models and Simulation Set-Up
We will now present an extensive simulation study to illustrate the perfor-
mance of the proposed estimators γˆ
(α)
ER,k. We consider several classes of distri-
butions having different types of tail following Matthys and Beirlant (2003).
Specifically, we consider three model having positive tail index, two having
zero tail index and two having negative tail index as described below:
(M1) Student’s t-distribution with degrees of freedom ν which has a positive tail
index given by γ = 1/ν.
(M2) Burr(β, τ, λ) distribution defined by the survival function F¯ (x) =
(
1 + x
τ
β
)−λ
.
It also has a positive tail index given by γ = 1/τλ.
(M3) Fre´chet(γ) distribution with tail index γ > 0 whose distribution function
is given by F (x) = exp
(−x−1/γ).
(M4) Standard log-normal distribution having tail index γ = 0.
(M5) Weibull(λ, τ) distribution defined by the survival function F¯ (x) = exp (−λxτ ).
It also has zero tail index. In our simulation, we have taken λ = 1 and τ = 2.
(M6) Uniform(0, 1) distribution having right end-point 1 and negative tail index
γ = −1.
(M7) Reversed Burr(β, τ, λ) distribution defined by the survival function F¯ (x) =(
1 + (x+−x)
τ
β
)−λ
. It has a finite right end-point x+ and negative tail index
given by γ = −1/τλ. We have taken x+ = 2 in our simulation.
Using these models and their combinations, we will create several inter-
esting scenarios with and without contamination and examine the proposed
estimator in terms of both the bias and the MSE. Under each scenario, we
simulate samples of size n = 500 and estimate the tail index using our pro-
posal and some existing methods. Based on 100 replications, we compute the
empirical estimate of the bias and the MSE of the proposed estimators γˆ
(α)
ER,k
for different values of α; note that the case α = 0 gives the MB estimator
which is expected to be non-robust but has smaller bias under pure data. In
the next subsections, we will present the results for some interesting scenarios.
As we have noted earlier, there are only a few robust estimators of the tail
index available in the literature for γ > 0. So, for the cases γ ≤ 0, we can only
compare the proposed estimators with the existing non-robust estimators, e.g.,
the MB estimator. For the cases with γ > 0, we have considered the non-robust
MB and Hill estimators as a point of reference along with the existing robust
methods of Vandewalle et al. (2007) and Kim and Lee (2008). The estima-
tor proposed by Kim and Lee (2008), to be denoted by γˆ
(α)
KL,k, is defined as
the minimizer of the DPD with tuning parameter α under the assumption of
exponentiality of the log-relative excess; it also includes the proposal of Van-
dewalle et al. (2007) as a special case at α = 1. Another existing proposal of
estimating Pareto-type tail, given by Vandewalle et al. (2004), makes use of a
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robust regression method (Marazzi and Yohai, 2004) under a similar exponen-
tial regression model as in our work but involves several complications related
to the deepest regression method used (as noted in Appendix B); so we have
not considered their proposal in our simulation study.
4.2 Performance of γˆ
(α)
ER,k under pure data
We first consider the performance of γˆ
(α)
ER,k under pure data with no contami-
nation. We have performed the simulation study for all the models (M1)–(M7)
as described previously and plot their empirical absolute biases and MSEs in
Figures 5–11 respectively. For the first three models having positive γ, the
same empirical measures are also presented for the estimators γˆ
(α)
KL,k of Kim
and Lee (2008).
Note that, when the data comes from the pure t-distribution (Figure 5),
the Hill’s estimator has the minimum possible MSE but relatively high bias
for lower values of k. The MB estimators with moderately large k give sig-
nificantly less bias with competitive MSE. The estimators γˆ
(α)
KL,k and γˆ
(α)
ER,k
with positive α perform similar to the Hill’s estimator and the MB estimator
respectively with slightly more bias and MSE. In particular, for any α, our
proposal γˆ
(α)
ER,k performs significantly better than γˆ
(α)
KL,k in terms of bias and
also has competitive MSE. Similar observations can also be made in the case
of a Burr distribution with (β, τ, λ) = (1, 1, 1) and γ = 1 (Figure 6) or a
Fre´chet distribution with γ = 0.5 (Figure 7).
For the Gumbel type tails (Figure 8–9) also, the proposed estimators γˆ
(α)
ER,k
give quite satisfactory results at some moderate value of k, where its bias and
MSE are very close to those of the MB estimators for all α > 0.
Similar results have also been obtained for the Weibull-type tails as pre-
sented in Figure 10–11.
4.3 Performance of γˆ
(α)
ER,k under contamination by the same distribution
family but having a different tail index
Now let us consider the robustness aspect of the proposed estimators by study-
ing their performance under contaminated samples. In this subsection, we as-
sume that the actual observations and the contaminated observations are both
coming from the same distribution family but having different tail index.
First we take the samples from a t-distribution with ν = 2 (so that γ = 0.5)
and contaminate a certain percentage of each sample by observations from
another t-distribution with ν = 1/3 (γ = 3). The corresponding values of the
empirical biases and MSEs of γˆ
(α)
ER,k and γˆ
(α)
KL,k are shown in Figures 12(a)
and 12(b) respectively for 5% and 15% contaminations. Clearly the robust
estimators γˆ
(α)
KL,k and γˆ
(α)
ER,k with a positive α perform much better than the
Hill’s estimator and the MB estimator respectively. Further, our proposed
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estimator γˆ
(α)
ER,k with a large k yields lower bias and MSE compared to the
existing robust estimator of Kim and Lee (2001).
Figures 13(a) and 13(b) present the results for a similar set-up with the
Fre´chet distribution having γ = 0.5 for original data and γ = 3 for the contam-
inated observations. Once again the proposed estimator γˆ
(α)
ER,k with a positive
α and a large k performs better than the MB estimator and also the existing
robust estimators γˆ
(α)
KL,k.
The performances of γˆ
(α)
ER,k under a similar scenario with Burr distribution
is also seen to be competitive with the existing γˆ
(α)
KL,k (Figures 14(a)–14(b)).
4.4 Performance of γˆ
(α)
ER,k under contaminations by a different distribution
having the same tail type
Let us now consider a more general case where we consider data from a t-
distribution with ν = 2 (γ = 0.5) and contaminate a certain percentage of
each sample by observations from a Fre´chet distribution having γ = 3. The
resulting biases and MSEs are shown in Figures 15(a) and 15(b) respectively
for 5% and 15% contaminations. Again our proposal γˆ
(α)
ER,k with positive α
performs much better compared to the non-robust Hill estimator and the MB
estimator and is also competitive to the robust estimators γˆ
(α)
KL,k.
Next we consider the Gumbel type tails and take the samples from a stan-
dard log-normal distribution with contamination from standard Weibull dis-
tribution. From the results presented in Figures 16(a) and 16(b), it is clear
that the estimator γˆ
(α)
ER,k with a moderate positive α and a large k has similar
MSE but improved bias compared to the MB estimator.
4.5 Performance of γˆ
(α)
ER,k under contaminations by a different distribution
from a different tail type
In this subsection, we consider the cases where contaminated part of the data
comes from a completely different distribution of different tail type. Form our
extensive simulation study considering several combinations of models (M1)–
(M7), we only report the results of the following interesting cases in Figures
17(a)–22(b) respectively:
(i) Sample is from the model (M4) having γ = 0 and the contamination is
from the model (M1) having ν = 1/3.
(ii) Sample is from the model (M5) having γ = 0 and the contamination is
from the model (M1) having ν = 1/3.
(iii) Sample is from the model (M5) having γ = 0 and the contamination is
from the model (M6) having γ = −1.
(iv) Sample is from the model (M6) having γ = −1 and the contamination is
from the model (M5) having γ = 0.
Title Suppressed Due to Excessive Length 19
(v) Sample is from the model (M6) having γ = −1 and the contamination is
from the model (M1) having ν = 1/3.
(vi) Sample is from the model (M7) having (β, τ, λ) = (1, 1, 1) so that
γ = −1 and the contamination is from the model (M2) having (β, τ, λ) =
(4, 0.25, 1) and γ = 1.
In all the cases, the proposed estimator γˆ
(α)
ER,k with a positive α provides an
improvement in terms of both the bias and the MSE compared to the existing
non-robust MB estimators implying their high stability in the presence of
contamination in the data.
5 On the choice of tuning parameters k and α
As we have seen in our extensive simulation study, the performance of the esti-
mators γˆ
(α)
ER,k differ significantly for different values of the tuning parameters α
and k for all the three tail types. So, we need to choose these parameters care-
fully in order to obtain the optimum results both in terms of robustness and
efficiency. Based on the findings of previous sections, we note the followings in
respect to the dependence of γˆ
(α)
ER,k on α and k:
1. When there is no contamination in data, the estimators γˆ
(α)
ER,k have least
MSE at α = 0 for any fixed k (it is in fact the MB estimators); MSE
increases slightly as α increases.
2. Under the pure model, if we choose a large enough k then the performances
of the estimators γˆ
(α)
ER,k having different values of small positive α do not
differ significantly.
3. For the contaminated samples, the estimators γˆ
(α)
ER,k with positive α per-
form much better than the case α = 0 (MB estimator); however, their
performances are mostly similar for all α ≥ 0.3.
4. When there is contamination in the data with a Pareto type tail, our
proposed estimators γˆ
(α)
ER,k with positive α perform slightly better or at
competitive level with the robust estimators of Kim and Lee (2008). How-
ever, the estimators of Kim and Lee generate optimum bias and MSE at
a smaller value of k, whereas our proposed estimators give minimum bias
and MSE at a larger value of k for any fixed α > 0.
5. For most of the cases with contaminated samples from Gumbel or Weibull
type tails also, the estimators γˆ
(α)
ER,k with any fixed α > 0 generate optimum
bias and MSE at a large value of k.
6. For all the three types of tails, the bias and MSE of γˆ
(α)
ER,k at any fixed
α > 0 decreases as k increases; however, beyond a moderately large value
near k = 2n/5 or k = n/2 (we have n = 500 in our simulation) the rate of
change becomes quite small.
It is clear from the above observations that the tuning parameter α controls
the trade-off between efficiency and robustness of the estimators γˆ
(α)
ER,k of tail
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index. A similar effect of the tuning parameter α is observed in other minimum
DPD estimators also; see, e.g., Basu et al. (1998) and Ghosh and Basu (2013).
Thus, our empirical suggestion for the choice of α in any practical case is
α ≈ 0.3 generating only a slight loss in efficiency with much better performance
with respect to contamination.
On the other hand the parameter k affects mainly the bias of the estima-
tors γˆ
(α)
ER,k and as k increases both bias and MSE decreases. This effect of k
on the performance of γˆ
(α)
ER,k possibly comes from the violation of our main
assumption (4) at smaller values of k; as k increases the assumption of expo-
nential regression model gives a better approximation to the model. Further,
beyond k = 2n/5 or k = n/2 (we have n = 500 in our simulation), these model
approximation is good enough so that there is not much of a improvement in
bias (and MSE) of the estimators as seen in the simulation study. Therefore,
we suggest based on our empirical findings, we suggest that k in between 2n/5
to n/2 will be a reasonable choice while applying the proposed methodology
to any practical situation.
6 Bias Correction and Real Data Examples
Note that the bias of the proposed estimators, although smaller compared to
the existing methods in most of the cases, comes mainly from the violation
of the exponential model Assumption (4) through the choice of k. So, there
is a scope of improving the proposal through suitable bias correction while
applying it to any real life dataset. Here we will present one possible approach
for bias correction using a refinement of Assumption (4) as done for the MB
estimator in Matthys and Beirlant (2003).
In order to refine Assumption (4), let us consider the notations and assump-
tions of Section 2. As proved in Section 4 of Matthys and Beirlant (2003), for
any γ ∈ R, Assumption (3) implies the existence of a slowly varying function
l and a function d with ±d slowly varying and d(t)→ γ as t→∞, such that
for all t, λ > 0,
Q(λt)−Q(t)
aQ(t)
=
1
d(t)
(
tγ
l(λt)
l(t)
− 1
)
. (14)
Following Matthys and Beirlant (2003), we can get a bias-corrected estimate
of the tail index γ by assuming a second order condition as follows. We assume
the existence of a real constant ρ ≤ 0 and a rate function b satisfying b(t)→ 0
as t→∞ such that for all λ ≥ 1,
lim
t→∞
1
b(t)
log
(
l(λt)
l(t)
)
=
{
λρ−1
ρ for ρ 6= 0,
log λ for ρ = 0,
, (15)
Then, following an argument similar to the derivation of (4), we can get a
refined model approximation as (see Section 4.1 of Matthys and Beirlant, 2003,
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for details of the derivation)
j log
(
X(n−j+1) −X(n−k)
X(n−j) −X(n−k)
)
∼d
γ + β
(
j
k+1
)−ρ
1−
(
j
k+1
)γ
exp
(
β
( jk+1 )
−ρ−1
−ρ
)Ek−j+1, (16)
for j = 1, . . . , k− 1. This refined approximation reduces to the model approx-
imation (4) whenever β = 0.
Now, we can easily obtain the simultaneous minimum DPD estimator of
the parameters γ, β and ρ following the method proposed in Section 3 with
the new parametrization
θj =
γ + β
(
j
k+1
)−ρ
1−
(
j
k+1
)γ
exp
(
β
( jk+1 )
−ρ−1
−ρ
)
based on the refined approximation (16). We can easily compute the estimators
numerically and the robustness properties can be derived similarly as before.
In particular at α = 0, it will coincide with the bias-corrected MB (MBc, say)
estimator of Matthys and Beirlant (2003, Section 4.1). In the following, we
will examine the performance of this bias-correction method for the MDPDEs
of the tail index γ through some interesting real data examples.
Example 1: (Newcomb data)
Our first example involves Newcomb’s light speed data (Stigler, 1977, Table 5)
which have been analyzed by several authors in the context of robust inference.
There are two large (negative) outliers among the 66 data points (Figure 3(a));
the normal model provides an excellent fit to these data if one ignores the two
outliers. So, in the absence of the outliers, these data have a tail measure 0;
but the outliers falsely indicate its heavy tail (like a t-distribution) having a
positive tail index if the usual non-robust estimators of tail index are used.
Note that, since the original data have zero tail index, the existing robust es-
timator of Kim and Lee (2008) cannot be used but our proposed methodology
can be applied. Table 1 presents the estimated tail indices using our proposed
methodology with bias correction for different values of α and k = 15. Al-
though the MBc is non-robust yielding positive tail index, the robust nature
of our proposal at α > 0.1 is clear from the results.
Table 1: Bias corrected γˆ
(α)
ER,k with k = 15 for the Newcomb data
α 0 (MBc) 0.1 0.2 0.4 0.5 0.6 1
γˆ 0.5474 −0.0065 0.0000 4.60E-11 7.35E-11 4.62E-24 1.36E-25
Example 2: (Danish data)
Now we will consider the Danish dataset consisting of 2492 large fire insurance
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(a) Newcomb Data (histogram) (b) Danish Data
Fig. 3: Plots of the real data examples
claims in Denmark during the period 3rd January, 1980 to 31st December,
1990, obtained from the R package ‘evir’. This dataset has been used by Pak
(2013) to illustrate the usefulness of the minimum density power divergence
estimator for the composite lognormal-Pareto model. Here we will estimate
the tail index for these data; clearly the data have a heavy tail with positive
tail index. It has been plotted in Figure 3(b); note that all the data-points
are smaller than 66 except for the three large values of 263.25, 152.41 and
144.66. In order to examine the robustness of our proposal, we contaminate
these data in two different ways; scheme (i) replaces the highest observation
(263.25) by a much larger value of 10000 and scheme (ii) replaces all the three
indicated large observations by the value 70. The estimated tail indices, bias
corrected γˆ
(α)
ER,k, for all the three cases have been shown in Table 2; we have
taken k = 950 which is near the choice k = 2n/5 as suggested in the previous
section.
Note that, under scheme (i), one additional large observation makes the
non-robust MBc estimator larger compared to the value under the original
data. On the other hand, contamination in scheme (ii) can be thought of as
contamination from the Weibull class of distribution having finite right end-
point (at 70) and negative tail index; hence the non-robust MBc estimator
yields a negative tail measure. However, the proposed estimators γˆ
(α)
ER,k (bias-
corrected) with moderately large positive α lead to stable inference under both
kinds of contamination indicating their strong robustness properties.
Table 2: Bias corrected γˆ
(α)
ER,k with k = 950 for the Danish data
α 0 (MBc) 0.1 0.2 0.3 0.4 0.5 0.6 1
Original data 0.50 0.66 0.72 0.78 0.78 0.77 0.76 0.69
Scheme (i) 0.83 0.82 0.81 0.80 0.79 0.78 0.76 0.70
Scheme (ii) −1.62 −1.64 0.62 0.65 0.70 0.73 0.72 0.67
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Example 3: (Austrian EUSILC data, 2006)
In this example we will apply our proposed method of robust tail index es-
timation to individual income data. Such data can be modeled by a Pareto
distribution with the parameter being the reciprocal of the tail index (see Al-
fons et al. 2013b). Data from the European Union statistics on income and
living conditions (EUSILC) annual panel survey conducted in European Union
member states and other European countries provide a basis for computing
several economic indicators in order to measure risk of poverty and social ex-
clusion in Europe. There could be several possible outliers in the survey data
that influence the estimated economic indicators and hence affect the overall
social decisions based on these indicators. Austrian and Belgian EUSILC in-
come survey data from 2005 to 2006 had been used by Alfons et al. (2013b) to
study the effect of outliers on the Gini coefficients of household income which
illustrated the usefulness of robust methodologies for these indicators. The
study of several other indicators based on these data is available in Hulliger et
al. (2011). Since many economic indicators like income, expenditure etc. follow
heavy-tailed distributions, robust estimators of their tail indices are extremely
important.
Due to the confidentiality of the actual survey data, here we have used
a close-to-reality simulated dataset, as in Section 7 of Alfons et al. (2013b),
which was kindly provided by Professor Peter Filzmoser (personal communi-
cation). This dataset contains the net income of 9519 individuals from 4641
households, generated synthetically from Austrian EUSILC survey data from
2006 using the methodology proposed in Alfons et al. (2011a) through the R
package “simPopulation” (Alfons and Kraft, 2012). A similar synthetic dataset
has also been used in the vignette “leaken-pareto” (Alfons et al., 2011b) and
implemented in the R package “laeken” (Alfons and Templ, 2013; Alfons et
al., 2013a).
Since the dataset was simulated with full control, there are no outliers in
the original data and it can be well fitted by a Pareto distribution; see Figure
4(a) for the Pareto-Quantile plot (Beirlant et al., 1996) of the data whose slope
gives the indication of its tail index. In order to examine the robustness of our
proposal, we replace the largest income by 10000000 and estimate the tail
index of this contaminated dataset; the corresponding Pareto-Quantile plot is
shown in Fig 4(b). The classical Hill’s tail-index estimator for Pareto modeling
(with threshold k = 100) changes from 0.2315 to 0.2714 due to the insertion
of this single outlier. Table 3 provides the bias corrected estimators γˆ
(α)
ER,k for
several values of α for the contaminated data; here we have taken k = 1500.
Robustness of our proposals with α > 0.1 is again evident from the estimates
obtained which are much closer to the original value of 0.23.
7 Conclusion
The present paper considers the problem of estimating the tail index under
data contamination and proposes a robust estimator based on the density
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(a) Original Data (b) Data with One Outlier
Fig. 4: Pareto-Quantile plots for EUSILC Data
Table 3: Bias corrected γˆ
(α)
ER,k with k = 1500 for the EUSILC data with one
artificial outlier
α 0 (MBc) 0.1 0.2 0.3 0.4 0.5 0.6 1
Estimates 0.30 0.26 0.24 0.23 0.21 0.21 0.21 0.23
power divergence and an exponential model approximation to the true data
which works equally well in all the three types of tail. Thus, it needs no prior
information on the type of tail and ensures that a “better” estimator compared
to the existing ones would be obtained when some outlying observations are
present in the sample. In this present paper we have given more emphasis on
this robustness aspect of the proposed estimators rather than its asymptotic
properties and the illustrations have been provided through a theoretical anal-
ysis based on influence functions as well as through an extensive simulation
study and real data examples. We have also provided some indication about its
asymptotic efficiency under different tail-types. Based on the findings of our
extensive simulation study, we have also made an empirical suggestion about
the choice of tuning parameters so that any researcher can apply this proposal
to any real life data set. More detailed theoretical properties of the proposed
estimators will be considered in our future research work.
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A Assumptions (A1)–(A7) of Ghosh and Basu (2013) under the
Assumed Exponential Regression Model
We assume the set-up of an exponential regression model, where the random variables
W1, . . . ,Wn, . . . are independent, but for each j, Wj follows an exponential distribution
with mean θj =
γ
1−
(
j
k+1
)γ . In this paper we have approximated the distribution of the
transformed variable Yj , as defined in Section 2, by the distribution of Wj for each j =
1, . . . , k − 1. Now we will present a brief argument to show that Assumptions (A1)–(A7) of
Ghosh and Basu (2013), required for asymptotic consistency and normality of the MDPDE,
hold under the present set-up of exponential regression model.
First note that Assumption (A1)–(A3) and (A5) hold directly from the form of an
exponential distribution function. Next, as shown in the proof of Theorem 1, the matrix
J(i), as per the notation of Ghosh and Basu (2013), is a positive scalar given by
J(i) =
(1 + α2)
(1 + α)3
J˜
(
i
k + 1
)
θα−2i .
So, the matrix Ψn is in fact a positive scalar with λ0 = lim
k→∞
Ψn = aγ > 0; this implies that
(A4) also holds. Finally we need to prove three limiting statements of Assumptions (A6)
and (A7) of Ghosh and Basu (2013). We only present the proof of first one, namely (noting
that we are dealing with scalar parameter γ here)
lim
N→∞
sup
k>1
{
1
k − 1
k−1∑
i=1
E [|∇gVi(Wi; θ)|I(|∇gVi(Wi; θ)| > N)]
}
= 0. (17)
Here ∇g represents the derivative with respect to our parameter of interest γ. The proof of
the others are similar and hence omitted.
To prove (17), note that under this present model, we have for each i,
∇gVi(Wi; θ) = Ci
[
α
(1 + α)2
+
(
Wi
θi
− 1
)
e
−αWi
θi
]
= Ciψ
(
Wi
θi
)
,
where Ci = (1 +α)J˜α
(
i
k+1
)
θi and ψ(w) =
α
(1+α)2
+ (w− 1)e−αw. However, letting W ∗i =
Wi
θi
, we get that W ∗1 , . . . ,W
∗
k−1 are independent and identically distributed observations
from a standard exponential distribution with mean 1. So, we have
1
k − 1
k−1∑
i=1
E [|∇gVi(Wi; θ)|I(|∇gVi(Wi; θ)| > N)]
=
1
k − 1
k−1∑
i=1
E
[
|Ci|
∣∣∣∣ψ(Wiθi
)∣∣∣∣ I(|Ci| ∣∣∣∣ψ(Wiθi
)∣∣∣∣ > N)]
=
1
k − 1
k−1∑
i=1
|Ci|E
[
|ψ(W ∗i )| I(|ψ(W ∗i )| >
N
max1≤i≤k−1 |Ci|
)
]
= E
[
|ψ(W ∗1 )| I(|ψ(W ∗1 )| >
N
max1≤i≤k−1 |Ci|
)
](
1
k − 1
k−1∑
i=1
|Ci|
)
.
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However, it is easy to check that both the terms
(
1
k−1
∑k−1
i=1 |Ci|
)
and
(
max1≤i≤k−1 |Ci|
)
are bounded as k →∞. Thus, by Dominated Convergence Theorem, we have
lim
N→∞
E
[
|ψ1(W ∗1 )| I(|ψ1(W ∗1 )| >
N
max1≤i≤k−1 |Ci|
)
]
= 0,
and hence (17) holds.
B Some Comments on the Estimator Proposed by Vandewalle et
al. (2004)
Vandewalle et al. (2004) presented an interesting and practically important footstep in
statistics by justifying the necessity of combining two apparently contradictory theory of
extreme value statistics and robust statistics, primarily for the Pareto-Type tails (γ > 0).
They have used the robust regression method proposed by Marazzi and Yohai (2004) and
the exponential regression model developed in Beirlant et al. (1999) given by
Yj ∼d
(
γ + bn,k
(
γ
k + 1
)−ρ)
gj , j = 1, . . . , k, (18)
where gj are independent and identically distributed standard exponential random variables.
The proposed estimator was examined through an interesting real data example where its
robustness was illustrated clearly.
While developing the robust estimator, Vandewalle et al. (2004) transformed the above
model into a liner form given by Equation (3.1) of their paper, which reads
Yj ∼d γ + bn,k
(
γ
k + 1
)−ρ
+ γej , j = 1, . . . , k, (19)
where ej = gj−1. Here comes our first little doubt by noting that the RHS of the Equations
(18) and (19) are not equal; the closest form to the second that equals the first is
γ + bn,k
(
γ
k + 1
)−ρ
gj + γej .
So, it needs to be clarified the reason of dropping gj from the second term. After assuming
the linearized form (19), they have re-parametrize it as
Yj = θi + θ2tj + σej , j = 1, . . . , k, (20)
where tj =
(
γ
k+1
)−ρ
, θ1 = γ, θ2 = bn,k and σ = γ. Then, for the case γ > 0, they have
used the robust regression method proposed by Marazzi and Yohai (2004) to estimate the
parameters (θ1, θ2, σ). This regression method has high breakdown and efficiency for usual
regression set-up that they have noted for proposing the robust estimator of γ; However,
the approach is computationally complicated. Moreover, under the transformed set-up (20)
it is to be noted that θ1 = σ; this constraint needs to be taken care of while solving for
the estimator numerically and may have potential effect on the properties of the resulting
estimator. This needs to be examined extensively through simulation or theoretical results,
that was missing in the work of Vandewalle et al. (2004). They have also noted similar
limitation of the work and made a comment in the “conclusion” that they would consider
this issues in their future work. Considering all this doubts, we have decided not to consider
this proposal in our simulation studies.
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Fig. 5: The empirical bias and MSE of the estimators γˆ
(α)
ER,k (thick lines) and
γˆ
(α)
KL,k (thin lines) for model (M1) having ν = 2 with no contamination [Solid
line: α = 0, Dotted line: α = 0.3, Dashed-dotted line: α = 0.5, Dashed line:
α = 1].
Fig. 6: The empirical bias and MSE of the estimators γˆ
(α)
ER,k (thick lines) and
γˆ
(α)
KL,k (thin lines) for model (M2) having (β, τ, λ) = (1, 1, 1) with no
contamination [Solid line: α = 0, Dotted line: α = 0.3, Dashed-dotted line:
α = 0.5, Dashed line: α = 1].
Fig. 7: The empirical bias and MSE of the estimators γˆ
(α)
ER,k (thick lines) and
γˆ
(α)
KL,k (thin lines) for model (M3) having γ = 0.5 with no contamination [Solid
line: α = 0, Dotted line: α = 0.3, Dashed-dotted line: α = 0.5, Dashed line:
α = 1].
Fig. 8: The empirical bias and MSE of the estimators γˆ
(α)
ER,k for model (M4)
having γ = 0 with no contamination [Solid line: α = 0, Dotted line: α = 0.3,
Dashed-dotted line: α = 0.5, Dashed line: α = 1].
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Fig. 9: The empirical bias and MSE of the estimators γˆ
(α)
ER,k for model (M5)
having γ = 0 with no contamination [Solid line: α = 0, Dotted line: α = 0.3,
Dashed-dotted line: α = 0.5, Dashed line: α = 1].
Fig. 10: The empirical bias and MSE of the estimators γˆ
(α)
ER,k for model (M6)
having γ = −1 with no contamination [Solid line: α = 0, Dotted line: α = 0.3,
Dashed-dotted line: α = 0.5, Dashed line: α = 1].
Fig. 11: The empirical bias and MSE of the estimators γˆ
(α)
ER,k for model (M7)
having (β, τ, λ) = (1, 1, 1) with no contamination [Solid line: α = 0, Dotted
line: α = 0.3, Dashed-dotted line: α = 0.5, Dashed line: α = 1].
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(a) 5% contamination
(b) 15% contamination
Fig. 12: The empirical bias and MSE of the estimators γˆ
(α)
ER,k (thick lines) and
γˆ
(α)
KL,k (thin lines) for model (M1) having ν = 2 with contamination by the
same model (M1) having ν = 1/3 [Solid line: α = 0, Dotted line: α = 0.3,
Dashed-dotted line: α = 0.5, Dashed line: α = 1].
(a) 5% contamination
(b) 15% contamination
Fig. 13: The empirical bias and MSE of the estimators γˆ
(α)
ER,k (thick lines)
and γˆ
(α)
KL,k (thin lines) for model (M3) having γ = 0.5 with contamination by
the same model (M3) having γ = 3 [Solid line: α = 0, Dotted line: α = 0.3,
Dashed-dotted line: α = 0.5, Dashed line: α = 1].
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(a) 5% contamination
(b) 15% contamination
Fig. 14: The empirical bias and MSE of the estimators γˆ
(α)
ER,k (thick lines)
and γˆ
(α)
KL,k (thin lines) for model (M2) having (β, τ, λ) = (1, 1, 1) with
contamination by the same model (M2) having (β, τ, λ) = (1, 0.25, 1) [Solid
line: α = 0, Dotted line: α = 0.3, Dashed-dotted line: α = 0.5, Dashed line:
α = 1].
(a) 5% contamination
(b) 15% contamination
Fig. 15: The empirical bias and MSE of the estimators γˆ
(α)
ER,k (thick lines) and
γˆ
(α)
KL,k (thin lines) for model (M1) having ν = 2 with contamination by the
model (M3) having γ = 3 [Solid line: α = 0, Dotted line: α = 0.3, Dashed-
dotted line: α = 0.5, Dashed line: α = 1].
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(a) 5% contamination
(b) 15% contamination
Fig. 16: The empirical bias and MSE of the estimators γˆ
(α)
ER,k for model (M4)
with contamination by the model (M5) both having γ = 0 [Solid line: α = 0,
Dotted line: α = 0.3, Dashed-dotted line: α = 0.5, Dashed line: α = 1].
(a) 5% contamination
(b) 15% contamination
Fig. 17: The empirical bias and MSE of the estimators γˆ
(α)
ER,k for model (M4)
having γ = 0 with contamination by the model (M1) having ν = 1/3 (γ = 3)
[Solid line: α = 0, Dotted line: α = 0.3, Dashed-dotted line: α = 0.5, Dashed
line: α = 1].
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(a) 5% contamination
(b) 15% contamination
Fig. 18: The empirical bias and MSE of the estimators γˆ
(α)
ER,k for model (M5)
having γ = 0 with contamination by the model (M1) having ν = 1/3 (γ = 3)
[Solid line: α = 0, Dotted line: α = 0.3, Dashed-dotted line: α = 0.5, Dashed
line: α = 1].
(a) 5% contamination
(b) 15% contamination
Fig. 19: The empirical bias and MSE of the estimators γˆ
(α)
ER,k for model (M5)
having γ = 0 with contamination by the model (M6) having γ = −1 [Solid
line: α = 0, Dotted line: α = 0.3, Dashed-dotted line: α = 0.5, Dashed line:
α = 1].
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(a) 5% contamination
(b) 15% contamination
Fig. 20: The empirical bias and MSE of the estimators γˆ
(α)
ER,k for model (M6)
having γ = −1 with contamination by the model (M5) having γ = 0 [Solid
line: α = 0, Dotted line: α = 0.3, Dashed-dotted line: α = 0.5, Dashed line:
α = 1].
(a) 5% contamination
(b) 15% contamination
Fig. 21: The empirical bias and MSE of the estimators γˆ
(α)
ER,k for model (M6)
having γ = −1 with contamination by the model (M1) having ν = 1/3 (γ = 3)
[Solid line: α = 0, Dotted line: α = 0.3, Dashed-dotted line: α = 0.5, Dashed
line: α = 1].
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(a) 5% contamination
(b) 15% contamination
Fig. 22: The empirical bias and MSE of the estimators γˆ
(α)
ER,k for model (M7)
having (β, τ, λ) = (1, 1, 1) with contamination by the model (M2) having
(β, τ, λ) = (4, 0.25, 1) [Solid line: α = 0, Dotted line: α = 0.3, Dashed-dotted
line: α = 0.5, Dashed line: α = 1].
