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DESIGNING TOPOLOGICAL QUANTUM MATTER
IN AND OUT OF EQUILIBRIUM
THOMAS IADECOLA
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Major Professor: Claudio Chamon, Ph.D., Professor of Physics
ABSTRACT
Recent advances in experimental condensed matter physics suggest a powerful new
paradigm for the realization of exotic phases of quantum matter in the laboratory. Rather
than conducting an exhaustive search for materials that realize these phases at low temper-
atures, it may be possible to design quantum systems that exhibit the desired properties.
With the numerous advances made recently in the fields of cold atomic gases, supercon-
ducting qubits, trapped ions, and nitrogen-vacancy centers in diamond, it appears that we
will soon have a host of platforms that can be used to put exotic theoretical predictions
to the test. In this dissertation, I will highlight two ways in which theorists can interact
productively with this fast-emerging field.
First, there is a growing interest in driving quantum systems out of equilibrium in order
to induce novel topological phases where they would otherwise never appear. In particular,
systems driven by time-periodic perturbations—known as “Floquet systems”—offer fertile
ground for theoretical investigation. This approach to designer quantum matter brings its
own unique set of challenges. In particular, Floquet systems explicitly violate conservation
of energy, providing no notion of a ground state. In the first part of my dissertation, I
will present research that addresses this problem in two ways. First, I will present studies
of open Floquet systems, where coupling to an external reservoir drives the system into a
steady state at long times. Second, I will discuss examples of isolated quantum systems
that exhibit signatures of topological properties in their finite-time dynamics.
The second part of this dissertation presents another way in which theorists can benefit
vi
from the designer approach to quantum matter; in particular, one can design analytically
tractable theories of exotic phases. I will present an exemplar of this philosophy in the form
of coupled-wire constructions. In this approach, one builds a topological state of matter
from the ground up by coupling together an array of one-dimensional quantum wires with
local interactions. I will demonstrate the power of this technique by showing how to build
both Abelian and non-Abelian topological phases in three dimensions by coupling together
an array of quantum wires.
vii
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Chapter 1
Introduction
With its discovery in 1980, the quantum Hall effect (QHE) [1] brought about a seismic
change in physics whose aftershocks still reverberate today. Before the QHE, phases of
matter were classified according to their symmetries [2]; for example, crystalline solids break
the translational symmetry of space, while liquids preserve it. The QHE is the first example
where distinct phases of matter cannot be told apart by their symmetries. Although two
such phases may be as different as liquids and solids—i.e., it is impossible to interpolate
from one to the other without crossing a phase boundary—they are distinguishable only
by “topological” properties that are impossible to measure locally. Physical systems that
exhibit these properties are now called topological states of matter.
The study of topological states of matter has become one of the most vibrant areas of
research in physics. Theoretical proposals have emerged for a panoply of new phases with
enormous potential for applications. Chern insulators (CIs) host a QHE without a mag-
netic field [3], and possibly even at room temperature; their edges realize one-dimensional
channels that can transport charge without dissipation, which could spur the develop-
ment of next-generation electronics. Systems of strongly interacting electrons or spins can
exhibit so-called topological order [4]; such systems host remarkable quasiparticles whose
quantum numbers can be fractions of those of the electrons and spins that make up ordi-
nary matter. If realized in a controlled manner, these fractionalized quasiparticles could
be manipulated to store and process quantum information, forming building blocks for a
“topological quantum computer” that would be robust to decoherence [5].
1
2Experiments have encountered and surmounted enormous obstacles in the quest for
these fascinating states of matter, and only a few of them have been discovered so far.
In the meantime, restless theorists have moved on to study increasingly rarefied topolog-
ical phases. For example, symmetry-protected topological (SPT) phases [6] can arise in
interacting systems that preserve certain symmetries, and three-dimensional systems with
topological order can support string-like excitations with properties that are even more
exotic than their quasiparticle counterparts [7, 8]. These new theoretical directions are
rich and stimulating, but there is a widening gap between theory and experiment.
Recent progress in experimental condensed matter physics has illustrated the possibility
of a powerful new paradigm for the realization of exotic phases of quantum matter in
the laboratory. Rather than conducting an exhaustive search for materials that realize
the desired phases at low temperatures, in some cases it may be possible to design a
quantum system that exhibits the desired properties. Such “designer” quantum systems
have been engineered with great success in the field of atomic physics, where it has been
shown that certain condensed matter systems can be “simulated” [9] by cold atomic gases
trapped in optical lattices [10]. Combined with the numerous advances made recently in
the fields of superconducting qubits [11], trapped ions [12], and nitrogen-vacancy centers
in diamond [13, 14], it appears that we will soon have a host of platforms that can be used
to put many theoretical predictions to the test.
This dissertation, which is divided into two parts, investigates two independent research
avenues inspired by the concept of designer quantum matter, almost always with a view
towards implications for topological phases. Part I concerns periodically-driven, or “Flo-
quet,” systems. These are quantum systems driven by an external classical source that
varies periodically in time, like an AC electromagnetic field. Periodic driving is widely
used as a means of engineering interesting phases of matter in quantum simulators, and
necessarily entails pushing the system in question out of equilibrium. Consequently, a host
of fascinating theoretical questions arise in Floquet systems, some of which are addressed
in this dissertation. In part II we change gears, discussing a class of theoretical tech-
3niques that, morally (if not historically), take inspiration from the “designer” mentality:
coupled-wire constructions of topological phases. In this case, the goal is to build a topolog-
ical state of matter “from the ground up” by coupling together one-dimensional quantum
wires. Hence, using this method, one can design analytically tractable microscopic theo-
ries for topological states of matter starting from well understood building blocks. The
states constructed in this way can fall into known universality classes, or, as we will see in
Chapter 9, can be states of which one might not otherwise have conceived at all.
We now briefly present some motivation for Parts I and II, introducing the questions
addressed therein. We also provide outlines of the material presented in each chapter. We
will avoid technical exposition, which is undertaken within each chapter as needed.
1.1 Part I: Periodically-driven quantum systems
1.1.1 Motivation
Periodic driving is an indispensible part of the toolkit used to engineer nontrivial topo-
logical phases in a variety of experimental settings. Most famously, it has been used in
cold-atom systems to generate the artificial gauge fields necessary to realize the Harper-
Hofstadter model [15, 16], which describes particles in a periodic potential subject to a
magnetic field [17, 18], and the Haldane model [3], a prototypical instance of a Chern in-
sulator [19]. Theoretical treatments of such systems rely heavily on Floquet theory, which
provides systematic ways to derive time-independent effective Hamiltonians for quantum
systems driven periodically in time (for a review, see Ref. [20]). By design, these effective
Hamiltonians bear a close resemblance to those of the original (static) models [21–24].
This resemblance is misleading, however, because it ignores the fact that the periodically-
driven system is not actually at equilibrium. For example, even the relatively simple project
of realizing band insulators of noninteracting particles (let alone topologically nontrivial
ones) in periodically-driven systems is itself highly nontrivial: the definition of such a state
of matter relies on the equilibrium assumptions that energy is a good quantum number and
4that a chemical potential can be defined, neither of which is true for a quantum system with
a generic time-dependent Hamiltonian. More generally, there is the fundamental compli-
cation that the quasienergies (essentially the eigenvalues of the time-independent Floquet
Hamiltonian) are only defined modulo the driving frequency ω; in other words, there is
no distinction between a Floquet eigenstate with quasienergy  and one with quasienergy
 + nω for any integer n. Thus, for an isolated Floquet system, there is no meaningful
notion of a “ground state,” as there is at equilibrium.
Several approaches to these problems may be taken. First, in an isolated quantum
system, one can try to prepare the system in a single Floquet eigenstate, for example by
starting from the ground-state of an undriven system and adiabatically ramping the driving
amplitude up from zero [25–27]. One problem with this approach, which also appears
in static systems, is that in order to ramp between initial and final states that exhibit
qualitatively different behavior, one usually has to cross a quantum critical point at which
the gap closes and the adiabatic criterion fails. This necessarily involves the creation of
excitations, the density of which can be estimated using the scaling theory of Kibble [28] and
Zurek [29]. The prominence of this problem is magnified in Floquet systems, as one must
consider the additional possibility of complications arising from quasienergy degeneracies
modulo ω [30]. Despite these problems, this method of Floquet state preparation has been
used successfully to prepare noninteracting topological states in the laboratory [17–19],
and successful theories of this approach are being developed [31, 32].
The second approach to this problem follows the modus operandi of equilibrium quan-
tum statistical mechanics. In this approach, dubbed “periodic thermodynamics” by Walter
Kohn [33], the periodically-driven system is coupled to a thermal reservoir (or heat bath),
and the balance between energy absorption due to the drive and dissipation due to the
reservoir allows the system to reach a steady state at long times. This approach is espe-
cially relevant to the study of periodically-driven solid-state systems, as electrons in real
solids generally couple nontrivially to their environment (e.g., to vibrations in the ionic lat-
tice background). The inclusion of a reservoir remedies the issue that Floquet systems have
5no ground state a priori, with the steady-state density matrix and associated distribution
functions defining the physical state of the system. However, owing to the breakdown of
detailed balance in such systems, the resulting steady state is generically nonthermal (i.e.,
is not a Boltzmann or other equilibrium distribution) and depends on the details of the
system-bath coupling [34].
The bulk of Part I (namely, Chapters 2–6) of this dissertation concerns itself with
periodic thermodynamics and its implications. The questions of interest include:
• Can periodically-driven open quantum systems reach steady states that “look” ther-
mal (i.e. that are well-described by an equilibrium statistical ensemble with a fixed
temperature and/or chemical potential)?
• Are there examples of interesting (topological) quantum phases that realize such
quasithermal steady states, and, if so, what kinds of steady-state behaviors can they
exhibit?
• Are there constraints on the driving protocol, the bath, and the system-bath coupling
which, if satisfied, ensure that the system will reach a quasithermal steady state?
• Are there simple examples of truly nonthermal steady states whose distribution func-
tions can be calculated analytically? If so, what interesting nonequilibrium steady-
state properties do they exhibit?
The work detailed in this dissertation manages to answer (at least partially) all of these
questions, as we outline in Sec. 1.1.2.
There is a third approach to studying Floquet systems that is more natural for describ-
ing quantum systems that are isolated from their environment (e.g. cold atomic gases). In
this approach, one leaves aside the problem of preparing a Floquet eigenstate, and focuses
instead on evolving an easy-to-prepare initial state (a product state, say) for a time t and
then measuring local observables in the time-evolved state. Here, the eigenstates of the
Floquet Hamiltonian simply play the role of a convenient basis in which to perform the
6quantum evolution. Indeed, for a generic Floquet system, the initial product state is highly
out-of-equilibrium with respect to the eigenstates of the Floquet Hamiltonian—that is to
say, it generically has nonvanishing overlap with a large fraction of these eigenstates in
the thermodynamic limit. Hence, such experiments can be quite useful in that they reveal
information contained in highly excited states of the Floquet Hamiltonian; recent work
has shown that these many-body excited states can contain quantum-coherent informa-
tion protected by many-body localization [35, 36] or integrability [37, 38]. Moreover, such
protocols are quite feasible in quantum simulators, and have been implemented sucessfully
in a number of recent experiments [39–41]. In Chapter 7, we investigate the feasibility of
using such finite-time dynamics as a tool to diagnose the presence of topological edge states
associated with SPT phases. This work also demonstrates how to use periodic driving to
systematically engineer the interactions needed to stabilize such topological phases, and
therefore serves as an additional demonstration of the power of using periodic driving to
design topologically nontrivial quantum states.
1.1.2 Outline
Chapter 2 introduces a particularly simple example of a periodically-driven condensed
matter system and elucidates some of its properties. Starting from a model of electrons
hopping on a honeycomb lattice that is shaken by a particular phonon mode, we show that
the low energy theory consists of two species of Dirac fermions coupled by a rotating mass
term. This model is crucial to Chapter 3, where it is studied in more detail, Chapters 4
and 5, where it is generalized, and to Chapter 6, where it serves as an important point of
contrast. It also provides an example of how topologically protected behavior, in this case
the quantized pumping of fractional charge, can be induced by periodic driving.
In Chapter 3, the model introduced in Chapter 2 is studied in greater detail, with a
focus on its relationship to Floquet theory. A symmetry analysis unveils a deep reason for
the exact solvability of the model, and in particular for the fact that the nonequilibrium
steady state of the periodically driven system (in the presence of coupling to a heat bath) is
7described by an equilibrium statistical ensemble. We return to the study of nonequilibrium
steady states of periodically-driven open quantum systems in Chapters 5 and 6.
In Chapter 4, we present generalizations of the model introduced in Chapter 2 that arise
from the coherent excitation of different zone-boundary phonon modes of the honeycomb
lattice. The resulting low-energy theories involve momentum-dependent scattering between
the two Dirac fermion species, in contrast to the case of Chapter 2, where this scattering was
momentum-independent. The generalized class of models studied here is exactly solvable
for the same reason as the model of Chapter 2. This allows for a rigorous determination
of the phase diagram and associated transport properties of these models. For certain
parameter regimes, we find that the system becomes a Chern insulator, with topologically
protected gapless edge states having quantized conductance. This Chern insulating phase
is distinct from the one realized by the celebrated Haldane model [3], which serves to
underscore the rich variety of topological bands that can be realized with periodic driving.
Chapter 5 takes a deeper look at the statistical mechanics of periodically-driven quan-
tum systems coupled to thermal reservoirs. The class of models studied here is again a
generalization of the class of models studied in Chapters 2–4. However, in a departure from
the studies of previous chapters, the treatment here focuses on a class of examples where
the periodically-driven system fails to thermalize, in the sense that the nonequilibrium
steady state resulting from coupling the system to an external bath is not described by a
Boltzmann distribution. This failure to thermalize is brought about by coupling the system
to a particle reservoir (e.g. to fermionic leads or a metallic substrate) rather than to a bath
of acoustic phonons. Despite the nonthermal nature of the resulting steady state, this class
of problems is still sufficiently simple that the associated distribution functions can be cal-
culated analytically. In this sense, the models studied in this chapter interpolate between
the special case studied in Chapters 2–4, where the asymptotic steady state is thermal,
and the general case, where the asymptotic steady state is not calculable analytically.
Chapter 6 abandons the exactly solvable models of the previous chapters and focuses on
generic periodically-driven noninteracting quantum systems coupled to zero-temperature
8reservoirs. The question under investigation is when and whether such systems reach a
steady-state distribution characterized by fully filled Floquet bands, or, equivalently, by
the absence of particle-hole excitations. The answer depends in a detailed way on the
interplay of band-structure effects in the periodically-driven system and the density of
states of the reservoir. The results of this chapter highlight the fact that the notion of
“designer quantum matter” has limitations—using periodic driving to modify the behavior
of a static quantum system generically yields unavoidable nonequilibrium effects that must
be carefully taken into account.
Chapter 7 leaves aside the problem of open Floquet systems, and instead focuses on the
possibility of realizing exotic many-body states in isolated quantum systems. In particular,
this work shows how to realize nonequilibrium analogues of symmetry-protected topological
(SPT) phases in periodically-driven interacting spin systems. These states of matter are
enabled by periodic driving, which allows for the design of multispin interactions that
would otherwise be heavily suppressed at equilibrium. Another novel element is the use
of finite-time quantum dynamics to diagnose the topological character of the underlying
stroboscopic evolution. This avenue of exploration offers many exciting prospects for the
future, which will be discussed briefly in Chapter 10.
1.2 Part II: Coupled-wire constructions of topological phases
1.2.1 Motivation
Part II presents another way of designing exotic quantum matter: the coupled-wire
construction. Historically, the impetus for this construction came from experiments. The
molecular structure of certain metallic compounds is such that a bulk crystal can be viewed
as a stack of weakly coupled planes (aligned along the c-axis), each of which consists
of an array (aligned along the b-axis) of weakly coupled one-dimensional chains (aligned
along the a-axis). Here, the electron hopping parameters ta,b,c associated with each of the
three crystal axes arrange themselves in the hierarchy of scales ta  tb  tc. In this
9sense, the bulk crystal could rightly be called both quasi-two-dimensional (being a stack of
planes) and quasi-one-dimensional (each plane being a “stack” of wires). Such a scenario
arises in the class of organic conductors known as “Bechgaard salts,” (TMTSF)2X, where
TMTSF denotes tetramethyltetraselenafulvalene and X denotes a monovalent anion. These
compounds were predicted to exhibit a quantized Hall effect at high magnetic fields [42, 43],
as was later verified by experiments [44, 45].
Subsequent work found quasi-one-dimensional models of quantum systems gaining fa-
vor not for their relevance to real materials, but for their analytical tractability relative to
higher-dimensional models. For example, D.-H. Lee constructed a quasi-one-dimensional
field-theoretic representation of the Chalker-Coddington network model [46] of the inte-
ger quantum Hall plateau transition, and generalizations thereof [47]. Later, interest in
non-Fermi liquids driven by experimental observations in the cuprate high-temperature
superconductors led to a number of works that developed quasi-one-dimensional models of
phases known as “sliding Luttinger liquids” [48–52]. The approach of this series of works
was to leverage the universality of non-Fermi liquid behavior in one-dimensional conductors
(which are generically Luttinger liquids rather than Fermi liquids). They performed a kind
of bootstrap toward models of non-Fermi liquids in two dimensions by forming an array of
Luttinger-liquid wires, which can be driven into a regime where all interwire couplings are
irrelevant in the renormalization-group sense. Thus, these works (and the aforementioned
work of Lee) constitute early examples in which coupled-wire constructions were used to
design analytically tractable theories of otherwise puzzling phenomena.
The emergence of coupled-wire constructions for the description of topologically-ordered
phases with strong electron-electron interactions arose from a (perhaps accidental) redis-
covery of the earlier results on the quantum Hall effect in quasi-one-dimensional materials.
In their study of sliding Luttinger liquid phases in a magnetic field, Sondhi and Yang [50]
noted that the quantum Hall effect was an instability of the sliding phase. This obser-
vation inspired Kane, Mukhopadhyay, and Lubensky [53] to develop coupled-wire models
of Abelian fractional quantum Hall phases, including the Laughlin series [54] and the
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Haldane-Halperin hierarchy states [55, 56], as well as Abelian quantum Hall states that
do not fit into either theoretical picture. But it was later work by Teo and Kane [57],
in which coupled-wire models of non-Abelian quantum Hall states were presented, that
provoked a resurgence of interest in coupled-wire constructions as an analytical tool for the
investigation of topological phases [58–66].
The primary attraction of this approach in the context of fractionalized topological
phases is analytical convenience: strong interactions within and between wires can be han-
dled in a relatively straightforward manner using bosonization techniques [67] that do not
apply to higher-dimensional systems. However, coupled-wire models provide more than
just a set of analytical tools. The position advocated in Part II of this dissertation is
that the coupled-wire approach furnishes a conceptual framework in which to undertake
a systematic, constructive classification and analysis of topological phases in arbitrary di-
mensions. The seed of this idea was planted in Ref. [53], in which the fractional quantum
Hall phases realized there were “classified” according to the interwire interactions used
to generate them. It was taken to its logical conclusion for two-dimensional systems in
Ref. [63], where both SPT phases and long-range entangled phases with Abelian topolog-
ical order were generated for each Altland-Zirnbauer symmetry class [68] in the “periodic
table” of fermionic topological insulators [69–72]. More recently, in Ref. [73], non-Abelian
bosonization [74] was used in a systematic construction of non-Abelian topological phases
in two spatial dimensions. Moreover, wire constructions have been used to motivate mi-
croscopic lattice models of exotic two-dimensional topological orders [75–78], the design of
which might not have been obvious were it not for the coupled-wire approach.
The utility of coupled-wire constructions is amplified in the context of interacting topo-
logical phases in three spatial dimensions (3D). As we discuss in Chapters 8 and 9, much
less is known about topological order in three spatial dimensions than in two (2D). (The
same can be said of topological order in four or more spatial dimensions, although the
study of such phases might appear less physically relevant.) The reason for this is that
the theoretical tools for understanding topological order in terms of topological quantum
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field theories are less well-developed in the context of 3D topological phases than they are
in 2D. Moreover, the finite-size limitations of methods like exact diagonalization (ED) or
the density matrix renormalization group (DMRG) are even more pressing in 3D, leaving
only quantum Monte Carlo (QMC) methods, themselves hampered by the sign problem,
as generically viable options.
Consequently, we are motivated to ask several very basic questions about topological
order in 3D and the utility of coupled-wire constructions in studying them:
• What kinds of topological order are possible in 3D?
• What 3D topologically-ordered phases can be constructed using coupled wires?
• Can the coupled-wire approach be used to uncover any new topologically-ordered
phases in 3D?
While the work presented in Part II of this dissertation does not claim to answer these
questions fully, especially the first, it makes significant progress towards answering them.
In particular, the last question above is addressed in detail in Chapter 9, and appears to
have an affirmative answer.
1.2.2 Outline
Chapter 8 presents a generic framework for performing coupled-wire constructions of
Abelian topological phases in three or more spatial dimensions. This framework takes ad-
vantage of an analogy between certain zero-correlation-length models of topological phases
in (d − 1) spatial dimensions and wire constructions of topological phases in d spatial di-
mensions, and makes use of Abelian bosonization in order to handle strong interactions. A
detailed analysis of the 3D case is presented, where it is shown how to describe fractional-
ized pointlike and stringlike excitations within the coupled-wire framework, and, from this,
how to infer the topological field theory that encodes the statistics of these excitations.
The 3D Abelian topological phases constructed within this formalism realize a family of
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multicomponent Abelian discrete gauge theories at low energies. These gauge theories are
themselves quite well understood in their own right; hence one could level the criticism
that this construction has not yielded any “new” universality classes of topological phases.
Chapter 9 discusses how to design non-Abelian topological phases in 3D using the
coupled-wire approach, and, in doing so, addresses this criticism. In other words, this work
illustrates yet another application of coupled-wire constructions, and of the “designer” ap-
proach to topological phases in general: in addition to using coupled-wire constructions to
engineer known phases of matter, as is done in Chapter 8, one can use them as a step-
ping stone to conceiving of new phases of matter that were not known previously. The
3D non-Abelian topological phases constructed in this chapter constitute a family of such
states of matter. They generalize, in a manner stated precisely in Chapter 9, the bosonic
family of su(2)k non-Abelian fractional quantum Hall states to (3+1)-dimensional space-
time. They support deconfined pointlike and stringlike excitations that carry topological
charges labeled by the primary fields of the su(2)k conformal field theories. For the su(2)2
case, we characterize the bulk topological order by computing the ground-state degeneracy
on the three-torus, and we demonstrate that the surface carries gapless fractionalized ex-
citations that are protected by time-reversal invariance. This work likely only provides a
coarse characterization of the properties exhibited by this class of models, and raises many
interesting questions. They are now ripe for further investigation, as will be discussed in
Chapter 10.
Part I
Periodically-driven quantum
systems
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Chapter 2
Materials design from nonequilibrium steady
states: driven graphene as a tunable
semiconductor with topological properties
Abstract
Controlling the properties of materials by driving them out of equilibrium is an exciting
prospect that has only recently begun to be explored. In this chapter we give a striking
theoretical example of such materials design: a tunable gap in monolayer graphene is
generated by exciting a particular optical phonon. We show that the system reaches a
steady state whose transport properties are the same as if the system had a static electronic
gap, controllable by the driving amplitude. Moreover, the steady state displays topological
phenomena: there are chiral edge currents, which circulate a fractional charge e/2 per
rotation cycle, with frequency set by the optical phonon frequency. 1
2.1 Introduction
Nonequilibrium quantum systems constitute a natural frontier in physics that is only
beginning to be probed by theory and experiment. Nonequilibrium methods can be used
to study [79] and control [80, 81] the properties of condensed matter systems. Particularly
exciting is the possibility of engineering the properties of novel materials, like graphene, by
driving them out of equilibrium, paving the way for applications to devices. Graphene’s
1The contents of this chapter were published in Physical Review Letters 110, 176603 (2013).
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gaplessness poses a critical challenge to such applications, as the development of graphene-
based semiconductors is predicated on the ability to induce a gap.
In this chapter we present a theoretical study in graphene of this nonequilibrium ap-
proach to materials design. We demonstrate the possibility of inducing a gap in monolayer
graphene by the excitation of optical phonon modes. The gap is controlled by a time-
dependent Kekule´-pattern bond density wave, which appears in the effective field theory
as a complex-valued order parameter ∆ that rotates with the frequency Ω of the driven
phonon mode. The time-dependence in this order parameter is completely removable by
an axial (valley) gauge transformation, which can be viewed as a kind of “boost” to a
co-moving “reference frame.” The gauge transformation has no effect on the coupling of
the system to a heat bath, thereby guaranteeing thermal equilibration in the new frame,
and leaves the fermion currents invariant. This implies that the electric response of the
system is equivalent to that of one with a static gap; all nonequilibrium aspects of the
problem are removed and the system can be studied as if it were at equilibrium.
The topological consequences of the Kekule´ gap have been studied in the static case,
revealing that fractionally charged states can emerge that are bound to vortices in the
order parameter ∆ [82]. In the driven case, we show that further topological phenomena
arise: the system supports chiral edge currents of magnitude Jedge = eΩ/4pi, while the
current in the bulk vanishes. These results suggest the possibility that driven graphene
could be used as a tunable semiconductor with nontrivial topological properties.
2.2 Tight binding model for driven graphene
Let us consider spinless electrons hopping on a honeycomb lattice Λ according to the
time-dependent tight-binding Hamiltonian
H = −
∑
r∈ΛA
3∑
j=1
[t+ δtr,j(τ)] a
†
rbr+sj + h.c. , (2.1)
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where τ is time and a†r and b†r+sj are fermionic creation operators at sites r ∈ ΛA and
r+ sj ∈ ΛB, with ΛA and ΛB the two triangular sublattices forming the hexagonal lattice
Λ. The vectors sj (j = 1, 2, 3) connect a site r ∈ ΛA to its three nearest neighbors at
r + sj ∈ ΛB located a distance |sj | = d away. The uniform hopping amplitudes t are
modulated by time- and site-dependent perturbations δtr,j(τ). In the absence of such
perturbations (δtr,j(τ) = 0), the Hamiltonian (2.1) can be diagonalized in momentum
space, and the single particle spectrum has two Dirac points at k = K± = ± 4pi3√3d (1, 0).
We shall now consider the perturbations δtr,j(τ) that result from the excitation of the
highest-energy optical phonon modes at wavevectors K± with frequency Ω. The atomic
displacements from the lattice sites rA,B ∈ ΛA,B are
uA,BK± (rA,B, τ) = c± e
i rA,B ·K±e−i Ωτ uA,B± + c.c. (2.2)
The coefficients c± are the amplitudes of the excited waves. The normal mode vectors
uA,B± for the highest-energy optical modes with frequency Ω at wavevectors K± can be
determined from a classical analysis of the lattice displacements [83, 84] and are given by
uA± =
1
2
 1
∓i
 and uB± = 12
 1
±i
 . (2.3)
To determine the form of the hopping modulations δtr,j(τ) resulting from the phonons, we
consider the changes in bond lengths due to the atomic displacements (2.2) when either the
mode at K+ or K− is excited. For small displacements, the change in the length dr,j(τ)
of the bond connecting site r and r + sj is [85]
δd±r,j(τ)
d
≈ −sj
d
·
[
uAK±(r, τ)
d
− u
B
K±(r + sj , τ)
d
]
(2.4)
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Substituting (2.2) and (2.3) into (2.4) and using eiK±·sj = e±i
2pi
3
(j−1), one obtains
δd±r,j(τ)
d
= ±i c
∗±
d
eiK±·sje±iG·re±iΩτ + c.c. , (2.5)
where the vector G = K+ −K− = 2K+ connects the two Dirac points. The modulation
in the hopping amplitude is related to the change in bond length through δtr,j(τ)/t =
α δd±r,j(τ)/d, where α ≈ 3.7 is the dimensionless electron-phonon coupling [85]. The result-
ing δtr,j(τ) can be written as
δtr,j(τ) =
1
3
∆(τ) eiK+·sjeiG·r + c.c. , (2.6)
where
∆(τ) =

i 3αt
c∗+
d e
+iΩτ for the K+ mode
i 3αt c−d e
−iΩτ for the K− mode.
(2.7)
The hopping modulations (2.6) have the form of a Kekule´ distortion with an order param-
eter ∆(τ) [82] that is time-dependent. Therefore, exciting either the K+ or the K− mode
independently yields a Kekule´ order parameter that rotates in time with frequency Ω in
opposite directions for the two modes.
Without loss of generality, we henceforth consider the case where the K+ mode is
excited, and write ∆(τ) = |∆| eiφ(τ), where φ(τ) = Ωτ + ϕ. All the results for the K−
mode are obtained from those below by taking Ω→ −Ω.
2.3 From the lattice to the continuum
We study the consequences of this rotating order parameter in the context of the effec-
tive Dirac field theory of the system, which is valid in the limit where the fermions have
relativistic (hyperbolic) dispersion. In order to ensure the validity of this approximation we
require |∆| /t  1 and Ω/t  1, where the uniform hopping amplitude t sets the kinetic
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energy scale of the problem. In this regime the Hamiltonian (2.1) corresponds, to first
order in a gradient expansion, to the Dirac Lagrangian density [82, 86]
L = Ψ¯
[
γµ(i∂µ + γ5A5µ)− |∆| e−iγ5φ(τ)
]
Ψ , (2.8)
with µ = 0, 1, 2, Ψ¯ = Ψ†γ0 and 4× 4 Dirac matrices
γ0 ≡
0 1
1 0
 , γi ≡
 0 −σi
σi 0
 ,
γ5 ≡ iγ0γ1γ2γ3 =
1 0
0 −1
 ,
where 1 is the 2 × 2 unit matrix and σi are the three Pauli matrices. The Dirac spinor
Ψ†p = (b†p,+ a
†
p,+ a
†
p,− b
†
p,−) collects the creation operators a
†
p,± and b
†
p,± for the ± species
on sublattices A and B, respectively. The axial gauge field A5µ, examined in a different
context in Ref. [86], plays an important role in the discussion of the asymptotic steady
state of the driven system. The spatial components A5 i correspond physically to acoustic
phonons and strain in the graphene lattice. If the lattice is strained uniaxially, the hopping
amplitudes change, and the Dirac points shift away from K±. In this case, the A5 i acquire
a non-zero average value. In addition, acoustic phonons, either in-plane or out-of-plane,
dynamically stretch the bonds, leading to fluctuations of A5 i around the average. These
acoustic phonons provide a thermal bath and their coupling to the electronic degrees of
freedom provides a system-bath interaction, which enables the system to reach an out-of-
equilibrium steady state.
We now observe that the time-dependent mass term in the Lagrangian (2.8) can be
made constant by the axial (valley) gauge transformation
Ψ˜ = e−iγ5
Ω
2
τ Ψ , A˜5 0 = A5 0 − Ω
2
, A˜5 i = A5 i , (2.9)
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where i = 1, 2. The transformed Lagrangian is found to be
L˜ = ¯˜Ψ
[
γµ(i∂µ + γ5A˜5µ)− |∆| e−iγ5ϕ
]
Ψ˜ , (2.10)
where we used {γ5, γµ} = 0. This transformation maps the problem to a frame of reference
which is “co-moving” with the Kekule´ mass, so that the Lagrangian is no longer explicitly
dependent on time.
The vector current operator jµ = Ψ¯γµΨ, which is associated with the electric response
of the system, and the axial current operator jµ5 = Ψ¯γ
µγ5Ψ are invariant under (2.9). Fur-
thermore, the spatial components A5 i of the axial gauge field are also invariant under (2.9).
Since we have taken the fluctuations in A5 i to act as a heat bath, we conclude that this
transformation leaves the bath invariant. Moreover, it also leaves the system-bath coupling
A5 i j
i
5 invariant. Therefore the transformation (2.9) removes all time-dependences—those
of the system, the bath, and the system-bath interactions. The remarkable consequence
is that the nonequilibrium steady state of the time-dependent system corresponds to a
thermal equilibrium state in the co-moving frame!
Consequently, the Hamiltonian H corresponding to the transformed Lagrangian (2.10)
can be analyzed in the time-independent Schro¨dinger picture at thermal equilibrium. H
takes a particularly simple form in the absence of strain, in which case A5µ = 0, i.e.
A˜5 0 = −Ω/2 and A˜5 i = 0:
H =
σ · p+ Ω2 1 |∆| eiϕ 1
|∆| e−iϕ 1 −σ · p− Ω2 1
 , (2.11)
where σ is the 2D vector of Pauli matrices and p = −i∇. The eigenvalue problem
Hψ = Eψ has been solved in [87] in the context of the superconducting proximity ef-
fect in topological insulators [88]; the four energy eigenvalues of the Hamiltonian (2.11) are
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given by
E±,∓ = ±
√
(p∓ Ω/2)2 + |∆|2 . (2.12)
Evidently the gauge transformation (2.9) maps the time-dependent problem of Eq. (2.8)
to a time-independent problem with an energy gap 2 |∆|.
It is important to observe that, because the vector current operator jµ is invariant under
(2.9), all observables associated with jµ can be calculated from the static Lagrangian (2.10)
without dealing with the original time-dependent mass. In particular, the conductivity
tensor σij obtained from the Kubo formula written in terms of the current operator j
µ can
be computed from (2.10). Consequently, the driven graphene system effectively behaves as
a semiconductor with a gap 2 |∆| tunable by the amplitude of the optical phonon mode.
2.4 Topological pumping of fractional charge
We shall next demonstrate that the rotating Kekule´ mass in the Lagrangian (2.8) gives
rise to topological phenomena beyond those that have been found in the static case. To
do this, we follow [89] in studying a variant of (2.8):
L = Ψ¯
[
γµ(i∂µ + γ5A5µ)− |∆| e−iγ5φ − γ3µ
]
Ψ , (2.13)
where the scalar field µ = µ(x) corresponds to a staggered chemical potential that es-
tablishes an energy imbalance between the sites of ΛA and ΛB. The Kekule´ field ∆ =
|∆(x)| eiφ(x,τ), where φ(x, τ) = Ωτ + ϕ(x), now carries an explicit spatial dependence.
The fields µ and ∆ correspond to independent masses in the Lagrangian (2.13), i.e. the
total effective mass of the charge carriers is
√
µ2 + |∆|2. The vector current density in the
presence of (space- and time-dependent) masses µ and ∆ is given by [89]
〈jµ〉 = e i
2pi
µαβ
{
∂αχ
∗∂βχ − i ∂α
[
(1− 2|χ|2)A5β
]}
, (2.14)
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where e is the electron charge, µαβ is the Levi-Civita symbol, and the complex-valued
auxiliary field χ ≡ sin(θ/2) eiφ, where
cos θ =
µ√
µ2 + |∆|2 , sin θ e
iφ =
∆√
µ2 + |∆|2 , (2.15)
with 0 ≤ θ < pi and 0 ≤ φ < 2pi. Equations (2.14) and (2.15) form the basis of our
discussion of the topological currents resulting from the time-dependence of the Kekule´
mass term in (2.13). We use µ to define an edge, setting µ→ 0 in the bulk and using the
limit |µ| → ∞ to define an insulating region outside the sample 2.
The current density in (2.14) is gauge-invariant, so one can compute it in the reference
frame where φ has a time dependence or in the co-moving frame where φ (and χ) are
time-independent. It follows that the averaged charge and current densities are
〈 ρ 〉 = e i
2pi
0ij ∂iχ
∗∂jχ = 〈 ρ 〉static (2.16a)
〈 j 〉 = −e Ω
2pi
zˆ ×∇|χ(x)|2 , (2.16b)
where zˆ is the unit vector perpendicular to the plane of the sample.
Several observations are in order. First, the charge density in the case of the time-
dependent Kekule´ mass is identical to that in the static case. Second, the current density
is non-vanishing and proportional to the rotation frequency Ω. Notice that the rotating
mass breaks time-reversal symmetry, and therefore it is possible to have a non-vanishing
current. Third, if |∆| does not vary spatially, the current vanishes; this is the case in the
bulk of a uniform graphene sample, where we take |∆| to be constant. Fourth, there are
necessarily edge currents, which we shall now discuss in detail.
It follows from (2.16b) that the currents flow perpendicular to the gradient of |∆|. At
the boundary of the sample |∆| must go from constant to zero. Therefore an edge current
should flow parallel to the boundary, within the region where |∆| varies in space, (see
2In the limit |µ| → ∞, propagation into one sublattice costs infinite energy, while propagation into the
other is blocked by the Pauli principle.
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Fig. 2.1). The edge current is given by
Jedge =
ˆ out
in
(zˆ × d`) · 〈 j 〉
= −e Ω
2pi
(|χout|2 − |χin|2) , (2.17)
where ` is a path that traverses the boundary. In the interior of the sample |∆| is non-
vanishing, so we can set µ→ 0, and using Eq. (2.15) we obtain that |χin|2 → 1/2. Outside
the sample, |∆| → 0 and |µ| → ∞. Depending on whether µ > 0 or µ < 0 we obtain
|χout|2 → 0 or 1, respectively. Therefore, we arrive at the edge current
Jedge =
e
2
Ω
2pi
sgnµ . (2.18)
The linear relation between Jedge and Ω has a quantized coefficient. Note that because
Ω = 2pi/T , where T is the rotation period, the current Jedge carries a fractional charge ±e/2
per rotation cycle 3. This chiral current at the boundary of the steady state bulk insulator
is a topological property of the out-of-equilibrium system; the currents are quantized and
protected against details at the edge, including disorder.
|∆in| ￿= 0
|∆out| = 0
￿
Jedge =
e
2
Ω
2π
sgnµ
Figure 2.1: Chiral edge current resulting from the out-of-equilibrium steady-state arising
from the excitation of optical phonons at wavevector K+. The direction of the current is
inverted for K− phonons, for which Ω→ −Ω.
The chirality of the edge currents depends on whether the K+ or K− phonon mode
3When spin is included, (2.18) acquires a factor of 2, so that a charge e is pumped per cycle.
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|∆in| ￿= 0
|∆out| = 0
µ > 0
µ < 0
Jedge =
e
2
Ω
2π
Jedge =
e
2
Ω
2π
Jwire = e
Ω
2π
µ < 0
µ > 0
Jwire = e
Ω
2π
Figure 2.2: Currents in the presence of domain walls between regions with µ > 0 and
µ < 0. The edge currents have opposite chiralities to either side of the wires. The current
pumped per cycle is an integer multiple of e, while a fraction e/2 goes around each side
during the cycle.
is excited. However, the chirality of the current also depends on sgnµ. We now offer a
physical explanation of this fact. The mass µ was included in the Lagrangian (2.13) as a
means of terminating the sample with an insulating region. In a physical graphene flake,
our findings therefore indicate that the sign of the edge current is determined by the specific
shape of the sample. Notice that the direction of the current obtained from the field theory
cannot change unless µ changes sign outside the sample. But if this is the case, there will
be domain walls separating these regions that support gapless modes. Indeed, these walls
serve as quantum wires [90] attached to the sample, as shown in Fig. 2.2. The direction
of the edge currents reverses at the contacts, as shown in the figure. Current conservation
requires that currents of magnitude Jwire = eΩ/2pi flow in the wires, splitting equally at
the contacts and traveling around the edges of the sample. The graphene flake in this
scenario becomes a pump [91] that transports a charge e per rotation period T .
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2.5 Some remarks
Before concluding, we make two remarks. The first concerns zero modes in graphene,
which are supported in the presence of vortices in the order parameter ∆ [82]. An external
chiral gauge potentialA5 was added to render finite the vortex energies, thereby deconfining
them [86]. Such a vortex background can also exist in our time-dependent scenario. In
the co-moving frame this involves adding A5,0 = −Ω/2 to the static problem. We find
that zero-energy modes persist both with and without A5, consistent with the findings of
[92, 93].
The second concerns the size of the gap that can be achieved by excitation of the
optical phonon modes at K±. From Eq. (2.7) we obtain that |∆| = 3α t|c±|/d, where
|c±|/d measures the relative displacement of the atoms from their equilibrium positions
due to the phonons and is controlled by the intensity of the excitations. Using α ≈ 3.7
and t ≈ 2.8 eV for graphene, one obtains for a relative displacement |c±|/d ≈ 0.04% that
2 |∆| ≈ 0.025 eV, corresponding to room temperature scales.
2.6 Summary and conclusion
In summary, we have illustrated a mechanism for opening a tunable Kekule´ gap in
graphene by exciting an optical phonon mode at K+ or K−. This gap corresponds to
a complex-valued order parameter ∆ in the continuum theory that rotates in time with
frequency Ω. The time dependence of ∆ is completely removable by a gauge transformation
which has no effect on bath degrees of freedom and leaves the current operators unaffected.
The electric response of the system is therefore equivalent to that of one with a static gap.
Furthermore, the system is found to support chiral quantized currents that are localized
in regions where |∆| varies spatially. In particular, there are edge currents whose chirality
depends on the shape of the sample and on which of the K± phonon modes is excited.
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Chapter 3
Generalized energy and time-translation
invariance in a driven dissipative system
Abstract
Driven condensed matter systems consistently pose substantial challenges to theoretical
understanding. Progress in the study of such systems has been achieved using the Floquet
formalism, but certain aspects of this approach are not well understood. In this chapter,
we consider the exceptionally simple case of the rotating Kekule´ mass in graphene through
the lens of Floquet theory. We show that the fact that this problem is gauge-equivalent to
a time-independent problem implies that the “quasienergies” of Floquet theory correspond
to a continuous symmetry of the full time-dependent Lagrangian. We use the conserved
Noether charge associated with this symmetry to recover notions of equilibrium statistical
mechanics. 1
3.1 Introduction
Driven quantum condensed matter systems have become a subject of great interest in
recent years. [94–96] Solid state systems in particular have attracted much attention due to
the possibility of using external driving to engineer novel properties in materials. Floquet
theory, [97–101] which is one of the prevailing theoretical tools for studying such systems,
has been used to achieve progress in this direction. For instance, a class of materials known
1The contents of this chapter were published in Physical Review B 88, 104302 (2013).
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as “Floquet topological insulators,” which are normal materials that acquire topologically
nontrivial features due to optical driving, has been proposed, [24] and there is experimental
evidence [102] of its realization in photonic crystals.
Floquet theory is based on the following theorem, which is the time-domain analog
of Bloch’s theorem: if a Hamiltonian H(t) is periodic in time, H(t) = H(t + T ) where
T is the period, then the solutions |Ψα(t)〉 of the time-dependent Schro¨dinger equation
[H(t)− i∂t] |Ψα(t)〉 = 0 can be written as |Ψα(t)〉 = e−iαt |Φα(t)〉, where the Floquet
states |Φα(t)〉 are also periodic in time, |Φα(t)〉 = |Φα(t+ T )〉. The quantities α, known
as quasienergies, are analogous to the crystal momenta of Bloch’s theorem in that they
are only well defined modulo the characteristic frequency Ω = 2pi/T . It is also possible to
define a time-independent Floquet effective Hamiltonian Heff [100, 103–105] whose eigen-
values are the quasienergies α and which therefore inherits the multivaluedness of the
quasienergy spectrum. Nevertheless, it is common practice to speak of the quasienergy
band structure [24, 103, 106] of a system, which can be obtained by solving the Floquet
eigenvalue problem HF |Φα(t)〉 = α |Φα(t)〉, where HF ≡ H(t)−i∂t is known as the Floquet
operator.
The apparent simplicity of Floquet theory belies certain conceptual difficulties. [33]
In particular, because quasienergies are only well defined modulo Ω, there is no way of
defining a lowest quasienergy. Consequently, there is no notion of the ground state of a
driven system in Floquet theory. For systems placed in contact with a heat bath at finite
temperature, it is possible to derive master equations for the time evolution of the reduced
density matrix. [107–109] This approach is only practicable on a case-by-case basis and
frequently involves the use of various approximations, so that no general and intuitive
notion of the occupation of a Floquet state exists for such systems. The inclusion of
dissipation for many-body systems remains quite challenging.
In this chapter, we study an exactly solvable model where these questions have clear
answers. We consider the steady state reached by a system of Dirac fermions in graphene
when coupled to a heat bath of acoustic phonons in the presence of a rotating Kekule´
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mass term. This problem can be solved exactly both with and without Floquet theory.
Without Floquet theory, one can solve it by a mapping to a time-independent system via
an axial gauge transformation, which preserves all transport properties of the system. [110]
In this work, we illustrate the equivalence of this approach to that of Floquet theory. In
particular, we show that the quasienergies defined above correspond in a simple way to the
energy eigenvalues of the time-independent Hamiltonian H˜ of Eq. (3.5), which describes
the gauge-transformed system. In this way, we see that this time-independent Hamiltonian
is indeed a Floquet effective Hamiltonian Heff in the sense of Refs. [100] and [103–105].
We subsequently illustrate that these quasienergies correspond to a conserved Noether
charge in the time-dependent problem. This Noether charge differs from what we normally
call “energy” in that it is associated with a generalized time-translation symmetry, which
involves both a shift in time and a compensating chiral rotation of the Dirac spinors. We
also show that it is possible to use this Noether charge to recover notions of equilibrium
statistical mechanics by constructing an ensemble governing the probability distribution of
the various states accessible to the system when the bath is held at finite temperature. At
zero temperature, the “ground state” of the system can be determined by minimizing this
generalized energy.
3.2 Definition of the model and its exact solution
We consider a time-dependent Lagrangian of the form Ltot = Lsys +LA5 +Lbath, where
Lsys = Ψ¯
[
γµ i∂µ − |∆| e−iγ5(Ωt+ϕ)
]
Ψ (3.1a)
LA5 = ji5 A5 i = ji5 A¯5 i + ji5 δA5 i
= Lstrain + Lsys−bath (3.1b)
Lbath = M
2
|u˙|2 − 1
2
Cijkl uij ukl . (3.1c)
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The physics of each term is briefly explained below. Lsys is the low-energy Dirac field theory
for fermions hopping on a hexagonal lattice against the background of a particular phonon
mode with wave vector K+ and energy Ω. [110] This phonon mode leads to the time-
dependent mass term in (3.1a), whose magnitude is controlled by the magnitude of the com-
plex Kekule´ order parameter ∆ = |∆|eiϕ. We use Dirac spinors Ψ†p = (b†+,p a†+,p a†−,p b†−,p),
where a†±,p creates a fermion on sublattice A with momentum p and the chiral indices ±
label the valley (and similarly for b†±,p). Our Dirac matrices are
γ0 =
0 1
1 0
 , γi =
 0 −σi
σi 0
 , γ5 =
1 0
0 −1
 ,
where 1 is the 2 × 2 identity matrix and σi, i = 1, 2 are Pauli matrices, and we use the
standard notation Ψ¯ ≡ Ψ†γ0. The fermions in (3.1a) couple to the spatial components 2 of
an axial gauge field A5 µ in Eq. (3.1b) through the axial current operator j
i
5 ≡ Ψ¯γiγ5Ψ. By
calculating the changes in nearest-neighbor hoppings due to uniaxial strain (see Refs. [110]
and [85]) and linearizing the resulting Hamiltonian around the Dirac points, it can be shown
that the fields A5 i depend explicitly on the fields ui(x, t) in Eq. (3.1c), which measure
locally the average displacement of the lattice sites from their equilibrium positions, via
the relations
A5 1 =
αt0
d
3
2
(u22 − u11) , A5 2 = αt0
d
3
2
(u12 + u21) ,
where the strain field uij(x, t) ≡ (∂iuj + ∂jui) /2. Here, α ≈ 3.7 is the dimensionless
electron-phonon coupling, t0 ≈ 2.8 eV is the uniform hopping amplitude in the absence of
strain, and d ≈ 1.4 A˚ is the nearest-neighbor spacing. The A5 i thus encode the effects of
strain in the graphene lattice—under constant uniaxial strain, they acquire a constant value
A¯5 i, around which there exist small time- and space- dependent fluctuations δA5 i(x, t)
due to acoustic phonons. We take these acoustic phonons to constitute a heat bath which
2We take A5 0 = 0 without loss of generality.
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allows the fermions in (3.1a) to achieve a steady state in the presence of the time-dependent
Kekule´ mass term, so that Lsys−bath in (3.1b) constitutes a system-bath interaction. The
Lagrangian for the bath is written in terms of the ui(x, t) in Eq. (3.1c), where in the first
term M sets the kinetic energy scale of the acoustic phonons and in the second term the
elastic tensor Cijkl encodes the energy cost of strain along different directions.
The single-particle Hamiltonian corresponding to (3.1a) is given by
Hsys(t) =
 σ · p ∆ eiΩt 1
∆∗ e−iΩt 1 −σ · p
 , (3.2)
where p = (px, py) is the momentum operator, and where the 2× 2 identity matrix 1 and
the Pauli matrices σ = (σ1, σ2) act on sublattice indices.
Before proceeding, it is interesting to note that the Hamiltonian (3.2) bears a striking
resemblance to the famous Rabi problem, [111] which concerns a single spin in a magnetic
field that rotates about the z-axis. Here, the order parameter ∆ plays the role of the
magnetic field, and the valley degree of freedom plays the role of spin. Note, however, that
the problem described by the Hamiltonian (3.2) differs from the Rabi problem in several
important ways. For example, (3.2) describes a system of many non-interacting fermions,
rather than a two-state system. Furthermore, the dispersion in the kinetic term implies
that the resonance condition varies with p ≡ |p|, so that the system has no single resonant
frequency.
The time-dependent problem governed by Eqs. (3.1) is particularly simple in that all
explicit time dependence can be removed by defining
Ψ˜ = e−iγ5
Ωt
2 Ψ, A˜5 0 = −Ω
2
, A˜5 i = A5 i,
u˜i = ui, u˜ij = uij . (3.3)
This amounts to a time-dependent axial gauge transformation of Ltot that maps the prob-
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lem into a “rotating frame.” The transformed Lagrangian for the fermions is found to
be
L˜sys = ¯˜Ψ
(
γµ i∂µ − γ0γ5 Ω
2
− |∆| e−iγ5ϕ
)
Ψ˜ , (3.4)
with the corresponding single-particle Hamiltonian given in matrix form by
H˜ =
σ · p+ Ω2 1 ∆ 1
∆∗ 1 −σ · p− Ω2 1
 . (3.5)
The transformation (3.3) ensures that L˜A5 = LA5 , and L˜bath = Lbath. Moreover, (3.3) has
no effect on the bath or the system-bath coupling. Therefore, the eigenstates of the Hamil-
tonian (3.5) are thermal states described by a density operator ρ˜ = exp(−βH˜)/tr [exp(−βH˜)],
where 1/β is the temperature of the bath. Since the U(1) current operator jµ = Ψ¯γµΨ
is also invariant under (3.3), all transport properties of Lsys are identical to those of the
Hamiltonian (3.5). Because the spectrum of H˜, which is given by the four energy bands
E±,± = ±
√
(p± Ω/2)2 + |∆|2, is that of a semiconductor with gap 2|∆|, we conclude that
the same must be true of the time-dependent system described by Lsys. Taken together,
these observations show that the transformation (3.3) maps the non-equilibrium steady
state of Ltot to a thermal state in the rotating frame, and that the transport properties of
this thermal state are identical to those of the full time-dependent problem.
3.3 Exact solution using Floquet theory
The rotating Kekule´ mass problem is also strikingly simple from the point of view
of Floquet theory, as we now show. We wish to solve the Floquet eigenvalue prob-
lem HF |Φα(t)〉 = α |Φα(t)〉, where HF = Hsys − i∂t and Hsys is the Hamiltonian cor-
responding to Lsys, defined in (3.1a). To do this, we note that because the Floquet
states |Φα(t)〉 are periodic with frequency Ω, we may expand them in a Fourier series:
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|Φα(t)〉 =
∑∞
n=−∞ e
−inΩt |Φnα〉. Substituting this into the Floquet equation and applying
the operator 1T
´ T
0 dt e
imΩt to both sides, we obtain the equation
∞∑
n=−∞
(Hmn − nΩ δmn) |Φnα〉 = α |Φmα 〉 , (3.6)
where Hmn = 1T
´ T
0 dt e
i(m−n)Ωt Hsys(t). Because Hsys contains only one harmonic of the
driving frequency Ω, we have
Hmm ≡ H0 =
σ · p 0
0 −σ · p
 (3.7a)
Hmm+1 ≡ H1 =
0 ∆ 1
0 0
 (3.7b)
Hmm−1 ≡ H−1 =
 0 0
∆∗ 1 0
 (3.7c)
Hmn = 0 if |m− n| > 1. (3.7d)
In matrix form (3.6) becomes

. . .
...
...
...
· · · H0 − Ω 1 H1 0 · · ·
· · · H−1 H0 H1 · · ·
· · · 0 H−1 H0 + Ω 1 · · ·
...
...
...
. . .


...
|Φ1α〉
|Φ0α〉
|Φ−1α 〉
...

= α

...
|Φ1α〉
|Φ0α〉
|Φ−1α 〉
...

, (3.8)
where now 1 is a 4× 4 identity matrix. Eq. (3.8) defines an eigenvalue problem for an
infinite-dimensional matrix, which is impossible to solve in general. The standard approach
from this point forward is to truncate the number of harmonics at some m = ±m0 and
let the sum in (3.6) run from −m0 to m0 in order to find the quasienergy spectrum in the
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truncated space (see, e.g., Refs. [99], [100] and [24]). In fact, for the Floquet matrix (3.8),
one can prove by construction (see Appendix A) that for a given m0 > 0 the 4(2m0 + 1)
quasienergy eigenvalues are
0±,± = ±p±m0Ω (3.9a)
n±,±,± = ±
√
(p± Ω/2)2 + |∆|2 ± nΩ
2
, (3.9b)
where n = 1, 3, . . . , 2m0 − 1. Note that the degeneracy (mod Ω) of the linearly-dispersing
modes in (3.9a) does not grow with m0, while the degeneracy of the modes (3.9b) does.
This suggests that the quasienergy modes listed in (3.9a) are spurious artifacts of the
truncation. Indeed, one can show that the characteristic equation of the infinite Floquet
matrix, namely det(HF − λ 1) = 0, is unchanged under the substitution λ → λ + nΩ,
where n is an integer. [97, 98] From this, one concludes that if λ is an eigenvalue of HF ,
then so is λ + nΩ. The eigenvalues in (3.9b) exhibit this periodicity mod Ω, whereas the
eigenvalues in (3.9a) do not. We conclude that the latter modes are indeed spurious, and we
take (3.9b), with n any positive odd integer, to constitute the true quasienergy spectrum
of HF . The spectrum of the system’s Floquet effective Hamiltonian Heff is obtained by
choosing a single quasienergy branch, say n = 1 without loss of generality. Once this
choice of branch is made, however, we see that the quasi energies 1±,±,+ are identical to
the energy eigenvalues E±,± of H˜, up to a constant shift by −Ω/2 which is unimportant.
This indicates that the rotating-frame Hamiltonian H˜ of Eq. (3.5) can in fact be identified
with a Floquet effective Hamiltonian of the system.
3.4 Correspondence between quasienergy and conserved Noether charge
The time-dependent Hamiltonian Hsys of Eq. (3.2) is related to the time-independent
Floquet effective Hamiltonian H˜ of Eq. (3.5) by a unitary transformation
H˜ = U(t)Hsys(t)U †(t)− iU(t)∂tU †(t) ,
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where U(t) = e−iγ5Ωt/2. This implies that its quasienergy spectrum, which we now iden-
tify with the energy spectrum E±,± of H˜, corresponds to a continuous symmetry of the
Lagrangian Lsys according to the following argument. The Lagrangian L˜sys of Eq. (3.4),
which corresponds to the rotating-frame Hamiltonian H˜, has no explicit time dependence.
Under an infinitesimal time translation t→ t−a, we have δΨ˜ = ∂tΨ˜, so that to leading or-
der in δΨ˜ one obtains δL˜sys = ∂tL˜sys, indicating that t→ t− a is (expectedly) a symmetry
of the action associated with L˜sys. A standard calculation using Noether’s theorem shows
that the conserved quantity associated with this symmetry is indeed the Hamiltonian H˜.
However, we can also use the relation Ψ˜ = e−iγ5Ωt/2 Ψ from Eq. (3.3) to obtain a corre-
sponding transformation law for Ψ, namely δΨ = ∂tΨ − iγ5(Ω/2)Ψ. This is the variation
in Ψ brought about by the infinitesimal version of the continuous symmetry
t→ t− a, Ψ(t)→ e−iγ5Ωa/2 Ψ(t+ a), (3.10)
which combines a time translation with a compensating chiral rotation of the Dirac spinors.
Because LA5 and Lbath are invariant under chiral rotations of the spinors, we see that (3.10)
is simply a time translation from the point of view of these terms in Ltot. Consequently,
the remaining fields in Ltot transform as δA5 i = ∂tA5 i, δui = ∂tui, and δuij = ∂tuij
under (3.10).3 It is easily verified using these definitions, along with that of δΨ above,
that δLtot = ∂tLtot under (3.10). We conclude that (3.10) is indeed a symmetry of the
action associated with Ltot. A straightforward calculation shows that the Noether charge
corresponding to this symmetry is
Qtot =
ˆ
d2x
{
Ψ†
[
αipi + γ
0|∆| e−iγ5(Ωt+ϕ) + γ5 Ω
2
]
Ψ− ji5A5 i +
M
2
|u˙|2 + 1
2
Cijkl uijukl
}
,
(3.11)
3Note that because L˜A5 = LA5 and L˜bath = Lbath, these transformation rules also hold in the rotating
frame.
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where αi ≡ γ0γi. It can be checked using the Euler-Lagrange equations of motion that
∂tQtot = 0. We partition Qtot into contributions from the system, the bath, and the
system-bath coupling as follows:
Qsys =
ˆ
d2x
{
Ψ†
[
αipi + γ
0|∆| e−iγ5(Ωt+ϕ)
+ γ5
Ω
2
]
Ψ− ji5A¯5 i
}
(3.12a)
Qsys−bath = −
ˆ
d2x ji5 δA5 i (3.12b)
Qbath =
ˆ
d2x
(
M
2
|u˙|2 + 1
2
Cijkl uijukl
)
. (3.12c)
Qsys, which contains contributions from Lsys and Lstrain, defined in (3.1a) and (3.1b), is
a generalized energy corresponding to the generalized time-translation symmetry (3.10).
Because this transformation is just a time translation from the point of view of the bath
and the system-bath interaction, the quantities Qbath and Qsys−bath are identical to the
physical energies corresponding to the familiar time-translation invariance.
3.5 Statistical mechanics of generalized energy
The foregoing arguments have yielded a conserved quantity involving system and bath
degrees of freedom. The fact that we have such a conserved quantity suggests that we can
construct an equilibrium statistical ensemble for calculating thermodynamic averages. We
now make these ideas more precise. We begin by noting that in the absence of a system-bath
coupling, the quantity Qsys of Eq. (3.12a) is conserved. When the system is coupled to the
bath, the conserved quantity is Qtot = Qsys +Qsys−bath +Qbath. Because the fluctuations
in A5 i due to the acoustic phonons are small, we may approximate Qtot ≈ Qsys +Qbath. In
this picture, the system’s “energy” Qsys is no longer conserved—instead, the system and
bath exchange this “energy”, while Qtot remains constant. Suppose we wish to determine
the probability P (Qn) of the system having Qsys = Qn, where n labels the state of the
system, for a fixed Qtot. If we assume, in the spirit of equilibrium statistical mechanics, that
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this probability is proportional to the number N (Qbath) = N (Qtot−Qn) of states available
to the bath for a fixed value of Qbath, then we can deduce the form of P (Qn) as follows.
If we assume that Qn  Qtot, then we can expand lnN (Qbath) around Qbath = Qtot to
obtain
lnN (Qbath) = lnN (Qtot) + ∂ lnN (Qbath)
∂Qbath
∣∣∣∣∣
Qbath=Qtot
(Qbath −Qtot) + . . .
= lnN (Qtot)− ∂ lnN (Qbath)
∂Qbath
∣∣∣∣∣
Qbath=Qtot
Qn +O(Q2n). (3.13)
Recalling our earlier observation that Qbath is just the energy of the bath, we see that
the coefficient of Qn in (3.13) can be identified with the familiar Lagrange multiplier β,
where 1/β is the temperature of the bath. We conclude that P (Qn) assumes the form of
a Boltzmann distribution with the usual system energies En replaced by the generalized
energies Qn:
P (Qn) =
e−βQn∑
n e
−βQn , (3.14)
where n runs over all states accessible to the system.
3.6 Summary and conclusion
In summary, we have presented in this chapter a study of the rotating Kekule´ mass in
graphene from the point of view of Floquet theory. We found that the time-independent
Hamiltonian (3.5) of the system in the rotating frame is in fact a Floquet effective Hamil-
tonian whose eigenvalues are quasienergies. Exploiting the fact that the time-dependent
Hamiltonian of the system is related to this effective Hamiltonian by a unitary transfor-
mation, we showed that these quasienergies correspond to a continuous symmetry (3.10),
with an associated Noether charge Q, of the time-dependent Hamiltonian. By explicitly
coupling the system to a heat bath consisting of acoustic phonons, we constructed a sta-
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tistical ensemble governing the probabilities of the various microstates accessible to the
system. In this way, we recover notions of equilibrium statistical mechanics, despite the
fact that the original problem of Eq. (3.1) is manifestly out of equilibrium. In principle,
such a construction is possible for any time-dependent Hamiltonian that is related by a
unitary transformation to a time-independent Hamiltonian. Further investigations of this
exceptional class of problems and its generalizations could be enormously beneficial to the
study of non-equilibrium quantum systems.
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A Derivation of the truncated quasienergy spectrum (3.9)
We present here a constructive proof of the assertion that truncating the Floquet matrix
HF at some m = ±m0 yields the quasienergy spectrum of Eqs. (3.9). The truncated
eigenvalue problem reads H(m0)F Φ(m0)α = (m0)α Φ(m0)α , where
H(m0)F =

H0 −m0Ω 1 H1 0 · · ·
H−1 H0 − (m0 − 1)Ω 1 H1 · · ·
0 H−1 . . . . . .
...
. . .
. . . H1
0 · · · H−1 H0 +m0Ω 1

,
with H0 and H±1 given in Eqs. (3.7). We construct the 4(2m0 + 1) eigenvectors of H(m0)F
in the following way. We begin by noting that the 4 × 4 matrix H0 has eigenvalues ±p
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(each with multiplicity 2) and unnormalized eigenvectors
e± =

0
0
±e−iθ
1

and e′± =

±e−iθ
1
0
0

. (3.A1)
These in turn are eigenvectors of the matrices H0 ±m0Ω 1 with eigenvalues ±p ±m0Ω.
Furthermore, because H−1 e± = H1 e′± = 0, one verifies that the block-form vectors
Φ
0,(m0)
±,− =

e∓
04
...
04

and Φ
0,(m0)
±,+ =

04
...
04
e′±

, (3.A2)
where 04 is a 4-dimensional column vector of zeroes, are eigenvectors of H(m0)F with eigen-
values 0±,± given by Eq. (3.9a). The remaining 8m0 eigenvectors are constructed by
considering the following generic 8× 8 sub-block of H(m0)F :
H(n)8 =
H0 − nΩ 1 H1
H−1 H0 − (n− 1)Ω 1
 , (3.A3)
where −(m0 − 1) ≤ n ≤ m0. One can show that the four relevant eigenvalues and eigen-
vectors of H(n)8 are
H(n)8
f±,−(p) e′+
e+
 = 2n−1±,−,−
f±,−(p) e′+
e+

H(n)8
−f∓,+(p) e′−
e−
 = 2n−1±,+,−
−f∓,+(p) e′−
e−
 .
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Here,
f±,∓(p) =
1
2∆∗
[
(2p∓ Ω)±
√
(2p∓ Ω)2 + 4|∆|2
]
,
e± and e′± are as in (3.A1), and 
2n−1
±,±,− are defined as in Eq. (3.9b). Moreover, because as
previously noted H−1 e± = H1 e′± = 0, one verifies that the block-form vectors
Φ
2m0−1,(m0)
±,−,− =

f±,−(p) e′+
e+
04
...
04

and Φ
2m0−1,(m0)
±,+,− =

−f∓,+(p) e′−
e−
04
...
04

(3.A4)
are eigenvectors of H(m0)F with eigenvalues 2m0−1±,±,− in the notation of Eq. (3.9b). Applying a
similar argument to each sub-block of the form (3.A3) shows that the remaining 4(2m0−1)
eigenvectors are obtained by shifting the entries of the eigenvectors (3.A4) downward by
four positions at a time. For instance, the eigenvectors corresponding to the quasienergies
2m0−3±,±,− are given by
Φ
2m0−3,(m0)
±,−,− =

04
f±,−(p) e′+
e+
04
...
04

and Φ
2m0−3,(m0)
±,+,− =

04
−f∓,+(p) e′−
e−
04
...
04

.
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This shifting process can be repeated a total of 2m0 − 1 times, until we reach
Φ
2m0−1,(m0)
±,−,+ =

04
...
04
f±,−(p) e′+
e+

and Φ
2m0−1,(m0)
±,+,+ =

04
...
04
−f∓,+(p) e′−
e−

,
which correspond to the quasienergies 2m0−1±,±,+ . As a check that we have indeed exhausted
all possible eigenvalues and eigenvectors of H(m0)F , we count 4 eigenvectors (3.A2) + 4
eigenvectors (3.A4) + 4(2m0 − 1) shifted eigenvectors = 8m0 + 4 eigenvectors in total, as
desired.
Chapter 4
Topological gaps without masses in driven
graphene-like systems
Abstract
We illustrate the possibility of realizing band gaps in graphene-like systems that fall
outside the existing classification of gapped Dirac Hamiltonians in terms of masses. As our
primary example we consider a band gap arising due to time-dependent distortions of the
honeycomb lattice. By means of an exact, invertible, and transport-preserving mapping
to a time-independent Hamiltonian, we show that the system exhibits Chern-insulating
phases with quantized Hall conductivities±e2/h. The chirality of the corresponding gapless
edge modes is controllable by both the frequency of the driving and the manner in which
sublattice symmetry is broken by the dynamical lattice modulations. Finally, we discuss a
promising possible realization of this physics in photonic lattices. 1
4.1 Introduction
The critical Dirac fermions that emerge at low energies on the honeycomb lattice of
graphene have inspired groundbreaking theoretical discoveries of topological phases in con-
densed matter physics, such as the Chern insulator [3] and the Z2 topological insula-
tor. [112, 113] Various gapped phases of Dirac fermions can be realized theoretically by
introducing mass terms into the Hamiltonian. [114, 115] For a generic Dirac Hamilto-
1The contents of this chapter were published in Physical Review B 89, 115425 (2014).
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nian HD = piαi + mM in two spatial dimensions, the matrix mM (m ∈ R) constitutes
a mass term if M2 = 1 and {M,α1,2} = 0 for anticommuting αi. This is simply be-
cause the dispersion in the presence of such a matrix takes the familiar relativistic form
E(p) = ±√|p|2 +m2. For spinless Dirac fermions in graphene, which realize a four-
dimensional representation of the Dirac equation, there are four mass matrices M that
satisfy the necessary anticommutation relations. More mass matrices are possible when
higher-dimensional representations are considered, for example by adding further degrees
of freedom, such as spin. [114] While these masses do not occur spontaneously in graphene,
there are several theoretical proposals for generating band gaps in graphene by driving it
away from equilibrium. [99, 100, 110] Although the band gaps in these proposals arise from
periodic driving, they nevertheless reduce to Dirac masses in either the high- [99, 100] or
low-frequency [110] limit.
In this chapter, we provide an example of a band gap in graphene that does not reduce
to a Dirac mass in any limit. To do this, we consider a dynamical coupling of the two Dirac
points, which can be generated by driving a superposition of phonon modes in the honey-
comb lattice. By virtue of a time-dependent gauge transformation, the driven Hamiltonian
maps bijectively to a time-independent Bloch Hamiltonian. The latter features two bands
with an avoided crossing along a circle (or, more generally, an ellipse) of radius (major
axis) ∼ Ω/2, where Ω is the frequency of the driven modes (see Fig. 4.1). (We employ
units where the Fermi velocity vF = ~ = 1 unless otherwise noted.) Depending on which
phonon mode is exited, this gap can have either s- or (chiral) d-wave character. This goes
markedly beyond the classification of Dirac masses, which are always s-wave by definition.
While gaps with nontrivial angular momentum occur generically in the particle-hole sym-
metric Bogoliubov bands of mean-field superconductors, where the superconducting order
parameter can carry arbitrary angular momentum in Z, this scenario is less common in
noninteracting electronic bands.
We exemplify this mechanism by considering a particular superposition of phonon
modes that modifies the single-particle spectrum by modulating both the onsite poten-
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Figure 4.1: (Color online) Schematic of the low-energy band structure of the Hamiltonian
(4.5) with M(p) given by Eq. (4.18). When only one sublattice is excited (i.e. ∆B = 0),
the gap opens along a circle of radius p0 in momentum space.
tial and the bond lengths in the lattice. The time-independent Hamiltonian obtained after
the gauge transformation is fully gapped and belongs to either symmetry class C or A,
[68, 71] depending on whether the onsite potential or bond length modulation dominates.
In both cases, the phonon modes break time-reversal symmetry and the system supports a
Chern number C = ±1. It turns out that the time-dependent gauge transformation leaves
the electromagnetic current invariant, and we conclude that the steady state of the driven
system features a quantized Hall conductivity σxy = C e
2/h. Due to the exact nature of
the mapping, these results do not rely on any of the approximations that are employed in
the Floquet treatment of driven systems. [97–100] We further show that while this model
is topologically equivalent to the Chern insulator constructed by Haldane, [3] it is never-
theless separated from the latter by a gap-closing transition in a certain parameter regime.
We close by proposing a realization of this physics in photonic lattices.
4.2 Archetypal Model
We consider spinless, noninteracting fermions hopping on a hexagonal lattice Λ =
ΛA ∪ ΛB, where ΛA,B are interpenetrating triangular sublattices. The lattice is subjected
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to time-dependent in-plane deformations, so that the tight-binding Hamiltonian is of the
form H(t) = HNN(t) +HNNN(t) +HOS(t), where t is time. The contribution from nearest-
neighbor (NN) hopping is
HNN(t) = −
∑
r∈ΛA
3∑
i=1
[t0 + δtr,i(t)] a
†
rbr+si + H.c. (4.1)
Here, a†r and b†r+si create fermions on sublattices A and B, respectively, and si are vectors
connecting nearest-neighbor sites. In the absence of the hopping modulation δtr,i(t), HNN
has two inequivalent Dirac points located at opposite corners of the Brillouin zone, K± =
4pi
3
√
3d
(±1, 0), with d ≡ |si| the NN distance. The contribution from next-nearest-neighbor
(NNN) hopping is given by
HNNN(t) = −
∑
r∈ΛA
6∑
j=1
[
δtAr,j(t) a
†
rar+aj + δt
B
r,j(t) b
†
r+s1br+s1+aj + H.c.
]
, (4.2)
where for simplicity we have assumed that NNN hoppings are absent without the time-
dependent lattice distortions.2 Here, aj are vectors connecting next-nearest-neighbors, and
|aj | =
√
3 d. Finally, a modulation of the onsite potential is also possible:
HOS(t) =
∑
r∈ΛA
[
εAB(r, t) a
†
rar + εBA(r + s1, t) b
†
r+s1br+s1
]
. (4.3)
Here, εAB is the potential modulation on sublattice A due to the motion of sublattice B,
and likewise for εBA. Perturbations of this type are especially relevant in graphene, where
the couplings entering the onsite potential modulations can be larger than those governing
changes in NNN and possibly even NN hopping. [117–119]
In this work, we consider lattice distortions with a spatial periodicity defined by the
wavevectors K±. At low energies, such distortions scatter fermions between the two Dirac
points, which are separated by a vector G = K+ −K−. As such, it is natural to study
2Ignoring the bare NNN hopping integral t1 is justified as it does not open a gap in the electronic
spectrum. [116]
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the band structure of H(t) by transforming the creation and annihilation operators to
momentum space and restrict it to the modes that are a small momentum p away from
K±. Such distortions lead to a Hamiltonian of the form H(t) =
∑
p Ψ
†
pHp(t)Ψp, where
Ψ†p = (a†+,p b
†
+,p b
†
−,p a
†
−,p) combines the creation operators for fermions of momentum
K± + p. The single-particle Hamiltonian Hp(t) can then be written in block form, to
leading order in p, as
Hp(t) =
 σ · p M(p, t)
M †(p, t) −σ · p
 . (4.4)
Here, σ = (σ1, σ2) is the vector of Pauli matrices that act on sublattice indices, and M(p, t)
is a 2× 2 matrix whose form depends on the details of the distortions.
If the time-dependent lattice distortion of frequency Ω scatters fermions between K+
and K−, M(p, t) takes the form M(p, t) = M(p) e−iΩt. In this case, the Hamiltonian
(4.4) can be brought to a time-independent form by making an appropriate unitary trans-
formation to a “rotating frame,” as we now show. The eigenstates |Ψp〉 of Hp(t) sat-
isfy the time-dependent Schro¨dinger equation Hp(t) |Ψp〉 = i∂t |Ψp〉. Let us now define
|Ψp〉 = U(t) |Ψ˜p〉, with U(t) = exp(iγ5Ωt/2), where γ5 ≡ τ3 ⊗ σ0, σ0 is the identity matrix
in sublattice space, and τ3 is a Pauli matrix acting in valley space. One can then rewrite
the original Schro¨dinger equation as H˜p |Ψ˜p〉 = i∂t |Ψ˜p〉, with
H˜p = U(t)HpU †(t)− iU(t)∂tU †(t)
=
σ · p− Ω2 σ0 M(p)
M †(p) −σ · p+ Ω2 σ0
 . (4.5)
The band structure of the time-independent Hamiltonian (4.5) characterizes the phys-
ical properties of the driven system in a sense that we will now make precise. First, we
note that the transformation U(t) preserves the U(1) current density jlp = 〈Ψp| γ0γl |Ψp〉,
where l ∈ {1, 2}, γ0 = τ1 ⊗ σ0, and γl = −i τ2 ⊗ σl. Consequently, all electronic transport
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properties (e.g. conductivities) of the driven system are captured by the time-independent
Hamiltonian H˜p. [110] Furthermore, one can couple the system to a heat bath of acous-
tic phonons and carry out the procedure of Ref. [120], which demonstrates a bijection
between the steady-state occupation numbers of the driven system and the equilibrium oc-
cupation numbers of the corresponding time-independent Hamiltonian. As a result, many
relevant questions regarding the nature of the electronic steady state of the driven system
can be answered by studying the time-independent Hamiltonian (4.5). For example, one
can classify these steady states according to the discrete symmetries of H˜p. Furthermore,
the invariance of the current density allows one to use the bulk-boundary correspondence
for H˜p to diagnose the topological sector within each symmetry class, exactly as in the
time-independent scenario. [68, 71]
In Ref. [110] it is shown that exciting the TO (transverse optical) phonon mode of
graphene at momentum k = K± leads to a Hamiltonian of the form (4.5) in the rotating
frame, with M(p) = ∆ σ0 and ∆ ∈ C. The spectrum of H˜p is given by E±,∓(p) =
±√(|p| ∓ Ω/2)2 + |∆|2, indicating the presence of a gap of size 2|∆| in the driven system.
The degeneracy of the valence and conduction bands is lifted along a circle of radius
Ω/2 in momentum space, rather than at a single Dirac point, but in the adiabatic limit
Ω→ 0, E±,∓ → ±
√|p|2 + |∆|2, which is of the usual massive Dirac form. The TO phonon
therefore realizes a dynamical version of the so-called Kekule´ mass. [114] We will now
study two examples where the resulting gap does not reduce to a mass gap in the adiabatic
limit.
4.3 Case Study: LO/LA Phonon Modes in Graphene
We consider a superposition of two graphene phonon modes, known as the LA (longi-
tudinal acoustic) and LO (longitudinal optical) modes. We again excite the modes with
momentum k = K+,
3 for which they are degenerate with energy Ω ∼ 150 meV. [121]
Together the LA and LO modes modulate sublattices A and B independently, [84] and the
3The analysis of this chapter could also be carried out for k = K−, in which case Ω→ −Ω.
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displacements of the atoms from their equilibrium positions can be written as
uA+(rA, t) =
√
2 cA∗+ e
−irA·K+eiΩt (4.6a)
uB+(rB, t) = −
√
2 cB+ e
irB ·K+e−iΩt, (4.6b)
where cA,B+ = c
A,B
+,x +i c
A,B
+,y are complex amplitudes for the mode in either sublattice. Below
we will focus separately on two effects arising due to the lattice distortions of Eqs. (4.6),
namely the onsite potential modulation and the hopping modulations mentioned above.
4.3.1 Onsite potential
We turn first to the change in onsite potential, which is the dominant effect in graphene
when the LO/LA modes are excited at K±. [118, 119] To leading order in displacements,
the potential variation in sublattice A [c.f. Eq. (4.3)] is given by
εAB(r, t) ≈ ε
3
3∑
j=1
iz∗j
[
uA+(r)− uB+(r + sj)
]
+ c.c., (4.7)
where zj = e
i 2pi(j−1)/3 are cubic roots of unity. DFT estimates [118] suggest that the
coupling ε ≈ −6 eV/A˚ (relative to an appropriately chosen vacuum energy). Evaluating
this expression using the sum rule
∑3
j=1 zj = 0, we find that
εAB(r, t) = i αB e
−iG·r e−iΩt + c.c., (4.8)
where αB =
√
2 ε cB+. A similar calculation for sublattice B yields
εBA(r, t) = −i αA e−iG·r e−iΩt + c.c., (4.9)
where αA =
√
2 ε cA+. The single-particle Hamiltonian is obtained by substituting the
potential modulations (4.8) and (4.9) into Eq. (4.3) and working to leading order in mo-
menta near the Dirac points. Performing the gauge transformation U(t) to remove the
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time-dependence, we obtain a Hamiltonian H˜p of the form (4.5), with
M(p) = M =
 0 i αB
−i αA 0
 . (4.10)
Although the matrix structure of Eq. (4.10) precludes its interpretation as a mass term
in the Hamiltonian (4.5), it nevertheless opens a gap at finite momentum, as we now
show. The spectrum of the Hamiltonian (4.5) with M(p) = M as in Eq. (4.10) can be
found exactly for arbitrary αA,B. For the simple case where only one sublattice is excited
(αB = 0, say), it takes the form
E±,∓ = ±
√
p2 +
Ω2
4
+
α2A
2
∓ 1
2
√
α4A + 4p
2
(
α2A + Ω
2
)
, (4.11)
where p = |p|. The size of the gap in this case is
min
p
(E+,− − E−,−) ≡ Eg = αA Ω√
α2A + Ω
2
, (4.12)
with the minimum occurring along a circle in momentum space of radius
pmin =
Ω
2
√
1 +
α2A
α2A + Ω
2
. (4.13)
It is crucial to note that the gap (4.12) scales with Ω and therefore vanishes in the absence
of driving. The situation is identical if we instead choose αA = 0 and αB 6= 0. If both
αA and αB are nonzero, corresponding to the case where both degenerate phonon modes
are excited, then the system remains gapped unless |αA| = |αB|, in which case the system
recovers sublattice symmetry because both of the LO/LA modes are excited with equal
amplitude.
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4.3.2 Hopping modulation
While the onsite potential is the dominant effect arising due to the LO/LA modes in
graphene, there are also graphene-like systems where the lattice sites do not carry charge
and therefore do not modulate the onsite potential when in motion. (This is the case,
for example, in the photonic lattices discussed in Section 4.4.2.) In this case, the hopping
modulations arising from the time-periodic distortions of the bond lengths are the dominant
effect. The change in NN bond lengths due to the phonon modes is, to leading order in
the displacements, given by [85]
δdr,j(t)
d
≈ − i
2
z∗j
d
[
uA+(r)− uB+(r + sj)
]
+ c.c.. (4.14)
These changes in bond lengths induce a NN hopping distortion
δtr,j(t) ≈ − ig√
2
(
cA+zj − cB+
)
e−iΩte−iG·r + c.c.. (4.15)
The electron-phonon coupling g has been estimated [118] to be between 4.5 and 7.8 eV/A˚.
Similarly, the change in NNN bond lengths for sublattice A is
δdAr,j(t)
d
√
3
≈ −1
2
w∗j
d
√
3
[
uA+(r, t)− uA+(r + ak, t)
]
+ c.c., (4.16)
where wj = e
i 2pi(j−1)/6 are sixth roots of unity. The resulting NNN hopping distortion is
δtAr,j(t) ≈ τ
g√
6
cA+ wj(1− eiK+·aj ) e−iΩte−iG·r + c.c., (4.17)
where τ ≡ t1/t0, with t1 the bare NNN hopping integral. A recent measurement indicates
that τ ∼ 1/10. [122] A similar construction determines the NNN hopping on sublattice
B. Substituting the hopping modulations (4.15) and (4.17) into Eqs. (4.1) and (4.2), we
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obtain a Hamiltonian H˜p in the rotating frame of the form (4.5), with
M(p) =
∆A p∗ + ∆∗B p −6τd∆A (p∗)2
6τd∆∗B p
2 −(∆A p∗ + ∆∗B p)
 , (4.18)
where p ≡ px + ipy. Note that ∆A ∝ t0 cA+ and ∆∗B ∝ t0 cB+ up to constants of order unity.
We now investigate the effect of these hopping modulations on the single-particle spec-
trum. Let us again first study the case where only one of the degenerate phonon modes
is excited at a time. Adopting polar coordinates p = |p|eiθ, we consider the case where
only ΛA is excited (i.e. ∆B = 0), although the following holds equally well if ΛB is excited.
Performing successive SU(2)×SU(2) rotations to remove the phases of ∆A and p, we find
the following simplified Hamiltonian:
H˜p =

−Ω/2 |p| ∆|p| −6dτ∆|p|2
|p| −Ω/2 0 −∆|p|
∆|p| 0 Ω/2 −|p|
−6dτ∆|p|2 −∆|p| −|p| Ω/2

, (4.19)
where ∆ ≡ |∆A|. The spectrum of Hamiltonian (4.19) can be obtained within degenerate
perturbation theory by noting that the matrix elements of order |p|2 are suppressed by a
factor dτ in addition to the extra power of momentum. In the absence of this perturbation,
the Hamiltonian is gapless along the circle in momentum space of radius
|p| = p0 ≡ Ω
2
1√
1−∆2 . (4.20)
Introducing the perturbation of order |p|2 lifts the degeneracy along this circle. Taking
matrix elements of the perturbation with the eigenstates of the unperturbed Hamiltonian
and projecting onto the low-energy sector, we obtain the following estimate (which is
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essentially exact for ∆2  1) of the size of the gap:
Eg ≈ 3τ
2
d∆
1−∆2 Ω
2. (4.21)
We note that the gap described above is of dominantly d-wave character in the following
sense. Consider deforming H˜p by sending ∆ → 0 and d → ∞ in such a way that d∆ ≡
const. Then Eg ∝ d∆Ω2, which vanishes only in the absence of driving. In other words,
turning off the p-wave portion of M(p) [i.e. the diagonal entries in Eq. (4.18)], does not
close the gap, and so the d-wave portion [i.e. the off-diagonal entries in Eq. (4.18)] instead
controls the transport properties of the steady state. In this sense, it is appropriate to
refer to the Hamiltonian H˜p with M(p) given by Eq. (4.18) as the d-wave model. This
observation also serves as a justification ex post facto of our neglect of the NN hopping
when we studied the onsite potential in the previous subsection; it is the d-wave part of
the Hamiltonian, which is suppressed relative to the onsite potential by a factor of dτ , that
opens the gap in this case, so the two effects do not compete significantly in graphene.
4.3.3 Topological properties and connection to the Haldane model
We now turn to the topological characteristics of the low-energy spectrum of graphene
in the presence of the LO/LA modes. For simplicity we again consider the case where only
sublattice A is excited (i.e. cB+ = 0), and we further examine separately the effects of the
onsite potential (Sec. 4.3.1) and NNN hopping (Sec. 4.3.2) modulations. To determine what
topological classification is possible, we first consider whether the Hamiltonian possesses
the discrete symmetries T (time reversal), P (particle-hole) and S (sublattice). The anti-
unitary symmetries are defined in terms of T = KUT and P = KUP , where UT ,P are unitary
and K is complex conjugation. The Hamiltonian H˜p possesses one of these symmetries if
any of the following relations is satisfied:
U †T H˜∗−pUT = +H˜p (4.22a)
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U †PH˜∗−pUP = −H˜p (4.22b)
S†H˜pS = −H˜p. (4.22c)
The onsite potential and NNN hopping modulations fall into different symmetry classes
[68] with compatible topological classifications. For the onsite potential modulation, the
spectrum (4.11) is manifestly particle-hole-symmetric, and we consequently find that PHS
is implemented by UP = τ1 ⊗ σ2, so that P2 = −1. We find no UT or S satisfying
Eqs. (4.22a) and (4.22c), so the Hamiltonian belongs to symmetry class C. For the hopping
modulations, we find no suitable choices of UT ,P or S, so none of Eqs. (4.22) holds and the
Hamiltonian is in class A. In both cases, TRS is broken and the system supports a nonzero
Chern number. [71] If we place the Fermi energy in the gap near E = 0, then the Chern
number is given by [123]
C =
1
2pii
∑
γ=1,2
ˆ
d2k ij ∂ki 〈Ψγ | ∂kj |Ψγ〉 , (4.23)
where γ labels the bands in order of increasing energy and the integral is taken over the
whole plane. It is important to note that if the two lower bands of H˜p are degenerate (as
occurs at |p| = 0 for the NNN hopping modulation), the Chern number of an individual
band is not well defined. [124] Nevertheless, the Chern number for the whole system at
half-filling, which is given by the sum of the Chern numbers for the two occupied bands,
must be quantized.
From Eq. (4.23) we calculate that, for both cases, C = −1 when only sublattice A is
excited. In other words, the onsite potential and NNN hopping modulations lead to the
same topological characteristics at half-filling. These characteristics themselves are deter-
mined solely by parameters that are common to the two mechanisms, namely the relative
amplitude of the phonon modes in either sublattice. For example, if instead only sublattice
B is excited (i.e. cA+ = 0), a similar calculation yields C = +1 in both cases. The change in
sgn C must be accompanied by a gap-closing transition as one varies |cB+|/|cA+| from 0 to
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Figure 4.2: (Color online) (a) Phase diagram of graphene in the presence of the LO/LA
phonon modes. Chern-insulating regions with C = ±1 are separated by a gap-closing tran-
sition along the line |cB+| = |cA+|, i.e., when the phonon modes of Eqs. (4.6) are excited with
equal amplitudes. (b) Schematic phase diagram for the Hamiltonian HηΩ,p of Eq. (4.24).
When α = 0, the d-wave and Haldane phases are separated by a gap-closing transition at
2η/Ω = ±1. However, when α 6= 0, this critical point can be avoided and the two phases
can be connected without closing the gap. To the right of the dashed line, the location
pmin of the minimum gap size is identically zero, while to the left pmin > 0.
∞. Indeed, one verifies from Eqs. (4.10) and (4.18) that the gap closes when |cB+|/|cA+| = 1.
This gap-closing can be understood as follows. When |cA+| = |cB+|, the two sublattices are
excited with equal amplitudes, and this sublattice symmetry manifests itself as an effective
time-reversal symmetry satisfying T 2 = −1 in the time-independent Hamiltonian H˜p. This
odd TRS forces the Hamiltonian into class CII for the onsite potential modulation, or class
AII for the hopping modulations. The existence of TRS in this special case forces the Chern
number to vanish. The fact that the Chern number is constant away from this critical line
allows one to construct a topological phase diagram for graphene in the presence of the
LO/LA modes [see Fig. 4.2 (a)].
Two comments are in order. First, it is interesting to note that sgn C is also linked
to sgn Ω, which is itself determined by whether the phonon modes are excited at K+ or
K−. In other words, if one had instead chosen to consider the phonon modes at K−,
one would find C = +1 for the ΛA case and C = −1 for the ΛB case. Second, it is
worth reiterating that the Chern number calculated from H˜p must characterize the Hall
conductivity of the driven system with its full time-dependent Hamiltonian. This is a
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Figure 4.3: (Color online) Motion of the honeycomb lattice in the asymmetric case where
the A and B sublattices are excited with different amplitudes. The faint circles indicate
the equilibrium positions of the ions, around which the driven ions rotate along the dashed
circles with chirality indicated by the blue arrows. The boxed region indicates the tripled
unit cell of the driven system, and the black arrows indicate the initial phases −φi of the
inequivalent lattice sites labeled by i = 1, 2, 3.
necessary consequence of the fact that the electromagnetic current density is invariant
under the gauge transformation U(t) that removes the time-dependence. In other words,
the case study considered here constitutes a dynamical realization of a Chern insulating
phase with σxy = ±e2/h.
The topological picture outlined above is reminiscent of the phase diagram of the Hal-
dane model. [3] In the low-energy limit, the Haldane model is described by the massive
Dirac Hamiltonian HH,p = pi τ3⊗σi + η τ0⊗σ3. At half-filling, the system exhibits Chern
insulating phases with C = sgn η separated by a time-reversal symmetric gap-closing point
at η = 0, where we recover a massless Dirac Hamiltonian. This similarity is not accidental—
the model studied in this chapter is topologically equivalent to the Haldane model, as there
exists a series of continuous deformations taking one into the other without closing the gap.
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To see this, consider the Hamiltonian
HηΩ,p = H˜p + α
2
(τ2 ⊗ σ1 − τ1 ⊗ σ2)− η τ0 ⊗ σ3, (4.24)
with H˜p as given in Eq. (4.19) and α, η > 0 ∈ R. The α term above corresponds to an
onsite potential modulation with |αA| ≡ α. The Hamiltonian HηΩ,p exhibits two gapped
phases, each with C = −1 at half-filling. In one phase, the gap opens at p = 0 (as in the
Haldane model), while in the other phase the gap opens at finite momentum |p| ∼ pmin,
as in Secs. 4.3.1 and 4.3.2. If α 6= 0, as is the case in graphene, then one can simply tune
η to move from one phase to the other without closing the gap. If instead α = 0, as is
the case for the photonic lattice system discussed in the next section, then the two phases
are separated by a gap-closing transition when η = ±Ω/2, despite the fact that the Chern
number is the same on both sides of the transition. This scenario evokes the mean-field
phase diagram of the 2D Ising model, which exhibits a phase transition only in the absence
of an external magnetic field [see Fig. 4.2 (b)].
We close this section by observing that the two phases to the left (pmin > 0) and right
(pmin = 0) of the dashed line in Fig. 4.2(b) can be distinguished experimentally by any
measurement that is sensitive to the density of states g(E). In particular, one can show
that the density of states diverges at the bottom of the conduction band (the basin depicted
in Fig. 4.1) in the region of the phase diagram where pmin > 0. More precisely, we find to
leading order that
g(E → Eg/2) ∼ 1√
E − Eg2
. (4.25)
If instead pmin = 0, then we find that g(E → Eg/2) = const. to leading order. One can use
this difference in leading behavior near Eg/2 to calculate the phase boundary indicated by
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the dashed line in Fig. 4.2(b). We find the parabolic phase boundary
∣∣∣∣2ηΩ
∣∣∣∣ = 2(αΩ)2 + 1. (4.26)
4.4 Experimental Realizations
4.4.1 Graphene
Before moving on to a proposal for implementing the above physics in photonic lattices,
we first comment briefly on the prospects for realizing the same physics in graphene. We
focus on the case of the onsite potential, which is the dominant effect in graphene. Realizing
an onsite potential of the kind discussed in Sec. 4.3.1 requires two key ingredients. The first
is the ability to excite the LO and LA phonon modes at high momentum (k = K+, say).
These momenta can be accessed via surface physics techniques such as Helium scattering.
[125] The second ingredient is the ability to excite the two sublattices of graphene with
unequal amplitudes, which is necessary in order to open the gap predicted in Eq. (4.12).
This is a nontrivial feat, as bulk graphene has an intrinsic sublattice symmetry. It is
possible that this sublattice symmetry could be broken simply due to details of the edge
termination of a given graphene flake. A more interesting possibility is that the presence
of the driving itself could break this symmetry dynamically. This possibility is currently
under investigation.
4.4.2 Photonic Lattices
The recent realization of graphene-like physics in photonic lattices provides a promis-
ing avenue for exploring the phase diagram of the d-wave model defined in Sec. 4.3.2. The
massless Dirac physics of graphene was demonstrated to exist in a quasi-two-dimensional
system of evanescently coupled waveguides. [126] The waveguides are arranged in a honey-
comb pattern such that the axis of propagation aligns with the z-axis. The wave equation
describing the paraxial propagation of light through the waveguide array can be written
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within coupled mode theory [127] as
i∂zΨn =
∑
m∈NN
cnm(z)Ψm +
∑
m∈NNN
cnm(z)Ψm, (4.27)
where Ψn is the mode amplitude in waveguide n and the matrix elements cnm depend on
the overlap integral between the modes in waveguides n and m. The stationary modes
of the waveguide system can thus be thought of as solutions of a Schro¨dinger equation in
the tight-binding approximation, with time replaced by the propagation distance along the
z-direction.
Recently, a similar apparatus was used to realize a photonic system that is gapped in the
bulk but exhibits topologically protected chiral edge modes. [102] In this set-up, helical
waveguides were used to generate an effective z- (or time-) dependent gauge field that
mimics the effect of circularly-polarized light on an electronic system. However, in light of
the analogy with tight-binding models, one can also think of a helical waveguide array as
a crystal lattice whose sites rotate in time around their equilibrium positions. As such, it
is natural to propose the possibility of using such a waveguide array to realize the model
discussed in this chapter. Indeed, the mode vectors (4.6) map to helices parameterized as
follows:
rAi (s) =
[
R cos(s− φi), R sin(s− φi), Z
2pi
s
]
(4.28a)
rBi (s) =
[
−R′ cos(s− φi), R′ sin(s− φi), Z
2pi
s
]
, (4.28b)
where s is a dimensionless parameter and φi = 2pi(i − 1)/3 with i ∈ {1, 2, 3} labeling
the inequivalent atoms within the six-atom basis of the new unit cell (see Fig. 4.3). The
dimensionful quantities on the right-hand side are R and R′, which are the radii of the
helices making up sublattices A and B, and Z, the pitch of the helix. In realistic systems,
one can fabricate such an array of helices with R,R′ ∼ 10µm and Z ∼ 1cm. [102]
One potential difficulty arising from the difference in helix radius between the two
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sublattices is that the resulting difference in arc length along the two helices can lead to
decoherence due to phase accumulation in the NN hoppings. The total phase difference
accumulated over the length of the array is ∆φ = 2pi∆L/λ, where ∆L is the difference
in path length between the two helices and λ is the wavelength of light. This phase
accumulates linearly in z at a rate ω = ∆φ/Z. The effects of this phase accumulation can
be mitigated by minimizing ∆φ subject to the constraint of avoiding the gap-closing when
R = R′. When ω  2pi/Z, one can show that the phase accumulation will not affect the
existence of a band gap or change the Chern number.
This experimental set-up has several practical advantages over the corresponding one
in graphene. Firstly, it is possible to tune R and R′ separately, i.e. the degree of sublattice
symmetry breaking can be tuned by hand in order to explore the full phase diagram of the
d-wave model. Furthermore, the pitch Z, which is analogous to the rotation period 2pi/Ω
of the phonon mode, is a tunable parameter, in contrast to the case in graphene, where
Ω ∼ 150 meV is fixed. Because the size of the gap grows with increasing Ω [c.f. Eq. (4.21)],
this means that one can achieve larger photonic gaps by decreasing the pitch.
4.5 Conclusion
To summarize, in this work we have shown that it is possible to generate gaps in
graphene-like systems that cannot be interpreted as mass gaps in the usual sense. We
illustrated this point by considering a dynamical coupling of the two Dirac points arising
from the excitation of a superposition of phonon modes that modulate the two triangular
sublattices independently. This dynamical coupling leads to terms in the Hamiltonian
that do not satisfy the anticommutation relations that define the usual Dirac masses. We
studied the transport properties of the system in the presence of these lattice modulations
by making use of an exact mapping to a time-independent Hamiltonian that preserves all
electric response functions, including conductivities. We found that the system exhibits
Chern insulating phases characterized by Hall conductivities σxy = ±e2/h, where the sign
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of the Chern number depends on both the momentum of the original phonon excitation
(K+ or K−), as well as on which of sublattice A or B is excited with larger amplitude. We
further showed that the resulting model can be continuously deformed into the Haldane
model unless the onsite potential modulation is suppressed, in which case the two models
are separated by a gap-closing transition. Finally, we proposed a scheme for realizing the
physics studied in this chapter in photonic lattices.
Several natural directions for future work present themselves. For example, one can ask
how to construct a revised classification of gapped Dirac Hamiltonians given that higher
angular momentum structures are possible. One can also consider adding more on-site
degrees of freedom (e.g. spin and superconductivity) to the tight-binding Hamiltonian,
so that higher-dimensional representations of the Dirac equation are realized and more
matrix structures become possible. Another worthwhile avenue is to consider in more
detail the gap-closing that separates the d-wave and Haldane phases in the absence of an
onsite potential modulation. For example, can the band degeneracy at the critical point
(|2η/Ω|, α) = (1, 0) be lifted by interactions? Finally, the prospect of using photonic lattices
to study this and other topological phases arising from dynamical lattice modulations is
very intriguing, and future theory work could devise further novel applications of this
approach.
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Chapter 5
Floquet systems coupled to particle reservoirs
Abstract
Open quantum systems, when driven by a periodic field, can relax to effective sta-
tistical ensembles that resemble their equilibrium counterparts. We consider a class of
problems in which a periodically-driven quantum system is allowed to exchange both en-
ergy and particles with a thermal reservoir. We demonstrate that, even for noninteracting
systems, effective equilibration to the grand canonical ensemble requires both fine tuning
the system-bath coupling and selecting a sufficiently simple driving protocol. We study
a tractable subclass of these problems in which the long-time steady state of the system
can be determined analytically, and demonstrate that the system effectively thermalizes
with fine tuning, but does not thermalize for general values of the system-bath couplings.
When the driven system does not thermalize, it supports a tunable persistent current in
the steady state without external bias. We compute this current analytically for two ex-
amples of interest: 1) a driven double quantum dot, where the current is interpreted as a
DC electrical current, and 2) driven Dirac fermions in graphene, where it is interpreted as
a valley current. 1
5.1 Introduction
Since Floquet’s theorem [128] for linear ordinary differential equations with time-
periodic coefficients was introduced to quantum mechanics by Shirley [97] and Sambe, [98]
1The contents of this chapter were published in Physical Review B 91, 184301 (2015).
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Floquet theory has found extensive applications in the study of cold atomic gases, where
it is used to design properties of many-body Hamiltonians. [17, 19, 20, 129, 130] These
systems can be prepared in such a way that they are very well isolated from the environ-
ment. There is also, however, great interest in using periodic driving to design transport
and band-structure properties of solid state systems, such as semiconductors and semi-
conductor heterostructures, [24, 131] graphene, [99, 100, 110, 132, 133] and topological
insulator surface states. [134, 135] However, in these systems, which realistically must be
coupled to a reservoir (e.g. phonons or a substrate), the band structure of the Floquet
effective Hamiltonian is not sufficient to predict their steady-state electronic properties at
long times. Instead, the coupling to the reservoir must be taken into account, so that the
density matrix of the system at long times can be determined accurately.
The statistical mechanics of periodically-driven open quantum systems has been of great
interest and concern to condensed matter physicists over the past several decades, and has
been relevant to problems in atomic physics [107] and quantum transport. [95, 136–138]
In these contexts, the thermal reservoirs, such as quantized radiation fields and metallic
leads, help these systems relax to periodic steady states at long times. The study and
characterization of these steady states has become an active subfield of physics in its own
right, known as periodic thermodynamics. [33, 34, 108, 139–141]
There are cases where interactions with an external reservoir can bring about the re-
laxation of a periodically-driven system to a steady state in which the occupations of
the Floquet states follow an equilibrium distribution akin to the canonical ensemble. In
these systems, one recovers the physics of undriven systems, with the Floquet quasiener-
gies playing the role once played by the conventional energies at equilibrium. When this
occurs, we will refer to the system as “effectively thermalized.” Effectively-thermalized
states have been investigated theoretically in the periodically-forced quantum harmonic
oscillator, [139] as well as in driven Dirac fermion systems. [110, 120, 133] More recently,
the conditions under which a periodically-driven quantum system coupled to a reservoir
effectively thermalizes have been investigated for system-bath couplings that preserve the
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number of particles in the system. [142, 143] There is also numerical evidence that certain
systems relax to such a distribution in the high-frequency limit. [143]
However, it is known on general grounds [33, 34] that generic periodically-driven quan-
tum systems do not thermalize to an effective canonical statistical ensemble when coupled
to reservoirs in such a way that the number of particles in the system is conserved. Indeed,
there are many examples of simple Floquet systems coupled to simple reservoirs where
effective thermalization does not occur. [34, 141, 144, 145] In this work, we show that the
same is true when the system is also allowed to exchange particles with the bath—generic
periodically-driven quantum systems do not thermalize to an effective grand canonical en-
semble when coupled to a particle reservoir. We are therefore led to the following point of
view: while it is important to understand the limits in which open Floquet systems reach
an effective thermal equilibrium with a reservoir, the vast majority of such systems do not
equilibrate in this way. Consequently, one should elevate the systems that do not reach
an effective thermal equilibrium to a similar level of importance; the steady states of these
systems could exhibit novel phases that are inaccessible at equilibrium, and may possess
useful tunable characteristics.
To this end, the structure of the chapter is as follows. We begin by introducing the
general setup that we wish to consider, namely cases where a periodically-driven quantum
system is coupled to a reservoir with which it can exchange both energy and particles.
In addition to the more general motivation that such a setup allows us to investigate the
possibility of a Floquet equivalent of the grand canonical ensemble, we also note that
problems of this type are ubiquitous in driven quantum transport, where the leads play
the role of a particle reservoir. We move on to discuss conditions under which such a
system thermalizes to an effective grand-canonical quasienergy distribution, and suggest
a criterion for this to occur in noninteracting systems for a common class of system-bath
couplings. This criterion illustrates that these systems can only equilibrate to the effective
grand canonical ensemble when both the system-bath coupling and the driving protocol
are fine-tuned.
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Figure 5.1: (Color online) The driven double quantum dot setup discussed in Sec. 5.3.4.1.
The two single-level quantum dots at energies E1,2 are weakly coupled to two reservoirs at
inverse temperatures β1,2 and chemical potentials µ1,2. Transitions between the two dots
occur preferentially via absorption (dotted line) or emission (solid line) of energy Ω.
We then move on to a detailed study of a particular class of models in which two species
of fermions are driven in such a way that transitions between the two species are excited
via either absorption or emission. This class of models is exceptionally simple in that the
steady state of the system at long times can be calculated analytically within the Born-
Markov approximation. We calculate the steady-state populations and coherences for this
class of models and find that the system only effectively thermalizes when the system-bath
coupling is fine-tuned to a critical line in parameter space. When the system does not
effectively thermalize, an interesting steady state emerges in which a persistent current
arises without external bias. This current can be tuned by varying the driving parameters,
and it depends on the bath density of states. We analyze the nonthermal distribution of
occupations and the persistent currents for two examples: 1) a driven double quantum dot
(Fig. 5.1) and 2) driven Dirac fermions in graphene (Fig. 5.2). The persistent current is
interpreted as a DC electric current in the former case and a valley current in the latter.
The possibility of engineering such persistent currents in other solid-state systems presents
an enticing direction for future work.
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Figure 5.2: (Color online) Graphene in the presence of a rotating Kekule´ mass term
(c.f. Sec. 5.3.4.2). The two inequivalent Dirac cones located at opposite corners of the
Brillouin zone (blue hexagon) are coupled to a common reservoir at inverse temperature
β and chemical potential µ. The driving excites transitions from one cone to the other,
which occur preferentially via either absorption (dotted lines) or emission (solid lines) of
energy Ω.
5.1.1 General model
Let us consider a periodically driven quantum system coupled to a thermal reservoir.
Generically, systems of this type are modeled by a time-dependent Hamiltonian of the form
H(t) = HS(t) +HSB +HB, (5.1)
where HS(t) describes the system of interest, and depends explicitly on time due to the
driving. HS(t) is assumed to be periodic in time with period T = 2pi/Ω, where Ω is the
driving frequency. HB describes the thermal reservoir (usually a noninteracting model with
many more degrees of freedom than the system) at inverse temperature β and chemical
potential µ, and HSB describes the interaction between the system and reservoir.
For the purposes of our discussion, it will be important to distinguish between two
different types of system-bath couplings HSB. In particular, we will draw a distinction
between system-bath couplings that do and do not allow for particle transport between the
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system and the reservoir. An example of the latter type of system-bath coupling is
HSB =
∑
k,α,β,n
gnαβ c
†
k,αck,β
(
b†k,n + bk,n
)
, (5.2)
where the operator c†k,α creates a particle with momentum k in the system and the operator
b†k,α creates a particle with momentum k in the bath. The indices α and β label degrees
of freedom in the Hilbert space of the system, while the index n labels degrees of freedom
in the Hilbert space of the bath. Since the bath degrees of freedom couple to an operator
that preserves the total number of particles in the system, the above choice of HSB allows
the system to exchange energy with the bath while keeping the total particle number fixed.
An example of the other type of system-bath coupling is
HSB =
∑
k,α,n
(
gnα c
†
k,αbk,n + g
n ∗
α b
†
k,nck,α
)
. (5.3)
In this case, the system is able to exchange both particles and energy with the bath, as
the bath no longer couples to a bilinear system operator. However, the total number of
particles in the full closed system is still conserved.
5.1.2 Conditions for equilibration with the reservoir
It was noted by Breuer et al., [139] Hone et al. [34] and by us [120] that, under certain
conditions, it is possible for a periodically driven quantum system to relax to a steady
state that resembles the equilibrium distribution of a time-independent system. These
conditions have been sharpened in more recent work. [142, 143] We briefly review these
conditions here, and refer the reader to the original references for more details. First, let
us recall that, according to Floquet’s theorem, a solution |Ψα(t)〉 of the time-dependent
Schro¨dinger equation [HS(t)− i∂t] |Ψα(t)〉 = 0 can be written in a particular form:
|Ψα(t)〉 = e−iεαt |Φα(t)〉 , (5.4)
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where the “Floquet state” |Φα(t)〉 = |Φα(t+ T )〉 shares the time-periodicity of HS(t) =
HS(t + T ). Substituting (5.4) into the time-dependent Schro¨dinger equation yields an
eigenvalue problem for the quasi-energy εα:
[HS(t)− i∂t] |Φα(t)〉 = εα |Φα(t)〉 . (5.5)
Since the states |Φα(t)〉 are periodic, we substitute |Φα(t)〉 =
∑∞
n=−∞ e
−inΩt |Φnα〉, into
(5.5) to obtain
∞∑
n=−∞
[HS,mn −mΩ δmn] |Φnα〉 = εα |Φmα 〉 , (5.6)
where HS,mn =
1
T
´ T
0 dt e
i(m−n)ΩtHS(t). The eigenvalue problem then acquires a matrix
structure in the space of Fourier harmonics:
HΦα = εαΦα, (5.7a)
H =

. . .
· · · H0 − Ω1 H+1 H+2 · · ·
· · · H−1 H0 H+1 · · ·
· · · H−2 H−1 H0 + Ω1 · · ·
. . .

(5.7b)
Φα =
(
. . . |Φ1α〉 |Φ0α〉 |Φ−1α 〉 . . .
)T
, (5.7c)
where we have defined
Hn =
1
T
ˆ T
0
dt e− inΩ tHS(t) (5.7d)
HS(t) =
∞∑
n=−∞
e+inΩ tHn. (5.7e)
There is an ambiguity in the definition of the quasienergies εα, as the definition (5.4)
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is invariant under shifts εα → εα +mαΩ, where mα is an integer. If the driving frequency
Ω is of roughly the same order as other energy scales in the problem, this can lead to an
ambiguity in the ordering of the quasienergies as well. This ambiguity can be remedied
(c.f. Refs. [120] and [143]) by viewing the quasienergies as the eigenvalues of an effective
time-independent Hamiltonian, which is defined as follows. Formally, one can always block-
diagonalize the infinite-dimensional Hermitian matrix H by a unitary transformation U
such that
U†HU =

. . .
· · · Heff − ω 0 0 · · ·
· · · 0 Heff 0 · · ·
· · · 0 0 Heff + ω · · ·
. . .

, (5.8a)
U =

. . .
· · · U0 U+1 U+2 · · ·
· · · U−1 U0 U+1 · · ·
· · · U−2 U−1 U0 · · ·
. . .

. (5.8b)
The time-independent effective Hamiltonian is then
Heff = U
†(t)HS(t)U(t)− iU †(t) ∂t U(t), (5.9a)
where the time-dependent unitary transformation U(t) is defined by
U(t) =
∞∑
n=−∞
e+inΩ t Un. (5.9b)
Observe that, by construction, U(t) is periodic with the same period T = 2pi/Ω as the
driving in HS(t). [Indeed, the existence of this time-periodic operator that transforms HS(t)
68
into Heff is guaranteed by Floquet’s theorem, as it is identical to the “kick operator” that
appears in the factorization of the time-evolution operator. [20, 146]] The shift symmetry
εα → εα + mαΩ (mα ∈ Z) then manifests itself as a gauge symmetry of Heff under the
discrete set of time-dependent transformations of the form
Heff → e−iMΩ tHeff e+iMΩ t − i (e−iMΩ t)∂t(e+iMΩ t), (5.10)
with diagonal matrices Mαβ = mα δαβ, which do not alter the time-periodicity of the
Floquet states.
While the transformation U(t) that brings the time-periodic Hamiltonian HS(t) into the
time-independent form of Eq. (5.9a) always exists, it is usually not simple to compute, and,
in most cases, can only be obtained perturbatively. [20, 146, 147] There also exist classes
of examples in which it can be computed exactly. [20, 110, 111, 120, 133, 141] However,
one can nevertheless use the existence of such a transformation to point out conditions
under which one could expect relaxation to an effective equilibrium ensemble. Suppose,
for example, that the (time-independent) system-bath coupling takes the generic form
HSB = g S B, (5.11)
where S consists of some Hermitian linear combination of system operators and B consists
of some Hermitian linear combination of bath operators, and g is a real constant that pa-
rameterizes the strength of the system-bath coupling. Then, one expects that if there exists
a basis in which the system Hamiltonian and the system-bath coupling are simultaneously
time-independent, i.e. if
Seff = U
†(t)S U(t) (5.12)
is independent of time, then the system relaxes to effective thermal equilibrium with the
bath, so long as the bath itself is thermal. We will examine whether such a scenario is
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possible when the system and bath are allowed to exchange particles via HSB.
5.2 Effective thermalization and the grand canonical ensemble
We will now consider whether and under what conditions the equilibration of a peri-
odically driven system to an effective grand canonical distribution is possible. As we wish
to study cases where the total number of particles is conserved, while transport between
the system and bath is allowed, we will assume the system-bath coupling to be of a similar
form to that of Eq. (5.3), namely
HSB =
∑
α,n
(
gα c
†
α bα,n + g
∗
α b
†
α,n cα
)
, (5.13)
where α is a superindex that runs over all quantum numbers for the system (band index,
momentum, etc.), and n is a mode index for the bath. All bath modes are assumed to
couple equally to the system, although this requirement could be relaxed without altering
our conclusion.
Let us now examine the conditions under which the system-bath coupling (5.13) could
remain time-independent in the basis defined by the time-dependent unitary transformation
U(t) that transforms HS(t) into Heff . For simplicity, we restrict ourselves to noninteracting
Hamiltonians HS(t). In this case, the time-dependent unitary transformation U(t) can be
written in the form
U(t) = exp
−i∑
α,β
hαβ(t) c
†
αcβ
 , (5.14)
where hαβ(t) = h
∗
βα(t) defines a Hermitian matrix h(t) of time-dependent coefficients. The
transformed system-bath coupling is then
HSB, eff ≡ U †(t)HSB U(t)
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=
∑
α,β,n
([
gα u
∗
αβ(t) c
†
β
]
bα,n + H.c.
)
, (5.15a)
where
uαβ(t) =
[
e−ih(t)
]
αβ
. (5.15b)
We would like to identify the conditions under which the effective system-bath coupling is
independent of time. To do this, it is convenient to make the Fourier expansions
uαβ(t) =
∑
n
e+inΩ t unαβ (5.16a)
u∗αβ(t) =
∑
n
e−inΩ t un ∗αβ , (5.16b)
which reveal that HSB, eff is independent of time when
g∗α u
n
αβ = 0 ∀n 6= 0 (5.17)
for all α, β. This restrictive condition indicates that the driven system can only achieve
effective equilibrium with the bath when the system-bath couplings are fine-tuned. Fur-
thermore, there is no guarantee that the above criterion can be satisfied for an arbitrary
periodic driving protocol. For example, the criterion (6.45c) automatically fails for any
driving protocol for which u0αβ = 0. Therefore, effetive thermalization for Floquet systems
in the grand canonical ensemble also requires that the driving protocol induce a sufficiently
simple transformation U(t), which is generically not the case.
5.3 Driven two-species model with dissipation
We now illustrate the success and failure of effective thermalization for a simple class of
models in which the transformation U(t) is known exactly. In particular, we demonstrate
the possibility of finding a set of system-bath couplings that satisfiy the criterion (6.45c)
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and show that the system effectively equilibrates with the bath for this choice of couplings.
We then show that a much larger set of other, perhaps more natural, choices of system-
bath couplings leads to a failure of effective thermalization—the steady state displays
non-thermal populations and a persistent current at long times.
5.3.1 The model
Let us introduce a toy model, which is nevertheless quite general, that constitutes the
simplest possible scenario in which the driven system is allowed to exchange particles with
the bath. The system consists of two species of noninteracting fermions that are coupled
by a driving field that excites transitions between the species:
HS(t) = H1 +H2 +HD(t) (5.18a)
Hi =
∑
α,k
E iα,k c
i †
α,k c
i
α,k (5.18b)
HD(t) =
∑
α,k
(
∆ e−iΩt c 1 †α,k c
2
α,k + H.c.
)
, (5.18c)
where i = 1, 2 labels the species, α = 1, . . . , Nb labels the single-particle energy bands,
and k labels the momentum in arbitrary dimensions. The species index i could label,
for example, the fermion’s spin, in which case a driving term of the form (5.18c) arises
from coupling the fermions to a linearly-polarized electric field. (Thinking of the linearly-
polarized field as a superposition of right- and left-circularly polarized fields, one finds that
selection rules arising from conservation of angular momentum dictate that transitions
from, say, spin-up to spin-down must be accompanied by an interaction with only one or
the other chiral component of the field.) The bath is modeled as two infinite reservoirs of
free fermions,
HB =
∑
i=1,2
∑
α,n,k
ω iα,n,k b
i †
α,n,k b
i
α,n,k, (5.19)
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where n = 1, . . . , Nm  Nb labels the number of fermionic modes in the reservoir for each
momentum k and band α. We assume this number to be much larger than the number of
fermionic bands accessible to the system. Each of the two reservoirs couples to one of the
fermionic species in the system via
HSB =
∑
i=1,2
∑
α,n,k
gi
(
c i †α,k b
i
α,n,k + H.c.
)
, (5.20)
which allows for tunneling between the system and the reservoirs. (We have made the
system-bath couplings gi real for convenience.)
The system Hamiltonian defined in Eqs. (5.18) falls into an exceptional class of peri-
odically driven systems that admits an exact solution by a mapping to a rotating frame,
R(t) = exp
[
−i Ω
2
t
(
c 1 †α,k c
1
α,k − c 2 †α,k c 2α,k
)]
, (5.21)
Which leads to
H˜S = R
†(t) [HS(t)− i ∂t]R(t)
=
∑
α,k
[∑
i
E˜ iα,k c
i †
α,k c
i
α,k +
(
∆ c 1 †α,k c
2
α,k + H.c.
)]
, (5.22a)
where
E˜ iα,k = E
i
α,k + (−1)i Ω/2. (5.22b)
The system Hamiltonian can then be re-diagonalized for each α and k by the unitary
change of variables
c˜ 1α,k
c˜ 2α,k
 = Wα,k
 c 1α,k
c 2α,k,
 (5.23a)
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in terms of which the system Hamiltonian becomes
H˜S =
∑
i=1,2
∑
α,k
ε iα,k c˜
i †
α,k c˜
i
α,k. (5.23b)
The rotating-frame eigenvalues εiα,k are given by
ε iα,k = E¯α,k + (−1)i δEα,k, (5.24a)
where we have defined
E¯α,k =
E 1α,k + E
2
α,k
2
(5.24b)
δEα,k =
√
(α,k − Ω/2)2 + |∆|2 (5.24c)
α,k =
E 1α,k − E 2α,k
2
(5.24d)
Under the transformation R(t) defined in Eq. (6.2), the system-bath coupling acquires a
time dependence:
H˜SB(t) =
∑
α,n,k
[
g1
(
e+iΩt/2 c 1 †α,k b
1
α,n,k + H.c.
)
+g2
(
e−iΩt/2 c 2 †α,k b
2
α,n,k + H.c.
)]
. (5.25)
This time-dependent system-bath coupling can be handled without any assumptions about
the magnitude of the driving frequency or the hybridization strength |∆|, as we will do in
the next two sections.
5.3.2 Effective thermalization when g2 = 0
Let us first treat the system-bath coupling in the manner outlined in the previous
section, i.e. by finding the time-periodic transformation U(t) that renders the Hamiltonian
HS(t) time-independent. Note that the Hamiltonian H˜S in Eq. (5.23b) is already time-
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dependent, but that the transformation R(t) defined in Eq. (6.2) is not periodic with
period T = 2pi/Ω. (It is, however, periodic with period 2T .) If instead we use
U(t) = R(t) exp
[
+i
Ω
2
t
(
c 1 †α,k c
1
α,k + c
2 †
α,k c
2
α,k
)]
, (5.26)
then we obtain
Heff = U
†(t) [HS(t)− i ∂t]U(t)
=
∑
α,k
[∑
i
E˜ ′ iα,k c
i †
α,k c
i
α,k +
(
∆ c 1 †α,k c
2
α,k + H.c.
)]
, (5.27a)
where now
E˜ ′ iα,k = E
i
α,k + δi,2 Ω. (5.27b)
Heff is nothing but the Floquet effective Hamiltonian. It is diagonal in the basis defined in
Eq. (5.23), and its eigenvalues ε ′ iα,k (the Floquet quasienergies) are shifted with respect to
those of H˜S by Ω/2:
ε ′ iα,k = ε
i
α,k +
Ω
2
. (5.28)
In this transformed reference frame, the system-bath coupling becomes
HSB, eff(t) =
∑
α,n,k
[
g1
(
c 1 †α,k b
1
α,n,k + H.c.
)
+g2
(
e−iΩt c 2 †α,k b
2
α,n,k + H.c.
)]
. (5.29)
We immediately see that HSB, eff is time-independent along the line g2 = 0 in the g1-g2
plane. This is because, in the basis defined by the spinor
(
c1α,k c
2
α,k
)T
,
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we have
U(t) =
1 0
0 e+i Ω t
 =
1 0
0 0

︸ ︷︷ ︸
u0
+e+i Ω t
0 0
0 1

︸ ︷︷ ︸
u1
. (5.30)
Since there is only one Fourier component with n 6= 0, it suffices to choose the system-bath
coupling vector (g1 g2)
T to belong to the left null space of u1, which is just the line g2 = 0.
5.3.2.1 Derivation of the master equation
To show that the system effectively thermalizes for g2 = 0, let us first rewrite the
system-bath coupling in the basis (5.23) that diagonalizes Heff :
HSB, eff =
∑
i,α,n,k
g˜ iα,k
(
c˜ i †α,k b
1
α,n,k + H.c.
)
, (5.31a)
where i = 1, 2 and
g˜1α,k = g1
(
α,k − Ω2
)− δEα,k
N−α,k
(5.31b)
g˜2α,k = g1
(
α,k − Ω2
)
+ δEα,k
N+α,k
, (5.31c)
with
N±α,k =
√
[(α,k − Ω/2)± δEα,k]2 + |∆|2. (5.31d)
We will now proceed by deriving the Born-Markov master equation for the evolution of the
driven dissipative system.
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In the Born-Markov approximation, the total density matrix ρ(t) is approximated as
ρ(t) ≈ ρS(t) ρB,
ρS(t) = TrB [ρ(t)] ,
ρB =
e−β(HB−µNB)
Tr[e−β(HB−µNB)]
,
(5.32a)
where TrB [ · ] denotes the trace over bath degrees of freedom, and
NB =
∑
α,n,k
b1 †α,n,kb
1
α,n,k (5.32b)
is the number operator for the bath. Note that we have assumed that the bath is in thermal
equilibrium at temperature 1/β and chemical equilibrium at chemical potential µ for all
time. The total density matrix solves the Liouville-von Neumann equation
ρ˙(t) = −i [H(t), ρ(t)] , (5.33)
where H(t) is defined in Eq. (5.1). Transforming this equation using
ρ˜S(t) = U
†(t) ρS(t)U(t), (5.34)
we obtain
˙˜ρ(t) = −i [H˜(t), ρ˜(t)]. (5.35)
We next transform the left and right-hand sides to the interaction picture defined by
OI(t) = U †S+B(t)OUS+B(t)
US+B(t) = T exp
{
−i
ˆ t
0
dt′
[
HS(t
′) +HB
]}
,
(5.36)
where the symbol T denotes time ordering. Integrating both sides of Eq. (5.35) with
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respect to time and working iteratively to leading order in the system-bath coupling, one
finds the usual master equation
˙˜ρS,I(t) = −
ˆ ∞
0
dt′ TrB
{[
H˜SB,I(t),
[
H˜SB,I(t
′), ρ˜I(t)
]]}
. (5.37)
The derivation of the above equation also entails the assumption that the correlation time
of the bath is much smaller than any timescale associated with the system, including the
driving period T = 2pi/Ω. This Markovian assumption allows one to neglect memory effects
and extend the upper limit of the time integral to infinity.
The trace over the bath is carried out under the assumption that the bath degrees of
freedom are well-described by the equilibrium grand canonical ensemble. This implies, for
instance, that
TrB
[
b 1α,n,k,I(t) b
1
β,m,k′,I(t
′) ρB
]
= TrB
[
b 1 †α,n,k,I(t) b
1 †
β,m,k′,I(t
′) ρB
]
= 0,
(5.38)
and that
TrB
[
b 1 †α,n,k,I(t) b
1
β,m,k′,I(t
′) ρB
]
= δαβ δmn δkk′ nF (ω
1
β,m,k′) e
+iω 1
β,m,k′ (t−t′)
TrB
[
b 1α,n,k,I(t) b
1 †
β,m,k′,I(t
′) ρB
]
= δαβ δmn δkk′ [1− nF (ω 1β,m,k′)] e−iω
1
β,m,k′ (t−t′),
(5.39a)
where
nF (E) =
1
eβ(E−µ) + 1
(5.39b)
is the Fermi-Dirac distribution. The final quantity that characterizes the bath is the density
of states
να,k(E) =
∑
n
δ(E − ω1α,n,k), (5.39c)
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which appears upon performing the time integration in Eq. (5.37).
Once the trace over the bath is completed and the operators are transformed back to
the Schro¨dinger picture, we find that the Born-Markov master equation takes the form
˙˜ρS(t) = −i
[
H˜S, ρ˜S(t)
]
+
∑
α,i,j,k
pi
(
g˜ iα,k g˜
j
α,k
)
× ν jα,k
{
n jF,α,k D ijα,k
[
c˜†
]
ρ˜S(t) +
(
1− n jF,α,k
)
D ijα,k [c˜] ρ˜S(t)
}
,
(5.40a)
where we have defined the shorthand
ν iα,k = να,k(ε
′ i
α,k) (5.40b)
n iF,α,k = nF (ε
′ i
α,k), (5.40c)
and the Lindbladian dissipators
D ijα,k [c˜] ρ˜S(t) = c˜ iα,k ρ˜S(t) c˜ j †α,k − c˜ i †α,k c˜ jα,k ρ˜S(t) + H.c. (5.40d)
D ijα,k
[
c˜†
]
ρ˜S(t) = c˜
i †
α,k ρ˜S(t) c˜
j
α,k − c˜ iα,k c˜ j †α,k ρ˜S(t) + H.c. (5.40e)
The first term in Eq. (5.40a) describes the unitary evolution of the reduced density matrix
due to the dynamics of the system alone, while the second term arises due to the non-
unitary evolution obtained as a result of the trace over the bath. It is a well-known result
of quantum statistical mechanics that, despite their non-unitary nature, master equations
of the form (5.40a) preserve the trace of the density matrix. [148]
5.3.2.2 Steady-state populations and coherences
Eq. (5.40a) can be used to calculate the time evolution of the expectation value of any
Schro¨dinger-picture observable O as follows. First note that
d
dt
〈O〉ρ˜S ≡
d
dt
Tr [O ρ˜S(t)] = Tr
[O ˙˜ρS(t)] . (5.41a)
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The unitary contribution to the time evolution of 〈O〉 is obtained as
Tr
{
O
[
H˜S, ρ˜S(t)
]}
=
〈[
O, H˜S
]〉
ρ˜S
, (5.41b)
where we used the cyclic property of the trace. The dissipative contribution comes from
further application of the cyclic property to
Tr
{
O D ijα,k
[
c˜†
]
ρ˜S(t)
}
=
〈[
c˜ iα,k,O
]
c˜ j †α,k
〉
ρ˜S
+
〈
c˜ jα,k
[
O, c˜ i †α,k
]〉
ρ˜S
Tr
{
O D ijα,k [c˜] ρ˜S(t)
}
=
〈[
c˜ i †α,k,O
]
c˜ jα,k
〉
ρ˜S
+
〈
c˜ j †α,k
[O, c˜ iα,k]〉
ρ˜S
.
(5.41c)
To determine the equations of motion for the populations and coherences, we apply the
above formulas for the choice O = c p †α,k c qα,k and obtain
˙˜n11α,k = −2pi (g˜1α,k)2 ν1α,k
(
n˜11α,k − n1F,α,k
)− pi ν2α,k g˜1α,k g˜2α,k (n˜12α,k + n˜21α,k) (5.42a)
˙˜n22α,k = −2pi (g˜2α,k)2 ν2α,k
(
n˜22α,k − n2F,α,k
)− pi ν1α,k g˜2α,k g˜1α,k (n˜12α,k + n˜21α,k) (5.42b)
˙˜n12α,k = +i
(
ε′ 1α,k − ε′ 2α,k
)
n˜12α,k − pi
[
(g˜1α,k)
2 ν1α,k + (g˜
2
α,k)
2 ν2α,k
]
n˜12α,k
− pi g˜2α,k g˜1α,k ν1α,k (n˜11α,k − n1F,α,k)− pi g˜1α,k g˜2α,k ν2α,k (n˜22α,k − n2F,α,k)
(5.42c)
˙˜n12α,k = ( ˙˜n
21
α,k)
∗, (5.42d)
where we have defined
n˜ ijα,k =
〈
c˜ i †α,k c˜
j
α,k
〉
ρ˜S
. (5.43)
The steady-state values of the populations and coherences correspond to fixed-points of
the equations of motion (5.42). They are obtained by setting ˙˜n pqα,k = 0 for all p and q and
solving the resulting linear equations. We find that the equations of motion (5.42) have a
unique, stable fixed-point solution where the system reaches effective thermal and chemical
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equilibrium with the reservoir:
n˜ 11α,k = nF (ε
′ 1
α,k)
n˜ 22α,k = nF (ε
′ 2
α,k)
n˜ 12α,k = 0.
(5.44)
Observe that this effective equilibrium is characterized by the same temperature and chem-
ical potential as the reservoir, as it would be in a static system.
5.3.3 Failure of effective thermalization when g1, g2 6= 0
The long-time steady state of the system can still be found for arbitrary g1 and g2,
although we will see that in this case the system does not equilibrate to an effective steady-
state distribution with the same temperature and chemical potential as the bath. Rewriting
Eq. (5.25) in terms of the operators c˜ iα,k defined in Eq. (5.23) above, we find that the
system-bath interaction takes the form
H˜SB(t) =
∑
i,j
∑
α,n,k
(
g˜ijα,k c˜
i †
α,k b˜
j
α,n,k(t) + H.c.
)
, (5.45)
where the system-bath coupling matrix is given by
g˜ijα,k = W
ij
α,k gj (5.46)
(no implicit sum on repeated indices), and where we have defined the explicitly time-
dependent operators
b˜ jα,n,k(t) = exp
[−i (−1)j Ω t/2] b jα,n,k. (5.47)
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5.3.3.1 Derivation of the master equation
The derivation of the Born-Markov master equation for the time evolution of the re-
duced density matrix proceeds almost identically to the one sketched in the previous section.
We therefore point out here some of the more important changes brought about by the
time-dependent system-bath couplings in Eq. (5.45).
First, since the system is effectively coupled to two reservoirs (one for each species), the
additional assumption that both reservoirs are uncorrelated and independently thermalized
on time scales associated with the system’s dynamics implies that
TrB
[
b˜ iα,n,k,I(t) b˜
j
β,m,k′,I(t
′) ρB
]
= TrB
[
b˜ i †α,n,k,I(t) b˜
j †
β,m,k′,I(t
′) ρB
]
= 0.
(5.48)
Second, the bath correlators are now given by
〈
b˜ j †α,n,k,I(t) b˜
l
β,m,k′,I(t
′)
〉
ρB
= δαβδmnδkk′δjl nF (ω
l
β,m,k′) e
+i
[
ω l
β,m,k′+(−1)l
Ω
2
]
(t−t′)
(5.49a)〈
b˜ jα,n,k,I(t) b˜
l †
β,m,k′,I(t
′)
〉
ρB
= δαβδmnδkk′δjl [1− nF (ω lβ,m,k′)] e−i
[
ω l
β,m,k′+(−1)l
Ω
2
]
(t−t′)
.
(5.49b)
Of crucial importance above is the species-dependent shift of the bath energies by ±Ω/2,
which appears in the exponentials but is not present in the Fermi-Dirac distributions.
These energy shifts appear as a result of the explicit time dependence of the bath operators
b˜ jα,n,k(t) defined in Eq. (5.47). Consequently, the rotating-frame eigenvalues that appear
in the bath density of states and Fermi-Dirac distributions upon tracing out the bath are
also shifted by ±Ω/2. These shifts have a profound effect on the equations of motion for
the populations and coherences, which we now discuss.
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5.3.3.2 Steady-state populations and coherences
The equations of motion for the populations and coherences are obtained by direct
analogy with the analysis of the previous section. We find
˙˜n11α,k = −2pi
∑
l=1,2
|g˜1lα,k|2 ν1lα,k
(
n˜11α,k − n1lF,α,k
)
− pi
∑
l=1,2
ν2lα,k
(
g˜1lα,k g˜
2l ∗
α,k n˜
12
α,k + g˜
1l ∗
α,k g˜
2l
α,k n˜
21
α,k
)
(5.50a)
˙˜n22α,k = −2pi
∑
l=1,2
|g˜2lα,k|2 ν2lα,k
(
n˜22α,k − n2lF,α,k
)
− pi
∑
l=1,2
ν1lα,k
(
g˜2l ∗α,k g˜
1l
α,k n˜
12
α,k + g˜
2l
α,k g˜
1l ∗
α,k n˜
21
α,k
)
(5.50b)
˙˜n12α,k = +i
(
ε1α,k − ε2α,k
)
n˜12α,k − pi
∑
l=1,2
(
|g˜1lα,k|2 ν1lα,k + |g˜2lα,k|2 ν2lα,k
)
n˜12α,k
− pi
∑
l=1,2
g˜2lα,k g˜
1l ∗
α,k ν
1l
α,k (n˜
11
α,k − n1lF,α,k)− pi
∑
l=1,2
g˜1l ∗α,k g˜
2l
α,k ν
2l
α,k (n˜
22
α,k − n2lF,α,k)
(5.50c)
˙˜n12α,k = ( ˙˜n
21
α,k)
∗, (5.50d)
where we have defined the quantities
n ijF,α,k = nF
(
ε iα,k − (−1)j Ω/2
)
(5.51a)
ν ijα,k = ν
(
ε iα,k − (−1)j Ω/2
)
. (5.51b)
Eqs. (5.50), being linear in the n˜ ijα,k, can be solved exactly for each α and k. However,
the exact solution is a complicated function of the bare energy spectrum E iα,k, the hy-
bridization strength |∆|, and the driving frequency Ω. Progress can be made by employing
the following relatively mild assumptions about the bath:
1. The two baths are identical, i.e. ω1α,n,k = ω
2
α,n,k, and the bare system-bath couplings
are also identical, i.e. g1 = g2 = g.
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2. The bath spectra ω iα,n,k are unbounded.
3. The bath spectra ω iα,n,k are sufficiently dense with spacing ∆E that we can make the
replacement
∑
n →
´
(dE)/∆E.
These assumptions reveal relations between the functions ν ijα,k, namely
ν i1α,k = ν
i2
α,k. (5.52)
Combining this relation with the assumption that g1 = g2, one finds that
∑
l=1,2
ν2lα,k g˜
1l
α,k g˜
2l ∗
α,k =
∑
l=1,2
ν1lα,k g˜
2l ∗
α,k g˜
1l
α,k = 0. (5.53)
This is an immense simplification, as it decouples Eqs. (5.50):
˙˜n11α,k = −2pi
∑
l=1,2
|g˜1lα,k|2 ν1lα,k
(
n˜11α,k − n1lF,α,k
)
(5.54a)
˙˜n22α,k = −2pi
∑
l=1,2
|g˜2lα,k|2 ν2lα,k
(
n˜22α,k − n2lF,α,k
)
(5.54b)
˙˜n12α,k = +i
(
ε1α,k − ε2α,k
)
n˜12α,k − pi
∑
l=1,2
(
|g˜1lα,k|2 ν1lα,k + |g˜2lα,k|2 ν2lα,k
)
n˜12α,k
+ pi
∑
l=1,2
g˜2lα,k g˜
1l ∗
α,k ν
1l
α,k n
1l
F,α,k + pi
∑
l=1,2
g˜1l ∗α,k g˜
2l
α,k ν
2l
α,k n
2l
F,α,k
(5.54c)
˙˜n12α,k = ( ˙˜n
21
α,k)
∗, (5.54d)
The steady-state solution to these equations arises from setting the left-hand side to zero.
The steady-state populations of the Floquet states are found to be
n˜11α,k =
∑
l=1,2 |g˜1lα,k|2 ν1lα,k n1lF,α,k∑
l=1,2 |g˜1lα,k|2 ν1lα,k
(5.55a)
n˜22α,k =
∑
l=1,2 |g˜2lα,k|2 ν2lα,k n2lF,α,k∑
l=1,2 |g˜2lα,k|2 ν2lα,k
, (5.55b)
84
while the coherences are found to be
n˜12α,k =
−pi∑l=1,2 (g˜2lα,k g˜1l ∗α,k ν1lα,k n1lF,α,k + g˜1l ∗α,k g˜2lα,k ν2lα,k n2lF,α,k)
i (ε1α,k − ε2α,k)− pi
∑
l=1,2
(
|g˜1lα,k|2 ν1lα,k + |g˜2lα,k|2 ν2lα,k
) . (5.55c)
From the above solution, we see that, for arbitrary driving parameters |∆| and Ω,
the system relaxes to a nonthermal distribution with nonvanishing coherences n˜12α,k =
〈c˜ 1 †α,k c˜ 2α,k〉. Below, we provide intuitive interpretations for the above expressions.
5.3.3.3 Nonthermal populations
The expressions for the steady-state populations in Eqs. (5.55a) and (5.55b) can be
understood intuitively by taking the limit |Ω|  E iα,k,∆ for all i, α, and k. To order 1/|Ω|,
the steady-state populations are (see Appendix A)
n˜11α,k = nF
(
ε1α,k +
|Ω|
2
)
n˜22α,k = nF
(
ε2α,k −
|Ω|
2
)
.
(5.56)
Evidently, only the l = 1 (l = 2) terms in Eq. (5.55a) survive in the limit Ω → +∞
(Ω→ −∞), while only the l = 2 (l = 1) terms contribute to Eq. (5.55b). 2
In this limit, we see that the system relaxes to a steady-state distribution similar to
the thermal distribution of Eq. (5.44), except that the two species of fermions acquire
an effective relative bias of magnitude |Ω| with respect to one another. Thus, even in
the limit of large driving frequency, the system remains out of equilibrium, since the two
species equilibrate with different effective chemical potentials. As the driving frequency is
decreased, the populations become increasingly nonthermal—at order 1/|Ω|2, for example,
the l = 2 (l = 1) terms in Eq. (5.55a) [and, likewise, the l = 1 (l = 2) terms in Eq. (5.55b)]
provide a small but finite contribution. At arbitrary values of Ω, the final steady-state
2It is worth pointing out that this result is in agreement with the findings of Ref. [149], which studied
an instance of this class of problems in the high-frequency limit.
85
distributions are weighted sums of the form
n˜11α,k =
Aα,k nF (ε
1
α,k +
Ω
2 ) +Bα,k nF (ε
1
α,k − Ω2 )
Aα,k +Bα,k
(5.57)
n˜22α,k =
A′α,k nF (ε
2
α,k − Ω2 ) +B′α,k nF (ε2α,k + Ω2 )
A′α,k +B
′
α,k
,
where the weights Aα,k, Bα,k, A
′
α,k, and B
′
α,k depend on |∆| and Ω and are comparable in
size for |Ω| ∼ Eiα,k, |∆|. (For explicit expressions, see Appendix A.)
5.3.3.4 Persistent flavor current at long times
The nonvanishing steady-state expectation value n˜12α,k indicates the presence of a flavor
current that persists at long times in the absence of an external bias. The flavor current
from species 1 to species 2 is defined as
J1→2 =
∑
α,k
(
∆
〈
c2 †α,k c
1
α,k
〉
−∆∗
〈
c1 †α,k c
2
α,k
〉)
=
∑
α,k
2 Im
[
∆
〈
c2 †α,k c
1
α,k
〉]
=
∑
α,k
2 |∆| Im (n˜12α,k)
(5.58)
In the case where ν ijα,k ≡ ν = const. for all i, j, α,k, and where g1 = g2 = g, we have that
(see Appendix A)
g˜12α,k g˜
22 ∗
α,k ν
22
α,k = −g˜21 ∗α,k g˜11α,k ν11α,k = g2 ν
|∆|
2 δEα,k∑
l=1,2
(
|g˜1lα,k|2 ν1lα,k + |g˜2lα,k|2 ν2lα,k
)
= 2 g2 ν,
(5.59)
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so that the current is given by
J1→2 = −pi g2 ν |∆|2
×
∑
α,k
n22F,α,k − n21F,α,k − n11F,α,k + n12F,α,k
(δEα,k)2 + (2pi g2 ν)2
,
(5.60)
in units such that the elementary charge e = 1. The presence of this persistent current at
long times highlights the out-of-equilibrium nature of the steady state. Due to the absence
of an external bias, this current arises entirely due to the driving and to the fact that the
coupling to the reservoirs allows for net particle transport.
In the next section, we will analyze the above expression for the current in the context
of two physical examples, where the flavor current can be interpreted as a charge current
in one case, and a valley current in the other.
5.3.4 Physical examples
To make the results of the previous section more concrete, we now study two physical
examples of the model defined in Eq. (5.18). A particular realization of this model amounts
to making a choice of single-particle Hilbert space (i.e. of the set of quantum numbers
indexed by α), and a choice of bare dispersion E iα,k. For simplicity, we will restrict ourselves
to the case where the reservoir has a constant density of states. However, we note that the
general expression for the current, given in Eq. (5.58) depends implicitly on the system-bath
couplings and on the bath density of states via n˜12α,k [c.f. Eqs. (5.55)]. As such, different
choices of bath densities of states will alter the findings below. A detailed discussion of
this dependence of the nonthermal occupations and persistent current on the bath density
of states is a worthwhile undertaking, but is beyond the scope of this chapter.
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Figure 5.3: (Color online) Average occupations n¯(Ω) as a function of frequency in the
double-dot example for detunings (a)  = +1, (b)  = 0, and (c)  = −1. All energies
are measured in units of the rotating-frame gap 2|∆|, and we take the inverse temperature
β = 2. The asymptotic distributions given in Eq. (5.56), as well as the equilibrium values
of the occupations, are shown for reference.
5.3.4.1 Driven double quantum dot
Let us first consider perhaps the simplest example, namely that of a driven double
quantum dot coupled to two spinless fermionic reservoirs. In this example, the species
label i = 1, 2 distinguishes two single-level quantum dots (see Figure 5.1), each of which is
coupled to its own reservoir at inverse temperature β1,2 and chemical potential µ1,2. (For
the purposes of our discussion we will set β1 = β2 = β and µ1 = µ2 = µ, in order to
focus on out-of-equilibrium effects due to the driving alone.) We suppress the labels α
and k and define E iα,k ≡ Ei to be the potential at which dot i is held. The eigenvalues of
the Hamiltonian in the rotating frame (which, up to an overall shift by Ω/2, are just the
Floquet quasienergies) are given by
εi = E¯ + (−1)i
√
(− Ω/2)2 + |∆|2, (5.61)
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Figure 5.4: (Color online) Persistent electrical current from dot 1 to dot 2 [c.f. Eq. (5.60)]
for (a) nonzero and (b) zero detuning . Energies are again measured in units of the
rotating-frame gap 2|∆|, and β = 2 as in Fig. 5.3. The sign of the current indicates its
direction.
where E¯ = (E1 + E2)/2 and  = (E1 − E2)/2. Observe that the minimum size of the gap
is 2|∆|, when Ω = 2.
The average steady-state occupation n˜1 of dot 1, which is given in Eq. (5.55), is plotted
as a function of frequency in Fig. 5.3 for several values of the detuning  = (E1 − E2)/2.
(The occupation of dot 2 is obtained as n˜2 = 1− n˜1, and has therefore been omitted in the
Figure.) We fix the chemical potential in the leads to lie in the middle of the rotating-frame
gap, i.e. µ = E¯. Observe that for large |Ω|, the occupations converge to the asymptotic
distributions given in Eq. (5.56), and finally at even larger |Ω| to the equilibrium values
n˜i = nF (Ei). This is consistent with the fact that the driving self-averages for large
frequencies, as the system does not have time to respond to the rapidly oscillating terms
in the Hamiltonian. Furthermore, note that for  6= 0 the occupations are asymmetric
functions of Ω, becoming most nonthermal for Ω ∼ .
In this example, the flavor current of Eq. (5.60) is a charge current from dot 1 to dot
2 that flows without a bias between the left and right reservoirs. In this sense, the driven
system acts as a non-equilibrium version of an adiabatic quantum pump. [91, 150, 151]
As is evident from Figure 5.4, the current has support precisely where the nonthermal
character of the occupations is most pronounced. For nonzero detuning, the current is also
an asymmetric function of Ω, with a resonance near Ω = 2, where the minimum in the
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rotating-frame gap occurs. For  = 0, the current is smaller in magnitude, but remains
finite (and chiral) despite the lack of detuning between the dots. This suppression can be
attributed to the fact that the driving field is never resonant with any transitions in the
system. Note that in both cases, the direction of the current is set by the sign of Ω, as we
will also see in the next example.
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Figure 5.5: (Color online) Nonthermal populations in driven graphene. The momentum
axis represents a cut along the kx-direction, but all quantities are rotationally invariant in
the kx-ky plane. All energies and momenta are measured in units of the quasienergy gap
2|∆|, and we have chosen an inverse temperature β = 3.3. (a) Spectrum of the driven Dirac
Hamiltonian in the rotating frame, c.f. (5.63). (b) Effective thermal distribution nF (ε
i
α,k).
(c) Nonthermal quasienergy distribution n˜ iiα,k.
5.3.4.2 Dirac fermions in driven graphene
As a second example, we consider spinless Dirac fermions in graphene driven by a
rotating Kekule´ mass term, [82] which can be induced by the coherent excitation of a
particular zone-boundary optical phonon. [110] This model is known to thermalize when
the primary dissipation mechanism is acoustic phonons in the graphene flake, [120] but
we consider here the alternative grand canonical setup discussed in this chapter. We take
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the fermionic reservoir to be, for example, a substrate that serves as a source and sink
of electrons. Here, the species index i = 1, 2 labels the two inequivalent Dirac cones at
momenta K± (see Fig. 5.2), and the band index α = 1, 2 labels the positive- and negative-
energy branches of the two Dirac cones. The bare dispersion is given by
E1α,k = (−1)α+1 k
E2α,k = (−1)α k,
(5.62)
where k = |k| is the magnitude of the displacement from either Dirac point, and the
spectrum of the driven Hamiltonian in the rotating frame is given by
ε iα,k = (−1)i
√
[k + (−1)α Ω/2]2 + |∆|2. (5.63)
For any frequency, the quasienergy bands ε i ′α,k = ε
i
α,k + Ω/2 are separated by a gap 2|∆|,
in units of which we measure all energies and momenta in the subsequent discussion.
Also, note that the driving frequency Ω enters the quasienergy spectrum as a shift in the
position of the two Dirac points [see Fig. 5.5(a)]. In the discussion below, we choose to
set the chemical potential of the reservoir to zero energy, in the middle of the quasienergy
gap, 3 so that only the negative-energy states are filled.
In Fig. 5.5, we compare the momentum-resolved effective thermal quasienergy distribu-
tion nF (ε
i
α,k) to the steady-state populations n˜
ii
α,k in Eqs. (5.55), along with the quasienergy
bands given in Eq. (5.63) for reference. In Fig. 5.5(b), we see that the effective thermal
distribution shows a depletion in the populations near the top of the valence band, and a
corresponding enhancement near the bottom of the conduction band, that is brought about
by thermal excitation of the electrons. The “hot spots” near which most of the transitions
occur are centered at the positions of the shifted Dirac points, |k| = Ω/2, which are the
locations of the quasienergy band minima and maxima. The nonthermal distributions in
3Strictly speaking, since the Floquet quasienergies are given by ε iα,k + Ω/2, one should set µ = Ω/2 in
order to keep the chemical potential inside the quasienergy gap for all Ω.
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Fig. 5.5(c) are qualitatively similar, but show a transfer of electrons from the valence to
the conduction band that is more pronounced than what is seen in the thermal case. Fur-
thermore, the “hot spots” where these transitions are most prominent are shifted slightly
in momentum space, towards the original positions of the Dirac points at |k| = 0.
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Figure 5.6: (Color online) Persistent valley current in driven graphene. The suppression of
the current for driving frequencies Ω < 2|∆| ≡ 1 is a consequence of the low temperature
(β−1 = |∆|/10) used in the plot. This suppression would be washed out by thermal
excitations for β−1 ∼ |∆|.
We now move on to discuss the steady-state current J1→2, which in our single-particle
basis corresponds to a persistent valley current due to scattering between the Dirac points.
This current is plotted as a function of the driving frequency in Fig. 5.6. As we saw in the
case of the double-dot at zero detuning, J1→2 is an odd function of the driving frequency,
indicating a change in direction of the scattering when Ω changes sign. Furthermore, at
temperatures far below the quasienergy gap, there is a very clear activation barrier for the
current, which flows only when Ω > 2|∆|, up to thermal broadening. Such a barrier is
also present in the current from the double-dot example (c.f. Fig. 5.4) at sufficiently low
temperatures β−1  2|∆|. At large frequencies, the current in Fig. 5.6 does not taper off
as it does in Fig. 5.4, as the rotating-frame spectrum is not bounded from above or below
[c.f. Eq. (5.63)] and therefore remains resonant with some driving frequency Ω for all k. This
is purely an artifact of our approximation of the driven graphene Hamiltonian by a Dirac-
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type Hamiltonian—a treatment of the problem at the level of the time-dependent tight-
binding Hamiltonian would provide a natural frequency cutoff due to the finite bandwidth.
The expected suppression of the current for Ω much larger than the bandwidth would then
become apparent.
5.4 Conclusion
In this chapter, we have studied the possibility of effective thermalization in Floquet
systems coupled to reservoirs with which they can exchange both energy and particles. We
found that, while thermalization is possible, it does not happen in most cases of interest
as it requires a sufficiently simple driving protocol and fine-tuning of the system-bath
coupling. We illustrated these ideas by studying an example of such a system that can
either effectively thermalize with fine tuning or not thermalize at all. Using a Born-Markov
master equation approach, we calculated analytically the populations and coherences in
the steady state of this system, and found that, for arbitrary system-bath couplings away
from the critical line g2 = 0, the system relaxes to a nonthermal quasienergy distribution
with a persistent current at zero external bias. We then studied this steady-state solution
for two physical examples, and observed the nontrivial behavior of the populations and
persistent currents as functions of frequency.
There remain many promising directions for future work on the subject of nonthermal
steady states in solid-state systems. First, since the bare dispersions E iα,k were arbitrary,
it would be interesting to study the class of models treated in this chapter for more com-
plicated driven lattice models than the graphene example considered here. This would
highlight the role of dispersion in shaping the steady-state currents and Floquet occupa-
tions. Second, it would be interesting to determine the role of the bath density of states
in the steady-state distribution, and to examine to what extent the bath density of states
could be manipulated to design the steady-state populations and currents. Third, the fate
of periodically-driven interacting systems when coupled to thermal reservoirs is largely
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unexplored. Several recent works [104, 152–154] have predicted that closed interacting sys-
tems heat up to infinite temperature when driven periodically. It would be interesting to
explore the landscape of possible interacting steady states that can be accessed when this
heating is balanced by dissipation to the reservoir. In studying such systems, one pursues
the much deeper problem of achieving phases of matter via nonthermal steady states that
are truly inaccessible at equilibrium.
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A Expressions for coefficients in Eq. (5.54)
In this Appendix we record expressions for the coefficients entering the equations of
motion for the populations and coherences. They are
|g˜11α,k|2 ν11α,k =
1
2
g2 ν11α,k
[
1−
(
α,k − Ω2
)
δEα,k
]
(5.A1a)
|g˜12α,k|2 ν12α,k =
|∆|2 g2 ν11α,k
|∆|2 + [(α,k − Ω2 )− δEα,k]2 (5.A1b)
g˜12α,k g˜
22 ∗
α,k ν
22
α,k =
|∆| g2 ν22α,k
2 δEα,k
(5.A1c)
g˜11α,k g˜
21 ∗
α,k ν
21
α,k = −
|∆| g2 ν22α,k
2 δEα,k
(5.A1d)
|g˜22α,k|2 ν22α,k =
|∆|2 g2 ν22α,k
|∆|2 + [(α,k − Ω2 )+ δEα,k]2 (5.A1e)
|g˜21α,k|2 ν21α,k =
1
2
g2 ν22α,k
[
1 +
(
α,k − Ω2
)
δEα,k
]
(5.A1f)
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g˜21 ∗α,k g˜
11
α,k ν
11
α,k = −
|∆| g2 ν11α,k
2 δEα,k
(5.A1g)
g˜22 ∗α,k g˜
12
α,k ν
12
α,k =
|∆| g2 ν11α,k
2 δEα,k
. (5.A1h)
Note that above we have made use of the assumptions that g1 = g2 = g and ν
i1
α,k = ν
i2
α,k.
In the main text, we also make use of high-frequency limits of the above expressions.
To order 1/|Ω|, they are
|g˜11α,k|2 ν11α,k ≈
1
2
g2 ν11α,k (1 + sgn Ω) (5.A2a)
|g˜12α,k|2 ν12α,k ≈
1
2
g2 ν11α,k (1− sgn Ω) (5.A2b)
|g˜22α,k|2 ν22α,k ≈
1
2
g2 ν22α,k (1 + sgn Ω) (5.A2c)
|g˜21α,k|2 ν21α,k ≈
1
2
g2 ν22α,k (1− sgn Ω) (5.A2d)
g˜12α,k g˜
22 ∗
α,k ν
22
α,k ≈ g2
∣∣∣∣∆Ω
∣∣∣∣ ν22α,k (5.A2e)
g˜21 ∗α,k g˜
11
α,k ν
11
α,k ≈ −g2
∣∣∣∣∆Ω
∣∣∣∣ ν11α,k. (5.A2f)
These limits of the coefficients were used to derive Eq. (5.56).
Chapter 6
Occupation of topological Floquet bands in open
systems
Abstract
Floquet topological insulators are noninteracting quantum systems that, when driven
by a time-periodic field, are described by effective Hamiltonians whose bands carry nontriv-
ial topological invariants. A longstanding question concerns the possibility of selectively
populating one of these effective bands, thereby maximizing the system’s resemblance to a
static topological insulator. We study such Floquet systems coupled to a zero-temperature
thermal reservoir that provides dissipation. We find that the resulting electronic steady
states are generically characterized by a finite density of excitations above the effective
ground state, even when the driving has a small amplitude and/or large frequency. We
discuss the role of reservoir engineering in mitigating this problem. 1
6.1 Introduction
In recent years, the possibility of engineering topological states of matter in otherwise
trivial materials has motivated significant interest in electronic systems driven periodically
in time [24, 99–101, 106, 132, 155, 156]. The prescription for a particular target topological
state is obtained using Floquet theory [97, 98], which describes a periodically-driven quan-
tum system with Hamiltonian H(t) = H(t+τ) in terms of a time-independent Hamiltonian
1The contents of this chapter were published in Physical Review B 91, 235133 (2015).
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HF. In particular, Floquet’s theorem states that there exists a complete basis of solutions
of the time-dependent Schro¨dinger equation H(t) |ψj(t)〉 = i ∂t |ψj(t)〉 of the form
|ψj(t)〉 = e−ijt |uj(t)〉 , (6.1)
where the state |uj(t)〉 = |uj(t+ τ)〉 is periodic in time with the same period as H(t). The
quasi-energies j can be thought of as the energy spectrum of an effective “Floquet Hamil-
tonian” HF defined by evaluating the evolution operator U(t2, t1) at an integer multiple of
the period τ , i.e. U(nτ, 0) =: exp(−iHF nτ). Floquet’s theorem guarantees the existence
of a time-periodic unitary operator P (t) that maps the time-dependent Hamiltonian onto
HF [20, 146, 157]:
HF = P
†(t)H(t)P (t)− iP †(t)∂tP (t). (6.2)
If the single-particle Hamiltonian HF and its associated eigenstates |uj(nτ)〉 define a model
with nontrivial Berry curvature, then it is possible for the quasienergy “bands” to possess
nonzero Chern numbers or Z2 invariants [24, 99], defined by analogy with static Hamilto-
nians [158].
Despite the formal similarity to undriven systems, there are several fundamental differ-
ences between a Floquet effective Hamiltonian HF and a static Hamiltonian. First, there
is an ambiguity in the definition of HF above: the quasienergies j are only defined mod-
ulo multiples of the driving frequency ω = 2pi/τ . In other words, the definition of HF is
invariant under the gauge transformation
j → j + nj ω and |uj(t)〉 → einjωt |uj(t)〉 , (6.3)
for any set of integers {nj}. This makes an a priori definition of a “lowest” quasienergy
impossible, since one can always fold and/or reorder (c.f. Fig. 6.1) the spectrum by means
of such a gauge transformation [33].
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Figure 6.1: Ambiguity in the ordering of quasienergy bands. For two quasienergy bands
falling within a given strip of size ω, as in a), a gauge transformation of the form (6.3) can
be used to shift the window and invert the ordering, as in b).
This obstruction to defining a unique Floquet ground state highlights a second im-
portant contrast with static systems, namely the fact that there is no universal principle
determining the occupations of quasienergy states at zero temperature. Indeed, this sig-
nature of the inherently out-of-equilibrium nature of periodically-driven systems poses a
challenge to theoretical proposals of Floquet topological states — even if a Floquet system
has topological quasienergy bands, there is no guarantee that the long-time state of the
system is a pure Floquet state with the desired features [144, 156, 159]. For open systems in
contact with a thermal reservoir, as is the case in solid-state realizations, the detailed prop-
erties of the reservoir and its coupling to the system play crucial roles in determining the
nonequilibrium steady state of the system at long times [33, 34, 94, 95, 108, 139, 160, 161].
In this work, we investigate the occupations of topological Floquet bands in a nonin-
teracting fermionic system coupled to a thermal reservoir at zero temperature. We ask
whether, and under what conditions, it is possible for the nonequilibrium steady state of
the system to feature a single fully populated Floquet band when the original undriven
system is half-filled. Using a Floquet master equation approach, we examine as a function
of the driving amplitude and frequency the rate to escape a given Floquet state. We find
that generic systems undergo heating that spoils the complete occupation of a single band,
even in the favorable limit of weak, off-resonant driving. In the best-case scenario, the
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excitation density falls off as a power law in 1/ω, with the non-universal decay exponent
set by the low-energy behavior of the bath density of states. We close by suggesting bath
engineering schemes that could further suppress excitations. While our motivation derives
from the pursuit of topological phases in driven systems, we point out that our results hold
equally well in “trivial” Floquet band insulators.
The structure of the paper is as follows. In Sec. 6.2, we provide an overview of the
Floquet master equation approach used in this work. Rather than focusing on exposition,
this section provides a fresh perspective on the subject by emphasizing the requirement of
invariance of all physical quantities under gauge transformations of the form (6.3). This
physical principle resolves many of the conceptual ambiguities regarding the definitions of
Floquet states and the associated quasienergies. Within this formalism, we outline con-
ditions under which open Floquet systems can reach steady states that resemble their
equilibrium counterparts, i.e. where the occupations of the Floquet states at finite temper-
ature are distributed in a Boltzmann-like fashion. In the remaining sections, which can be
read independently of Sec. 6.2, we specialize to the study of noninteracting, two-band Flo-
quet systems coupled to zero-temperature bosonic reservoirs, and present the main results
of this work, which were outlined above.
6.2 Floquet master equations
6.2.1 Definitions and comments on gauge invariance
In this paper, we will study Floquet systems that are described by Hamiltonians of the
form
H(t) = HS(t) +HSB +HB, (6.4)
whereHS(t) = HS(t+τ) describes the periodically driven system, HB describes the reservoir
(or “bath”), and HSB describes the coupling between them. Following Refs. [33] and [34],
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we assume a system-bath coupling of the factorized form
HSB = γ S B, (6.5)
where γ is a real coupling constant [assumed to be smaller than any energy scale in HS(t)],
and where S and B are Hermitian operators acting solely on the degrees of freedom of the
system and the bath, respectively 2. System-bath couplings of this form are ubiquitous in
the study of open quantum systems, e.g. in spin-boson-type models [162]. The reservoir
described by HB, whose eigenstates and energies HB |ν〉 = Eν |ν〉 are known, is assumed
to be in thermal equilibrium (either at zero temperature or at a finite temperature 1/β,
although in Sec. 6.3 we will specialize to the case of zero temperature).
The unitary time evolution of the full closed system is completely characterized by the
density matrix %(t), whose equation of motion is given by
i∂t %(t) = [H(t), %(t)]. (6.6)
Our interest, however, is primarily in the influence of the reservoir on the system described
by HS(t). The important quantity to consider is then the reduced density matrix
ρ(t) := TrB [%(t)] , (6.7)
where TrB[ · ] represents the operation of taking the trace over the bath degrees of freedom.
The evolution of the open system described by ρ(t) is obtained by “tracing out” the bath
in Eq. (6.6), which results in a master equation for the reduced density matrix. Owing
to the explicit time-dependence of HS, this master equation has time-periodic coefficients,
so that the Floquet states defined by Eq. (6.1) form a natural basis in which to resolve
ρ(t) [33, 34, 94, 95, 108, 139]. The derivation of the master equation for the reduced
2The alternative choice HSB =
∑
j,ν (γjν SjBν + H.c.), which is sufficiently general to include couplings
to phonons and fermionic leads, results only in cosmetic changes to the resulting kinetic equations; we
therefore opt instead for the simpler form in Eq. (6.5).
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density matrix in the Floquet basis proceeds via the Born-Markov approximation, which
amounts to an assumption of weak coupling between the system and bath, as well as the
assumption that the correlation time of the bath is sufficiently short that memory effects
can be neglected.
A particularly clear derivation of this Floquet master equation, as well as a careful
discussion of the hierarchy of time-scales necessary in order for the Born-Markov approxi-
mation to hold, is presented by Hone et al. in Ref. [34]. We refer the reader to that work
(and references therein) for details, and begin our discussion with the master equation
written in their notation:
(∂t + iij) ρij(t) = −1
2
∑
k,l
{
ρlj(t)Rik;lk(t) + ρil(t)R
∗
jk;lk(t)
−ρkl(t)
[
Rlj;ki(t) +R
∗
ki;lj(t)
]}
, (6.8a)
where
ρij(t) := 〈ui(t)| ρ(t) |uj(t)〉 , (6.8b)
ij := i − j , (6.8c)
and the coefficients Rij;kl(t) :=
∑
K e
iKωtRij;kl(K), where
Rij;kl(K) := 2piγ
2
∑
m
Sij(m+K)S
∗
kl(m) g(lk −mω)
Sij(m) :=
1
τ
ˆ τ
0
dt e−imωt 〈ui(t)|S |uj(t)〉 . (6.8d)
The influence of the bath is contained in the function g(E), essentially a weighted density
of states, which is defined by
g(E) =
1
Z
∑
µ,ν
e−βEµ |〈µ|B|ν〉|2 δ(E + Eν − Eµ), (6.8e)
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Z =
∑
ν
e−βEν , (6.8f)
where β is the inverse temperature.
Equation (6.8a) is advantageous in that it is completely invariant under the gauge
transformations (6.3) that reshuffle the quasienergy spectrum. Indeed, defining
|u′j(t)〉 := einjωt |uj(t)〉 (6.9a)
′j := j + njω, (6.9b)
one finds that the density matrix transforms as
ρij(t) = e
inijωt ρ′ij(t) ≡ ei(ni−nj)ωt 〈u′i(t)| ρ(t) |u′j(t)〉 , (6.10)
while the time-dependent rates transform as
Rij;kl(t) = e
i(nik−njl)ωtR′ij;kl(t). (6.11)
Consequently, the left- and right-hand sides of Eq. (6.8a) transform with an oscillating
phase factor that cancels, and the equation is therefore invariant under the gauge trans-
formation.
Despite the appeal of a gauge-invariant equation of motion for the reduced density
matrix, it is also difficult to make analytical progress while the rates Rij;kl(t) are time-
dependent. If one is only interested, as we are, in the long-time limit, where the density
operator does not vary substiantially over a single period, then a valid means of bypassing
this difficulty is to consider the time-average of both sides of Eq. (6.8a) [34],
i ij ρij = −1
2
∑
k,l
[
ρljRik;lk + ρilR
∗
jk;lk
−ρkl
(
Rlj;ki +R
∗
ki;lj
)]
,
(6.12a)
102
where ρij ≡ ρij(t→∞) is the time-average of ρij(t), and where
Rij;kl = Rij;kl(K = 0) (6.12b)
are the time-averaged rates. Equation (6.12a) can be further simplified by considering the
structure of the averaged density matrix ρij . Indeed, so long as ij = i − j 6= 0 for i 6= j,
the system-bath coupling γ can be chosen to be much smaller than the smallest ij . In this
case, the off-diagonal elements of the steady-state reduced density matrix vanish to order
γ2 (c.f. [34]), and the occupations pi := ρii of the Floquet states are solutions to the rate
equation
0 =
∑
j 6=i
(Rj→i pj −Ri→j pi) , (6.13)
where the transition rates
Ri→j = Rij;ij = R∗ij;ij
= 2piγ2
∑
m
|Sij(m)|2 g(ji −mω). (6.14)
Our treatment of nonthermal steady states in Sec. 6.3 will be based on a careful analysis
of the rate equation (6.13) in the special case of a two-state system.
The time-averaging process outlined above spoils the gauge-invariance of Eq. (6.8a);
after time-averaging, one therefore implicitly commits to a choice of ordering for the
quasienergies. Indeed, observe that
Rij;kl(K) = R
′
ij;kl(K + nik − njl). (6.15)
In particular, Rij;kl(K = 0) 6= R′ij;kl(K = 0) if nik − njl 6= 0. This indicates that the
primed version of Eq. (6.12a) need not hold given the unprimed version. However, observe
that the diagonal rates Rij;ij ≡ Ri→j , along with the diagonal density matrix elements
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ρii(t), are invariant under the gauge transformation (6.9) [c.f. Eq. (6.10)]. Therefore, the
rate equation (6.13) that governs the steady-state populations is gauge invariant.
One important consequence of the gauge invariance of Eq. (6.13) is that, in addition to
exact degeneracies where ij = 0, one must also treat carefully quasi -degeneracies, where
ij = mω for some m ∈ Z. Such situations were of primary concern in Ref. [34], which
points out that such degeneracies can have profound effects on the steady-state density
matrix. In the language of gauge-invariance adopted here, such quasi-degeneracies are
simply indicative of the fact that there exists a gauge in which quasienergies i and j are
degenerate.
Consequently, in such situations, Eq. (6.13) is no longer valid in the basis of Floquet
states. However, the density matrix nevertheless has a block-diagonal structure, ρij being
nonzero only when ij = 0 in some gauge. (Let us, for simplicity, adopt this gauge here
and for the remainder of the present discussion.) To close this section, we show that a
rate equation of the form (6.13) is recovered upon transforming to the basis in which ρij is
diagonal. The unitary transformation M that diagonalizes the density matrix acts on the
Floquet states as
|ui(t)〉 =
∑
i˜
Mi˜i |u˜i˜(t)〉 , (6.16a)
ρij =
∑
i˜,j˜
M∗
i˜i
Mjj˜ ρ˜i˜j˜ , (6.16b)
Sij =
∑
i˜,j˜
M∗
i˜i
Mjj˜ S˜i˜j˜ , (6.16c)
Rij;kl =
∑
i˜,j˜,k˜,l˜
M∗
i˜i
Mjj˜ Mkk˜M
∗
ll˜
R˜i˜j˜;k˜l˜ . (6.16d)
We now plug these transformed quantities into Eq. (6.12a), keeping in mind that its left-
hand side can be set to zero given that ρij is zero whenever ij 6= mω. We obtain, for each
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i and j,
0 =
∑
i˜,j˜
(
M∗
i˜i
Mjj˜
)∑
k˜,l˜
[
ρ˜l˜j˜ R˜i˜k˜;l˜k˜ + ρ˜i˜l˜ R˜
∗
j˜k˜;l˜k˜
−ρ˜k˜l˜
(
R˜l˜j˜;k˜i˜ + R˜
∗
k˜i˜;l˜j˜
)]
. (6.17)
One can show that Eq. (6.17) holds if and only if
0 =
∑
k˜,l˜
[
ρ˜l˜j˜ R˜i˜k˜;l˜k˜ + ρ˜i˜l˜ R˜
∗
j˜k˜;l˜k˜
− ρ˜k˜l˜
(
R˜l˜j˜;k˜i˜ + R˜
∗
k˜i˜;l˜j˜
)]
, (6.18)
for all i˜ and j˜. Next, consider the above equation when i˜ = j˜, while at the same time
keeping in mind that ρ˜ is diagonal. We obtain
0 =
∑
k˜
ρ˜i˜˜i
(
R˜i˜k˜;˜ik˜ + R˜
∗
i˜k˜;˜ik˜
)
−
∑
k˜
ρ˜k˜k˜
(
R˜k˜i˜;k˜i˜ + R˜
∗
k˜i˜;k˜i˜
)
, (6.19)
or equivalently
0 =
∑
k˜
(
p˜i˜ R˜i˜→k˜ − p˜k˜ R˜k˜→i˜
)
, (6.20)
where p˜i˜ is the probability of being in the state labeled by i˜, and
R˜i˜→k˜ = 2piγ
2
∑
m
∣∣Si˜k˜(m)∣∣2 g(k˜i˜ −mω). (6.21)
This discussion has therefore demonstrated that a rate equation of the form (6.13) always
determines the steady-state reduced density matrix ρij in some basis, namely the basis
in which ρij is diagonal. Whether or not this basis is the basis of Floquet states, or
some other time-periodic basis, depends on the degeneracy structure of the quasienergy
spectrum. Nevertheless, the subsequent analyses presented here hold equally well in this
choice of basis.
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6.2.2 Conditions for thermal Floquet steady states
In this section, we will determine, within the master equation formalism discussed
above, conditions under which the driven system relaxes to a thermal distribution with
respect to the quasienergies. In particular, we will show that such a situation occurs
provided that P †(t)HSBP (t), where P (t) is defined via Eq. (6.2) withH(t) = HS(t), is either
time-independent or depends on time in a particularly simple way. While statements to this
effect have been made in various works [110, 120, 142, 143], we provide here a simple and
complementary derivation of the statement from the master equation formalism outlined in
Ref. [34], and provide connections to the principle of gauge invariance discussed previously.
Before beginning with the derivation, we observe that, at finite temperature, the function
g(E), which contains the influence of the bath on the driven system, satisfies
g(E) = g(−E) e−βE , (6.22)
which induces the following generalized detailed balance relation for the rates appearing in
Eq. (6.13) [34]:
Ri→j
Rj→i
= eβ(i−j)
∑
mR
m
i→j∑
mR
m
i→je−βmω
, (6.23a)
where
Rmi→j = 2piγ
2 |Sij(m)|2 g(ji −mω). (6.23b)
Note that substituting Eq. (6.23) into the rate equation (6.13) yields a thermal distribution
for the occupations of the Floquet states, i.e. pj ∝ e−β j if m = 0.
We can now show that such a thermal distribution emerges if P †(t)HSBP (t) is time-
independent, simply by showing that it implies that only the m = 0 terms contribute to
Eq. (6.23). To do this, we make use of an explicit representation of the operator P (t),
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which can be derived as follows. Noting first that the evolution operator U(t2, t1) can be
written in terms of the Floquet states |uj(t)〉 as
U(t2, t1) =
∑
j
|ψj(t2)〉 〈ψj(t1)|
=
∑
j
e−ij(t2−t1) |uj(t2)〉 〈uj(t1)| ,
(6.24)
we compute
i∂tU(t, 0) = HS(t)U(t, 0)
=
∑
j
e−ijt
[
j |uj(t)〉 〈uj(0)|
+ i∂t |uj(t)〉 〈uj(0)|
]
.
(6.25)
Acting from the right with U †(t, 0) on both lines above and using the fact that 〈ui(t)|uj(t)〉 =
δij at any time t, we deduce that
HS(t) =
∑
j
[
j |uj(t)〉 〈uj(t)|+ i∂t |uj(t)〉 〈uj(t)|
]
. (6.26)
At this point, making the ansatz
P (t) :=
∑
j
|uj(t)〉 〈uj(0)| , (6.27)
we find that indeed
HF = P
†(t)HS(t)P (t)− iP †(t)∂tP (t), (6.28a)
where
HF :=
∑
j
j |uj(0)〉 〈uj(0)| , (6.28b)
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i3
ik 1
ik
Figure 6.2: (Color online) Closed loop in a graphical representation of the state space
defined by the Floquet states and the rates Ri→j connecting them. Blue circles represent
Floquet states, and a directed arrow pointing from state i to state j represents the rate
Ri→j . If the condition (6.34) is satisfied around all closed loops in the graph, then the
extra factors of mijω on the links can be removed by a gauge transformation of the form
(6.9), yielding a thermal quasienergy distribution.
as desired.
Using the explicit form of P (t) provided in Eq. (6.27), the desired result follows directly
from the definition of Rmi→j given in Eq. (6.23b). In particular, observe that
Sij(m) =
1
τ
ˆ τ
0
dt e−imωt 〈ui(t)|S |uj(t)〉
=
1
τ
ˆ τ
0
dt e−imωt 〈ui(0)|P †(t)SP (t) |uj(0)〉 .
(6.29)
If P †(t)SP (t) [and therefore P †(t)HSBP (t)] is independent of time, then Sij(m) = Rmi→j = 0
for all m 6= 0. We have therefore shown that, if the operator P †(t)HSBP (t) is time-
independent, then the steady-state occupations of the Floquet states are given by pj ∝
e−βj , as they would be for a system with Hamiltonian HF at equilibrium with a finite-
temperature reservoir. The zero-temperature limit of the associated grand-canonical dis-
tribution determines an unambiguous ordering of the quasienergies.
If P †(t)SP (t) is not time-independent, it is still possible to reach an effective thermal
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distribution if detailed balance, namely the relation
Ri→j
Rj→i
=
pj
pi
, (6.30)
holds for all i and j. For example, let us expand the time-periodic operator P †(t)SP (t) =:∑
n Sn einωt, and consider the case where 〈ui(0)| Sn |uj(0)〉, for fixed i and j, is nonzero
for a single mode n = mij . In this case,
Ri→j = 2piγ2 |Sij(mij)|2 g(ji −mij ω). (6.31)
Since S is a Hermitian operator, we have mij = −mji, and Sij(mij) = S∗ji(mji). It follows
that Eq. (6.23) becomes
Ri→j
Rj→i
= eβ(i−j+mijω). (6.32)
In this case, one recovers a thermal quasienergy distribution only if it is possible to con-
sistently absorb the extra factor of mijω into a redefinition of the quasienergies j . In
principle, this can be achieved by means of gauge transformations of the form (6.9), which
shift the quasienergies by integer multiples of the driving frequency ω. In practice, however,
it might arise that such a gauge transformation cannot be performed consistently over all
Floquet states. Fortunately, there is a condition, demonstrated below, on the integers mij
that guarantees that such a transformation can be carried out.
The set of nonvanishing transition rates Ri→j defines the directed edges of a graph
whose vertices are the Floquet states (see Fig. 6.2). In order to consistently gauge away
the extra factor of mijω, it is sufficient to require that for any closed loop i1 → i2 → i3 →
· · · → ik−1 → ik → i1 in this graph, one has
Ri1→i2
Ri2→i1
Ri2→i3
Ri3→i2
. . .
Rik−1→ik
Rik→ik−1
Rik→i1
Ri1→ik
= 1. (6.33)
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[Observe that this condition holds automatically if detailed balance, Eq. (6.30), holds.]
Using Eq. (6.32), one finds that this condition holds if and only if
mi1i2 +mi2i3 + · · ·+mik−1ik +miki1 = 0, (6.34)
which is the desired condition on the mij . The above condition is satisfied if mij = mi−mj
for all i and j. [Note, however, that this condition is sufficient but not necessary to satisfy
Eq. (6.34).] In this case, one can redefine the quasienergies via the gauge transformation
i → ′i = i +mi ω (6.35a)
such that Eq. (6.32) becomes
Ri→j
Rj→i
= eβ(
′
i−′j), (6.35b)
which yields the desired thermal quasienergy distribution pi ∝ e−β′i .
6.3 Zero-temperature nonequilibrium steady states
In this section, we carry out the program outlined in the introduction, and characterize
the zero-temperature occupations of Floquet bands in a generic class of periodically-driven
noninteracting systems. We take the combined Hamiltonian for the system and the reser-
voir to be given by Eq. (6.4), i.e.
H(t) = HS(t) +HSB +HB. (6.36a)
The Hamiltonian HS(t) describes the periodically-driven system, which we take for simplic-
ity to be a two-band model of noninteracting fermions. (Generalizing our results to models
with more than two bands is straightforward.) We will focus on the case of monochromatic
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driving, so that
HS(t) = H0 + λHD(t) (6.36b)
where λ is the driving amplitude and HD(t) depends on time via linear combinations
of sin(ωt) and cos(ωt). The quasienergy bands of the driven system, denoted by j(k)
(j = 1, 2), are assumed to be gapped (i.e. nondegenerate for all k) and to host nontrivial
topological invariants. The system-bath coupling is again taken to be in the factorized
form of Eq. (6.5), namely
HSB = γ S B, (6.36c)
We also take the operator S to conserve both momentum and particle number, so that each
k mode is effectively coupled to its own bath, and so hereafter we suppress the momentum
index k. Finally, HB describes a bosonic bath, with energy eigenstates |ν〉 and eigenvalues
Eν , which we take to be in equilibrium at zero temperature for all time.
If the Floquet spectrum is nondegenerate, as we assume, then ρij(t) is diagonal at long
times, and the steady-state occupation probabilities pj := ρjj(t→∞), where p1 + p2 = 1,
satisfy the rate equation (6.13), i.e.
0 = R2→1 p2 −R1→2 p1. (6.37)
We recall that the transition rates are defined as
Ri→j := 2piγ2
∞∑
m=−∞
|Sij(m)|2 g(j − i −mω), (6.38a)
Sij(m) :=
1
τ
ˆ τ
0
dt e−imωt 〈ui(t)|S |uj(t)〉 . (6.38b)
At zero temperature, the weighted bath density of states g(E) defined in Eq. (6.8e) is given
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by
g(E) =
∑
ν
|〈0|B|ν〉|2 δ(E + Eν). (6.38c)
We have set the bath ground-state energy E0 = 0, so that Eν>0 is strictly positive. For
this reason, g(E > 0) vanishes identically at zero temperature, a fact that will be of crucial
importance below. In our analysis, it will be instructive to model g(E) as a power law at
low energies compared to a very large cutoff scale [162]:
g(E) = g0 |E|η θ(−E). (6.39)
The real exponent 0 < η <∞ classifies the type of bath; if η = 1, the bath is referred to as
ohmic, while η > 1 and η < 1 are referred to as super-ohmic and sub-ohmic, respectively.
It is interesting to note, as pointed out in Sec. 6.2.1, that the rates entering equation
(6.37) are invariant under gauge transformations of the form (6.3). While these gauge
transformations change the ordering of the quasienergies, they nevertheless do not change
the occupations of the Floquet states themselves. However, as we will see later on, an
appropriately engineered reservoir is capable of determining an unambiguous ordering of
the quasienergies and a choice of an effective “Floquet ground state.”
We now turn to an analysis of the transition rates (6.38a) that will allow us to determine
the extent to which a single Floquet state can be populated at zero temperature, given
that the system is coupled to a bath. For this analysis, it will be convenient to choose
a gauge in which the ordering of the quasienergies is determined by the ordering of the
energies of the undriven Hamiltonian H0, in such a way that the separation ∆ := 2− 1 is
positive. This gauge can be understood by building up the Floquet states perturbatively
in λ from the eigenbasis of H0 [98]. To do this, we make use of the Fourier decomposition
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of the time-periodic Floquet states,
|uj(t)〉 =
∞∑
m=−∞
eimωt |umj 〉 , (6.40)
and observe that, to zeroth order in this gauge, |u0j 〉 is nothing but an eigenstate of H0.
(Notice also that |uj(nτ)〉 =
∑
m |umj 〉 are the eigenstates of HF underlying the Floquet
topological insulator.) The nonzero-m Fourier components of |uj(t)〉 arise due to hybridiza-
tion of the spectrum via HD, and therefore scale with the driving amplitude λ as
√
〈umj |umj 〉 ∼ (λ/ω)|m|, (6.41)
which follows within perturbation theory to |m|-th order in λ 3. Henceforth, we will take
λ/ω to be small either on account of a small λ or a large ω. In Appendix A, we examine
the case where λ/ω is not small, which is much less favorable for Floquet topological states.
Factoring out the λ/ω scaling from the states |umi 〉, we find that one can rewrite the matrix
elements in Eq. (6.38b) in the following form:
Sij(m) =
∞∑
k=−∞
(λ/ω)|k|+|k+m| 〈uki |S |uk+mj 〉
= (λ/ω)|m| smij (λ/ω) ,
(6.42)
where smij (λ/ω) are regular functions containing the terms in the series that depend weakly
on λ/ω or lead to a decay of Sij(m) faster than (λ/ω)
|m| as λ/ω → 0.
With all this in mind, we now analyze the quantity
p2
p1
=
R1→2
R2→1
=
∑
m |S12(−m)|2 g(∆ +mω)∑
m |S12(+m)|2 g(−∆ +mω)
, (6.43)
which is proportional to the density of excitations above the “lowest” quasienergy state in
3Note that one cannot rule out the possibility that
√
〈umj |umj 〉 scales with an additional nonuniversal
function of ω that approaches unity as ω →∞.
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this gauge (1). If only m = 0 above contributes, the excitation density vanishes and the
lower band is completely filled at long times, as it would be at equilibrium, owing to the
fact that the argument of g(E) in the numerator is positive. While model systems that
reach such an effective equilibrium steady state have been studied [120, 133, 139, 142, 143],
it is well-known that these steady states do not occur for generic choices of HSB and g(E).
We ask, instead, whether there are any more general mechanisms or limits that suppress
p2/p1. The analysis is simplified if we assume that λ/ω is sufficiently small that we can
keep only the lowest nontrivial value of |m| in the sums above. We will focus on the case
ω > ∆, since the opposite case would likely not yield a topological band structure.
For ω > ∆, then only the terms with m < 0 (m ≤ 0) contribute to the numerator
(denominator) of Eq. (6.43). In this case, we find that suppression of p2/p1 is possible in
the limit ω  ∆, which yields [c.f. Eq. (6.42)]
p2
p1
≈
[ |s−112 (λ/ω)|2
|s112(λ/ω)|2
+
|s012(λ/ω)|2
|s112(λ/ω)|2
(ω
λ
)2 (∆
ω
)η]−1
. (6.44)
In addition to the exponent η, the behavior of p2/p1 as ω → ∞ depends on the scaling
of the quasienergy separation ∆ with λ and ω. We assume the scaling ∆ ∼ λ (λ/ω)α, for
α ≥ 0; for example, the case α = 1 corresponds to the size of the direct gap predicted in
graphene coupled to a circularly polarized electric field [99, 100]. We additionally allow the
driving amplitude to scale with the frequency, λ ∼ ωβ, as it may in some physical driven
systems [17, 20]. Using these scaling forms, we find that as ω →∞ the excitation density
p2
p1
∼ ω−(1−β)[2−η(α+1)] → 0, (6.45a)
so long as the product
(1− β) [2− η(α+ 1)] > 0. (6.45b)
Noting that the simultaneous requirement of small λ/ω and large ω restricts β ≤ 1, this
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criterion reduces to
η <
2
α+ 1
. (6.45c)
If this condition is not satisfied, then p2/p1 approaches a nonuniversal constant in the
high-frequency limit, and no single Floquet state is fully populated in the steady state. It
is important to note that α, and therefore the excitation density, is k-dependent, since the
scaling of ∆ with λ/ω varies in momentum space. In particular, for k far away from the
value at which the minimal quasienergy separation occurs, ∆ becomes independent of λ
and ω. The ω-scaling for this case is obtained by setting α = 0 in Eqs. (6.45).
For a given α and β (fixed by the physical realization of the system), the above result
suggests that the low-energy behavior of the function g(E) essentially determines whether
or not a single Floquet band is occupied in the limit ω  ∆. For example, in the case
of graphene in a circularly-polarized electric field (α = 1, β = 0), there is a critical value
ηc = 1 (i.e., ohmic dissipation) that separates the power-law decay of p2/p1 from the afore-
mentioned nonuniversal behavior. Therefore, an ohmic bath already violates Eq. (6.45c)
for graphene in a circularly-polarized electric field, and the population of the bands near
the K-point is not controllable by increasing ω if the bath is ohmic.
In cases where the excitation density decays as a power law at large frequencies, one
must still take care to determine whether the resulting steady state has the desired charac-
teristics of the topological Floquet bands. As ω increases, the Floquet effective Hamiltonian
HF may approach H0 as 1/ω or faster. If the power-law decay of p2/p1 is faster than this
approach, then the suppression of excitations can still occur in a regime where the Floquet
bands are topological. The situation can be improved by allowing a scaling of the ampli-
tude λ ∼ ωβ for β 6= 0 [20], but the value of the exponent β must be balanced against an
appropriate value of η [c.f. Eq. (6.45c)] in order for the desired suppression to take place.
Furthermore, it is important to keep in mind that, depending on the exponents α, β, and η,
the power law decay of p2/p1 can be very slow, so that a finite density of excitations remains
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even at high frequencies compared to all system energy scales. In order for excitations to
be completely suppressed, one must have
Teff < ∆, (6.46a)
where the frequency- and momentum-dependent effective temperature Teff is defined as
Teff =
∆
ln(p1/p2)
. (6.46b)
Note that this effective temperature arises even though the bath itself is at zero tempera-
ture, and can therefore be understood as a signature of heating effects due to the driving.
6.4 The role of bath engineering
The sensitive dependence on the exponent η of the large-frequency scaling of the ex-
citation density already demonstrates the crucial role that the bath plays in stabilizing
Floquet topological states in open systems. We close by commenting on two additional
ways in which the bath and its coupling to the system can be engineered in order to further
favor the suppression of p2/p1.
One way to suppress excitations is to engineer the spectrum of the bath itself so that
the function g(E) appearing in Eq. (6.38a) does not have a simple power-law form as in
Eq. (6.39), but instead drops to zero in a neighborhood of E = ∆0−ω, where ∆0 := ∆(k0)
is some reference value of the quasienergy separation, as in Fig. 6.3. (Such a scenario could
be envisioned if, for example, the bath consists of quantized electromagnetic radiation in
a cavity, whose size could be tuned to achieve the desired effect.) If the width of the dip
in g(E) is on the order of the width of the upper band, then excitations can be suppressed
even if ω is not much larger than ∆0. Indeed, if ω > ∆0 and λ/ω is sufficiently small that
only the first few terms in the sums over m in Eq. (6.43) are kept, then the suppression
of g(E) near this value eliminates the terms with m 6= 0 up to order (λ/ω)4. However,
116
g(E)
E E
k
 k
!
m = 0
m = 1
1
1
2
2
R1!2
✏
Figure 6.3: (Color online) Suppressing unwanted transitions between Floquet states by
design of the function g(E). Depleting the density of states in the neighborhood of such
a transition ensures that there is no corresponding transition in the bath to compensate,
essentially forbidding it.
it is important to point out that the excitation density in this case still exhibits at best
power-law decay at large frequencies, with appropriate modifications to Eqs. (6.45) arising
from keeping terms other than |m| = 0, 1 in Eq. (6.43). To completely eradicate excitations
to all orders in λ/ω, one must engineer dips at energies E = ∆0 −mω for all m > 0.
Of course, by placing the dip at E = −∆0 − ω, one can also use this mechanism
to populate what we have referred to as the upper band in this choice of gauge. While
this scenario looks like a population inversion, one can of course perform an appropriate
transformation of the form (6.3) to reorder the Floquet bands in such a way that the
populated band is the lowest. This example indicates that, in certain cases, the reservoir
can “choose” a preferred gauge in which the system appears to be (nearly) at equilibrium.
The system-bath coupling is another quantity that could potentially be manipulated
in order to suppress excitations. Indeed, certain system-bath couplings are known to yield
relaxation to steady states that feature filled Floquet bands. For example, if HSB is chosen
in such a way that P †(t)HSBP (t), where P (t) satisfies Eq. (6.2) with H(t) = HS(t), is time-
independent, then the system described by the total Hamiltonian H(t) defined in Eq. (6.4)
reaches an effective thermal equilibrium with respect to the eigenvalues of HF (see Sec. 6.2.2
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and Refs. [110, 120, 142, 143]). Given sufficient control over the system-bath coupling, one
could attempt to engineer such a situation, at least to some order in λ/ω, by designing an
HSB that, say, commutes with the lowest nontrivial Fourier harmonic of P (t), or even by
engineering an appropriate time dependence in HSB to cancel the time-dependence in P (t)
to some order.
6.5 Summary and Conclusion
We have argued in this work that the possibility of stabilizing a Floquet topological
state with a low density of excitations is heavily constrained by the coupling to a thermal
reservoir. Using scaling arguments, we demonstrated that, even in the limit of weak driving
and/or high frequenscy, the bath density of states has tremendous influence on whether or
not excitations are suppressed as ω → ∞. We also suggested ways of designing the bath
and its coupling to the system in order to suppress excitations.
Our results suggest that it is at best difficult, and at worst impossible, to engineer
a periodically-driven quantum system whose steady state resembles the zero-temperature
ground state of some target topological phase. However, even out of equilibrium, there is
reason to believe that nontrivial features, such as topological indices [26], edge states [156],
and (approximately) quantized transport [155, 159], survive in both isolated and open
systems. Indeed, there is already experimental evidence to this effect in cold atomic
gases [17, 19]. We emphasize, however, that it is precisely in the deviations from the
resemblance to equilibrium systems where the newest physics lies. For example, inter-
acting versions of these models [132] could be used as platforms to probe fractionalized
excitations out of equilibrium.
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A Limit of strong driving
In the case of strong driving (λ/ω  1), there are many values of m for which Sij(m)
can be non-negligible. Indeed, as λ/ω → ∞, the Floquet states can become chaotic, so
that the Sij(m) may be regarded as essentially random variables, whose magnitudes need
not decay quickly as |m| becomes large. For this reason, the sums in the numerator and
denominator of Eq. (6.43) generically diverge in the limit λ/ω → ∞, and the ratio of
transition rates is indeterminate. One can, however, identify constraints on the amplitudes
|S12(m)|2 such that the ratio converges to a definite finite value. In particular, if
|S12(±|m|)|2 < (const.)× 1|m|1+η+δ (6.A1)
as |m| → ∞ for any positive real number δ, then both series are bounded from above
by a convergent series, and therefore the ratio has a definite value. This is true even for
infinitesimally small δ → 0+.
Even if the sums in the numerator and denominator are divergent, the ratio (6.43)
can approach a finite value for system-bath coupling operators S such that |Sij(m)|2 =
|Sij(−m)|2, due to a symmetry. To see this, let us drop the m = 0 term in the denominator
and rewrite Eq. (6.43) for ω > ∆ as
p2
p1
≈
∑
m<0 |S12(|m|)|2 (|m|ω −∆)η∑
m<0 |S12(|m|)|2 (|m|ω + ∆)η
. (6.A2)
For large |m|, the summands in the numerator and denominator become identical. There-
fore, if |S12(|m|)|2 is finite for sufficiently large |m|, the ratio of the two sums approaches
1 from below as |m| grows. When this occurs, the system approaches an infinite effec-
tive temperature — all Floquet states are occupied with equal probabilities, despite the
fact that the bath is held at zero temperature. If there exists some |mmax| such that
|S12(|mmax|)|2 = 0, then the ratio takes on a finite value that is bounded from above by
unity.
Chapter 7
Stroboscopic symmetry-protected topological
phases
Abstract
Symmetry-protected topological phases of matter have been the focus of many recent
theoretical investigations, but controlled mechanisms for engineering them have so far been
elusive. In this work, we demonstrate that by driving interacting spin systems periodically
in time and tuning the available parameters, one can realize lattice models for bosonic SPT
phases in the limit where the driving frequency is large. We provide concrete examples
of this construction in one and two dimensions, and discuss signatures of these phases in
stroboscopic measurements of local observables. 1
7.1 Introduction
Since the discovery of the quantum Hall effect (QHE) [163], topological phenomena
in quantum many-body systems have dramatically changed our understanding of phases
of matter. In particular, the study of the fractional QHE brought about the notion of
topological order [164–166], which characterizes phases of matter with emergent fractional
excitations and topological ground-state degeneracy, which cannot be described within the
standard Landau-Ginzburg framework.
In recent years, the prediction and discovery of topological band insulators [158, 167]
1The contents of this chapter were published in Physical Review B 92, 125107 (2015).
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has awakened a great deal of interest in gapped symmetry-protected topological (SPT)
phases of matter. These phases of matter lack fractionalized degrees of freedom, but
display topological properties that manifest themselves in non-trivial boundary states that
are protected by global symmetries. While they do not display the long-range entanglement
of topologically-ordered systems, SPT phases of matter are characterized primarily by a
nontrivial short-range entanglement structure in the low-energy states [6, 168].
Following the classification of weakly-interacting fermionic SPT states [70–72], there
has been a vast amount of recent effort to classify strongly-interacting SPT phases [6, 168–
173] as well as to construct models supporting them [6, 168, 174–183]. In light of this effort,
it is highly desirable to identify controlled mechanisms capable of bringing SPT states into
realization.
In this chapter, we put forward a proposal to realize bosonic SPT phases as out-of-
equilibrium states of quantum spin systems with periodically-driven multispin interactions.
The systems we study are described by time-dependent Hamiltonians of the form
H(t) = H0 + Θ(t) f(t)Hint , (7.1)
where H0 is a local Hamiltonian describing a trivial paramagnet (i.e., one whose ground
state is a trivial product state) and Hint is a local interaction with a time-periodic coupling
constant f(t) = f(t + T ) with zero mean and a characteristic frequency ω = 2pi/T . Θ(t)
is the Heaviside function denoting a protocol where the drive is switched on at t = 0.
When Hint = 0, H(t) = H0 can be mapped from a trivial paramagnetic Hamiltonian to
an SPT Hamiltonian by a product of local unitary transformations that entangles the local
degrees of freedom in a nontrivial way [6, 168, 179]. Such transformations arise naturally
in the study of many-body systems with periodically-driven interactions. In particular,
we will show that, in the limit of large ω, the time-periodic unitary transformation to the
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“rotating frame,” (we set ~ = 1)
UR(t) = e
i
´ t
0 d t
′ f(t′)Hint ≡ ei g(t)Hint , (7.2)
generates the desired entanglement if Hint is chosen appropriately. The transformation
UR(t) maps a state |ψ(t)〉, whose time evolution is governed by the Hamiltonian (7.1), into
a state |ψR(t)〉 = UR(t) |ψ(t)〉 whose time evolution is generated by
HR(t) = UR(t)H(t)U
†
R(t)− iUR(t) ∂t U †R(t). (7.3)
The stroboscopic evolution of the initial state in the rotating frame,
|ψR(nT )〉 = e−iHF nT |ψR(0)〉
(n ∈ Z), is governed by the Floquet Hamiltonian HF, which can be systematically deter-
mined via a Magnus expansion [20, 184]. (Note thatHF is also the generator of stroboscopic
evolution in the “lab frame,” although we work with states in the rotating frame for con-
venience.) In the infinite-frequency limit, the Floquet Hamiltonian is nothing but the
time-average of HR(t),
H(0)F =
1
T
ˆ T
0
dtHR(t) , (7.4)
while the n-th order term in the Magnus expansion is of order 1/ωn. We will refer to H(0)F
as the stroboscopic Hamiltonian, because in the infinite-frequency limit, where only H(0)F
survives, the stroboscopic evolution and the true unitary evolution of the time-dependent
system coincide.
If the amplitude of the drive is small compared to the frequency, the stroboscopic Hamil-
tonian (7.4) simply reduces to H0. On the other hand, when the amplitude of the drive is
chosen to scale with the frequency ω, the stroboscopic Hamiltonian can acquire a nontrivial
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Figure 7.1: (Color online) Couplings in the leading term of the Magnus expansion (7.4) as
functions of the scaled driving amplitude λ. White and gray regions correspond, respec-
tively, to trivial and stroboscopic SPT phases.
form that is different from H0 [20]. In this work, we show that the stroboscopic Hamilto-
nian (7.4) describes microscopic models of SPT states with Z2 × Z2 [6, 168, 178, 179] and
Z2 [6, 168, 175] symmetries, respectively, for one- and two-dimensional driven systems. We
refer to the phases generated in this way as stroboscopic SPT (SSPT) phases. Remarkably,
we find that, while the SSPT Hamiltonian (7.4) is invariant under the global symmetry,
the original time-dependent Hamiltonian (7.1) is not. Hence the global symmetry of the
SSPT phase is found to be an emergent property of the high-frequency limit of HF. These
results can be generalized to other symmetry classes. Finally, we also demonstrate that
the dynamics of local observables at stroboscopic times can be used to probe the nontrivial
edge states of SSPT systems without the need to prepare the system in the ground state
of HF.
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7.2 Z2 × Z2 SSPT Phase in 1D
7.2.1 The model
We begin by studying an open 1D chain with N sites described by the time-dependent
Hamiltonian (7.1) with
H1D(t) = h
N∑
i=1
σxi + Θ(t) f(t)
N−1∑
i=1
σzi σ
z
i+1 , (7.5)
and f(t) = λω cos(ωt + ϕ) (λ > 0). Note that the driving amplitude is taken to scale
linearly with the frequency, so that λ is dimensionless. The Pauli operators σai (a =
x, y, z) satisfy the onsite algebra [σai , σ
b
j ] = 2i δij abc σ
c
i and the anticommutation relation
{σai , σbi} = 2 δab . Furthermore, notice that the Hamiltonian (7.5) has an onsite Z2 spin flip
symmetry generated by S =
∏N
i=1 σ
x
i . Henceforth, we set the energy scale h = 1, with the
understanding that the limit ω →∞ corresponds to taking ω  h.
Upon making the transformation to the rotating frame, we find that, for ϕ = 0, the
stroboscopic Hamiltonian (7.4) is given by
HZ2×Z2 = J0(2λ) (σx1 + σxN )
+
N−1∑
i=2
[
a(λ)σxi − b(λ)σzi−1σxi σzi+1
]
,
(7.6)
where a(λ) = 12 [1 + J0(4λ)], b(λ) = 1 − a(λ) and J0(x) is the Bessel function of the first
kind.
Observe that the Hamiltonian (7.6) possesses a global Z2 × Z2 symmetry generated
by Seven =
∏
i even σ
x
i and Sodd =
∏
i odd σ
x
i , corresponding to independent spin flips on
the even and odd sublattices. However, the time-dependent Hamiltonian (7.5) has a Z2
symmetry, rather than a Z2×Z2 symmetry – in other words, this enlarged symmetry group
is an emergent property of the high-frequency limit ω →∞, as it appears only upon taking
the time average Eq. (7.4).
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We plot the couplings a(λ), b(λ), and J0(2λ) in Fig. 7.1. By varying λ, one can tune
the couplings such that a(λ) > b(λ) or vice versa. We will argue below that the values of λ
for which a(λ) = b(λ) are critical points of the effective Hamiltonian that separate a trivial
insulating phase from an SPT phase.
To continue our analysis of this Z2 × Z2-symmetric Hamiltonian, it is instructive to
rewrite it in terms of Majorana operators αi = (
∏
j<i σ
x
j )σ
z
i and βi = iαi σ
x
i , [185, 186]
which are Hermitian and satisfy the usual fermionic algebra. In terms of these operators,
the Hamiltonian (7.6) reads
HZ2×Z2 = −i J0(2λ)(α1 β1 + αN βN )
− i a(λ)
N−1∑
i=2
αi βi + i b(λ)
N−1∑
i=2
βi−1 αi+1.
(7.7)
This Hamiltonian contains two types of terms that can be thought of as projectors onto two
distinct dimerization patterns that encode the entanglement structure of the ground-state
wavefunction (see Fig. 7.2). The pattern encoded by the αiβi terms involves Majorana
dimers on each site. It is “trivial” in the sense that, for a finite chain, the pattern pairs all
Majorana operators. On the other hand, the βi−1αi+1 terms encode dimerization between
next-neighbor Majoranas of opposite types. This pattern is “nontrivial” in the sense that it
leaves two unpaired Majoranas at each end of a finite chain, yielding a fourfold ground-state
degeneracy as a signature of the entanglement structure of the SPT phase. Equivalently,
… …
↵i 1  i 1  i  i+1  i+2↵i+2↵i+1↵i
Figure 7.2: (Color online) Competing dimerization patterns in the Z2 × Z2 SPT chain.
Dotted and solid lines account, respectively, for the dominant dimerization patterns in the
trivial and SPT phases. When only the 3-spin term is present in the model, a dangling
spin is localized on the edges.
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one can see this fourfold degeneracy from Eq. (7.6), as the operators σz1 and σ
z
N commute
with the Hamiltonian if only the three-spin interaction contributes.
The transition between these two patterns and the associated phases occurs at the point
a(λ) = b(λ), where the bulk gap closes. To see this, we combine the Majorana operators
into complex fermions c†i = (αi + iβi)/2, in terms of which the Hamiltonian becomes
HZ2×Z2 = t
N−1∑
i=2
(c†i+1ci−1 + ci+1ci−1 + H.c.)
+ µ
N−1∑
i=2
c†ici + µ0(c
†
1c1 + c
†
NcN )
(7.8)
where we have dropped a constant term, and where we have defined t = b(λ), µ = 2 a(λ),
and µ0 = 2J0(2λ). This model is nothing but two decoupled copies (one on the even
sublattice and one on the odd) of the Kitaev model for a 1D p-wave superconductor [185].
The critical point for this model is well-known, and occurs for µ = 2t. However, this is
equivalent to the condition a(λ) = b(λ). It is important to note that while the chemical
potential µ0 at the ends of the chain is not equal to the bulk value µ, the location of
the transition is not affected for a sufficiently long chain, as we have verified by exact
diagonalization.
The preceding discussion illustrates that the stroboscopic Hamiltonian (7.6) is Z2×Z2-
symmetric and contains one free parameter, λ, that tunes the system across the transition
between the Z2 × Z2 SSPT phase and the trivial paramagnetic phase. However, it is
evident from Fig. 7.1 that the coupling a(λ) 6= 0 for any λ. Naively, then, it seems that one
cannot access the “ideal” scenario where the operators σz1,N commute with the Hamiltonian.
Nevertheless, this is not the case, as the local field J0(2λ) at the ends of the chain vanishes
identically if 2λ is equal to a zero of the Bessel function J0 (see Fig. 7.1). In this case, the
operators σz1 and σ
z
N identically commute with the Hamiltonian (7.6), and the system has
an exact fourfold ground-state degeneracy despite the presence of a transverse field in the
bulk. Deviations from these special values of λ split this degeneracy by an amount that
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decreases exponentially with system size, and the system remains in the SSPT phase so
long as the bulk gap remains open.
7.2.2 Signatures in stroboscopic dynamics
7.2.2.1 Infinite-frequency limit
So far, we have demonstrated that, in the limit ω →∞, the stroboscopic evolution of the
periodically-driven spin chain of Eq. (7.5) is generated by the effective Hamiltonian (7.6),
for an appropriately-chosen driving protocol. However, it remains to be shown that the
stroboscopic evolution generated by Eq. (7.6) yields telltale signatures of SPT physics in
local measurements. To address this point, we consider the local spin expectation value
〈σzi (t)〉 = 〈Ψ0| e+iHZ2×Z2 t σzi e−iHZ2×Z2 t |Ψ0〉 , (7.9)
where |Ψ0〉 is some initial state. This quantity coincides with the true time evolution of
the operator σzi in the limit ω →∞, where the period T is infinitesimally small and t = nT
(n ∈ Z) is approximately a continuous variable. For simplicity, we choose the initial state
|Ψ0〉 to be a product of eigenstates of σzj on each site j, so that 〈σzi (t)〉 is invariant under
UR(t) (i.e., the unitary transformation to the rotating frame).
The observable defined in Eq. (7.9) provides a clear signature of the edge states in the
SSPT phase, even though the product state |Ψ0〉 is a highly out-of-equilibrium state with
respect to the stroboscopic Hamiltonian (c.f. Ref. [35]). When J0(2λ) = 0, 〈σz1(t)〉 and
〈σzN (t)〉 are independent of time, since σz1 and σzN commute with the effective Hamiltonian
HZ2×Z2 . For i 6= 1 or N , however, 〈σzi (t)〉 evolves quasi-periodically in time, with oscilla-
tions occurring on a timescale τc on the order of the inverse bulk energy gap of HZ2×Z2 [see
Fig. 7.3(a)]. If λ is tuned slightly away from one of these special values but remains within
the phase boundary, which amounts to adding a small transverse field (σx1 + σ
x
N ), then the
end spins precess in the y-z plane on timescales much longer than τc, so that the bulk and
boundary behavior can be distinguished. Because the end spins were completely uncon-
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Figure 7.3: (Color online) Stroboscopic evolution of 〈σzi (t)〉 for i = 1, 2, and 5 for an
eight-site chain, where the initial state is chosen to be the product state |Ψ0〉 = |↑↑ . . . ↑〉.
Panels (a)–(c) depict stroboscopic evolution at ω = ∞ [i.e. as defined in Eq. (7.9)], while
panels (d)–(f) depict the exact stroboscopic evolution [i.e. as defined in Eq. (7.10a)] for
ω = 100h. In (a), 2λ equals the second zero of the Bessel function J0(x) in Fig. 7.1, and
the longitudinal symmetry-breaking field hz = 0. In (b), λ = 2.6 and hz = 0, while in (c),
λ = 2.6 and hz = 0.01 in units of the bare transverse field h. The plots in panels (d), (e),
and (f) use the same parameters as the ones in panels (a), (b), and (c), respectively.
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strained before the addition of the transverse field, this precession, which is characteristic
of a free spin placed in a magnetic field perpendicular to the quantization axis, manifests
itself in oscillations of 〈σz1,N (t)〉 about zero [see Fig. 7.3(b)]. In this way, 〈σz1,N (t)〉 can
be used to distinguish the free edge spins characteristic of SPT physics from spins that
are “frozen” due to the presence of a symmetry-breaking field. For example, if a small
longitudinal field hz
∑N
i=1 σ
z
i is added to Eq. (7.5), thereby breaking the Z2×Z2 symmetry
of the stroboscopic Hamiltonian, then one finds that the end spins no longer wrap the unit
circle in the y-z plane as they precess when the transverse field is added at the ends of
the chain. Consequently, 〈σz1,N (t)〉 no longer oscillates around zero, but around a nonzero
value whose sign matches the sign of the longitudinal field [see Fig. 7.3(c)]. Thus, in the
infinite-frequency limit, stroboscopic measurements of 〈σzi (t)〉 are an effective dynamical
probe of SPT physics at the boundary of the driven system.
7.2.2.2 Finite-frequency corrections
The preceding discussion is an accurate description of the driven system in the limit
where the driving frequency ω is infinite. However, at any finite frequency, there are
corrections to this behavior that become important in the infinite-time limit, where the
“error” due to these corrections can accumulate without bound. We now characterize the
nature of these corrections (c.f. Ref. [20]), and present arguments and numerical results
showing that there is a window of time after the drive is switched on during which the
signatures of the infinite-frequency SSPT phase can be observed at large but finite driving
frequencies.
As the driving frequency ω is decreased, two effects occur that lead to deviations from
the infinite-frequency case discussed in the previous section. First, the stroboscopic evolu-
tion of observables, as in Eq. (7.9), no longer coincides with the true time evolution of the
system. In particular, expectation values of observables become dressed by intra-period
effects that become significant if the system is not observed at stroboscopic times tn = nT
for n ∈ Z [20]. However, the expectation values of observables at stroboscopic times are
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still predicted by the unitary evolution generated by the Floquet Hamiltonian HF. For
instance, the stroboscopic evolution of σzi , which is given at infinite driving frequency by
Eq. (7.9), becomes
〈σzi (tn)〉 = 〈Ψ0| e+iHFtn σzi e−iHFtn |Ψ0〉 , (7.10a)
where
HF = H(0)F +H(1)F + . . . (7.10b)
contains all finite-frequency corrections H(k)F ∼ h (h/ω)k to the infinite-frequency Floquet
Hamiltonian H(0)F .
This brings us to the second effect, namely the fact that HF acquires finite-frequency
corrections appearing at orders 1/ω and higher in the Magnus expansion. These corrections
generically break the symmetry that protects the SSPT phase. Indeed, in Appendix A,
we present the leading finite-frequency correction to the infinite-frequency Hamiltonian
HZ2×Z2 that break the emergent Z2 ×Z2 symmetry down to the Z2 symmetry of the orig-
inal time-dependent Hamiltonian (7.5). We will now argue that these symmetry-breaking
corrections are unimportant for the detection of the stroboscopic signatures of the SSPT
phase discussed in the previous section, provided that the driving frequency ω is sufficiently
large compared to the bare transverse field energy scale h.
To see this, observe that at some stroboscopic time tn = nT , the k-th order Magnus
correction is only important if H(k)F tn is comparable in size (modulo 2pi) to a number of
order one. Since H
(k)
F ∼ h (h/ω)k, this means that one must wait a (stroboscopic) time
n∗ ≡ t∗
T
∼
(ω
h
)k+1
(7.11)
in order for symmetry-breaking effects to begin to manifest themselves. Note that, in the
limit ω →∞, the time t∗ = n∗ T →∞ as well, so that the infinite-frequency limit manifests
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Figure 7.4: (Color online) Finite-frequency corrections to stroboscopic evolution of 〈σzi (t)〉.
The system size and initial state are the same as in Fig. 7.3. Panel (a) shows the evolution
depicted in Fig. 7.3(e) over a longer time, so that the envelope timescale discussed in the
main text is more apparent. Panel (b) uses the same parameters as Fig. 7.3(a) and (d),
but at frequency ω = 10h.
the enlarged Z2 × Z2 symmetry, as expected.
To support this argument in the context of the dynamical signatures of the SSPT
phase discussed in the previous section, we have supplemented the infinite-frequency stro-
boscopic evolution [c.f. Eq. (7.9)] displayed in Fig. 7.3(a)–(c) with finite-frequency cal-
culations [c.f. Eq. (7.10a)] over a range of frequencies. The finite-frequency stroboscopic
calculations were performed using the exact evolution operator over a period, determined
by direct numerical integration of the Schro¨dinger equation. We find that a driving fre-
quency ω ∼ 100h is sufficiently large to extract the dynamical information necessary in
order to infer the existence of symmetry-protected edge states in the manner outlined in
the previous section [see Fig. 7.3(d)–(f)]. Differences between these finite-frequency results
and their infinite-frequency counterparts only begin to manifest themselves on timescales
of order t∗ = 104 T , where, according to the scaling argument in the previous paragraph,
the k = 1 correction begins to become important.
The main difference that arises at large but finite frequencies is the appearance of an
envelope timescale, much longer than t∗, on which the end spins oscillate (see Fig. 7.4).
For example, in Fig. 7.4(a), the dynamics shown in Fig. 7.3(e) is plotted out to a time
t = 10 t∗, where the appearance of the envelope timescale is very clear. At the “magic”
values of λ where the end spins are frozen in the infinite-frequency limit [c.f. Fig. 7.3(a)], the
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envelope timescale also manifests itself in oscillations of the previously-frozen end spins due
to the appearance of symmetry-breaking finite-frequency corrections at long times. This
is already evident in Fig. 7.3(d), where ω = 100h, and is exaggerated in Fig. 7.4(b), where
the frequency has been lowered to 10h.
To summarize this discussion, we have argued in this section that the dynamical signa-
tures of the SSPT phase discussed in the previous section are immune to finite-frequency
corrections for a window of time whose size increases monotonically with the driving fre-
quency and approaches infinity in the infinite-frequency limit. At high but still reasonable
frequencies ω ∼ 100h, this time window is sufficiently large to extract these dynamical
signatures before the corrections begin to take over.
7.3 Rationale, generalizations, and possible experiments
The rationale behind the ability to engineer the SSPT Hamiltonian (7.6) can be stated
as follows. First, recall that, when the driving vanishes, the mapping from the trivial phase
to the SPT one can be achieved via a product of local unitary transformations [6, 168]. In
the Z2×Z2 case, the generator of this transformation is proportional to the Ising interaction
in Eq. (7.5) [179]. On the other hand, in the driven system, the unitary transformation
UR(t) to the rotating frame is also generated by the Ising interaction. Consequently,
at infinite frequency, we found parameter regimes in which this transformation effectively
mapped a trivial paramagnet to an SPT one, and gave rise to an emergent Z2×Z2 symmetry
that is not shared by the time-dependent Hamiltonian (7.5).
The above discussion suggests a principle for obtaining an SSPT phase in a periodically-
driven system: the interaction term in Eq. (7.1) should be chosen to be the generator of
the unitary transformation connecting a trivial to an SPT system. In order to demonstrate
that this stroboscopic approach to SPT phases applies beyond the 1D case discussed above,
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we consider a 2D system on the triangular lattice with a driven three-spin interaction,
H2D(t) = −h
∑
j
σyj + Θ(t) f(t)
∑
〈ijk〉
σzi σ
z
j σ
z
k , (7.12)
where the summation in the second term runs over all the triangles of the lattice and we
assume the same form for f(t) as in Eq. (7.5). Interestingly, for λ ≈ 0.51 and ϕ ≈ ±0.27pi,
we find that (see Appendix B)
H(0)F ≈ heff
∑
j
σxj e
i pi
4
∑
〈``′〉;j (1−σz` σz`′) . (7.13)
Remarkably, the Hamiltonian (7.13), which involves up to seven-spin interactions, is the
exactly-solvable model of a Z2 SPT paramagnet studied by Levin and Gu in Ref. [175].
The model (7.13) can be obtained from a trivial paramagnet by a product of local unitary
transformations that each depend on three σz spins (see Appendix B), which then justifies
the need for a three-spin interaction in (7.12).
We close by commenting on possible experimental realizations of SSPT phases. Recent
developments in quantum simulation with trapped ions [187–190] and superconducting
quantum circuits [191, 192] have shown that it is possible to engineer tunable multi-spin
interactions and transverse fields in a laboratory setting. These developments suggest the
possibility that SSPT phases like the ones discussed in this chapter could be realized in
an experiment, if the appropriate sinusoidal drive can be implemented. The superconduct-
ing quantum circuit architecture described in Ref. [192] appears particularly well-suited to
these purposes, as it was demonstrated in that work that the couplings between the super-
conducting qubits in that system can be tuned dynamically. The periodic modulation of
the interaction strength required by our proposal is already feasible in that setup, making
it an ideal candidate for a possible experimental realization. A thorough assessment of the
suitability of this proposal for the experimental platforms mentioned above is necessary,
but beyond the scope of this work.
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To summarize, we have shown in this work that, by adding appropriately chosen
periodically-driven multispin interactions to a trivial paramagnetic Hamiltonian, it is pos-
sible to realize SPT phases in the high-frequency limit. We further illustrated via a 1D
example that the SPT phase can be probed with stroboscopic measurements of local ob-
servables. We also characterized numerically (and analytically, in the Appendices) the
finite-frequency corrections to the pure infinite-frequency SSPT Hamiltonian, and found
that driving frequencies of order a hundred times the characteristic bare energy scale of the
problem are sufficient to observe signatures of the phase. Finally, we illustrated how this
construction can be extended to higher dimensions and different symmetry classes, such as
the above example of the Z2 SPT phase in 2D. In future work, it would be interesting to
further explore the possibility of generating nontrivial patterns of entanglement by driv-
ing. The work presented here can also be used as a springboard to future progress in the
development of out-of-equilibrium and non-eigenstate probes of topological and symmetry-
protected topological order. In particular, it would be interesting to determine, along the
lines of Ref. [35], how the presence of disorder can protect SPT order in the novel context,
explored here, of periodically driven systems.
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A One-Dimensional SSPT Hamiltonian
A.1 Stroboscopic Hamiltonian
We derive an effective Hamiltonian that encapsulates the stroboscopic dynamics gen-
erated by
H1D(t) = h
N∑
i=1
σxi + Θ(t) f(t)
N−1∑
i=1
σzi σ
z
i+1 , (7.A1a)
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with
f(t) = λω cos(ωt+ ϕ) , λ > 0 . (7.A1b)
To do this, we employ the time-dependent unitary transformation
UR(t) = exp
[
i
ˆ t
−∞
dt′Θ(t) f(t)
N−1∑
i=1
σzi σ
z
i+1
]
= exp
[
i g(t)
N−1∑
i=1
σzi σ
z
i+1
]
, (7.A2)
where g(t) = λ [sin (ω t+ ϕ)− sinϕ], which transforms the Hamiltonian to the rotating
frame as follows:
HR(t) = UR(t)H1D(t)U
†
R(t)− iUR(t) ∂t U †R(t) = hUR(t)
(
N∑
i=1
σxi
)
U †R(t). (7.A3)
Explicitly we find
HR(t) =
N−1∑
i=2
{
cos2(2g(t))σxi − sin2(2g(t))σzi−1σxi σzi+1
− cos(2g(t)) sin(2g(t)) (σyi σzi+1 + σzi−1σyi )
}
+ cos(2g(t)) (σx1 + σ
x
N )− sin(2g(t))
(
σy1 σ
z
2 + σ
z
N−1 σ
y
N
)
.
(7.A4)
The time average of Eq. (7.A4) yields
H(0)F =
N−1∑
i=2
{
a(λ, ϕ)σxi − b(λ, ϕ)σzi−1σxi σzi+1 − c(λ, ϕ)
(
σyi σ
z
i+1 + σ
z
i−1σ
y
i
) }
+ d(λ, ϕ) (σx1 + σ
x
N )− e(λ, ϕ)
(
σy1 σ
z
2 + σ
z
N−1 σ
y
N
)
,
(7.A5)
where the coefficients a(λ, ϕ), ..., e(λ, ϕ) are given by
a(λ, ϕ) = 1− b(λ, ϕ) = 1
2pi
ˆ 2pi
0
dτ cos2
[
2λGϕ(τ)
]
, (7.A6a)
c(λ, ϕ) =
1
2pi
ˆ 2pi
0
dτ
1
2
sin
[
4λGϕ(τ)
]
, (7.A6b)
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Figure 5: (Color online) Couplings in the first-order correction to the Magnus expansion,
c.f. Eq. (7.A8), as functions of the scaled driving amplitude λ. White and gray regions are
used to distinguish the trivial and stroboscopic SPT phases, as in Fig. 7.1, and the Bessel
function J0(2λ) is plotted for reference.
d(λ, ϕ) =
1
2pi
ˆ 2pi
0
dτ cos
[
2λGϕ(τ)
]
, (7.A6c)
e(λ, ϕ) =
1
2pi
ˆ 2pi
0
dτ sin
[
2λGϕ(τ)
]
, (7.A6d)
where Gϕ(τ) = sin (τ + ϕ)− sinϕ. Observe that for the choice ϕ = 0, the two-body terms
that break the Z2 × Z2 symmetry vanish and we recover the stroboscopic Hamiltonian in
Eq. (7.6) of the main text.
A.2 Leading Finite-Frequency Correction to the SSPT Hamiltonian
We now present the order-1/ω Magnus correction to the SSPT Hamiltonian, namely
H(1)F = −i
1
2T
ˆ T
0
dt1
ˆ t1
0
dt2 [HR(t1), HR(t2)], (7.A7)
where HR(t) is given by Eq. (7.3). We will work exclusively with an infinite chain in this
section, as our aim is only to show that the bulk Z2 × Z2 symmetry is broken by this
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correction. After calculating the necessary commutators, we find that
H(1)F = h1
∑
i
(σzi σ
z
i+1 − σyi σyi+1) + h2
∑
i
(σzi−1σ
x
i σ
x
i+1σ
z
i+2 − σzi−1σzi ), (7.A8a)
where the coefficients are given by
h1 = −
1
piω
ˆ 2pi
0
dτ1
ˆ τ1
0
dτ2 cos(2λ sin τ1) cos(2λ sin τ2) sin[2λ(sin τ2 − sin τ1)] (7.A8b)
h2 =
1
piω
ˆ 2pi
0
dτ1
ˆ τ1
0
dτ2 sin(2λ sin τ1) sin(2λ sin τ2) sin[2λ(sin τ2 − sin τ1)]. (7.A8c)
These coefficients are plotted as functions of λ in Fig. 5. Observe that each term above
breaks the Z2 × Z2 symmetry. The Z2 × Z2 symmetry of the zeroth-order Hamiltonian
(7.6) is therefore an emergent symmetry that appears only at high frequencies.
B Two-Dimensional SSPT Hamiltonian
B.1 Exactly Solvable Z2 SPT Model
In this section, we review the 2D Z2 SPT model introduced by Levin and Gu in
Ref. [175]. We start with the trivial paramagnetic Hamiltonian on the triangular lattice
(see Fig. 6),
H0 = −
∑
j
σxj , (7.B1)
and the 2D Z2 SPT Hamiltonian [175]
H2D,SPT = −
∑
j
Oj =
∑
j
σxj e
i pi
4
∑
〈``′〉;j (1−σz` σz`′) , (7.B2)
where the sum over `, `′ in Eq. (7.B2) extends over pairs of nearest neighbor spins around
the spin at site j as depicted in Fig. 6. The Hamiltonian Eq. (7.B2) is invariant under spin
flips generated by SZ2 =
∏
j σ
x
j .
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Figure 6: Triangular lattice where the model Eq. (7.B2) and the driven Hamiltonian
Eq. (7.B6a) are defined. The sites nearest neighbors to site j are labeled 1 through 6.
The Hamiltonians Eq. (7.B1) and (7.B2) are related by the unitary transformation
W =
∏
j
e−i
pi
2 (1−σzj )−i pi8 σzj
∑
〈``′〉;j (1−σz` σz`′) , (7.B3)
that implements
Oj = Wσxj W−1 = −σxj ei
pi
4
∑
〈``′〉;j (1−σz` σz`′) . (7.B4)
Now for every site j we expand the exponent:
ei
pi
4
∑
〈``′〉;j (1−σz` σz`′) = ei
3pi
2
∏
〈``′〉;j
[cos (pi/4)− i sin (pi/4)σz` σz`′ ]
=
1
4
{
σz1 σ
z
2 σ
z
3 σ
z
4 σ
z
5 σ
z
6 + σ
z
1 σ
z
2 σ
z
3 σ
z
5 + σ
z
1 σ
z
3 σ
z
4 σ
z
5 + σ
z
1 σ
z
2 σ
z
4 σ
z
6 + σ
z
2 σ
z
3 σ
z
4 σ
z
6
+ σz1 σ
z
3 σ
z
5 σ
z
6 + σ
z
2 σ
z
4 σ
z
5 σ
z
6 + σ
z
1 σ
z
4 + σ
z
2 σ
z
5 + σ
z
3 σ
z
6
− (σz1 σz2 + σz2 σz3 + σz3 σz4 + σz4 σz5 + σz5 σz6 + σz6 σz1)
}
, (7.B5)
where σz1 , ..., σ
z
6 denote the six spin operators around the site j, as in Fig. 6.
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B.2 Driven Three-Spin Interaction
Motivated by the unitary transformation Eq. (7.B3), we are led to consider a time
dependent three-spin interaction
H2D(t) = −h
∑
j
σyj + Θ(t) f(t)
∑
〈ijk〉
σzi σ
z
j σ
z
k , (7.B6a)
where the summation in the second term runs over every triangle of the lattice and
f(t) = λω cos(ωt+ ϕ) , λ > 0 . (7.B6b)
The unitary transformation to the rotating frame
UR(t) = exp
[
i g(t)
∑
〈ijk〉
σzi σ
z
j σ
z
k
]
, (7.B7)
where g(t) = λ [sin (ω t+ ϕ)− sinϕ], yields the rotating-frame Hamiltonian
HR(t) = UR(t)
−h∑
j
σyj
 U †R(t) . (7.B8)
The relevant object to compute is then
UR(t)σ
y
j U
†
R(t) = σ
y
j exp
−i 2 g(t)σzj ∑
〈``′j〉
σz` σ
z
`′

= σyj
∏
〈``′j〉
[
cos(2g(t))− i sin(2g(t))σzj σz` σz`′
]
≡ σyj Aj(t) .
(7.B9)
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Explicitly, we have
Aj(t) = AIj(t) +AIIj (t) , (7.B10a)
where
AIj(t) = iσzj
[
β1(t)
(
σz1 σ
z
4 + σ
z
2 σ
z
5 + σ
z
3 σ
z
6
+ σz1 σ
z
2 σ
z
3 σ
z
5 + σ
z
1 σ
z
3 σ
z
4 σ
z
5 + σ
z
1 σ
z
2 σ
z
4 σ
z
6
+ σz2 σ
z
3 σ
z
4 σ
z
6 + σ
z
1 σ
z
3 σ
z
5 σ
z
6 + σ
z
2 σ
z
4 σ
z
5 σ
z
6
+ σz1 σ
z
2 σ
z
3 σ
z
4 σ
z
5 σ
z
6
)
− β2(t) (σz1 σz2 + σz2 σz3 + σz3 σz4 + σz4 σz5 + σz5 σz6 + σz6 σz1)
]
,
(7.B10b)
AIIj (t) = β3(t) + β4(t)
(
σz1 σ
z
2 σ
z
3 σ
z
4 + σ
z
1 σ
z
2 σ
z
3 σ
z
6 + σ
z
1 σ
z
2 σ
z
4 σ
z
5
+ σz1 σ
z
2 σ
z
5 σ
z
6 + σ
z
1 σ
z
3 σ
z
4 σ
z
6 + σ
z
1 σ
z
4 σ
z
5 σ
z
6
+ σz2 σ
z
3 σ
z
4 σ
z
5 + σ
z
2 σ
z
3 σ
z
5 σ
z
6 + σ
z
3 σ
z
4 σ
z
5 σ
z
6
+ σz1 σ
z
3 + σ
z
1 σ
z
5 + σ
z
2 σ
z
4 + σ
z
2 σ
z
6 + σ
z
3 σ
z
5 + σ
z
4 σ
z
6
)
,
(7.B10c)
where
β1(t) = 2 c
3(t) s3(t) ,
β2(t) = c(t) s
5(t) + c5(t) s(t) ,
β3(t) = c
6(t)− s6(t) ,
β4(t) = c
2(t) s4(t)− c4(t) s2(t) ,
(7.B10d)
and we use the shorthand notation c(t) ≡ cos(2g(t)) and s(t) ≡ sin(2g(t)).
The Floquet Hamiltonian at infinite frequency, obtained from the time average of the
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Hamiltonian Eq. (7.B8),
H(0)F = −h
∑
j
σyj
( 1
T
ˆ T
0
dtAj(t)
)
, (7.B11)
upon using Eq. (7.B10), depends on the following parameters
β1(λ, ϕ) =
1
2pi
ˆ 2pi
0
dτ 2 cos3
[
2λGϕ(τ)
]
sin3
[
2λGϕ(τ)
]
, (7.B12a)
β2(λ, ϕ) =
1
2pi
ˆ 2pi
0
dτ
{
cos
[
2λGϕ(τ)
]
sin5
[
2λGϕ(τ)
]
+ cos5
[
2λGϕ(τ)
]
sin
[
2λGϕ(τ)
]}
,
(7.B12b)
β3(λ, ϕ) =
1
2pi
ˆ 2pi
0
dτ
{
cos6
[
2λGϕ(τ)
]
− sin6
[
2λGϕ(τ)
]}
, (7.B12c)
β4(λ, ϕ) =
1
2pi
ˆ 2pi
0
dτ
{
cos2
[
2λGϕ(τ)
]
sin4
[
2λGϕ(τ)
]
− cos4
[
2λGϕ(τ)
]
sin2
[
2λGϕ(τ)
]}
,
(7.B12d)
where Gϕ(τ) = sin (τ + ϕ)− sinϕ. Whenever
β1(λ
∗, ϕ∗) = β2(λ∗, ϕ∗) ≡ β∗ 6= 0 , (7.B13a)
β3(λ
∗, ϕ∗) = β4(λ∗, ϕ∗) = 0 , (7.B13b)
the Hamiltonian Eq. (7.B11) acquires the form
H(0)F = 4β∗ h
∑
j
σxj e
i pi
4
∑
〈``′〉;j (1−σz` σz`′) , (7.B14)
which is the same model Eq. (7.B2) shown in Ref. [175] to describe the 2D SPT paramagnet
with Z2 symmetry. We have found numerically that condition Eq. (7.B13) is satisfied, for
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example, for λ∗ ≈ 0.51 and ϕ ≈ ±0.27pi. It is fundamental to stress that even though the
driven Hamiltonian Eq. (7.B6a) does not have the Z2 symmetry, this symmetry emerges
in the ω →∞ limit.
Part II
Coupled-wire constructions of
topological phases
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Chapter 8
Wire constructions of Abelian topological phases
in three or more dimensions
Abstract
Coupled-wire constructions have proven to be useful tools to characterize Abelian and
non-Abelian topological states of matter in two spatial dimensions. In many cases, their
success has been complemented by the vast arsenal of other theoretical tools available to
study such systems. In three dimensions, however, much less is known about topological
phases. Since the theoretical arsenal in this case is smaller, it stands to reason that wire
constructions, which are based on one-dimensional physics, could play a useful role in devel-
oping a greater microscopic understanding of three-dimensional topological phases. In this
chapter, we provide a comprehensive strategy, based on the geometric arrangement of com-
muting projectors in the toric code, to generate and characterize coupled-wire realizations
of strongly-interacting three-dimensional topological phases. We show how this method
can be used to construct pointlike and linelike excitations, and to determine the topolog-
ical degeneracy. We also point out how, with minor modifications, the machinery already
developed in two dimensions can be naturally applied to study the surface states of these
systems, a fact that has implications for the study of surface topological order. Finally,
we show that the strategy developed for the construction of three-dimensional topological
phases generalizes readily to arbitrary dimensions, vastly expanding the existing landscape
of coupled-wire theories. Throughout the chapter, we discuss Zm topological order in three
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and four dimensions as a concrete example of this approach, but the approach itself is not
limited to this type of topological order. 1
8.1 Introduction
The experimental discovery of the integer and fractional quantum Hall effects excited
enormous interest in the study of topological states of matter in two dimensional space.
Strongly interacting states of matter distinguished by the presence of excitations with frac-
tional quantum numbers or nontrivial boundary modes have attracted particular attention
from theorists. Over time, a vast arsenal of theoretical tools has been developed to study
such systems, from the microscopic (e.g., numerical techniques to study lattice models
with topologically ordered ground states) to the macroscopic (e.g., topological quantum
field theories).
Wire constructions, which were first undertaken for the integer [42, 43, 47], and later the
fractional [53, 57–66, 193], quantum Hall effect, are conveniently poised midway between
these two extremes. The approach in this case is to model a topological phase by starting
from an anisotropic theory of decoupled gapless quantum wires, and then introducing local
couplings between the wires to produce a gapped state of matter with an isotropic low-
energy description. This approach has the virtue of yielding the edge theory, itself that of a
Luttinger liquid, directly, and of providing means to construct the low-lying quasiparticle
excitations of the bulk quantum liquid. Furthermore, because wire constructions make
use of well-understood techniques in one-dimensional physics, such as Abelian (or non-
Abelian) bosonization, one can construct analytically tractable theories of states of matter
that might not otherwise admit a controlled analytical description.
In recent years, wire constructions have also been used to study fractional topological
insulators (FTIs) [62, 63, 65] and spin liquids [75, 194], and also to develop an extension [63]
of the ten-fold way for noninteracting fermions [68–70, 72] to strongly-correlated systems.
Since the prediction [195] and discovery [196–198] of three-dimensional Z2 topological
1The contents of this chapter were published in Physical Review B 93, 195136 (2016).
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insulators (TIs), there has been a growing interest in understanding topological states of
matter in three spatial dimensions. In addition to generalizing these time-reversal invariant
Z2 topological insulator to the strongly-interacting regime [199–201], there has been an
effort to derive effective field theories describing the bulk of such TIs, and to determine
the bulk-boundary correspondence in such theories that yields the hallmark single Dirac
cone on the two-dimensional surface [202–206]. Further work has undertaken efforts to
understand broader features of three-dimensional topological states of matter, such as
the statistics of pointlike and linelike excitations [7, 8]. For example, it has been shown
that certain three-dimensional topological phases can only be distinguished by the mutual
statistics among three linelike excitations [8].
Another major direction of work concerns three-dimensional systems whose surfaces
are themselves two-dimensional topological states of matter. The simplest example of
this phenomenon occurs on the surface of a Z2 TI when time-reversal symmetry is locally
broken by a magnetic field on the surface, in which case a half-integer surface quantum
Hall effect develops [207–210]. Further theoretical work has shown that generic three-
dimensional topological phases, including but not limited to the fermionic Z2 TI, can
exhibit more exotic surface topological phases that cannot exist with the same realization
of symmetries for local Hamiltonians in purely two-dimensional space. This family of
surface phenomena is known as surface topological order [170, 177, 211–216]. Several recent
works [216, 217] have approached the question of surface topological order by applying the
quasi-one-dimensional physics of wire constructions, although it appears that this approach
necessitates the use of an unusual “antiferromagnetic” time-reversal symmetry rather than
the usual (physical) realization of reversal of time, which acts on-site. It is possible that
a fully three-dimensional wire construction could remedy this peculiarity, although such a
description is still lacking.
Layer constructions, in which planes of two-dimensional topological liquids are stacked
on top of one another and coupled, were used to construct the single surface Dirac cone
of the three-dimensional Z2 TI [218] and to study surface topological order [219]. Wire
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constructions of three-dimensional topological states of matter have also recently been
undertaken, yielding Weyl semimetals [220, 221] and a class of fractional topological insu-
lators [222]. However, in all three cases, different methods are used to develop the wire
constructions themselves, and little effort has been made to extend these constructions
beyond the specific problem at hand in each example. In order to attack the most distinc-
tive aspects of topological states of matter in three dimensions, such as surface topological
order, it is therefore necessary to develop a framework that lends itself readily to a variety
of approaches with minimal modifications.
In this chapter, we provide a comprehensive strategy to design wire constructions of
strongly-interacting Abelian topological states of matter in three dimensions. The strategy
that we present is to start with decoupled quantum wires placed on the links of a two-
dimensional square lattice, and then to couple the wires with many-body interactions
associated with each star and plaquette of the lattice. In this way, each interaction term
that couples neighboring wires can be viewed as corresponding to one of the commuting
projectors that enters Kitaev’s toric code Hamiltonian [223]. This correspondence simplifies
the application of a criterion, first proposed by Haldane, to ensure that these interaction
terms do not compete, and are sufficient in number to gap out all gapless modes in the
array of quantum wires when periodic boundary conditions are imposed along all three
spatial directions.
When all interaction terms satisfy this criterion, the Hamiltonian is frustration-free,
and taking the strong-coupling limit produces a gapped three-dimensional state of matter.
With this done, one can proceed to characterize this state of matter in terms of its pointlike
and linelike excitations, as well as their statistics, and calculate the topological degeneracy,
if any, of the ground-state manifold. The class of three-dimensional models studied in this
work features a topological degeneracy given by |det κ|3, where the integer-valued matrix
κ contains information about the mutual statistics of pointlike and linelike excitations
in the theory. This is in close analogy with the K-matrix formalism developed for two-
dimensional topological states of matter [224]. When periodic boundary conditions are
147
relaxed by the presence of two-dimensional terminating surfaces, we further show that
gapless surface states result. One can apply the coupled-wire techniques already developed
in two dimensions to study the various gapped surface states that can be produced by
introducing interwire hoppings or interactions on the surface, provided that the added
terms are compatible with the interactions in the bulk.
In addition, we show that the above strategy for constructing three-dimensional Abelian
topological states of matter can be readily extended to arbitrary dimensions, vastly expand-
ing the existing scope of the coupled-wire approach. Indeed, much as it is possible to define
higher-dimensional versions of the toric code on hypercubic lattices (see, e.g., Ref. [225]),
one can arrange a set of decoupled quantum wires on a d-dimensional hypercubic lattice
and couple them with interactions defined on stars and plaquettes of this lattice. Applying
Haldane’s compatibility criterion, one can show that these interactions produce a gapped
(d + 1)-dimensional state of matter, whose excitations and topological properties can be
investigated much as in the three-dimensional case.
The structure of this chapter is as follows. In Sec. 8.2, we develop in detail the strat-
egy discussed above for constructing three-dimensional topological phases from coupled
wires. In Sec. 8.2.1, we establish the basic notation used to describe the array of decoupled
quantum wires. In Sec. 8.2.2, we present Haldane’s compatibility criterion and a class
of many-body interactions between wires that satisfy it. (This class is mainly chosen for
analytical expedience, and is not the only class of interactions that can be constructed
according to our strategy.) In Sec. 8.2.3, we show how to use the interacting arrays of
quantum wires defined in Secs. 8.2.1 and 8.2.2 to study states of matter with fractionalized
excitations. In particular, we show how to construct pointlike and linelike excitations, and
determine their statistics, as well as the topological ground state degeneracy. Next, in
Sec. 8.2.4 we exemplify our strategy with perhaps the simplest type of topological order in
three dimensions, namely Zm topological order. Furthermore, we investigate the surface
states of these Zm-topologically-ordered states of matter, and find that they are unstable
to interwire hoppings. Additionally, a surface fractional quantum Hall effect with Hall
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conductivity [(2e)2/h]× (1/2m) can develop at the expense of breaking time-reversal sym-
metry on the surface. We also discuss how these observations regarding surface states can
be extended to the more general class of interwire interactions introduced in Sec. 8.2.2.
Next, in Sec. 8.3, we outline the generalization of our results to arbitrary dimensions. In
Sec. 8.3.1, we discuss how to define d-dimensional hypercubic arrays of quantum wires that
are analogous to the square array of quantum wires used to construct three-dimensional
topological states. Then, in Sec. 8.3.2, we generalize the results of Sec. 8.2.2 regarding
the definitions of appropriate interwire couplings and their compatibility in the strong-
coupling limit. Finally, in Sec. 8.3.3, we provide an example of this generalization by
constructing Zm-topologically-ordered states of matter in four dimensions, and constructing
their pointlike, linelike, and membranelike excitations, before concluding in Sec. 8.4.
8.2 Three-dimensional wire constructions
In this section, a method to construct arrays of coupled wires realizing topological
phases of matter in three-dimensional space is presented. We begin by defining a class
of gapless theories describing decoupled wires, before moving on to a discussion of inter-
wire couplings. In particular, we provide a set of algebraic criteria that are sufficient to
determine whether the theory is gapped when periodic boundary conditions are imposed.
8.2.1 Decoupled wires
We consider a two-dimensional array of 2N quantum wires, labeled by Latin indices
j = 1, . . . , 2N , placed on the links of a two-dimensional square lattice embedded in three-
dimensional Euclidean space. Each quantum wire is assumed to be gapless and nonchiral,
and therefore to contain 2M gapless degrees of freedom, labeled by Greek indices α =
1, . . . , 2M . We take the wires (of length L) to lie along the z-direction, and the square
lattice to lie in the x-y plane. We will impose periodic boundary conditions in all directions
(x, y, and z) until further notice. The set of decoupled quantum wires is described by the
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quadratic Lagrangian
Lˆ0 =
1
4pi
Lˆ
0
dz
[(
∂tΦˆ
)TK (∂zΦˆ)− (∂zΦˆ)TV (∂zΦˆ)
]
(8.1a)
where
Φˆ(t, z) ..=
(
φˆ1,1(t, z) . . . φˆ1,2M (t, z) |
· · · | φˆ2N,1(t, z) . . . φˆ2N,2M (t, z)
)T (8.1b)
is a vector that collects the 2M scalar fields φˆj,α(t, z) defined in each of the j = 1, . . . , 2N
wires. We use vertical bars as a visual aid to separate degrees of freedom defined in different
wires. The block-diagonal 4MN -dimensional matrix
K ..= 12N ⊗K, (8.1c)
where 12N is the unit matrix of dimension 2N and K is a 2M × 2M symmetric matrix
with integer entries, yields the equal-time commutation relations
[
∂zφˆj,α(z), φˆj′,α′(z
′)
]
= i 2pi δjj′ K
−1
αα′ δ(z − z′). (8.1d)
We will omit the explicit time dependence of the fields from now on. Finally, the block-
diagonal 4MN × 4MN matrix
V ..= 12N ⊗ V, (8.1e)
where the 2M×2M matrix V is real, symmetric, and positive-definite. The matrix V is set
by microscopics within each wire, and will usually be taken to be a diagonal matrix in this
work. However, the matrix K, which enters the commutation relations (8.1d), contains
crucial data that define the fundamental degrees of freedom in a wire. The final data
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necessary to complete the definition of the theory describing the two-dimensional array of
decoupled quantum wires is the 4MN -dimensional “charge-vector”
Q ..=
(
Q | Q | . . . | Q
)T
. (8.1f)
The 2M -dimensional integer vector Q collects the U(1) electric charges associated with the
scalar fields φˆj,α, α = 1, . . . , 2M .
The theory defined by Eqs. (8.1) can be viewed as an effective low-energy description
of a two-dimensional array of decoupled physical quantum wires containing fermionic or
bosonic degrees of freedom.
For fermions, each wire j = 1, . . . , 2N contains M flavors of chiral scalar fields φˆj,αR
and
φˆj,αL
, where αR,L = 1, . . . ,M label right- and left-moving degrees of freedom, respectively.
These fields obey the chiral equal-time commutation relations
[
∂zφˆj,αR
(z), φˆj′,α′R
(z′)
]
= +i 2pi δjj′ δαRα
′
R
δ(z − z′),[
∂zφˆj,αL
(z), φˆj′,α′L
(z′)
]
= −i 2pi δjj′ δαLα′L δ(z − z
′),[
∂zφˆj,αR
(z), φˆj′,αL
(z′)
]
= 0, (8.2a)
and therefore, for fermions, the 2M × 2M matrix K entering Eq. (8.1d) is given by
Kf .
.=
M⊕
α=1
+1 0
0 −1
 . (8.2b)
We further adopt the convention that the charge-vector
Qf .
.=
(
1 . . . 1
)T
, (8.2c)
in units where the electron charge e is set to unity, for a fermionic wire with 2M channels.
Treating an array of fermionic quantum wires within Abelian bosonization, as we do here,
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further requires the use of Klein factors, which are needed in order to assure that fermionic
vertex operators (defined below) defined in different wires anticommute with one another.
These Klein factors can be subsumed into the equal-time commutation relations for the
scalar fields φˆj,αR
and φˆj,αL
. This can be done by integrating both sides of Eqs. (8.2a) over
all z and fixing the arbitrary constant of integration to be the Klein factor necessary to
ensure the appropriate anticommutation of vertex operators. We refer the reader to the
Appendix of Ref. [226] for more details on this procedure.
For bosons, each wire j = 1, . . . , 2N instead contains M flavors of nonchiral scalar
fields φˆj,α1
and φˆj,α2
, where α1,2 = 1, . . . ,M label “charge” and “spin” degrees of freedom,
respectively. These fields obey the equal-time commutation relations
[
∂zφˆj,α1(z), φˆj′,α′1
(z′)
]
= 0,[
∂zφˆj,α2(z), φˆj′,α′2
(z′)
]
= 0, (8.3a)[
∂zφˆj,α1(z), φˆj′,α2(z
′)
]
= i 2pi δjj′ δα1α2 δ(z − z
′),
so that the K-matrix for bosons is
Kb .
.=
M⊕
α=1
0 1
1 0
 . (8.3b)
We take the bosonic charge vector to be
Qb .
.= 2
(
1 0 . . . 1 0
)T
, (8.3c)
in units where the electron charge e is set to unity, so that the fields φˆj,α1
carry a U(1)
electric charge, while φˆj,α2
is neutral. (Of course, one could define a “spin vector” analogous
to Q that encodes the coupling to another U(1) gauge field for spin, but, for simplicity, we
will work exclusively with electric charges here.)
The fundamental excitations of a fermionic or bosonic wire can be built out of the
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vertex operators
ψˆ†f,b;j,α(z) ..= exp
(
−i (Kf,b)αα′ φˆj,α′(z)
)
, (8.4)
for any j = 1, . . . , 2N and α = 1, . . . , 2M , where we have adopted the convention of
summing over repeated indices. Any local operator acting within a single wire can be built
from these vertex operators. Similarly, operators spanning multiple wires can be built
by taking products of vertex operators from each constituent wire. The charges of the
excitations created by these vertex operators are measured by the charge operator
Qˆj,α .
.=
Qα
2pi
δαα′
Lˆ
0
dz ∂zφˆj,α′(z), (8.5)
for any j = 1, . . . , 2N and α = 1, . . . , 2M , where L is the length of a wire. The normaliza-
tion of the charge operator is taken to be such that
[Qˆj,α, ψˆ
†
f,b;j′,α′(z)] = Qα δjj′ δαα′ ψˆ
†
f,b;j′,α′(z) (8.6)
at equal times, indicating that the vertex operator ψˆ†f,b;j,α carries the charge Qα.
8.2.2 Interwire couplings and criteria for producing gapped states of matter
Given the two-dimensional array of decoupled and gapless quantum wires defined in
Sec. 8.2.1, we would like to devise a systematic way of introducing strong single-particle
or many-body couplings between adjacent wires in order to yield a variety of gapped
topologically-nontrivial three-dimensional phases of matter. Our strategy will be to extend
the approach taken in Ref. [63], which considered one-dimensional chains of wires, to two
dimensions. We begin by adding to the quadratic Lagrangian Lˆ0 defined in Eq. (8.1) a set
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of cosine potentials
Lˆ{T } :=
Lˆ
0
dz
∑
T
UT (z) cos
(
T TK Φˆ(t, z) + αT (z)
)
. (8.7)
Here, the 4MN -dimensional integer vectors T encode tunneling processes between adjacent
wires. This interpretation becomes transparent upon recognizing that, up to an overall
phase,
e−i T
TK Φˆ(z) =
2N∏
j=1
2M∏
α=1
[
ψˆ†f,b;j,α(z)
]Tj,α
, (8.8)
where ψˆ†f,b;j,α are the vertex operators defined in Eq. (8.4). [We follow Ref. [63] in us-
ing the shorthand notation (ψˆ†f,b;j,α)
−1 ≡ ψˆf,b;j,α and in employing an appropriate point-
splitting prescription when multiplying fermionic operators.] For generic tunneling vectors
T , Eq. (8.8) describes a many-body or correlated tunneling that amounts to an interaction
term in the Lagrangian
Lˆ ..= Lˆ0 + Lˆ{T }. (8.9)
The real-valued functions UT (z) ≥ 0 and αT (z) in Eq. (8.7) encode the effects of disorder
on the amplitude and phase of these interwire couplings.
Distinct states of matter can be realized by restricting the sum over tunneling vectors
T in Eq. (8.7) to ensure that the interaction terms (8.8) satisfy certain symmetries. For
all examples considered in this work, we will assume that either charge or number-parity
conservation holds. The former is imposed by demanding that
QT T = 0 ∀ T , (8.10a)
while the latter is imposed by relaxing the above requirement to
QT T = 0 mod 2 ∀ T . (8.10b)
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For a detailed discussion of how further symmetry requirements constrain the tunneling
vectors T , see Ref. [63].
We are now prepared to discuss the strategy we employ to produce gapped states of
matter from the above construction. We first recall that the array of decoupled quantum
wires consists of 4M N gapless degrees of freedom. As noted in Ref. [227], and later
employed in Refs. [63, 226], a single cosine term in the sum in Eq. (8.7) is capable of
removing (i.e., gapping out) at most two of these gapless degrees of freedom from the
low-energy sector of the theory. This occurs in the limit UT → ∞, where the argument
of the cosine term becomes pinned to its classical minimum. Therefore, in principle it
takes only 2MN cosine terms to gap out all 4M N degrees of freedom in the bulk of
the array of quantum wires when periodic boundary conditions are imposed. Matters are
complicated somewhat by the nontrivial commutation relations (8.1d), which ensure that
cosine terms corresponding to distinct tunneling vectors T and T ′ do not commute in
general. Consequently, it is possible that quantum fluctuations may lead to competition
between the various cosine terms that frustrates the optimization problem of simultaneously
minimizing all of these terms. However, in Ref. [227], Haldane observed that if the criterion
T TKT ′ = 0 (8.11)
holds, then the cosine terms associated with the tunneling vectors T and T ′ can be min-
imized independently, and therefore do not compete with one another. [Note that each
tunneling vector T must also satisfy Eq. (8.11), i.e., we require that T TKT = 0 for all
T .] Therefore, if one can find a “Haldane set” H of 2MN linearly-independent tunneling
vectors, all of which satisfy Eq. (8.11), then it is possible to gap out all degrees of freedom
in the array of quantum wires by adding sufficiently strong interactions of the form (8.7).
If such a set H is found, then it suffices to restrict the sum in Eq. (8.7) to T ∈ H, and to
posit that all couplings UT are sufficiently large in magnitude to gap out all modes in the
array of quantum wires.
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S
s
p
Figure 8.1: A single unit cell of the square array of wires, consisting of a single star s
and plaquette p. The dashed nearest-neigbor links belong to neighboring unit cells. The
midpoint of each link hosts a quantum wire, represented by the symbol ×, aligned along
the z-direction (out of the page). Any plaquette p is surrounded by four quantum wires
located at the four cardinal points pN , pW , pS , and pE , repectively. Similarly, any star s is
surrounded by four quantum wires located at the four cardinal points sN , sW , sS , and sE .
We now present a simple geometric prescription to aid in the determination of the
existence (or lack thereof) of a Haldane set H for a two-dimensional array of quantum
wires with some set of desired symmetries. This prescription capitalizes on the fact that
we have chosen all 2N quantum wires to lie on the links of a square lattice. (In principle,
this is not the only possible choice of lattice geometry, but it provides a simple way of
counting degrees of freedom in any dimension, as we will see below and in Sec. 8.3.) On a
square lattice with 2N sites, there are N “stars” (centered on the vertices of the lattice)
and N “plaquettes” (centered on the vertices of the dual lattice), assuming that periodic
boundary conditions are imposed as in Fig. 8.1. If we associate the tunneling vectors Ts
and Tp with each star s and plaquette p, respectively, then we have a set of 2N tunneling
vectors. Since there are 4MN gapless degrees of freedom in the array of decoupled quantum
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 v(j)1 v(j)1
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 v(j)2
T (j)s
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w
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 w(j)2
w
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1  w(j)1T (j)p
Figure 8.2: Pictorial representation of the tunneling vectors (8.13). The 2M -dimensional
integer-valued vectors v
(j)
1,2 and w
(j)
1,2 determine the linear combinations of bosonic fields in
each wire that enter the cosine term associated with each star or plaquette, respectively.
wires, we can obtain the necessary number 2MN of tunneling vectors by expanding this
set to include M “flavors” of tunneling vectors T (j)s and T (j)p for each star and plaquette,
respectively. We label these flavors using a teletype index j = 1, . . . ,M . Imposing the
Haldane criterion (8.11) on this set of tunneling vectors then yields the set of equations
T (j)Ts K T (j
′)
s′ = 0 ∀ s, s′, j, j′, (8.12a)
T (j)Tp K T (j
′)
p′ = 0 ∀ p, p′, j, j′, (8.12b)
T (j)Ts K T (j
′)
p = 0 ∀ s, p, j, j′. (8.12c)
If the above equations are satisfied, then the set of 2MN tunneling vectors is a Haldane
set, and therefore capable of yielding a gapped phase in the strong-coupling limit.
We now turn to the problem of building 2MN tunneling vectors T (j)s and T (j)p . Enu-
merating all solutions to this problem for all matrices K is beyond the scope of the present
work. However, we will present below one way of constructing these tunneling vectors
that builds in the minimal symmetries of charge and/or parity conservation [Eqs. (8.10)]
and greatly reduces the number of equations that must be solved [relative to Eqs. (8.12),
which contain an infinite number of linear equations in the thermodynamic limit N →∞
if no additional information is provided]. In particular, if we desire charge conservation
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[Eq. (8.10a)] to hold, we may define the tunneling vectors by their nonvanishing components
(T (j)s )j,α ..= v(j)1,α
(
δj,sE
− δj,sW
)
+ v
(j)
2,α
(
δj,sN
− δj,sS
)
,
(8.13a)
(T (j)p )j,α ..= w(j)1,α
(
δj,pW
− δj,pE
)
+ w
(j)
2,α
(
δj,pN
− δj,pS
)
,
(8.13b)
where we recall that j = 1, . . . , 2N labels the quantum wires and α = 1, . . . , 2M labels
the degrees of freedom within a wire. Here, v
(j)
1 , v
(j)
2 , w
(j)
1 , and w
(j)
2 are arbitrary 2M -
dimensional integer vectors. The Kronecker deltas in the tunneling vector Ts ensure that
its nonzero entries are defined within the quantum wires sN , . . . , sW to the north, . . . , west
of the vertex on which star s is centered. The Kronecker deltas in Tp select the quantum
wires pN , . . . , pW , which are defined similarly for the plaquette p (see Fig. 8.1). With these
definitions, one verifies that Eq. (8.10a) holds independently of the form of v
(j)
1,2, w
(j)
1,2, and
the charge-vector Q for a single wire.
Similarly, when we wish to impose number-parity conservation [Eq. (8.10b)], we may
define for any j = 1, . . . , 2N and any α = 1, . . . , 2M
(T (j)s )j,α ..= v(j)1,α
(
δj,sE
+ δj,sW
)
+ v
(j)
2,α
(
δj,sN
+ δj,sS
)
,
(8.14a)
(T (j)p )j,α ..= w(j)1,α
(
δj,pE
+ δj,pW
)
+ w
(j)
2,α
(
δj,pN
+ δj,pS
)
,
(8.14b)
and verify that Eq. (8.10b) holds independently of the form of v
(j)
1,2, w
(j)
1,2, and Q.
Henceforth, we will focus on the charge-conserving tunneling vectors defined in Eqs.
(8.13), as all general criteria discussed below have analogues for the parity-conserving
tunneling vectors defined in Eqs. (8.14).
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The charge-conserving tunneling vectors defined in Eqs. (8.13) are expressed in a con-
venient pictorial form in Fig. 8.2. From this pictorial representation, it is clear that any
two distinct, adjacent stars (be they of the same flavor or different flavors) share a single
wire between them. The same statement holds for plaquettes. However, adjacent stars
and plaquettes share two wires between them, regardless of the flavor. Therefore, one can
show that Eqs. (8.12) are satisfied if and only if
v(j)Tµ K v
(j′)
µ = 0, (8.15a)
w(j)Tµ K w
(j′)
µ = 0, (8.15b)
v
(j)T
1 K w
(j′)
2 − v(j)T2 K w(j
′)
1 = 0, (8.15c)
for all j and j′ = 1, . . . ,M and µ = 1, 2. Equations (8.15) are fundamental to our con-
struction, as each solution to these equations for a given dimension 2M of the matrix K
may in principle describe a distinct gapped phase of matter.
Observe that Eqs. (8.15) are symmetric under 1 ↔ 2 and j ↔ j′. Therefore, these
criteria amount to a set of 5M(M + 1)/2 linear equations in 8M2 variables. This is
important for two reasons. First, the number of equations does not scale with the number
2N of quantum wires in the array. This ensures that a single solution to these equations
holds for any system size when periodic boundary conditions are imposed. Second, this
set of equations is underconstrained for any M (i.e., there are always more variables than
equations). This means that for generic matrices K of fixed dimension 2M , there is in
principle more than one solution to Eqs. (8.15).
We aim to construct gapped states of matter that have an isotropic low-energy descrip-
tion. Consequently, it is natural to demand that the tunneling vectors defined in Eqs. (8.13)
and depicted in Fig. 8.2 are independent of direction. This can be achieved by imposing
the additional constraints
v
(j)
1 = v
(j)
2 =.
. v(j) (8.16a)
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and
w
(j)
1 = w
(j)
2 =.
.w(j). (8.16b)
Note that Eq. (8.15c) is solved independently of the form of the 2M -dimensional vectors
v
(j)
µ and w
(j)
µ if Eqs. (8.16) hold. These constraints reduce the total number of variables con-
tained in the tunneling vectors Ts and Tp from 8M2 to 4M2, and the number of nontrivial
equations to 2M(M + 1)/2, i.e.,
v(j)TK v(j
′) = 0, (8.17a)
w(j)TK w(j
′) = 0, (8.17b)
which are merely rewritings of Eqs. (8.15a) and (8.15b). With this, we have arrived at the
simplest incarnation of our construction. We will henceforth assume that Eqs. (8.17) hold
for appropriate choices of the 2M , 2M -dimensional vectors v(j) and w(j). However, note
that Eqs. (8.16) are sufficient but not necessary in order to produce a state of matter that
has an isotropic low-energy description. We will therefore comment, as appropriate, on
how our results below generalize to cases where v
(j)
1 6= v(j)2 and w(j)1 6= w(j)2 .
8.2.3 Fractionalization
8.2.3.1 Change of basis
In this section, we outline how to use two-dimensional arrays of coupled quantum wires,
like those described in the previous two sections, to study phases of matter with fraction-
alized excitations. To this end, let us assume that we have a Haldane set H containing
2MN tunneling vectors T (j)s and T (j)p with j = 1, . . . ,M defined by Eqs. (8.13) that sat-
isfy (8.16) and the Haldane criterion (8.17). With these assumptions, the two-dimensional
array of coupled quantum wires acquires a gap in the strong-coupling limit, yielding a
three-dimensional gapped state of matter.
As discussed in the previous section, the phase of matter obtained in this way is a
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system of strongly-interacting fermions or bosons. However, for the purposes of studying
fractionalization, it is convenient to work in a basis where the “fundamental” constituents
of each wire are not fermions or bosons, but (possibly fractionalized) quasiparticles. This
is achieved by making the change of basis
˜ˆ
Φ(z) ..= W−1 Φˆ(z), (8.18a)
V˜ :=WT V W, (8.18b)
K˜ ..= WTKW, (8.18c)
Q˜ ..= WTQ, (8.18d)
T˜ ..= W−1 T , (8.18e)
where
W ..= 12N ⊗W, (8.18f)
for some invertible 2M×2M integer-valued matrix W . This change of variables has several
virtues. First, K˜ remains symmetric and integer valued. Second, Q˜ remains integer valued.
Third, this change of variables leaves the quantity T TK Φˆ(z), which enters the argument
of the cosine terms in Eq. (8.7), invariant, i.e.,
T˜ T K˜ ˜ˆΦ(z) = T TK Φˆ(z). (8.19)
Thus, the linear transformation (8.18) does not change the character of the interaction
itself, although it alters the tunneling vector T and the 4MN -dimensional vector Φˆ of
bosonic fields. Furthermore, one verifies that the linear transformation (8.18) does not
alter the compatibility criteria (8.15) or the quantity QT T that determines the presence
or absence of charge or number-parity conservation.
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Given the possibility of performing a change of basis of the form (8.18), we may now
take a different approach. Instead of viewing the wire construction as a theory, with the
Lagrangian (8.9), of scalar fields obeying the commutation relations (8.1d) with a K-matrix
Kf [Eq. (8.2)] for fermions or Kb [Eq. (8.3)] for bosons, we may also view it as a theory,
with the Lagrangian
˜ˆ
L ..=
˜ˆ
L0 +
˜ˆ
L{T˜ }, (8.20)
of scalar fields obeying the new equal-time commutation relations
[
∂z
˜ˆ
φj,α(z),
˜ˆ
φj′,α′(z
′)
]
= i 2pi δjj′ K˜
−1
αα′ δ(z − z′), (8.21)
for j, j′ = 1, . . . , 2N and α, α′ = 1, · · · , 2M , which are neither fermionic nor bosonic in
nature. We allow K˜ to be any symmetric, invertible, 2M × 2M integer matrix, as long
as it is related to Kf or Kb by a transformation of the form (8.18). Interactions between
wires that yield a gapped state of matter can be constructed by following the procedures
of the previous section. The 2M N integer tunneling vectors T˜ (j)s and T˜ (j)p obtained in this
way form a Haldane set H˜ related to the Haldane set H by the transformation (8.18). For
reasons of simplicity that will become clear momentarily, we will concern ourselves in this
chapter primarily with the tunneling vectors T˜ (j)s and T˜ (j)p whose nonzero entries are equal
to ±1. (Of course, nothing prevents us from also considering cases where this does not
hold.) The counterparts T (j)s and T (j)p of these tunneling vectors under the transformation
(8.18) generically have entries with magnitude larger than 1. This fact will be of importance
to us now, as we turn to the issue of compactification.
8.2.3.2 Compactification, vertex operators, and fractional charges
Although the transformation (8.18) might appear innocuous, there is a fundamental
difference between the theory with the Lagrangian
˜ˆ
L defined in Eq. (8.20) and the original
fermionic or bosonic theory with the Lagrangian Lˆ defined in Eq. (8.9) when periodic
boundary conditions are imposed in the z-direction (as we have assumed from the outset).
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In the latter theory, which is a theory of interacting electrons or bosons treated within
bosonization, the traditional choice of compactification for the scalar fields φˆj,α(z) with
j = 1, . . . , 2N and α = 1, · · · , 2M is
φˆj,α(z + L) ≡ φˆj,α(z) + 2pi nα, (8.22)
for nα ∈ Z2M . This choice ensures the single-valuedness of the fermionic or bosonic vertex
operators (8.4) under z → z + L, and, in turn, that of the Lagrangian Lˆ = Lˆ0 + Lˆ{T },
as one can re-write Lˆ{T } in terms of the correlated tunnelings (8.8), which reduce to
products of these vertex operators. However, depending on the tunneling vectors T (j)s,p ,
there may be other, less stringent, compactifications of these scalar fields that also render
the Lagrangian Lˆ single-valued under z → z + L. The parsimonious course of action is to
choose the “minimal” compactification, i.e., the smallest compactification radius that still
maintains the single-valuedness of Lˆ under z → z + L.
If the tunneling vectors T (j)s and T (j)p correspond to the tunneling vectors T˜ (j)s and T˜ (j)p
under the transformation (8.18) whose only nonzero entries are equal to ±1, then there is a
clear choice of minimal compactification. This choice can be obtained as follows. Working
in the tilde basis, we can rewrite the interactions using the relation [analogous to (8.8)]
e−i T˜
T K˜ ˜ˆΦ(z) =
2N∏
j=1
2M∏
α=1
[
˜ˆ
ψ†f,b;j,α(z)
]T˜j,α
, (8.23a)
thereby implicitly defining a new set of fermionic or bosonic vertex operators,
˜ˆ
ψ†f,b;j,α(z) ..= exp
(
−i
2M∑
α′=1
K˜αα′
˜ˆ
φj,α′(z)
)
. (8.23b)
The minimal compactification is then obtained by demanding that this new set of vertex
operators be single valued under z → z + L. For any j = 1, . . . , 2N and α = 1, · · · , 2M ,
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this is achieved by imposing the periodic boundary conditions
˜ˆ
φj,α(z + L) ≡ ˜ˆφj,α(z) + 2pi K˜−1αα′ nα′ , (8.24)
for nα ∈ Z2M . Here, there is an important difference with respect to Eq. (8.22). Because K˜
is an integer-valued matrix, K˜−1 is generically a rational-valued matrix. The field ˜ˆφj,α(z)
is thus allowed to advance by rational (rather than integer) multiples of 2pi when the
coordinate z is advanced through a full period L. This crucial distinction is what allows
for the existence of fractionally-charged operators in the coupled wire array, as we now
demonstrate.
Fractional quantum numbers appear in the wire construction because the compactifi-
cation condition (8.24) allows for the existence of “quasiparticle” vertex operators
qˆ†j,α(z) ..= exp
(
−i ˜ˆφj,α(z)
)
(8.25)
for any j = 1, . . . , 2N and α = 1, · · · , 2M that are multivalued under the operation z 7→
z+L. The fact that these vertex operators generically carry fractional charges can be seen
by considering the transformed charge operator
˜ˆ
Qj,α .
.=
Q˜α
2pi
2M∑
α′=1
δαα′
Lˆ
0
dz ∂z
˜ˆ
φj,α′(z) (8.26)
for any j = 1, . . . , 2N and α = 1, · · · , 2M . Its normalization is here chosen such that the
fermionic or bosonic vertex operators defined in Eq. (8.23b) have charge Q˜α. Indeed, for
any j, j′ = 1, . . . , 2N and α, α′ = 1, · · · , 2M , the equal-time commutator
[
˜ˆ
Qj,α, qˆ
†
j′,α′(z)
]
= Q˜α δjj′ K˜
−1
αα′ qˆ
†
j′,α′ (8.27)
indicates that, since K˜−1 is generically a rational matrix, the quasiparticle operator qˆ†j′,α′
generically has a rational charge. In particular, if Q˜ = Q under the transformation (8.18),
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Figure 8.3: (Color online) Pictorial representation of star and plaquette excitations created
by the operators (8.31). The filled blue circle represents an application of the vertex
operator (8.31a) in the corresponding wire, while the purple and orange crosses represent
defective stars hosting solitons of opposite signs. Similarly, the filled green square represents
an application of the vertex operator (8.31b), and the purple and orange squares represent
defective plaquettes hosting solitons of opposite signs.
and K˜−1 has at least one rational entry with magnitude smaller than 1, the operator qˆ†j′,α′
must then carry a fractional charge.
8.2.3.3 Pointlike and linelike excitations
We now outline the relationship between the quasiparticle vertex operators defined in
Eq. (8.25) and (possibly fractionalized) excitations in the array of coupled quantum wires.
In the strong-coupling limit UT˜ (z) →∞, the compatibility criteria (8.15) ensure that the
quantity
T˜ T K˜ ˜ˆΦ(z) + αT˜ (z), (8.28)
where T˜ = T˜ (j)s or T˜ (j)p , is pinned to a classical minimum of the corresponding cosine
potential in Lˆ{T˜ }. Following Refs. [53, 57] and subsequent works, we identify excitations
in the coupled-wire theory with solitons that increment the “pinned field” T˜ K˜ ˜ˆΦ(z) by an
integer multiple of 2pi. These excitations can therefore be viewed as living on either the
stars or the plaquettes of the square lattice, rather than within the wires themselves.
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(a) (b)
(c) (d)
Figure 8.4: (Color online) Deconfinement of star defects within a plane. (a) A single
application of the vertex operator (8.31a) (blue circle) creates a star defect (purple cross)
and an anti-star defect (orange cross). (b) Applying a string of vertex operators (8.31a)
moves a star defect by healing one while creating another. Consequently, it costs no extra
energy to separate the two star defects. (c) To turn a corner, it may be necessary to heal a
defect with an application of the inverse of the vertex operator (8.31a) in the appropriate
wire (white circle). (d) When two star defects meet, they annihilate one another. A
completely analogous description of plaquette defects also holds starting from the operators
Eq. (8.31b).
166
We now demonstrate that products of an appropriate number of quasiparticle vertex
operators of the form (8.25) can be used to move the soliton defects to adjacent stars and
plaquettes. To see this, we write out the pinned fields explicitly for all MN tunneling
vectors T˜ (j)s with j = 1, . . . ,M defined on the stars s = 1, . . . , N ,
T˜ (j)Ts K˜ ˜ˆΦ(z) =
2M∑
α,α′=1
v˜(j)α K˜αα′
[
˜ˆ
φsE ,α′
(z)− ˜ˆφsW ,α′(z) +
˜ˆ
φsN ,α′
(z)− ˜ˆφsS ,α′(z)
]
, (8.29a)
and for all MN tunneling vectors T˜ (j)p with j = 1, . . . ,M defined on the plaquettes p =
1, . . . , N ,
T˜ (j)Tp K˜ ˜ˆΦ(z) =
2M∑
α,α′=1
w˜(j)α K˜αα′
[
˜ˆ
φpW ,α′(z)−
˜ˆ
φpE ,α′(z) +
˜ˆ
φpN ,α′
(z)− ˜ˆφpS ,α′(z)
]
. (8.29b)
For any star s = 1, . . . , N or plaquette p = 1, . . . , N from the square lattice and for any
α, β = 1, . . . , 2M , observe that, by Eq. (8.21), the equal-time commutators
[
2M∑
α′=1
K˜αα′
˜ˆ
φsC ,α′
(z), ∂z′
˜ˆ
φsC ,β
(z′)
]
=
[
2M∑
α′=1
K˜αα′
˜ˆ
φpC ,α′
(z), ∂z′
˜ˆ
φpC ,β
(z′)
]
= −i 2pi δαβ δ(z − z′)
(8.30)
hold. Here, the uppercase Latin index C = N,W,S,E labels the four cardinal directions.
Equation (8.30) indicates that the pair of fields ∂z
˜ˆ
φsC ,α
and ∂z
˜ˆ
φpC ,α
can be viewed, up
to a multiplicative constant, as canonical conjugates to the pair of fields
∑
α′ K˜αα′
˜ˆ
φsC ,α′
and
∑
α′ K˜αα′
˜ˆ
φpC ,α′
(z) that enter the pair of pinned fields T˜ (j)Ts K˜ ˜ˆΦ and T˜ (j)Tp K˜ ˜ˆΦ, re-
spectively. Interpreted this way, Eqs. (8.30) suggest that, for any j = 1, . . . ,M , sC =
sN , sW , sS , sE , and pC = pN , pW , pS , pE , the operators
Sˆ(j)†sC (z) .
.= exp
(
−i
2M∑
α=1
v˜(j)α
˜ˆ
φsC ,α
(z)
)
(8.31a)
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and
Pˆ (j)†pC (z) .
.= exp
(
−i
2M∑
α=1
w˜(j)α
˜ˆ
φpC ,α
(z)
)
(8.31b)
act on the pinned fields as [|v˜(j)|2 denotes the magnitude squared of the vector v˜(j) ∈ Z2M ]
Sˆ(j)sN
(z′)
[
T˜ (j)Ts K˜ ˜ˆΦ(z)
]
Sˆ(j)†sN (z
′) = T˜ (j)Ts K˜ ˜ˆΦ(z) + 2pi |v˜(j)|2 Θ(z − z′) + constant,
(8.32a)
Sˆ(j)sW
(z′)
[
T˜ (j)Ts K˜ ˜ˆΦ(z)
]
Sˆ(j)†sW (z
′) = T˜ (j)Ts K˜ ˜ˆΦ(z)− 2pi |v˜(j)|2 Θ(z − z′) + constant,
(8.32b)
Sˆ(j)sS
(z′)
[
T˜ (j)Ts K˜ ˜ˆΦ(z)
]
Sˆ(j)†sS (z
′) = T˜ (j)Ts K˜ ˜ˆΦ(z)− 2pi |v˜(j)|2 Θ(z − z′) + constant,
(8.32c)
Sˆ(j)sE
(z′)
[
T˜ (j)Ts K˜ ˜ˆΦ(z)
]
Sˆ(j)†sE (z
′) = T˜ (j)Ts K˜ ˜ˆΦ(z) + 2pi |v˜(j)|2 Θ(z − z′) + constant,
(8.32d)
and [|w˜(j)|2 denotes the magnitude squared of the vector w˜(j) ∈ Z2M ]
Pˆ (j)pN
(z′)
[
T˜ (j)Tp K˜ ˜ˆΦ(z)
]
Pˆ (j)†pN (z
′) = T˜ (j)Tp K˜ ˜ˆΦ(z) + 2pi |w˜(j)|2 Θ(z − z′) + constant,
(8.33a)
Pˆ (j)pW
(z′)
[
T˜ (j)Tp K˜ ˜ˆΦ(z)
]
Pˆ (j)†pW (z
′) = T˜ (j)Tp K˜ ˜ˆΦ(z) + 2pi |w˜(j)|2 Θ(z − z′) + constant,
(8.33b)
Pˆ (j)pS
(z′)
[
T˜ (j)Tp K˜ ˜ˆΦ(z)
]
Pˆ (j)†pS (z
′) = T˜ (j)Tp K˜ ˜ˆΦ(z)− 2pi |w˜(j)|2 Θ(z − z′) + constant,
(8.33c)
Pˆ (j)pE
(z′)
[
T˜ (j)Tp K˜ ˜ˆΦ(z)
]
Pˆ (j)†pE (z
′) = T˜ (j)Tp K˜ ˜ˆΦ(z)− 2pi |w˜(j)|2 Θ(z − z′) + constant,
(8.33d)
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respectively. To verify Eqs. (8.32), one integrates both sides of the equalities entering
Eq. (8.30) over the variable z′ and uses the identity
(
dΘ
dz
)
(z) = δ(z), (8.34)
where Θ(z) is the Heaviside step function. If the underlying quantum wires in the theory
are fermionic, the arbitrary integration constants above are identified with Klein factors
that are necessary in order to ensure the anticommutation of fermionic vertex operators in
different wires. If the underlying wires are bosonic, however, the integration constants can
be set to zero.
Evidently, the operators Sˆ
(j)†
sC
and Pˆ
(j)†
pC
defined in Eqs. (8.31) create 2pi solitons in
the pinned fields T˜ (j)Ts K˜ ˜ˆΦ and T˜ (j)Tp K˜ ˜ˆΦ, respectively. However, the link sC on star s
is shared with the star s′ adjacent to s along the cardinal direction C = N,W,S,E, and,
likewise, the link pC on plaquette p is shared with the plaquette p
′ adjacent to p along the
cardinal direction C = N,W,S,E. Therefore,
Sˆ(j)sN
(z′)
[
T˜ (j)Ts′ K˜ ˜ˆΦ(z)
]
Sˆ(j)†sN (z
′) = T˜ (j)Ts′ K˜ ˜ˆΦ(z)− 2pi |v˜(j)|2 Θ(z − z′) + constant,
(8.35a)
Sˆ(j)sW
(z′)
[
T˜ (j)Ts′ K˜ ˜ˆΦ(z)
]
Sˆ(j)†sW (z
′) = T˜ (j)Ts′ K˜ ˜ˆΦ(z) + 2pi |v˜(j)|2 Θ(z − z′) + constant,
(8.35b)
Sˆ(j)sS
(z′)
[
T˜ (j)Ts′ K˜ ˜ˆΦ(z)
]
Sˆ(j)†sS (z
′) = T˜ (j)Ts′ K˜ ˜ˆΦ(z) + 2pi |v˜(j)|2 Θ(z − z′) + constant,
(8.35c)
Sˆ(j)sE
(z′)
[
T˜ (j)Ts′ K˜ ˜ˆΦ(z)
]
Sˆ(j)†sE (z
′) = T˜ (j)Ts′ K˜ ˜ˆΦ(z)− 2pi |v˜(j)|2 Θ(z − z′) + constant,
(8.35d)
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and
Pˆ (j)pN
(z′)
[
T˜ (j)Tp′ K˜ ˜ˆΦ(z)
]
Pˆ (j)†pN (z
′) = T˜ (j)Tp′ K˜ ˜ˆΦ(z)− 2pi |w˜(j)|2 Θ(z − z′) + constant,
(8.36a)
Pˆ (j)pW
(z′)
[
T˜ (j)Tp′ K˜ ˜ˆΦ(z)
]
Pˆ (j)†pW (z
′) = T˜ (j)Tp′ K˜ ˜ˆΦ(z)− 2pi |w˜(j)|2 Θ(z − z′) + constant,
(8.36b)
Pˆ (j)pS
(z′)
[
T˜ (j)Tp′ K˜ ˜ˆΦ(z)
]
Pˆ (j)†pS (z
′) = T˜ (j)Tp′ K˜ ˜ˆΦ(z) + 2pi |w˜(j)|2 Θ(z − z′) + constant,
(8.36c)
Pˆ (j)pE
(z′)
[
T˜ (j)Tp′ K˜ ˜ˆΦ(z)
]
Pˆ (j)†pE (z
′) = T˜ (j)Tp′ K˜ ˜ˆΦ(z) + 2pi |w˜(j)|2 Θ(z − z′) + constant,
(8.36d)
respectively. Note the sign difference with respect to Eqs. (8.32) and (8.33). This
difference also stems from Fig. 8.2. Consequently, we interpret the operators Sˆ
(j)†
sC
and
Pˆ
(j)†
pC
as creating a soliton-antisoliton pair straddling the links sC = sN , sW , sS , sE and
pC = pN , pW , pS , pE , respectively (see Fig. 8.3). By taking the derivative with respect
to z of Eqs. (8.32), (8.33), (8.35), and (8.36), we can interpret the operators Sˆ
(j)†
sC
and
Pˆ
(j)†
pC
as creating a dipole in the soliton density across the links sC = sN , sW , sS , sE and
pC = pN , pW , pS , pE , respectively. Correspondingly, the annihilation vertex operators Sˆ
(j)
sC
and Pˆ
(j)
pC
reverse the orientations of these dipoles in the soliton density.
The defect and antidefect created by applying one of the operators Sˆ
(j)†
sC
and Pˆ
(j)†
pC
can
be propagated away from one another in the x-y plane by subsequent applications of the
same operators on adjacent links, each of which “heal” one defect while creating another.
An example of such a process is shown in Fig. 8.4. In the strong-coupling limit in which
we work, this process does not generate any additional excitations, indicating that star
and plaquette defects are deconfined in the x-y plane. Furthermore, one can show that,
in the same strong-coupling limit, these defects are also deconfined in the z-direction (see
Appendix A for more details). Consequently, we conclude that the wire construction sup-
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(a) (b)
(c) (d)
Figure 8.5: (color online) (a) A pair of linelike defects along the z direction created by
the operators (8.37). (b) Propagating one linelike defect away from the other using the
operators (8.37) creates a membrane in the x-z plane. (c) Growing a star membrane in the
x-y plane from the product of the operators (8.31a). (d) Membrane in the x-y plane with
defect lines on its boundaries. Darker purple or orange crosses indicate defective stars with
a “double-strength” soliton, where two kinks of the same sign coexist in the same star.
ports deconfined pointlike excitations, namely the star and plaquette defects. When these
defects are separated from one another, there is a “string” of vertex operators connecting
them. These strings are a crucial ingredient for determining the topological degeneracy, as
we will see in the next section.
The wire construction also supports deconfined linelike excitations. For any j =
1, . . . ,M , pairs of linelike defects connecting the points z1 and z2 in a wire labelled by
the link sC = sN , sW , sS , sE or pC = pN , pW , pS , pE can be created by the bi-local opera-
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tors
Sˆ(j)†sC (z1, z2) .
.= Sˆ(j)†sC (z2) Sˆ
(j)
sC
(z1)
= exp
(
− i
2M∑
α=1
v˜(j)α
z2ˆ
z1
dz ∂z
˜ˆ
φsC ,α
(z)
)
,
(8.37a)
Pˆ (j)†pC (z1, z2) .
.= Pˆ (j)†pC (z2) Pˆ
(j)
pC
(z1)
= exp
(
− i
2M∑
α=1
w˜(j)α
z2ˆ
z1
dz ∂z
˜ˆ
φpC ,α
(z)
)
,
(8.37b)
a pictorial example of which is depicted in Fig. 8.5(a). Similarly to the propagation of star
and plaquette defects outlined in the previous paragraph, applying a string of the above
operators creates a membrane with linelike defects at its boundaries in the z-x and y-z
planes as is illustrated Fig. 8.5(b).
The membranes created by applying strings of the operators defined in Eqs. (8.37)
necessarily extend in the x-z or y-z planes. Membranes extending in the x-y plane can also
be created by applying the operators defined in Eqs. (8.31) over a membrane as opposed
to a string, as in Fig. 8.5(c-d). As with the x-z and y-z membranes, the boundary of an
x-y membrane supports linelike defects.
It is important to note that the strings and membranes connecting pairs of pointlike and
linelike defects, respectively, may fluctuate in all directions. The origin of these fluctuations
lies in the existence of a discrete gauge symmetry that can be formulated explicitly in the
strong coupling limit |UT˜ | → ∞. (We elaborate on the physical meaning of this limit in
the next section.) We carry out this formulation in Appendix B. Strings and membranes
that fluctuate in this way are familiar from the toric code and other string-net models.
8.2.3.4 Energetics of pointlike and linelike defects
At this stage, a brief comment is in order regarding the energetics of the pointlike and
linelike defects defined in Sec. 8.2.3.3. It is misleading to compute the energy cost of such a
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defect in the strong-coupling limit |UT˜ | → ∞, as in this limit, the perfectly sharp solitons
created by the operators Sˆ
(j)†
sC
and Pˆ
(j)†
pC
[recall Eqs. (8.32) and (8.33)] cost no energy from
the point of view of the cosine terms (8.7). This is simply because these solitons increment
the argument of a cosine term abruptly at some z by an integer multiple of 2pi, which
amounts to a discontinuous jump between exact minima of the cosine potential. However,
the presence of an infinitesimal kinetic term of the form (8.1a) gives a finite stiffness κ to
the pinned field. In this case, the optimal soliton profile is no longer the perfectly sharp
one generated by the operators Sˆ
(j)†
sC
and Pˆ
(j)†
pC
, but a slightly deformed one where the
interpolation between minima of the cosine potential is smeared over a length scale ξ.
Suppose that this optimal soliton profile is known. Then, it is possible to redefine the
operators Sˆ
(j)†
sC
and Pˆ
(j)†
pC
in such a way that they act on the pinned fields as in Eqs. (8.32)
and (8.33), but now with the perfectly sharp soliton profile replaced by the optimal one.
[Note that this redefinition can be done without altering the fundamental commutation
relations (8.21) on length scales longer than ξ.] The energy cost of such an optimal soliton
is composed of two contributions: one from the cosine potential (assumed to be large) and
one from the stiffness (assumed to be small but finite).
Once the finite energy cost of a single soliton has been determined, it is readily seen
that the stringlike and membranelike operators defined in Sec. 8.2.3.3 cannot dissociate
into smaller pointlike or linelike operators without an energy cost that is extensive in the
number of vertex operators used to build the string or membrane. For example, if one tries
to pull apart the string of vertex operators shown in Fig. 8.4(b) so that all operators in the
string are disconnected, one necessarily increases the energy by an amount proportional to
the number of vertex operators in the chain. This is because each application of a vertex
operator in the latter scenario costs energy due to two cosine terms (in addition to the
stiffness). In contrast, when the vertex operators form a string, the only energy cost due
to the cosine terms occurs at the two ends of the string.
Finally, one might be concerned that the energetic effects discussed above could lead to
confinement of star and plaquette defects. Indeed, if the stiffness κ is finite, then strings of
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vertex operators like the ones depicted in Fig. 8.4 necessarily cost an energy proportional
to their length. In fact, there is a direct parallel here with the confinement-deconfinement
transition in the toric code [223]. In that case, two star defects (say) are connected by a
string of flipped spins. Thus, there is a measurable trail of magnetization that connects the
two defects. However, in the absence of an external magnetic field, there is no energy cost
associated with such a string. The presence of a sufficiently large external field leads to
confinement, but, below a critical field strength, entropic effects are sufficient to deconfine
the defects. In our system, the role of the external magnetic field is played by the kinetic
term, which is the origin of the stiffness κ.
Thus, provided that the stiffness κ  |UT˜ |, we expect that defects in our model are
deconfined because entropic effects favor deconfinement, as is the case in the toric code.
When κ reaches some critical value, however, the defects become confined.
8.2.3.5 Statistics of pointlike and linelike defects
We have enumerated the pointlike and linelike excitations for a class of two-dimensional
arrays of coupled quantum wires by showing how to use vertex operators to build open
stringlike and open membranelike operators supporting these defects on their boundaries.
The statistics of these excitations are readily accessible within the wire formalism, as we
now explain.
In principle, there are several types of statistics to consider. The first type, that of
different types of pointlike excitations, must be trivial in three dimensions by homotopy
arguments. [228] (Essentially, such arguments hinge on the fact that any loop that one
particle makes around another in three dimensions can be deformed to a point without
passing through the other particle.)
The second type, that of pointlike and linelike excitations, can be nontrivial in three
dimensions, and will be computed below for the class of models defined here.
The third type of statistics, that between linelike excitations, can also be nontrivial in
three dimensions, but can be shown to be trivial in the present class of models.
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Figure 8.6: (Color online) Pictorial representation for braiding a pointlike plaquette defect
[defined in Eq. (8.31b)] around a linelike star defect along the z-direction [defined in Eq.
(8.37a)]. The green colored loop represents the worldline during adiabatic braiding of one
end of an open plaquette string, say the plaquette counterpart to the open string depicted in
Fig. 8.4(c). By choice, the world line encloses the rightmost boundary of the star membrane
in Fig. 8.5(b).
Let us first examine the mutual statistics between pointlike and linelike defects. Using
the identity
eAˆ eBˆ = eBˆ eAˆ e[Aˆ,Bˆ] (8.38)
which follows from the Baker-Campbell-Hausdorff lemma whenever [Aˆ, Bˆ] is a c-number,
one can show from Eq. (8.21) that, for any j, j′ = 1, . . . , N and for any sC , sC′ =
sN , sW , sS , sE or pC , pC′ = pN , pW , pS , pE ,
Sˆ(j)†sC (z) Pˆ
(j′)†
p
C′
(z′1, z
′
2)
= Pˆ (j
′)†
p
C′
(z′1, z
′
2) Sˆ
(j)†
sC
(z) e
+i 2pi v˜(j)T K˜−1 w˜(j
′) δs
C
,p
C′ ,
(8.39a)
Sˆ(j)†sC (z
′
1, z
′
2) Pˆ
(j′)†
p
C′
(z)
= Pˆ (j
′)†
p
C′
(z) Sˆ(j)†sC (z
′
1, z
′
2) e
−i 2pi v˜(j)T K˜−1 w˜(j′) δs
C
,p
C′ ,
(8.39b)
whenever z′1 < z < z′2.
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With these relations in hand, one can readily compute the algebra of the membrane
and string operators that are used to create and propagate pointlike and linelike defect-
antidefect pairs. As discussed in Ref. [8], this algebra determines the phase obtained by
winding a pointlike excitation around a linelike excitation. The computation of this phase
is cumbersome to write down, but nevertheless quite straightforward—a convenient way to
see this comes from the pictorial representation of such a braiding process (see Fig. 8.6 for
an example). From this pictorial representation, one sees immediately that the membrane
and string operators associated with stars commute with one another (and likewise for
plaquettes), as they never intersect in a wire. However, membranes associated with star
defects and strings associated with plaquette defects (and vice versa) always intersect
with one another during a braiding process. The total phase arising from commuting one
operator past the other can then be read off from the picture using Eqs. (8.39). We find
that the statistical phase obtained by braiding a pointlike plaquette defect around a linelike
star defect is given by
θjj′
2pi
= v˜(j)T K˜−1 w˜(j
′) = w˜(j
′)T K˜−1v˜(j) (8.40)
for any j, j′ = 1, . . . ,M , where the second equality follows from the fact that K˜−1 is a
symmetric matrix.
At this point, we remark that, although the construction of operators undertaken in
this section and in the previous section has assumed that v˜
(j)
1 = v˜
(j)
2 = v˜
(j) and w˜
(j)
1 =
w˜
(j)
2 = w˜
(j), this construction proceeds with only minor modifications in the more general
case v˜
(j)
1 6= v˜(j)2 and w˜(j)1 6= w˜(j)2 . However, in the latter case, one finds that the statistical
angle must obey
θjj′
2pi
= v˜
(j)T
1 K˜
−1 w˜(j
′)
2
!
= v˜
(j)T
2 K˜
−1 w˜(j
′)
1 (8.41)
for any j, j′ = 1, . . . ,M . The second equality in Eq. (8.41) must be imposed as a consistency
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condition. Otherwise, the statistical angle θjj′ would depend on whether the string and
membrane operators used to compute the statistics intersected on vertical or horizontal
bonds. (See, e.g., Fig. 8.6, where the string and membrane intersect on a horizontal bond.)
Thus, we must demand that Eq. (8.41) holds, as otherwise the low-energy description of
the theory would be anisotropic.
We close this section by outlining the reason why the line-line statistics in this class of
models is trivial. The statistical phase describing the line-line statistics is computed using
membrane surfaces arranged as in Fig. 8.7. From this, it is clear that the relevant operator
product to consider is of the form
Sˆ(j)†sC (z1, z2) Pˆ
(j′)†
p
C′
(z′1, z
′
2) = Sˆ
(j)†
sC
(z1, z2) Pˆ
(j′)†
p
C′
(z′1, z
′
2)
× exp
−i 2M∑
α,β=1
v˜(j)α w˜
(j′)
β
z2ˆ
z1
dz
z′2ˆ
z′1
dz′
[
∂z
˜ˆ
φsC ,α
(z), ∂z′
˜ˆ
φp
C′ ,β
(z′)
] (8.42)
for any j = 1, . . . ,M , sC = sN , sW , sS , sE , and pC′ = pN , pW , pS , pE , where it is
assumed that the interval [z1, z2] ⊂ [z′1, z′2] or vice versa. However, by differentiating Eq.
(8.21) with respect to z′, one sees that the commutator in the exponential is proportional
to the derivative of a delta function. Integrated over both z and z′, this yields zero for the
statistical angle between two lines. In a similar manner, one can show that the three-line
statistics (c.f. Ref. [8]) is trivial in this class of models.
This discussion of the excitations of the coupled-wire construction provides sufficient
information to determine the minimal topological ground-state degeneracy of the theory,
as we now show.
8.2.3.6 Topological ground-state degeneracy
The theory defined in Eq. (8.20) by the Lagrangian
˜ˆ
L =
˜ˆ
L0 +
˜ˆ
L{T˜ } generically exhibits
a ground-state degeneracy when defined on the three-torus obtained by imposing periodic
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Figure 8.7: (Color online) Pictorial representation of braiding a star line and a plaquette
line. Because periodic boundary conditions are imposed in all directions and because
we choose to represent the worldsheet induced by the adiabatic evolution of plaquette
linelike defects by the green membrane that extends across the width of the lattice in the
y direction, this world sheet forms a cylinder with its symmetry axis parallel to the z
direction. By choice, this cylinder encircles the star-type line that defines the rightmost
boundary of the blue membrane. The algebra encoded by Eq. (8.42) implies that such a
braiding yields no overall statistical phase.
boundary conditions in the x-, y-, and z-directions. We present an argument as to why
this is the case.
First, recall that, when periodic boundary conditions are imposed in the x- and y-
directions, for a square lattice with 2N links, there are 4M N degrees of freedom (2M
per wire). There are also M N star and M N plaquette terms entering the interaction
˜ˆ
Hint ≡ − ˜ˆL{T˜ } defined in Eq. (8.20), each of which gaps out two of these degrees of freedom.
The number of star and plaquette operators in
˜ˆ
L{T˜ } is therefore sufficient to gap out the
bulk of the wire array, as mentioned above.
It is shown in Appendix B for M = 1 with the choice made in Sec. 8.2.4 for the integer-
valued vectors v˜ and w˜ that there are 4N local vertex operators, namely two per star s
and two per plaquette p, that commute with the interaction
˜ˆ
Hint ≡ − ˜ˆL{T˜ }. The proof in
Appendix B readily generalizes to arbitrary M = 1, 2, . . . and the integer-valued vectors
v˜(j) and w˜(j) with j = 1, . . . ,M entering Fig. 8.2. This local gauge symmetry implies that
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all the cosines entering the interaction
˜ˆ
Hint ≡ − ˜ˆL{T˜ } commute pairwise. This local gauge
symmetry also implies that deconfining the pointlike and stringlike defects costs no energy
in the strong coupling limit where the full Hamiltonian
˜ˆ
H defined by Eq. (8.20) reduces
to
˜ˆ
Hint ≡ − ˜ˆL{T˜ }. Hence, the strong coupling limit
˜ˆ
H =
˜ˆ
Hint is very singular since the
gap induced by the cosines from the Haldane set H˜ collapses. (As argued in Sec. 8.2.3.4,
including an infinitesimal kinetic term rectifies this singularity and yields a finite energy
cost for the creation of star and plaquette defects.)
Now, for any given coordinate 0 ≤ z < L along a wire, there are 2M global constraints
obeyed by the generators of this local gauge symmetry. Indeed,
∏
p∈P
ei T˜
(j)T
p K˜ ˜ˆΦ(z) = 1 (8.43a)
and
∏
s∈S
ei T˜
(j)T
s K˜ ˜ˆΦ(z) = 1, (8.43b)
hold for all j = 1, . . .M and all z ∈ [0, L). Here, P and S are the sets of all plaquettes and
stars in the square lattice, respectively. These constraints result from the fact that
∑
p∈P
T˜ (j)p =
∑
s∈S
T˜ (j)s = 0 (8.44)
for each j = 1, . . .M .
The 2M constraints (8.43) are inherently nonlocal. Removing any of the T˜ (j)s or T˜ (j)p
for fixed j from the set H˜ invalidates the constraints (8.43). If the number of independent
commuting operators that commute with
˜ˆ
Hint ≡ − ˜ˆL{T˜ } defined in Eq. (8.20) is to match the
number of degrees of freedom, the constraints (8.43) necessitate the existence of additional
nonlocal operators that commute with
˜ˆ
Hint. It turns out that such operators exist and that
the ground-state degeneracy is related to the representation of the algebra of these nonlocal
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Oˆ(j)P, zˆ
Oˆ(j)P, xˆ
Oˆ(j)P, yˆ
Figure 8.8: (Color online) Pictorial representation of the plaquette-type string operators
defined in Eqs. (8.45). The star-type string operators are defined similarly.
operators that has the smallest dimensionality. We will now enumerate these operators,
compute their algebra, and deduce from this algebra the ground state degeneracy of the
wire construction. One important result will be that there is a unique (i.e., non-degenerate)
ground state if |det K˜| = 1, a result that is familiar from Abelian Chern-Simons theories
in (2+1) dimensions [165, 224, 229, 230] and reappears in the present (3+1)-dimensional
context.
We are going to define two types of non-local operators out of the local operators (8.31)
and the bi-local operators (8.37).
First, for any j = 1, · · · ,M , any cardinal directions C,C ′ = N,W,S,E, and any
0 ≤ z < L, we define the non-local string operators
Oˆ(j)S,Γx(z) ..=
∏
sC∈Γx
Sˆ(j)†sC (z), (8.45a)
Oˆ(j)S,Γy(z) ..=
∏
sC∈Γy
Sˆ(j)†sC (z), (8.45b)
Oˆ(j)S,Γz ..= Sˆ
(j)†
sC
(0, L), (8.45c)
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and
Oˆ(j)P,Γxˆ(z) ..=
∏
pC∈Γxˆ
Pˆ (j)†pC (z), (8.45d)
Oˆ(j)P,Γyˆ(z) ..=
∏
pC∈Γyˆ
Pˆ (j)†pC (z), (8.45e)
Oˆ(j)P,Γzˆ ..= Pˆ
(j)†
p
C′
(0, L). (8.45f)
Here, Γx is a non-contractible, directed, closed path traversing the entire square lattice
along the direction x, while Γxˆ is a non-contractible, directed, closed path traversing the
entire dual lattice along the direction xˆ. [A directed path consists of the set of links, either
sC ∈ Γx or pC ∈ Γxˆ, to be traversed according to the ordering in the product of vertex
operators on the right-hand sides of Eqs. (8.45a) and (8.45b), respectively.] Similarly,
the non-contractible, directed, closed paths Γy and Γyˆ traverse the square lattice along
the y- and yˆ-directions, respectively. Finally, Γz and Γzˆ are non-contractible closed paths
traversing a wire in the z and zˆ directions, respectively. On the right-hand sides of Eqs.
(8.45c) and (8.45f), the choice of the link sC = sN , sW , sS , sE and pC′ = pN , pW , pS , pE ,
respectively, is of no consequence for the purposes of computing the topological degeneracy
(see below). For a pictorial representation of these string operators, see Fig. 8.8. These
operators can be interpreted as describing processes in which particle-antiparticle pairs of
different types of star or plaquette defects are created, and where the particle propagates
along a non-contractible loop that encircles the entire torus before annihilating with its
antiparticle.
Second, for any j = 1, · · · ,M and any 0 ≤ z < L, we define the non-local membrane
operators
Oˆ(j)S,Ωxy(z) ..=
∏
sC∈Ωxy
Sˆ(j)†sC (z), (8.46a)
Oˆ(j)S,Ωxz ..=
∏
sC∈Γx
Sˆ(j)†sC (0, L), (8.46b)
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(a)
Oˆ(j)S,⌦xz
(b)
Oˆ(j)S,⌦xy
Figure 8.9: (Color online) Pictorial representations of the star-type membrane operators
defined in Eqs. (8.46). In (a), the membrane is parallel to the x-z plane (there is also a
similarly-defined membrane parallel to the y-z plane). In (b), the membrane is parallel to
the x-y plane. Plaquette-type membrane operators are represented similarly.
Oˆ(j)S,Ωyz ..=
∏
sC∈Γy
Sˆ(j)†sC (0, L), (8.46c)
and
Oˆ(j)P,Ωxˆyˆ(z) ..=
∏
pC∈Ωxˆyˆ
Pˆ (j)†pC (z), (8.46d)
Oˆ(j)P,Ωxˆzˆ ..=
∏
pC∈Γxˆ
Pˆ (j)†pC (0, L), (8.46e)
Oˆ(j)P,Ωyˆzˆ ..=
∏
pC∈Γyˆ
Pˆ (j)†pC (0, L). (8.46f)
Here, Ωxy is a membrane covering all links of the square lattice in the x-y plane at a
constant z, while Ωxˆyˆ is a membrane covering all links of the dual lattice in the xˆ-yˆ plane
at a constant z. The membranes Ωxz (Ωxˆzˆ) and Ωyz (Ωyˆzˆ) contain the non-contractible
closed paths Γx (Γxˆ) and Γy (Γyˆ). Similarly to the string operators, these membrane
operators can be interpreted as describing processes in which a linelike defect and its anti-
defect are created as a pair, before one of the defects propagates along a non-contractible
loop on the torus and annihilates with its partner. For pictorial representations of these
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membrane operators, see Fig. 8.9.
Neither the string operators (8.45) nor the membrane operators (8.46) create excita-
tions, as understood in Sec. 8.2.3.3, as the strings and membranes on which these operators
act are always closed by virtue of the periodic boundary conditions we have imposed. Con-
sequently, the string operators (8.45) and the membrane operators (8.46) commute with
the Hamiltonian
˜ˆ
Hint ≡ − ˜ˆL{T˜ } defined in Eq. (8.20).
For any 0 ≤ z < L, the set of 12M string operators (8.45) and membrane operators
(8.46) can be divided into two sets of 6M , with the equivalent algebras
Oˆ(j)S,Γz Oˆ
(j′)
P,Ωxˆyˆ
= Oˆ(j′)P,Ωxˆyˆ Oˆ
(j)
S,Γz
e−i 2pi v˜
(j)TK˜−1w˜(j
′)
, (8.47a)
Oˆ(j)S,Γy Oˆ
(j′)
P,Ωzˆxˆ
= Oˆ(j′)P,Ωzˆxˆ Oˆ
(j)
S,Γy
e+i 2pi v˜
(j)TK˜−1w˜(j
′)
, (8.47b)
Oˆ(j)S,Γx Oˆ
(j′)
P,Ωyˆzˆ
= Oˆ(j′)P,Ωyˆzˆ Oˆ
(j)
S,Γx
e+i 2pi v˜
(j)TK˜−1w˜(j
′)
, (8.47c)
and
Oˆ(j)S,Ωxy Oˆ
(j′)
P,Γzˆ
= Oˆ(j′)P,Γzˆ Oˆ
(j)
S,Ωxy
e+i 2pi v˜
(j)TK˜−1w˜(j
′)
, (8.48a)
Oˆ(j)S,Ωzx Oˆ
(j′)
P,Γyˆ
= Oˆ(j′)P,Γyˆ Oˆ
(j)
S,Ωzx
e−i 2pi v˜
(j)TK˜−1w˜(j
′)
, (8.48b)
Oˆ(j)S,Ωyz Oˆ
(j′)
P,Γxˆ
= Oˆ(j′)P,Γxˆ Oˆ
(j)
S,Ωyz
e−i 2pi v˜
(j)TK˜−1w˜(j
′)
, (8.48c)
respectively. Note that all string and membrane operators associated with stars commute
with one another, as do all string and membrane operators associated with plaquettes.
Note also that there are, in principle, four equivalent copies of Eqs. (8.47a) and (8.48a),
one for each choice of cardinal direction C or C ′ in Eqs. (8.45c) and (8.45f), respectively.
However, because we have chosen the vectors v˜(j) and w˜(j
′) in an isotropic way [i.e., by
imposing the criterion (8.16)], these four copies of Eqs. (8.47a) and (8.48a) are redundant.
We will henceforth work with fixed cardinalities C and C ′ in Eqs. (8.45c) and (8.45f),
respectively.
We are after the minimal topological ground-state degeneracy that is consistent with
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Eqs. (8.47) and (8.48). There are redundancies among the 12M operators defined in Eqs.
(8.45) and (8.46) that reduce the total number of independent relations in Eqs. (8.47) and
(8.48) to 3M . For example, observe that
Oˆ(j)S,Γx Oˆ
(j′)
P,Γzˆ
= Oˆ(j′)P,Γzˆ Oˆ
(j)
S,Γx
e+i 2pi v˜
(j)TK˜−1w˜(j
′)
. (8.49a)
It is consistent with Eqs. (8.47c) and (8.48a), to make either the identification Oˆ(j)S,Γx ≡
Oˆ(j)S,Ωxy or the identification Oˆ
(j′)
P,Γzˆ
≡ Oˆ(j′)P,Ωyˆzˆ for all j, j
′ = 1, . . . ,M when acting on the
ground-state subspace. This indicates that one can remove either Eq. (8.47c) or Eq. (8.48a)
from the algebra without changing the number of independent degrees of freedom. For
concreteness, suppose we do away with Eq. (8.48a). Then, similarly, using the relations
Oˆ(j)S,Γz Oˆ
(j′)
P,Γxˆ
= Oˆ(j′)P,Γxˆ Oˆ
(j)
S,Γz
e−i 2pi v˜
(j)TK˜−1w˜(j
′)
, (8.49b)
Oˆ(j)S,Γz Oˆ
(j′)
P,Γyˆ
= Oˆ(j′)P,Γyˆ Oˆ
(j)
S,Γz
e−i 2pi v˜
(j)TK˜−1w˜(j
′)
, (8.49c)
we can remove Eqs. (8.48b) and (8.48c) from the algebra. With the redundant operators
removed, we are left with a set of 6M nonlocal operators obeying the algebra of Eqs. (8.47).
The ground-state degeneracy on the three-torus
T3 ≡ S1 × S1 × S1 (8.50)
in the strong coupling limit where the kinetic contribution to the Hamiltonian
˜ˆ
H defined
in Eq. (8.20) is much smaller than the contribution from
˜ˆ
Hint ≡ − ˜ˆL{T˜ } can be deduced
from the algebra (8.47) as follows. Close to the limit
˜ˆ
H =
˜ˆ
Hint, the ground-state manifold
must transform as a representation of the algebra (8.47). If so, the representation of the
algebra (8.47) with the smallest dimension determines the minimal topological ground-
state degeneracy. Equations (8.47) consist of three independent copies of the generalized
“magnetic algebra,” which is ubiquitous in studies of the ground-state degeneracy of abelian
topological states of matter [224, 230, 231]. The minimum-dimensional representation of
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any one of the three algebras in Eqs. (8.47) has dimension |detκ|, where
κ−1
jj′ .
.= v˜(j)T K˜−1 w˜(j
′) =
θjj′
2pi
(8.51)
is an M ×M -dimensional symmetric matrix 2. We conclude that the class of coupled wires
considered in this work has a ground-state degeneracy DT3 on the three-torus given by
DT3 = | detκ|3. (8.52)
Combining Eq. (8.52) with the definition of the matrix κ provided in Eq. (8.51), one
can verify the claim made earlier in this section, namely that DT3 = 1 if | det K˜ = 1|. To
see this, recall that the inverse of the matrix K˜ is given by
K˜−1 =
1
det K˜
C
K˜
, (8.53)
where C
K˜
is the cofactor matrix associated with K˜. Since K˜ is an integer-valued matrix,
it follows that C
K˜
is also integer valued, and that det K˜ is an integer. Combining these
facts with our assumptions that v˜(j) and w˜(j) are integer-valued and that det K˜ = ±1, one
concludes that κ−1
jj′ is an integer for all j and j
′ = 1, . . . ,M . Consequently, each line of
Eqs. (8.47) becomes a trivial commutation relation for all j and j′, and we conclude that
D
T3
= 1.
Nontrivial states of matter for which detDT3 = 1 are examples of short-range entangled
(SRE) or symmetry-protected topological (SPT) states of matter [168, 232]. Although
such states of matter do not yield quasiparticle excitations with fractionalized charges or
statistics, and are therefore not of primary interest to us here, they are nevertheless readily
treated within the formalism developed in this chapter.
2We henceforth assume that the vectors v˜(j) and w˜(j) can be chosen in such a way that the matrix κ−1
defined in Eq. (8.51) has nonzero determinant, so that κ is guaranteed to exist.
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8.2.3.7 Topological field theory
We close the discussion of the general class of three-dimensional wire constructions
considered in this work by commenting on the topological field theory characterizing the
low-energy behavior of these theories. In the study of the braiding statistics of quasiparticle
excitations undertaken in Sec. 8.2.3.5, we found that these wire constructions host both
pointlike and stringlike excitations of M types, labeled by j = 1, . . . ,M . We also observed
that winding a pointlike defect of type j around a stringlike defect of type j′ yields a
statistical phase θjj′ , and that all other statistical phases were trivial.
We wish to capture this statistical “interaction” between quasiparticles with a topolog-
ical field theory, in a manner similar to the way in which Chern-Simons (CS) theories in
(2+1) dimensions can be used to encode the statistics of pointlike quasiparticles. Studies
of topologically-ordered superconductors [233] and (3+1)-dimensional topological insula-
tors [202, 203] have shown that the statistics of theories where pointlike excitations acquire
a nontrivial phase when encircling vortex lines can be encoded in so-called BF theories.
For example, in a (3+1)-dimensional topolgical insulator, the statistical phase of pi that
a quasiparticle acquires when it circles a vortex line is encoded in the BF Lagrangian
density [202, 204, 233]
LBF ..=
1
2pi
µνρλ aµ ∂ν bρλ, (8.54)
where µ = t, x, y, z runs over all spacetime indices, µνρλ is the fully antisymmetric Levi-
Civita symbol, and summation over repeated Greek indices is implied. Here, the one-form
aµ is an emergent gauge field that couples to the quasiparticle current density, and bµν is an
antisymmetric two-form that couples to the vortex-line density. The natural generalization
of this BF Lagrangian to our setting is obtained by introducing M species of one-forms a
(j)
µ
and M species of two-forms b
(j)
µν , one for each type of pointlike and stringlike excitation,
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respectively. This results in the multicomponent BF Lagrangian density
LBF ..=
κjj′
4pi
µνρλ a(j)µ ∂ν b
(j′)
ρλ , (8.55)
where the M ×M matrix κ is defined in Eq. (8.51) and summation over repeated Greek
and teletype indices is implied. This discussion indicates that the class of coupled wires
considered so far falls into the same equivalence class of topological states of matter as the
(3+1)-dimensional fractional topological insulators [199–201, 204, 222]. This is consistent
with the example of Zm topological order in three spatial dimensions that we discuss in
the next section.
Before moving on, we address the question of how this discussion would have been
different if we had instead considered the more general case v˜
(j)
1 6= v˜(j)2 and w˜(j)1 6= w˜(j)2
[recall Eqs. (8.15) and (8.17)]. As we observed after Eq. (8.40), this more general case
requires us to impose the consistency condition (8.41) in order for the statistics of pointlike
and linelike excitations to be well-defined. However, because, in this case, there is a well-
defined statistical angle θjj′ , one may define the matrix κ
−1
jj′ in terms of θjj′ by making use
of the relation (8.51), leading again to the multicomponent BF theory defined in Eq. (8.55).
This observation can be taken as a justification a posteriori for considering from the outset,
as we did, the simpler class of models in which v˜
(j)
1 = v˜
(j)
2 = v˜
(j) and w˜
(j)
1 = w˜
(j)
2 = w˜
(j).
8.2.4 Example: Zm topological order in three-dimensional space from coupled
wires
Having developed a toolbox for the construction of a class of two-dimensional arrays of
coupled quantum wires, we now turn to an illustration of this framework in action. In this
section, we show how to realize the simplest type of three-dimensional topological order,
namely Zm topological order, within the wire formalism developed in the previous sections.
This class of examples includes the three-dimensional toric code, which is an example of
Z2 topological order.
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8.2.4.1 Definitions and interwire couplings
Our starting point is a set of 2N decoupled two-component bosonic quantum wires
placed on the links of a square lattice. (We will also discuss momentarily how one can
arrive at a class of Z2m-topologically-ordered states starting from fermions, although it
turns out to be simpler to focus on the bosonic case.) We take the decoupled quantum
wires to be described by the Lagrangian (8.1) with
K ..= 12N ⊗Kb, (8.56a)
where Kb was defined in Eq. (8.3b), and we take M = 1 so that Kb is a 2×2 matrix. With
the K-matrix defined in this way, the canonical equal-time commutation relation for the
theory of decoupled wires is given by
[
∂zφˆj,1(z), φˆj′,2(z
′)
]
= i 2pi δjj′ δ(z − z′)
=
[
∂zφˆj,2(z), φˆj′,1(z
′)
]
.
(8.56b)
The charge vector that fixes the coupling of the two bosonic fields φˆj,1 and φˆj,2 to external
gauge potentials is given by
Qb .
.= 2
(
1 0
)T
, (8.56c)
so that φˆj,1 can be interpreted as the “charge” mode and φˆj,2 can be interpreted as the
“spin” mode.
It is convenient to write down the interwire couplings for this model in the new basis
defined by the transformation (8.18) with
W ..= diag(1,m), (8.57a)
188
so that the transformed K-matrix and charge-vector are given by
K˜m .
.=
 0 m
m 0
 , (8.57b)
Q˜ ..= Qb. (8.57c)
In this example, we will impose time-reversal symmetry (TRS), which constrains the al-
lowed interwire couplings. TRS acts on the bosonic fields as
˜ˆ
φj,α(t, z) 7→ (−1)α−1 ˜ˆφj,α(−t, z) (8.58)
for all j = 1, . . . 2N and α = 1, 2. Note that this is not the only possible choice for the
action of TRS (see, e.g., Ref. [226]), but that this representation of TRS squares to unity,
as expected for bosons.
Before proceeding to write down the interwire couplings, we first point out that a theory
similar to the one defined by the universal data (8.57) can also be reached starting from
wires supporting spinless fermions defined by the data
Kf .
.=
+1 0
0 −1
 , (8.59a)
Qf .
.=
(
1 1
)T
, (8.59b)
using the transformation
W ′ ..=
−1 −m
−1 +m
 . (8.60)
In this alternative interpretation of Eqs. (8.57), we view the original bosons as being com-
posite objects consisting of paired fermions, since the transformed K-matrix and charge
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(a)
eTp (+, 0)
(+, 0)
( , 0)
( , 0)
(b)
eTs
(0,+)
(0,+)(0, )
(0, )
Figure 8.10: Pictorial representations of the tunneling vectors (a) T˜s and (b) T˜p built using
the vectors v˜ and w˜ defined in Eqs. (8.62). The signs ± indicate whether a ±1 appears in
the tunneling vector associated with that link.
vector read
K˜ ′m ..= W
′TKf W
′ = 2 K˜m, (8.61a)
Q˜′m ..= W
′TQf = −Qb. (8.61b)
The additional multiplicative factors of 2 on the right-hand sides of the above equations
can be seen as evidence of this pairing. Furthermore, the action of TRS on the bosonic
fields after performing the transformation (8.60) is still given by (8.58), indicating that the
theory defined by the data (8.61) and the theory defined by the data (8.57) transform in
the same way under TRS.
Hence, although we choose to focus here on the bosonic case, with universal data given
by Eqs. (8.57), all results that follow could be interpreted as arising from paired fermions,
so long as m is taken to be even.
We couple the 2N quantum wires with a Lagrangian
˜ˆ
L{T˜ }, defined as in Eq. (8.7), for
tunneling vectors T˜ defined as in Eqs. (8.13) with (see Fig. 8.10)
v˜1 ≡ v˜2 ≡ v˜ ..=
(
0 +1
)T
, (8.62a)
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w˜1 ≡ w˜2 ≡ w˜ ..=
(
−1 0
)T
. (8.62b)
It is readily verified that these tunneling vectors satisfy the criteria (8.17), which ensure
that the interaction terms in
˜ˆ
L{T˜ } are sufficient to gap out the array of quantum wires
when periodic boundary conditions are imposed. Furthermore, the cosine terms associated
with the tunneling vectors (8.62) are even under TRS, as desired.
8.2.4.2 Excitations
Excitations of the array of coupled wires can be constructed using the procedure out-
lined in Sec. 8.2.3.3.
First, we define the local vertex operators
Sˆ†sC (z) .
.= exp
(
−i ˜ˆφsC ,2(z)
)
(8.63a)
and
Pˆ †pC (z) .
.= exp
(
+i
˜ˆ
φpC ,1
(z)
)
. (8.63b)
These vertex operators are eigenstates of the charge operator
˜ˆ
Qj,α defined in Eq. (8.26)
with the K˜ matrix (8.61a) and the charge vector (8.61b), respectively. Indeed, following
the derivation of Eq. (8.27), we find the equal-time commutators
[
˜ˆ
Qj,α, Sˆ
†
sC
(z)
]
= +
2
m
δj,sC
δα,1 Sˆ
†
sC
(z), (8.64a)[
˜ˆ
Qj,α, Pˆ
†
pC
(z)
]
= 0. (8.64b)
The meaning of Eq. (8.64a) is that the vertex operator Sˆ†sC (z) creates along the wire j
piercing the midpoint of the bond sC (C = N,W,S,E) belonging to the star s an excitation
with charge 2/m for the flavor α = 1. The meaning of Eq. (8.64b) is that Pˆ †sC (z) creates a
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charge-neutral excitation.
A second attribute of these quasi-particle operators is that they create fractional kinks
in the charge-neutral operators
Tˆs(z) .
.=
1
m
T˜ Ts K˜m ˜ˆΦ(z)
=
˜ˆ
φsE ,1
(z)− ˜ˆφsW ,1(z) +
˜ˆ
φsN ,1
(z)− ˜ˆφsS ,1(z)
(8.65a)
and
Tˆp(z) .
.=
1
m
T˜ Tp K˜m ˜ˆΦ(z)
=
˜ˆ
φpE ,2
(z)− ˜ˆφpW ,2(z) +
˜ˆ
φpS ,2
(z)− ˜ˆφpN ,2(z),
(8.65b)
respectively. Indeed, application of Eqs. (8.32) and (8.35) in combination with Eq. (8.62)
delivers
SˆsC
(z′) Tˆs′(z) Sˆ
†
sC
(z′) = Tˆs′(z) + σs,s′;C
2pi
m
Θ(z − z′), (8.66a)
where we have introduced the function σs,s′;C that returns the signs multiplying the Heav-
iside step functions on the right-hand side of Eq. (8.32) if s = s′, the signs multiplying the
Heaviside step functions on the right-hand side of Eq. (8.35) if s and s′ share sC , and zero
otherwise. Similarly, application of Eqs. (8.33) and (8.36), in combination with Eq. (8.62)
delivers
PˆpC
(z′) Tˆp′(z) Pˆ
†
pC
(z′) = Tˆp′(z) + σp,p′;C
2pi
m
Θ(z − z′), (8.66b)
where we have introduced the function σp,p′;C that returns the signs multiplying the Heav-
iside step functions on the right-hand side of Eq. (8.33) if p = p′, the signs multiplying the
Heaviside step functions on the right-hand side of Eq. (8.36) if p and p′ share pC , and zero
otherwise.
If we define the soliton density operator for any star s in the square lattice by
ρˆsols (z) .
.=
1
2pi
(
∂zTˆs
)
(z) (8.67a)
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and do the same with
ρˆsolp (z) .
.=
1
2pi
(
∂zTˆp
)
(z) (8.67b)
for any plaquette p in the square lattice, we can then make the substitutions Tˆs′ → ρˆsols′ ,
Tˆp′ → ρˆsolp′ , and 2piΘ(z − z′) → δ(z − z′) in Eqs. (8.66a) and (8.66b), respectively. The
resulting pair of equations is interpreted as the fact that any one of the pair of operators
Sˆ†sC (z) and Pˆ
†
pC
(z) creates a dipole with a soliton charge of magnitude 1/m straddling the
link sC or pC with the cardinality C = N,W,S,E belonging to the star s and plaquette p,
respectively. Upon multiplying ρˆsols and ρˆ
sol
p by the electric charges Q˜1 = 2 and Q˜2 = 0,
respectively, we conclude that Sˆ†sC (z) creates an electric dipole with a charge of magnitude
2/m straddling the linksC with the cardinality C = N,W,S,E belonging to the star s.
On the other hand, the operator Pˆ †pC (z) creates an electrically neutral dipole. Hence,
anticipating a connection to 3D toric code models that we will demonstrate shortly, we
refer to the charged constituents of the electric dipole created by the operator Sˆ†sC (z) as
“electric” excitations, and to the constituents of the neutral dipole greated by the operator
Pˆ †pC (z) as “magnetic” excitations.
Second, the bilocal operators
Sˆ†sC (z1, z2) .
.= Sˆ†sC (z2) SˆsC (z1)
= exp
(
− i
z2ˆ
z1
dz ∂z
˜ˆ
φsC ,2
(z)
)
,
(8.68a)
and
Pˆ †pC (z1, z2) .
.= Pˆ †pC (z2) PˆpC (z1)
= exp
(
+ i
z2ˆ
z1
dz ∂z
˜ˆ
φpC ,1
(z)
)
,
(8.68b)
can be used to create and propagate linelike defects that extend in the z-direction, as in
Fig. 8.5(a) and (b). Linelike defects lying in the x-y plane can be created and propagated by
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repeated application of the vertex operators in Eqs. (8.63), as in the example of Fig. 8.5(c)
and (d).
The statistical angle θ obtained upon winding of the pointlike and linelike excitations
created by these operators can be computed from Eq. (8.40), which gives
θ = −2pi/m. (8.69)
The case m = 2 produces the expected statistical phase of pi between “electric” quasipar-
ticles and “magnetic” strings in the 3D toric code. We will see this resemblance borne out
in the next section, where we compute the ground state degeneracy.
8.2.4.3 Ground state degeneracy on the three-torus
The nonlocal string and membrane operators used to obtain the ground state degen-
eracy on the three-torus T3 for this example can be assembled from the vertex operators
defined in Eqs. (8.63) and the bilocal operators defined in Eqs. (8.68), as outlined in
Sec. 8.2.3.6. As discussed in Sec. 8.2.3.6, it is sufficient to consider the algebra of star-type
string operators and plaquette-type membrane operators to deduce the degeneracy. This
is given by
OˆS,Γz OˆP,Ωxˆyˆ = OˆP,Ωxˆyˆ OˆS,Γz e
+i 2pi/m, (8.70a)
OˆS,Γy OˆP,Ωzˆxˆ = OˆP,Ωzˆxˆ OˆS,Γy e
−i 2pi/m, (8.70b)
OˆS,Γx OˆP,Ωyˆzˆ = OˆP,Ωyˆzˆ OˆS,Γx e
−i 2pi/m. (8.70c)
[See Eqs. (8.45) and (8.46) for definitions of these operators.] Each line of Eqs. (8.70)
contributes an m-fold topological degeneracy, for a total degeneracy on the three-torus
DT3 = m
3. (8.71)
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Figure 8.11: (Color online) Example of an array of quantum wires with open boundary
conditions in the y-direction and periodic boundary conditions along all other directions.
The dashed links indicate the presence of periodic boundary conditions in the x-direction.
The crosses represent quantum wires on the links of the square lattice that are inequivalent
modulo the periodic boundary conditions. In this example, Nx = 3 and Ny = 2. Conse-
quently, there are 2NxNy + Nx = 15 wires in the array, and 2NxNy −Nx = 9 wires are
gapped by the allowed tunneling vectors. Consequently, there are 6 wires in the array that
remain gapless when these tunneling vectors are included (3 on the top face and 3 on the
bottom face, represented by the purple crosses).
Note that for m = 2, which corresponds to the case of Z2 topological order, the ground-state
degeneracy is 8-fold. This is the expected topological degeneracy of the three-dimensional
toric code [225, 234], which is an important sanity check.
8.2.4.4 Surface states
All properties that we have discussed so far pertain to the bulk of the array of coupled
wires, as we have always imposed periodic boundary conditions in all spatial directions.
However, the wire formalism provides means to address the surface states as well. We first
illustrate this fact with the example of the Zm theories discussed in this section, before
commenting on surface states in more generality.
Let us begin by relaxing the constraint of periodic boundary conditions that we have
imposed until now. We choose open boundary conditions in the y-direction, while leaving
periodic boundary conditions in the x and z-directions. In this case, the surface of the
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system has the same topology as the two-torus
T2 ..= S1 × S1. (8.72)
The latter can be viewed as a plane parallel to the x-z plane whose adjacent sides have
been identified. There are two types of surface terminations of the square lattice whose
links host the constituent quantum wires in the array. These are “rough” boundaries,
which consist of stars, and “smooth” boundaries, which consist of plaquettes. For the sake
of specificity, we will focus on “smooth” boundaries, as in Fig. 8.11, for the time being.
All statements that we make about “smooth” boundaries below have analogs for the case
of rough boundaries. However, the differences between the two types of boundary are
not always physically insignificant, as we will provide shortly an example of a difference
between rough and smooth boundaries.
The effects of imposing these semi-open boundary conditions are twofold. First, they
increase the number of gapless degrees of freedom in the array of coupled wires, as the
wires along the terminating surfaces of the wire array are no longer identified with each
other. Second, they decrease the number of tunneling vectors in the Haldane set H, as any
stars or plaquettes that were formerly completed by virtue of the periodicity of the array of
wires are now nonlocal, and therefore cannot be included. This results in a number, which
we will determine momentarily, of “extra” gapless modes on the terminating surfaces of
the array of coupled wires.
We can determine the existence of gapless surface states for the coupled-wire theory
defined in Sec. 8.2.4.1 by the following counting argument. First, recall that, when periodic
boundary conditions are imposed, the square lattice contains 2N quantum wires, placed
on its links. Let us write N ≡ Nx × Ny, where Nx counts either the number of stars
or the number of plaquettes along the x-direction. The number Ny does the same along
the y-direction. When periodic boundary conditions are relaxed along the y-direction, the
wires along the bottom and top faces of the array of wires (see Fig. 8.11) are no longer
196
identified with one another, which adds Nx wires to the array. The total number of wires
in the array with the topology (8.72) is therefore
2NxNy + Nx, (8.73a)
and the associated number of gapless degrees of freedom is
4NxNy + 2Nx. (8.73b)
Next, we count the number of available tunneling vectors in the array of wires when
the topology (8.72) is imposed. Before relaxing periodic boundary conditions, there are
2NxNy tunneling vectors in the Haldane set H, which is sufficient to gap out all 4NxNy
degrees of freedom when periodic boundary conditions are imposed. However, when pe-
riodic boundary conditions are relaxed in the y-direction, Nx tunneling vectors must be
removed from the set H. Consequently, the total number of degrees of freedom left once
all allowed tunneling vectors are included is given by
4NxNy + 2Nx − (4NxNy − 2Nx) = 4Nx. (8.74)
Since the remaining degrees of freedom must live on the boundary, where we have deleted
tunneling vectors from the set H, we can split the remaining 4Nx degrees of freedom
evenly among the top and bottom edges of the array of wires. This simply leaves Nx
gapless quantum wires on each exposed surface, i.e., 2Nx gapless degrees of freedom on
each of the top and bottom surfaces, respectively. (An example of this counting procedure
is shown in Fig. 8.11.)
It is a nontrivial task to determine the exact surface Lagrangian governing the remaining
2Nx gapless degrees of freedom on each terminating surface of the array of wires. For
example, in the case of Fig. 8.11, it is tempting to deduce that the surface Lagrangian
describes a theory of decoupled quantum wires built out of the fields
˜ˆ
φi,1 that no longer
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enter any cosine terms due to the removal of the “three-legged” stars that lie on the
terminating surfaces, and their conjugate fields
˜ˆ
φi,2. However, the latter fields couple to
the bulk of the array of quantum wires via cosine terms associated with the plaquettes that
lie along the terminating surfaces. Consequently, the fields
˜ˆ
φi,1 and
˜ˆ
φi,2 do not provide the
right basis for the gapless surface states.
However, despite the difficulty of determining a Lagrangian description of these gapless
surface states, the determination of the stability of these surface states and the characteri-
zation of any proximal gapped phases are readily feasible with the tools already developed
in this work.
The stability of the gapless surfaces can be addressed by seeking out a set of 2Nx
tunneling vectors, i.e., Nx tunneling vectors for each terminating surface, to complete the
Haldane set H. These surface tunneling vectors must be chosen to comply with all sym-
metries of the problem, in this case TRS and charge conservation, and must be compatible
with the bulk tunneling vectors in the sense of the Haldane criterion (8.11). If any num-
ber less than Nx tunneling vectors for each terminating surface is found, then the gapless
surface states are stable, since it is impossible to localize all gapless degrees of freedom in
the array of quantum wires with the topology (8.72), while simultaneously preserving all
symmetries. If, instead, the necessary number of compatible tunneling vectors is found,
then the gapless surface states are unstable.
Each distinct set of tunneling vectors that completes the Haldane set H realizes a two-
dimensional gapped state of matter on each exposed surface of the array of quantum wires.
The resulting gapped surface states can be characterized, as in Sec. 8.2.3, by the set of
deconfined quasiparticle excitations defined on the surface.
In the remainder of this discussion, we will show that the class of Zm-topologically-
ordered states realized by the wire construction defined in Sec. 8.2.4.1 has unstable surface
states that can be gapped while maintaining TRS and charge conservation. We will further
show that, if the surface termination is “rough” (i.e., if it consists of stars), one can obtain
a charge-conserving gapped surface state with Laughlin topological order, at the expense
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of explicit TRS-breaking at the surface.
We first show that the gapless surface states are unstable in the present example of
a Zm-topologically-ordered bulk. To do this, consider the following two sets of tunneling
vectors,
T1,j ..=
(
· · · | 0 0 | + 1 0 | − 1 0 | 0 0 | · · ·
)T
, (8.75a)
and
T2,j ..=
(
· · · | 0 0 | 0 +1 | 0 −1 | 0 0 | · · ·
)T
, (8.75b)
where j = 1, . . . , Nx indexes the gapless wires on the top surface of the wire array (there
is a similar set of tunneling vectors that can be defined for the other surface to complete
each set). Each set of tunneling vectors generates terms that allow bosons to hop between
wires on the surface. These two sets of tunneling vectors each satisfy the Haldane criterion
(8.11) with the K-matrix (8.56a), both among themselves and with the plaquettes lining
each smooth surface. (One can verify that this is equally true for rough boundaries, where
the lattice terminates with stars rather than plaquettes.) Furthermore, the cosine terms
that they generate preserve TRS, defined as in Eq. (8.58), and charge conservation, defined
as in Eq. (8.10a) with the charge vector (8.56c). They therefore generate two distinct
two-dimensional gapped states of matter that preserve all symmetries of the bulk: {T1,j}
generates one with deconfined “magnetic” excitations, while {T2,j} and one with deconfined
“electric” excitations.
We now demonstrate that, in the presence of a set of surface tunneling vectors that
break TRS, a rough terminating surface can be made into a fractional-quantum-Hall-like
state of matter with Laughlin topological order, while preserving charge conservation. In
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this case, we can use another set of Nx tunneling vectors, given by (for any j = 1, . . . , Nx)
T3,j ..=
(
· · · | 0 0 | + 1 +1 | − 1 +1 | 0 0 | · · ·
)T
, (8.76)
which both conserve charge and satisfy the Haldane criterion among themselves and with
the stars lying along the terminating surface, to gap the surface. Observe that these
tunneling vectors pin the fields (for any j = 1, . . . , Nx)
T T3,j K˜m ˜ˆΦ = m
(
˜ˆ
φj,1 +
˜ˆ
φj,2
)
+m
(
˜ˆ
φj+1,1 − ˜ˆφj+1,2
)
, (8.77)
which are neither even nor odd under the definition of TRS given in Eq. (8.58). Therefore,
the associated cosine potentials break TRS explicitly. We will now show that the gapless
surface in the presence of the cosine terms generated by the tunneling vectors of the form
(8.76), in addition to being gapped, supports pointlike excitations with fractional statistics,
consistent with a (fractional) quantum Hall effect on each two-dimensional surface.
The excitations of the surface theory are defined, as they are in the bulk, to be solitons
in the pinned field T T3,j K˜m ˜ˆΦ for any j = 1, . . . , Nx. Define
˜ˆ
φj,± ..=
˜ˆ
φj,1 ± ˜ˆφj,2. (8.78)
We begin by observing that the equal-time commutators
[
∂z
˜ˆ
φj,±(z),
˜ˆ
φj′,±(z
′)
]
= ±i 4pi
m
δjj′ δ(z − z′),[
∂z
˜ˆ
φj,±(z),
˜ˆ
φj′,∓(z
′)
]
= 0,
(8.79)
hold for any j, j′ = 1, . . . , Nx. One deduces from this algebra [recall Eqs. (8.32) and (8.33)]
that the local operator
qˆ†j−1,j(z) ..= e
−i
[
˜ˆ
φj,+(z)+
˜ˆ
φj,−(z)
]/
2
= e−i
˜ˆ
φj,1(z) (8.80)
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creates a −2pi-soliton in T T3,j−1 K˜m ˜ˆΦ and a +2pi-soliton in T T3,j K˜ ˜ˆΦ for any j = 1, . . . , Nx.
Consequently, the operator q†j−1,j can be interpreted as hopping a quasiparticle from the
link connecting wires j−1 and j to the link connecting wires j and j+1. We will see below
that this quasiparticle has fractional statistics. Repeated application of this operator on
successive wires hops the fractionalized quasiparticle along the x-direction, perpendicular
to the wires. (Note that the vertex operator associated with the other independent linear
combination of the fields
˜ˆ
φj,±, namely
˜ˆ
φj,+− ˜ˆφj,−, does not create a deconfined quasiparticle
because repeated application of this vertex operator generates additional defects with each
application. We therefore choose to ignore this quasiparticle, as it is confined.)
A fractionalized quasiparticle can be moved along the z-direction, parallel to the wires,
by applying the bilocal operator
qˆ†j(z1, z2) ..= e
−i ˜ˆφj,+(z2)/2 e+i
˜ˆ
φj,+(z1)/2
= e
− i
2
z2´
z1
dz ∂z
˜ˆ
φj,+(z)
.
(8.81)
for any j = 1, . . . , Nx. Acting with q
†
j(z1, z2) on a ground state transfers a quasiparticle
from point z1 to point z2 along wire j = 1, . . . , Nx.
This (pointlike) surface quasiparticle is an anyon whose self-statistics is defined by the
statistical angle θ = pi/m = 2pi/2m, which is half the statistical angle acquired when a
pointlike excitation winds around a linelike excitation in the bulk. This quasiparticle is
therefore only supported on the surface. The statistical angle can be determined, as it was
in Sec. 8.2.3.5, by the algebra between the vertex operators (8.80) and (8.81) that allow
for the propagation of this quasiparticle along any non-contractible loop of the toroidal
terminating surface. This algebra is given by
qˆ†j−1,j(z) qˆ
†
j(z1, z2) = qˆ
†
j(z1, z2) qˆ
†
j−1,j(z) e
−ipi/m, (8.82)
where it is assumed that z1 < z < z2 and j = 1, . . . , Nx. Accordingly, the excitation
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spectrum of the surface in the presence of the correlated tunneling processes generated
by the tunneling vectors (8.76) consists of a single quasiparticle type with statistics pi/m.
Combining Eq. (8.82) with the fact that TRS is broken on the surface while charge is
conserved, we conclude that the gapped surface state selected by the many-body interaction
encoded by the tunneling vectors (8.76) is a fractional quantum Hall liquid with Laughlin
topological order. The Hall conductivity of this surface fractional quantum Hall liquid
is given by [(2e)2/h] × (1/2m), consistent with the 2pi/2m self-statistics of the surface
quasiparticle and the fundamental charge 2e of the underlying bosonic quantum wires.
Finally, let us point out that the above discussion of TRS breaking on the surface
applies also to smooth boundaries, although one must use the surface tunneling vectors
T˜4,j ..=
(
· · · | 0 0 | + 1 +1 | + 1 −1 | 0 0 | · · ·
)T
, (8.83)
instead of the ones defined in Eq. (8.76). This is necessary in order to ensure Haldane-
compatibility with the plaquettes lining the smooth surface. However, observe that this
choice of surface tunneling vectors breaks charge conservation as well as TRS on the smooth
surface. The only remaining symmetry of the smooth surface is then number-parity con-
servation, as defined in Eq. (8.10b). However, the analysis of the excitations of the surface
theory in this case proceeds similarly to the case of the rough surface, and the conclusion
that the surface supports a single deconfined quasiparticle with self-statistics pi/m remains.
The methods used in this section to address the surface physics of the array of coupled
quantum wires generalizes readily from the example discussed here to any array of coupled
quantum wires constructed in Sec. 8.2. One can determine the existence of gapless surface
states using the counting argument presented at the beginning of this section, with slight
modifications to account for the M “flavors” of stars and plaquettes that are allowed in the
general case. One can then determine the stability of these gapless surfaces by searching
for a set of M Nx tunneling vectors for each terminating surface that are compatible with
the bulk couplings. The process of characterizing any symmetry-preserving or symmetry-
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breaking gapped surface states that descend from these gapless states is also the same. For
every admissible set of tunneling vectors satisfying the necessary compatibility require-
ments, there is an associated gapped surface. The excitation spectrum of each gapped
surface can be studied using the methods of Sec. 8.2.3.
8.3 Higher-dimensional wire constructions
The strategy developed in Sec. 8.2 for constructing fully gapped three-dimensional
Abelian topological states of matter from coupled quantum wires owes its success to sev-
eral factors. First, placing quantum wires on the links of a square lattice in two spatial
dimensions allows for a simple enumeration of the number of gapless degrees of freedom
in the system. Second, the ability to encode many-body interactions in tunneling vectors
associated with stars and plaquettes makes straightforward the determination, via the Hal-
dane criterion (8.11), of the number of gapless degrees of freedom that can be gapped out
by these interactions. Third, the fact that stars and plaquettes can share at most two wires
allows one to derive simple conditions, like those of Eqs. (8.15), to determine whether the
Haldane criterion is satisfied. Finally, the existence of a subextensive number of nonlocal
constraints, given in Eqs. (8.43), allows for the existence of nonlocal operators that can
encode topological ground-state degeneracy, if such a degeneracy is allowed by the chosen
many-body interactions.
These four advantageous properties all arose because we chose to arrange the wires
and their couplings in a manner reminiscent of the qubits and commuting projectors of
the toric code. While the toric code is an archetypal example of topological order in two
spatial dimensions, it can also be defined on hypercubic lattices of dimension greater than
two. In fact, in spatial dimensions four and higher, there are multiple toric codes that
are distinguished from one another by the number of nonlocal constraints that give rise to
the topological degeneracy. It is therefore natural to ask the question of whether or not
it is possible to build Abelian topological phases in spatial dimension D ≥ 3 by arranging
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quantum wires on a hypercubic lattice of dimension
d ..= D − 1 (8.84)
and coupling them in a manner reminiscent of a d-dimensional toric code.
We will answer this question affirmatively. In Sec. 8.3.1, we describe a family of hyper-
cubic arrays of quantum wires, and review some basic geometric facts about such arrays.
In light of these facts, we generalize in Sec. 8.3.2 the prescriptions of Sec. 8.2.2 for defining
compatible interwire couplings for a d-dimensional hypercubic lattice of quantum wires
that yield gapped D-dimensional phases of matter in the strong-coupling limit. Finally, in
Sec. 8.3.3, we provide explicit examples of four-dimensional phases of matter constructed
according to these prescriptions.
8.3.1 Hypercubic arrays of quantum wires
Consider a d-dimensional hypercubic lattice. We will view this lattice as being com-
posed of elementary objects called k-cells, where k = 0, . . . , d is an integer. For example, a
3-dimensional cubic lattice can be decomposed as a set of 0-cells (sites), 1-cells (bonds with
sites at either end), 2-cells (square plaquettes with four sites at their corners), or 3-cells
(cubic plaquettes with eight sites at their corners). Any of these decompositions of the
lattice covers all sites of the lattice at least once.
We now consider hypercubic arrays of quantum wires labeled by a pair of integers (d, k0).
Such an array consists of a d-dimensional hypercubic lattice, embedded in d + 1 = D-
dimensional space, with quantum wires placed on the centers of the elementary k0-cells of
the lattice, for 1 ≤ k0 ≤ d − 1. For example, the arrays of quantum wires considered in
Sec. 8.2 are all of type (2, 1), since the array consists of quantum wires placed on the links
of a square lattice. (Notice that this pair is the only one allowed for d = 2.) We take the
wires to extend along a direction orthogonal to the d-dimensional subspace occupied by the
hypercubic lattice. In the array of quantum wires labeled by the pair (2, 1), for example,
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Figure 8.12: Examples of hypercubic stars and plaquettes for arrays of quantum wires of
types (a) (2,1), (b) (3,1), and (c) (3,2). Black crosses represent wires extending perpen-
dicular to all principal directions of the respective hypercubic lattices. The numbers label
generalized cardinal directions Cs and Cp defined in Eqs. (8.86b) and (8.87b).
the square lattice can be chosen to lie in a plane parallel to the x-y plane, and the wires
can be chosen to extend along the z-direction. A hypercubic array of type (d, k0) contains
Nw =
(
d
k0
)
N (8.85)
quantum wires, where N is the number of vertices (i.e. 0-cells) in the hypercubic lattice
that hosts the array of wires.
With the hypercubic array of quantum wires defined in this way, we now define hyper-
cubic analogs of stars and plaquettes. Examples of these hypercubic stars and plaquettes
are shown in Fig. 8.12.
Hypercubic “stars” s are centered on each ks-cell of the d-dimensional lattice with
ks .
.= k0 − 1. (8.86a)
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They consist of the 2[d − (k0 − 1)] nearest-neighbor k0-cells (and the wires centered on
these cells) that border the (k0 − 1)-cell s. (See Fig. 8.12 for examples.) We label the
2[d− (k0− 1)] quantum wires belonging to a hypercubic star s by the generalized cardinal
direction
Cs .
.= 1, . . . , 2[d− (k0 − 1)]. (8.86b)
There are
Ns =
(
d
k0 − 1
)
N (8.86c)
such hypercubic stars in the array of wires labeled by (d, k0).
Hypercubic “plaquettes” p are centered on each kp-cell of the d-dimensional lattice with
kp .
.= k0 + 1. (8.87a)
They consist of the 2(k0 + 1) nearest-neighbor k0-cells that border the (k0 + 1)-cell p. (See
Fig. 8.12 for examples.) We label the 2(k0 + 1) quantum wires belonging to a hypercubic
plaquette p by the generalized cardinal direction
Cp .
.= 1, . . . , 2(k0 + 1). (8.87b)
There are
Np =
(
d
k0 + 1
)
N (8.87c)
such hypercubic plaquettes in the array of wires labeled by (d, k0).
For the square array of quantum wires studied in Sec. 8.2, which has d = 2 and k0 = 1,
the generalized cardinalities Cs and Cp each take values 1, . . . , 4. We identify these with
the traditional cardinal directions C = N,W,S,E used in Sec. 8.2.
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Note that the substitution k0 → d− k0 exchanges d− (k0− 1)↔ k0 + 1. Consequently,
the hypercubic array of quantum wires labeled by the pair (d, k0) is dual to the array
labeled by the pair (d, d− k0), in the sense that the stars of the former are the plaquettes
of the latter, and the plaquettes of the former are the stars of the latter. In even dimensions
d, the hypercubic array of wires labeled by (d, d/2) is therefore self-dual. Consequently,
modulo dualities, there is only one such array for d = 3, as the pairs labeled by (3, 1) and
(3, 2) are dual to one another. The first case where there are multiple hypercubic arrays
of quantum wires is therefore d = 4, which has the dual arrays (4, 1) and (4, 3), and one
self-dual array (4, 2).
8.3.2 Generalizing the results of Sec. 8.2.2
We now turn to the problem of choosing a compatible set of tunneling vectors to gap
the bulk of an array of Nw quantum wires like those defined in Sec. 8.3.1. As in Sec.
8.2.2, the starting point is an array of decoupled quantum wires described by the quadratic
Lagrangian Lˆ0 defined in Eq. (8.1), except that the matrices K and V are now of dimension
2MNw, and the vector of scalar fields
Φˆ(t, z) ..=
(
φˆ1,1(t, z) . . . φˆ1,2M (t, z) |
· · · | φˆNw,1(t, z) . . . φˆNw,2M (t, z)
)T
.
(8.88)
This reflects that the quantum wires are now placed on the elementary k0 cells of a d-
dimensional hypercubic lattice embedded in D = d + 1-dimensional Euclidean space. We
then add to the free theory the interaction terms Lˆ{T } given in Eq. (8.7), and set ourselves
the challenge of finding a set of MNw tunneling vectors T satisfying the Haldane criterion
(8.11). We also demand that these tunneling vectors respect some set of symmetries—here,
we will enforce only charge conservation [Eq. (8.10a)], but others, such as TRS or particle-
hole symmetry (see Ref. [63]), may also be relevant. If we can find such a set of tunneling
vectors, then, in the strong-coupling limit, UT → ∞ for all T , the array of wires acquires
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a gap.
As in Sec. 8.2, we reserve the Greek index α = 1, . . . , 2M for labeling the bosonic fields
within each wire. We reserve the Latin index j = 1, . . . , Nw for labeling the wires. A
component of the vector of scalar fields Φˆ(t, z) is then φˆj,α(t, z).
We claim that the following set of M Ns integer-valued vectors of dimension 2MNw,
(T (j)s )j,α ..= v(j)α
d−(k0−1)∑
Cs=1
(
δj,sCs
− δj,s
Cs+d−(k0−1)
)
, (8.89a)
and the following set of M Np integer-valued vectors of dimension 2MNw,
(T (j)p )j,α ..= −w(j)α
k0∑
Cp=1
(
δj,pCp
− δj,pCp+k0+1
)
+ w(j)α
(
δj,pk0+1
− δj,p
2(k0+1)
)
,
(8.89b)
does the job, so long as the criteria (8.17) are satisfied. Here, v(j) and w(j) are 2M -
dimensional vectors that specify the linear combinations of the fields φˆj,α in each wire j
that enter the cosine terms associated with the tunneling vectors T (j)s and T (j)p , respectively.
(Their meaning is thus identical to the vectors of the same names presented in Sec. 8.2.2.)
Stars and plaquettes are themselves labeled by the indices s = 1, . . . , Ns and p = 1, . . . , Np,
respectively. The teletype index j = 1, . . . ,M labels M “flavors” of stars and plaquettes.
These flavors are necessary, as they were in Sec. 8.2.2, to produce a number of tunneling
vectors that is sufficient to gap out all 2M gapless degrees of freedom in each wire. (More
on counting gapless degrees of freedom in a moment.)
The tunneling vectors defined in Eqs. (8.89) conserve charge in the sense of Eq. (8.10a)
for any 2M Nw-dimensional charge vector Q = (Q | Q | · · · | Q)T [recall Eq. (8.1f)].
To see that this is the case, it suffices to note that the vectors v(j) and w(j) each enter
their respective tunneling vectors with an equal number of + and − signs. Consequently,
no matter the values of QTv(j) and QTw(j), this value is added and subtracted an equal
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number of times. This fact provides a direct parallel with the construction of Sec. 8.2.2,
where the tunneling vectors defined in Eqs. (8.13) conserve charge independently of the
form of the 2M -dimensional charge vector Q of a single wire.
One can verify that the tunneling vectors (8.89) satisfy the Haldane criterion (8.11), as
expressed in Eqs. (8.12), if Eqs. (8.17) hold, with the help of the following observations.
First, note that these tunneling vectors coincide with the tunneling vectors (8.13) defined
in Sec. 8.2.2 in the case (d, k0) = (2, 1), which was studied there. Second, note that
Eqs. (8.12a) and (8.12b) hold if Eqs. (8.17) hold. Third, recall that if a hypercubic star
s and a hypercubic plaquette p overlap with one another, then they share two wires (see
Ref. [225]). With this in mind, we can see that Eq. (8.12c) holds for the tunneling vectors
(8.89) by focusing on the case where the star s and plaquette p overlap [since Eq. (8.12c)
holds trivially otherwise]. This can be seen by looking only at the parts of the tunneling
vectors (8.89) that lie in the crystal plane that contains the two wires in the union of s
and p. The projection of the tunneling vectors (8.89) into this plane is, by construction,
precisely the set of tunneling vectors (8.13) defined in Sec. 8.2.2 (but specialized from the
outset to the case v
(j)
1 = v
(j)
2 = v
(j) and w
(j)
1 = w
(j)
2 = w
(j)). Equation (8.12c) then follows.
Having seen that the tunneling vectors (8.89) encode charge-conserving many-body
interactions and are Haldane-compatible, one must next determine that these tunneling
vectors are sufficient in number to gap out all 2M Nw gapless degrees of freedom in the
array of quantum wires.
Recall from the discussion in Sec. 8.2.2 that, in order to produce a gapped array of
quantum wires, one requires M Nw admissible tunneling vectors (since each admissible
tunneling vector gaps out two gapless modes). It is therefore necessary to compare the
number of tunneling vectors in the set defined in Eqs. (8.89) with the number of wires in
the array. From Eqs. (8.85), (8.86c), and (8.87c), we see that
Ns +Np ≥ Nw, (8.90)
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with strict equality occurring in arrays of type (2, 1), which were studied in Sec. 8.2.
In cases where Eq. (8.90) is an inequality, the question arises of how one can account for
the extra gapless degrees of freedom. In this case, we can appeal to intuition developed from
the study of toric codes in arbitrary dimensions (see, e.g., Ref. [225]). In a toric code on a
hypercubic lattice of type (d, k0) (with spin-1/2 degrees of freedom, rather than quantum
wires, placed on the centers of elementary k0-cells of the d-dimensional hypercubic lattice),
the same inequality shown in Eq. (8.90) holds (with the number of spins now given by Nw).
However, in the toric code of type (d, k0), there are precisely Ns +Np−Nw local constraints
that account for the discrepancy between the number of spin-1/2 degrees of freedom and
the total number of stars and plaquettes. For example, in the three-dimensional toric code
labeled by (3, 1), the product of all two-dimensional plaquettes on the surface of a cubic
unit cell of the lattice is equal to 1. This introduces N local constraints, since there are
N such cubes in the lattice. From Eqs. (8.85), (8.86c), and (8.87c), we have Nw = 3N ,
Ns = N , and Np = 3N . The N local constraints thus account for the Ns +Np −Nw = N
missing degrees of freedom. (Note that, similarly to the toric code, there are also further
nonlocal constraints among the tunneling vectors. These are important for determining
the topological ground-state degeneracy.)
In the corresponding array of coupled quantum wires, the local constraints described
above translate into linear dependencies within the sets {T (j)s } and {T (j)p } for each flavor
j = 1, . . . ,M . In other words, if there are Ns + Np > Nw tunneling vectors for each of
the M flavors of hypercubic stars and plaquettes, then precisely Ns + Np − Nw of these
tunneling vectors are linearly dependent. This ensures that an array of quantum wires
with 2M Nw gapless degrees of freedom has precisely MNw linearly independent tunneling
vectors of the form (8.89). We will provide an example of this linear dependence in the
next section, where we present an array of coupled wires of type (3, 1).
Once an appropriate set of interactions encoded by the tunneling vectors T (j)s and T (j)p
has been chosen, for example by the construction outlined in this section, the d-dimensional
array of quantum wires becomes a gapped D ≡ (d + 1)-dimensional state of matter. The
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Figure 8.13: Pictorial representations of the tunneling vectors (a) T˜s and (b) T˜p, defined
in Eqs. (8.89), for the array of quantum wires of type (3, 1). As in Fig. 8.10, they are built
using the vectors v˜ and w˜ defined in Eqs. (8.62).
excitations of this state of matter, as well as their (possibly) fractional quantum numbers
and any associated topological degeneracy on the D-torus, can be studied using the meth-
ods of Sec. 8.2.3. As in that section, one identifies excitations with solitons in the pinned
fields T (j)Ts KΦ and T (j)Tp KΦ. Depending on the values of d and k0 that characterize the
underlying hypercubic lattice, these defects will be pointlike, stringlike, or membranelike
in nature. When periodic boundary conditions are imposed, propagating these pointlike,
stringlike, or membranelike defects across the entire system defines nonlocal string and/or
membrane operators, whose algebra can be used to determine the presence or absence of
topological order in the strongly-interacting, D-dimensional, gapped phase of matter.
8.3.3 Example: Zm topological order in four-dimensional space from coupled
wires
In this section, we provide a concrete example of how the construction of Abelian
topological states of matter outlined in Sec. 8.2 can be generalized to higher dimensions.
In particular, we construct four-dimensional analogs of the Zm topological states of matter
explored in Sec. 8.2.4.
Our starting point is a cubic array of quantum wires of type (3, 1), with periodic
boundary conditions imposed in all four spatial directions from the outset. [We will also
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Figure 8.14: Pictorial representations of the tunneling vectors (a) T˜s and (b) T˜p, defined in
Eqs. (8.89), for the array of quantum wires of type (3, 2). As in Figs. 8.10 and 8.13, they
are built using the vectors v˜ and w˜ defined in Eqs. (8.62).
consider in parallel a related realization of Zm topological order that starts from the dual
array of type (3, 2).] This array has the stars and plaquettes shown in Fig. 8.12(b). We
use the coordinates x, y, and z to label directions within the cubic array, and w to label
the coordinate along each wire.
The initial Lagrangian of the system of decoupled wires is precisely the one described
in Sec. 8.2.4.1 for a system with Nw = 3N quantum wires, each containing 2M = 2 gapless
degrees of freedom. In particular, starting from the free Lagrangian (8.1) with
K ..= 13N ⊗Kb, (8.91)
where the bosonic K-matrix Kb is defined in Eq. (8.3b), we perform the change of basis
(8.18) with the 2 × 2 matrix W given by Eq. (8.57a). In this way, we obtain a theory of
decoupled wires with the K-matrix K˜m given in Eq. (8.57b). (It is worth pointing out here
that this initial phase of the construction is, as we have seen in this paragraph, independent
of the dimensionality of the array of quantum wires.)
Next, we couple the wires with the many-body interactions
˜ˆ
L{T˜ }, defined as in Eq.
(8.7), for tunneling vectors T˜ given by Eqs. (8.89) with the two-dimensional vectors v˜ and
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w˜ defined in Eqs. (8.62). These tunneling vectors are shown in Fig. 8.13 for the array of type
(3,1), and in Fig. 8.14 for the array of type (3,2). Using these pictorial representations of
the tunneling vectors, one can verify that both sets of tunneling vectors satisfy the Haldane
criterion (8.11) with the K-matrix (8.57b), as desired. Furthermore, it is straightforward
to check that these tunneling vectors are charge-conserving. They satisfy Eq. (8.10a) for
any charge vector Q of the form (8.1f).
We now verify that the tunneling vectors depicted in Figs. 8.13 and 8.14 are sufficient
in number to produce a gapped four-dimensional state of matter. We will focus here on
the array of coupled wires of type (3, 1), since the counting is identical for the array of type
(3, 2). To do this, we recall from Sec. 8.3.2 that the total number of tunneling vectors is
given by Ns +Np = 4N , while the total number of gapless degrees of freedom in the array
of decoupled quantum wires is 2Nw = 6N . Since only 3N linearly independent tunneling
vectors are necessary to produce a fully gapped state of matter, there must be a set of
local constraints that removes N tunneling vectors from the Haldane set H. One can check
that this is indeed the case, as the set of six tunneling vectors Tp lining the surface of any
cubic cell of the three-dimensional cubic lattice are linearly dependent. One can verify this
statement by computing the Gram matrix with elements
Gpp′ .
.= T Tp Tp′ , (8.92)
where the plaquettes p and p′ border such a cubic cell. One finds (see Fig. 8.15 for guidance)
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that
G =

4 −1 −1 +1 +1 0
−1 4 −1 0 +1 +1
−1 −1 4 +1 0 +1
+1 0 +1 4 −1 −1
+1 +1 0 −1 4 −1
0 +1 +1 −1 −1 4

, (8.93)
which has vanishing determinant, indicating that this set of six tunneling vectors is linearly
dependent. Since the cubic lattice contains exactly N such cubes when periodic boundary
conditions are imposed, there are N linearly dependent vectors that can be removed from
the Haldane set H. [Note that a similar set of local constraints for stars holds in the case
of the array of wires of type (3,2). This is due to the duality between hypercubic arrays of
types (d, k0) and (d, d− k0) mentioned in Sec. 8.3.1.]
On the basis of the above arguments, we conclude that the cubic arrays of types (3, 1)
and (3, 2) both yield fully gapped, four-dimensional states of matter when periodic bound-
ary conditions are imposed. The excitations of both states of matter can be studied ac-
cording to the methodology laid out in Sec. 8.2.3, and by example in Sec. 8.2.4.2. As in
that section, the building blocks of excitations in the array of coupled wires are the local
operators
Sˆ†sCs
(w) ..= exp
(
−i ˜ˆφsCs ,2(w)
)
(8.94a)
and
Pˆ †pCp
(w) ..= exp
(
+i
˜ˆ
φpCp ,1
(w)
)
, (8.94b)
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Figure 8.15: Pictorial representation of the six plaquette-centered tunneling vectors Tp
surrounding a cubic cell of the array of quantum wires labeled by (3,1). (Folding sides
2, . . . , 5 upwards out of the page and placing side 6 on top constructs the cubic cell.) The
numbers 1, . . . , 6 label these tunneling vectors in the order in which they appear in the
Gram matrix G in Eq. (8.93). The signs ± indicate whether a ±1 appears in the tunneling
vector associated with that link.
and the bilocal operators
Sˆ†sCs
(w1, w2) .
.= Sˆ†sCs
(w2) SˆsCs
(w1)
= exp
(
− i
w2ˆ
w1
dw ∂w
˜ˆ
φsCs ,2
(w)
)
,
(8.95a)
and
Pˆ †pCp
(w1, w2) .
.= Pˆ †pCp
(w2) PˆpCp
(w1)
= exp
(
+ i
w2ˆ
w1
dw ∂w
˜ˆ
φpCp ,1
(w)
)
.
(8.95b)
Here, we recall that the coordinate along each wire is now labeled by w, and that the
indices Cs = 1, . . . , 2[d− (k0 − 1)] and Cp ..= 1, . . . , 2(k0 + 1) label the generalized cardinal
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directions associated with each star or plaquette.
The effects of the operators defined in Eqs. (8.94) and (8.95) on the pinned fields T Ts K˜ Φ˜
and T Tp K˜ Φ˜ can be computed analogously to Eqs. (8.32), (8.35), (8.33), and (8.36). As
shown there, these operators give rise to the excitations of the array of coupled wires.
One can deduce whether the excitations created and propagated by these operators are
pointlike, stringlike, or membranelike by first acting with one of these operators on a
single link. This creates some number of defective stars or plaquettes (depending on the
coordination number of that link and whether or not the operator acts along the direction
of the wire). From there, one can grow a surface with excitations on its boundary by
attempting to heal all defects created in this way with further applications of the operators
defined in Eqs. (8.94) or (8.95). Processes analogous to this one are shown in Figs. 8.4 and
8.5 for the array of type (2, 1) studied in Sec. 8.2. As in Sec. 8.2.4.2, the electric charge
associated with these defects can be computed as in Eq. (8.64). The excitations of the
array of type (3, 1) differ in character from those of the array of type (3, 2), as we shall
now see.
The excitations of the array of type (3, 1) can be pointlike, linelike, or membranelike
in nature. To see this, note that applying the operator Sˆ†sCs (w) in the wire labeled by
sCs creates two defective stars, as there are two stars bordering each link in the array of
wires. These defective stars can be propagated away from one another, much as in Fig. 8.4,
by further applications of the operator Sˆ†sCs (w). Consequently, we may view the defective
stars as pointlike excitations with electric charge ±2/m [recall Eq. (8.64)], connected by
a “string” of vertex operators. One can also construct linelike excitations, for example by
acting instead with the bilocal operator Sˆ†sCs (w1, w2), similarly to Fig. 8.5(a)-(b).
On the other hand, suppose that one applies the operator Pˆ †pCp (w) in the wire labeled
by pCp . In this case, one creates four defective plaquettes, as each link is shared by four
plaquettes. Attempting to heal these defects by subsequent applications of the operator
Pˆ †pCp (w) leads to a two-dimensional membrane of vertex operators with linelike defects on
its boundary, much like in Fig. 8.5(c)-(d). Furthermore, one can also create a 3-brane of
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vertex operators with two-dimensional membranelike excitations on its terminating sur-
faces, by applying the operator Pˆ †pCp (w1, w2) instead of Pˆ
†
pCp
(w).
A similar set of excitations can be constructed for the case of the array of type (3, 2).
The only difference is that, in this case, the vertex operators associated with stars naturally
form membranes, similarly to the plaquettes in the array of type (3, 1). This makes sense
in light of the duality between these two arrays of quantum wires, which exchanges stars
and plaquettes, and therefore also necessarily exchanges star and plaquette defects.
We now demonstrate that the gapped four-dimensional phases of matter associated
with the cubic arrays of types (3, 1) and (3, 2) are topologically ordered. calculating the
minimal topological ground-state degeneracy on the four-torus,
T4 ≡ S1 × S1 × S1 × S1, (8.96)
by generalizing the analysis of Sec. 8.2.3.6, i.e., by presenting the algebra of nonlocal
operators from which the degeneracy is derived. We focus on the array of type (3, 1), as
the degeneracy of the array of type (3, 2) is the same by the duality discussed in Sec. 8.3.1.
In both cases, the origin of the multidimensionality of the ground-state manifold is the
nontrivial (for m > 1) equal-time algebra
Sˆ†j (w) Pˆ
†
j (0, L) = Pˆ
†
j (0, L) Sˆ
†
j (w) e
−i 2pi/m,
Pˆ †j (w) Sˆ
†
j (0, L) = Sˆ
†
j (0, L) Pˆ
†
j (w) e
+i 2pi/m,
(8.97)
which holds independently of dimensionality or lattice geometry as it is a property of
operators defined in a single wire. Consequently, there is no obstruction to repeating this
analysis for any hypercubic array of type (d, k0).
The ground state degeneracy on T4 of the array of type (3, 1) is encoded in the algebra
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of the nonlocal operators
OˆP,Ωxˆyˆzˆ(w) ..=
∏
pCp
∈Ωxˆyˆzˆ
P †pCp
(w), (8.98a)
OˆP,Ωxˆyˆwˆ ..=
∏
pCp
∈Ωxˆyˆ
P †pCp
(0, L), (8.98b)
OˆP,Ωxˆzˆwˆ ..=
∏
pCp
∈Ωxˆzˆ
P †pCp
(0, L), (8.98c)
OˆP,Ωyˆzˆwˆ ..=
∏
pCp
∈Ωyˆzˆ
P †pCp
(0, L), (8.98d)
which act along 3-branes, and
OˆS,Γx(w) ..=
∏
sCs
∈Γx
Sˆ†sCs
(w), (8.98e)
OˆS,Γy(w) ..=
∏
sCs
∈Γy
Sˆ†sCs
(w), (8.98f)
OˆS,Γz(w) ..=
∏
sCs
∈Γz
Sˆ†sCs
(w), (8.98g)
OˆS,Γw ..= Sˆ†s0(0, L), (8.98h)
which act along strings. The volume Ωxˆyˆzˆ, the surface Ωxˆyˆ, the line Γx, etc. are defined
analogously to their counterparts in Sec. 8.2.3.6. Their algebra is found to be
OˆP,Ωxˆyˆzˆ(w) OˆS,Γw = OˆS,Γw OˆP,Ωxˆyˆzˆ(w) e
+i 2pi/m, (8.99a)
OˆP,Ωxˆyˆwˆ OˆS,Γz(w) = OˆS,Γz(w) OˆP,Ωxˆyˆwˆ e
−i 2pi/m, (8.99b)
OˆP,Ωxˆzˆwˆ OˆS,Γy(w) = OˆS,Γy(w) OˆP,Ωxˆzˆwˆ e
−i 2pi/m, (8.99c)
OˆP,Ωyˆzˆwˆ OˆS,Γx(w) = OˆS,Γx(w) OˆP,Ωyˆzˆwˆ e
−i 2pi/m, (8.99d)
where we have made extensive use of Eq. (8.97). Similarly to what was found in Sec.
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8.2.4.3, each line of the above algebra is independent from (i.e., commutes with) the others,
and contributes an m-fold topological degeneracy. We conclude that the total topological
degeneracy on the four-torus of this state of matter is
DT4 = m
4. (8.100)
For m = 2, the 16-fold degeneracy coincides with the ground-state degeneracy of the four-
dimensional toric code defined on the hypercubic lattice of type (4, 1) [225]. For m > 1,
we have therefore arrived at a state of matter whose low-lying excitations and topological
ground-state degeneracy on the four-torus are consistent with a Zm-topologically-ordered
phase in four spatial dimensions.
From here, one could further generalize the discussion of Sec. 8.2.4.4 in order to enumer-
ate the possible gapped or gapless states of matter on the three-dimensional boundary of
the four-dimensional bulk topological phase. Terminating the cubic lattice of type (3, 1) in
the y-direction, say, leads to a surface lattice of type (2, 1), i.e., a square lattice with wires
on the links. One is then free to impose any single-particle tunneling or many-body interac-
tions one wishes on the surface, so long as these surface terms are Haldane-compatible with
the bulk. For example, one could search the space of tunneling vectors like those defined
in Sec. 8.2.2 to generate a set of allowed many-body interactions. This method of studying
the surface states can be readily generalized to any hypercubic array of quantum wires of
type (d, k0), like those studied in Sec. 8.3, to answer questions about higher-dimensional
generalizations of the concept of surface topological order, for example.
The discussion of this section can be generalized to arrays of quantum wires of type
(d, k0) to produce Zm-topologically-ordered phases in higher dimensions. Many of these
higher-dimensional topological states of matter are particularly interesting in that they ex-
hibit topological order at finite temperature [225]. The lowest-dimensional Zm-topologically-
ordered phase exhibiting topological order at finite temperature is the toric code of type
(4,2). The discussion of this section demonstrates that one cannot realize a topological
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state of matter in the universality class of the toric code of type (4,2) starting from an
array of quantum wires of type (3,1) or (3,2). This is because both of these arrays yield
topological states of matter whose degeneracy is consistent with the toric code of type (4,1)
[recall Eq. (8.100)]. However, this does not preclude the possibility of designing arrays of
quantum wires to yield topological states of matter in D = 5 or greater that have topolog-
ical order at finite temperature. The detailed study of such phases is beyond the scope of
this work, but nevertheless a very interesting problem for future study.
8.4 Conclusion
In this chapter, we have outlined a general strategy for designing Abelian topological
phases of matter in D spatial dimensions by coupling an array of quantum wires in d =
D − 1 dimensions. This strategy hinges on the use of counting arguments introduced
by Haldane [227] to search for a set of compatible many-body interactions that yields a
gapped state of matter when the couplings associated with these interactions are taken to
infinity. The enumeration of the set of possible interactions, and the determination of their
compatibility, is aided by associating each interaction term with one of the generalized stars
and plaquettes of a d-dimensional hypercubic lattice embedded in D-dimensional space. In
this sense, the interactions that produce a gapped state of matter are arranged in a manner
reminiscent of the commuting projectors in a d-dimensional toric code.
We found that many simplifications arise due to this similarity, making these theories
analytically tractable much as their forebears in two dimensions. In particular, the ex-
citations of the arrays of coupled wires can be studied thanks in part to analogies with
similar excitations in the d-dimensional toric code. The fractional charge and statistics
of these excitations is readily accessible with standard tools from Abelian bosonization.
Furthermore, when periodic boundary conditions are imposed, the topological degeneracy
(if any) of the strongly-interacting, gapped, D-dimensional state of matter can be deter-
mined with these tools. Finally, when the array of coupled wires is defined on a manifold
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with boundary, the stability of gapless surface states on the d-dimensional boundary of the
D-dimensional topological phase can be addressed conveniently with the same formalism
in one less spatial dimension, provided that any single-particle tunnelings or many-body
interactions added to the surface are compatible with those in the bulk.
There are many directions for future work in light of these findings. First, it is important
to note that the class of many-body interactions introduced in Secs. 8.2.2 and 8.3.2 are not
the only ones possible, even when making use of the analogy to d-dimensional toric codes;
there are many other sets of compatible tunneling vectors that can be associated with the
stars and plaquettes of hypercubic lattices. Consequently, it would be instructive to map
out the set of all Abelian topological phases possible in three and higher dimensions that
are accessible with this approach. Even in three spatial dimensions, there are many possible
topological field theories beyond the BF-type theories explored in Sec. 8.2.3.7, such as those
studied in Refs. [205], [235], and [206]. It would also be interesting to determine whether
other exactly solvable commuting-projector Hamiltonians, besides toric codes, could be
used as bases for wire constructions like the ones undertaken in this work, resulting in
different classes of topological phases. Second, it would be interesting to study the surface
states of these coupled-wire arrays in more detail. In particular, finding a useful way to
characterize gapless surfaces by extending the formalism presented in this chapter would
be a very useful pursuit, as one might ask the question of whether it is possible to find novel
non-Fermi liquids or conformal field theories on interacting surfaces of topological phases
in three or more dimensions. In this pursuit, it would also be crucial to make contact with
existing work on the bulk-boundary correspondence in three dimensions [202, 203, 206].
Third, it is natural to ask how to extend this formalism to describe non-Abelian topological
states of matter. This could be done by investigating the possibility of using non-Abelian,
rather than Abelian, bosonization to describe the gapless wires and their couplings to one
another, as has been done in Refs. [57] and [236]. Fourth, as was hinted at in this work,
wire constructions of topological phases in spatial dimensions greater than two could prove
useful in the study of surface topological order [170, 177, 211–216]. In particular, it may be
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possible to use non-Abelian bosonization techniques on the surfaces of Abelian topological
phases to study non-Abelian surface topological orders in a manner that treats the surface
and bulk physics simultaneously.
A Deconfinement of defects along the direction of a wire
In this Appendix, we demonstrate that a pair of star defects in three dimensions, like
the one shown in Fig. 8.4(b), are deconfined from one another along the z-direction, despite
the string of vertex operators connecting them. This is because a link in the string, which
consists of two vertex operators applied on two legs of a star (see Fig. 8.4), costs no
additional energy if the vertex operators are displaced relative to one another along the
z-axes of their respective wires. While we focus here on the specfic example of star defects
in the Zm-topologically-ordered state of matter constructed in Sec. 8.2.4, the same analysis
can be adapted to demonstrate that pointlike star and plaquette defects are deconfined in
any dimension.
To see that this is the case, let us consider a star s with two 2pi/m solitons on the eastern
and western legs. We parameterize these solitons by decomposing the bosonic fields as
˜ˆ
φsE ,1
(z) = fsol(z − zE) + ˜ˆφ′sE ,1(z),
˜ˆ
φsW ,1
(z) = fsol(z − zW ) + ˜ˆφ′sW ,1(z),
(8.A1a)
where the real-valued function
fsol(z − z0) ..=
pi
m
[
tanh
(
z − z0
ξ
)
+ 1
]
(8.A1b)
is a fixed soliton profile centered at z0, while it is the primed fields
˜ˆ
φ′sC ,1(z) (C = N,S,E,W )
that encode the quantum fluctuations. On the one hand, if zE = zW , Eq. (8.65a) dictates
that
T˜ Ts K˜m ˜ˆΦ(z) = m
[
˜ˆ
φsN ,1
(z)− ˜ˆφsS ,1(z) +
˜ˆ
φ′sE ,1(z)−
˜ˆ
φ′sW ,1(z)
]
≡ T˜ Ts K˜m ˜ˆΦ′(z). (8.A2a)
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On the other hand, if zE 6= zW , Eq. (8.65a) dictates that
T˜ Ts K˜m ˜ˆΦ(z) = m
[
˜ˆ
φsN ,1
(z)− ˜ˆφsS ,1(z) +
˜ˆ
φ′sE ,1(z)−
˜ˆ
φ′sW ,1(z) + δφ˜s(z)
]
, (8.A2b)
where
δφ˜s(z) =
pi
m
[
tanh
(
z − zE
ξ
)
− tanh
(
z − zW
ξ
)]
. (8.A2c)
In the limit ξ → 0 (i.e., the limit of perfectly sharp solitons),
δφ˜s(z) −→
2pi
m
[Θ(z − zE)−Θ(z − zW )] . (8.A3)
Hence, the difference in energy between the case with zE 6= zW and the case with zE = zW
is given by
δEs = −Us
ˆ
dz
[
cos
(
T˜ Ts K˜m ˜ˆΦ′(z) +mδφ˜s(z)
)
− cos
(
T˜ Ts K˜m ˜ˆΦ′(z)
)]
= −Us
zEˆ
zW
dz
[
cos
(
T˜ Ts K˜m ˜ˆΦ′(z) + 2pi
)
− cos
(
T˜ Ts K˜m ˜ˆΦ′(z)
)]
= 0.
(8.A4)
Consequently, it costs no extra energy to move each vertex operator in a string up and
down along each wire, as long as the solitons are sufficiently sharp.
B Discrete gauge symmetry and ground state in the limit of vanishing
kinetic energy
The goal of this Appendix is to make more explicit the connection between the class
of wire constructions considered in this chapter and well-known realizations of discrete
lattice gauge theories, like the toric code. As in the previous Appendix, we will restrict
ourselves for the sake of concreteness to the case of the Zm-topologically-ordered theories
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constructed in Sec. 8.2.4. We further focus on the limit of infinitesimal kinetic energy,
which is discussed in Sec. 8.2.3.4.
In this limit, the Hamiltonian of the coupled-wire theory (without disorder) is given by
˜ˆ
H ≈ ˜ˆH{T˜ } ..= − Us
Lˆ
0
dz
∑
s
cos
(
T˜ Ts K˜m ˜ˆΦ(z)
)
− Up
Lˆ
0
dz
∑
p
cos
(
T˜ Tp K˜m ˜ˆΦ(z)
)
,
(8.B1a)
with
T˜ Ts K˜m ˜ˆΦ(z) ..= m
[
˜ˆ
φsE ,1
(z)− ˜ˆφsW ,1(z) +
˜ˆ
φsN ,1
(z)− ˜ˆφsS ,1(z)
]
(8.B1b)
and
T˜ Tp K˜m ˜ˆΦ(z) ..= m
[
˜ˆ
φpE ,2
(z)− ˜ˆφpW ,2(z) +
˜ˆ
φpS ,2
(z)− ˜ˆφpN ,2(z)
]
. (8.B1c)
The theory defined in Eq. (8.B1) possesses a set of discrete local symmetries, which
we will call “gauge symmetries.” This set of gauge symmetries is generated by the unitary
operators
Aˆs(zsN
, zsS
, zsE
, zsW
) ≡ Aˆs({zsC})
..= exp
(
i
[
˜ˆ
φsE ,1
(zsE
)− ˜ˆφsW ,1(zsW ) +
˜ˆ
φsN ,1
(zsN
)− ˜ˆφsS ,1(zsS )
])
(8.B2a)
and
Bˆp(zpN
, zpS
, zpE
, zpW
) ≡ Bˆp({zpC})
..= exp
(
i
[
˜ˆ
φpE ,2
(zpE
)− ˜ˆφpW ,2(zpW ) +
˜ˆ
φpS ,2
(zpS
)− ˜ˆφpN ,2(zpN )
])
.
(8.B2b)
The operators Aˆs and Bˆp have the physical interpretation of creating the smallest possible
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closed loop of vertex operators containing the star s or plaquette p. When {zsC} = z
for all cardinal directions C = N,W,S,E, the loop created by Aˆs({zsC}) ≡ Aˆs(z) is
defined in a plane of constant z. A completely analogous statement is true of the operator
Bˆp({zpC}) ≡ Bˆp(z) when {zpC} = z for all C = N,W,S,E. Within this physical picture,
the closed loop of vertex operators depicted in Fig. 8.4(d) can be viewed as being created
by the product of all operators Bˆp(z) for plaquettes p contained within the perimeter of
the loop. When all z-points within the set {zsC} or {zpC} are different, the operators
Aˆs({zsC}) and Bˆp({zpC}) can be viewed as creating “wavy” loops that are not confined
to a single constant-z plane. By the arguments of Appendix A, such a “wavy” loop is
energetically equivalent to a loop confined to a plane of constant z in the limit of vanishing
kinetic energy.
To check that Aˆs and Bˆp are indeed symmetries of the Hamiltonian (8.B1), first note
that
Aˆs({zsC}) cos
(
T˜ Ts′ K˜m ˜ˆΦ (z′)
)
Aˆ†s({zsC}) = cos
(
T˜ Ts′ K˜m ˜ˆΦ (z′)
)
(8.B3a)
and
Bˆp({zpC}) cos
(
T˜ Tp′ K˜m ˜ˆΦ (z′)
)
Bˆ†p({zpC}) = cos
(
T˜ Tp′ K˜m ˜ˆΦ (z′)
)
(8.B3b)
can be seen to hold for all s, s′, p, and p′ if one observes that the bosonic fields entering
the right-hand sides of Eqs. (8.65a) and Eqs. (8.65b) are labeled exclusively by α = 1 (the
charge 2 bosonic mode) and α = 2 (the charge neutral bosonic mode), respectively, whereas
the 2 × 2 matrix K˜m defined in Eq. (8.57b) is off diagonal, i.e., any pair of bosonic fields
carrying the same charge from Eq. (8.57c) commute. According to Eq. (8.65a) and Eq.
(8.65b), it is only when a star s overlaps with a plaquette p (sN = pW and sE = pS , say)
that either
Aˆs({zsC}) cos
(
T˜ Tp K˜m ˜ˆΦ (z′)
)
Aˆ†s({zsC}) (8.B4a)
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or
Bˆp({zpC}) cos
(
T˜ Ts K˜m ˜ˆΦ (z′)
)
Bˆ†p({zpC}) (8.B4b)
might transform nontrivially.
In order of increasing difficulty, we shall assume first that all {zsC} and all {zpC},
respectively, lie in the same constant-z plane and show that both Eqs. (8.B4a) and (8.B4b)
transform trivially. To this end, we combine Eqs. (8.56) and (8.57) into the identities
e+i
˜ˆ
φj,1(z) ˜ˆφj′,2(z
′) e−i
˜ˆ
φj,1(z) =
˜ˆ
φj′,2(z
′) + i
[
˜ˆ
φj,1(z),
˜ˆ
φj′,2(z
′)
]
=
˜ˆ
φj′,2(z
′)− δj,j′
2pi
m
Θ(z − z′) (8.B5a)
and
e+i
˜ˆ
φj,2(z) ˜ˆφj′,1(z
′) e−i
˜ˆ
φj,2(z) =
˜ˆ
φj′,1(z
′) + i
[
˜ˆ
φj,2(z),
˜ˆ
φj′,1(z
′)
]
=
˜ˆ
φj′,1(z
′)− δj,j′
2pi
m
Θ(z − z′). (8.B5b)
When all {zsC} lie in the same constant-z plane
Aˆs({zsC})
[
T˜ Tp K˜m ˜ˆΦ (z′)
]
Aˆ†s({zsC}) ≡ Aˆs(z)
[
T˜ Tp K˜m ˜ˆΦ (z′)
]
Aˆ†s(z) (8.B6a)
becomes
m
[
˜ˆ
φpE ,2
(z′)− ei
˜ˆ
φs
N
,1(z) ˜ˆφpW ,2
(z′) e−i
˜ˆ
φs
N
,1(z) + e
i
˜ˆ
φs
E
,1(z) ˜ˆφpS ,2
(z′) e−i
˜ˆ
φs
E
,1(z) − ˜ˆφpN ,2(z
′)
]
.
(8.B6b)
From Eqs. (8.56) and (8.B5a), we then conclude that
Aˆs(z)
[
T˜ Tp K˜m ˜ˆΦ (z′)
]
Aˆ†s(z) =m
[
˜ˆ
φpE ,2
(z′)− ˜ˆφpW ,2(z
′) + ˜ˆφpS ,2(z
′)− ˜ˆφpN ,2(z
′)
]
= T˜ Tp K˜m ˜ˆΦ (z′)
(8.B6c)
226
transforms trivially. Similarly, when all {zpC} lie in the same constant-z plane,
Bˆp({zpC})
[
T˜ Ts K˜m ˜ˆΦ (z′)
]
Bˆ†p({zpC}) ≡ Bˆp(z)
[
T˜ Ts K˜m ˜ˆΦ (z′)
]
Bˆ†p(z) (8.B7a)
becomes
m
[
e
+i
˜ˆ
φp
S
,2(z) ˜ˆφsE ,1
(z′) e−i
˜ˆ
φp
S
,2(z) − ˜ˆφsW ,1(z
′)
+e
−i ˜ˆφp
W
,2(z) ˜ˆφsN ,1
(z′) e+i
˜ˆ
φp
W
,2(z) − ˜ˆφsS ,1(z
′)
]
.
(8.B7b)
From Eqs. (8.56) and (8.B5b), we then conclude that
Bˆp(z)
[
T˜ Ts K˜m ˜ˆΦ (z′)
]
Bˆ†p(z) =m
[
˜ˆ
φsE ,1
(z′)− ˜ˆφsW ,1(z
′) + ˜ˆφsN ,1(z
′)− ˜ˆφsS ,1(z
′)
]
= T˜ Tp K˜m ˜ˆΦ (z′) (8.B7c)
also transforms trivially.
Repeating the above calculation for the case of general {zsC} and {zpC}, one finds that
the pinned fields T˜ Tp K˜m ˜ˆΦ (z′) and T˜ Ts K˜m ˜ˆΦ (z′) are not strictly invariant under the action
of Aˆs and Bˆp, but that they change by a difference of soliton profiles as in Eq. (8.A3).
In Appendix A, it was shown that such a change in the pinned fields does not affect the
total energy in the limit of vanishing kinetic energy, and we thus conclude that Aˆs and Bˆp
commute with the Hamiltonian (8.B1) in this limit, for any pair {zsC} and {zpC}.
Having established that the Hamiltonian defined by Eqs. (8.B1) displays a local Zm
gauge symmetry, we want to study its ground states. According to Elitzur’s theorem [237],
each ground state must be invariant under the local Zm gauge symmetry. Our goal is to
verify this consequence of Elitzur’s theorem explicitly. To this end, we observe that any
argument (8.B1b) or (8.B1c) that appears in a cosine term from the Hamiltonian (8.B1a)
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is related to the generators (8.B2a) or (8.B2b) of the local Zm symmetry through
cos
(
T˜ Ts K˜m ˜ˆΦ (z)
)
=
[
Aˆs(z)
]m
+
[
Aˆ†s(z)
]m
2
(8.B8a)
or
cos
(
T˜ Tp K˜m ˜ˆΦ (z)
)
=
[
Bˆp(z)
]m
+
[
Bˆ†p(z)
]m
2
, (8.B8b)
respectively.
We shall ignore the issue of topological degeneracy by assuming a unique ground state
when the lattice of wires spans a manifold of vanishing genus, or by restricting to one
topological sector of the theory defined on the torus. We demand that the ground state
satisfy two properties.
First, in order to be a ground state, a state must consist of a superposition of field
configurations that minimize both cosine terms in Eq. (8.B1) simultaneously. (This is
possible because these two sets of terms are Haldane compatible, and because we work in
the strong-coupling limit Us, Up →∞.) Since the charge-2 bosonic fields do not commute
with the charge-neutral bosonic fields, we can use either set of bosonic fields to label the
full set of classical field configurations minimizing both sets of cosine terms. We denote
the eigenfunctionals of the fields
˜ˆ
φj,1(z) by |{φ˜j,1(z)}〉, i.e.,
˜ˆ
φj,1(z) |{φ˜j,1(z)}〉 = φ˜j,1(z) |{φ˜j,1(z)}〉 . (8.B9)
Among all these eigenfunctionals, we select the eigenfunctionals for which
cos
(
T˜ Ts K˜m Φ˜ (z)
)
= 1 (8.B10)
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holds for all s. We now define (up to normalization) a “reference state”
|ϕ〉 ..=
Lˆ
0
dz′
∑
{nj∈Z}
∣∣∣{φ˜j,1(z) + 2pi nj Θ(z − z′)}〉 , (8.B11)
where j = 1, . . . , 2N . The sum over the integers nj ∈ Z accounts for the fact that classical
field configurations differing from one another by a soliton with an integer charge are
equivalent from the point of view of the cosines. According to Eq. (8.B5b), we must have
[
Bˆp({zpC})
]n ˆ˜
φj,1(z
′)
[
Bˆ†p({zpC})
]n
=
ˆ˜
φj,1(z
′)− δj∈p
2pi n
m
Θ(zj − z′), (8.B12a)[
Bˆ†p({zpC})
]n ˆ˜
φj,1(z
′)
[
Bˆp({zpC})
]n
=
ˆ˜
φj,1(z
′) + δj∈p
2pi n
m
Θ(zj − z′), (8.B12b)
where δj∈p is a function that returns 1 if j ∈ p and 0 otherwise, for any n ∈ Z. Thus, one
concludes that
cos
(
T˜ Tp K˜m ˜ˆΦ (z)
)
|ϕ〉 =

[
Bˆp(z)
]m
+
[
Bˆ†p(z)
]m
2
 |ϕ〉 = |ϕ〉 . (8.B13)
Therefore, the state |ϕ〉 minimizes both cosine terms simultaneously.
The second constraint to be imposed on the ground state of Hamiltonian (8.B1) is that
it is also invariant under the symmetry group generated by the operators Bˆp({zpC}). The
state |ϕ〉 is not up to the task, as Eq. (8.B12) demonstrates that |ϕ〉 is not invariant under
applications of the operator
[
Bˆp({zpC})
]n
for 1 ≤ n < m. For a single plaquette p at fixed
{zpC}, however, one can check using Eq. (8.B12) and the fact that
[
Bˆp({zpC})
]m |ϕ〉 = |ϕ〉
that the state
{
1 +
m−1∑
n=1
[
Bˆp({zpC})
]n} |ϕ〉 (8.B14)
is. We must therefore extend the construction (8.B14) to all plaquettes p and all points
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{zpC} along the wires. This is accomplished by the (unnormalized) state
|GS〉 ..= exp
∑
p
Lˆ
0
d{zpC} log
(
1 +
m−1∑
n=1
[
Bˆp({zpC})
]n) |ϕ〉 . (8.B15)
The operator exp(. . . ) on the right-hand side applies all possible products of operators[
Bˆp({zpC})
]n
over all plaquettes p and all points {zpC}.
The ground state |GS〉 is a phase-coherent and equal-amplitude superposition of all
possible configurations of closed loops of vertex operators. These closed loops can be like
the one depicted in Fig. 8.4(d), i.e., restricted to a single plane of constant z, or more
general configurations involving “wavy” closed loops. Thus, the ground state |GS〉 can be
viewed as a quasi-two-dimensional “soup of loops” in which the closed loops are further
allowed to fluctuate in the z-direction. This is a direct generalization of the ground state
of Kitaev’s toric code [223] to the context of the coupled-wire systems considered in this
work. Furthermore, it explicitly demonstrates in the limit of vanishing kinetic energy that
the string and membrane operators built using the vertex operators defined in Eqs. (8.63)
and the bilocal operators defined in Eqs. (8.68), respectively, do not lead to an observable
change in the ground states except at their ends and edges.
Chapter 9
Non-Abelian topological phases in three
dimensions from coupled wires
Abstract
Starting from an array of interacting fermionic quantum wires, we construct a family
of non-Abelian topologically ordered states of matter in three spatial dimensions (3D).
These states of matter inherit their non-Abelian topological properties from the su(2)k
conformal field theories that characterize the constituent interacting quantum wires in the
decoupled limit. Thus, the resulting topological phases can be viewed as 3D generalizations
of the (bosonic) su(2)k Read-Rezayi sequence of fractional quantum Hall states. Focusing
in detail on the su(2)2 case, we first review how to determine the nature of the non-
Abelian topological order (in particular, the topological degeneracy on the torus) in the
two-dimensional (2D) case, before generalizing this approach to the 3D case. We also
investigate the 2D boundary of the 3D phases, and show for the su(2)2 case that there are
anomalous gapless surface states protected by an analog of time-reversal symmetry, similar
to the massless Dirac surface states of the noninteracting 3D topological insulator. 1
1The contents of this chapter appear in an unpublished manuscript of the same name, to appear soon.
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9.1 Introduction
9.1.1 Motivation
In recent decades, topological order has emerged as a novel paradigm for describing
states of matter. Motivated by the study of the fractional quantum Hall effect and chiral
spin liquids, theoretical investigations uncovered a rich landscape of topologically ordered
phases in two spatial dimensions. The unifying features common to all phases in this land-
scape are 1) the degeneracy of the ground state when the system is defined on a manifold
with nonzero genus [229], and 2) the (intimately related) existence of fractionalized ex-
citations in the gapped bulk [238]. The theoretical understanding of these topologically
ordered phases has been placed on a firm mathematical footing rooted in the apparatus
of modular tensor categories [239–243]. While numerous problems remain open to inves-
tigation, such as the inclusion of symmetries [244–247] and the description of topological
phases with fundamental fermions [248–254], this mathematical framework provides an
indispensible point of reference in the ongoing effort to understand strongly interacting
topological states of matter in two spatial dimensions.
The theoretical proposal [195, 255] and experimental discovery [196–198, 256] of three-
dimensional topological insulators protected by time-reversal symmetry (TRS) underscores
the natural question of whether a similar understanding of topological order in three spa-
tial dimensions could be achieved. Numerous examples of topologically ordered phases
in three spatial dimensions are known, of which discrete gauge theories and their twisted
counterparts are perhaps the most elementary [257–260]. There also exists a procedure,
the Crane-Yetter/Walker-Wang construction [261–264], that can be used to build certain
topological phases in three spatial dimensions. Despite this progress, the question of what
kinds of strongly interacting topological phases can exist in (3+1)-dimensional spacetime
(3D) is far from settled. This is especially true of non-Abelian topological orders. Further-
more, it is (for the most part) unclear how such topological phases emerge as low-energy
descriptions of condensed matter systems, which are conventionally made of electrons and
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Figure 9.1: (Color online) Analogy between the quantum Hall effect (QHE) in (2+1)-
dimensinal spacetime and the Z2 topological insulator (TI) in (3+1)-dimensional spacetime.
In the quantum-Hall setting (left), the boundary between the topological phase (blue)
and the vacuum (beige) hosts an edge state that realizes one chiral sector of a conformal
field theory (red). In the TI setting (right), a domain wall separating two regions with
opposite time-reversal breaking fields (labeled “↑” and “↓”) hosts the same chiral mode
that appeared on the edge of the quantum Hall system.
spins that interact in decidedly non-exotic ways.
In this paper, we propose a family of non-Abelian topological phases in (3+1)-dimensional
spacetime. This family of phases can be viewed as completing the following series of analo-
gies between topological phases in two- and three-dimensional space. We begin with the
integer quantum Hall effect (IQHE) [163]. This is a topological phase in (2+1)-dimensional
spacetime (2D) whose electromagnetic response is encoded by a U(1) Chern-Simons effec-
tive action at level 1 [265–267]. It features a unique ground state on the torus, and, on
a manifold with boundary, has gapless chiral Dirac fermion edge states [268] described by
the affine Lie algebra u(1)1 (see Fig. 9.1). The noninteracting Z2 topological insulator
(TI) in 3D can be viewed as inheriting many of its defining properties from the IQHE.
For example, although the noninteracting TI respects time-reversal symmetry (TRS) while
the IQHE does not, the gapped surface states that emerge when TRS is broken on the
surface of the TI feature a Hall response that is exactly half of what is expected in the
IQHE case [207]. Thus, a “magnetic domain wall” that separates regions with opposite
TRS-breaking fields on the TI surface binds the same gapless chiral Dirac fermion mode
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that constitutes the edge state of the IQH system (see Fig. 9.1). This is a direct conse-
quence of the axion electromagnetic response (signaled by a θ term in the effective action)
in 3D that characterizes the bulk of the TI [208, 269, 270]. When TRS is preserved, the
noninteracting Z2 TI features a single massless Dirac fermion on its surface. In pure 2D,
the existence of a TRS theory of a single massless Dirac fermion is forbidden by the fermion
doubling theorem [271]. However, on the surface of a Z2 TI, its presence is necessary to
ensure that the TRS-breaking surface contribution of the θ term does not spoil TRS on
the surface. If TRS is broken on the surface, then a mass term for the Dirac fermion is
symmetry-allowed, and the aforementioned surface quantum Hall effect develops. In this
sense, the Dirac fermion surface states of the Z2 TI are anomalous, and their gaplessness
is protected by TRS.
Recent work on so-called fractional TIs (FTIs) in 3D has borne out this analogy to the
interacting setting. Indeed, these FTIs can be defined as systems in (3+1)-dimensional
spacetime with TRS whose bulk axion electromagnetic response is characterized by axion
angles θ that are rational multiples of pi. Consistency with TRS then demands the presence
of topological order in the bulk [199, 200]. In the case θ = pi/k with k ∈ Z, one finds that
breaking TRS on the surface of an FTI yields a gapped surface state with Hall conductivity
σxy = (1/2k) e
2/h. Consequently, a magnetic domain wall on the surface binds a chiral
Luttinger-liquid mode described by the affine Lie algebra u(1)k, which is precisely the edge
state of the ν = 1/k Laughlin state in the fractional quantum Hall effect (FQHE) [272].
Moreover, preserving TRS on the surface necessitates the presence of fractionalized gap-
less excitations on the surface [200]. Hence, FTIs feature fractionalized analogues of the
anomalous gapless surface states of the noninteracting Z2 TI.
Given the two preceding analogies between the (F)QHE in 2D and the (F)TI in 3D, the
following natural question arises. Are there TI-like analogues in 3D of the 2D non-Abelian
quantum Hall states? One can focus, for example, on asking this question for the (bosonic)
Read-Rezayi quantum Hall sequence in (2+1)-dimensional spacetime [273, 274]. These
non-Abelian topological phases are described by an SU(2) Chern-Simons term at level k,
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and feature chiral edge states described by the affine Lie algebra su(2)k [272, 275]. Hence,
the analogous topological phase in (3+1)-dimensional spacetime would need to satisfy the
following three properties. First, it should be time-reversal invariant in the bulk. Second,
it should be topologically ordered, in the sense that the ground state manifold on the
three-torus must have dimension greater than one. Third, a domain wall between regions
on the surface in which TRS is broken in opposite ways should bind a chiral su(2)k mode.
Fourth, there should be gapless surface states protected by TRS. Is it possible to construct
such a topological phase? If so, what is the nature of the bulk topological order? These
are the questions we address in this paper.
We address the question of the existence of 3D analogues of the su(2)k fractional quan-
tum Hall states in 2D by building them from scratch. In particular, we employ a coupled-
wire construction based on non-Abelian current algebras to construct a topological phase
with the desired properties. In this approach, the topological phase in (3+1)-dimensional
spacetime is constructed by coupling together many sub-systems, each of which lives in
(1+1)-dimensional spacetime (1D), with appropriate many-body interactions. Coupled-
wire constructions have been used to construct a variety of strongly-correlated phases in
2D, including non-Fermi liquids [49, 51, 52] as well as Abelian and non-Abelian quantum
Hall states [42, 43, 47, 50, 53, 57, 58, 63]. Moreover, this approach has recently been gen-
eralized to 3D, yielding a variety of phases including Weyl semimetals [220, 221], fractional
topological insulators [222], and strongly-correlated phases described by emergent Abelian
gauge theories [276]. The utility of this approach lies in the fact that numerous analytic
techniques exist for quantum field theories in (1+1)-dimensional spacetime, enabling the
description of a wide variety of strongly interacting states of matter in a controlled manner.
We also argue by example in this work that the coupled-wire approach can be used as a
means to search for and characterize new topological phases of matter, like the family of
su(2)k topological phases in 3D constructed here.
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9.1.2 Outline and summary of results
We now provide an overview of the organization of the paper and summarize the results.
In Sec. 9.2, we review how to bosonize a multi-flavor fermionic wire in terms of the
currents associated with the non-Abelian internal symmetry group of the wire [74]. This
bosonization scheme has been used to address a wide variety of physical problems in 1D,
including the multichannel Kondo effect [277–279] and marginally-perturbed conformal
field theories (CFTs) [280]. In Ref. [73] it was also used as a starting point for the con-
struction of a series of non-Abelian topological phases in 2D. In Sec. 9.2.2, we show how
to add intra-wire interactions to drive the fermionic wire to a strong-coupling fixed point
described by an su(2)k CFT. This treatment is crucial for what follows, as these CFTs
are used as building blocks for the coupled-wire constructions of the subsequent sections;
the non-Abelian topologically ordered phases in 2D and 3D that we construct later in the
paper inherit their non-Abelian character from the su(2)k CFTs.
Next, in Sec. 9.3, we describe how to construct non-Abelian topological phases of matter
in 2D starting from a one-dimensional array of decoupled su(2)k CFTs. This section serves
as a prelude to Sec. 9.4, where the 3D topological phase is constructed. While the su(2)k
topological phases constructed in Sec. 9.3 are not new, this section serves two important
purposes, on which we now elaborate.
First, Sec. 9.3 establishes the approach we later take to construct the 3D topological
phases of the following section. This approach can be described as follows. We use su(2)k
current-current interactions to couple channels in neighboring wires that have opposite
chirality. These couplings can be viewed as a particular set of interactions between the
spin sectors of neighboring wires (see, e.g., [78]). Since these interactions are marginally
relevant, they flow to strong coupling and gap the bulk of the array of coupled wires,
leaving chiral su(2)k modes on the boundaries when the model is defined on a cylinder.
Once we have shown how to gap the bulk of the array, we move on to characterize the bulk
topological order within the coupled-wire construction, focusing on the specific example of
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Figure 9.2: (Color online) Two-dimensional cross-section of the array of quantum wires used
to construct the family of non-Abelian topological phases in (3+1)-dimensional spacetime
studied in this work. Each grey disc centered on a site of the square lattice Λ represents
a quantum wire aligned along the z-direction of the ambient three-dimensional space with
Cartesian coordinates x, y, and z. The colored discs within each grey disc represent normal
modes, dispersing along the z-direction, that correspond to different chiral sectors of the
su(2)k conformal field theory. The binary color code distinguishes between left- and right-
handed sectors. In this example, each wire contains two right-moving and two left-moving
normal modes.
su(2)2. (In the quantum Hall parlance, this topological phase is related to the Moore-Read
state for bosons at filling factor ν = 1.) The procedure for doing so hinges on using the
primary operators of the unperturbed CFTs in each wire to construct nonlocal “string
operators” that commute with the interaction term and satisfy a nontrivial algebra among
themselves. These string operators can then be used to determine the topological ground-
state degeneracy of the coupled-wire theory on the torus. More specifically, when the
interwire interactions are turned on and allowed to flow to infinity, these string operators
can be used to construct a representation of the ground-state manifold of the resulting
strong-coupling fixed point.
Second, the calculation of the ground-state degeneracy of the su(2)2 topological phase
in 2D constructed in Sec. 9.3 serves to clarify precisely what is meant by a “non-Abelian”
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topological phase in the context of this paper. (Moreover, such a calculation was not pre-
sented in previous coupled-wire constructions of this topological phase, see e.g., Refs. [57]
and [73].) In particular, we will show that the algebra of the nonlocal string operators men-
tioned previously suggests the algebra of Wilson loops in a Z2 gauge theory; namely, there
are four nonlocal string operators that break into two sets of anticommuting operators.
Naive intuition derived from Abelian gauge theory then suggests that the ground-state
degeneracy on the torus should be fourfold. However, one finds that one of these four
putative ground states cannot reside in the ground-state manifold. The reason for this has
deep connections to the non-Abelian algebra of primary operators in the CFT [241], and
has come up before in less microscopic studies of related topological phases [281]. In this
way, we conclude that the topological degeneracy of the su(2)2 topological phase in 2D is
three, rather than four. This exclusion of states from the ground-state manifold based on
non-Abelian operator algebras is at the heart of what distinguishes non-Abelian topological
phases from Abelian ones, and appears again with a vengeance in the (3+1)-dimensional
case.
In Sec. 9.4, we generalize the results of Sec. 9.3 to (3+1)-dimensional spacetime. In
this case, the wire construction begins with a two-dimensional array of parallel interacting
quantum wires that realize su(2)k CFTs at low energies (see Fig. 9.2). We focus again in
this section on the case of su(2)2. Most of the important aspects of Sec. 9.3 carry through
to Sec. 9.4, albeit with a few important modifications.
First, since we are after some kind of generalization of a TI, we need some symmetry
that plays the role of TRS. In this case, the relevant symmetry is a cousin of TRS: while the
individual interwire couplings do not respect TRS, they do so up to a translation by one
half of either of the lattice vectors that define the two-dimensional array. [Note that the
2D su(2)k topological phases constructed in Sec. 9.3 break the one-dimensional analogue
of this symmetry, just like the associated fractional quantum Hall states break TRS.] This
“antiferromagnetic” realization of time-reversal symmetry has appeared in other coupled-
wire constructions of TRS topological phases [216, 217]; while it is in some sense an artifact
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Figure 9.3: (Color online) Visual summary of results for the su(2)2 topological phase in
(3+1)-dimensional spacetime constructed in this paper. The blue membrane and orange
string in the bulk represent membrane and string operators constructed in Sec. 9.4.3.
These membrane and string operators are related to the primary fields σ and ψ in the
Ising conformal field theory. The boundary of the σ membrane is a stringlike excitation,
while the boundaries of the ψ string represent pointlike excitations. The surface features
a “magnetic” domain wall separating two regions in which the analogue of time-reversal
symmetry (TRS) is broken in two different ways (shown here as a purple and a green region
of the surface). The domain wall binds a chiral su(2)2 mode (red).
of the wire construction, it does play the same role that TRS plays in the TI (see also
Refs. [282, 283]). In particular, it protects anomalous gapless surface states, as we will
discuss below.
The second important modification involved in generalizing the 2D results of Sec. 9.3
to the 3D setting of Sec. 9.4 is that one must construct nonlocal “membrane” operators”
(see Fig. 9.3), in addition to the string operators of the two-dimensional case, in order to
characterize the resulting topological order. These membrane operators can be viewed as
the two-dimensional worldsheets of deconfined stringlike excitations, while the string oper-
ators can be viewed as the one-dimensional worldlines of deconfined pointlike excitations.
The existence of stringlike excitations is crucial for topological order in 3D, since decon-
fined point particles in three-dimensional space must have trivial braiding [228]. (Indeed,
this is the case for the present topological phase: all of the string operators will be shown
to commute.) The non-Abelian algebra of string operators in the 2D example generalizes
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to a non-Abelian algebra of string and membrane operators 3D. Moreover, there is also
a non-Abelian algebra among the membranes. Carrying through the naive Abelian gauge
theory counting for the (3+1)-dimensional case and removing states that are excluded
based on the non-Abelian operator algebra, we find that the su(2)2 topological phase in
(3+1)-dimensional spacetime exhibits a 20-fold topological degeneracy on the three-torus.
Finally, we investigate in Sec. 9.5 the surface states of the 3D topological phase con-
structed in Sec. 9.4. It is readily seen that, when open boundary conditions are imposed in
one of the two directions of the array of wires, there are gapless su(2)k modes left on the
exposed two-dimensional surfaces. The goal of Sec. 9.5 is to better understand the fate of
these “dangling” modes when they are coupled by marginally relevant local interactions.
When these interactions break the TRS analogue, it is straightforward to see that a gapped
surface phase results. It is similarly straightforward to see that a “magnetic” domain wall
(i.e., a domain wall between two regions of the surface in which the TRS analogue is broken
in different ways) binds a chiral su(2)k current (see Fig. 9.3).
To probe the phase diagram of the surface when the TRS analogue is preserved, we
perform a one-loop renormalization group (RG) analysis of the surface. We find that all
couplings on the surface can flow to strong coupling simultaneously, even though neigh-
boring couplings do not commute in general. Furthermore, we allow for surface couplings
that break the SU(2) spin-rotation symmetry of the bulk, and find that the surface cou-
plings nevertheless flow towards an SU(2)-symmetric strong-coupling fixed point in a large
region of parameter space. Next, we investigate the nature of the SU(2)-symmetric strong-
coupling fixed point by an explicit self-consistent mean-field calculation for the su(2)2 case.
We find that the surface states are indeed gapless when the TRS analogue is imposed, and
that they do not break the symmetry spontaneously (at least at the level of mean field
theory). While the question of whether or not there exist gapped, symmetry-preserving
surface states of these topological phases, which would then likely exhibit surface topolog-
ical order [170, 177, 211–216], is interesting, we do not pursue it in this work. However,
some investigation along these lines has been carried out in Ref. [217].
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In summary, we are able to demonstrate in this paper that it is possible to construct
(3+1)-dimensional analogues of the su(2)k non-Abelian (bosonic) quantum Hall states. For
the special case of su(2)2, we characterize the non-Abelian topological order in detail and
by explicit calculation, in addition to characterizing the associated surface states. Thus,
we arrive at the surprising result that non-Abelian topological states of matter based on
conformal field theory can be constructed in (3+1)-dimensional spacetime.
9.2 Non-Abelian bosonization of a single wire
9.2.1 Free-fermion wire
Consider a one-dimensional wire containing Nc “colors” of spinful fermions. Its action
S0,wire is the integral over time t and the coordinate z along the wire of the Lagrangian
density
L0,wire ..= 2
∑
σ=↑,↓
Nc∑
α=1
(
χ∗L,σ,α i∂LχL,σ,α + χ
∗
R,σ,α i∂RχR,σ,α
)
. (9.1)
The derivatives ∂M ≡ ∂zM (M = L,R) are taken with respect to the chiral (light-cone)
coordinates
zL ≡ t+ z, zR ≡ t− z. (9.2)
We assume periodic boundary conditions along the wire, i.e., in the z-direction. The four
Grassmann-valued fields χ∗R,σ,α, χR,σ,α, χ
∗
L,σ,α, χL,σ,α are independent of each other.
Such a wire has an internal symmetry U(2Nc)L×U(2Nc)R. The central idea of the series
of coupled-wire constructions presented in this paper is to decompose the Lie algebra asso-
ciated with this symmetry using the following identity (or “conformal embedding”) [284],
u(2Nc)1 = u(1)⊕ su(2)Nc ⊕ su(Nc)2, (9.3)
where we have employed the notation gk for the affine Lie algebra at level k associated with
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the connected, compact, and simple Lie group G. (For a review of affine Lie algebras, see,
e.g., Ref. [284].) Equation (9.3) tells us that the theory (9.1) has three conserved currents
— jR, J
a
R, and J
a
R — corresponding to the affine Lie algebras u(1), su(2)Nc , and su(Nc)2,
respectively. (Note that, of course, there are analogous conserved currents jL, J
a
L, and J
a
L
for the left-handed sector.) We use indices a = 1, 2, 3 to label the generators of SU(2) and
a = 1, · · · , N2c − 1 to label the generators of SU(Nc). In terms of the complex fermions,
these currents are given by
jM .
.=
∑
σ=↑,↓
Nc∑
α=1
χ∗M,σ,α χM,σ,α, (9.4a)
JaM .
.=
1
2
∑
σ,σ′=↑,↓
Nc∑
α=1
χ∗M,σ,α σ
a
σσ′ χM,σ′,α, (9.4b)
JaM .
.=
∑
σ=↑,↓
Nc∑
α,α′=1
χ∗M,σ,α T
a
αα′ χM,σ,α′ , (9.4c)
with M = L,R. The U(1) currents jM with M = L,R are associated with charge conser-
vation. The SU(2) currents JaM with M = L,R and a = 1, 2, 3 are associated with the
spin-rotation symmetry. The SU(Nc) currents J
a
M with M = L,R and a = 1, · · · , N2c − 1
are associated with the color isospin-rotation symmetry. The generators σa/2 of SU(2)
and T a of SU(Nc) obey the normalizations and the independent algebras
tr
(
σa σb
)
= 2δab, [σa, σb] = 2i abc σc, (9.5a)
tr
(
T a T b
)
=
1
2
δab, [T a, T b] = i fabc T c, (9.5b)
where abc is the Levi-Civita symbol and fabc are the structure constants of SU(Nc). With
these definitions, one can build the energy-momentum tensor for the free theory defined
by the Lagrangian density (9.1) using the Sugawara construction [277–279, 285] for the
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energy-momentum tensor in the M-moving sector,
TM[u(2Nc)1] = TM[u(1)] + TM[su(2)Nc ] + TM[su(Nc)2]. (9.6a)
Here,
TM[u(2Nc)1] .
.=
1
pi
∑
σ=↑,↓
Nc∑
α=1
χ∗M,σ,α i∂MχM,σ,α, (9.6b)
TM[u(1)] .
.=
1
4Nc
jM jM, (9.6c)
TM[su(2)Nc ]
..=
1
Nc + 2
3∑
a=1
JaM J
a
M, (9.6d)
TM[su(Nc)2] .
.=
1
2 +Nc
N2c−1∑
a=1
JaM J
a
M. (9.6e)
With these definitions, it follows that the Hamiltonian density associated with the free
Lagrangian density (9.1) is given by
H0,wire..=2pi
∑
M=L,R
(
TM[u(1)]+TM[su(2)Nc ]+TM[su(Nc)2]
)
. (9.7)
Rewriting the free theory (9.1) in terms of the currents (9.4) amounts to performing a non-
Abelian bosonization of the free theory. This rewriting highlights the fact that a theory
of multiple flavors of free fermions can be broken up into independent charge [u(1)], spin
[su(2)Nc ], and color [su(Nc)2] sectors.
9.2.2 Intra-wire interactions
Having rewritten the free theory (9.1) in terms of the non-Abelian currents (9.4), we
now wish to isolate the su(2)Nc spin degrees of freedom by removing the u(1) charge and
su(Nc)2 color degrees of freedom from the low-energy sector of the theory. We accomplish
this by adding interactions that gap out these degrees of freedom.
To gap out the charge sector, we add to the free Lagrangian density (9.1) the interaction
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term
Lint[u(1)] ..= −λu(1) cos
(√
2 (φR + φL)
)
. (9.8a)
The chiral bosonic fields φM are defined by the Abelian bosonization identity
jM = −
1√
2pi
∂MφM. (9.8b)
In the fermionic language, the interaction (9.8a) is interpreted as an Umklapp process.
It is marginally relevant in the renormalization group (RG) sense, i.e., it flows to strong
coupling under RG and gaps the charge sector when λu(1) > 0.
To gap out the color sector, we add to the free Lagrangian density (9.1) the interaction
term
Lint[su(Nc)2] ..= −λsu(Nc)2
N2c−1∑
a=1
JaL J
a
R, (9.9)
where the currents JaM are defined in Eqs. (9.4). This current-current interaction is also
marginally relevant, flowing to strong coupling for λsu(Nc)2
> 0.
At the strong-coupling fixed point dominated by the interactions (9.8) and (9.9), the
effective Hamiltonian density for the low-energy sector becomes
H0,eff ..= 2pi
(
TL[su(2)Nc ] + TR[su(2)Nc ]
)
. (9.10)
This is nothing but the Hamiltonian description of the su(2)Nc Wess-Zumino-Witten (WZW)
CFT [74, 286] with chiral central charge
c[su(2)Nc ] =
3Nc
2 +Nc
. (9.11)
Thus, by adding the interactions (9.8) and (9.9) to the free theory (9.1), we can convert a
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Figure 9.4: (Color online) Schematic of the coupled-wire construction for su(2)k non-
Abelian topological orders in two spatial dimensions. Grey ovals represent quantum wires,
while red and blue circles represent chiral su(2)k currents.
quantum wire containing Nc colors of spinful fermions into a highly nontrivial conformal
field theory. The coupled-wire constructions presented in this paper use arrays of these
su(2)Nc WZW theories as building blocks for non-Abelian topological phases.
9.3 Warm-up: Non-Abelian topological order in two dimensions
As a warm-up for Sec. 9.4, we construct a class of su(2)k quantum liquids in two spatial
dimensions and show, for the case of k = 2, how to compute their topological degeneracy
on the torus.
9.3.1 Definition of the class of models
We begin with a one-dimensional array Λ of parallel nonchiral spinful fermionic quan-
tum wires aligned along the z-direction, each of which is described by the Lagrangian
density (9.1) (see Fig. 9.4). The cardinality of the one-dimensional lattice Λ is
|Λ| ≡ Ly + 1. (9.12)
We set Nc = k, where Nc is the number of “colors” of fermions in each wire. Each
wire has an internal symmetry U(2k)L × U(2k)R, with respect to which we carry out the
bosonization procedure of Sec. 9.2. We then gap the u(1) and su(k)2 sectors with the
intra-wire interactions discussed in Sec. 9.2.1, leaving behind an su(2)k current algebra for
each of the left- and right-moving chiral sectors in every wire. In the Heisenberg picture
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and in two-dimensional Minkowski space, we denote the chiral su(2)k currents by Ĵ
a
M,y(zM)
where M = L,R labels the chirality, a = 1, 2, 3 labels the SU(2) generators, y labels the
wire, and zM is defined in Eq. (9.2).
To gap out the bulk, we couple nearest-neighbor wires with the su(2)k current-current
interaction (see Fig. 9.4)
L̂bs ≡ −Ĥbs ..= −
Ly−σBC∑
y=0
3∑
a=1
λa ĴaL,y+1 Ĵ
a
R,y, (9.13)
where σBC = 0, 1 for periodic and open boundary conditions, respectively. Like the current-
current interaction (9.9), which was used to gap the su(k)2 sector of the theory, the current-
current interaction (9.13) is marginally relevant, flowing to strong coupling for λa > 0 and
gapping out left- and right-moving gapless degrees of freedom in neighboring wires. When
periodic boundary conditions are imposed in the y-direction, i.e., when σBC = 0, each
chiral current is paired with exactly one current of the opposite chirality in a neighboring
wire, and the full array of quantum wires is gapped. When open boundary conditions are
imposed in the y-direction, i.e., when σBC = 1, there is a left-moving su(2)k current at
y = 0 and a right-moving su(2)k current at y = Ly that are fully decoupled from the bulk.
This edge structure is reminiscent of the su(2)k non-Abelian Chern-Simons theories [287]
and the Zk Read-Rezayi quantum Hall states [274].
9.3.2 Parafermion representation of the interwire interactions
The nature of the gapped state of matter that results from coupling the array of su(2)k
quantum wires with the interactions (9.13) can be better understood by rewriting the
su(2)k currents in terms of auxiliary degrees of freedom. This rewriting must preserve the
su(2)k current algebra, which is encoded in the operator product expansion (OPE) [284]
ĴaL,y(v) Ĵ
a˜
L,y˜(w) ∼ δy,y˜
(
(k/2) δaa˜
v2 − w2 +
i aa˜b ĴbL,y(w)
v − w
)
, (9.14)
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for the holomorphic sector M = L, and similarly for the antiholomorphic sector M = R.
(Here, we employ complex coordinates v ≡ t+ i z, obtained from the chiral coordinate zL
defined in Eq. (9.2) by the analytic continuation z → i z, and v¯ ≡ t − i z, obtained from
the chiral coordinate zR also defined in Eq. (9.2) by the same analytic continuation.) The
group indices a, a˜ = 1, 2, 3, and summation over the repeated index b = 1, 2, 3 is implied.
The symbol “ ∼ ” denotes equality up to nonsingular terms in the limit v → w.
As shown by Zamolodchikov and Fateev [288] (see Appendix A), the current algebra
(9.14) can be represented in terms of Zk parafermion and chiral boson operators as fol-
lows [284]:
Ĵ+M,y =.
.
√
k Ψ̂M,y : e
+i
√
1/k φ̂M,y :, (9.15a)
Ĵ−M,y =..
√
k : e−i
√
1/k φ̂M,y : Ψ̂†M,y, (9.15b)
Ĵ3M,y =.
. i
√
k
2
∂Mφ̂M,y, (9.15c)
where
Ĵ±M,y ..= Ĵ
1
M,y ± i Ĵ2M,y, (9.15d)
and : · : denotes normal ordering with respect to the many-body ground state of Ĥ0,eff
within each wire. Here, the Zk parafermions Ψ̂M,y satisfy the equal-time algebra
Ψ̂M,y(t, z) Ψ̂M′,y′(t, z
′) = Ψ̂M′,y′(t, z
′) Ψ̂M,y(t, z)
× e−i
2pi
k
δ
y,y′
[
(−1)M δ
M,M′ sgn(z−z′)+M,M′
]
+i 2pi
k
sgn(y−y′)
,
(9.15e)
Ψ̂†M,y(t, z) Ψ̂
†
M′,y′(t, z
′) = Ψ̂†M′,y′(t, z
′) Ψ̂†M,y(t, z)
× e−i
2pi
k
δ
y,y′
[
(−1)M δ
M,M′ sgn(z−z′)+M,M′
]
+i 2pi
k
sgn(y−y′)
,
(9.15f)
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Ψ̂M,y(t, z) Ψ̂
†
M′,y′(t, z
′) = Ψ̂†M′,y′(t, z
′) Ψ̂M,y(t, z)
× e+i
2pi
k
δ
y,y′
[
(−1)M δ
M,M′ sgn(z−z′)+M,M′
]
−i 2pi
k
sgn(y−y′)
.
(9.15g)
The sign function above is defined such that sgn(0) = 0. The left- and right-moving labels
M = L,R are defined with the convention that M,M′ is the antisymmetric Levi-Civita
symbol obeying L,R = −R,L = −1. Moreover, (−1)R = −(−1)L ≡ 1. The algebra of the
su(2)k currents holds so long as the equal-time algebra
[
φ̂M,y(t, z), φ̂M′,y′(t, z
′)
]
= −i 2pi [(−1)M δy,y′ δM,M′ sgn(z − z′) + δy,y′ M,M′ − sgn(y − y′)] ,
(9.15h)
is imposed in the chiral bosonic sector. In particular, one verifies that currents defined
in different wires commute with one another at equal times when the definitions (9.15)
are imposed. Furthermore, one can show that all equal-time commutators between su(2)k
currents differing by their L and R labels also vanish. Finally, the chiral parafermions
commute with the chiral bosons at equal times.
This parafermion representation is not unique in two ways. First, as it factorizes
a local (observable) operator into the product of two operators, there is an ambiguity
with the choice of the phase assigned to each operator-valued factor. The choice for this
phase cannot have observable consequences. Second, the dependence on the labels y 6= y′
of the equal-time algebra is not unique since many distinct choices accomodate the fact
that any two currents belonging to two distinct wires y and y′ must always commute.
Hence, the dependence on the labels y 6= y′ of the parafermion equal-time algebra cannot
have observable consequences. We demonstrate that this is true for the case of su(2)2 in
Appendix E.
We work with the normalization convention for which the operator exp(i a φ̂M), for a
any real-valued number, has the anomalous scaling dimension a2. With this convention,
the chiral vertex operator exp(i
√
1/k φ̂M), which annihilates a chiral Abelian quasiparticle,
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has anomalous scaling dimension 1/k. In turn, the chiral parafermion operator Ψ̂M must
have the anomalous scaling dimension 1− (1/k), for the current operators have the scaling
dimension 1. The expressions (9.15) for the currents are equivalent to the identity [284]
su(2)k ' u(1)k ⊕ Zk, (9.16a)
where
Zk ≡
su(2)k
u(1)k
, (9.16b)
which states that an SU(2) WZW theory at level k can be interpreted as a direct product
of a chiral boson and a Zk parafermion conformal field theory.
With these definitions, the interactions (9.13) take the form
L̂bs ≡ −Ĥbs = −λ
k
2
Ly∑
y=0
[(
Ψ̂L,y : e
+i
√
1
k
φ̂L,y : : e
−i
√
1
k
φ̂R,y+1 : Ψ̂†R,y+1 + H.c.
)
−1
2
(
∂Lφ̂L,y
)(
∂Rφ̂R,y+1
)]
,
(9.17)
where we have set λa ≡ λ for a = 1, 2, 3 for simplicity. (We employ periodic boundary
conditions for the remainder of this section.) Written this way, the current-current in-
teractions (9.13) can be reinterpreted as correlated hoppings of fractionalized degrees of
freedom between wires. Indeed, viewing Ψ̂†M,y as the creation operator for a parafermion
with chirality M in wire y, and viewing the vertex operator : e
−i
√
1
k
φ̂M,y : as the creation
operator for an Abelian quasiparticle, we can interpret the first term in Eq. (9.17) as al-
lowing parafermions to hop between wires so long as an Abelian quasiparticle hops at the
same time. Since the composite of these two fractionalized excitations is a boson, as im-
plied by Eqs. (9.15), this correlated hopping process forbids isolated fractionalized degrees
of freedom from hopping between wires.
The second term in Eq. (9.17) can be viewed as a chiral density-density interaction be-
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tween quasiparticles in different wires, in that it penalizes quasiparticle density imbalances
between wires. Its presence leads to confinement of quasiparticle-quasihole pairs created
by Abelian vertex-operator products like
: e
+i
√
1
k
φ̂L,y : : e
−i
√
1
k
φ̂R,y : . (9.18)
The absence of such a density-density term for the parafermions suggests that one can
create quasiparticle-quasihole pairs with operator products like
Ψ̂L,y Ψ̂
†
R,y, (9.19)
and that the resulting quasiparticles are deconfined (at least in the strong-coupling limit
λ→∞).
Thus, it is reasonable to expect that the strong-coupling fixed point dominated by
the interaction (9.17) features (non-Abelian) fractionalized excitations that inherit certain
properties of the primary operators of the Zk CFT. Moreover, the presence of such fraction-
alized excitations implies that the ground-state manifold of the theory in the limit λ→∞
features a topological degeneracy that cannot be lifted by local perturbations. In the next
section, we prove this assertion for the case k = 2. Generalizing this analysis to arbitrary
k is straightforward.
9.3.3 Case study: su(2)2
To characterize the topological order in this gapped state of matter, we will impose peri-
odic boundary conditions in the y- and z-directions and construct nonlocal string operators
that commute with the interaction Ĥbs defined by Eq. (9.13) and label the topologically
degenerate ground states in the limit λ→∞. We proceed by working through the example
of k = 2.
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The Lagrangian density in this case is
L̂bs ≡ −Ĥbs ..= −λ
Ly∑
y=0
[ (
e+i
√
1/2 (φ̂R,y−φ̂L,y+1) ψ̂L,y+1 ψ̂R,y + H.c.
)
− 1
2
(
∂Lφ̂L,y+1
)(
∂Rφ̂R,y
) ]
,
(9.20)
which should be compared with Eq. (9.17). The chiral operators
ψ̂M,y(t, z) ≡ Ψ̂M,y(t, z) ≡ Ψ̂†M,y(t, z) (9.21a)
with M = L,R are Majorana fermions (i.e., Z2 parafermions). Their equal-time exchange
algebra is given by Eq. (9.15e) with k = 2. We also impose the normalization
lim
z′→z
ψ̂M,y(t, z) ψ̂M,y(t, z
′) ≡ lim
z′→z
δ(z − z′) ..= Nδ, (9.21b)
where Nδ is a constant with dimension [1/length]. The chiral bosons φ̂M,y obey the equal-
time algebra (9.15h), as before. Furthermore, the chiral Majorana fermions and the chiral
bosons commute at equal times:
[
ψ̂M,y(t, z), φ̂M′,y′(t, z
′)
]
= 0. (9.22)
Observe that the interaction (9.20) is invariant under the M- and y-resolved Z2 gauge
transformation
ψ̂M,y(t, z) 7→ eiαM,y ψ̂M,y(t, z), (9.23a)
φ̂M,y(t, z) 7→ φ̂M,y(t, z) +
√
2αM,y, (9.23b)
where the assignments
αM,y ∈ {0, pi} (9.23c)
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for all chiralities M = L,R and all wires y define the map
α : {M = L,R} × {y = 0, · · · , Ly} → {0, pi}. (9.23d)
This transformation is implemented by the operator
Γ̂α(t) ≡
∏
M=L,R
Ly∏
y=0
Γ̂αM,y
(t) ..= Ûα(t) Ẑα(t), (9.24)
where the operator
Ûα(t) ≡
∏
M=L,R
Ly∏
y=0
ÛαM,y(t) ..=
∏
M=L,R
Ly∏
y=0
exp
(−1)M iαM,y
2pi
√
2
Lzˆ
0
dz ∂zφ̂M,y(t, z)
 (9.25)
acts only on the chiral boson sector of the theory and implements the transformation
(9.23b), and where the operator
Ẑα(t) =
∏
M=L,R
Ly∏
y=0
ẐαM,y(t) (9.26)
acts only on the Ising (i.e., Z2) sector and implements the transformation (9.23a). The
action of the operator Ûα(t) on the chiral bosons follows from the fact that
ÛαM,y(t) φ̂M′,y′(t, z) Û
†
αM,y
(t) = φ̂M′,y′(t, z) +
√
2αM,y δy,y′ δM,M ′ (9.27)
holds for any pair of chiralities M,M′ = L,R, for any pair of wires y, y′, and for any t and
z [see Eq. (9.15h)]. The action of the operator Ẑα(t) follows from the definition of ẐαM,y(t)
in terms of the fermion parity operator in the wire y, which is somewhat involved and will
not be presented here.
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9.3.3.1 Twist operators
Each nonchiral wire, with its [su(2)2]L×[su(2)2]R current algebra, contains the primary
field (the “twist field”) σ̂M,y (c.f. Appendix B) in addition to the primary field ψ̂M,y. For
any pair of wires y and y′, we posit the following OPEs (using the complex coordinates
v ≡ t+ i z and v′ ≡ t′ + i z′):
ψ̂L,y(v) σ̂L,y′(v
′) = δy,y′
Cσψσ
(v − v′)1/2 σ̂L,y(v) + · · · , (9.28a)
ψ̂R,y(v¯) σ̂R,y′(v¯
′) = δy,y′
Cσψσ
(v¯ − v¯′)1/2 σ̂R,y(v¯) + · · · , (9.28b)
ψ̂L,y(v) σ̂R,y′(v¯
′) = ψ̂R,y(v¯) σ̂L,y′(v
′) = 0 + · · · , (9.28c)
where the structure constants obey the symmetry condition
Cσψσ = C
σ
σψ, (9.28d)
and · · · stands for nonsingular terms. Determining the equal-time algebra of the twist
fields and the Majorana fields requires one to restrict the above OPE to the real line in
the complex plane. Because of the symmetry condition (9.28d) on the structure constants,
exchanging the order of the fields ψ̂L,y(v) and σ̂L,y′(v
′) on the left-hand side of Eqs. (9.28a),
say, is equivalent to exchanging v and v′. However, when we restrict the OPE to equal
times, information about the handedness of this exchange is lost, see Fig. 9.5. We therefore
adopt the following convention for their equal-time operator algebra in two-dimensional
Minkowski space. We make the choice
ψ̂L,y(t, z) σ̂L,y′(t, z
′) = σ̂L,y′(t, z
′) ψ̂L,y(t, z)
× e−i pi2 δy,y′ sgn(z−z′), (9.29a)
ψ̂R,y(t, z) σ̂R,y′(t, z
′) = σ̂R,y′(t, z
′) ψ̂R,y(t, z)
× e+i pi2 δy,y′ sgn(z−z′), (9.29b)
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Figure 9.5: Counterclockwise monodromy of two operators Ô1(t0, z1) and Ô2(t0, z2) in the
complex plane. When the operators Ô1 and Ô2 are evaluated at equal times, their exchange
can be viewed as monodromy in the complex plane, provided that the handedness of the
monodromy is specified. We adopt the convention that the (holomorphic) operator with
the larger value of z is passed counterclockwise around the operator with the smaller value
of z, resulting in the factors of sgn(z − z′) that appear in the exchange algebras for the
primary operators in this section.
ψ̂L,y(t, z) σ̂R,y′(t, z
′) = σ̂R,y′(t, z
′) ψ̂L,y(t, z), (9.29c)
for any pair of wires y and y′ and for any z 6= z′. The appearance of the phase pi/2 is
fixed by the OPE (9.28a) and (9.28b) and the sign sgn(z − z′) is used to keep track of the
handedness of the exchange. This choice of sign convention for the phase pi/2 is equivalent
to a choice of analytic continuation into the complex plane in order to regularize the equal-
time exchange of the two operators.
The equal-time algebra of two twist operators is more subtle. For any pair of wires y
and y′, the OPE of two twist fields in the complex plane is given by [c.f. Eq. (9.B5b)]
σ̂L,y(v) σ̂L,y′(v
′) = δy,y′
C1σσ
(v − v′)1/8 + δy,y′ C
ψ
σσ (v − v′)3/8 ψL,y(v), (9.30a)
σ̂R,y(v¯) σ̂R,y′(v¯
′) = δy,y′
C1σσ
(v¯ − v¯′)1/8 + δy,y′ C
ψ
σσ (v¯ − v¯′)3/8 ψR,y(v¯), (9.30b)
σ̂L,y(v) σ̂R,y′(v¯
′) = σ̂R,y(v¯) σ̂L,y′(v
′) = 0 + · · · . (9.30c)
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Since there are two singular terms appearing on the right-hand side of Eqs. (9.30a) and
(9.30b), the product of two chiral twist fields must be defined with care. In particular,
correlation functions involving an even number of chiral twist fields are not well-defined
unless the fusion channel 1 or ψ is specified [289]. We choose an equal-time operator algebra
that reflects this ambiguity in the definition of chiral correlation functions involving the
twist field. Thus, we define the equal-time algebra
σ̂L,y(t, z) σ̂L,y′(t, z
′) = σ̂L,y′(t, z
′) σ̂L,y(t, z)×

e
−i pi
8
δ
y,y′ sgn(z−z′), if σ × σ = 1,
e
+i 3pi
8
δ
y,y′ sgn(z−z′), if σ × σ = ψ,
(9.31a)
σ̂R,y(t, z) σ̂R,y′(t, z
′) = σ̂R,y′(t, z
′) σ̂R,y(t, z)×

e
+i pi
8
δ
y,y′ sgn(z−z′), if σ × σ = 1,
e
−i 3pi
8
δ
y,y′ sgn(z−z′), if σ × σ = ψ
(9.31b)
σ̂L,y(t, z) σ̂R,y′(t, z
′) = σ̂R,y′(t, z
′) σ̂L,y(t, z), (9.31c)
in two-dimensional Minkowski space for any pair of wires y and y′ and for any z 6= z′.
We have used the shorthand notation σ × σ = 1 and σ × σ = ψ to distinguish the two
possible fusion outcomes. It is important to stress here that this equal-time algebra is not
well-defined unless one specifies a fusion channel. This ambiguity is essential; its origin is
physical, and it reflects the non-Abelian nature of the twist field. We will see in the next
section that this ambiguity has important consequences for the topological degeneracy.
9.3.3.2 String operators and topological degeneracy on the two-torus
We shall consider two distinct wires y and y′ and a coordinate z along any one of these
wires. Periodic boundary conditions are imposed both along the y-direction and along the
z-direction. Hence, the one-dimensional array of wires has the topology of a torus. We are
going to construct the equal-time algebra
{
Γ̂σ1 , Γ̂
ψ
2
}
= 0 (9.32)
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for a first pair of nonlocal operators Γ̂σ1 and Γ̂
ψ
2 . This pair will be shown to commute
with the interaction (9.20). The nonlocal, nonunitary operator Γ̂σ1 can be thought of
as creating a pair of pointlike “σ” excitations, transporting them in opposite directions
around a noncontractible cycle of the torus along the y-direction, and then annihilating
them. Likewise, the nonlocal operator Γ̂ψ2 can be thought of as implementing a similar
process for a pair of pointlike “ψ” excitations. Similarly, we are going to construct the
equal-time algebra
{
Γ̂ψ1 , Γ̂
σ
2
}
= 0 (9.33)
for a second pair of nonlocal operators Γ̂ψ1 and Γ̂
σ
2 . This pair will also be shown to commute
with the interaction (9.20), modulo appropriate regularization of the operator Γ̂σ2 , as we
will discuss. The nonlocal, unitary operator Γ̂ψ1 can be thought of as creating a pair of “ψ”
excitations, transporting them in opposite directions around a noncontractible cycle of the
torus along the y-direction, and then annihilating them. The nonlocal, nonunitary operator
Γ̂σ2 can be thought of as implementing the same process for a pair of “σ” excitations. If we
denote a ground state of the interaction (9.20) by |Ω〉, we shall demonstrate that the three
states
|Ω〉, |Γ̂σ1 〉 ..= Γ̂σ1 |Ω〉, |Γ̂σ2 〉 ..= Γ̂σ2 |Ω〉, (9.34)
are linearly independent ground states of the interaction (9.20). The proof of this claim
relies on the vanishing equal-time commutators
[
Γ̂ψ2 , Γ̂
ψ
1
]
= 0, (9.35)
[
Γ̂σ1 , Γ̂
ψ
1
]
= 0, (9.36)
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and
[
Γ̂ψ2 , Γ̂
σ
2
]
= 0. (9.37)
Crucially, however, the exchange algebra of the nonlocal operators Γ̂σ1 and Γ̂
σ
2 suffers from
the same ambiguity as that found on the right-hand side of Eq. (9.31). This is why one
cannot infer from Eqs. (9.32)–(9.37) that the state
Γ̂σ1 Γ̂
σ
2 |Ω〉 (9.38)
is linearly independent from the states (9.34). (See also Appendix C.)
Proof. The proof consists of three steps.
Step 1: Majorana- (ψ-) string operators The first string operators that we will construct
are the Majorana string operators. We begin with strings running along the y-direction,
perpendicular to the wires. These strings are built from the local Majorana bilinears
Ôψy (t, z) ..= N−1δ ψ̂L,y(t, z) ψ̂R,y(t, z) (9.39a)
for any 0 < z < Lz. The dimensionful constant Nδ was defined in Eq. (9.21b). With this
dimensionful constant included, Ôψy (t, z) is a local unitary operator,
Ôψy (t, z)
[
Ôψy (t, z)
]†
= 1. (9.39b)
Using Eq. (9.15e) for k = 2, we see that a product of Majorana bilinears in neighboring
wires commutes with the part of the interaction (9.20) that connects the two wires, since
Ôψy (t, z) Ôψy+1(t, z) ψ̂L,y+1(t, z′) ψ̂R,y(t, z′) = ψ̂L,y+1(t, z′) ψ̂R,y(t, z′) Ôψy (t, z) Ôψy+1(t, z),
(9.40)
and because Ôψy (t, z) commutes with any operator from the chiral-boson sector of the
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theory. Thus, the nonlocal operator
Γ̂ψ1 (t, z) .
.=
Ly∏
y=0
Ôψy (t, z) (9.41)
commutes with the interaction (9.20) for any value of 0 ≤ z < Lz when periodic boundary
conditions are imposed in the y-direction. The nonlocal operator (9.41) is a member of the
family
Γ̂ψ1 (t, z1, · · · zLy) ..= ψ̂L,1(t, z1) ψ̂R,1(t, z2) ψ̂L,2(t, z2) ψ̂R,2(t, z3) · · · ψ̂L,Ly(t, zLy) ψ̂R,Ly(t, z1)
(9.42)
of operators, which all commute with the Hamiltonian defined by Eq. (9.13) for any values
of 0 ≤ z1, · · · , zLy < Lz when periodic boundary conditions are imposed in the y-direction.
Any Majorana string operator from the family (9.42) can be viewed as creating a pair of ψ
excitations and transporting one of them around a noncontractible loop that encircles the
torus in the y-direction (a noncontractible cycle along the y-direction), before annihilating
it with its partner.
To construct a Majorana string running along the z-direction, parallel to the wires, we
consider the bilocal operator
Ôψy (t, z1, z2) ..= iN−1δ ψ̂L,y(t, z1) ψ̂R,y+1(t, z2), (9.43a)
for any 0 ≤ z1, z2 < Lz, which obeys
Ôψy (t, z1, z2)
[
Ôψy (t, z1, z2)
]†
= 1. (9.43b)
We have chosen the multiplicative factor i so that
Ôψy (t, z1, z2) =
[
Ôψy (t, z1, z2)
]†
. (9.43c)
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Hence, Ôψy (t, z1, z2) is a bilocal Hermitian and unitary operator that also obeys
Ôψy (t, z1, z2) ψ̂R,y+1(t, z) ψ̂L,y(t, z) = ψ̂R,y+1(t, z) ψ̂L,y(t, z) Ôψy (t, z1, z2), (9.44)
as a result of Eq. (9.15e) for k = 2. Now define the nonlocal operator
Γ̂ψ2,y(t) .
.= Ôψy (t, 0, Lz) =
[
Γ̂ψ2,y(t)
]†
. (9.45)
It commutes with the interaction (9.20) if it is understood that the integral in Eq. (9.20)
is to be interpreted as
Lzˆ
0
dz (· · · ) = lim
→0
Lz−||ˆ
0+||
dz (· · · ). (9.46)
This Majorana string operator can be viewed as transporting a Majorana fermion around
a noncontractible loop that encircles the torus in the z-direction (a noncontractible cycle
along the z-direction).
The equal-time commutation relation between the string operators (9.41) with 0 < z <
Lz and (9.45) is computed using Eq. (9.15e) for k = 2. It is simply the commutative rule
Γ̂ψ1 (t, z) Γ̂
ψ
2,y(t) = Γ̂
ψ
2,y(t) Γ̂
ψ
1 (t, z). (9.47)
This result reflects the fact that fermions have trivial braiding statistics under a full ex-
change. We have established Eq. (9.35) provided we make the identifications
Γ̂ψ1 (t, z)→ Γ̂ψ1 , Γ̂ψ2,y(t)→ Γ̂ψ2 . (9.48)
Step 2: Twist- (σ-) string operators We next construct string operators associated with
the Ising twist field σ. We proceed according to a strategy similar to the one used for the
Majorana strings. To construct a twist string along the y-direction, let 0 < z, z′ < Lz and
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consider the local twist-field bilinears
Ôσy (t, z) ..= σ̂L,y(t, z) σ̂R,y(t, z). (9.49)
Using Eq. (9.29), we find that the equal-time product of such bilinears over all wires,
namely
Γ̂σ1 (t, z) .
.=
Ly∏
y=0
Ôσy (t, z), (9.50)
commutes with the interaction (9.20) for any value 0 < z < Lz when periodic boundary
conditions are imposed in the y-direction. This nonlocal, nonunitary operator is a member
of the family
Γ̂σ1 (t, z1, · · · , zLy) ..= σ̂L,1(t, z1) σ̂R,1(t, z2) σ̂L,2(t, z2) σ̂R,2(t, z3) · · · σ̂L,Ly(t, zLy) σ̂R,Ly(t, z1)
(9.51)
of operators that commute with the Hamiltonian defined by Eq. (9.13) for any values of
0 < z1, · · · , zLy < Lz when periodic boundary conditions are imposed in the y-direction.
Any σ-string operator from the family (9.51) can be interpreted as creating a pair of
σ excitations and transporting one of them around a noncontractible cycle along the y-
direction, before annihilating it with its partner.
We first observe that the operators Γ̂ψ1 (t, z) and Γ̂
σ
1 (t, z
′) commute with one another for
any z and z′, as one can show using the equal-time algebra (9.29),
Γ̂ψ1 (t, z) Γ̂
σ
1 (t, z
′) = Γ̂σ1 (t, z
′) Γ̂ψ1 (t, z). (9.52)
We have established Eq. (9.36) provided we make the identifications
Γ̂ψ1 (t, z)→ Γ̂ψ1 , Γ̂σ1 (t, z′)→ Γ̂σ1 . (9.53)
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We claim that the σ-string Γ̂σ1 can be interpreted as an operator that “twists,” from
antiperiodic to periodic, the boundary conditions of a Majorana fermion that encircles the
torus in the z-direction. To see that this is the case, we use Eqs. (9.29) to show that the
equal-time operator algebra
Γ̂ψ2,y(t) Γ̂
σ
1 (t, z) = − Γ̂σ1 (t, z) Γ̂ψ2,y(t) (9.54)
holds. We further recall that the operator Γ̂ψ2,y(t) transports a Majorana fermion around
the torus along the z-direction. Thus, Eq. (9.54) shows that the amplitude for transporting
a Majorana fermion around the torus and then applying the operator Γ̂σ1 (t, z) differs by a
minus sign from the amplitude for applying the operator Γ̂σ1 (t, z) and then transporting a
Majorana fermion around the torus. This is precisely the action of an operator that twists
the boundary conditions of a Majorana fermion.
In deriving Eq. (9.54), we have established Eq. (9.32) provided that we make the iden-
tifications
Γ̂ψ2,y(t)→ Γ̂ψ2 , Γ̂σ1 (t, z)→ Γ̂σ1 . (9.55)
Next, we seek an operator that twists the boundary conditions of a Majonara fermion
encircling the torus along the y-direction. Such an operator is necessarily nonlocal. To
construct this operator, we proceed in two steps. First, we observe that the operator
product
σ̂M,y′(t, z1) σ̂M,y′(t, z2) (9.56)
can be used to twist the boundary conditions of a Majorana fermion for an appropriate
choice of the points z1 and z2. To see this, we note using Eqs. (9.29) that the equal-time
exchange algebras
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ψ̂M,y′(t, z) σ̂M,y′(t, z1) σ̂M,y′(t, z2) = σ̂M,y′(t, z1) σ̂M,y′(t, z2) ψ̂M,y′(t, z) (9.57a)
× ei (−1)M pi2 sgn(z−z1) ei (−1)M pi2 sgn(z−z2)
and
ψ̂M,y(t, z) σ̂M,y′(t, z1) σ̂M,y′(t, z2) = σ̂M,y′(t, z1) σ̂M,y′(t, z2) ψ̂M,y(t, z) (9.57b)
hold for any y 6= y′. Equation (9.57a) states that the operator defined in Eq. (9.56)
anticommutes with the Majorana fermion ψ̂M,y(t, z) for z1 and z2 such that sgn(z − z1) =
sgn(z − z2). This is only accomplished for all z if z1 = z2. However, we cannot set
z1 = z2 identically, since then the operator defined in Eq. (9.56) is singular. Nevertheless,
if we perform point splitting such that z2 = lim→0 (z1 + ), then the operator defined in
Eq. (9.56) only fails to anticommute with the operator ψ̂M,y′(t, z) over a vanishingly small
region of size . Thus, for any choice of z1 and z2 = lim→0 (z1 + ), the operator defined in
Eq. (9.56) can be used to twist the boundary conditions of a Majorana fermion encircling
the torus along the y-direction.
Before proceeding with the construction of the second twist-field string operator, let us
note that any product of the form (9.56), which contains two chiral twist fields in the same
wire, is ill-defined unless a fusion channel is specified. By analogy with the construction of
the string operator Γ̂σ1 defined in Eq. (9.50), we wish to build a string operator that can
be interpreted as creating a pair of σ excitations out of the vacuum, dragging one of them
around the torus, and then annihilating the pair. The natural choice for the fusion channel
in the product (9.56) is to specify that the two σ̂M,y′ operators therein fuse to the identity
operator 1. In addition to providing a sensible parallel with the construction of Γ̂σ1 , this
choice agrees with the choice made in the construction of the operator that tunnels an e/4
quasiparticle across a quantum point contact in the Moore-Read state [289].
The second step in the construction of the twist-field string operator acting along the
z-direction is to rectify the following problem. Although the operator (9.56) anticommutes
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with a single chiral Majorana operator in wire y′, it can also anticommute with terms in
the interaction (9.20) that connect the wire y′ to its nearest neighbors. For example, if
0 <  < |z − z1|,
σ̂R,y′(t, z1) σ̂R,y′(t, z1 + ) ψ̂L,y′+1(t, z) ψ̂R,y′(t, z)
= −ψ̂L,y′+1(t, z) ψ̂R,y′(t, z)σ̂R,y′(t, z1) σ̂R,y′(t, z1 + ).
(9.58)
However, we can fix this by applying an operator that acts only on the bosonic sector of
the theory, namely the operator Ûα
R,y′=pi
defined in Eq. (9.25). Thus, we claim that the
nonlocal, nonunitary operator
Γ̂σ2,y′(t, z1, ) .
.= Ûα
R,y′=pi
P̂1 σ̂R,y′(t, z1) σ̂R,y′(t, z1 + ) P̂1 (9.59)
is the operator we seek, since it both twists the boundary conditions for a Majorana fermion
encircling the torus along the y-direction and commutes with the interaction (9.13) in the
limit → 0. 2
We make three observations about the definition (9.59). We first note that the choice
M = R is arbitrary, as is the choice of the base point z1. Second, to make sense of the
product of two σ̂R,y′ operators belonging to the same wire y
′ in Eq. (9.59), we introduced
the projection operator P̂
1
that projects this product into the fusion channel σ × σ = 1.
One can show that this projector does not affect the algebra of twist operators σ̂M,y and
Majorana operators ψ̂M,y. The necessity of performing such a projection was discussed
in the previous paragraph. Third, the operator Γ̂σ2,y′(t, z1, ) is a “string operator” in the
following sense. It is able to detect, by means of the algebras (9.29) and (9.31), the insertion
2 There is a caveat here that has extremely important implications for the derivation of the topolog-
ical degeneracy, and that we discuss in detail in Appendix C. The caveat is that, although the operator
Γ̂σ2,y′(t, z1, ) commutes with the interaction (9.20) in the limit  → 0, this need not be (and, in fact, is
not) true of the operator products Γ̂σ1 (t, z) Γ̂
σ
2,y′(t, z1, ) and Γ̂
σ
2,y′(t, z1, ) Γ̂
σ
1 (t, z) in the same limit. As
discussed in Appendix C, the reason for this unusual limiting behavior as a function of the regulator  has
to do with the fact that Γ̂σ1 (t, z) and Γ̂
σ
2,y′(t, z1, ) are nonlocal, and nonunitary, operators that change the
topological sectors of the states on which they act, and is inextricably related to the non-Abelian nature of
the topological phase. To keep careful track of this limiting behavior, we will always defer the evaluation
of the limit → 0 to the end of all calculations.
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of a ψ- or σ-operator at any point 0 ≤ z < Lz such that z does not lie between z1 and
z1 + . Hence, in the limit → 0, the operator Γ̂σ2,y′(t, z1, ) can detect the insertion of such
operators at any point in the wire.
To see that the operator Γ̂σ2,y′(t, z1, ) indeed twists the boundary conditions appro-
priately, we use Eqs. (9.57) with z1 = 0 and z2 = 0 +  (with  > 0 infinitesimal) to
calculate
Γ̂σ2,y′(t, z1, ) Γ̂
ψ
1 (t, z) = − Γ̂ψ1 (t, z) Γ̂σ2,y′(t, z1, ) (9.60)
for any 1 ≤ y′ ≤ Ly, since Γσ2,y′(t) can only fail to commute with the chiral Majorana
operators making up Γ̂ψ1 (t, z) belonging to wire y
′. Thus, we have established Eq. (9.33)
provided we make the identifications
Γ̂ψ1 (t, z)→ Γ̂ψ1 , Γ̂σ2,y′(t, z1, )→ Γ̂σ2 (9.61)
for infinitesimal  > 0. (We demand that the hierarchy 0 <  < |z− z1| holds for any z, z1.
Hence, when we say that  is “infinitesimal”, we mean it in this sense.)
By assumption y 6= y′. Hence, the operators Γ̂ψ2,y → Γ̂ψ2 and Γ̂σ2,y′ → Γ̂σ2 commute with
one another according to Eq. (9.57b), i.e.,
Γ̂σ2 Γ̂
ψ
2 = Γ̂
ψ
2 Γ̂
σ
2 . (9.62)
We have established Eq. (9.37).
Step 3: The topological degeneracy Given a many-body ground state
|Ω〉 ≡ |1〉 (9.63a)
of the interaction Ĥbs defined in Eq. (9.20), we can obtain two additional many-body states
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by acting with the σ-string operators along the y- and z-directions, respectively,
|Γ̂σ1 〉 ..= Γ̂σ1 (z) |Ω〉 (9.63b)
and
|Γ̂σ2 〉 ..= lim
→0
Γ̂σ2,y′(z1, ) |Ω〉 , (9.63c)
for any z, y′, and z1. It is important to point out that not all choices of |Ω〉 are equal. As
argued in Appendix C, depending on the topological sector in which the state |Ω〉 resides,
one or both of the states (9.63b) and (9.63c) could have norm zero or infinity. We will
first prove that the many-body states |Γ̂σ1 〉 and |Γ̂σ2 〉 share the same eigenvalue of Ĥbs as
|Ω〉. Second, we will prove that the many-body states (9.63) are linearly independent. In
doing so, we will have established that the ground state degeneracy on the torus of the
interaction Ĥbs is threefold.
First, we recall that Γ̂σ1 (z) commutes with the interaction Ĥbs defined in Eq. (9.20).
Hence, the many-body state |Γ̂σ1 〉 defined in Eq. (9.63b) is a ground state of the interaction
Ĥbs. Making sure to treat the limit  → 0 with care, we show in Appendix C that the
many-body state |Γ̂σ2 〉 defined in Eq. (9.63b) is also a ground state of the interaction Ĥbs.
Now, we are going to show that the three many-body states (9.63) are linearly independent.
The operators Γ̂ψ1 and Γ̂
ψ
2 commute with the interaction Ĥbs and with each other [recall
Eq. (9.35)]. They are thus simultaneously diagonalizable. Consequently, we can choose |Ω〉
to be a simultaneous eigenstate of the pair of operators Γ̂ψ1 and Γ̂
ψ
2 . Both Γ̂
ψ
1 and Γ̂
ψ
2
are unitary, i.e., there should exist the pair of unimodular complex numbers ωψ1 6= 0 and
ωψ2 6= 0 such that
Γ̂ψ1 |Ω〉 = ωψ1 |Ω〉 , (9.64a)
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and
Γ̂ψ2 |Ω〉 = ωψ2 |Ω〉 , (9.64b)
respectively.
Because of the anticommutator (9.32), we find the eigenvalue
Γ̂ψ2 |Γ̂σ1 〉 = −ωψ2 |Γ̂σ1 〉 . (9.65)
Hence, |Ω〉 and |Γ̂σ1 〉 are simultaneous eigenstates of the unitary operator Γψ2 with distinct
eigenvalues. As such, |Ω〉 and |Γ̂σ1 〉 are othogonal. Similarly, because of the anticommutator
(9.33), we find the eigenvalue
Γ̂ψ1 |Γ̂σ2 〉 = −ωψ1 |Γ̂σ2 〉 . (9.66)
Hence, |Ω〉 and |Γ̂σ2 〉 are simultaneous eigenstates of the unitary operator Γψ1 with distinct
eigenvalues. As such, |Ω〉 and |Γ̂σ2 〉 are othogonal.
To complete the proof that |Ω〉, |Γ̂σ1 〉, and |Γ̂σ2 〉 are linearly independent, it suffices to
show that |Γ̂σ1 〉 and |Γ̂σ2 〉 are orthogonal. Because of the commutator (9.36), we find the
eigenvalue
Γ̂ψ1 |Γ̂σ1 〉 = +ωψ1 |Γ̂σ1 〉 . (9.67)
Hence, |Γ̂σ1 〉 and |Γ̂σ2 〉 are simultaneous eigenstates of the unitary operator Γ̂ψ1 with the pair
of distinct eigenvalues +ωψ1 and −ωψ1 . As such, |Γ̂σ1 〉 and |Γ̂σ2 〉 are orthogonal.
We note that the commutator (9.37) could equally well have been used to show that
|Γ̂σ1 〉 and |Γ̂σ2 〉 are simultaneous eigenstates of the unitary operator Γ̂ψ2 with the pair of
distinct eigenvalues +ωψ2 and −ωψ2 .
As promised, we have shown that the ground-state manifold of the interaction Ĥbs on
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the torus is threefold degenerate.
It is useful to pause at this stage to interpret this lower bound on the ground state
degeneracy and how it comes about. Naively, given two pairs of anticommuting nonlocal
operators, all of which commute with the Hamiltonian, [i.e., given Eqs. (9.32) and (9.33)]
there are at most four degenerate ground states. In the case of Kitaev’s toric code [223],
the dimensionality of the ground state manifold saturates this upper bound. However, in
the case of the two-dimensional state of matter that we have constructed here, we argue
that this is not the case. The reason for this is intimately related to the nonunitarity of
the string operators Γ̂σ1 (z) and Γ̂
σ
2,y′(z1, ).
In particular, we assert that neither of the naively-expected fourth states, namely
|Γ̂σ1 Γ̂σ2 〉 ..= lim
→0
Γ̂σ1 (z) Γ̂
σ
2,y′(z1, ) |Ω〉 , (9.68a)
and
|Γ̂σ2 Γ̂σ1 〉 ..= lim
→0
Γ̂σ2,y′(z1, ) Γ̂
σ
1 (z) |Ω〉 , (9.68b)
belongs to the ground-state manifold of the interaction Ĥbs. Note that the limit  → 0
above is to be taken after forming the products Γ̂σ1 (z) Γ̂
σ
2,y′(z1, ) and Γ̂
σ
2,y′(z1, ) Γ̂
σ
1 (z),
as discussed in Footnote 2 and Appendix C. If the operator products Γ̂σ1 (z) Γ̂
σ
2,y′(z1, )
and Γ̂σ2,y′(z1, ) Γ̂
σ
1 (z) were to commute with the interaction Ĥbs in the limit  → 0, as
they would in an Abelian topological phase, then there would be no obstruction to the
states |Γ̂σ1 Γ̂σ2 〉 and |Γ̂σ2 Γ̂σ1 〉 belonging to the ground-state manifold. The proof that such an
obstruction exists in the present (non-Abelian) case is undertaken in two complementary
ways in the present work. The first, which we call the “algebraic” approach, relies on
diagrammatic techniques developed in Appendix D, and is presented below. The second,
which we call the “analytic” approach, is carried out in Appendix C. Both the “algebraic”
and “analytic” proofs rely on the fact, discussed in Appendix C, that the operator products
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Γ̂σ1 (z) Γ̂
σ
2,y′(z1, ) and Γ̂
σ
2,y′(z1, ) Γ̂
σ
1 (z) are not bound to commute with the interaction Ĥbs
in the limit  → 0. We now proceed with the “algebraic” version of the proof, and refer
the reader to Appendices D and C for more details.
Proof (“algebraic”). We introduce the projection operator
P̂GSM ..= N−11 |1〉 〈1|+N−1Γ̂σ1 |Γ̂
σ
1 〉 〈Γ̂σ1 |+N−1Γ̂σ2 |Γ̂
σ
2 〉 〈Γ̂σ2 |+ · · · (9.69)
onto the ground state manifold. Here, N
1
is the squared norm of the state |1〉 ≡ |Ω〉,
N
Γ̂σ1
is the squared norm of the state |Γ̂σ1 〉, NΓ̂σ2 is the squared norm of the state |Γ̂
σ
2 〉, and
· · · is a sum over any remaining elements from the orthonormal basis of the ground state
manifold. By definition, any one of the three states |1〉, |Γ̂σ1 〉, and |Γ̂σ2 〉 defined in Eq. (9.63)
is invariant under the action of
P̂GSM = P̂2GSM. (9.70)
Hence, we may write
|Γ̂σ1 〉 = P̂GSM |Γ̂σ1 〉 = P̂GSM Γ̂σ1 (z) P̂GSM |Ω〉 , (9.71a)
|Γ̂σ2 〉 = P̂GSM |Γ̂σ2 〉 = P̂GSM lim
→0
Γ̂σ2,y′(z1, ) P̂GSM |Ω〉 . (9.71b)
On the other hand,
P̂GSM Ô P̂GSM = 0 (9.72)
must hold for any operator Ô such that Ô returns an excited state when applied to any
state from the ground-state manifold.
We are first going to show that the operators Γ̂σ1 (z) and Γ̂
σ
2,y′(z1, ) do not commute in
the limit → 0. After that, we will elaborate on why the state |Γ̂σ1 Γ̂σ2 〉 does not belong to
the ground-state manifold of the interaction Ĥbs.
We begin by considering the exchange algebra of the string operators Γ̂σ1 (z) and Γ̂
σ
2,y′(z1, )
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defined in Eqs. (9.50) and (9.59), respectively. Specifically, we consider the product
Γ̂σ1 (z) Γ̂
σ
2,y′(z1, ) ∝
 Ly∏
y=0
σ̂L,y(z) σ̂R,y(z)
 P̂1 σ̂R,y′(z1) σ̂R,y′(z1 + ) P̂1, (9.73)
where  > 0 is infinitesimal and we have also omitted the operator Ûα
R,y′=pi
appearing in
the definition (9.59), as this operator acts only on the bosonic sector of the theory and
thus commutes with all operators in the Ising sector. Using the fact that twist operators in
different wires (and in different chiral sectors of the same wire) commute, we deduce that
Γ̂σ1 (z) Γ̂
σ
2,y′(z1, ) ∝
∏
y 6=y′
σ̂L,y(z) σ̂R,y(z)
 σ̂L,y′(z) σ̂R,y′(z) P̂1 σ̂R,y′(z1) σ̂R,y′(z1 + ) P̂1.
(9.74)
Since all operators in the first line of the right-hand side above commute with all operators
in the second line, computing the exchange algebra of the operators Γ̂σ1 and Γ̂
σ
2 boils down
to considering the following product of operators,
lim
z2→z1+
σ̂R,y′(z) P̂1 σ̂R,y′(z1) σ̂R,y′(z2) P̂1. (9.75)
Using the prescriptions of Appendix D, we find that the process of commuting the leftmost
operator, σ̂R,y′(z), past the remaining two operators is represented by the diagram
   
 
 
z1
z2z
. (9.76)
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Untwisting the legs of this fusion diagram, we find
=
X
a,b,c= , 
[F     ] a(R
  
a )
 1[F     ]
 1
ab R
  
b [F
   
  ]bc
   
 
 
 
   
 
c
 
   
 
 = e+i
⇡
4
,
(9.77)
where the F - and R-symbols are given in Appendix D. The diagrammatic relation expressed
in Eq. (9.77) can be rewritten as the algebraic statement
σ̂R,y′(z) P̂1 σ̂R,y′(z1) σ̂R,y′(z2) P̂1 (9.78)
= e+i
pi
4 P̂ψ σ̂R,y′(z1) σ̂R,y′(z2) P̂ψ σ̂R,y′(z),
where P̂ψ is a projection operator that projects the product σ̂R,y′(z1) σ̂R,y′(z2) into the
fusion channel σ×σ = ψ. Taking the limit z2 → z1 +  and restoring the operators σ̂M,y(z)
present in Eq. (9.74) (as well as the operator Ûα
R,y′=pi
that was omitted there), we arrive
at the relation
Γ̂σ1 (z) Γ̂
σ
2,y′(z1, ) = e
+ipi
4
̂˜
Γσ2,y′(z1, ) Γ̂
σ
1 (z), (9.79a)
in the limit → 0, where we have defined the operator
̂˜
Γσ2,y′(z1, ) .
.= Ûα
R,y′=pi
P̂ψ σ̂R,y′(z1) σ̂R,y′(z1 + ) P̂ψ, (9.79b)
which is identical to the operator Γ̂σ2 defined in Eq. (9.59), except that the product
σ̂R,y′(z1) σ̂R,y′(z1 + ) is evaluated in the fusion channel ψ rather than the fusion chan-
nel 1. This difference is fundamental. Since the two twist operators entering the operator̂˜
Γσ2 fuse to ψ, this operator can be interpreted as adding an extra Majorana fermion to
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the state on which it acts. Acting with
̂˜
Γσ2 on any of the states |1〉 , |Γ̂σ1 〉 , |Γ̂σ2 〉 , · · · in the
ground-state manifold of the interaction Ĥbs can then be viewed as creating an excited
state of the interaction Ĥbs with one extra fermion. In other words, we have
P̂GSM lim
→0
̂˜
Γσ2,y′(z1, ) P̂GSM = 0. (9.80)
This relation is crucial in what follows.
We are now prepared to exclude the state |Γ̂σ1 Γ̂σ2 〉 from the ground-state manifold of
the interaction Ĥbs. Applying Eq. (9.79a) to the definition (9.68a) of the state |Γ̂σ1 Γ̂σ2 〉, we
obtain
|Γ̂σ1 Γ̂σ2 〉 = e+i
pi
4 lim
→0
̂˜
Γσ2,y′(z1, ) |Γ̂σ1 〉 . (9.81)
If the state |Γ̂σ1 Γ̂σ2 〉 is in the ground-state manifold of the interaction Ĥbs, then it cannot
be a null vector of P̂GSM. However, using Eqs. (9.71) and (9.80), we find that
P̂GSM |Γ̂σ1 Γ̂σ2 〉 = e+i
pi
4 P̂GSM lim
→0
̂˜
Γσ2,y′(z1, ) P̂GSM |Γ̂σ1 〉 0. (9.82)
Thus, the state |Γ̂σ1 Γ̂σ2 〉 does not lie in the ground-state manifold of the interaction Ĥbs.
Similarly, the state |Γ̂σ2 Γ̂σ1 〉 defined in Eq. (9.68b) is excluded from the ground-state man-
ifold. We note in passing that a related line of reasoning was used in Ref. [281] to exclude
certain states from the ground-state manifold of the gauged p + i p superconductor (see
also Ref. [290]).
In summary, we have shown that the (2+1)-dimensional su(2)2 coupled-wire construc-
tion has a threefold topological degeneracy on the two-torus. The proof that this topological
degeneracy is threefold and not fourfold relied on the observation that the σ-string oper-
ators obey the non-Abelian exchange algebra (9.79a). This algebra, whereby exchanging
the two operators does not simply produce a phase factor, but instead enacts a nontriv-
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Γ̂ψ1 Γ̂
ψ
2 Γ̂
σ
1 Γ̂
σ
2
Γ̂σ1 + − + 7
Γ̂σ2 − + 7 +
Table 9.1: Summary of the algebra of the string operators Γ̂ψ1,2 and Γ̂
σ
1,2. Entries corre-
sponding to a pair of operators that commute are labeled with a +. Entries corresponding
to a pair of operators that anticommute are labeled with a −. Entries corresponding to a
pair of operators that neither commute nor anticommute are labeled with a 7.
ial transformation on the operators themselves, is the essence of what it means to be a
non-Abelian topological phase. We will see that a similar, albeit richer, algebra arises
in the (3+1)-dimensional case discussed in the next section. For future comparison with
the (3+1)-dimensional case, we summarize the exchange algebra of the ψ- and σ-string
operators in Table 9.1. In both the (2+1)- and (3+1)-dimensional cases, the non-Abelian
algebra that encodes the topological degeneracy is induced by the algebra of the primary
operators of the corresponding CFT.
9.4 Non-Abelian topological order in three dimensions
In this section, we generalize the class of (2+1)-dimensional models defined in Sec. 9.3 to
(3+1) dimensions. The resulting gapped states of matter exhibit non-Abelian topological
order enriched by a symmetry analogous to time-reversal. We illustrate the existence and
non-Abelian nature of this topological order by considering the su(2)2 case in detail.
9.4.1 Definition of the class of models
Consider a square lattice Λ of wires, each described by the Lagrangian density (9.1).
We want to break the degrees of freedom in any one of the identical wires up into four
groups, two of which contain only right-moving degrees of freedom and two of which contain
only left-moving degrees of freedom (see Fig. 9.2). Consequently, let each wire (9.1) contain
Nc = 2k colors of fermions, so that the full symmetry group of each wire is U(4k)L×U(4k)R.
However, we wish to employ the conformal embedding (9.3) to write down the couplings
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Figure 9.6: (Color online) Schematic of the couplings between chiral SU(2) sectors in a
four-wire unit cell.
in our theory in terms of currents. Thus, let us consider only couplings that are symmetric
under the subgroup U(2k)M × U(2k)M ⊂ U(4k)M with M = L,R. [Note that the central
charges associated with the groups U(2k)M×U(2k)M and U(4k)M are identical [284]. Thus,
we can use couplings with either symmetry to fully gap the theory.] Then, we can use the
identity
u(2k)1 = u(1)⊕ su(2)k ⊕ su(k)2 (9.83)
to define the M-moving chiral currents ĵM, Ĵ
a
M, and Ĵ
a
M, which are given by Eqs. (9.4) with
the substitution Nc → k. Because we are considering couplings that are symmetric under
rotations in
[
U(2k) × U(2k)]
L
× [U(2k) × U(2k)]
R
, there are actually two copies of each
of the chiral currents ĵM, Ĵ
a
M, and Ĵ
a
M with M = L,R in each wire. Therefore, we adopt
an additional label γ = 1, 2 to distinguish the chiral currents ĵγ,M, Ĵ
a
γ,M, and Ĵ
a
γ,M from
one another. The label γ is somewhat redundant in that it will always transform trivially
under all the symmetries that we shall impose – we only use it to keep track of the two
independent copies of each set of currents.
Next, as in Sec. 9.3.1, we gap out the u(1) and su(k)2 degrees of freedom by turning
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on intra-wire interactions of the form (9.8) and (9.9), respectively, for each γ = 1, 2. The
remaining su(2)k degrees of freedom are coupled in the following way. First, we define a
square lattice Λ˜, whose unit cell is enlarged with respect to that of the square lattice Λ. Let
the unit cell of Λ˜ contain four quantum wires, which we label by an index J = A,B,C,D.
This enlarged unit cell is depicted in Fig. 9.6. Each su(2)k current operator Ĵ
a
γ,M,J,r˜ then
carries the labels γ = 1, 2 and M = L,R, as well as a label r˜ ∈ Λ˜ to specify the unit
cell and a label J = A,B,C,D to specify a wire within a unit cell. We then write down
the many-body “backscattering” current-current interactions encoded by the Lagrangian
density
L̂bs[su(2)k] ≡ −Ĥbs[su(2)k]
..= −λsu(2)k
∑
r˜∈Λ˜
3∑
a=1
(
L̂2,R,A,r˜|1,L,D + L̂′2,L,D,r˜|1,R,A + L̂2,L,B,r˜|1,R,C + L̂′2,R,C,r˜|1,L,B
+ L̂2,L,A,r˜|1,R,B + L̂′′2,R,B,r˜|1,L,A + L̂2,R,D,r˜|1,L,C + L̂′′2,L,C,r˜|1,R,D
)
, (9.84a)
where we have assigned to each of the eight nearest-neighbor bonds shown in Fig. 9.6 the
bond operators
L̂γ,M,J,r˜|γ′,M′,J ′ ..=
3∑
a=1
Ĵaγ,M,J,r˜ Ĵ
a
γ′,M′,J ′,r˜, (9.84b)
L̂′γ,M,J,r˜|γ′,M′,J ′ ..=
3∑
a=1
Ĵaγ,M,J,r˜ Ĵ
a
γ′,M′,J ′,r˜+2xˆ, (9.84c)
L̂′′γ,M,J,r˜|γ′,M′,J ′ ..=
3∑
a=1
Ĵaγ,M,J,r˜ Ĵ
a
γ′,M′,J ′,r˜+2yˆ, (9.84d)
and where the lattice vectors 2xˆ and 2yˆ connect neighboring unit cells along the x- and
y-directions, respectively. Like the current-current interactions used to couple neighbor-
ing su(2)k modes in the (2+1)-dimensional case [see Eq. (9.13)], the interactions (9.84a)
are marginally relevant, flowing to strong coupling for λsu(2)k
> 0. Since all right- and
left-handed currents are paired by current-current interactions when periodic boundary
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conditions are imposed in all directions, we conclude that the local inter-wire many-body
interactions yield a fully gapped bulk.
The current-current interactions (9.84a) possess a symmetry that plays the role of
time-reversal symmetry in the coupled-wire model. To see this, note that Figure 9.6 is
invariant under interchanging the colors red and blue, and then translating by either of the
half -lattice vectors xˆ or yˆ. Formally, we define the symmetry operations
Teff,xˆ ..= T × Txˆ (9.85a)
Teff,yˆ ..= T × Tyˆ, (9.85b)
where the time-reversal operation T acts in the usual way on the spinful fermions (i.e.,
T 2 = −1), and acts on the su(2)k currents [see Eqs. (9.4)] as
T Ĵaγ,M,J,r˜T −1 = −Ĵaγ,M,J,r˜, (9.85c)
for any a = 1, 2, 3, γ = 1, 2, M = R,L, J = A,B,C,D, and r˜ ∈ Λ˜, with L ..= R and R ..= L,
and where the half-lattice translation operators Txˆ and Tyˆ act as
TxˆĴγ,M,J,r˜T
−1
xˆ =

Ĵγ,M,B,r˜ J = A
Ĵγ,M,A,r˜+2xˆ J = B
Ĵγ,M,D,r˜+2xˆ J = C
Ĵγ,M,C,r˜ J = D
, (9.85d)
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and
TyˆĴγ,M,J,r˜T
−1
yˆ =

Ĵγ,M,D,r˜ J = A
Ĵγ,M,C,r˜ J = B
Ĵγ,M,B,r˜+2yˆ J = C
Ĵγ,M,A,r˜+2yˆ J = D
, (9.85e)
respectively. The full Lagrangian in the presence of the current-current interactions (9.84a)
is invariant under the symmetry operations Teff,xˆ and Teff,yˆ when periodic boundary condi-
tions are imposed in the x- and y-directions. If we use mixed boundary conditions, such as
ones that are open along the x-direction and periodic along the y-direction (or vice versa),
then only the symmetry Teff,yˆ (or Teff,xˆ) remains. In Sec. 9.5, we will see that the remaining
symmetry Teff,yˆ protects gapless surface states on the boundaries at x = 0 and x = Lx.
Analogous non-onsite implementations of time reversal symmetry have arisen in studies of
antiferromagnetic TIs [282, 283] and in coupled-wire models of topological-insulator and
topological-superconductor surfaces [216, 217]; we expect that there exists an analogue of
the gapped (3+1)-dimensional phase constructed in this work in which time-reveral acts
in the usual onsite manner.
9.4.2 Parafermion representation of the interwire interactions
The starting point for our analysis of the bulk excitations is to notice that the interac-
tions (9.84a) that open a gap in the bulk can be rewritten using the identities (9.15). In
particular, we decompose the su(2)k currents as [284]
Ĵ+γ,M,J,r˜ =.
.
√
k Ψ̂γ,M,J,r˜ : e
+i
√
1/k φ̂γ,M,J,r˜ :, (9.86a)
Ĵ−γ,M,J,r˜ =..
√
k Ψ̂†γ,M,J,r˜ : e
−i
√
1/k φ̂γ,M,J,r˜ :, (9.86b)
Ĵ3γ,M,J,r˜ =.
. i
√
k
2
∂Mφ̂γ,M,J,r˜, (9.86c)
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into the pair of chiral parafermionic quantum fields Ψ̂†γ,M,J,r˜ and Ψ̂γ,M,J,r˜ together with the
chiral bosonic quantum field φ̂γ,M,J,r˜ for any γ = 1, 2, M = L,R, J = A,B,C,D. On the
parafermions, we impose the equal-time algebra
Ψ̂γ,M,J,r˜(t, z) Ψ̂γ′,M′,J ′,r˜′(t, z
′) = Ψ̂γ′,M′,J ′,r˜′(t, z
′) Ψ̂γ,M,J,r˜(t, z)
× e−i
2pi
k
δ
r,r′
[
(−1)M δ
M,M′ δγ,γ′ sgn(z−z′)+(−1)γ+γ
′
sgn((γ,M)−(γ′,M′))
]
× e+i
2pi
k
[
sgn(y−y′)+δ
y,y′ sgn(x−x′)
]
, (9.87a)
Ψ̂†γ,M,J,r˜(t, z) Ψ̂
†
γ′,M′,J ′,r˜′(t, z
′) = Ψ̂†γ′,M′,J ′,r˜′(t, z
′) Ψ̂†γ,M,J,r˜(t, z)
× e−i
2pi
k
δ
r,r′
[
(−1)M δ
M,M′ δγ,γ′ sgn(z−z′)+(−1)γ+γ
′
sgn((γ,M)−(γ′,M′))
]
× e+i
2pi
k
[
sgn(y−y′)+δ
y,y′ sgn(x−x′)
]
, (9.87b)
Ψ̂γ,M,J,r˜(t, z) Ψ̂
†
γ′,M′,J ′,r˜′(t, z
′) = Ψ̂†γ′,M′,J ′,r˜′(t, z
′) Ψ̂γ,M,J,r˜(t, z)
× e+i
2pi
k
δ
r,r′
[
(−1)M δ
M,M′ δγ,γ′ sgn(z−z′)+(−1)γ+γ
′
sgn((γ,M)−(γ′,M′))
]
× e−i
2pi
k
[
sgn(y−y′)+δ
y,y′ sgn(x−x′)
]
. (9.87c)
This equal-time algebra is a generalization of Eqs. (9.15e)–(9.15g). As before, we use the
convention sgn(0) = 0. The quantity sgn
(
(γ,M) − (γ′,M′)) is to be evaluated according
to the (arbitrary) ordering (1,R) < (1,L) < (2,L) < (2,R). Note that, on the one hand,
the parafermion operator Ψ̂γ,M,J,r˜ is labeled by the coordinate r˜ ∈ Λ˜, which is the square
lattice with a four-wire unit cell depicted in Fig. 9.6. On the other hand, the coordinates
r ..= (x, y) ∈ Λ, which is the square lattice with a single-wire unit cell, enter the phase
factors in Eqs. (9.87a)–(9.87c). This notation is consistent because the two labels r˜ and
J = A,B,C,D uniquely specify an r ∈ Λ. Finally, we impose the equal-time algebra
[
φ̂γ,M,J,r˜(t, z), φ̂γ′,M′,J ′,r˜′(t, z
′)
]
= −i 2pi
[
(−1)M δM,M′ δγ,γ′ δr,r′ sgn(z − z′)
+ δr,r′ (−1)γ+γ
′
sgn
(
(γ,M)− (γ′,M′))− sgn(y − y′)− δy,y′ sgn(x− x′)],
(9.87d)
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on the chiral bosons. This algebra is a generalization of Eq. (9.15h).
The interaction that we shall consider was defined in Eq. (9.84a). With the definitions
(9.86), the interaction connecting wires A and B within the unit cell labeled by r˜ ∈ Λ˜ (see
Fig. 9.6) is represented by
L̂2,L,A,r˜|1,R,B =
k
2
[ (
e+i
√
1/k (φ̂2,L,A,r−φ̂1,R,B,r˜) Ψ̂†1,R,B,r˜ Ψ̂2,L,A,r˜ + H.c.
)
− 1
2
(
∂Lφ̂2,L,A,r˜
)(
∂Rφ̂1,R,B,r˜
) ]
.
(9.88)
Similar expressions hold for the remaining seven couplings depicted in Fig. 9.6.
9.4.3 Case study: su(2)2
To illustrate how to investigate the nature of the bulk topological phase resulting from
the interactions (9.88), let us consider the case k = 2. Our discussion will build on the
contents of Sec. 9.3.3, where a two-dimensional version of this model was considered in
detail. With k = 2, the chiral parafermion operators become the chiral Majorana fermion
operators
ψ̂γ,M,J,r˜(t, z) ≡ Ψ̂γ,M,J,r˜(t, z) = Ψ̂†γ,M,J,r˜(t, z) (9.89)
where zM is defined in Eq. (9.2) and γ = 1, 2, M = L,R, J = A,B,C,D. They satisfy the
equal-time algebra (9.87a) with k = 2. The local interaction (9.88) is denoted
L̂2,L,A,r˜|1,R,B =
[ (
e+i
√
1/2 (φ̂2,L,A,r−φ̂1,R,B,r˜) ψ̂1,R,B,r˜ ψ̂2,L,A,r˜ + H.c.
)
− 1
2
(
∂Lφ̂2,L,A,r˜
)(
∂Rφ̂1,R,B,r˜
) ]
.
(9.90)
We will focus on the task of building a set of nonlocal operators that commute with the
eight bond interactions of the form (9.90) and whose eigenvalues can be used to label the
ground states of the gapped bulk when periodic boundary conditons are imposed in all
directions.
Before proceeding to characterize the bulk topological order in the three-dimensional
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case, we note that the eight bond interactions of the form (9.90) possess the same quasilocal
Z2 symmetry as the one explored in the two-dimensional case discussed in Sec. 9.3.3.
Namely, the eight bond interactions of the form (9.90) are invariant under the wire- and
chirality-resolved transformation
ψ̂γ,M,J,r˜(t, z) 7→ eiαγ,M,J,r˜ ψ̂γ,M,J,r˜(t, z), (9.91a)
φ̂γ,M,J,r˜(t, z) 7→ φ̂γ,M,J,r˜(t, z) +
√
2αγ,M,J,r˜, (9.91b)
where the assignments
αγ,M,J,r˜ ∈ {0, pi} (9.91c)
for all γ = 1, 2, M = L,R, and all wires (J, r˜) with J = A,B,C,D and r˜ ∈ Λ˜ define the
map α from {γ = 1, 2}×{M = L,R}×{J = A,B,C,D}×{r˜ ∈ Λ˜} to {0, pi}. The generator
of this quasilocal Z2 gauge transformation can be defined following the arguments of Eqs.
(9.25)–(9.24) in Sec. 9.3.3. For any choice of the function α, we can define the generator
Γ̂α(t) ≡
∏
γ,M,J,r˜
Γ̂αγ,M,J,r˜
(t) ..= Ûα(t) Ẑα(t), (9.92)
where Ûα(t), which implements the transformation (9.91b), is defined in direct analogy
with Eq. (9.25), and Ẑα(t), which implements the transformation (9.91a), is also defined
in direct analogy to the (2+1)-dimensional case.
9.4.3.1 Majorana-string and Majorana-membrane operators
String operators for ψ and σ fields are constructed by analogy with the two-dimensional
case discussed in Sec. 9.3.3. We first show how to construct string operators for the
Majorana fields ψ. To construct ψ string operators that act along paths in the x-y plane,
we define the bilinear operators
Ôψγγ′,J,r˜(t, z) ..= ψ̂γ,R,J,r˜(t, z) ψ̂γ′,L,J,r˜(t, z). (9.93)
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(a)
z = z1
z = z2
Pxˆ
Pyˆ
(b)
Pxˆ
Pyˆ
Figure 9.7: (Color online) Depictions of the paths Pxˆ and Pyˆ. The grey circles represent
wires, as in Fig. 9.2, and each white oval contains a pair of chiral modes labeled by the
indices γ, M, J , and r˜. In panel (a), the paths Pxˆ and Pyˆ are depicted at different values
of the coordinate z, while in panel (b), the projection of the two paths into the x-y plane
is shown.
We then define the string operators
Γ̂ψxˆ (t, z) .
.=
∏
(γ,γ′,J,r˜)∈Pxˆ
Ôψγγ′,J,r˜(t, z), (9.94a)
Γ̂ψyˆ (t, z) :=
∏
(γ,γ′,J,r˜)∈Pyˆ
Ôψγγ′,J,r˜(t, z). (9.94b)
Even though these act along the noncontractible paths Pxˆ and Pyˆ, respectively, shown in
Fig. 9.7, we have suppressed their explicit dependence on the choice made for Pxˆ and Pyˆ.
Note that although the paths Pxˆ and Pyˆ are not orthogonal, any two such paths share
exactly two chiral modes, one right-moving and one left-moving, belonging to neighboring
wires [see Fig. 9.7(b)]. One can show that this is the minimal number of times that any two
paths in the square lattice Λ can intersect. A calculation analogous to Eqs. (9.40) in Sec.
9.3.3 shows that the string operators Γ̂ψxˆ (t, z) and Γ̂
ψ
yˆ (t, z) commute with the interaction
(9.90) and all other current-current interactions in Lbs[su(2)k=2] defined in Eq. (9.84a), as
long as periodic boundary conditions are imposed along both the xˆ- and yˆ-directions. If we
instead act with any product of the bilinears (9.93) along a path that is not closed, we then
create a pair of excitations at the endpoints of the path. Thus, either one of the operators
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Γ̂ψxˆ (z) and Γ̂
ψ
yˆ (z) can be viewed as creating a pair of ψ particles, before transporting one of
them around the three-torus in a noncontractible loop and re-annihilating the pair. The
two paths Pxˆ and Pyˆ, along which these operators act, correspond to linearly independent
noncontractible cycles of the three-torus.
To construct ψ string operators that act along the z-direction, parallel to the wires, we
define the bilinear operators
Ôψγγ′,JJ ′,r˜r˜′(t, z1, z2) ..= ψ̂γ,R,J,r˜(t, z1) ψ̂γ′,L,J ′,r˜′(t, z2), (9.95)
where γ, γ′, J , J ′, r˜, and r˜′ are defined such that ψ̂γ,R,J,r˜(t, z1) and ψ̂γ′,L,J ′,r˜′(t, z2) live on
opposite sides of one of the bonds on the square lattice Λ of wires. A calculation analogous
to Eq. (9.44) shows that the operator
Γ̂ψzˆ (t) .
.= Ôψγγ′,JJ ′,r˜r˜′(t, 0, Lz), (9.96)
defined for an arbitrary choice of γ, γ′, J , J ′, r˜, and r˜′ such that ψ̂γ,R,J,r˜(t, z1) and
ψ̂γ′,L,J ′,r˜′(t, z2) live on opposite sides of one of the bonds on the square lattice Λ of
wires, commutes with the interaction (9.90) and all other current-current interactions in
Lbs[su(2)k=2] defined in Eq. (9.84a), as long as periodic boundary conditions are imposed
along the zˆ-direction. [Recall that any integration over z is to be interpreted in the sense of
Eq. (9.46).] Similarly to the construction of ψ-string operators that act along paths in the
x-y plane, we note that the bilinear Ôψγγ′,JJ ′,r˜r˜′(t, z1, z2) generically fails to commute with
Lbs[su(2)k=2] at z1 and z2. Thus, Γ̂ψzˆ (t) can be interpreted as creating a pair of ψ particles,
before tunneling one of them around the three-torus in the z-direction and annihilating it
with its partner.
We now consider how to construct ψ membrane operators. The simplest case is that of
a ψ membrane in the x-y plane, which is built by simply acting with the bilinears (9.93)
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in all wires
Σ̂ψzˆ (t, z) .
.=
D∏
J=A
∏
r˜∈Λ˜
Ôψ11,J,r˜(t, z) Ôψ22,J,r˜(t, z). (9.97)
Here, we have adopted the convention whereby any membrane carries the label of a path
that is normal to the membrane. Thus, the above membrane in the x-y plane is labeled
by zˆ. In order to construct a pair of ψ-membranes that are orthogonal to the x-y plane
one defines along the paths Pxˆ and Pyˆ the pair of products of the bilinears defined by Eq.
(9.95), i.e.,
Σ̂ψyˆ (t) .
.=
∏
(γ,γ′,J,J ′,r˜,r˜′)∈Pxˆ
Ôψγγ′,JJ ′,r˜r˜′(t, 0, Lz), (9.98a)
Σ̂ψxˆ (t) .
.=
∏
(γ,γ′,J,J ′,r˜,r˜′)∈Pyˆ
Ôψγγ′,JJ ′,r˜r˜′(t, 0, Lz). (9.98b)
A depiction of the membrane corresponding to Eq. (9.98b) is shown in Fig. 9.8. These
three classes of ψ-membrane operators share the crucial feature that (i) they commute
with the current-current interactions in Lbs[su(2)k=2] defined in Eq. (9.84a), when they
act along closed surfaces (as they are defined above), and (ii) they support defects on their
boundaries when their constituent bilinears act on some simply connected open subset of
a closed surface (as one would obtain by truncating the products in the above definitions).
The explicit dependence on the choice for the noncontractible cycles Pxˆ and Pyˆ entering
in the definitions of the ψ-membrane operators (9.98a) and (9.98b), respectively, has been
suppressed.
Using the definitions (9.94), (9.98), and the equal-time algebra (9.87) with k = 2, one
can show that the ψ-string operators Γ̂ψaˆ and ψ-membrane operators Σ̂
ψ
bˆ
commute for any
aˆ, bˆ = xˆ, yˆ, zˆ. Moreover, one verifies that this equal-time algebra is independent of the de-
tails of how one defines the paths and surfaces on which the string and membranes act, i.e.,
deforming the path along which a string operator acts, or the surface on which a membrane
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z = z1
z = z2
Pyˆ
Figure 9.8: (Color online) A cartoon representation of a ψ-membrane operator correspond-
ing to substituting 0 by z1 and Lz by z2 in Eq. (9.98b).
operator acts, has no effect on the equal-time algebra as long as these deformations leave
the intersection of the path and surface intact. This equal-time algebra can be interpreted
as defining the braiding statistics between pointlike and linelike fermionic excitations in the
three-dimensional bulk. A similar analysis reveals that two ψ-string operators always com-
mute at equal times. This is consistent with the fact that pointlike fermionic excitations
in three spatial dimensions have trivial braiding statistics.
9.4.3.2 Twist-string and twist-membrane operators
String operators corresponding to the Ising twist field σ can be constructed as follows.
Similarly to the case of ψ strings, σ strings acting along paths in the x-y plane are built
out of the bilinear operators
Ôσγγ′,J,r˜(t, z) ..= σ̂γ,R,J,r˜(t, z) σ̂γ′,L,J,r˜(t, z). (9.99)
The σ-string operators themselves are then defined by
Γ̂σxˆ(t, z) .
.=
∏
(γ,γ′,J,r˜)∈Pxˆ
Ôσγγ′,J,r˜(t, z), (9.100a)
Γ̂σyˆ (t, z) .
.=
∏
(γ,γ′,J,r˜)∈Pyˆ
Ôσγγ′,J,r˜(t, z). (9.100b)
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Hereto, we have suppressed the explicit dependence on the choice for the noncontractible
cycles Pxˆ and Pyˆ entering in the definitions of the σ-string operators (9.100a) and (9.100b),
respectively.
One verifies, using Eq. (9.29), that these σ-string operators have the following equal-
time algebra with the ψ-membrane operators. Any σ-string operator with a noncontractible
cycle in the x-y plane anticommutes with a ψ-membrane operator orthogonal to the non-
contractible cycle,
Γ̂σaˆ(t, z) Σ̂
ψ
aˆ (t) = − Σ̂ψaˆ (t) Γ̂σaˆ(t, z), (9.101a)
for any aˆ = xˆ, yˆ. In contrast, any σ-string operator with a noncontractible cycle in the x-y
plane commutes with any ψ-membrane operator such that the noncontractible cycle and
membrane are not pairwise orthogonal, i.e.
Γ̂σaˆ(t, z) Σ̂
ψ
bˆ
(t) = Σ̂ψaˆ (t) Γ̂
σ
bˆ
(t, z), (9.101b)
for (aˆ, bˆ) = (xˆ, yˆ) or (aˆ, bˆ) = (yˆ, xˆ). This equal-time algebra holds independently of local
deformations of the paths and surfaces on which the string and membrane operators are
defined, so long as these deformations leave the intersections of these paths and surfaces
unchanged. This equal-time algebra has the interpretation that σ strings can be viewed as
operators that twist the boundary conditions of a fermion loop that expands to encompass
the entire system along some surface.
To complete the equal-time algebra (9.101), we need a σ string acting along the z-
direction. These are constructed by analogy with the two-dimensional case discussed in
Sec. 9.3.3. We define the operator
Γ̂σzˆ (z1, , t) .
.= Ûαγ,M,J,r˜=piσ̂γ,M,J,r˜(t, z1)σ̂γ,M,J,r˜(t, z1 + ), (9.102)
where we recall that the operator Ûαγ,M,J,r˜ , which acts solely on the bosonic sector of the
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theory, is defined in direct analogy with the operator ÛαM,y appearing in Eq. (9.25). We
have also suppressed the implicit dependence of the operator Γ̂σzˆ (z1, , t) on the choice
of indices γ,M, J, and r˜ specifying the wire in which it acts. The operator product
σ̂γ,M,J,r˜(t, z1) σ̂γ,M,J,r˜(t, z1 + ) anticommutes with the Majorana fermion ψ̂γ,M,J,r˜ in the
limit  → 0, and commutes with any Majorana fermion ψ̂γ′,M′,J ′,r˜′ with (γ′,M′, J ′, r˜′) 6=
(γ,M, J, r˜). The base point z1 of the σ string is arbitrary, as is the choice of γ, M, J , and
r˜. The definition (9.102) of the operator Γ̂σzˆ (z1, , t) is subject to the same caveats as its
analogue in one less spatial dimension, which was defined in Eq. (9.59). In particular, the
limit → 0 must be taken carefully, as discussed in Footnote 2 and Appendix C. As in the
2D case, we will only take the limit → 0 at the end of calculations.
With these definitions, we can complete the equal-time algebra (9.100) with the follow-
ing equations. The σ-string operator that acts on a noncontractible cycle oriented along
the zˆ-direction anticommutes with any ψ-membrane operator acting on a surface that is
orthogonal to the zˆ-direction,
Γ̂σzˆ (t, z1, ) Σ̂
ψ
zˆ (t, z) = −Σ̂ψzˆ (t, z) Γ̂σzˆ (t, z1, ), (9.103a)
for any infinitesimal  > 0. The σ-string operator acting on a noncontractible cycle oriented
along the zˆ-direction commutes with any ψ-membrane operator acting on a surface that is
orthogonal to the x- or y-directions (for simplicity, we assume that the z-string does not
intersect with the x- and y-membranes),
Γ̂σzˆ (t, z1, ) Σ̂
ψ
aˆ (t) = Σ̂
ψ
aˆ (t) Γ̂
σ
zˆ (t, z1, ), (9.103b)
for any aˆ = xˆ, yˆ and for any infinitesimal  > 0.
Once we have constructed the σ-string operators, we can also investigate the braid-
ing statistics of pointlike particles in the coupled-wire theory. For example, the mutual
statistics of σ and ψ excitations can be deduced from exchange relations like
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Γ̂ψyˆ (t, z) Γ̂
σ
xˆ(t, z
′) = Γ̂σxˆ(t, z
′) Γ̂ψyˆ (t, z) e
−i pi
2
sgn(z−z′) e+i
pi
2
sgn(z−z′) = Γ̂σxˆ(t, z
′) Γ̂ψyˆ (t, z),
(9.104)
where we used the counterparts to the equal-time algebra (9.29), which demonstrates that
ψ and σ particles braid trivially in the three-dimensional model. Likewise, the self-statistics
of σ excitations can be deduced from exchange relations like
Γ̂σyˆ (t, z) Γ̂
σ
xˆ(t, z
′) = Γ̂σxˆ(t, z
′) Γ̂σyˆ (t, z)×

e−i
pi
8
sgn(z−z′) e+i
pi
8
sgn(z−z′), if σ × σ = 1,
e+i
3pi
8
sgn(z−z′) e−i
3pi
8
sgn(z−z′), if σ × σ = ψ
= Γ̂σxˆ(t, z
′) Γ̂σyˆ (t, z), (9.105)
where we used the counterparts to the equal-time algebra (9.31). The meaning of the two
cases distinguished above, namely the cases σ× σ = 1 and σ× σ = ψ, is as follows. When
two σ strings act along the noncontractible cycles Pxˆ and Py, they necessarily coincide in
exactly two chiral channels located astride a bond of the square lattice [see Fig. 9.7(b)].
Each of these chiral channels is acted upon by two σ operators, one from the Pxˆ string and
one from the Pyˆ string. The outcome of fusing the two σ fields in each of the two channels
is correlated. If one pair of σs fuses to 1 or ψ, then the other pair must fuse in this channel
as well. Otherwise, extra excitations are created. The upshot of this discussion is that all
pointlike particles in the three-dimensional theory have trivial braiding with one another.
This fact is consistent with the fact that any deconfined point particle in three spatial
dimensions must be either a fermion or a boson. As we will see below, however, there is
no such restriction for the braiding of a pointlike excitation with a linelike excitation.
The logic for the construction of σ membranes parallels the logic for ψ membranes. A
σ membrane in the x-y plane is defined by
Σ̂σzˆ (t, z) .
.=
∏
J,r˜
Ôσ11,J,r˜(t, z) Ôσ22,J,r˜(t, z), (9.106a)
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while the membrane operators orthogonal to the x-y plane can be chosen to be
Σ̂σaˆ(t, {z}, ) ..=
∏
(γ,J,r˜)∈Paˆ⊥
Ûαγ,R,J,r˜=pi P̂1 σ̂γ,R,J,r˜(t, zγ,R,J,r˜;aˆ) σ̂γ,R,J,r˜(t, zγ,R,J,r˜;aˆ + ) P̂1,
(9.106b)
for any aˆ = xˆ, yˆ, and where we have defined aˆ⊥ such that xˆ⊥ ..= yˆ and yˆ⊥ ..= xˆ. Here,
the operator P̂
1
is the counterpart to the projector onto the fusion channel σ × σ = 1
that appears in Eq. (9.59). The choice of chirality M = R is arbitrary, as is the choice
of the two sets of base points {zγ,R,J,r˜;aˆ} (aˆ = xˆ, yˆ) from the noncontractible cycles Paˆ⊥ ,
which we abbreviate by {z} in the argument of the operator Σ̂σaˆ . The definition (9.106b)
of the operator Σ̂σaˆ(t, {z}, ) is subject to the same caveats as the definition (9.102) of the
operator Γ̂σzˆ (z1, , t). As before, we refer the reader to Footnote 2 and to Appendix C for
details.
Using the counterpart to Eq. (9.29) and the definitions (9.106), one can show that the
equal-time algebra between any pair of σ-membrane ψ-string operators is mere commuta-
tions except for the three anticommuting exceptions
Σ̂σaˆ(t, {z}, ) Γ̂ψaˆ (t, z) = −Γ̂ψaˆ (t, z) Σ̂σaˆ(t, {z}, ), (9.107a)
Σ̂σzˆ (t, z) Γ̂
ψ
zˆ (t) = −Γ̂ψzˆ (t) Σ̂σzˆ (t, z), (9.107b)
for aˆ = xˆ, yˆ, and for infinitesimal  > 0. Thus, any of the σ-membrane operators can
be interpreted as twisting the boundary conditions of a fermion encircling the three-torus
along any noncontractible cycle orthogonal to the membrane.
Finally, we also have the algebra between σ membranes and ψ membranes given by
Σ̂ψaˆ (t) Σ̂
σ
aˆ⊥
(t, {z}, ) = −Σ̂σaˆ⊥(t, {z}, ) Σ̂
ψ
aˆ (t), (9.108a)
Σ̂ψaˆ (t) Σ̂
σ
zˆ (t, z) = Σ̂
σ
zˆ (t, z) Σ̂
ψ
aˆ (t), (9.108b)
Σ̂ψzˆ (t, z) Σ̂
σ
aˆ(t, {z}, ) = (−1)Nyˆ Σ̂σaˆ(t, {z}, ) Σ̂ψzˆ (t, z), (9.108c)
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Γ̂ψxˆ Γ̂
ψ
yˆ Γ̂
ψ
zˆ Σ̂
ψ
xˆ Σ̂
ψ
yˆ Σ̂
ψ
zˆ Γ̂
σ
xˆ Γ̂
σ
yˆ Γ̂
σ
zˆ Σ̂
σ
xˆ Σ̂
σ
yˆ Σ̂
σ
zˆ
Γ̂σxˆ + + + − + + + + + 7 + +
Γ̂σyˆ + + + + − + + + + + 7 +
Γ̂σzˆ + + + + + − + + + + + 7
Σ̂σxˆ − + + + − + 7 + + + 7 7
Σ̂σyˆ + − + − + + + 7 + 7 + 7
Σ̂σzˆ + + − + + + + + 7 7 7 +
Table 9.2: Summary of the algebra of the string and membrane operators (9.109). En-
tries corresponding to a pair of operators that commute are labeled with a +. Entries
corresponding to a pair of operators that anticommute are labeled with a −. Entries cor-
responding to a pair of operators that neither commute nor anticommute are labeled with
a 7. (Compare with Table 9.1.) The operator algebra contained in the left 6× 6 subblock
of the table is derived in Secs. 9.4.3.1 and 9.4.3.2. The operator algebra contained in the
right 6× 6 subblock of the table is derived in Sec. 9.4.3.3.
for any aˆ = xˆ, yˆ (recall that xˆ⊥ = yˆ and yˆ⊥ = xˆ), and for any infinitesimal  > 0. The
system-size-dependent integers Nxˆ and Nyˆ are the number of wires contained in the path
Pxˆ and Pyˆ, respectively. One can show that Nxˆ and Nyˆ are even for paths Pxˆ and Pyˆ that
encompass the entire system, so long as the system contains an integer number of unit
cells.
9.4.3.3 Topological degeneracy on the three-torus
Using the results of the previous sections, we now derive the topological ground-state
degeneracy of the array of quantum wires coupled by the interwire interactions (9.88), for
the case of su(2)2 current-current interactions. We assume periodic boundary conditions
in x, y, and z, so that the array of coupled wires has the topology of a three-torus (T3).
The logic of our derivation of this lower bound follows closely the logic of the corresponding
derivation in the two-dimensional case discussed in Sec. 9.3.3. It hinges on the exchange
algebra of the following set of nonlocal operators, which is summarized in Table 9.2. There
are three nonlocal and unitary ψ-string operators (9.94a), (9.94b), and (9.96) for which we
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use the short-hand notation
Γ̂ψxˆ , Γ̂
ψ
yˆ , Γ̂
ψ
zˆ , (9.109a)
respectively. There are three nonlocal and nonunitary σ-string operators (9.100a), (9.100b),
and (9.102) for which we use the short-hand notation
Γ̂σxˆ, Γ̂
σ
yˆ , Γ̂
σ
zˆ , (9.109b)
respectively. There are three nonlocal and unitary ψ-membrane operators (9.97), (9.98a),
and (9.98b) for which we use the short-hand notation
Σ̂ψzˆ , Σ̂
ψ
yˆ , Σ̂
ψ
xˆ , (9.109c)
respectively. There are three nonlocal and nonunitary σ-membrane operators, defined in
Eqs. (9.106a) and (9.106b), for which we use the short-hand notation
Σ̂σzˆ , Σ̂
σ
yˆ , Σ̂
σ
xˆ, (9.109d)
respectively. Each of these twelve nonlocal operators commutes with the su(2)2 current-
current interaction Ĥbs[su(2)2] ≡ −L̂bs[su(2)2] that couples neighboring wires [recall Eq.
(9.84a)], except for the three operators Γ̂σzˆ , Σ̂
σ
xˆ, and Σ̂
σ
yˆ , defined in Eqs. (9.102) and (9.106b),
respectively. These three operators are regularized by the parameter , and therefore must
be treated in a manner similar to the operator Γ̂σ2,y′(z1, ) in the 2D case. Nevertheless,
an analysis along the lines of the one presented in Appendix C for the 2D case reveals
that these three -regularized operators can be used to define states in the ground-state
manifold of the interaction Ĥbs[su(2)2]. We will elaborate on this statement below.
The derivation of the topological degeneracy begins by observing that the ψ-string
and ψ-membrane operators appearing in Eqs. (9.109a) and (9.109c) all commute with one
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State Eigenvalues
|1〉 (+,+,+,+,+,+) |Γ̂σxˆΓ̂σzˆ 〉 (+,+,+,−,+,−) |Σ̂σzˆ 〉 (+,+,−,+,+,+) |Σ̂σxˆΓ̂σzˆ 〉 (−,+,+,+,−,−)
|Γ̂σxˆ〉 (+,+,+,−,+,+) |Γ̂σyˆ Γ̂σzˆ 〉 (+,+,+,+,−,−) |Σ̂σyˆ Γ̂σxˆ〉 (+,−,+,+,+,+) |Σ̂σyˆ Γ̂σzˆ 〉 (+,−,+,−,+,−)
|Γ̂σyˆ 〉 (+,+,+,+,−,+) |Γ̂σxˆΓ̂σyˆ Γ̂σzˆ 〉 (+,+,+,−,−,−) |Σ̂σzˆ Γ̂σxˆ〉 (+,+,−,−,+,+) |Σ̂σzˆ Γ̂σxˆΓ̂σyˆ 〉 (+,+,−,−,−,+)
|Γ̂σzˆ 〉 (+,+,+,+,+,−) |Σ̂σxˆ〉 (−,+,+,+,−,+) |Σ̂σxˆΓ̂σyˆ 〉 (−,+,+,+,+,+) |Σ̂σyˆ Γ̂σxˆΓ̂σzˆ 〉 (+,−,+,+,+,−)
|Γ̂σxˆΓ̂σyˆ 〉 (+,+,+,−,−,+) |Σ̂σyˆ 〉 (+,−,+,−,+,+) |Σ̂σzˆ Γ̂σyˆ 〉 (+,+,−,+,−,+) |Σ̂σxˆΓ̂σyˆ Γ̂σzˆ 〉 (−,+,+,+,+,−)
Table 9.3: The 20 orthogonal states of the form (9.113) that span the ground-state manifold
of the su(2)2 coupled-wire theory in (3+1)-dimensional spacetime, as well as the eigenvalues
of these states under the ψ-string and membrane operators. The states are labeled accord-
ing to the notation |Ô〉 = Ô |Ω〉. The 6-tuple of signs ± indicating the eigenvalues of a state
|Ô〉 is obtained by evaluating the list of matrix elements 〈Ô| (Γ̂ψxˆ , Γ̂ψyˆ , Γ̂ψzˆ , Σ̂ψxˆ , Σ̂ψyˆ , Σ̂ψzˆ ) |Ô〉
and dividing each element in the list by its magnitude.
another. Thus, we can choose a many-body ground state
|Ω〉 ≡ |1〉 (9.110)
that is a simultaneous eigenstate of all ψ-string and ψ-membrane operators, namely
Γ̂ψzˆ |1〉 = ωΓzˆ |1〉 , Γ̂ψyˆ |1〉 = ωΓyˆ |1〉 , Γ̂ψxˆ |1〉 = ωΓxˆ |1〉 , (9.111a)
on the one hand, and
Σ̂ψzˆ |1〉 = ωΣzˆ |1〉 , Σ̂ψxˆ |1〉 = ωΣxˆ |1〉 , Σ̂ψyˆ |1〉 = ωΣyˆ |1〉 , (9.111b)
on the other hand, must hold for the nonvanishing eigenvalues
ωΓzˆ , ω
Γ
yˆ , ω
Γ
xˆ , ω
Σ
zˆ , ω
Σ
yˆ , ω
Σ
xˆ ∈ U(1). (9.111c)
Not all choices of |Ω〉 are equivalent. Similarly to the argument presented in Appendix C
for the 2D case, depending on the topological sector in which the state |Ω〉 resides, it is
possible for the state created by acting upon |Ω〉 with certain combinations of the nonlocal,
nonunitary operators Γ̂σxˆ,yˆ,zˆ and Σ̂
σ
xˆ,yˆ,zˆ to have norm zero or infinity. In other words, not
all combinations of the eigenvalues (9.111c) label states in the ground-state manifold.
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Next, we define a set of many-body states obtained by acting on the state |1〉 with the
σ-string and σ-membrane operators from Eqs. (9.109b) and (9.109d), respectively. There
are
43 = 64 (9.112)
states, since for any choice of a noncontractible cycle of the three-torus (xˆ, yˆ, or zˆ), there
are four nonlocal operators we can apply to the state |Ω〉. For example, fixing the non-
contractible cycle xˆ, we can insert the identity operator 1, the σ-string operator Γ̂σxˆ, the
σ-membrane operator Σ̂σxˆ, or the product Γ̂
σ
xˆ Σ̂
σ
xˆ. Alternatively, we can label all 2
6 = 64
states according to the rule
∣∣∣∣(Σ̂σxˆ)σΣx (Σ̂σyˆ)σΣy (Σ̂σzˆ)σΣz (Γ̂σxˆ)σΓx (Γ̂σyˆ)σΓy (Γ̂σzˆ)σΓz〉 ..=(
Σ̂σxˆ
)σΣx (
Σ̂σyˆ
)σΣy (
Σ̂σzˆ
)σΣz (
Γ̂σxˆ
)σΓx (
Γ̂σyˆ
)σΓy (
Γ̂σzˆ
)σΓz |Ω〉 , (9.113)
where σΓx , σ
Γ
y , σ
Γ
z , σ
Σ
x , σ
Σ
y , σ
Σ
z = 0, 1. Any of the above states involving one or more of the
-regularized operators Γ̂σzˆ , Σ̂
σ
xˆ, and Σ̂
σ
yˆ carries an implicit limit  → 0. As in the 2D case
(see Footnote 2 and Appendix C), this limit should be taken after forming the product of
the relevant string and/or membrane operators.
Not all states of the form (9.113) belong to the ground state manifold, as we are going
to show explicitly. The counting based on Eq. (9.112) is “naive” because it is based purely
on the number of noncontractible cycles of the manifold on which the theory is defined, and
on the number of string or membrane operators that can act along each noncontractible
cycle. In the following, we are going to show that a majority of the states (9.113) must
be excluded from the ground-state manifold, on grounds similar to the reason for which
we had to exclude the “extra” state |Γ̂σ1 Γ̂σ2 〉 that appeared in the two-dimensional example
discussed in Sec. 9.3.3.2. In the end, there will be a total of
DT3 .
.= 20 (9.114)
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states that survive projection into the ground-state manifold. These states are listed,
along with their eigenvalues under the ψ string and membrane operators, in Table 9.3.
We emphasize that all of these 20 ground states are mutually orthogonal, as they are
simultaneous eigenstates of the unitary ψ string and membrane operators with different
eigenvalues.
The 20 states in Table 9.3 have in common the fact that they are created by acting on
the state |Ω〉 with a product of commuting operators (these correspond to entries marked
with a + in the right 6 × 6 block of Table 9.2). 3 Conversely, the 64 − 20 = 44 excluded
states not appearing in Table 9.3 are created by acting on the state |Ω〉 with a product of
noncommuting operators (these correspond to entries marked with a 7 in the right 6 × 6
block of Table 9.2). In the two-dimensional case studied in Sec. 9.3.3.2, it was precisely the
noncommutativity of the string operators Γ̂σ1 and Γ̂
σ
2 that led to the exclusion of the state
|Γ̂σ1 Γ̂σ2 〉 from the ground-state manifold. In the proof below, we follow this “algebraic”
approach, identifying all noncommuting pairs of σ-string and σ-membrane operators from
Eqs. (9.109b) and (9.109d), respectively. The noncommuting σ-string-membrane pairs
consist of strings and membranes that are perpendicular to one another, intersecting in
a point. The noncommuting σ-membrane-membrane pairs consist of perpendicular mem-
branes, whose intersection is a line. Whenever a noncommuting pair of operators acts on
one of the states in Table 9.3, we will show that the resulting state must be excluded from
the ground-state manifold. (A complementary “analytic” proof that these states must be
excluded, along the lines of Appendix C, could also be undertaken, but we do not do this
here.)
We now proceed with the proof. Of key importance is the projection operator
P̂GSM ..= N−11 |1〉 〈1|+N−1Γ̂σxˆ |Γ̂
σ
xˆ〉 〈Γ̂σxˆ|+N−1Γ̂σyˆ |Γ̂
σ
yˆ 〉 〈Γ̂σyˆ |+N−1Γ̂σzˆ |Γ̂
σ
zˆ 〉 〈Γ̂σzˆ |+ · · · (9.115)
3 Any of the states in Table 9.3 involving one or more of the -regularized operators Γ̂σzˆ , Σ̂
σ
xˆ , and Σ̂
σ
yˆ can
be shown to be a ground state of the interaction Ĥbs[su(2)2] by an argument along the lines of Appendix
C.
292
State Eigenvalues
|Σ̂σxˆΓ̂σxˆ〉 (−,+,+,−,−,+) |Σ̂σxˆΣ̂σzˆ Γ̂σxˆΓ̂σyˆ 〉 (−,+,−,−,+,+) |Σ̂σxˆΓ̂σxˆΓ̂σyˆ 〉 (−,+,+,−,+,+)
|Σ̂σyˆ Γ̂σyˆ 〉 (+,−,+,−,−,+) |Σ̂σxˆΣ̂σyˆ Γ̂σxˆΓ̂σzˆ 〉 (−,−,+,+,−,−) |Σ̂σxˆΓ̂σxˆΓ̂σzˆ 〉 (−,+,+,−,−,−)
|Σ̂σzˆ Γ̂σzˆ 〉 (+,+,−,+,+,−) |Σ̂σyˆ Σ̂σzˆ Γ̂σxˆΓ̂σyˆ 〉 (+,−,−,+,−,+) |Σ̂σyˆ Γ̂σxˆΓ̂σyˆ 〉 (+,−,+,+,−,+)
|Σ̂σxˆΓ̂σxˆΓ̂σyˆ Γ̂σzˆ 〉 (−,+,+,−,+,−) |Σ̂σxˆΣ̂σyˆ Γ̂σyˆ Γ̂σzˆ 〉 (−,−,+,−,+,−) |Σ̂σyˆ Γ̂σyˆ Γ̂σzˆ 〉 (+,−,+,−,−,−)
|Σ̂σyˆ Γ̂σxˆΓ̂σyˆ Γ̂σzˆ 〉 (+,−,+,+,−,−) |Σ̂σyˆ Σ̂σzˆ Γ̂σxˆΓ̂σzˆ 〉 (+,−,−,+,+,−) |Σ̂σzˆ Γ̂σxˆΓ̂σzˆ 〉 (+,+,−,−,+,−)
|Σ̂σzˆ Γ̂σxˆΓ̂σyˆ Γ̂σzˆ 〉 (+,+,−,−,−,−) |Σ̂σxˆΣ̂σzˆ Γ̂σyˆ Γ̂σzˆ 〉 (−,+,−,+,+,−) |Σ̂σzˆ Γ̂σyˆ Γ̂σzˆ 〉 (+,+,−,+,−,−)
|Σ̂σxˆΣ̂σyˆ Γ̂σxˆ〉 (−,−,+,+,−,+) |Σ̂σxˆΣ̂σzˆ Γ̂σxˆ〉 (−,+,−,−,−,+) |Σ̂σxˆΣ̂σyˆ Γ̂σyˆ 〉 (−,−,+,−,+,+)
|Σ̂σyˆ Σ̂σzˆ Γ̂σyˆ 〉 (+,−,−,−,−,+) |Σ̂σxˆΣ̂σzˆ Γ̂σzˆ 〉 (−,+,−,+,−,−) |Σ̂σyˆ Σ̂σzˆ Γ̂σzˆ 〉 (+,−,−,−,+,−)
Table 9.4: The 24 orthogonal states of the form (9.113) that are excluded based on
Eqs. (9.119) and (9.120), as well as the eigenvalues of these states under the ψ-string
and membrane operators. The notation for states and eigenvalues is as in Table 9.3.
onto the ground state manifold, c.f. Eq. (9.69). Here, NÔ is the squared norm of the state
|Ô〉, and · · · is a sum over the remaining elements of the orthonormal basis of the ground
state manifold, including the states listed in Table 9.3. By construction, P̂GSM leaves any
state in Table 9.3 invariant, and, being a projector, satisfies
P̂2GSM = P̂GSM. (9.116)
Furthermore, the projector P̂GSM satisfies
P̂GSM Ô P̂GSM = 0 (9.117)
for any operator Ô whose action on any of the states in Table 9.3 produces an excited state.
To prove that the 44 states in question must be excluded from the ground state manifold,
we will show for two particular classes of operators Ô that Eq. (9.117) holds. This will
turn out to be sufficient to exclude the offending states.
The first class of operators arises when we consider products of perpendicular σ-strings
and σ-membranes. This includes the three operators
Σ̂σxˆ Γ̂
σ
xˆ, Σ̂
σ
yˆ Γ̂
σ
yˆ , Σ̂
σ
zˆ Γ̂
σ
zˆ , (9.118a)
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as well as products of the form
Σ̂σaˆ Γ̂
σ
aˆ Ô, (9.118b)
for aˆ = xˆ, yˆ, zˆ and any string or membrane operator O that commutes with Σ̂σaˆ and Γ̂σaˆ .
The operators in Eq. (9.118a) share the common trait that the domain of intersection of
the string and membrane operators contains three σ̂ operators per chiral channel. The
exchange algebra relevant to this case was computed in Sec. 9.3.3.2. By small variations
on the calculation presented in Eqs. (9.77) and (9.78), one verifies the relations
Σ̂σzˆ Γ̂
σ
zˆ = e
+i pi
4
̂˜
Γσzˆ Σ̂
σ
zˆ , (9.119a)
Γ̂σxˆ Σ̂
σ
xˆ = e
+i pi
4
̂˜
Σσxˆ Γ̂
σ
xˆ, (9.119b)
Γ̂σyˆ Σ̂
σ
yˆ = e
+i pi
4
̂˜
Σσyˆ Γ̂
σ
yˆ , (9.119c)
where the operators
̂˜
Γσ
iˆ
and
̂˜
Σσ
iˆ
are defined in the same way as the operator
̂˜
Γσ2 appearing
in Eq. (9.78), i.e., one replaces any appearance of P̂
1
σ̂γ,M,J,r˜(z) σ̂γ,M,J,r˜(z + ) P̂1 in the
intersection of the string/membrane pair with P̂ψ σ̂γ,M,J,r˜(z) σ̂γ,M,J,r˜(z + ) P̂ψ, and leaves
all other appearances of P̂
1
σ̂γ,M,J,r˜(z) σ̂γ,M,J,r˜(z + ) P̂1 unchanged. Each of Eqs. (9.119)
carries an implicit limit → 0. Whether the tilde appears on the string or the membrane
operator above depends on which operator contains a product of two σ̂ operators in the
same wire. By direct analogy with the two-dimensional case, we have
P̂GSM ̂˜Γσzˆ P̂GSM = 0, (9.120a)
P̂GSM ̂˜Σσxˆ P̂GSM = 0, (9.120b)
P̂GSM ̂˜Σσyˆ P̂GSM = 0, (9.120c)
in the limit  → 0. Combining Eqs. (9.119) and (9.120), one can show, in direct analogy
with Eq. (9.82) in the two-dimensional case, that any state created by acting with any
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State Eigenvalues
|Σ̂σxˆΣ̂σzˆ 〉 (−,+,−,+,−,+) |Σ̂σyˆ Σ̂σzˆ 〉 (+,−,−,−,+,+)
|Σ̂σxˆΣ̂σyˆ 〉 (−,−,+,−,−,+) |Σ̂σxˆΣ̂σzˆ Γ̂σyˆ 〉 (−,+,−,+,+,+)
|Σ̂σyˆ Σ̂σzˆ Γ̂σxˆ〉 (+,−,−,+,+,+) |Σ̂σxˆΣ̂σyˆ Γ̂σzˆ 〉 (−,−,+,−,−,−)
|Σ̂σxˆΣ̂σyˆ Σ̂σzˆ 〉 (−,−,−,−,−,+)
Table 9.5: The seven orthogonal states of the form (9.113) that are excluded based on
Eqs. (9.122), (9.126), (9.123), and (9.128), as well as the eigenvalues of these states under
the ψ-string and membrane operators. The notation for states and eigenvalues is as in
Table 9.3.
operator of the 3 × 8 operators of the form (9.118) on |1〉 must be excluded from the
ground-state manifold. This is sufficient to eliminate 24 of the 44 “extra” states of the
form (9.113) that are not in the Table 9.3. These eliminated states are listed in Table 9.4.
The second class of operators arises when we consider products of two perpendicular
membranes, e.g.,
Σ̂σzˆ Σ̂
σ
xˆ, Σ̂
σ
zˆ Σ̂
σ
yˆ , Σ̂
σ
xˆ Σ̂
σ
yˆ , (9.121a)
as well as products of the form
Σ̂σaˆ Σ̂
σ
bˆ
Ô, (9.121b)
where aˆ, bˆ = xˆ, yˆ, zˆ, for aˆ 6= bˆ and any operator Ô that commutes with Σ̂σaˆ and Σ̂σbˆ . It turns
out that the operators Σ̂σzˆ Σ̂
σ
xˆ and Σ̂
σ
zˆ Σ̂
σ
yˆ can also be handled using minor variations on the
calculation presented in Eqs. (9.77) and (9.78) of Sec. 9.3.3.2. Specifically, one can show
the relations
Σ̂σzˆ Σ̂
σ
aˆ = e
+iNaˆ⊥
pi
4 ̂˜Σσ′aˆ Σ̂σzˆ , (9.122a)
in the limit  → 0, for aˆ = xˆ, yˆ, and for xˆ⊥ = yˆ and yˆ⊥ = xˆ. The system-size-dependent
integers Nxˆ and Nyˆ are the number of wires contained in the path Pxˆ and Pyˆ, respectively.
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The operators
̂˜
Σσ′xˆ and
̂˜
Σσ′yˆ are again defined by direct analogy with the operator
̂˜
Γσ2 ap-
pearing in Eq. (9.78), i.e., by replacing any appearance of P̂
1
σ̂γ,M,J,r˜(z) σ̂γ,M,J,r˜(z + ) P̂1
with P̂ψ σ̂γ,M,J,r˜(z) σ̂γ,M,J,r˜(z + ) P̂ψ. The reason for which we use the primes here is
to distinguish these operators from
̂˜
Σσxˆ and
̂˜
Σσyˆ , where only some of the appearances of
P̂
1
σ̂γ,M,J,r˜(z) σ̂γ,M,J,r˜(z + ) P̂1 are replaced by P̂ψ σ̂γ,M,J,r˜(z) σ̂γ,M,J,r˜(z + ) P̂ψ. Regard-
less of these slight differences in definition, the operators
̂˜
Σσ′xˆ and
̂˜
Σσ′yˆ create excited states
when acting on the vacuum |Ω〉. Consequently, we have
P̂GSM ̂˜Σσ′aˆ P̂GSM = 0, (9.123a)
in the limit  → 0 for aˆ = xˆ, yˆ. The operator Σ̂σxˆ Σ̂σyˆ , which involves four σ̂ operators
per chiral channel contained in the intersection of the two membranes, can be treated
similarly. The exchange algebra of the membrane operators Σ̂σxˆ and Σ̂
σ
yˆ can be determined
by considering the diagram
 
 
 
 
z1
z2
z4
z3
, (9.124)
which obeys
 
 
 
 
= e+i
3⇡
4
       
  
. (9.125)
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The algebraic interpretation of this diagrammatic statement is
Σ̂σxˆ Σ̂
σ
yˆ = e
+i 3pi
4
̂˜
Σσyˆ
̂˜
Σσxˆ, (9.126)
in the limit → 0, where the operators ̂˜Σσyˆ and ̂˜Σσxˆ also appear in Eqs. (9.119). Explicitly,
we have [compare Eq. (9.106b)]
̂˜
Σσaˆ .
.=
 ∏
(γ,J,r˜)∈Paˆ⊥\(Paˆ⊥∩Paˆ)
Ûαγ,R,J,r˜=pi P̂1 σ̂γ,R,J,r˜(zγ,R,J,r˜;aˆ) σ̂γ,R,J,r˜(zγ,R,J,r˜;aˆ + ) P̂1

×
∏
(γ,J,r˜)∈Paˆ⊥∩Paˆ
Ûαγ,R,J,r˜=pi P̂ψ σ̂γ,R,J,r˜(zγ,R,J,r˜;aˆ) σ̂γ,R,J,r˜(zγ,R,J,r˜;aˆ + ) P̂ψ
(9.127a)
∼
 ∏
(γ,J,r˜)∈Paˆ⊥\(Paˆ⊥∩Paˆ)
Ûαγ,R,J,r˜=pi P̂1 σ̂γ,R,J,r˜(zγ,R,J,r˜;aˆ) σ̂γ,R,J,r˜(zγ,R,J,r˜;aˆ + ) P̂1

×
∏
(γ,J,r˜)∈Paˆ⊥∩Paˆ
Ûαγ,R,J,r˜=pi ψ̂γ,R,J,r˜(zγ,R,J,r˜;aˆ) + · · · ,
(9.127b)
for aˆ = xˆ, yˆ and for infinitesimal  > 0 (recall that xˆ⊥ = yˆ and yˆ⊥ = xˆ), where in the
second line we have performed the OPE in the wires where the two membranes intersect.
Thus, the chiral channel in which the two membranes intersect [see Fig. 9.7(b)] contains a
pair of fermion excitations due to the product ψ̂γ,R,J,r˜(zγ,R,J,r˜;yˆ) ψ̂γ,R,J,r˜(zγ,R,J,r˜;xˆ). Note
that the points zγ,R,J,r˜;yˆ and zγ,R,J,r˜;xˆ are arbitrary, and thus that the fermion excitations
ψ̂γ,R,J,r˜(zγ,R,J,r˜;yˆ) and ψ̂γ,R,J,r˜(zγ,R,J,r˜;xˆ) can be separated by arbitrarily large distances
along the z-axis. Consequently, we have
P̂GSM Σ̂σxˆ Σ̂σyˆ P̂GSM = e+i
3pi
4 P̂GSM ̂˜Σσyˆ ̂˜Σσxˆ P̂GSM = 0, (9.128)
in the limit → 0. Using Eqs. (9.122), (9.126), (9.123), and (9.128), one can show that the
seven states listed in Table 9.5 are eliminated from the ground-state manifold.
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State Eigenvalues
|Σ̂σxˆΣ̂σyˆ Σ̂σzˆ Γ̂σxˆ〉 (−,−,−,+,−,+) |Σ̂σxˆΣ̂σyˆ Σ̂σzˆ Γ̂σyˆ 〉 (−,−,−,−,+,+) |Σ̂σxˆΣ̂σyˆ Σ̂σzˆ Γ̂σzˆ 〉 (−,−,−,−,−,−)
|Σ̂σxˆΣ̂σyˆ Γ̂σxˆΓ̂σyˆ 〉 (−,−,+,+,+,+) |Σ̂σxˆΣ̂σzˆ Γ̂σxˆΓ̂σzˆ 〉 (−,+,−,−,−,−) |Σ̂σyˆ Σ̂σzˆ Γ̂σyˆ Γ̂σzˆ 〉 (+,−,−,−,−,−)
|Σ̂σxˆΣ̂σyˆ Γ̂σxˆΓ̂σyˆ Γ̂σzˆ 〉 (−,−,+,+,+,−) |Σ̂σxˆΣ̂σzˆ Γ̂σxˆΓ̂σyˆ Γ̂σzˆ 〉 (−,+,−,−,+,−) |Σ̂σyˆ Σ̂σzˆ Γ̂σxˆΓ̂σyˆ Γ̂σzˆ 〉 (+,−,−,+,−,−)
|Σ̂σxˆΣ̂σyˆ Σ̂σzˆ Γ̂σxˆΓ̂σyˆ 〉 (−,−,−,+,+,+) |Σ̂σxˆΣ̂σyˆ Σ̂σzˆ Γ̂σxˆΓ̂σzˆ 〉 (−,−,−,+,−,−) |Σ̂σxˆΣ̂σyˆ Σ̂σzˆ Γ̂σyˆ Γ̂σzˆ 〉 (−,−,−,−,+,−)
|Σ̂σxˆΣ̂σyˆ Σ̂σzˆ Γ̂σxˆΓ̂σyˆ Γ̂σzˆ 〉 (−,−,−,+,+,−)
Table 9.6: The 13 orthogonal states of the form (9.113) that are excluded based on ap-
propriate combinations of Eqs. (9.119), (9.120), (9.122), (9.126), (9.123), and (9.128), as
well as the eigenvalues of these states under the ψ-string and membrane operators. The
notation for states and eigenvalues is as in Table 9.3.
Finally, the 44 − 24 − 7 = 13 remaining “extra” states of the form (9.113) can also
be eliminated using appropriate combinations of Eqs. (9.119), (9.120), (9.122), (9.126),
(9.123), and (9.128). These states are listed in Table 9.6. In all cases, the reason for
elimination is the same: each state is created by acting on one of the states in Table 9.3
with an operator that creates an excess of fermion excitations.
To summarize, we have shown that of the 26 = 64 states labeled by the eigenvalues of
the ψ-string or ψ-membrane operators, only the 20 listed in Table 9.3 truly reside in the
ground-state manifold once the exchange algebra of the σ-string and σ-membrane operators
is taken into account. This exchange algebra is highly nontrivial, because reordering a
product of σ-string and/or σ-membrane operators not only produces simple multiplicative
phase factors, but enacts nontrivial unitary operations within the space spanned by the
operator products. As in the two-dimensional case discussed in Sec. 9.3.3.2, this reduction
of the number of states in the ground-state manifold from the naive value lies at the heart
of the distinction between Abelian and non-Abelian topological states of matter.
9.5 Surface theory
Let us now remove the periodic boundary conditions imposed in the previous section
and replace them with boundary conditions that are open along the x-direction and pe-
riodic along the y-direction. The bulk of the (3+1)-dimensional coupled-wire theory then
possesses the “time-reversal” symmetry Teff,yˆ defined in Eq. (9.85b). In this case, the inter-
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Figure 9.9: (Color online) Surface of the coupled-wire theory with the inter-wire interac-
tions (9.84a) for the case of mixed periodic and open boundary conditions. The graphical
notation of Fig. 9.6 is used here. When open boundary conditions are imposed along the
x-direction, while periodic boundary conditions are imposed along the y- and z-directions,
the interactions (9.84a) leave gapless modes on the surfaces at x = 0 and x = Lx. The
purple bonds connecting chiral modes on the surface represent the interactions (9.130a) in
the SU(2)-symmetric limit (9.130b). When λ = λ′, the symmetry Teff,yˆ is present.
wire interaction (9.84a) is then not sufficient to gap all gapless su(2)k modes; there remain
gapless modes that are confined to the surfaces at x = 0 and x = Lx. In this section, we
investigate the fate of these gapless surface modes when they are coupled by marginally
relevant current-current interactions. From now on, we shall only consider the surface at
x = 0.
The surface at x = 0 supports gapless modes that can be represented by a quadratic
form for the currents that generate the copy γ = 1 of the su(2)k affine Lie algebra with the
M-moving currents Jaγ=1,M,y (the label γ = 2 applies to the surface x = Lx, see Fig. 9.9).
From now on, we will drop the explicit reference to the label γ = 1. Hence, the Hamiltonian
density for the gapless modes on the surface at x = 0 is the linear combination
Hx=0 ..= 2pi
(
TL,A,x=0[su(2)k] + TR,B,x=0[su(2)k]
)
, (9.129a)
where
TM,J,x=0[su(2)k] =
1
2 + k
Ly∑
y=0
′ 3∑
a=1
JaM,J,y J
a
M,J,y (9.129b)
299
is the energy-momentum tensor for the M-moving mode on sublattice J . Here, the priming
of the sum over y indicates that only even wires are to be summed over. Summing only
over even y and over J = A,B accounts for the “dangling” gapless modes on the x = 0
surface that do not couple to any neighbors via the couplings depicted in Fig. 9.6 when
open boundary conditions are imposed in the x-direction. We assume that Ly is odd, so
that the total number of wires (i.e., Ly + 1) is even.
The surface theory at x = 0, whose energy-momentum tensor has the chiral components
(9.129), can be viewed as a conformal field theory in (1+1)-dimensional spacetime with an
extensive central charge. We would like to decrease this central charge to a finite number
in the thermodynamic limit (Ly →∞). To this end, we perturb the gapless theory (9.129)
with the interactions
Lbs,x=0 = −
Ly∑
y=0
′ 3∑
a=1
(
λaJaR,y J
a
L,y+1 + λ
′ aJaL,y+1 J
a
R,y+2
)
. (9.130a)
To investigate the nature of the surface more closely, we allow the possibility that this
surface interaction breaks explicitly the SU(2) symmetry. The choices
λ ≡ λa, λ′ ≡ λ′ a, a = 1, 2, 3, (9.130b)
restore the explicit SU(2) symmetry of the bulk. These couplings are depicted in Fig. 9.9.
For the isotropic point (9.130b), it is readily shown that there are two gapped phases,
one for λ > λ′ ≥ 0 and one for 0 ≤ λ < λ′, that are related to one another by the “time-
reversal” symmetry Teff,yˆ defined in Eq. (9.85b). Indeed, when λ′ = 0 and λ > 0 (or vice
versa) the interactions (9.130a) are marginally relevant, flowing to strong coupling and
opening a gap, as they do in the bulk. Furthermore, if we define a “magnetic” domain wall
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at y = 0 by allowing λ and λ′ to acquire the y-dependent profiles
λy =

λ−∞ > 0, if y < 0,
0, otherwise,
(9.131a)
and
λ′y =

0, if y < 0,
λ′−∞ > 0, otherwise,
(9.131b)
respectively, one finds that a single chiral su(2)k current is localized at the domain wall.
This is reminiscent of the surface physics of the usual 3D TI, where a domain wall between
different TRS-broken regions on the surface binds a chiral u(1)1 current (i.e., a chiral Dirac
fermion mode). In the present setting, the role of TRS is played by the non-onsite symmetry
operation Teff,yˆ. This non-onsite implementation of TRS is an artifact of the coupled-wire
construction; this is also the case, for example, in the coupled-wire constructions presented
in Refs. [216] and [217]. However, we expect that an analogous family of phases with an
onsite implementation of TRS exists.
The remainder of this section is devoted to elucidating the nature of the surface theory
for the Teff,yˆ-symmetric (but not necessarily SU(2)-symmetric) case
λa = λ′a, a = 1, 2, 3. (9.132)
First, we present a one-loop renormalization group (RG) analysis, valid for small magni-
tudes of λa and λ′ a with a = 1, 2, 3. This analysis sheds light on the phase diagram of
the surface, particularly on the response of the surface theory to SU(2)-breaking perturba-
tions. Next, we shall present a mean-field analysis of the surface theory for the case k = 2.
This analysis demonstrates that the point λ = λ′ > 0, a strongly interacting quantum field
theory when expressed in terms of the original fermionic modes, is a continuous critical
point that can be described by two noninteracting modes. The first mode is a gapless
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complex-valued fermion realizing a single Dirac cone in the low-energy limit. The second
mode is a gapless real-valued fermion realizing a single Majorana cone in the low-energy
limit. These low-energy modes are surface states of the su(2)2 coupled-wire theory that
are protected by the symmetry Teff,yˆ.
9.5.1 One-loop RG analysis
We now perform a one-loop RG analysis of the surface interaction (9.130a) in the
presence of both λa and λ′ a with a = 1, 2, 3 under the assumption that these couplings
are small. Hence, the bare surface interaction (9.130a) is a small perturbation to the
critical surface theory with the energy-momentum tensor (9.129). The RG calculation
itself is standard, and makes use of the current-current OPEs (9.14) (see, e.g., [291]). The
resulting RG equations describing the flow of the couplings λa and λ′a as functions of the
cutoff length scale ` are
dλa
d`
= +2pi λb λc, (9.133a)
dλ′ a
d`
= +2pi λ′ b λ′ c, (9.133b)
for 1 ≤ a < b < c ≤ 3 and cyclic permutations thereof. Note that at the SU(2)-symmetric
point (9.130b), the RG flows (9.133) indicate that the couplings λ and λ′ are marginally
relevant, as is the case in the bulk.
The one-loop renormalization-group flows for the triplet λ1 λ2, and λ3 have decoupled
from those of the triplet λ′ 1, λ′ 2, and λ′ 3; in fact, they are identical at the one-loop level.
We expect this to be true to all orders in perturbation theory, since the interaction (9.130a)
is form-invariant under composing the transformation Teff,yˆ with the interchange of λa and
λ′a. Thus, if the flow starts from an initial condition such that λa = λ′a for all a = 1, 2, 3
(as must be the case for a surface that does not explicitly break the symmetry Teff,yˆ), the
asymmetry λ − λ′ = 0 for all ` > 0. If initial conditions are chosen such that λa, λ′a > 0
for all (or even, as we shall see below, for only some) a = 1, 2, 3, then all couplings λa and
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Figure 9.10: One-loop renormalization group flows (9.134b).
λ′a flow to infinity. For initial conditions that do not respect the symmetry Teff,yˆ, then we
expect this strong-coupling fixed point to break the symmetry as well.
We now focus on the Teff,yˆ-symmetric case (λa = λ′a for all a = 1, 2, 3) and investigate
the fate of SU(2) symmetry under the RG flows (9.133). By analyzing vector field plots for
the differential equations (9.133), one can convince oneself that the strong-coupling fixed
point reached from initial conditions λa > 0 for a = 1, 2, 3 is in fact SU(2)-symmetric.
Thus, even if the initial conditions do not satisfy the conditions (9.130b), the strong-
coupling fixed point does. We will illustrate this below for the U(1)-symmetric case, which
is easier to visualize as the phase diagram is then two- rather than three-dimensional.
Let us analyze in greater detail the Teff,yˆ- and U(1)-symmetric case
λa = λ′ a, λ1 = λ2 ≡ λ⊥, λ3 ≡ λ‖, (9.134a)
for which the one-loop renormalization-group flows (9.133) simplify to
dX
d`
= +2pi Y 2,
dY
d`
= +2piX Y, (9.134b)
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where either (X,Y ) = (λ‖, λ⊥) or (X,Y ) = (λ
′
‖, λ
′
⊥). (Recall that the RG flows of λ
a and
λ′ a are decoupled.) These one-loop renormalization-group flows are shown in Fig. 9.10.
The separatrix X2 − Y 2 = 0 is typical of the Kosterlitz-Thouless renormalization group
flows. The RG flow diagram in Fig. 9.10 indicates that the fixed points for the interacting
surface modes when λa = λ′ a are (i) the SU(2)-symmetric strong-coupling fixed point
λa = λ′ a ≡ λ→∞, (9.135)
(ii) the strong-coupling fixed point
− λ1 = −λ′ 1 = −λ2 = −λ′ 2 = λ3 = λ′ 3 ≡ λ→∞, (9.136)
that follows from performing a global SU(2) rotation by pi/2 about the quantization axis,
and (iii) the line of fixed points
λ1 = λ′ 1 = λ2 = λ′ 2 = 0, λ3 = λ′ 3 ≡ λ‖ < 0. (9.137)
Case (i) [and, upon making a global SU(2) rotation, case (ii)] is the SU(2)-isotropic strong-
coupling fixed point discussed earlier. Cases (i) and (ii) dominate the phase diagram in
the sense that any initial conditions in three of the four quadrants of the X-Y plane will
lead to one of those strong-coupling fixed points.
The line of stable fixed points in case (iii) constitutes what we call a “sliding parafermion
liquid” (SPL) This set of fixed points is gapless–even if the wires are initially coupled with
some finite values of λ⊥ and λ‖, the wires decouple as the theory flows to the IR. (The use
of the term “parafermion” refers to the fact that the decoupled chiral su(2)k CFTs contain
parafermion degrees of freedom.) Thus, the SPL resembles the so-called “sliding Luttinger
liquids,” which are another class of non-Fermi liquid in (2+1) dimensions [48–52]. These
sliding phases have in common the fact that certain classes of perturbations are either
irrelevant or marginally irrelevant and hence flow to zero in the IR. It would be interesting
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to investigate the SPL phase in more detail, but at present such a study is beyond the
scope of this work.
In summary, we have shown that, for a variety of initial conditions on the couplings
λa = λ′a, the interactions (9.130a) lead to an SU(2)-symmetric strong-coupling RG fixed
point, even if the interaction itself breaks SU(2) symmetry explicitly. The SU(2)-broken
fixed points (like the SPL) may constitute interesting strongly-correlated gapless phases
(i.e., non-Fermi liquids).
9.5.2 Mean-field theory for k = 2
Having established the stability of the SU(2)-symmetric strong-coupling fixed point, we
now wish to investigate the nature of this fixed point. Specifically, we would like to know
whether this fixed point is gapped or gapless when the symmetry Teff,yˆ is not explicitly
broken. This is equivalent to asking whether the phase transition between the two Teff,yˆ-
conjugate gapped phases λ > λ′ ≥ 0 and 0 ≤ λ < λ′ is first- or second-order. Moreover,
we would like to determine whether the symmetry Teff,yˆ might be spontaneously broken by
the interacting surface theory. For general k, the answers to these questions are difficult to
determine. Rewriting the interaction (9.130a) at the SU(2)-symmetric point (9.130b) in
terms of the parafermion representation (9.15) recasts it as a correlated hopping process
like (9.17). However, unlike in the Teff,yˆ-breaking case studied in Sec. 9.3, the current-
current interactions on neighboring bonds do not commute for general k, owing to the
presence of the nonzero couplings λ′ = λ. Furthermore, since not all su(2)k CFTs admit a
free-field description, performing detailed calculations is intractable in general. (Although
it may be possible to make progress using certain methods from the theory of integrable
systems, like the thermodynamic Bethe ansatz, which has been used to study perturbed
su(2)k and Zk CFTs [280, 292].)
However, the case k = 2 is special, for it is the simplest nontrivial example in which
the su(2)k current algebra has a free-fermion representation. In the k = 2 case, we can
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rewrite the su(2)2 current operators as [see also Eqs. (9.15) for k = 2]
Ĵ+M,y =
√
2 ψ̂M,y ξ̂M,y, (9.138a)
Ĵ−M,y =
√
2 ξ̂ †M,y ψ̂M,y (9.138b)
Ĵ3M,y = i
1√
2
∂M φ̂M,y. (9.138c)
Here, ψ̂M,y is an M-moving real (Majorana) fermion operator with M = L,R standing
for left and right, respectively. They create and annihilate M-moving complex (Dirac)
fermions, respectively. Moreover, they are related to the chiral boson operators φ̂M,y
through the vertex operator
ξ̂M,y =.
. : e+i
√
1/2 φ̂M,y :, (9.138d)
where M = L,R. Finally, the chiral currents Ĵ3M,y can be reexpressed in terms of the pair
of Dirac fermion operators ξ̂†M,y and ξ̂M,y using the bosonization identity
ρ̂M,y .
.= ξ̂†M,y ξ̂M,y ≡ −
1
2pi
√
2
∂Mφ̂M,y, (9.138e)
where M = L,R and (−1)R = −(−1)L ≡ 1, that defines the two chiral fermionic densities.
Note that the wire-dependence of the chiral bosonic commutation relations (9.15h) was
chosen so as to ensure that fermionic vertex operators in different wires anticommute at
equal times. The same is true for the Majorana fermions, owing to Eq. (9.15e) with k = 2.
The representation (9.138) is a free-fermion representation because it can be used to
rewrite the kinetic contribution (9.129) in terms of two decoupled sectors of noninteracting
fermions, one for the real (Majorana) fermions and one for the complex (Dirac) fermions.
This is to say that one can use fermionic coherent states to represent the partition function
associated with the Hamiltonian (9.129) as a path integral over Grassmann variables with
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the free Lagrangian density [293]
L0,x=0 ..=
Ly∑
y=0
′
2
(
ψL,y+1 i∂LψL,y+1 + ψR,y i∂RψR,y
)
+
Ly∑
y=0
′
2
(
ξ∗L,y+1 i∂LξL,y+1 + ξ
∗
R,y i∂RξR,y
)
.
(9.139)
Here, we have set the velocities in the z-direction to unity. Passing to a Lagrangian
formulation of the problem provides an enormous simplification relative to the case of
general k > 2, where there is no such formulation.
With the free-fermion representation (9.138) in hand, we can now embark on a “tra-
ditional” mean-field analysis of the interacting problem in which neighboring wires are
coupled via the current-current interactions. This will allow us to address the question
of whether the surface theory is truly critical, as well as that of whether the interacting
surface breaks spontaneously the symmetry Teff,yˆ.
In the fermionic representation (9.139), the current-current interaction (9.130a) between
nearest-neighbor wires on the surface takes the form
Lbs,x=0 = − λ
Ly∑
y=0
′ [ (
ξ∗L,y+1 ξR,y ψL,y+1 ψR,y + ξ
∗
R,y ξL,y+1 ψR,y ψL,y+1
)
− (2pi)2 ξ∗L,y+1 ξR,y ξ∗R,y ξL,y+1
]
+
(
λ→ λ′, R↔ L, y → y + 1) ,
(9.140)
where we have set λ⊥ = λ‖ ≡ λ and λ′⊥ = λ′‖ ≡ λ′ as we are considering the SU(2)-
symmetric limit. Next, we decouple this interaction with a Hubbard-Stratonovich trans-
formation. That is to say, for each directed bond 〈y, y+1〉, we introduce the complex-valued
auxiliary field ∆ξ,y(t, z), together with the real-valued auxiliary field ∆ψ,y(t, z). Similarly,
for each directed bond 〈y + 1, y + 2〉, we introduce the complex-valued auxiliary field
∆′ξ,y(t, z), together with the real-valued auxiliary field ∆
′
ψ,y(t, z). We then introduce the
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auxiliary Lagrangian density
Lauxbs,x=0 ..=
1
λ
Ly∑
y=0
′ [(
∆ξ,y + ∆ξ,y
)
∆ψ,y
−(2pi)2 (∆ξ,y ∆ξ,y + ∆ξ,y iλ ξ∗L,y+1 ξR,y −∆ξ,y iλ ξ∗R,y ξL,y+1)]
−
Ly∑
y=0
′ [(
i ξ∗R,y ξL,y+1 − i ξ∗L,y+1 ξR,y
)
∆ψ,y +
(
∆ξ,y + ∆ξ,y
)
iψL,y+1ψR,y
]
+
(
λ→ λ′, ∆ξ,ψ → ∆′ξ,ψ, i→ −i, R↔ L, y → y + 1
)
. (9.141)
The auxiliary Lagrangian density (9.141) reduces to the original Lagrangian density (9.140)
when the equations of motion for the auxiliary fields, namely,
∆ξ,y = −iλ ξ∗L,y+1 ξR,y, (9.142a)
∆ψ,y = +iλψL,y+1 ψR,y, (9.142b)
and similarly for the primed fields, are imposed. Note that the phases of the complex
auxiliary fields ∆ξ,y and ∆
′
ξ,y can be removed by a gauge transformation, e.g. ξR,y →
ei θ ξR,y.
Imposing the symmetry Teff,yˆ forces the constraints ∆ξ = ∆′ξ and ∆ψ = ∆′ψ among the
Hubbard-Stratonovich fields. However, it is important to remember that, within a mean-
field treatment of the theory with the interaction (9.141), Teff,yˆ-symmetry can be broken
spontaneously if Eqs. (9.142) develop vacuum expectation values that are not symmetric
under ∆ξ,ψ ↔ ∆′ξ,ψ. Checking the self-consistency of such spontaneous-symmetry-breaking
solutions is one of the primary goals of the present mean-field calculation.
At this point, the standard way to proceed is to integrate out both the Dirac fermions
ξM and the Majorana fermions ψM and then to solve for the saddle point of the effective
action involving only the Hubbard-Stratonovich fields. We first focus on the Majorana
contribution to Eq. (9.141). Taking the continuum limit in the y-direction and linearizing
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around ky = pi/2 yields the full Euclidean action
Saux mf ψx=0 .
.=
ˆ
dω
2pi
ˆ
d2k
(2pi)2
(
c∗k c−k
)iω + vξ ky kz − imξ
kz + imξ iω − vξ ky

 ck
c∗−k
 , (9.143a)
where we have transformed to Fourier space along each wire and defined the velocity and
mass
vξ .
.= 2
(
∆ξ + ∆
′
ξ
)
, mξ .
.= 2
(
∆ξ −∆′ξ
)
. (9.143b)
The action Saux mf ψx=0 is expressed in terms of complex fermions
ck .
.= cky(kz) (9.143c)
that are defined in terms of the Majorana fermions by
ψR,y = i
(
c∗y − cy
)
, ψL,y+1 = c
∗
y+1 + cy+1, (9.143d)
for any directed bond 〈y, y + 1〉 with y even, and
ψL,y+1 = c
∗
y + cy, ψR,y+2 = i
(
c∗y+1 − cy+1
)
, (9.143e)
for any directed bond 〈y + 1, y + 2〉 with y even, followed by taking the Fourier transform
cy(kz) .
.=
1√N
∑
ky
e+i ky y cky(kz). (9.143f)
A similar treatment of the Dirac contribution to Eq. (9.141) yields the full Euclidean action
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Saux mf ξx=0 .
.=
ˆ
dω
2pi
ˆ
d2k
(2pi)2
(
ξ∗R,k ξ
∗
L,k
) iω + kz +i vψ ky +mψ
−i vψ ky +mψ iω − kz

ξR,k
ξL,k
 ,
(9.144a)
where we have defined the velocity and mass
vψ .
.=
(
∆ψ + ∆
′
ψ
)− (2pi)2
2
vξ, (9.144b)
mψ .
.=
(
∆ψ −∆′ψ
)− (2pi)2
2
mξ, (9.144c)
where vξ and mξ are defined in Eq. (9.143b).
At this point, it is already possible to see that the surface theory
Saux mfx=0 .
.= Saux mf ξx=0 + S
aux mf ψ
x=0 (9.145)
for the case k = 2 will be gapless so long as Teff,yˆ is not broken spontaneously. This is
because the masses mξ and mψ vanish when ∆ξ = ∆
′
ξ and ∆ψ = ∆
′
ψ [see Eqs. (9.143b) and
(9.144c)]. Thus, what remains to be checked is that, upon integration over the fermions, the
saddle point of the resulting effective action has self-consistent solutions such that ∆ξ = ∆
′
ξ
and ∆ψ = ∆
′
ψ. Integrating out the real and complex fermions, we find the following set of
four self-consistency equations for the masses and velocities:
mψ =
4λλ′
λ+ λ′
ˆ
d2k
(2pi)2
mξ√
v2ξ k
2
y + k
2
z +m
2
ξ
− 2pi2mξ +
λ− λ′
λ+ λ′
(
vψ + 2pi
2 vξ
)
, (9.146a)
mξ =
4λλ′
λ+ λ′
ˆ
d2k
(2pi)2
mψ√
v2ψ k
2
y + k
2
z +m
2
ψ
+
λ− λ′
λ+ λ′
vξ, (9.146b)
vψ =
4λλ′
λ+ λ′
ˆ
d2k
(2pi)2
vξ k
2
y√
v2ξ k
2
y + k
2
z +m
2
ξ
− 2pi2 vξ +
λ− λ′
λ+ λ′
(
mψ + 2pi
2mξ
)
, (9.146c)
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vξ =
4λλ′
λ+ λ′
ˆ
d2k
(2pi)2
vψ k
2
y√
v2ψ k
2
y + k
2
z +m
2
ψ
+
λ− λ′
λ+ λ′
mξ. (9.146d)
Equations (9.146) constitute a set of four coupled self-consistency equations that must
be solved simultaneously for the four unknowns mξ, mψ, vξ, and vψ. For general values of
λ and λ′, this must be done numerically. We find that nontrivial solutions of Eqs. (9.146)
exist, and that they exhibit the following general features. When λ = λ′, we find that
mξ = mψ = 0 for all λ > 0. Thus, at the mean-field level, the surface of the su(2)2
non-Abelian coupled-wire construction is a gapless liquid with both Dirac and Majorana
degrees of freedom, so long as the symmetry Teff,yˆ is not broken explicitly. When λ 6= λ′,
we find solutions where the masses mξ and mψ 6= 0. This agrees with our earlier hypothesis
that the surface develops a gap when the symmetry Teff,yˆ is broken explicitly.
9.6 Conclusions
In this paper, we have shown how to construct a family of (3+1)-dimensional non-
Abelian topological phases. These phases inherit their non-Abelian character from the
underlying su(2)k CFTs that describe the constituent interacting fermionic quantum wires
in the decoupled limit. For the special case of su(2)2, we showed explicitly how to determine
the nature of the topological order by computing the ground-state degeneracy on the three-
torus. This calculation relies on the operator algebra of the underlying CFTs that furnish
the low-energy degrees of freedom for the coupled-wire construction, thus making explicit
the connection between these CFTs and the emergent topological phase. We also examined
the phase diagram of the surface for this family of topological phases, and showed explicitly
for the case of su(2)2 that they are gapless and protected by an analogue of TRS.
There are many open questions to be pursued in light of this work. First and foremost, it
would be interesting to determine what (3+1)-dimensional topological quantum field theory
describes the family of phases constructed here. In particular, one could ask whether and
how these phases could be represented within the Crane-Yetter/Walker-Wang construction.
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Another avenue to pursue would be to try to construct these phases via parton constructions
like the ones that have been carried out for some non-Abelian quantum Hall states [294,
295], and for the Abelian (3+1)-dimensional FTIs [199, 200]. Both of these approaches
would build confidence that the family of su(2)k topological phases constructed in this
work is truly a universality class of phases that can be realized in a variety of physical
settings (and not just using coupled wires).
Another interesting avenue to pursue would be to investigate more deeply the nature
of the su(2)k surface states for k > 2. While spontaneous breaking of the TRS analogue
(and the concomitant opening of a gap on the surface) is always a possibility, it could
be that these surface states constitute novel stable fractionalized non-Fermi liquid phases.
The investigation of this class of models would likely need to rely on nonperturbative
techniques, and could provide insights into conformal field theories in (2+1)-dimensional
spacetime.
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A The parafermion current algebra
We are going to review how the affine Lie algebra of level k = 1, 2, 3, · · · for the compact
connected Lie group SU(2) can be represented in terms of parafermions as was done by
Zamolodchikov and Fateev in Ref. [288].
312
A.1 Gaussian algebra
For any κ > 0, define the Euclidean action
S ..=
κ
2
ˆ
d2x (∂ϕ)2 (9.A1)
for the real-valued scalar field ϕ and the positive number 0 < κ ∈ R. Its two-point function
is
〈ϕ(x)ϕ(y)〉 = − 1
4piκ
ln |x− y|2 (9.A2)
up to an additive dimensionful constant that depends on the boundary condition imposed
on the Laplacian. If we trade the complex coordinates v ∈ C and w ∈ C in two-dimensional
Euclidean space for the Cartesian coordinates x ∈ R2 and y ∈ R2, respectively, then
|x− y|2 = (v − w) (v − w) (9.A3)
and
〈ϕ(x)ϕ(y)〉 = − 1
4piκ
[log(v − w) + log(v − w)] , (9.A4a)
〈∂vϕ(x)ϕ(y)〉 = −
1
4piκ
1
(v − w) , (9.A4b)
〈∂vϕ(x) ∂wϕ(y)〉 = −
1
4piκ
1
(v − w)2 , (9.A4c)
〈∂vϕ(x)ϕ(y)〉 = −
1
4piκ
1
(v − w) , (9.A4d)
〈∂vϕ(x) ∂wϕ(y)〉 = −
1
4piκ
1
(v − w)2 . (9.A4e)
There follows the chiral Abelian OPEs
∂vϕ(x)ϕ(y) = −
1
4piκ
1
(v − w) + · · · , (9.A5a)
∂vϕ(x) ∂wϕ(y) = −
1
4piκ
1
(v − w)2 + · · · , (9.A5b)
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∂vϕ(x)ϕ(y) = −
1
4piκ
1
(v − w) + · · · , (9.A5c)
∂vϕ(x) ∂wϕ(y) = −
1
4piκ
1
(v − w)2 + · · · , (9.A5d)
∂vϕ(x) ∂wϕ(y) = 0. (9.A5e)
The scaling dimension of the field ∂vφ is
∆∂vφ = 1. (9.A6)
Another set of chiral Abelian OPEs follows from making the Ansatz
ϕ(v, v) =..φL(v) + φR(v), (9.A7a)
〈∂vφL(v)φL(w)〉 = −
1
4pi κ
1
v − w, (9.A7b)
〈∂vφR(v)φR(w)〉 = −
1
4pi κ
1
v − w, (9.A7c)
〈φR(v)φL(w)〉 = 0, (9.A7d)
The holomorphic, φL, and antiholomorphic, φR, fields are uniquely defined up to the addi-
tion of holomorphic and antiholomorphic functions, respectively. One then deduces from
〈
e+iaφL(v) e−iaφL(w)
〉
=
1
(v − w) a24piκ
, (9.A8a)
〈
e+iaφL(v) e+iaφL(w)
〉
= 0, (9.A8b)〈
e+iaφR(v) e−iaφR(w)
〉
=
1
(v − w) a24piκ
, (9.A8c)
〈
e+iaφR(v) e+iaφR(w)
〉
= 0, (9.A8d)〈
e±iaφL(v) e±iaφR(w)
〉
= 0, (9.A8e)
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that
e+iaφL(v) e−iaφL(w) =
1
(v − w) a24piκ
+
ia
(v − w) a24piκ−1
(∂wφL)(w) + · · · , (9.A9a)
e+iaφR(v) e−iaφR(w) =
1
(v − w) a24piκ
+
ia
(z − w) a24piκ−1
(∂wφR)(w) + · · · , (9.A9b)
are the only chiral Abelian OPEs between the vertex fields e±iaφL(v) and e±iaφR(v) that are
proportional to the identity operator to leading order.
At last, we shall need the OPEs
∂vφL(v) e
+iaφL(w) = − ia
4piκ
1
(v − w) e
+iaφL(w) + · · · , (9.A10a)
∂vφR(v) e
+iaφR(w) = − ia
4piκ
1
(v − w) e
+iaφR(w) + · · · . (9.A10b)
In the following, we make the choice
κ =
1
8pi
. (9.A11)
With this choice, the conformal weights of the vertex fields exp
(
iaφL
)
and exp
(
iaφR
)
are
(ha, ha) ≡ (a2, 0), (ha, ha) ≡ (0, a2), (9.A12)
respectively. Moreover, the proportionality constant on the right-hand side of Eq. (9.A10)
is −2ai.
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A.2 Parafermion algebra
Let k = 0, 1, 2, · · · be a positive integer. Define the holomorphic conformal weights
∆l .
.=
l(k − l)
k
, l = 0, · · · , k − 1. (9.A13a)
We posit the family of k local parafermion fields
I,Ψ1(v), · · · ,Ψk−1(v), (9.A13b)
where I is the identity operator with the scaling dimension ∆0 ≡ 0. For any m,n =
0, · · · , k − 1, we impose the OPEs [288]
Ψm(v) Ψn(v
′) =
C
Ψm+n
ΨmΨn
Ψm+n(v
′)
(v − v′)∆m+∆n−∆m+n + · · ·
(9.A13c)
with the understanding that m+ n is defined modulo k, i.e.,
Ψ0 ≡ Ψk ≡ I. (9.A13d)
The complex-valued number C
Ψm+n
ΨmΨn
is called a structure constant. Demanding that the
OPEs for the parafermions are associative fixes this structure constant to be the positive
roots of [288]
(
C
Ψm+n
ΨmΨn
)2
=
Γ(m+ n+ 1) Γ(k −m+ 1) Γ(k − n+ 1)
Γ(m+ 1) Γ(n+ 1) Γ(k −m− n+ 1) Γ(k + 1) ,
(9.A13e)
provided the normalization conditions
C
Ψk
ΨmΨk−m
= 1, m = 0, · · · , k − 1 (9.A13f)
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are imposed.
An important consequence of (9.A13e) is the symmetry
C
Ψm+n
ΨmΨn
= C
Ψm+n
ΨnΨm
m,n = 0, · · · , k − 1, (9.A14)
under interchanging m and n. This is why
Ψn(v
′) Ψm(v) = (−1)∆m+n−∆m−∆n Ψm(v) Ψn(v′), (9.A15a)
where
∆m+n −∆m −∆n = −
2mn
k
≡ S(k)m,n. (9.A15b)
We shall call pi S
(k)
m,n the mutual (self) statistical angle between the parafermion m and the
parafermion n 6= m (when n = m).
Because the OPE between Ψm and Ψk−m gives the identity operator, we shall use the
notation
Ψ†m ≡ Ψk−m (9.A16a)
for m = 1, · · · , k − 1. The self statistical angle of the parafermion m is
S(k)m,m = −
2m2
k
. (9.A16b)
The self statistical angle of the parafermion k −m is
S
(k)
k−m,k−m = −
2(k −m)2
k
= S(k)m,m mod Z. (9.A16c)
The mutual statistics between parafermion m and k −m is
S
(k)
m,k−m = −
2m(k −m)
k
= −S(k)m,m mod Z. (9.A16d)
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A.3 Parafermion representation of the su(2)k current algebra
The su(2)k current algebra is defined by the holomorphic current algebra [284]
Ja(v) Jb(w) =
(k/2) δab
(v − w)2 +
iabc
(v − w) J
c(w) + · · · (9.A17)
for any a, b = 1, 2, 3 together with its antiholomorphic copy. Without loss of generality, we
consider only this holomorphic current algebra.
In the basis
J± ..= J1 ± iJ2, J3, (9.A18a)
the holomorphic current algebra (9.A17) reads
J±(v) J±(w) = 0 + · · · , (9.A18b)
J+(v) J−(w) =
k
(v − w)2 +
2
(v − w) J
3(w) + · · · , (9.A18c)
J3(v) J±(w) = ± 1
(v − w) J
±(w) + · · · , (9.A18d)
J3(v) J3(w) =
(k/2)
(v − w)2 + · · · . (9.A18e)
We are going to verify that this current algebra can be represented in terms of the Gaussian
boson φ from Sec. A.1 and the pair of parafermions Ψ1 ≡ Ψ and Ψk−1 ≡ Ψ† from Sec. A.2.
We make the Ansatz
J+(v) = N Ψ1(v) e+i
√
1
k
φ(v)
≡ N Ψ(v) e+i
√
1
k
φ(v)
, (9.A19a)
J−(v) = N e−i
√
1
k
φ(v)
Ψk−1(v)
≡ N e−i
√
1
k
φ(v)
Ψ†(v), (9.A19b)
J3(v) = i
√
k
2
(∂vφ)(v), (9.A19c)
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where we impose on ∂vφ the Gaussian algebra
∂vφ(v) ∂wφ(w) = −
2
(v − w)2 + · · · , (9.A20a)
while we impose on Ψ and Ψ† the parafermion algebra
Ψ(v) Ψ(w) =
CIΨΨ
(v − w)2(k−1)/k + · · · , (9.A20b)
Ψ†(v) Ψ†(w) =
CI
Ψ
†
Ψ
†
(v − w)2(k−1)/k + · · · , (9.A20c)
Ψ (v) Ψ†(w) =
1
(v − w)2(k−1)/k + · · · . (9.A20d)
The OPE (9.A18e) follows from the Ansatz (9.A19c) with the OPE (9.A20a). Because
of the OPE (9.A10), we have the OPE
∂vφ(v) e
±i
√
1
k
φ(w)
= ∓i
√
1
k
2
(v − w) e
±i
√
1
k
φ(w)
. (9.A21)
The OPE (9.A18d) follows from the Ansatz (9.A19) with the OPE (9.A21). We thus see
that the multiplicative factor
√
1/k entering the argument of the vertex fields exp(±i√1/k φ)
is fixed by the condition that the two currents have the holomorphic conformal weight one.
In turn, the normalization factor N is fixed by the following considerations. Because of
the OPEs (9.A13) and (9.A9), we have the OPE
J+(v) J−(w) =N 2 Ψ1(v) Ψk−1(w) e+i
√
1
k
φ(v)
e
−i
√
1
k
φ(w)
=
(
N 2
(v − w)1− 1k+1− 1k
+ · · ·
)
1
(v − w) 2k
(
1 + i
√
1
k
(v − w)(∂wφ)(w) + · · ·
)
=
N 2
(v − w)2 +
(2N 2/k)
(v − w) J
3(w) + · · · . (9.A22)
The leading singularity on the right-hand side of this OPE agrees with the one on the
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right-hand side of Eq. (9.A18c) if
N 2 = k. (9.A23)
Finally, the vanishing OPE (9.A18b) follows from the fact that the OPE between any two
vertex fields such that the C-valued prefactors to the fields φ(v) and φ(w) in the arguments
of the vertex fields are not of opposite sign, vanishes to leading order.
We close Sec. A.3 by observing that the Ansatz (9.A19) is not unique. Indeed, the
transformation
Ψ(v) 7→ Ψ(v) e+iα, (9.A24a)
Ψ†(v) 7→ Ψ†(v) e−iα, (9.A24b)
φ(v) 7→ φ(v)−
√
k α, (9.A24c)
leaves the su(2)k currents (9.A18a) invariant for any choice of the number α. The number
α is defined modulo 2pi and takes k inequivalent values 2pin/k, n = 0, · · · , k − 1.
B The Zk conformal field theory
The parafermions defined in Appendix A represent currents in the Zk conformal field
theory (CFT). The Zk CFT describes the long-wavelength properties of the critical point
of a two-dimensional lattice model of classical Zk spins. It is characterized by the primary
fields [284]
Φmn (v), m = 0, · · · , k, m+ n = 0 mod 2, (9.B1)
with n ∈ Z. The integer n must be restricted to the range (−m,m] using the relations
Φmn (v) ≡ Φmn+2k(v) ≡ Φk−mn−k (v). (9.B2)
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Hence, the number of unique primary fields for a given k is restricted. The holomorphic
conformal weight of the primary field Φmn (v) is given by [284]
∆mn .
.=
m(m+ 2)
4(k + 2)
− n
2
4k
, (9.B3)
which is nonnegative for −m < n ≤ m. Among the primary fields Φmn (v), there are the
so-called “identity field”
1 ..= Φ00, (9.B4a)
the “twist fields”
σm .
.= Φmm, m = 1, · · · , k − 1, (9.B4b)
and the parafermions
Ψm .
.= Φ02m ≡ Φk2m−k, m = 1, · · · , k − 1, (9.B4c)
which were introduced in Appendix A. The twist fields are of particular importance, as
they are the continuum analogues of the lattice Zk spins.
The Zk primary fields obey the “fusion algebra” [284]
Φmn × Φm
′
n′ =
min(m+m′,2k−m−m′)∑
l=|m−m′|
l+m+m′=0 mod 2
Φln+n′ . (9.B5a)
This fusion algebra is a shorthand notation for the OPEs
Φmn (v) Φ
m′
n′ (w) =
min(m+m′,2k−m−m′)∑
l=|m−m′|
l+m+m′=0 mod 2
C
Φl
n+n′
Φmn Φ
m′
n′
(v − w)Sm m
′ l
n n′ (n+n′) Φln+n′(v), (9.B5b)
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where
Sm m
′ l
n n′ (n+n′) .
.= ∆ln+n′ −∆mn −∆m
′
n′ , (9.B5c)
and the structure constants C
Φl
n+n′
Φmn Φ
m′
n′
are fixed by associativity of the algebra. The quantity
2pi Sm m
′ l
n n′ (n+n′) is the phase acquired, in the channel where m and m
′ fuse to l, when the
complex coordinate v is rotated around the complex coordinate w.
B.1 Example: Z2 (Ising CFT)
When the conditions (9.B2) are imposed, the Z2 CFT (also known as the Ising CFT, as
it describes the critical point of the classical Ising model in two dimensions) has the three
primary fields
1, σ1 ≡ σ, Ψ1 ≡ ψ. (9.B6)
According to Eq. (9.B3), their holomorphic conformal weights are
∆1 = 0, ∆σ .
.=
1
16
, ∆ψ =
1
2
, (9.B7)
respectively. According to Eq. (9.B5a), the primaries obey the fusion algebra
σ × σ = 1+ ψ, (9.B8a)
ψ × ψ = 1, (9.B8b)
σ × ψ = σ, (9.B8c)
in addition to the trivial fusion rules
1× a = a (9.B8d)
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for a = 1, σ, ψ.
C Commutation between string operators and the Hamiltonian; “Ana-
lytic” proof of state exclusion for the 2D case
C.1 Introduction
We are given the Hamiltonian
Ĥbs .
.=
Lzˆ
0
dz Ĥbs (9.C1)
and we are told that it commutes with two nonlocal operators Γ̂ψ1 and Γ̂
ψ
2 . Moreover, we
are told that Γ̂ψ1 and Γ̂
ψ
2 commute pairwise. Hence, we can label any eigenstate of the
Hamiltonian Ĥbs by the simultaneous eigenvalues ω
ψ
1 and ω
ψ
2 of the operators Γ̂
ψ
1 and Γ̂
ψ
2 .
In particular, we can label the basis for the ground-state manifold by
{|ωψ1 , ωψ2 , · · · 〉} (9.C2)
where the · · · allow for additional sources of degeneracies. We shall demand that this basis
is orthonormal.
In order to establish the set to which the eigenvalues ωψ1 and ω
ψ
2 belong, we note that
we are given two nonlocal operators
Γ̂σ1 (z) .
.=
Ly∏
y=0
σ̂L,y(z) σ̂R,y(z), (9.C3a)
and
Γ̂σ2,y(z0, ) .
.= exp
(
i
2
√
2
Lzˆ
0
dz ∂zφ̂R,y(z)
)
× P̂1 σ̂R,y(z0) σ̂R,y(z0 + ) P̂1
(9.C3b)
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≡ Û × P̂1 σ̂R,y(z0) σ̂R,y(z0 + ) P̂1. (9.C3c)
The operator Γ̂σ1 is a discrete product of a countable number of operators acting along a
closed y-cycle of the two-torus. It requires no regularization for its definition, and it is
nonunitary. It anticommutes with Γ̂ψ2 , and commutes with Γ̂
ψ
1 and with the Hamiltonian
(9.C1). In contrast, the operator Γ̂σ2,y(z0, ) is a nonlocal operator defined within one chiral
channel of the wire y. It acts along an open string (with base point z0, along the z-cycle
coinciding with wire y) that fails to close by the infinitesimal amount  > 0. It is nonunitary
and it anticommutes with Γ̂ψ1 in the limit → 0.
If both Γ̂σ1 (z) and lim→0 Γ̂σ2,y(z0, ) were to commute with the Hamiltonian, then so
would their product. The ground-state manifold would then be four-dimensional, with the
orthogonal basis
|Ω, · · · 〉 ..= |ωψ1 , ωψ2 , · · · 〉, (9.C4a)
Γ̂σ1 (z) |Ω, · · · 〉 ≡ N1 |ωψ1 ,−ωψ2 , · · · 〉, (9.C4b)
lim
→0
Γ̂σ2,y(z0, ) |Ω, · · · 〉 ≡ N2 | − ωψ1 , ωψ2 , · · · 〉, (9.C4c)
Γ̂σ1 (z)
[
lim
→0
Γ̂σ2,y(z0, ) |Ω, · · · 〉
]
≡ N12 | − ωψ1 ,−ωψ2 , · · · 〉, (9.C4d)
· · · . (9.C4e)
We demand that the states on the left-hand side can be normalized. This can only be
achieved if the normalizations N1, N2, and N12 are neither zero nor infinity, for the basis
(9.C2) is orthonormal by assumption. Here, we had to introduce three normalization
factors to account for the fact that none of the operators Γ̂σ1 (z), Γ̂
σ
2,y(z0, ), and Γ̂
σ
1 (z) ×
[lim→0 Γ̂σ2,y(z0, )] are nonunitary. However, the logical possibility that one or more of
these normalizations are zero or infinity cannot be excluded. In this appendix, we will
assume N1 and N2 to be nonvanishing and finite. This assumption amounts to choosing
the “highest-weight state” (9.C4a) appropriately. The quantity N12 could be determined
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by direct calculation, provided that the explicit form of the state |Ω, · · ·〉 is known. Since
we do not have this knowledge, we leave its value unspecified for the moment.
Given that we do not know the value of N12, we proceed by an alternate route. This
line of reasoning makes use of the fact that it is not correct to think of the operator
lim→0 Γ̂σ2,y(z0, ) as commuting with the Hamiltonian (9.C1). It is a nonlocal operator
that changes the topological sector of the state on which it acts, and can potentially
exhibit different limiting behavior as a function of  when acting on states belonging to
different topological sectors. Thus, the limit → 0 must be treated carefully; the operators
Γ̂σ2,y(z0, ) and Γ̂
σ
1 can interact highly nontrivially with one another in this limit, as we shall
see. Indeed, instead of the set of states (9.C4), we can also consider the following set of
states,
|Ω, · · · 〉 ..= |ωψ1 , ωψ2 , · · · 〉, (9.C5a)
|Γ̂σ1 , · · ·〉 ..= Γ̂σ1 (z) |Ω, · · · 〉, (9.C5b)
|Γ̂σ2 , · · ·〉 ..= lim
→0
Γ̂σ2,y(z0, ) |Ω, · · ·〉 , (9.C5c)
|Γ̂σ1 Γ̂σ2 , · · ·〉 ..= lim
→0
[
Γ̂σ1 (z) Γ̂
σ
2,y(z0, ) |Ω, · · ·〉
]
. (9.C5d)
The only difference between the states (9.C5) and the states (9.C4) is that the limit → 0
is taken after forming the product Γ̂σ1 Γ̂
σ
2,y(z0, ) in Eq. (9.C5d). We adopt the point of
view that the dimension of the ground-state manifold of the Hamiltonian (9.C1) cannot
depend on the choice of when [i.e., before or after forming the product Γ̂σ1 Γ̂
σ
2,y(z0, )] the
limit  → 0 is taken. Hence, the number of ground states present in Eqs. (9.C4) and
(9.C5) must agree with one another. For this reason, we ask how many of the states
(9.C5) are indeed ground states of the interaction (9.C1). This allows us to scrutinize the
limiting behavior of operator products without losing important information related to the
nonlocality of its constituent operators. We will show that the state (9.C5d) cannot be
in the ground-state manifold of the interaction (9.C1). Logical consistency then demands
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that N12 = 0 or∞ in Eqs. (9.C4), as these are the only two possibilities that would exclude
the state (9.C4d) from the ground-state manifold.
The nonunitary operator Γ̂σ2,y(z0, ) does not commute with the interaction Ĥbs defined
by Eq. (9.C1). The purpose of this appendix is to determine whether the states (9.C5c) and
(9.C5d), which involve taking the limit → 0, indeed belong to the ground-state manifold
of the interaction (9.C1) once this limit is taken. More precisely, we define
[
Ĥbs, Γ̂
σ
2,y(z0, )
]
=.. D̂2,y(z0, ), (9.C6a)
where the operator D̂2,y(z0, ) is nonlocal, as we shall see below, and nonvanishing in
general. We further define
[
Ĥbs, Γ̂
σ
1 (z) Γ̂
σ
2,y(z0, )
]
= Γ̂σ1 (z) D̂2,y(z0, )
=.. D̂12,y(z, z0, ).
(9.C6b)
We are going to show that
lim
→0
D̂2,y(z0, ) |Ω, · · ·〉 = 0, (9.C7a)
Equation (9.C7a) is equivalent to the statement
lim
→0
[
Ĥbs, Γ̂
σ
2,y(z0, )
]
|Ω, · · ·〉 = (Ĥbs − EΩ) |Γ̂σ2 , · · ·〉 = 0, (9.C7b)
where EΩ is the energy eigenvalue of the state |Ω, · · ·〉. From this it immediately follows that
the state |Γ̂σ2 , · · ·〉 indeed belongs to the ground-state manifold of the interaction (9.C1).
We are also going to show that the state
lim
→0
D̂12(z, z0, ) |Ω, · · ·〉 (9.C8a)
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has infinite norm as z → z0. Equation (9.C8a) is equivalent to the statement that
lim
z→z0
lim
→0
[
Ĥbs, Γ̂
σ
1 (z) Γ̂
σ
2,y(z0, )
]
|Ω, · · ·〉
= lim
z→z0
(
Ĥbs − EΩ
)
|Γ̂σ1 Γ̂σ2 , · · ·〉
(9.C8b)
is a state with infinite norm. That this divergence occurs as z → z0 is especially problem-
atic. In order for the product Γ̂σ1 (z)Γ̂
σ
2,y(z0, ) of string operators to yield a topologically-
degenerate ground state when acting on the state |Ω, · · ·〉, the resulting state cannot depend
on the quantities z and z0 in an observable way in the limit  → 0. If this were the case,
then the states |Ω, · · ·〉 and |Γ̂σ1 Γ̂σ2 , · · ·〉 could be distinguished by simply evaluating the
string operator Γ̂σ1 (z) near the point z = z0. Hence, proving Eq. (9.C8a) will allow us to
conclude that the state |Γ̂σ1 Γ̂σ2 , · · ·〉 does not belong to the ground-state manifold of the
interaction (9.C1).
We are left with the conclusion of the paper, namely that the ground-state manifold of
the interaction (9.C1) includes the states (9.C5a) –(9.C5c), and excludes the state (9.C5d).
From now on, we ignore the · · · representing additional degeneracies for the ground-state
manifold.
C.2 Calculation
We first prove Eq. (9.C7a). We begin by calculating D̂2,y(z0, ), setting the base point
z0 = 0 without loss of generality. (Indeed, no physical quantity should depend on the
choice of base point z0 for a z-cycle.) For finite  > 0, we have
Ĥbs Γ̂σ2,y(0, ) = Γ̂σ2,y(0, ) Ĥbs ×

+1, z > ,
+i, z = ,
−1, z < .
(9.C9)
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We now use the definition (9.C6a), along with the identity
Â B̂ = B̂ Â f(z, ) ⇐⇒
[
Â, B̂
]
= B̂ Â [f(z, )− 1] , (9.C10)
which gives
D̂2,y(0, ) = − 4i
ˆ
0
dz sin
(
1√
2
(
φ̂R,y(z)− φ̂L,y+1(z)
))
× Û ψ̂L,y+1(z) ψ̂R,y(z) P̂1 σ̂R,y(0) σ̂R,y() P̂1,
(9.C11)
up to a contribution from the set of measure zero where z = , which we will ignore.
To prove Eq. (9.C7a), we compute the leading contribution to D̂2() as  → 0. For 
infinitesimal, we may replace the integral in Eq. (9.C11) by the value of the integrand at
the midpoint of the integration domain,
D̂2,y(0, ) ≈− 4i  sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
× Û ψ̂L,y+1
( 
2
)
ψ̂R,y
( 
2
)
P̂1 σ̂R,y(0) σ̂R,y() P̂1.
(9.C12)
We now perform the (equal-time) OPE
sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
Û = sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
× exp
(
i
2
√
2
Lzˆ
0
dz ∂z φ̂R,y(z)
) (9.C13)
Inserting the OPEs
lim
→0
e
+ i√
2
φ̂R,y(

2)e
− i
2
√
2
φ̂R,y(0) ∼ 1
1/2
e
+ i
2
√
2
φ̂R,y(

2
)
, (9.C14a)
lim
→0
e
+ i
2
√
2
φ̂R,y(Lz)e
− i√
2
φ̂R,y(

2) ∼ 1
1/2
e
− i
2
√
2
φ̂R,y(

2
)
, (9.C14b)
lim
→0
e
+ i
2
√
2
φ̂R,y(Lz)e
+ i
2
√
2
φ̂R,y(

2
) ∼ 1/4 e+ i√2 φ̂R,y( 2 ), (9.C14c)
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lim
→0
e
− i
2
√
2
φ̂R,y(

2
)
e
− i
2
√
2
φ̂R,y(0) ∼ 1/4 e− i√2 φ̂R,y( 2 ), (9.C14d)
where “∼” denotes equality up to constant factors and nonsingular terms, and using the
fact that Lz ∼ 0 by periodic boundary conditions, we find
sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
Û ∼ 1
1/4
sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
.
(9.C15)
Next, we perform the OPE
P̂1 σ̂R,y(0) σ̂R,y() P̂1 ∼
1
1/8
. (9.C16)
Inserting this pair of OPEs into Eq. (9.C12), we find
lim
→0
D̂2,y(0, ) |Ω〉 ∼ lim
→0
5/8 sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
ψ̂L,y+1
( 
2
)
ψ̂R,y
( 
2
)
|Ω〉
= 0. (9.C17)
The form of the operator appearing on the RHS above is not important. All that matters
is that its expectation value in the state |Ω〉 is not singular in the limit  → 0. Also of
crucial importance is the factor 5/8 that sends lim→0 D̂2,y(0, ) |Ω〉 → 0 as → 0. Hence,
we may conclude that the state |Γ̂σ2 〉, defined in Eq. (9.C5c), is a ground state.
We now turn to the state |Γ̂σ1 Γ̂σ2 〉, defined in Eq. (9.C5d), and ask if it, too, is a ground
state. We will see that it cannot be a ground state by proving that the state defined in
Eq. (9.C8a) has infinite norm as z → z0. We proceed by setting z0 = 0, as before, and
setting z = z0 = 0 from the outset. Using Eq. (9.C12),
Γ̂σ1 (0) D̂2,y(0, ) ≈ − 4i 
(∏
y′
σ̂L,y′(0) σ̂R,y′(0)
)
sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
Û
× ψ̂L,y+1
( 
2
)
ψ̂R,y
( 
2
)
P̂1 σ̂R,y(0) σ̂R,y() P̂1 (9.C18)
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Using the OPEs (9.C13) in conjunction with the OPEs
σ̂R,y(0) ψ̂R,y
( 
2
)
∼ 1
1/2
σ̂R,y(0) (9.C19a)
σ̂L,y+1(0) ψ̂L,y+1
( 
2
)
∼ 1
1/2
σ̂L,y+1(0), (9.C19b)
we find
Γ̂σ1 (0) D̂2,y(0, ) ∼
1
3/8
sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
Γ̂σ1 (0).
In contrast to the RHS of Eq. (9.C17), we now have the product between a local operator
and a nonlocal operator on the RHS. Furthermore, the real-valued prefactor is a function
of  that diverges as → 0. We conclude that
lim
→0
D̂12(0, 0, ) |Ω〉 = Γ̂σ1 (0) D̂2,y(0, ) |Ω〉 ∼
1
3/8
sin
(
1√
2
[
φ̂R,y
( 
2
)
− φ̂L,y+1
( 
2
)])
|Γ̂σ1 〉
(9.C20)
is a state with infinite norm, as advertised, provided that the operator sin
(
1√
2
[φ̂R,y(/2)−
φ̂L,y+1(/2)]
)
does not annihilate the state |Γ̂σ1 〉. (Determining whether or not this is the
case again requires an explicit expression for the state |Ω〉, which we do not have at our
disposal.) In that case, we conclude that the state |Γ̂σ1 Γ̂σ2 〉 cannot be a ground state of the
interaction Ĥbs defined by Eq. (9.C1).
D Diagrammatics for operator algebra in the Ising CFT
The discussion surrounding Eqs. (9.29) in the main text concerns how to infer the
exchange algebra of two chiral primary operators in the Ising CFT from their operator
product expansion. This exchange algebra is simple to determine in cases where the two
primary operators have a unique fusion product, as in the case of the σ and ψ operators in
Eqs. (9.29). However, when the two primary operators do not have a unique fusion product,
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as occurs in the case of two σ operators [see the OPEs in Eqs. (9.30)], the exchange algebra
depends on the fusion channel in which the product of the pair of operators is evaluated [see
the exchange algebra in Eqs. (9.31)]. This poses a challenge for calculations: it is necessary
to keep track of both fusion and braiding in a way that respects consistency conditions
between the two. This challenge is the essence of the difference between Abelian and
non-Abelian excitations in quantum field theory.
To this end, it is expedient to make use of the diagrammatic calculus developed in, e.g.,
Refs. [239, 241, 296, 297] to represent chiral algebras associated with rational conformal
field theories (RCFTs). In this Appendix, we review aspects of this calculus, as they relate
to the wire constructions of two- and three-dimensional non-Abelian topological phases
discussed in this work. For simplicity, we focus on the example of the Ising CFT, although
generalizations to other RCFTs are straightforward.
We first define the data necessary to compute the exchange algebra of chiral primary
fields in a general RCFT. These are the fusion rules, the R-symbols, and the F -symbols.
The fusion rules of the Zk RCFTs were given in Eq. (9.B5a), and for the special case of
the Ising (Z2) RCFT in Eqs. (9.B8).
In general, for chiral primary fields a, b, and c, the fusion rules take the form
a× b =
∑
c
N cab c , (9.D1a)
with N cab nonnegative integers. The diagrammatic representation of a product of two chiral
primary fields a and b that fuse to c is
a b
c . (9.D1b)
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The requirement that the fusion algebra (9.D1a) be associative imposes the constraints
∑
d
NdabN
e
dc =
∑
f
N eaf N
f
bc. (9.D1c)
For many interesting RCFTs, including all of the Zk CFTs [c.f. Eq. (9.B5a)], the fusion
coefficients N cab = 0 or 1. For simplicity, we will restrict ourselves to this class of RCFTs,
which is known as the class of RCFTs without fusion multiplicity since the nonnegative
integers N cab = 0 are never larger than one.
Read from bottom to top, diagram (9.D1b) is an element of the vector space V abc , which
is known as a “splitting space.” Read from top to bottom, it is an element of the vector
space V cab, which is known as a “fusion space.” These vector spaces are dual to one another,
and we will use the terms “fusion” and “splitting” interchangeably unless otherwise noted.
The R-symbols are defined to be unitary maps
Rabc : V
ba
c → V abc (9.D2a)
that implement the diagrammatic braiding operation
= Rabc
a b
c
a b
c . (9.D2b)
Note that we have defined the diagrammatic action of the R-symbols in such a way that
the left leg of the fusion tree passes over the right leg. If instead the right leg passes over
the left leg, then the inverse R-symbol (Rabc )
−1 appears. The R-symbols are essential for
determining how primary operators in an RCFT behave under exchange.
The final data necessary to determine the exchange algebra of primary operators in an
RCFT are the F -symbols. These are required if exchange of chiral primary fields is to be
associative. Associativity of the fusions rules (9.D1a) is encoded by Eq. (9.D1c). Equation
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(9.D1c) suggests that one defines the splitting space V abcd that encodes the fusion of three
chiral fields a, b, c into one chiral field d by demanding that
∑
e
V abe ⊗ V ecd =
∑
f
V afd ⊗ V bcf ≡ V abcd (9.D3a)
holds. The F -symbols are then defined to be unitary maps
[F abcd ]ef : V
ab
e ⊗ V ecd → V afd ⊗ V bcf (9.D3b)
that implement the diagrammatic operation
a b c a b c
d d
= [F abcd ]efe f
. (9.D3c)
The F -symbols F abcd are thus automorphisms (i.e., changes of basis) of the splitting space
V abcd . The fusion rules, F -symbols, and R-symbols define a mathematical structure known
as a braided fusion category (BFC). This structure can be used as a starting point for an
axiomatic formulation of RCFT [241].
For the Ising RCFT, whose fusion rules are given in Eqs. (9.B8), the R-symbols are
given by
Rσσ1 = e
+i pi
8 , (9.D4a)
Rσσψ = e
−i 3pi
8 , (9.D4b)
Rψψ
1
= −1, (9.D4c)
Rψσσ = R
σψ
σ = +i, (9.D4d)
with all other R-symbols trivial (i.e., equal to +1). Note that, up to complex conjugation,
these R-symbols coincide with the phases acquired in Eqs. (9.29) and (9.31) when the
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corresponding chiral primary fields are exchanged. This is by design. The R-symbols
reflect the monodromy of products of chiral primary fields in the corresponding RCFT.
The F -symbols for the Ising RCFT are given by
Fψψσσ = F
ψσψ
σ = F
σψψ
σ = −1, (9.D5a)
Fψσσψ = F
σψσ
ψ = F
σσψ
ψ = −1, (9.D5b)
F σσσσ =
1√
2
1 1
1 −1
 , (9.D5c)
with all other F -symbols trivial (i.e., equal to +1).
We will now demonstrate, using the example of the Ising RCFT, how to translate
diagrams like those appearing in Eqs. (9.D2b) and (9.D3c) into algebraic statements. Per-
forming this translation requires one to fix a chiral sector of the CFT. We choose to work
with the chiral sector M = R. Once this choice is made, the starting point for this “dic-
tionary” is to compare the diagram corresponding to the action of a particular R-symbol,
say
 
 
 
= +i
 
 
 
, (9.D6a)
with its algebraic analogue, namely Eq. (9.29b),
ψ̂R(z) σ̂R(z
′) = σ̂R(z
′) ψ̂R(z) e
+i pi
2
sgn(z−z′), (9.D6b)
where we have suppressed the coordinate t as we assume all operators to be evaluated at
equal times, and where we have suppressed the wire labels y, y′ as we are working within
a single chiral sector of a single CFT. Comparing Eqs. (9.D6a) and (9.D6b), we see that
the phases only coincide if the diagram (9.D6a) is interpreted such that the coordinate z
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attached to the ψ branch is larger than the coordinate z′ attached to the σ branch [i.e., if
sgn(z − z′) = +1]. We thus establish
Rule 1: In the operator product corresponding to a
fusion tree, the spatial coordinates z, at which the op-
erators are evaluated, are ordered according to the po-
sitions of the corresponding branches of the fusion tree
on the axis pointing into the page.
(9.D7)
As a sanity check of this rule, we note that if the ψ branch instead passed over the σ
branch in the diagram in Eq. (9.D6a), we would use (Rψσσ )−1 = −i instead, in accordance
with Eq. (9.D2b), but the ordering of the legs would now dictate that sgn(z − z′) = −1 in
Eq. (9.D6b). Thus, Rule 1 ensures a meaningful correspondence between the R-symbols in
the diagrammatics and the phases acquired under exchanging two operators in the CFT.
Next, we need to establish a convention for ordering the operators in an algebraic
expression based on a fusion tree, and vice versa. There are various ways of doing this,
but we choose to use
Rule 2: In the operator product corresponding to a
fusion tree, the operators are ordered from left to right
according to the order from right to left of the corre-
sponding branches of the fusion tree, before any braid-
ing is performed.
(9.D8)
In Rule 2, the word “before” is interpreted under the assumption that the diagram is read
from bottom to top. In this way, the ordering of operators in Eq. (9.D6b) agrees with the
ordering of the branches of the fusion tree in Eq. (9.D6a).
With Rules 1 and 2 in place, we can now reliably translate fusion diagrams into equa-
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tions and vice versa. For example, the correspondence
   
 
 
z1
z2z
a
() b R(z) b R(z1) b R(z2)
(9.D9)
is used in Eqs. (9.77) and (9.78) of the main text, while the correspondence
 
 
 
 
a b
c
z1
z2
z4
z3
() b R(z1) b R(z2) b R(z3) b R(z4)
(9.D10)
is used in Eqs.(9.125) and (9.126).
E Independence of string-operator algebra on arbitrary phase factors
We have made extensive use of the fact that the OPE of two operators in the same
wire determines the algebra of these two operators under exchange. However, in certain
situations [e.g. Eqs. (9.87) and (9.15)], we found it important (on physical grounds) to
modify the exchange algebra between operators in different wires. We will now show that,
despite their importance in calculating local quantities (such as the masses and velocities
of the Majorana and Dirac fermions on the gapless surface of the 3D phase in Sec. 9.5.2),
these modifications have no effect on topological features like the ground state degeneracy.
We proceed with an explicit example that illustrates how this comes about in the
(2 + 1)-dimensional su(2)2 case studied in Sec. 9.3.3. We begin by rewriting the exchange
algebra (9.29), but this time allowing for operators in different wires to have nontrivial
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commutation with one another. Hence, we posit that
ψ̂M,y(t, z) σ̂M′,y′(t, z
′) =σ̂M′,y′(t, z
′) ψ̂M,y(t, z) e
+i pi
2
(−1)M δ
M,M′ δy,y′ sgn(z−z′)
× e+i M,M′ δy,y′ ϕ e+i sgn(y−y′) θM,M′ ,
(9.E1)
where (−1)R ≡ −(−1)L ≡ 1, R,L = −L,R = 1, and R,R = L,L = 0. The reason why
the choice (9.E1) has no effect on the topological features of the phase is that all of these
features depend on the algebra of string operators, which are constructed from bilinears in
the operators ψ̂M,y and σ̂M,y. In particular, for Majorana and twist-field operators in the
same wire y, we have
ψ̂R,y(t, z) ψ̂L,y(t, z) σ̂R,y(t, z
′) σ̂L,y(t, z
′) = σ̂R,y(t, z
′) σ̂L,y(t, z
′) ψ̂R,y(t, z) ψ̂L,y(t, z)
× e+i L,R ϕ e+i pi2 sgn(y−y′) e−i pi2 sgn(y−y′) e+i R,L ϕ (9.E2)
= σ̂R,y(t, z
′) σ̂L,y(t, z
′) ψ̂R,y(t, z) ψ̂L,y(t, z).
For Majorana and twist-field operators in different wires y 6= y′, we find that
ψ̂R,y(t, z) ψ̂L,y(t, z) σ̂R,y′(t, z
′) σ̂L,y′(t, z
′) = σ̂R,y′(t, z
′) σ̂L,y′(t, z
′) ψ̂R,y(t, z) ψ̂L,y(t, z)
× e+i sgn(y−y′) (θL,R+θL,L+θR,R+θR,L) (9.E3)
=σ̂R,y′(t, z
′) σ̂L,y′(t, z
′) ψ̂R,y(t, z) ψ̂L,y(t, z)
holds so long as the angles θM,M′ satisfy
θL,R + θL,L + θR,R + θR,L ∈ 2pi Z. (9.E4a)
For general choices of the angles θM,M′ , Eq. (9.E4a) is automatically satisfied if
θR,R = −θL,L, θL,R = −θR,L. (9.E4b)
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Thus, when string operators are built from bilinears like ψ̂R,y ψ̂L,y and σ̂R,y, σ̂L,y, the ad-
ditional phases in the exchange algebra (9.E1) drop out of all calculations.
The calculations of the previous paragraph generalize readily to other combinations of
primary operators, and to the three-dimensional case. The key observation in all cases is
that string (and membrane) operators are built either from nonchiral bilinears of primary
operators, like the ones studied in the previous paragraph, or from operators like Ûα(t)
[defined in Eq. (9.25)] that act only within one channel of one wire.
Chapter 10
Concluding Remarks
In this dissertation, we have studied various ways of designing quantum systems with
exotic properties, focusing in particular on properties that are topological in nature.
In Part I, we showed that time-periodic driving can dramatically alter the properties
of solid-state systems. Some of these properties have equilibrium analogues, while others
do not. However, we also pointed out that there are obstacles that this approach must
overcome—in particular, although Floquet theory provides means to derive effective time-
independent Hamiltonians for periodically-driven systems, the properties of the eigenstates
of these Hamiltonians need not have anything to do with the physical time-dependent state
of the system. We focused on two ways around this problem. On one hand, in Chapters 2–6,
we explored the possibility of stabilizing nontrivial (possibly but not exclusively topolog-
ical) behavior by coupling the periodically-driven system to a thermal reservoir. On the
other hand, in Chapter 7, we explored the possibility of using out-of-equilibrium dynamics
as a probe of topological features of thermally isolated periodically-driven systems. Taken
together, our results indicate that the former approach, while more relevant to “real”
solid-state systems, complicates matters significantly by requiring one to determine the
nonequilibrium steady state of the system. This is a manageable task for noninteracting
systems, but becomes intractable for the (much more interesting) case of interacting sys-
tems. The latter approach, which is more relevant to quantum simulators, is also quite
nontrivial, but appears more analytically and numerically tractable in cases of interest.
In Part II, we investigated the utility of coupled-wire constructions in studying strongly
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interacting topological phases in three spatial dimensions. In Chapter 8, we found that
the coupled-wire approach can be generalized to construct a host of Abelian topological
phases in (3+1) dimensions, and, indeed, in arbitrary spatial dimensions. Furthermore, it
provides a systematic recipe to write down analytically tractable models of topologically-
ordered phases of itinerant interacting bosonic and fermionic degrees of freedom. However,
one criticism that might be leveled at this approach is that it does not provide access to
new topological phases. Chapter 9 addresses this criticism by demonstrating that coupled-
wire constructions can be used to propose novel topological phases, like the family of
su(2)k non-Abelian phases realized there. Thus, we expect that this approach will yield
further insights into the nature of topological order in higher dimensions, and into the rich
landscape of topological phases that are possible there.
We close by pointing out promising directions for future research.
10.1 Periodically-driven quantum systems
10.1.1 Equilibration of interacting open Floquet systems
A significant portion of Part I, especially Chapters 5 and 6, was devoted to determining
when a noninteracting Floquet system relaxes to an equilibrium-like distribution when
coupled to a thermal reservoir. It would be interesting to study the effect of interactions
on the formation of such steady states. This would likely require a perturbative treatment of
the interactions, which could be handled within the Keldysh functional integral framework.
This analytical technique offers an advantage compared to the Born-Markov approximation
used in this dissertation in that it does not require one to work perturbatively in the system-
bath coupling [298].
Another way to approach this problem is the following. Generic interacting Floquet
systems are believed to reach “prethermal” steady states, in which, after some initial
transient period, the system stops absorbing energy from the drive up to a parametrically
large timescale, at which point it heats up to infinite temperature [299–305]. What is the
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effect of a system-bath coupling on such a prethermal steady state? Does a small but finite
system-bath coupling further stabilize the prethermal regime, so that the parametrically
long heating timescale becomes infinite?
10.1.2 Periodically-driven solids with strong correlations
Recent advances in pump-probe spectroscopy have enabled a number of fascinating
studies of solid-state systems driven by ultrafast laser pulses. So far, the most striking
examples have been in noninteracting systems, where the formation of Floquet bands has
been visualized in real time using time- and angle-resolved photoemission spectroscopy
(trARPES) [135, 306]. However, there are innumerable materials available that feature
strong correlations, and it would be interesting to understand whether the interplay of such
correlations with periodic driving could yield novel phases. For example, it was recently
argued that driving a frustrated Mott insulator on the Kagome lattice with circularly po-
larized light can effectively induce time-reversal-symmetry-breaking spin-spin interactions,
leading to the formation of a chiral spin liquid [307].
One could also ask whether periodic driving could help to push correlated systems
with conventional order across a transition into a phase with unconventional order. For
example, there is experimental evidence [308] suggesting that the quasi-two-dimensional
material α-RuCl3 is poised near a transition between a magnetically-ordered phase and
a Kitaev spin liquid phase. Could periodic driving be used to melt this magnetic order,
leaving behind a spin liquid?
10.1.3 Floquet SPT phases and Floquet time crystals beyond quantum simu-
lators
One interesting research focus that has emerged following the work presented in Chap-
ter 7 concerns the study of quantum phases that are only possible in the presence of a
time-periodic drive. For example, “Floquet SPT” phases are characterized not by a static
local order parameter, but rather by the pumping of a quantized symmetry charge across
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the entire system once per period [309–312]. Similarly, Floquet “time crystals” are charac-
terized by order parameters whose time evolution does not synchronize with the drive, but
rather exhibits time periodicity that is an integer multiple of that of the drive [313–315].
Many toy models of such phases have been formulated, some of which have already been re-
alized in quantum simulators [40, 41]. However, one might ask whether solid state systems
could exhibit robust signatures of such physics without the need for microscopic control
over the time evolution. One interesting place to start investigating this question could
be the model introduced in Chapter 2. For example, in that chapter it was demonstrated
that the dynamics of this model features the pumping of half of an electric charge around
the boundary of the sample, once per period. At present it is unclear how this system fits
into existing classifications of Floquet SPT phases.
10.2 Topological order in (3+1) dimensions
10.2.1 Gauge theory description of non-Abelian topological phases in higher
dimensions
As mentioned at the end of Chapter 9, one subject that is clearly in need of further
investigation is whether the family of (3+1)-dimensional su(2)k topological phases can be
realized directly within a gauge theory framework. Answering this question would go a
long way towards demonstrating that this family of topological phases truly belongs to
its own universality class, and is not only realizable within the framework of coupled-
wire constructions. One promising avenue for investigation is to explore generalizations
of the BF topological field theories discussed in Chapter 8 to non-Abelian gauge groups,
like SU(2) [316–319]. This generalization would parallel an analogous generalization that
takes place in (2+1)-dimensional topological phases, where the bosonic su(2)k fractional
quantum Hall states are described by non-Abelian SU(2) Chern-Simons theories at level
k [287]. Surprisingly, non-Abelian BF theories have not yet been studied in the context of
(3+1)-dimensional topological phases. In light of the results of Chapter 9, the time seems
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ripe for such an investigation.
10.2.2 Gapless surface states and topological quantum critical points
Another interesting research direction that was mentioned at the end of Chapter 9
is the investigation of the nature of the symmetry-protected surface states of the (3+1)-
dimensional su(2)k topological phases constructed there. In particular, one would like
to understand whether these surface states are indeed gapless when the “time-reversal
symmetry” of Chapter 9 is imposed on the surface. Such an investigation will likely pose
significant theoretical challenges for k > 2, where one cannot in general perform the kind
of mean-field analysis presented in Chapter 9.
One alternative to studying the coupled-wire realization of the surface theory directly
is to imagine realizing this coupled-wire model in (2+1) spacetime. Indeed, if we wanted to
realize an array of decoupled chiral su(2)k currents, we could imagine tiling two-dimensional
space with alternating strips of su(2)k topological phase and vacuum. Then, we could
imagine shrinking the strips in the transverse direction, so that neighboring chiral modes
can couple with one another. If we shrink the vacuum strips while keeping the su(2)k strips
finite, we are left with a (2+1)-dimensional su(2)k topological phase. If we instead shrink
the su(2)k strips, we similarly obtain a trivial insulating phase. In the fine-tuned limit
where all of the strips are of equal width, we realize a transition between the topological
and trivial phases [46, 47, 320]. This is an analogue of the surface of the (3+1)-dimensional
su(2)k topological phase, albeit at the expense of breaking the “time-reversal” symmetry
of the surface of the (3+1)-dimensional phase. The question of whether the symmetry-
respecting surface of the (3+1)-dimensional su(2)k is gapped or gapless then boils down to
the (possibly equally hard) question of whether the transition from the (2+1)-dimensional
su(2)k topological phase to the trivial phase is first- or second-order.
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