We study the turnpike property for the nonconvex optimal control problems described by the differential inclusionẋ ∈ a(x). We study the infinite horizon problem of maximizing the functional T 0 u(x(t))dt as T grows to infinity. The turnpike theorem is proved for the case when a turnpike set consists of several optimal stationary points.
Introduction
Let x ∈ R n and let Ω ⊂ R n be a given compact set. Denote by Π c (R n ) the set of all compact subsets of R n . We consider the following problem:
x ∈ a(x),
x(0) = x 0 , (1.1)
Here, x 0 ∈ Ω is an assigned initial point. The multivalued mapping a : Ω → Π c (R n ) has compact images and is continuous in the Hausdorff metric. We also assume that at every point x ∈ Ω the set a(x) is uniformly locally connected (see [2] ). The function u : Ω → R 1 is a given continuous function.
In this paper, we study the turnpike property for problem (1.1) and (1.2) . The term of turnpike property was first coined by Samuelson (see [17] ) where it is shown that an efficient expanding economy would spend most of the time in the vicinity of a balanced equilibrium path. This property was further investigated by Radner [14] , McKenzie [12] , Makarov and Rubinov [7] , and others for optimal trajectories of a von Neuman-Gale model with discrete time. In all these studies, the turnpike property was established under some convexity assumptions.
Stationary points play an important role in the study of asymptotical behavior of optimal trajectories. We denote the set of stationary points by M:
(1.7)
We assume that the set M is nonempty. Since the mapping a(x) is continuous, then the set M is also closed. Therefore M is a compact set. We denote the set of optimal stationary point by M op . Since the function u is continuous, then this set is not empty. In Turnpike theory, it is usually assumed that the optimal stationary point x * is unique. In this paper, we consider nonconvex problem (1.1) and (1.2) (i.e., the function u is not strictly concave and the graph of the mapping a is not convex) and therefore the optimal stationary point may be not unique.
We assume that the set M op consists of m different points x * 1 ,x * 2 ,...,x * m ; that is,
Consider an example for which this assumption holds. where the functions u i are continuous and strictly concave. For every i, there exists a unique point x i ∈ M for which
Clearly, the function u is continuous and u * = max{u * i : i ∈ {1, 2,...,l}}. We also note that the function u may be not concave. In this example the number m and the points x * 1 ,x * 2 ,...,x * m in (1.9) can be chosen out of the points x i (i ∈ {1, 2,...,l}) for which u(x i ) = u * .
Main conditions and Turnpike theorem
The turnpike theorem will be proved under two main conditions, Conditions 2.1 and 2.2. The first condition is about the existence of "good" trajectories starting from the initial state x 0 . The second is the main condition which provides the turnpike property.
A turnpike theorem for continuous-time control systems
Condition 2.1. There exists b < +∞ such that, for every T > 0, there is a trajectory x(·) ∈ X T satisfying the inequality
(2.1)
Note that the satisfaction of this condition depends in an essential way on the initial point x 0 , and in a certain sense it can be considered as a condition for the existence of trajectories converging to some points x * i , i = 1,2,...,m. Thus, for example, if there exists a trajectory that hits some optimal stationary point x * i in finite time, then Condition 2.1 is satisfied. Set
We fix p ∈ R n , p = 0, and define a support function
Here, the notation py means the scalar product of the vectors p and y. By |c| we denote the absolute value of c. We also define the function 
then limsup k→∞ ϕ(x k , y k ) < 0.
Note that if Condition 2.2 is satisfied for any vector p, then it is also satisfied for all λp, (λ > 0). That is why we assume that p = 1.
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Condition (H1) means that derivatives of system (1.1) are directed to one side with respect to p; that is, if x ∈ Ꮾ and x = x * i , i = 1,2,...,m, then py < 0 for all y ∈ a(x). It is also clear that py ≤ 0 for all y ∈ a(x * i ) and c(x * i ) = 0, i = 1,2,...,m. The main condition here is (H3). It can be considered as a relation between the mapping a and the function u which provides the turnpike property. In [8] it is shown that conditions (H1) and (H3) hold if the graph of the mapping a is a convex set (in R n × R n ) and the function u is strictly concave. On the other hand, an example given in [10] shows that Condition 2.2 may hold for mappings a having nonconvex graphs and for functions u that are not strictly concave (in this example the function u is convex).
The main sense of the turnpike property is that optimal trajectories can stay just during a restricted time interval on the outside of the ε-neighborhood of the turnpike set M op . When the set M op consists of several different points, it is interesting to study a state transition of the trajectories from one optimal stationary point to another. We introduce the following definition. Take any number δ > 0 and let S δ (x) stands for the closed δ-neighborhood of the point x.
, and
For a given number δ > 0 and a given ξ-optimal trajectory x(·) ∈ X T , we denote by N T (δ,ξ,x(·)) the number of disjoint intervals [t 1 ,t 2 ] on which the trajectory x(·) makes a state transition from x * i to x * j (i = j, i, j = 1,2,...,m). We call N T (δ,ξ,x(·)) a number of state transitions.
Clearly in Definition 2.3 a small number δ should be used. We take 
for every T > 0 and every trajectory x(·) ∈ X T ; (2) for every ε > 0, there exists K ε,ξ < +∞ such that
for every T > 0 and every ξ-optimal trajectory x(·) ∈ X T ; 636 A turnpike theorem for continuous-time control systems (3) for every ξ > 0 and δ > 0 (satisfying (2.9)), there exists a number N δ,ξ < +∞ such that
for every T > 0 and every ξ-optimal trajectory x(·) ∈ X T ;
. The proof of this theorem is given in Section 4. In Section 3, we present preliminary results.
Preliminary results

Let x
We define the set Ᏸ as follows:
It is not difficult to show that the following conditions hold:
Here,
and we recall that
for every
Assume on the contrary that for any ε > 0, there exists a sequence x k such that
Since the sequence x k is bounded, it has a limit point, say x . Clearly x = x * i (i = 1,...,m), x / ∈ intᏰ, and also u(x ) = u * , which implies x ∈ Ꮾ. This contradicts property (a) of the set Ᏸ.
Lemma 3.2. For every ε > 0, there exists η ε > 0 such that
Proof. Assume on the contrary that for any ε > 0, there exists a sequence x k such that
..,m), and c(x k ) → 0. Let x be a limit point of the sequence x k . Then x ∈ Ᏸ, x = x * i (i = 1,...,m), and c(x ) = 0. This contradicts property (b) of the set Ᏸ. (a) the set π can be presented as a union of two sets, π = π 1 ∪ π 2 , such that , px(s k 1 )), k = 1,2,..., are nonempty and disjoint, and
Note that the inclusion x(t) ∈ intᏰ means that u(x(t)) > u * whereas the condition
where
for every ε > 0, there exists a number δ ε > 0 such that 
..,m. The proof of this lemma is similar to the proof of [10, Lemma 5.4], so we do not give it. We also present the next two lemmas without proofs. Their proofs can be done in a similar way to the proofs of [10, Lemmas 6.6 and 6.7].
Lemma 3.6. Assume that x(·) ∈ X T is a continuously differentiable function. Then, the interval [0,T] can be divided into subintervals such that
Here, we have (1) π n ∈ T 1 [p 2 n , p 1 n ] and ω n ∈ T 2 [p 2 n , p 1 n ], n = 1,2,...;
15)
where 16) and the number C(δ) < +∞ does not depend on the trajectory x(·), on T, and on the intervals of (3.10).
Lemma 3.7. Assume that x(·) ∈ X T is a continuously differentiable function and the sets F i (i = 1,2,3) are defined in Lemma 3.6. Then, there is a number L < +∞ such that
17)
where the number L does not depend on the trajectory x(·), on T, and on the intervals in (3.10) .
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Proof of Theorem 2.4
From Condition 2.1, it follows that, for every T > 0, there is a trajectory x T (·) ∈ X T , for which
(1) First we consider the case when x(t) is a continuously differentiable function.
In this case we can use the results obtained in Section 3. From Lemmas 3.6 and 3.7, we have
Then from Lemma 3.5, we obtain (see, also, (3.10))
Therefore,
Here, Q = (∪ n Q n ) ∪ E and A = ∪ n E n . Taking into account (4.1), we have
that is,
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Here, 7) and the following conditions hold:
(a) (see Lemma 3.5(a), (3.12) and (3.14))
(c) for every δ > 0, there exist K(δ) < +∞ and C(δ) < +∞ such that (see Lemma 3.5(c) and (3.15))
x − x * i ≥ ε, i = 1,2,...,m.
(4.11)
The first assertion of the theorem follows from (4.4), (4.8), and (4.11) for the case under consideration (i.e., x(·) is continuously differentiable). We show the second assertion.
Let ε > 0 and δ > 0 be given numbers and let x(·) be a continuously differentiable ξ-optimal trajectory. We denote
(4.12)
First we show that there is a numberK ε,ξ < +∞ (which does not depend on T > 0) such that the following inequality holds
Assume that (4.13) is not true. In this case, there exist sequences T k → ∞ and K k ε,ξ → ∞, and sequences of trajectories {x k (·)} (every x k (·) is a ξ-optimal trajectory in the interval [0,T k ]) and {x Tk (·)} (satisfying (4.1) for every T = T k ) such that 
(4.15)
Denote ν = min{ν ε ,δ 2 ε } > 0. From (4.6), it follows that
Therefore, for sufficient large numbers k, we have
which means that x k (t) is not a ξ-optimal trajectory. This is a contradiction. Thus (4.13) is true. Now, we show that, for every δ > 0, there is a number K 1 δ,ξ < +∞ such that
From (4.9) and (4.10), we have measZ δ = n meas π n ∪ ω n ∩ Z δ HereK(δ) = max{1,K(δ)}.
Since Z δ ⊂ ᐄ δ , then taking into account (4.13) we obtain (4.18), where
We denote
Clearly, ᐄ 0 ε/2 is an open set and therefore it can be presented as a union of at most countable number of open intervalsτ k . Out of these intervals, we chose the intervals τ k , k = 1,2,..., which have nonempty intersections with ᐄ ε . Then 642 A turnpike theorem for continuous-time control systems we have
Since a derivative of the function x(t) is bounded, it is not difficult to see that there is a number σ ε > 0 such that measτ k ≥ σ ε , ∀k.
(4.23)
But the interval [0,T] is bounded and therefore the number of intervals τ k is finite too. Let k = 1,2,3,...,N T (ε). We divide every interval τ k into two parts:
From (4.8) and (4.22), we obtain Here, the numbersC and K do not depend on T > 0, x(·), ε, and ξ. We divide the interval τ k into three parts:
(4.30)
Then we have
We denote α = − τ − k pẋ(t)dt and β = τ + k pẋ(t)dt. Clearly α > 0, β > 0, and 
Consider the following two cases.
(1) If α ≥ β, then from (4.32), (4.33), and (4.34) we obtaiñ
Since τ + k ⊂ τ 2 k , then from (4.26) it follows that meas τ + k ≤K ε/2,ξ . Therefore, from (4.35), we have
(2) If α < β, then from (4.33) and (4.34) we obtain where C ε,ξ = K ·K ε/2,ξ /η ε/2 . Thus from (4.36) and (4.38) we obtain measτ 1 k ≤ C ε,ξ = max C ε,ξ ,C ε,ξ , k = 1,2,...,N T (ε), (4.39) and then
Now we show that, for every ε > 0 and ξ > 0, there is a number K ε,ξ < +∞ such that
Assume that (4.41) is not true. Then from (4.40), it follows that N T (ε) → ∞ as T → ∞. Consider the intervals τ k for which the following conditions hold: hold, is finite. Therefore, the number of intervals τ k , for which the conditions α ≤ β and (4.42) hold, infinitely increases as T → ∞. We denote the number of such intervals by N T and for the sake of definiteness assume that these are intervals τ k , k = 1,2,...,N T . We set λ = η ε/2 /2K for every τ k . Then from (4.35) and (4.42), we have
Taking into account (4.23), we obtain where K ε,ξ =K ε/2,ξ + K ε,ξ . Thus we have proved that the second assertion of the theorem is true for the case when x(·) is a continuously differentiable function.
(2) Now we take any trajectory x(·) to system (1.1). It is known that (see, for example, [2] ) for a given number δ > 0 (we take δ < ε/2), there exists a continuously differentiable trajectoryx(·), to system (1.1), such that
(4.52)
Since the function u is continuous, then there is η(δ) > 0 such that
Let ξ > 0 be a given number. For every T > 0, we choose a number δ such that Tη(δ) ≤ ξ. Then,
Since the functionx(·) is continuously differentiable, then the second integral in this inequality is bounded (see the first part of the proof), and therefore the first assertion of Theorem 2.4 is proved. Now, we prove the second assertion of Theorem 2.4. We will use (4.55). Take a number ε > 0 and assume that x(·) is a ξ-optimal trajectory; that is,
From (4.55), we have
Thusx(·) is a continuously differentiable 2ξ-optimal trajectory. That is why (see the first part of the proof) for the numbers ε/2 > 0 and 2ξ > 0, there is K ε,ξ < +∞ 646 A turnpike theorem for continuous-time control systems such that
which implies that the proof of the second assertion of the theorem is completed; that is,
(3) Now, we prove the third assertion of Theorem 2.4. We take any numbers ε > 0 and δ > 0 (satisfying (2.9)). Consider a ξ-optimal trajectory x(·) ∈ ᐄ T , T > 0, and let N = N T (δ,ξ,x(·)) be a number of state transitions. By Definition 2.3, there are intervals [t n 1 ,t n 2 ], n = 1,N, for which
x t n j ∈ S δ x * nj for some n j ∈ {1, 2,...,m}, j = 1,2,
x(t) / ∈ S δ x * i , ∀t ∈ t n 1 ,t n 2 , i = 1,...,m.
(4.63)
Then there exist intervals ∆ n ⊂ [t n 1 ,t n 2 ], n = 1,2,...,N, such that Since ẋ(t) ≤ K < ∞ (see (1.5)), there is a number η > 0 such that meas∆ n ≥ η for all n = 1,2,...,N. Therefore,
(4.65)
The third assertion of the theorem is proved if we take N δ,ξ = K δ,ξ /η < ∞.
(4) Now, we prove the fourth assertion of Theorem 2.4. Let x(·) be an optimal trajectory and x(t 1 ) = x(t 2 ) = x * = x * i for some i ∈ {1, 2,...,m}. Consider a trajectory x * (·) defined by the formula
Assume that the third assertion of Theorem 2.4 is not true; that is, there is a point t ∈ (t 1 ,t 2 ) such that x(t ) − x * = c > 0.
Consider the function x(·). In [2] , it is proved that there is a sequence of continuously differentiable trajectories x n (·), t ∈ [t 1 ,T], which is uniformly convergent to x(·), on [t 1 ,T], and x n (t 1 ) = x(t 1 ) = x * . That is, for every δ > 0, there is a number N δ such that
(4.67)
On the other hand, for every δ > 0, there is a number η(δ) > 0 such that η(δ) → 0 as δ → 0 and
Take a sequence of points t n ∈ (t ,t 2 ) such that t n → t 2 as n → ∞. Clearly, in this case x n (t n ) → x * . We apply Lemma 3.6 for the interval [t 1 ,t n ] and obtain Here, x(t) ∈ intᏰ for all t ∈ F n , and F n ∈ T 1 [px n (t n ), p * ] if px n (t n ) < p * (p * = px * i ). Since x n (t n ) → x * and px n (t n ) → p * , then for every t ∈ F n we have u(x n (t)) → u * as n → ∞. Therefore, α n = F n u x n (t) − u * dt −→ 0 as n −→ ∞.
(4.71)
We also note that from x n (t) / ∈ intᏰ, t ∈ E n , it follows that E n u x n (t) dt ≤ u * measE n . (4.73)
We take a number δ < c/2. Then there is a numberβ > 0 such that meas ∪ k Q n k ∪ E n k ≥β.
(4.74)
Then, there is a number β > 0, for which k π n k ∪ω n k u x n (t) dt ≤ u * meas ∪ k π n k ∪ ω n k − β. because of t n → t 2 . We choose the numbers δ > 0 and n such that the following inequality holds: α n + λ n + 2Tη(δ) < β. which means that x(·) is not optimal. This is a contradiction. Then Theorem 2.4 is proved.
