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1. Introduction
In this paper we consider the existence of solutions for a class of semilinear equations of the form
−u + V (x)u = g(x,u), x ∈RN . (1.1)
We assume that
(V) V ∈ C(RN ), lim|x|→∞ V (x) = v∞ for some v∞ > 0.
Then, it is well known that σ(S), the spectrum of the Schrödinger operator S = − + V , includes an essential part σess =
[v∞,∞), and
Σ = σ(S) ∩ (−∞, v∞) = σp(S)∩ (−∞, v∞)
is at most countable, possibly accumulating at λ = v∞ . We may denote the elements of Σ by
λ1 < λ2 < λ3 < · · · ,
where each λk is an isolated eigenvalue of S of ﬁnite multiplicity, see [2] and [15, p. 549]. It is also known that λ1 =
minσ(S), namely λ1 is the bottom of σ(S).
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lost of generality we may assume
lim|s|→∞
g(x, s)
s
= 0, uniformly in x ∈RN . (1.2)
Then, if 0 ∈ σ(L), the problem (1.1) is said to be at resonance. Under suitable assumptions on the nonlinearity g , the
functional
Φ(u) = 1
2
∫
RN
(|∇u|2 + V (x)u2)dx−
∫
RN
G(x,u)dx (1.3)
is of class C1 on X = H1(RN ), and solutions of (1.1) are precisely critical points of Φ , where G(x, s) = ∫ s0 g(x, t)dt .
In case Eq. (1.1) is considered in a bounded domain Ω ⊂ RN , such asymptotically linear problems have been studied
extensively, with the case of resonance being of particular interest (see [3,4,7,9,12]). On the other hand, the study of such
asymptotically linear problems setting in unbounded domains or the whole space RN is more recent. For some papers in
this direction we mention [5,6,8,14,15]. In [5,8], the associated bilinear form in (1.3) is deﬁnite, hence the problems have
a mountain pass structure and the mountain pass theorem [1] is applied. Our interest here is closely related to [6,14,15],
where the associated bilinear form is indeﬁnite. In [15], the problem considered is nonresonant. While in [6,14], the problem
is resonant, but the authors required that the nonlinearity g satisﬁes the following sublinear growth condition:
∣∣g(x, s)∣∣ b1(x)|s|α + b2(x) (1.4)
for some α ∈ [0,1) and some suitable functions b1 and b2. Here, we are interested in the case that α = 1. More precisely,
we assume that g satisﬁes the following conditions:
(g1) g ∈ C(RN ×R) satisﬁes (1.2), and there exist nonnegative functions b2 ∈ L2(RN ) and b1 ∈ L1(RN )∩ L2(RN ) such that∣∣g(x, s)∣∣ b1(x)|s| + b2(x), a.e. x ∈RN , s ∈R.
(g±2 ) ±g(x, s)s 0, and
lim|s|→∞
G(x, s)
|s| = ±∞, a.e. x ∈R
N .
Theorem 1.1.
(a) Suppose (V), (g1) and (g
+
2 ) hold, 0 ∈ Σ , then (1.1) has a solution.
(b) Suppose (V), (g1) and (g
−
2 ) hold, 0 ∈ Σ , then (1.1) has a solution.
Remark 1.2. For the nonresonant case 0 /∈ Σ , the subspace X0 deﬁned in (2.1) is trivial and our results remain valid. Actually
in this case, the condition (g±2 ) can be weaken.
There are some papers devoted to resonant problems on bounded domain, whose nonlinearity may not be sublinear, see
[10–12]. For resonant problems on unbounded domain whose nonlinearity is not necessary sublinear, we are only aware
of the work of Robinson [13]. In [13] a double resonant problem is studied via ﬁxed point theory. The problem considered
here is different from [13] and our proof of Theorem 1.1 is based on variational methods. The present paper is motivated by
these works and [8,14,15] mentioned above.
2. Palais–Smale sequences
Let X− , X0 and X+ denote the negative, null and positive spaces of the quadratic form in (1.3). More precisely,
X− =
⊕
λi<0
ker(S − λi), X0 = ker S, X+ =
(
X− ⊕ X0)⊥. (2.1)
Then we have the orthogonal decomposition X = X− ⊕ X0 ⊕ X+ . For u ∈ X , we denote by u± , u0 the orthogonal projections
of u on X± , X0 respectively. Then u = u− + u0 + u+ . It is well known that there is an equivalent norm ‖ · ‖ on X = H1(RN )
such that∫
N
(|∇u|2 + V (x)u2)dx = ±‖u‖2, u ∈ X±.
R
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Φ(u) = 1
2
(∥∥u+∥∥2 − ∥∥u−∥∥2)−
∫
RN
G(x,u)dx.
Let us denote by κ the optimal constant of the Sobolev inequality, namely κ |u|22  ‖u‖2, where | · |p denotes the Lp-norm.
The assumption (g1) implies that Φ ∈ C1(X), therefore to prove Theorem 1.1 we should ﬁnd critical points of Φ . Recall
that a sequence {un} ⊂ X such that
Φ(un) → c, Φ ′(un) → 0 (2.2)
is called a (PS)c sequence of Φ .
Lemma 2.1. Let {un} be a (PS)c sequence of Φ , then {un} is bounded.
Proof. We adapt the argument of [11], where an elliptic boundary value problem on a bounded domain is considered. In
what follows we consider the case (g+2 ), the case (g
−
2 ) is similar.
For u = u− + u0 + u+ , we always write u˜ = u+ − u− − u0. Note that the decomposition X = X− ⊕ X0 ⊕ X+ is orthogonal
in both X and L2(RN ), hence |u˜|2 = |u|2.
By (1.2), there exists R > 0 such that
∣∣g(x, s)∣∣ κ
2
|s|, x ∈RN and |s| R.
Consequently, since g(x, s)s 0,
∫
|u(x)|R
g(x,u)u˜ dx =
∫
|u(x)|R
g(x,u)
u
uu˜ dx =
∫
|u(x)|R
g(x,u)
u
[(
u+
)2 − (u− + u0)2]dx κ
2
∫
RN
(
u+
)2
dx 1
2
∥∥u+∥∥2.
(2.3)
The assumption (g1) implies that
∣∣g(x, s)∣∣ Rb1(x) + b2(x), x ∈RN and |s| R.
Therefore, by the Hölder and Minkowski inequalities we have
∫
|u(x)|R
g(x,u)u˜ dx
∫
RN
(
Rb1(x) + b2(x)
)
u˜ dx
(
R|b1|2 + |b2|2
)|u˜|2  R|b1|2 + |b2|2
κ
‖u‖ = C1‖u‖. (2.4)
Applying (2.3) and (2.4) to {un}, we deduce
−
∫
RN
g(x,un)u˜n dx−1
2
∥∥u+n ∥∥2 − C1‖un‖.
Hence
‖un‖
〈
Φ ′(un), u˜n
〉= ∥∥u+n ∥∥2 + ∥∥u−n ∥∥2 −
∫
RN
g(x,un)u˜n dx
∥∥u+n ∥∥2 + ∥∥u−n ∥∥2 − 12
∥∥u+∥∥2 − C1‖un‖
 1
2
∥∥u+n ∥∥2 + 12
∥∥u−n ∥∥2 − C1‖un‖. (2.5)
If {un} is unbounded, we may assume ‖un‖ → ∞. It follows from (2.5) that
∥∥u±n ∥∥2  2(1+ C1)‖un‖. (2.6)
Consequently,
∥∥∥∥ u
±
n
‖u ‖
∥∥∥∥→ 0,
∥∥∥∥ u
0
n
‖u ‖
∥∥∥∥→ 1.n n
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vn := un‖un‖ =
u−n
‖un‖ +
u0n
‖un‖ +
u+n
‖un‖ → v, in X,
with ‖v‖ = 1. Therefore v = 0, the zero function.
For x ∈ Θ = {x ∈RN | v(x) = 0}, we have |un(x)| → ∞. By assumption (g+2 ) we deduce
G(x,un(x))
|un(x)|
|un(x)|
‖un‖ =
G(x,un(x))
|un(x)|
(∣∣v(x)∣∣+ o(1))→ +∞.
Since Θ is of positive Lebesgue measure, applying Fatou’s lemma and noting that G(x,un) 0, we have
1
‖un‖
∫
RN
G(x,un)dx
∫
Θ
G(x,un(x))
|un(x)|
|un(x)|
‖un‖ dx → +∞. (2.7)
From (2.6) and (2.7) we obtain
Φ(un) = ‖un‖
(‖u+n ‖2 − ‖u−n ‖2
2‖un‖ −
1
‖un‖
∫
RN
G(x,un)dx
)
 ‖un‖
(
1+ C1 − 1‖un‖
∫
RN
G(x,un)dx
)
→ −∞.
This contradicts with Φ(un) → c. The lemma is proved. 
3. Proof of Theorem 1.1
Firstly, we recall the saddle point theorem, see [16, §2.3].
Proposition 3.1. Let X be a Banach space, X = Y ⊕ Z , dim Y < ∞. If Φ ∈ C1(X) and there is ρ > 0 such that
inf
u∈Z Φ(u) > maxu∈Y ,‖u‖=ρ Φ(u), (3.1)
then for some c ∈R, Φ has a (PS)c sequence.
Now we show that Φ satisﬁes the saddle point geometry (3.1).
Lemma 3.2. Suppose (V), (g1) and (g
+
2 ) hold, then
(a) infX+ Φ > −∞,
(b) Φ(u) → −∞, as ‖u‖ → ∞, u ∈ X− ⊕ X0 .
Proof. It follows from (1.2) that
lim|s|→∞
G(x, s)
s2
= 0, uniformly in x ∈RN .
Hence, there exists R > 0 such that
∣∣G(x, s)∣∣ κ
4
|s|2, x ∈RN and |s| R.
Therefore,∫
|u(x)|R
∣∣G(x,u)∣∣dx κ
4
∫
RN
u2 dx 1
4
‖u‖2. (3.2)
According to (g1), we have
∣∣G(x, s)∣∣ b1(x)
2
s2 + b2(s)|s| R
2
2
b1(x) + b2(x)|s|, x ∈RN and |s| R.
Since b1 ∈ L1(RN ), using Hölder inequality we deduce∫ ∣∣G(x,u)∣∣dx
∫
N
(
R2
2
b1(x) + b2(x)|u|
)
dx R
2
2
|b1|1 + |b2|2|u|2  R
2
2
|b1|1 + |b2|2√
κ
‖u‖. (3.3)|u(x)|R R
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∫
RN
∣∣G(x,u)∣∣dx 1
4
‖u‖2 + |b2|2√
κ
‖u‖ + R
2
2
|b1|1. (3.4)
Consequently, for u ∈ X+ ,
Φ(u) = 1
2
‖u‖2 −
∫
RN
G(x,u)dx 1
2
‖u‖2 −
(
1
4
‖u‖2 + |b2|2√
κ
‖u‖ + R
2
2
|b1|1
)
= 1
4
‖u‖2 − |b2|2√
κ
‖u‖ − R
2
2
|b1|1 → +∞,
as ‖u‖ → ∞. This proves (a).
To prove (b) we choose un ∈ X− ⊕ X0 such that ‖un‖ → ∞, and set vn = ‖un‖−1un . Since X− ⊕ X0 is ﬁnite dimensional,
vn → v = 0 in X− ⊕ X0.
For x ∈ Θ = {x ∈ RN | v(x) = 0}, we have |un(x)| → ∞. By assumption (g+2 ) we have G(x,un(x)) → +∞. Since Θ is of
positive Lebesgue measure, we deduce
Φ(un)−
∫
RN
G(x,un)dx−
∫
Θ
G(x,un)dx → −∞
via Fatou’s lemma, and (b) is proved. 
Remark 3.3. The inequality (3.4) will be used latter. Note that to derive (3.4) we only used (g1).
Lemma 3.4. Suppose (V), (g1) and (g
−
2 ) hold, then
(a) infX0⊕X+ Φ > −∞,
(b) Φ(u) → −∞, as ‖u‖ → ∞, u ∈ X− .
Proof. (a) By (g−2 ) we know that G(x, s) 0. So for u ∈ X0 ⊕ X+ , we have
Φ(u) = 1
2
∥∥u+∥∥−
∫
RN
G(x,u)dx 0.
(b) Using (3.4), for u ∈ X− we have
Φ(u) = −1
2
‖u‖2 −
∫
RN
G(x,u)dx−1
2
‖u‖2 + 1
4
‖u‖2 + |b2|2√
κ
‖u‖ + R
2
2
|b1|1
−1
4
‖u‖2 + |b2|2√
κ
‖u‖ + R
2
2
|b1|1 → −∞,
as ‖u‖ → ∞. 
Proof of Theorem 1.1. (a) By Lemma 3.2 we know that for some ρ > 0 large enough, we have (3.1) with Y = X− ⊕ X0 and
Z = X+ . By Proposition 3.1 and Lemma 2.1, we know that for some c ∈ R, Φ has a bounded (PS)c sequence {un}. We may
assume that un ⇀ u in X . Since un → u in L2loc(RN ), for any w ∈ C∞0 (RN ) we have〈
Φ ′(u),w
〉= lim
n→∞
〈
Φ ′(un),w
〉= 0.
Hence Φ ′(u) = 0 and u is a solution of (1.1).
(b) The proof is similar, but now we use Lemma 3.4 and set Y = X− and Z = X0 ⊕ X+ . 
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