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Optical imaging of intrinsic signals is widely used for high-resolution brain mapping in various animal species. A new approach using continuous data acquisition and Fourier decomposition of the signal allows for much faster mapping, opening up the possibility of applying this method to new experimental questions.
Over the last two decades a number of imaging techniques have been developed, which allow for the visualization of brain regions activated by sensory stimuli. For human brain mapping, functional magnetic resonance imaging (fMRI) has proven to be particularly useful, since it is non-invasive and yields a spatial resolution of about 1 mm, which is often sufficient to assign activity to a specific area of the cortex. Even finer mapping of the brain is possible with optical imaging of intrinsic signals [1, 2] , which is based on small changes in light reflectance of neuronal tissue after its activation.
In principle, the technique of optical imaging is simple: the brain of an animal is exposed and illuminated with light of an appropriate wavelength (typically between 600 and 730 nm). Images are then acquired with a CCD-camera while the animal's sensory inputs are stimulated. Different components contribute to the overall intrinsic optical signal: in addition to activity-related changes in blood oxygenation level and blood volume, which are also measured in fMRI experiments, the light scattering properties of activated brain regions are altered. Upon neural activation, the absorption due to these different components increases, which in turn means that less incident light is reflected.
Because the reflectance changes are very small (typically 0.1% or less) in comparison to the overall uneven illumination of the brain surface, they are not directly visible. In order to visualize activated brain regions, images taken under different stimulation conditions have to be compared. The straightforward way to do this is to subtract images of the non-stimulated brain from those obtained when a stimulus was present ('blank-correction'). For example, in order to map the retinotopic organization of the mouse visual cortex [3] , a small visual stimulus is presented at one location in the visual field and images are acquired over several seconds ( Figure 1A) . After an inter-stimulus interval of a few seconds, during which the intrinsic signal returns to baseline, the stimulus is presented at a different location and images are acquired, and so forth. Interleaved with these stimulus trials, images are taken in the absence of any visual stimulus, and these are used for blank-correction ( Figure 1B) . To improve the signal-tonoise ratio, each stimulus is presented between 8 and 32 times, and the resulting images are averaged. One thus obtains a set of activity maps, each displaying, as a dark patch, the cortical region activated by a particular stimulus position ( Figure 1C) . Typically, acquisition of such a set of maps takes between one and two hours. Further processing of these data can be used to generate maps that depict the overall retinotopic organization by assigning a color to each pixel, depending on which stimulus activated it best ( Figure 1D ).
An alternative paradigm for mapping cortical responses to different stimuli has been pioneered for fMRI [ There are some limitations to this elegant and timeefficient technique. As in conventional optical imaging, the main, unavoidable constraint on mapping resolution is the large spatial spread of the measured response. This is a consequence of neural circuitry [3, 7] and the finite spatial resolution of intrinsic signals, which together cause a single point in visual space to induce reflectance changes in a rather large cortical area. The new imaging paradigm also cannot circumvent this constraint and does thus not provide a much more precise mapping of stimulus space. It is important to distinguish between the precision with which the map can be calculated -indeed higher with the new approach -the resolution that intrinsic signal optical imaging provides -still a matter of debate and highly dependent on wavelength, physiological state of the animal, and so on -and the cortical point spread function (the precision with which a point in space is represented on the cortical surface). The latter two are fundamental limitations to the precision with which the map of visual space can be determined with any optical imaging approach. In this sense, the 40-fold improvement of resolution stated in the paper is slightly misleading since it is theoretically correct, but not really achievable under the biological circumstances. A better way to test the 'true' resolution of the new technique is to determine how large a gap has to Current Biology R779 be introduced into the mapping stimulus until it can be reliably detected in the map. There are also potential sources of error in mapping accuracy. These may be small but they are not negligible and need to be considered. One source derives from the fact that, depending on the stimulus used, the response delays may not be equal for all parts of the cortex ( Figure 2I) . In a retinotopic map, for example, pixels at map 'edges' may have different latencies depending on stimulus direction, that is, whether they were activated at the beginning or end of the sweep period. At sweep onset, a pixel's response directly reflects the presence of the stimulus, whereas toward the end of the sweep, the response is likely a compound result of the actual stimulus-induced response, the forward-advancing wave of cortical activity through intracortical connections, and local hemodynamic influences which may change with stimulus procession. The resulting response-delay differences at map extremities to opposite stimulus directions will systematically confound the map accuracy because the computation of absolute retinotopy assumes fixed delay values. An additional concern is related to the fact that with the Fourier approach the time-course of the signal at each pixel is necessarily represented by a single sinusoid (from which phase is calculated). As the original signal often is very different from a sinusoid, this can introduce small but systematic artifacts in the maps of absolute retinotopy. Analysis of signals by stimulustriggered averaging or wavelet decomposition [8] can partly remedy this problem. Finally, it should also be noted that in the new approach the timing of the stimulus repeat rate is adjusted well to known temporal properties of the intrinsic signal itself, such as response dynamics and frequencies of noise components. Most likely much faster (conceivably also slower) repetition rates will work less well. This entails that testing the mapping of temporal properties of the stimulus can be less straightforward with the new approach.
These examples show that this new technique has its caveats and limitations. Nevertheless, the extraction of activation patterns by Fourier decomposition is a highly welcome addition to the arsenal of optical imaging acquisition and analysis tools. It will prove useful for many applications in particular under conditions where the overall data acquisition time is limited. This is true for chronic experiments, in which anaesthesia duration should be minimised, as well as for experiments in awake animals. In particular, intraoperative imaging in human patients should greatly benefit from the substantial reduction in imaging time. 
