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Abstract
Many engineering structures are composed of weakly coupled sectors assem-
bled in a cyclic and ideally symmetric configuration, which can be simplified
as forced Duffing oscillators. In this paper, we study the emergence of local-
ized states in the weakly nonlinear regime. We show that multiple spatially
localized solutions may exist, and the resulting bifurcation diagram strongly
resembles the snaking pattern observed in a variety of fields in physics, such
as optics and fluid dynamics. Moreover, in the transition from the linear to
the nonlinear behaviour isolated branches of solutions are identified. Local-
ization is caused by the hardening effect introduced by the nonlinear stiffness,
and occurs at large excitation levels. Contrary to the case of mistuning, the
presented localization mechanism is triggered by the nonlinearities and arises
in perfectly homogeneous systems.
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1. Introduction
The aerospace and aeronautical industries face an increasing effort to
improve machine performances [1]. Within this scenario, several new designs
have been proposed, some of which relying on lightweight materials applied
to e.g. bladed disks, satellites, and space antennas. The resulting slender
structures may undergo large deflections and nonlinear phenomena such as
energy localization may be observed.
The problem of energy localization is a well-known phenomenon within
the vibration engineering community, particularly in turbomachinery [2, 3],
aerospace structures [4] but also in microelectromechanical systems [5, 6]. In
the linear framework, indeed, that community usually refers to the behaviour
as a mistuning problem due to its relevance for the design of bladed disks
[2, 7]. In this case, localization arises due to the break of symmetry induced
by inhomogeneities from manufacturing variability or wear. From the mod-
elling perspective, the capability of computing the level of localization has
been extensively addressed [8, 9], although a real solution to the problem has
not been found: small changes of the mass distribution (due to erosion or
wear) during service make any clever solution impossible, and design has to
take into account worst case scenarios involving significant amplification of
vibration with respect to the homogeneous case. Linear energy localization is
known also more in general in other research fields. For example, in the solid
state physics community, it is known as ”Anderson localization”, as the phe-
nomenon was firstly studied by Anderson [10] in the context of a diffusion
wave problem, and was a Nobel-prize discovery. Nevertheless, in complex
engineering applications the linear behaviour has to be seen as an approxi-
mation, as non-linearities emerge in either stiffness or damping elements. In
the case of energy dissipation in bladed disks, for example, vibration control
usually relies on passive components, such as frictional dampers and this
induces both non-linearities due to the contact status and to the frictional
law [11–16]. Therefore, even the standard vibration control technique imple-
mented in the aerospace industry inherently introduces nonlinearity to the
physical systems.
For aeronautical applications the so-called ”blisk” have been developed,
where contact surfaces between the disk and the blade root are avoided as
the whole structure is built monolithically. Due to the lack of frictional dissi-
pation in joints, blisks suffer the lack of sufficient damping, which can expose
the structures to large deformation regimes, where geometric nonlinearities
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have an important role. In this case, energy localization goes much beyond
mistuning (see e.g. [17, 18]). It is well-known, for example, that even perfect
cyclic and symmetric structures may localize energy, due to the evolution of
non-similar modes or due to bifurcations, i.e. qualitative changes in system
dynamics (see e.g. [19–28]). Nonlinear localization has been shown to ap-
pear not only in conservative systems [19] but also in friction-excited chains
of weakly coupled oscillators [20, 21], where the authors showed that the
localization phenomenon is strongly related to the bistable behaviour of the
single oscillator in the chain. In the bifurcation diagram snaking-like bifur-
cations appear that strongly resemble the ”snaking bifurcations” observed in
different physics fields, such as fluid dynamics [29–31] and nonlinear optics
[29].
In this paper, we study an harmonically forced cyclic and symmetric
system made of a chain of Duffing oscillators with weak nearest-neighbour
elastic coupling. The system can be seen as a minimal model for several
cyclic and symmetric structures in the weakly nonlinear regime. It will be
shown that the level of vibration localization depends on the forcing level,
and it disappears in the case of low excitation when the system tends to the
linear behaviour. Moreover, in the transition from low to high excitation,
isolas of solutions appear. When the forced response is compared with the
nonlinear normal modes of the system, it is shown that local resonances
perfectly overlap with a particular backbone curve.
Notice that the mechanical system under study is homogeneous in space,
thus the localization phenomenon occurs due to the inherent nonlinearities
in the system (cubic stiffness terms) and is not related to any kind of inho-
mogeneity. In the last part of the paper we discuss the results obtained and
point to possible further extension of this work.
2. A lumped nonlinear model for cyclic symmetric structures
The model under study consists of Ns identical oscillators with mass m,
cyclically connected to each other by linear springs kc, and also attached to
the ground by linear springs and viscous dampers kl and c, respectively (Fig.
1). Each oscillator is also excited by an external force fn(t) and is subjected
to nonlinear forces induced by the cubic stiffness knl. The physical system
in Fig. 1 can be considered a minimal model for aerospace structures, e.g.
blisks, antennas, or reflectors, undergoing large deformations.
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Fig. 1 - Minimal model for a cyclic and symmetric structure undergoing
large displacements
The equation of motion for the n-th oscillator is written as
mx¨n + cx˙n + klxn − kc(xn+1 + xn−1 − 2xn) + knlx
3
n = fn(t) (1)
where x¨n, x˙n, and xn are the acceleration, velocity, and displacement, respec-
tively, while fn(t) represents the corresponding external force applied to the
n-th mass. Equation (1) is rewritten, for convenience, such that
x¨n + 2ξω0x˙n + ω
2
0xn − ω
2
c (xn+1 + xn−1 − 2xn) + γx
3
n =
fn(t)
m
, (2)
where ω20=
kl
m
, ω2c=
kc
m
, γ=knl
m
, and ξ= c
2
√
mkl
. Finally, the set of nonlinear
differential equations is expressed in non-dimensional form as
u¨n + 2ξu˙n + un − α(un+1 + un−1 − 2un) + u
3
n = gn(τ), (3)
where the dots represent the derivative with respect to the new time scale
τ = ω0t, α =
ω2c
ω2
0
, A = ω0√
γ
, gn(τ) =
fn(t)
klA
, and xn(t)=Au(τ). Moreover, one
has the cyclic boundary condition uNs+1 = u1 and u0 = un.
3. Conservative regime: linear analysis
The linear and conservative regime of Eq. (3), for which the equation of
motion is given by:
u¨n + un − α(un+1 + un−1 − 2un) = 0, (4)
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has been previously studied in the literature (see e.g. Refs. [22]). The system
has analytical travelling wave solutions such that
un(τ) = U
k
n exp{i [k(n− 1)a− ωkτ ]}+ c.c, (5)
where Uk is the complex wave amplitude, a = 2pi/Ns is the sector angle, k is
the wave number, ωk is the natural angular frequency, while c.c. states the
complex-conjugate of the first expression. After inserting Eq. (5) into Eq.
(4), it is possible to demonstrate that the linear dispersion relation is given
by
ω2k = 1 + 2α [1− cos(ka)] , (6)
which represents the natural angular frequencies of Eq. (4). Moreover, the
corresponding eigenvectors are obtained by substituting Eq. (6) into Eq.
(5), and three different solutions are possible: (1) if k = 0 all masses move
in phase such as Uk=0n = 1; (2) if Ns is even k ∈ [1,
Ns
2
− 1] (if Ns is odd k ∈
[1, (Ns−1)
2
−1]) two sets of solutions are possible such as Uk,cosn =cos((n−1)ka)
and Uk,sinn =sin((n− 1)ka); while (3) if k =
Ns
2
the masses move out of phase
such as U
k=n
2
n =(−1)n. In Fig. 2 the linear mode shapes are shown assuming
Ns = 6. Notice that the mode shapes (eigenvectors) do not depend on the
coupling parameter α.
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Fig. 2 - Linear mode shapes of the system with Ns = 6.
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4. Nonlinear normal modes
4.1. General analysis
In the nonlinear and conservative regime our investigation is based on the
concept of nonlinear modes ([32],[33]). Therefore, periodic vibrations in the
form of
u¨n + un − α(un+1 + un−1 − 2un) + u
3
n = 0 (7)
are computed using only one harmonic such as
un = Un exp{ωτ}+ c.c., (8)
where Un is the complex-valued amplitude and ω is the nonlinear natural
angular frequency. The previous expression (8) is inserted into Eq. (7) and
the resulting equation is projected into the Fourier basis which, neglecting
higher order harmonics, leads to the following set of algebraic equations
(1 + 2α− ω2)Un + 3U
3
n − α(Un+1 + Un−1) = 0. (9)
The solutions of Eq. (9) define the nonlinear normal modes (NNMs) of the
physical system depicted in Fig. 1. Moreover, due to the amplitude de-
pendency of the natural angular frequencies, some of the nonlinear mode
shapes loose their homogeneity. Some modes can localize when the ampli-
tude increases, i.e. only a small subset of the oscillators are vibrating with
significant amplitudes.
The computation of the non-linear modes is carried out by solving Eq.(9)
using a continuation procedure. In this study we used the numeric asymptotic
method presented in ([34],[35]), and implemented in the MANLAB package.
It is common to assume at low amplitude the initial points of the continuation
procedure are given by the linear mode shapes, whereas other possible start-
ing points at high amplitude will be described later. The results of the con-
tinuation procedure provides the evolution of the natural angular frequency
with respect to the amplitude of motion. One also obtains the evolution of
mode shapes as the amplitude of vibration increases ([32],[33]). From the
results, one can see that some mode shapes are similar (i.e. the shape does
not depend on the amplitude of motion), and some others are non-similar.
Potential bifurcation points of a given non-linear mode are computed search-
ing for points where the determinant of the Jacobian matrix vanishes. The
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Jacobian matrix of Eq. (9) is given by
J =


ξ1 −α 0 . . . 0 −α
−α ξ2 −α 0 . . . 0
. . .
0 . . . 0 −α ξN−1 −α
−α 0 . . . 0 −α ξN


(10)
with ξn = 1 + 2α− ω
2 + 9U2n. At high amplitude the nonlinear term will be
dominant, hence the linear coupling between the oscillators can be neglected,
therefore the system is equivalent to a series of uncoupled Duffing oscillators
(for n ∈ [1, N ]):
u¨n + un + u
3
n = 0 (11)
The eigen-shapes of such a system are given by the vectors of the canonical
basis of RN , and the evolution of the angular frequency (for oscillator n) using
a single harmonic HBM is given by ω2n = 1 + 3U
2
n.
In the case of a non-linear modes motion, all (uncoupled) oscillators must
have the same frequency, this is possible only if the amplitude are the same
for all oscillators (Un = U0 or Un = −U0) or if some amplitudes are zero.
Therefore, at high amplitude, one expects that the mode shape will have the
following general form:
φn = un, with un ∈ {−1, 0, 1} (12)
In other words, there are three choices for each component of the mode
shape. This leads to 3Ns different mode shapes at high amplitude. Those
mode shapes can be used as starting points for relatively high amplitude of
motion to initiate the continuation procedure, which is carried out backward,
i.e. in the direction of decreasing frequency. However, due to the symmetry
of the system, several of those shapes belong to the same ”family”, i.e. they
differ only by a rotation or by a change of sign (see Appendix - A). Without
loss of generality, in the following we will choose only one representative for
each ”family” to drastically decrease the number of possible initial points.
4.2. Nonlinear normal modes analysis for the present system
We start our investigation focusing on periodic solutions from the un-
damped and unforced nonlinear system (9) assuming Ns = 6 and α = 0.01.
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Therefore, the strategy proposed in Sub. 4.1 is employed to compute the
NNMs of the underling conservative regime. The details of the derivation
are not reported, while the main results are highlighted here:
• the first NNM Uk=0n , when all masses vibrate in phase, is similar (its
shape does not change with amplitude) and does not bifurcate;
• the NNM Uk=1,cosn is non-similar and bifurcate twice;
• the NNM starting from Uk=1,sinn is similar and does not bifurcate;
• the NNM starting from Uk=2,cosn is similar and does not bifurcate;
• the NNM starting from Uk=2,sinn is non-similar and bifurcates twice;
• the last NNM Uk=3n , when all masses vibrate out of phase, is similar
and bifurcates eleven times.
Starting from the linear mode, and following the bifurcations, 22 classes
of solutions have been computed (thin solid lines in Fig. 3). From symmetry
consideration the number of possible solutions can be reduced from 3Ns = 729
to 52 (including the trivial solution, see Appendix - A) 22 of which have been
computed continuing the linear modes. In order to compute the remaining 30
modes, we use the corresponding shapes as a starting point at high amplitude
for the continuation algorithm, and we start the continuation ”backward”
(i.e. in the direction of decreasing frequency). This allows to compute new
branches of solution in the Frequency Energy Plot (FEP) diagram (Fig. 3),
where the L2 norm is defined as
L2 =
√√√√ Ns∑
i=1
U2n , (13)
The non-linear modes corresponding to those new branches are not con-
nected to the other modes through bifurcation and appear as isolated branches
on the FEP diagram (dashed thick red lines in Fig. 3). Those modes do no
exist at low amplitude, but appear only after the energy is greater than a
given threshold (depending on the mode). At high energy the nonlinear term
is dominant and the oscillators behave as isolated. In fact the correspond-
ing NNMs cluster into 6 groups, which energy depends on the number of
oscillators vibrating with no negligible amplitude.
8
Fig. 4 reports some NNMs shapes (we have selected 15 out of the 52
solutions). Notice that possible solutions involve high localized ones with
very few oscillators vibrating with appreciable amplitude.
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Fig. 3 - FEP diagram of the nonlinear modes with their bifurcation. Thin
solid black lines represent the solution of (9) starting, at low energy, from
the linear modes. Thick dashed red lines represent the solution of (9)
starting at high energy and continuing them towards lower frequency (see
Appendix).
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Fig. 4 - A selection of 15 (out of 52) nonlinear normal mode shapes with
different degree of localization
5. Nonlinear forced and damped regime
5.1. Solution approach
In the present analysis we investigate the system described by Eq. (3)
subjected to an external force
gn(τ) = G˜n exp{iωF τ}+ c.c., (14)
where ωF is the external force angular frequency and G˜n is the force ampli-
tude. To find the steady state periodic solutions of the system we adopt the
harmonic balance method. Assume that, in the weakly nonlinear regime, the
response un(τ) is well approximated by a single harmonic such as
un(τ) = U˜n exp{iωF τ} + c.c., (15)
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where U˜n is a constant amplitude. After inserting Eqs. (14) and (15) into
Eq. (3) and projecting onto the truncated Fourier basis, the following set of
nonlinear algebraic equations is obtained
(−ω2F + 2iξωF + 1 + 2α)U˜n − α(U˜n+1 + U˜n−1) + 3|U˜n|
2U˜n = Gn (16)
is obtained. Therefore, the amplitudes and phases of un(τ) are defined by
the solutions of the algebraic system in Eq. (16).
5.2. Nonlinear forced responses
In this subsection we simulate the system in Fig. 1, as described by
the non-dimensional form in Eq. (3), assuming Ns = 6 masses, ξ = 0.005
and weak coupling condition α = 0.01. A harmonic force is applied to each
oscillator assuming a constant amplitude and phase value, such as
g(τ) = G0 exp{iωF τ}+ c.c., (17)
where G0 is the force amplitude. One should note that the excitation is
perfectly orthogonal to all linear normal modes, except the first one which
represents vibrations with all masses moving in phase. However, due to the
presence of damping, the responses may vibrate with different phase values.
For this purpose we used the continuation package AUTO, using as initial
conditions highly loacalized guess for the vibration shape (e.g. [0,1,0,0,-1,0])
The system frequency response function (L2-norm vs angular frequency
ωF ) is depicted in Fig. 5.
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Fig. 5 - Frequency response function obtained for the chain of weakly
coupled Duffing oscillators computed for three different force levels
G0 = [0.32, 1.3, 6.3]× 10
−3
The results were computed using three different force levels, while blue
thick lines indicate linearly stable solutions. The first response, computed
for G0 = 3.2×10
−4, illustrates the response when the nonlinear force is negli-
gible. The response is linear and single-valued. The second curve, computed
for G0 = 1.3× 10
−3, shows already the stiffening effect induced by the cubic
stiffness. However, the responses are still homogeneous and no localization
is observed. In the last case, when G0 = 6.3 × 10
−3, the response shows
several bifurcated branches. The forced response shows multiple solutions
within the frequency interval where the forced single oscillators exhibit two
stable solutions for a given exciting frequency. Hence the forced response
of the whole system is multivalued with many intertwining branches. The
new branches seem to organize themselves similarly to snaking bifurcations
([36–38],[29]). In fact they fold alternating each individual oscillator from an
upper branch to a lower one. Therefore, it is possible to observe solutions
varying from states where energy is localized in just one oscillator, to solu-
tions when energy is equally spread along the structure. This pattern is not
much affected by the particular choice of cyclic (which we are using here) or
free-free boundary conditions. Notice that, although the branches seem to
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be all connected, in fact they aren’t, but appear as isolas of solutions, which
get superposed in a two dimensional representation.
In order to provide a closer look at the transition from homogeneous states
to localized ones, eq. (3) is solved for four different excitation levels. The
results are depicted in Fig. 6 increasing the exciting force from panel (a) to
panel (d) respectively. On the left column the frequency response function is
reported, while, on the right column, the modulus of the vibration amplitude
is shown for the labeled solutions. Linearly stable solutions are drawn with
thick blue lines, unstable solutions with thin gray lines. Results in panel (a)
have been computed for G0 = 1.6× 10
−3. It is shown that for low excitation
the response is quite homogeneous (Fig. 6, panel (a), right column) and only
the unstable solution labeled with ”P4” shows some degree of localization.
When the force is slightly increased to G0 = 2.4 × 10
−3 (Panel (b)) other
branches of solutions are identified. Moreover, spatially localized linearly
stable states appear. The bifurcation picture is mainly composed of two
localized states detaching from the homogeneous solutions (P1 and P2), and
two isolas that do not bifurcate from the main solution (solutions P3 and
P4). Panel (c) and (d) are computed for G0 = 3.2 × 10
−3 and G0 = 6.4 ×
10−3 respectively. It is shown that increasing the external excitation more
branches are identified, and the isolas seem to evolve towards a final states
where they merge with the upper branch of localized solution. Finally the
final ”snaking bifurcation pattern” appears where the vibration gets localized
from one single oscillator to the final homogeneous configuration either in the
upper or in the lower branches. Comparing Fig. 4 and Fig. 6 one also notice
the similarities between the NNM and forced responses shapes. Indeed, this
behavior should be expected, as it is well known that the NNMs are the
”backbone curves” of the forced response and, at the resonance point, the
forced system behaves alike the underlying NNM.
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Fig. 6 - Form panel (a) to panel (d) the excitation force is
G0 = [1.6, 2.4, 3.2, 6.4]× 10
−3 respectively. For each panel on the left
column: frequency response function (blue thick lines for linearly stable
solutions, thin gray lines for unstable solutions). For each panel on the
right column: vibration amplitude (in modulus) for each sector
In Fig. 7 the nonlinear normal modes of the dynamical system (thin
dashed lines) are superposed on the forced response (only stable solutions are
reported with thick solid lines) for G0 = 6.3× 10
−3. It is clearly shown that
the local resonances of the mechanical systems are associated to a particular
backbone curve. At high energy the response clearly clusters into 6 groups
which correspond to the number of oscillators involved in the vibration.
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Fig. 7 - The frequency response function of the mechanical system for
G0 = 6.3× 10
−3 is superposed to the NNMs. Only the stable solutions of
the forced response are reported, while dashed lines represent the NNMs.
6. Conclusions
In this paper, the problem of vibration localization in externally excited
weakly-coupled cyclic symmetric structures affected by geometrical nonlin-
earities has been considered. The model we have set-up is constituted by a
cyclic symmetric chain of six Duffing oscillators, where stiffening effects have
been considered via a cubic stiffness term. The nonlinear normal modes have
been computed. Due to symmetry considerations, the system periodic solu-
tions can be classified into 52 different shapes (including the trivial one). It
has been shown that 22 of them are obtained starting from the linear modes
and following their bifurcation from low to high amplitude. The remaining
30 solutions, instead, appear to be isolated branches, detached from the other
modes. The isolated branches exist only after a certain energy threshold is
reached and disappear at low energy.
When the cyclic symmetric chain is forced with the first linear mode
shape (all the oscillators are excited with the same force) spatial localized
vibrating states appear. The degree of localization is strongly dependent
on the excitation strength. For strong excitation more localized branches
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appear, which, in the bifurcation diagram arrange similarly to snaking bi-
furcations. When the backbone curves of the nonlinear normal modes are
superposed with the forced response they appear to match almost exactly,
showing that the intermediate states between the low and high energy states
correspond to local resonances of the system. We have shown that this be-
haviour is strongly related to the bistable behaviour of the single nonlinear
oscillators from which the chain is formed: if the excitation level is low, the
bistable range disappears, the system behaves nearly linearly and there is no
localization. In the latter case, there is no localization.
The results of the present study may be of interest for aerospace/aeronautical
applications, where the quest of high performance is leading to lightweight
and slender structures, often characterized by weak nearest neighbor coupling
(e.g. fan blades or antennas). Due to high flexibility, the latter are prone to
large oscillations thus to nonlinear stiffening effects. This work shows that
vibration localization in space can arise due to nonlinear phenomena, which
represents a different mechanism with respect to mistuning. Further studies
are needed to better understand how the presently demonstrated nonlinearly
triggered localization effect interacts with linear localization phenomena such
us mistuning.
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Appendix A: sorting initial points using symmetry
Denote E the set of all possible initial points at high amplitude. There
are |E| =card(E) = 3Ns possible choices, i.e. 3 choices [1, 0,−1] for the Ns
components.
In order to reduce the number of initial points, one can use the fact that
the algebraic system defining the non-linear modes in Eq. (9) is equivariant
under several groups:
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• The cyclic group CN , which representation in a N dimensional space is
generated by the N ×N matrix R given by the following:
R =


0 1 0 0 0 0
0 0 1 0 0 0
...
. . .
...
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0


(18)
• The axial symmetry, generated by the N ×N matrix S given as:
S =


1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
... .
.
. ...
0 0 1 0 0 0
0 1 0 0 0 0


(19)
• The ”sign-change” symmetry (related to the fact that we are looking for
”symmetric” periodic solution such that u(t+ T
2
) = −u(t)), generated
by the N ×N matrix C given as:
C =


−1 0 0 0 0
0 −1 0 0 0
...
. . .
...
0 0 0 −1 0
0 0 0 0 −1


(20)
To sum up the algebraic system is equivariant under a group G, having
|G| = 4N elements, which can be represented as:
G = {gijk = S
iCjRk, with (i, j, k) ∈ [0, 1]× [0, 1]× [0, N − 1]} (21)
For the case Ns = 6 taking into account the symmetry conditions, the number
of initial points reduces from |E| = 3Ns = 729 to only 52, which includes the
trivial one with all 0.
17
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