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Abstract 
Consider the following problem: given an upper triangular matrix A, with rational entries and 
distinct diagonal elements, and a tolerance z > 1, decide whether there exists a nonsingular ma- 
trix G, with condition number bounded by 2, such that G-‘AG is 2 x 2 block diagonal. This 
problem, which we shall refer to as DICHOTOMY, is an important one in the theory of invari- 
ant subspaces. It has recently been proved that DICHOTOMY is NP-complete. In this note we 
make some progress proving that DICHOTOMY is actually NP-complete in the strong sense. 
This outlines the “purely combinatorial” nature of the difficulty, which might well arise even in 
case of well scaled matrices with entries of small magnitude. 
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1. Introduction 
Classical (discrete) complexity tools have often been applied to the analysis of nu- 
merical problems (see, e.g., [9]). Recently, interesting results have been obtained for 
relevant problems in numerical linear algebra and scientific computing [l&12]. What 
is especially interesting here is the trade-off which emerges between complexity and 
the numerical accuracy achievable. 
In this paper we focus on the problem of reducing a general n x n matrix A to 
block diagonal form by means of transformations of the type G-‘AG, called simiZarity 
transformations. This problem has been addressed by any authors (see, e.g., [I, 3,5]). 
’ Research partially supported by the ESPRIT III Basic Research Programme of the EC under contract No. 
9072 (Project GEPPCOM). 
’ On leave from the Inst. of Mathematics and Informatics, Bulgarian AC. of Sci., 1113 Sofia, Bulgaria. 
3 Supported by MURST 40% funds. 
SO304-3975/96/$15.00 @ 1996 -Elsevier Science B.V. All rights reserved 
PII SO304-3975(96)00103-X 
484 V. Brimkov et al. I Theoretical Computer Science I65 (1996) 483490 
Actually, a block diagonal decomposition 
G-‘AG = = diag(B1, B2, . . . , Bk) 
has many applications. For instance, once the blocks Bj are small it is possible to 
cheaply compute the powers of the matrix A as follows 
A’ = G diag(Bf , Bi, . . . , Bi)G-‘. 
Computing the matrix powers is in turn important to compute a number of matrix 
functions, such as the matrix exponential, which arise, e.g., in control theory. Also, the 
decomposition has many applications in the theory of linear operators [8]. From the 
numerical viewpoint the weakness of this approach is the possibility that the transform- 
ing matrix G be ill conditioned, which would make the blocks of G-‘AG sensitive to 
perturbations of A’s coefficients 4 [3,6]. 
It is then interesting to study the complexity of finding well conditioned similarity 
transformations to block diagonalize arbitrary square matrices. Unfortunately, the prob- 
lem appears to be difficult. In fact [7] proves that, for matrices with rational entries, 
the following decision problem is NP-complete. 
DICHOTOMY 
Instance: An upper triangular matrix A E Wxn with distinct diagonal elements, and 
a tolerance r 2 1. 
Problem: Does there exist a nonsingular matrix G with condition number less than 
or equal to r such that G-‘AG is 2 x 2 block diagonal ? 
The NP-completeness of DICHOTOMY clearly implies that the general problem 
(i.e., when A is an arbitrary square matrix) is NP-hard. We could still argue, however, 
that the difficulty stems in the numerical properties of the matrix A, e.g., in A having 
large entries or entries of very different magnitudes. Note, in this respect, that the 
proof of hardness in [7] is a reduction from SUBSET SUM. The latter is solvable 
in pseudopolynomial time, and hence its difficulty stems in the occurrence of large 
numbers (that appear also in the matrix A resulting from the reduction). 
In this note we show that DICHOTOMY is actually NP-complete in the strong sense, 
and hence that it can very well be hard even if A is a well scaled matrix with entries 
of small magnitudes. 
4 We recall that the condition number of a nonsingular matrix G E Wx” IS the numberk(G) = IlGl/jG-‘ll, 
where II.11 is a matrix norm. Here we always assume 11. I I = II.112 = m, where Anax is the eigenvalue 
of GTG with largest absolute value (in this case the eigenvalues are all nonnegative, since a matrix of the 
type GTG is nonnegative definite). 
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2. Strong NP-completeness 
The definitions and results in this section come from [4]. 
Given a decision problem 27 and a polynomial p over the integers, ZZp denotes the 
subproblem of 17 consisting of those instances Z of ZZ for which Mux[Z] < p(length[Z]) 
(Mux[Z] and Length[Z] denote the largest number in I and the input length of I, 
respectively) Zl is called NP-complete in the strong sense problem if ZZ E NP and 
there exists a polynomial p such that ZZp is NP-complete. Let 17 and ZZ’ be arbi- 
trary decision problems with instance sets Dn and Dn,, sets of instances with answer 
“Yes” Yn and Yn,, and functions Max, Length, and Max’, Length’, respectively. 
A pseudopolynomial reduction from ZZ to ZZ’ is a function f : Dn + Drill such 
that 
(a) for all I E Dn, Z E YJJ if and only if f(Z) E Ym, 
(b) f can be computed in time polynomial in two variables: Max[Z] and Length[Z], 
(c) there exists a polynomial q] such that, for all Z E Dn, ql(Lengzh’[ f(Z)]) 2 Length[Z], 
(d) there exists a two-variable polynomial q2 such that, for all Z E Dn, 
bfQX’[/(Z)] 6 q2(Mux[zl,Length[zl). 
It is proved in [4] that if ZZ is NP-complete in the strong sense, ZZ’ E NP, and there 
exists a pseudopolynomial reduction from ZZ to ZZ’, then ZZ’ is NP-complete in the 
strong sense. 
3. DICHOTOMY is strongly NP-complete 
It is easy to see that DICHOTOMY E NP. We prove that it is strongly NP-complete 
by exhibiting a pseudopolynomial reduction from 3-PARTITION, which is a well- 
known strongly NP-complete problem [4]. 
3-PARTITION 
Instance: Given a set M consisting of 3m elements with “sizes” s(a) E Zt and a 
bound B E Z+ such that B/4 < s(a) < B/2 for every a E M and xaEM s(a) = mB. 
Problem: Does there exist a partition of M into m disjoint subsets Si, &, . , S,,, so 
that CaES, a=Bforl<i<m? 
We show that, given an instance Z of 3-PARTITION it is possible to build an 
instance I’ = (A, T) of DICHOTOMY, such that the solution of Z is “yes” if and only 
if the solution of I’ is “yes”. 
In Section 3.1 we derive I’ from I; in Section 3.2 we prove some technical lemmas; 
in Section 3.3 we show the reduction from Z to Z’ is a correct pseudopolynomial 
reduction. 
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3.1. Determination of A and z 
Let us consider a 3-PARTITION instance I = (M,B) with M = {al, . . . ,a,,} and 
n = 3m. 
Let T be the set of all (;) d’ff I erent triplets of elements of M. Let us denote by TB = 
{(a,, y aq,,a,.z)}i=l..d the subset of T of the triplets whose sum is equal to B. Without 
loss of generality, we can suppose that the cardinality d = [TB 1 satisfies m < d < (;) . 
We define the matrix G E R(df”+2)x(d+“+2) as follows. 
G= 
/ 
\ 
where 
1 1 .‘. 1 
6 
6 
a1 ... an 
6F; ... 6F; 
!kjE 
1 
; 
s 
w 
F/ = fl+(n+p,-j)modn + fl+(n+q,--j)modn + fl+(n+v_j)modn ; 
i+l n-1 
fi=Ci+Ijn_17 fori=l,...,n-1 andf,=l-lsf,; 
aj=-l+eF/, forj= l,...,n; 
i=l 
6 = m-4, u = w-‘O, p = ;m-6, (jJ = f&4. 
ThenwesetA=Gdiag(l,2,...,d+n+2)G-1,andz=m7.5. 
Remark. The explicit computation of the matrix A can be done via matrix inversion 
(i.e., the computation of G-t) and matrix multiplication. In turn, the inversion of G 
involves the inversion of diagonal matrices only. Hence, it is not hard to see that the 
numbers generated during this computation will not exceed certain polynomials in the 
entries of G and the numbers I/a, l/6, and l/w. 
3.2. Preliminary dejinitions and results 
Lemma 1 (Gu [7]). Let AE Wx” be an upper triangular matrix with distinct diag- 
onal elements li, i = 1, . . , n, and let G be a nonsingular upper triangular matrix 
such that 
G-‘AG = diag(Ai,&, . . ., A,). 
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For some fixed 1 < k < n - 1, partition G as 
where E E tRkxk > FEE@~(~-~), and KEIW(“-~)~(~-~). For Sg(1,2,...,k) consider 
the similarity transformations that bring A into the 2 x 2 block diagonal form 
diag(Bi,&) with I(B1) = {&}iEs. Zf G s is such a transformation, with minimal 
condition number, we have 
2IlEsLsK-7 6 k(Gs) < 2k(E)+2IIEsLsK-‘II + 1, 
where Es are the columns of E with indices belonging to S and LS are the corre- 
sponding rows of the matrix L = E-IF. 
Lemma 1 tells that we have lower and upper bounds on the minimum condition 
number over any matrix that brings A into 2 x 2 block diagonal form. Since the matrix 
G is arbitrary (among the matrices that diagonalize A), it can be seen that the above 
bounds depend essentially on the selected partitioning of the eigenvalues into the two 
blocks Bi and B2. For a fixed partitioning, it is relatively easy to find a well-conditioned 
similarity transformation to bring A into 2 x 2 block diagonal form. The difficulty stems 
in the (apparently) purely combinatorial problem of finding the best such partitioning. 
Lemma 2. Let n > 2 and, for j = 1, . . . , n, consider the functions 
Hj(W) = -l + 54 f l+(n+i-j)mod n: 
i=l 
where the numbers f i are de$ned as in Section 3.1, Then for every nonnegative 
integer vector 1 = (x1,x2, . . . , x,) # e = (1, 1, . . . , 1) there exists 1 6 i < n such that 
IHj(X)l > l/(n2 - 1). 
Proof. We observe that f 1 > f 2 > . . . > f n-I and consider three cases, 
~1 +x2 +...+x, <n. Then Hi(Z) < (n - l)fl - 1 = -1/(2n - l), and IHi > 
1/(2n - 1) > l/(n2 - 1) for every 1 6 i < n. 
x1 +x2+... +x, 2 n and Xi # 0 for i = 1,2, . . . ,n. Since X # e, we actually have 
xi +x2+...+x,>n+l and hence Hi(X) > - 1 + f 1 + . -. + fn_l + 2f,, = 
fn>l-(n-l)fl=1/(2n-l)forevery l<i<n. 
x1 +x2 +.. . +x, 2 n and Xj = 0, for at least some 1 f j < n. It follows from the 
definition of the functions Hi(Z), i = 1,2, . . ., n, that there exists 1 < io < n such 
that the coefficient of Xj in Hi,(Z) is f,,. But then Hi,(~) 2 nf,_l - 1 = l/(n2 - 1). 
Lemma 3. Let SC{l,2, . . . ,d + n + l} and let Gs be a similarity transformation 
with minimum condition number such that Gi’AGs is 2 x 2 block diagonal; let li 
be an eigenvalue in the upper left block if and only if i E S. If S’ = S n{d + 2, 
df3 ,..., d+n+l}#0, then k(Gs)>z. 
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Proof. Let G be partitioned as follows 
G= (“” ::: 1 i;;) =(; ;). 
Let Es be the matrix consisting of the columns of E with indices in S, and let 1s 
be the vector consisting of the corresponding components of E-IF. If io ES’, then the 
isth component of the vector EsfsK-’ is p/o. Hence, from Lemma 1, we get 
k(Gs) > 2)IEsi,K-‘I) B 2b/o = 2m8 > r = m7.5. 0 
3.3. Main result 
Theorem 1. DICHOTOMY is NP-complete in the strong sense. 
Proof. Given an instance of 3-PARTITION we define an instance of DICHOTOMY 
as in Section 3.1. 
The remark at the end of Section 3.1 explains why the reduction satisfies (b)-(d) of 
the definition of pseudopolynomial reduction. We now prove that property (a) holds 
as well, i.e., that the solution to 3-PARTITION is “yes” if and only if the solution to 
DICHOTOMY is “yes”. 
Clearly any 3-partition of M can be identified with a suitable subset of { 1,2, . . . , d}, 
which identifies triplets in Ts. In the following we will say that a transformation Gs 
corresponds to a subset P of T,, and thus, possibly, to a 3-partition, if S = { 1) U{i+ 1: 
iEP}. 
Due to space limitations we only prove that if 3-PARTITION has solution “yes” 
and P is a 3-partition of M then the transformation Gs corresponding to P satisfies 
k(Gs) < r. The opposite implication can be proved in a similar way (the details appear 
in [2]). 
We partition the matrix G as 
G=(w)=(; ;). 
Let Ls E [W(m+lN(n+l) consist of the rows of L = E-‘F with indices in S, i.e., 
-1 . . . -1 If! 
F,‘, . . . F;, f 
Fjm ’ . . Fs”, 
1 
s 
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Analogously, let ES be the matrix consisting of the columns of E with indices to S. 
The first row of Es consists entirely of 1 ‘s. The rows with indices in S - { 1) have 
one entry equal to 6 while the other entries are 0’s. The other d - m rows are zero. 
The matrix product ESLS E R (d+l)x(n+l) has the following structure. The rows with 
indices not in S are clearly zero. Row 1 is also zero; in fact, its last entry is 
while the jth component equals -1 + Cy!, F< and it is zero because P is indeed a 
partition. The other m rows equal the corresponding rows of LS multiplied by 6. Then 
the nonzero rows of EsL.,-K-’ E lR(df’)x(“+‘) are 
where 
Ci=(;Fi).(-g)+i, i=1,2 ,..., m. 
It can be easily proved that ‘j$, Fi = 3 and hence that ci = 0, as a consequence of 
the choices of a, /?, 6 and o. 
The maximum element of EsLsK-’ is equal to 
6 _ max 
Cx I<i<m, l$j<n 
Fi <m6 
( 
2 3 4 _+- ~ 
2n - 1 3n-1+ 4n - 1 ) < m6 
for n > 3. It is a well known fact that, for any m x n matrix A, 1 IAl 1 < Jmn maxi,j laij I 
(cf. [5, p. 571). Hence IIEsLsK-‘II < Jmnm6 = fim7. The simple structure of E 
allows us to obtain 
df2 
k(E) < T = 
and then, from Lemma 1 and for m > 154, 
k(Gs)<2k(E)+21IEsLsK-‘II+l <9m7+2&m7+1 CT. 
To complete the first part of the proof, we must now show that the set S which 
determines the similarity transformation with minimum condition number indeed cor- 
responds to a 3-partition. Suppose that this is not the case. 
If s n{d+2, d+3,. . . , d+n+l}#(b then, according to Lemma 3, we have k(Gs) > z, 
a contradiction. 
If,Sn{d+2,d+3,... , d + n + l} = 8, the matrices Es and Ls have dimensions 
(d + 1) x ISI and ISI x (n + l), respectively. Consider the matrix EsLs E R(d+‘)x(n+‘). 
There are two subcases. 
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If 1 ES then the first row of ESLS contains a nonzero element which is a contradic- 
tion. 
Finally, if 1 4 S, according to Lemma 2 the first row of EsLs contains an entry 
greater than l/(n2 - 1). Then one of the first n components of the first row of EsLsK-’ 
must be greater than 
1 1 do 1 * - _ 
n2 - 1’~ 
>9m2=GmY 
which implies 1 IEsLsK-’ 11 > gm . ’ 8 From Lemma 1 it then follows that 
k(Gs) > 21lE~LJ-‘l/ > ;m8 > z 
for m > 21, which is a contradiction. 0 
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