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Summary
With fossil fuels diminishing and fuel prices rising the development of more efficient
aeroplanes is needed from an economical and environmental point of view. One pos-
sibility to increase the aerodynamic efficiency is to reduce the skin friction. This
reduction can be achieved by having large areas of laminar flow. To be able to de-
sign laminar flow wings a thorough understanding of the transition from laminar to
turbulent flow on a swept wing is needed.
The current experimental investigation focusses on a the influence of environmental
disturbances on the development of the crossflow instability. In order to study this
influence, in the low turbulence wind tunnel at City University of London, an ex-
perimental model had to be designed. It was chosen to have a 45 degrees swept flat
plate with a displacement body placed above it which created a favourable pressure
gradient on the plate. With the sweep angle and favourable pressure gradient the
conditions to have a transition process dominated by the crossflow instability were
met. To characterize the flow detailed single hot-wire scans were carried out with a
custom made data acquisition system in LabVIEW.
Prior to the experiments on the crossflow instability, measurements to characte-
rize the freestream environment and to obtain the pressure distribution on the flat
plate were carried out. The turbulence intensity was found to be around 0.02% for
freestream velocities from 10 to 18m/s. The pressure distribution was obtained with
two methods, with static pressure ports embedded in the plate and with a custom
made pressure belt which spanwise location could easily be varied. Both methods
gave comparable results and showed that a moderate favourable pressure gradient
was created on the plate compared to other studies. The pressure belt results and
panel code results were compared to a three-dimensional RANS computation of the
set-up. A similar pressure gradient was found for all three pressure distributions.
The magnitude of the pressure coefficient obtained from the panel code was slightly
higher due to the inviscid character of this code.
vii
The main experiments focussed on two stages of the transition process, the deve-
lopment of the primary and secondary crossflow instability. The goal of the primary
crossflow instability experiments was to investigate the influence of the wavelength
content of different roughness distributions while previous studies focussed more on
the roughness height. A cylindrical and pyramidal roughness elements were studied
for this purpose. The roughness elements were spaced at a spanwise distance of λ,
which was the wavelength of the most amplified stationary crossflow wave following
linear stability analysis. From the calculation of the Fourier coefficients it followed
that the pyramidal roughness distribution had stronger forcing at λ and weaker for-
cing at λ/n compared to the cylindrical roughness distribution.
The experiments on the secondary instability first investigated the characteristics of
this instability during different stages of its development. While in previous studies
the characteristics in the early growth stage were studied here the characteristics
of the secondary instability during breakdown are reported. Next, the experiments
focussed on excitation of the secondary instability by wall-forcing and freestream
forcing. The secondary instability was forced from the wall with a small speaker.
The results with different amplitudes of the excitation signal showed that the se-
condary instability is receptive for wall-forcing. The secondary instability was forced
from the freestream through a small pipe which was connected to a speaker placed
in the displacement body. The first experiments showed that the freestream forcing
did not interact with the secondary instability in the boundary layer. Analogously
to the travelling primary instability a thin roughness strip was placed on the swept
flat plate at the location where the secondary instability started to grow. With the
roughness in place an interaction between the freestream disturbances and secon-
dary instability did occur and the phase structure of the secondary instability could
be obtained.
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2 Background
1.1. Introduction
About 115 years ago the Wright brothers managed to keep the first powered aeroplane
in the air for 12 seconds covering a distance of about 30 metres (Anderson, 1997).
They could not have imagined that 115 years later, over 800 people at the time1
are transported at heights above 10 kilometres for million times a year2. While in
the early days of aircraft development increasing height and range might have been
the major challenges, nowadays the efficiency of aeroplanes receives most attention.
With fossil fuels diminishing, fuel prices rising and global warming linked to CO2
emissions, every possible improvement in aircraft efficiency is needed from an eco-
nomical and environmental point of view.
In Figure 1 the direction of the four main forces acting on an aeroplane in flight
are sketched. For an aeroplane to move forward the thrust has to overcome the
drag.
Figure 1. Direction of the four main forces acting on an aeroplane. Picture from https:
//planefinder.net/data/airline/KL
One way of increasing the aerodynamic efficiency of an aeroplane is reducing the drag
such that less fuel is needed to propel an aeroplane forward for a certain distance.
On a commercial aircraft, such as the Boeing 737, more than half of the total drag
is attributed to skin friction (Goldhammer and Plendl, 2013). Skin friction is caused
by the friction between the surface of the aeroplane wing and air above it. The skin
friction coefficient is defined as:
Cf =
τw
1
2
ρU2∞
, (1.1)
1en.wikipedia.org/wiki/Airbus A380
2www.statista.com/statistics/564769/airline-industry-number-of-flights/
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where ρ is the density of the fluid, U∞ the speed and τw the shear stress at the
surface of the wing. The wall shear stress in a fluid is written as:
τw = µ
dU
dy
∣∣∣∣
y=0
, (1.2)
where µ is the viscosity, y the coordinate normal to the surface and dU/dy|y=0 the
gradient of the velocity profile at the wall. The magnitude of this velocity gradient
differs for laminar and turbulent flow. Laminar flow is characterized as organized,
parallel and predictable while turbulent flow is chaotic and unpredictable. In Figure
2 a laminar and turbulent boundary layer are shown. Where the boundary layer is
the region close to the surface where viscous effects are important, in contrast to the
inviscid flow region where viscous effects can be neglected.
Figure 2. Schematic of a laminar (left) and turbulent (right) boundary layer. Where δ
represents the boundary layer thickness.
Due to mixing in the turbulent boundary layer there is more momentum close to the
wall compared to the laminar boundary layer. Because of this the velocity gradient
at the surface, dU/dy|y=0, is larger for a turbulent boundary layer than for a laminar
boundary layer. Consequently, through Equations 1.1 and 1.2, the skin friction for
a turbulent boundary layer will be higher than for a laminar boundary layer. Esti-
mations have shown that for laminar flow aeroplane wings, the skin friction can be
reduced by 6 to 7% (Atkin, 2004). For this reason there is and has been an interest
from industry to develop wings with large areas of laminar flow. The first aeroplane
specifically designed to have large areas of laminar flow was the P-51 Mustang in the
second world war3. The airfoil shape of the P-51 was optimized to get a significant
amount of laminar flow. Eventually, an efficient aeroplane was built, however, it is
thought that its high efficiency was due to the high surface quality of the wings
instead of the designed shape (Anderson, 1997). Prior to the development of the
3www.aviation-history.com/theory/lam-flow.htm
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P-51, in the 1930s, the first experiments on laminar flow control were carried out by
the use of suction (Braslow, 1999) through slits in the wing. The purpose of laminar
flow control is to keep the flow laminar where it would naturally transition to turbu-
lence. In the case of suction the thickness of the boundary layer is reduced resulting
in a more stable boundary layer. Throughout the years, with varying interest from
industry (Atkin, 2008), laminar flow control techniques were further developed and
this eventually led to the test flight of the Airbus BLADE (Breakthrough Laminar
Aircraft Demonstrator in Europe) in September 20174. For an extensive review on
laminar flow control techniques and developments up to the end of the 1990’s Jos-
lin (1998) should be consulted. While the quest for laminar flow wings has started
about 80 years ago, scientists and engineers have been interested in the transition
process from laminar to turbulent flow for much longer. In Hagen (1839) and Hagen
(1854) the distinction between laminar and turbulent flow in a pipe was first made
(Anderson, 1997). The purpose of the now famous pipe flow experiment by Osborne
Reynolds (Reynolds, 1883) was to find a parameter which would determine if the
flow was laminar or turbulent. He found that if the magnitude of a non-dimensional
group exceeded a certain limit the flow became turbulent. The non-dimensional
group is now known as Reynolds number and is defined as:
Re =
ρU∞D
µ
, (1.3)
where D is a length scale of the object through which or over which the fluid flows.
Reynolds number represents the ratio between inertial and viscous forces. If Reynolds
number is high viscous effects are negligible compared to the inertial effects and vice
versa. For very controlled experiments such as a flat plate or pipe flow experiment,
Reynolds number might be sufficient to predict if the flow is laminar or turbulent.
However, in less controlled environments other factors infuence the transition process
and Reynolds number is not sufficient to predict whether the flow is laminar or
turbulent. While up to now no universal model has been developed to take all other
factors into account to predict the transition location correctly, previous studies have
shown that the transition path from laminar to turbulent flow depends on the level
of environmental disturbances such as roughness and freestream turbulence. In the
following section an overview of these transition paths is given.
4http://www.airbus.com/newsroom/press-releases/en/2017/09/airbus - blade -laminar-flow-
wing-demonstrator-makes-first-fligh.html
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1.2. Overview of transition paths
In Figure 3 an overview of the different paths from laminar to turbulent flow are
shown.
Figure 3. Overview of transition paths for different levels of environmental disturbances
(modified from Morkovin et al. (1994)).
The first stage of all transition paths is the receptivity process. Here, perturbations
are generated from environmental disturbances, such as freestream turbulence or
surface roughness. When the level of disturbances is high the bypass path is follo-
wed (Path A). After the receptivity process, the flow breaks immediately down into
turbulence. It is believed that the step of eigenmode growth is bypassed or alterna-
tively taking place over a very short distance such that it is difficult to be observed.
Next, there are three paths where transient growth plays a role (Path B,C, and
D). Transient growth is caused by the non-orthogonality of eigenmodes. This me-
ans two modes which decay with different rates in time, can still generate algebraic
growth over a short amount of time (Schmid and Henningson, 2001). While mat-
hematically the concept for transient growth is understandable, it is more difficult
to imagine a flow configuration where such situation actually occurs. It has been
shown that by optimizing the disturbance energy for maximum transient growth
an optimal perturbation for transient growth can be found. In flat plate boundary
layers this optimal perturbation manifest itself as streamwise vortices. The most
amplified perturbation, has been found to be streamwise streaks which are forced
by these streamwise vortices (Fransson et al., 2004). In experiments it is found that
streaks develop when the freestream turbulence levels are elevated (Matsubara and
Alfredsson, 2001). Even though, no critical threshold for which transient growth be-
comes relevant has been defined in literature, in the current experiment the external
disturbances (Tu≈0.02%) are low compared to transient growth studies (Tu≈1%).
Therefore, it is expected that transient growth will not play a major role in the cur-
rent study. For an extensive review on the subject of transient growth Schmid and
Henningson (2001) could be consulted. Finally, when the environmental disturban-
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ces are low, Path E is followed. After the receptivity process, primary instabilities
start to grow. The nature of the primary instability depends on characteristics of
the model such as sweep, curvature and pressure gradient. Because the initial dis-
turbances are small this part can be described with linear theory. After the wave
amplitude reaches a certain threshold the instabilities grow in a non-linear manner
and a secondary instability is created. Explosive growth of the secondary instabi-
lity and non-linear mode interactions lead eventually to breakdown of the flow into
turbulence. In the current set-up the environmental disturbances are small and the-
refore it is expected that transition path E is followed. In Section 1.5 the primary
modes occurring on different geometries will be discussed. Now, first the concept of
hydrodynamic stability is described.
1.3. Hydrodynamic stability
The Navier-Stokes equations describe the motion of viscous fluid flow. The equations
are derived from a momentum balance over a small fluid element and write:
ρ
Du
Dt
= −∇p+ µ∇2u + f , (1.4)
where u represent the velocities in the x,y and z direction and p the pressure. The
terms on the left represent the change in momentum while the right hand side repre-
sents the pressure, viscous and external forces respectively. While the Navier Stokes
equation describe the motion of fluids it does not directly give any information about
the stability of a flow. Hydrodynamic stability theory deals with the response of small
disturbances on the flow. The first step to get from the Navier-Stokes equations to
stability equations is therefore to write the velocity and pressure as u = U + u′ and
p = P + p′, where U and P are the mean and u′ and p′ the fluctuating compo-
nents of the velocity and pressure. For small disturbances the linearised disturbance
equations are then derived and given by:
∂u′
∂x
+
∂v′
∂y
+
∂w′
∂z
= 0,
ρ
(
∂u′
∂t
+ U
∂u′
∂x
+ v′
∂U
∂y
+W
∂u′
∂z
)
= −∂p
′
∂x
+ µ
(
∂2u′
∂x2
+
∂2u′
∂y2
+
∂2u′
∂z2
)
,
ρ
(
∂v′
∂t
+ U
∂v′
∂x
+W
∂v′
∂z
)
= −∂p
′
∂y
+ µ
(
∂2v′
∂x2
+
∂2v′
∂y2
+
∂2v′
∂z2
)
.
ρ
(
∂w′
∂t
+ U
∂w′
∂x
+ v′
∂W
∂y
+W
∂w′
∂z
)
= −∂p
′
∂z
+ µ
(
∂2w′
∂x2
+
∂2w′
∂y2
+
∂2w′
∂z2
)
.
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For this derivation it is assumed that the flow is parallel i.e. U = U(y), V = 0
and W = W (y). Next, the disturbances are written as exponentials in the form
q′(x, y, z, t) = q(y)ei(αx+βz−ωt). Where α, β and ω are complex and represent the stre-
amwise wave number, spanwise wave number and temporal frequency respectively.
Substituting this into the linearized disturbance equations and defining k2 = α2+β2
gives the Orr-Sommerfeld equation:
d4v
dy4
−2k2d
2v
dy2
+k4v−iRe
[
(αU + βW − ω)
(
d2v
dy2
− k2v
)
−
(
α
d2U
dy2
+ β
d2w
dy2
)
v
]
= 0
(1.5)
The Orr-Sommerfeld is an eigenvalue problem and for known mean velocity profiles
U and W the equation can be solved. The Orr-Sommerfeld equation is complex and
so are α, β and ω of which the real and imaginary part are sketched in Figure 4.
Figure 4. Representation of waves growing in space and time.
The imaginary part of α, β and ω denoted with αi, βi and ωi determine if the
solution is unstable. For local temporal stability analysis it is assumed that the wa-
venumbers α and β are real and ω is the eigenvalue to be found. If ωi is postive
the disturbances grow in time and the flow is temporally unstable. In local spatial
stability analysis it is assumed that ω and β are real such that the eigenvalue to
be found is α. This represents a case where disturbances do not grow in time and
in the spanwise direction but can grow in the streamwise direction as is the case
for Tollmien-Schlichting waves and crossflow instabilities, discussed in the following
section. By observing Equation 1.5 it is clear that the equation is simpler to solve for
ω than for α or β. If the amplification rates are sufficiently small and the parame-
ters of interest are close to the neutral stability curve it can be shown that through
Gaster’s transformation the temporal disturbances can be converted to spatial ones
(Gaster, 1962). With Squire’s theorem it is shown that a two dimensional perturba-
tion is most unstable and therefore the Orr-Sommerfeld equation can be solved as
a two-dimensional problem (Squire, 1933). If the Orr-Sommerfeld equation is solved
for a lot of different Reynolds numbers a neutral stability curve can be obtained as
presented in Figure 5.
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Figure 5. Sketch of a neutral sta-
bility curve.
The curve is the boundary for the stable and
unstable region and the most left point on
the curve represents the indifference Reynolds
number which is the lowest Reynolds num-
ber for which the flow can become unsta-
ble.
Inviscid instabilities can be considered separa-
tely if the Orr-Sommerfeld equation is taken in
the limit of large Reynolds numbers:
(U − c)
(
d2v′
dy2
− α2v′
)
− d
2U
dy2
v′ = 0, (1.6)
where c = ω/α is the complex wave speed and the spanwise direction is omitted
here. When Equation 1.6 is multiplied by its complex conjugate and integrated over
y it can be shown that the imaginary part of the equation reads:
ci
∫ y2
y1
1
(U − cr)2 + c2i
d2U
dy2
|vˆ|2dy = 0. (1.7)
If ci > 0 it follows that
d2U
dy2
= 0 somewhere in between y1 and y2. This statement
is known as Rayleighs criterion and it means that an inflection point in the mean
velocity profile is a necessary condition for the presence of amplified waves caused
by an inviscid mechanism.
The main assumptions underlying the Orr-Sommerfeld equation are that the dis-
turbances are small and that the base flow is parallel. In the start of the transition
process these assumptions might hold and the growth of the instabilities will be
predicted correctly. However, further in the transition process different methods are
required to obtain correct predictions. Non-parallel effects are included by solving
the parabolised stability equations, of which the development is described in Her-
bert (1997). Large disturbances, i.e. non-linear effects, can also be included in these
equations. In Saric et al. (2003) it is shown that the solution of the non-linear para-
bolised stability equations predicts the growth of the crossflow instability well.
In the current thesis, computational methods were used to design the experimental
model. For this purpose, the characteristics of the instabilities in the linear deve-
lopment stage were required. The linear stability characteristics in this thesis are
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obtained from CoDS5 which solves the compressible laminar boundary layer equati-
ons. For more details of the computational methods used in this thesis Appendix A
should be consulted.
1.4. Reynolds-Orr equation
The Orr-Sommerfeld equation gives insight in the growth of the hydrodynamic in-
stabilities. The mechanisms by which these instabilities grow are shown with the
Reynolds-Orr equation which are the kinetic disturbance energy equations. These
equations are obtained from integrating the nonlinear disturbance equations (Schmid
and Henningson, 2001) and write (Malik et al., 1999):
dE
dt
= P −D, (1.8)
where E is the kinetic energy, P the production term and D the production term
given by:
E = −
∫ 2pi/α
0
∫ ∞
0
∫ 2pi/β
0
(
uiui
2
)
dx1dx2dx3, (1.9)
P = −
∫ 2pi/α
0
∫ ∞
0
∫ 2pi/β
0
uiuj
(
∂Ui
∂xj
)
dx1dx2dx3. (1.10)
and
D = −
∫ 2pi/α
0
∫ ∞
0
∫ 2pi/β
0
1
Re
(
∂ui
∂xj
)(
∂ui
∂xj
)
dx1dx2dx3. (1.11)
These equations show that the production terms of the velocity fluctuations are
expected to be large where the spanwise and wall-normal shear terms ∂U/∂x3 and
∂U/∂x2 are large. This is used in previous studies to define the secondary crossflow
instability as will be discussed more thoroughly in Chapter 5.
5Qinetic (unpublished)
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1.5. Primary modes
1.5.1. Go¨rtler instability
The Go¨rtler instability is an inviscid centrifugal instability which occurs in shear
flows over curved surfaces. The necessary condition for such instability is the Ray-
leigh circulation criterion which states that dΓ2/dr < 0 somewhere in the flow, were
Γ = rV with r the radial coordinate and V the tangential velocity. In Figure 6,
stable and unstable cases are shown for a convex and concave surface. On a swept
wing the Go¨rtler instability is not dominating the transition process and therefore
not relevant in the current experimental investigation. A review of studies on this
instability is given by Saric (1994).
Figure 6. Flow configurations which are stable (left) and unstable (right) to the Go¨rtler
instability (Modified from Figure 1 in Saric (1994).
1.5.2. Tollmien-Schlichting wave
A two-dimensional zero-pressure-gradient laminar boundary layer does not exhibit
inviscid instabilities since Rayleigh’s inflection point criterion, is not satisfied. Since
it is known that the boundary layer is unstable, there is a mechanism where viscosity
works as a destabilizing force. A Tollmien-Schlichting wave is such viscous two-
dimensional instability. For a two-dimensional base state the non-linear disturbance
equation in terms of the energy disturbance equation for a one dimensional base
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state writes (Saric, 2008):
DE
Dt
= −
∫
V
u′v′
(
dU
dy
)
− 1
Re
∫
V
(∇v′)2 . (1.12)
It is assumed that the disturbance vanishes on the boundaries of control volume
V . The last term on the right side is always stabilizing and represents diffusion of
energy through viscosity. The first term represents the Reynolds stress and can be
stabilizing or destabilizing depending on the phase between the two disturbance.
From this equation it is clear that a uniform flow (dU
dy
= 0) will always be stable. By
looking at the inviscid and viscous solutions of the Orr-Sommerfeld equations it can
be shown that for the inviscid solutions the u′ and v′ component are 90 degrees out
of phase and therefore the Reynolds stress distribution is 0. For the viscous solution
it can be found that the Reynolds stress distribution is always positive. This implies
that the first term in Equation 1.12 is always positive and therefore destabilizing. The
mathematical prove of this viscous instability was first given by Tollmien (1929) and
then by Schlichting (1933). The experimental proof of the Tollmien-Schlichting wave
was given by Schubauer and Skramstad with very accurate hot-wire measurements
(Schubauer and Skramstad, 1948). In their experiment it was also found that there
was increased amplification for adverse pressure gradients and increased damping
for favourable pressure gradients.
1.5.3. Crossflow instability
The crossflow instability is an inviscid instability which occurs on a swept body with
a pressure gradient. In Figure 7 the influence of the favourable pressure gradient and
sweep angle, on the direction of the inviscid streamlines is shown. At the attachment
line the velocity vector is aligned with the leading edge. From the attachment line
the streamwise velocity increases due to a favourable pressure gradient. This leads
to a curvature of the inviscid streamlines. When the pressure gradient weakens the
curvature decreases, eventually, when the pressure gradient vanishes, the inviscid
streamlines align with the freestream velocity, Q∞. The Navier-Stokes equation in
streamline coordinates (s, n, y) with U = [Us, 0, 0] show that for a steady inviscid
parallel flow the pressure gradient normal to the streamline writes:
∂p
∂n
∣∣
inv
=
ρU2s
R
. (1.13)
From an order of magnitude analysis of the full y-momentum equation it follows,
that for Re1, the pressure gradient in the wall-normal direction, ∂p
∂y
, is equal to
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Figure 7. Origin of the crossflow instability.
zero. This indicates that the pressure is constant in the wall normal direction, such
that the pressure gradient normal to the streamline outside the boundary layer is
equal to the pressure gradient inside the boundary layer i.e. ∂p
∂n
∣∣
inv
= ∂p
∂n
∣∣
BL
. However,
inside the boundary layer the balance between the pressure gradient and centripetal
acceleration does not exist, since the streamwise velocity, us, decreases towards the
wall due to the action of viscosity (Saric et al., 2003). This imbalance drives the
crossflow which is defined as the flow perpendicular to the streamline. The crossflow
component is zero at the wall and the edge of the boundary layer and therefore the
crossflow velocity profile has an inflection point which is a source for the inviscid
instability following the Rayleigh inflection point criterion. The instability manifests
itself as steady and unsteady co-rotating vortices which are almost aligned to the
potential flow direction. Gray (1952) first observed that the sweep angle influenced
the stability of a laminar boundary layer. The vortex structure on a rotating disk
was clearly shown by Gregory et al. (1955) who used a china-clay technique. Poll
(1985) showed the vortex structure as streamwise streaks even more clearly on a
cylinder with varying yaw angles as is shown on the front of this thesis.
With linear stability analysis it is found that the most amplified disturbance is
the travelling crossflow wave ((Malik and Poll, 1985; Dagenhart, 1992)). However, it
depends on the environmental disturbances if the stationary or traveling wave will
dominate the transition process, as will be discussed in Chapter 4. For extensive
reviews about research on the crossflow instability Bippes (1999) and Saric et al.
(2003) can be consulted.
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1.5.4. Attachment line contamination and instability
The attachment line, is the three-dimensional equivalent of the stagnation point.
At the attachment line, the velocity has only a component parallel to the leading
edge, i.e. the streamwise velocity is zero. There are two mechanisms by which the
attachment line can become turbulent, which are both presented in Figure 8. Tran-
Figure 8. Flow configurations where attachment line contamination (left) and the atta-
chment line instability (right) occurs (Modified from Figure 5.15 in Gowree (2014).
sition to a turbulent attachment line can occur naturally through the attachment
line instability. Poll (1979) found that the first bursts of turbulence occurred around
R¯=550 where R¯ is the Reynolds number based on the velocity gradient at the atta-
chment line. The attachment line contamination occurs when turbulent flow from the
fuselage, is convected inside the attachment line boundary layer and instantly crea-
tes a turbulent boundary layer over the wing. The attachment line contamination is
not an instability by itself and is therefore not classified as a primary mode. Nevert-
heless, it should be taken into account in practical applications such as aeroplane or
experimental design. The turbulent disturbances, due to contamination, propagate
along the attachment line once the Reynolds number exceeds a certain limit. In lite-
rature the Reynolds number, based on the momentum thickness of the attachment
line boundary layer, Reθ,AL and R¯ are used. Pfenninger (1977) and Gaster (1967)
found a limit of Reθ,AL=90-100 and Poll (1979) a limit of R¯=250. Several solutions
have been proposed to maintain a laminar attachment line, where the Gaster bump
has been effective (Gaster, 1965). The Gaster bump is a small fairing placed closely
to the wing root. The shape of the bump is optimized such that the contaminated
layer is brought to rest at one side while a clean laminar boundary layer is generated
at the other side. Gaster showed that the mechanism is effective up to Reθ,AL = 420.
For an extensive review of attachment line instability studies Reed and Saric (1989)
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and Gowree (2014) can be consulted.
In this section an overview of the different transition paths and primary instabilities
has been given. In flight conditions it is expected that environmental disturbances
are sufficiently small to follow transition path E. Furthermore, if it is assumed that
the attachment line instability is controlled, the crossflow instability is expected to
dominate the transition process over a swept wing with some possible influence of
Tollmien-Schlichting waves. In the introductory sections of Chapter 4 and Chapter
5 further details on the growth of the crossflow instability are given.
1.6. eN-method
Since wind tunnel tests are expensive and time consuming, there is a need from
industry for quick methods to obtain an indication of the transition location. One
of the main methods used by industry is the eN -method which was simultaneously
but independently developed by van Ingen (1956) and Smith and Gamberoni (1956).
The method follows directly from the Orr-Sommerfeld equation and is therefore only
valid in the linear regime. The amplitude of the disturbance at location x is defined
as A = e−αix and is equal to A + dA = e−αi(x+dx) at x + dx. The ratio between the
two gives if and how much the wave has grown and is given by:
A+ dA
A
= e−αi(x+dx), (1.14)
or,
ln(A+ dA)− ln(A) = dln(A) = −αidx, (1.15)
When this equation is integrated from x0 which is the position where the instability
starts to grow to location x the expression for the N-factor is given by:
N = ln(A/A0) =
∫ x
x0
−αidx. (1.16)
The idea of the en-method is that when N is above a certain threshold the flow
becomes turbulent. Since the eN -method is linear it only gives an indication of where
transition occurs. In van Ingen (2008) it is stated that the method works well for 2D
incompressible flows with low environmental disturbances since a large part of the
transition process can be described with only linear effects. To include environmental
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disturbances such as roughness and freestream turbulence the eN -method has been
extended through empirical methods (Crouch and Ng, 2000; Borodulin et al., 2017),
however, a general theory has not been obtained so far.
1.7. Motivation and objectives
In this thesis the transition process from laminar to turbulent flow over an model
with characteristics of an aeroplane wing is studied experimentally. For a swept wing
with a favourable pressure gradient the crossflow instability dominates the transi-
tion process. Previous studies have shown that the development of the crossflow
instability is influenced by the sweep angle, pressure gradient, surface roughness
and freestream environment, however, a more thorough understanding of these pa-
rameters is needed to be able to predict transition for a given environment. Next to
transition prediction, it is thought that with deeper knowledge of the influence of
environmental disturbances on the transition process more efficient strategies can be
developed to control the crossflow instability. This is of large interest for aeroplane
manufactures in the development of next generation laminar flow aeroplanes. A more
detailed motivation for the experiments carried out in this thesis are given in Chap-
ter 4 and 5.
At the start of the current project the research group was built up and no ex-
perimental model or data acquisition system was in place. Therefore the objectives
of this project have aspects related to the influence of disturbances on the transition
process, as well as, aspects related to the design of the experimental set-up in gene-
ral. By keeping this in mind the aims of the project were formulated as followed:
• To design an experimental model where the transition process is dominated by the
crossflow instability.
• To develop a data acquisition system and experimental procedure which makes it
possible to continuously take detailed hot-wire measurements up to several days.
• To better understand the parameters influencing the different stages of the transi-
tion process dominated by the crossflow instability. In the first experiments the focus
is on the primary crossflow instability while in a later stage the secondary crossflow
instability is studied in detail.
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1.8. Thesis outline
After this introductory chapter the design of the experimental set-up is described to-
gether with an overview of the instrumentation used in the experiments. In Chapter
3 the freestream turbulence measurements of the empty wind tunnel are discussed
together with the static pressure measurements and the hot-wire measurements in
the wake of the displacement body.
The two main chapters of the thesis are focusing on the development of the primary
crossflow instability, Chapter 4, and the secondary crossflow instability, Chapter 5.
Each of these chapters is structured as a stand-alone report. It starts with a back-
ground section, after which the experimental design and data analysis tools specific
to the primary and secondary instability experiments are discussed. Next, the results
and discussion are given followed by a conclusion. Following the two main chapters,
the overall conclusions are drawn in Chapter 6. Finally, the appendices contain in-
formation about the computational methods used to design the experimental set-up
and support the experimental results. Furthermore, the freestream turbulence me-
asurements are given as well as an uncertainty analysis on the data obtained from
the experiments.
...
....
....
...
....
....
2
Experimental set-up
and instrumentation
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2.1. Introduction
A substantial part of the PhD project was involved with the design of the experi-
mental set-up and data acquisition system. An overview of the system is shown in
Figure 1. In the following sections all the components of the system will be discussed.
Figure 1. Overview of the experimental set-up.
2.2. Wind tunnel facility
All experiments were conducted in the UK National Low Turbulence wind tunnel
facility at City, University of London (Figure 2). The characteristics of the closed
loop tunnel are given in Table 2.1. The tunnel has low freestream turbulence levels,
which makes it an excellent facility to study boundary layer transition following
the natural transition path. The freestream turbulence levels quoted in Table 2.1
are an indication, in Section 3.1 a more detailed characterization of the freestream
environment is given.
Table 2.1. Specifications UK National Low Turbulence wind tunnel.
Maximum flow speed 45m/s
Reynolds number range 0.34 ×106 - 3.1 ×106
Turbulence intensity <0.01% (up to 20 m/s)
Contraction ratio 6.75:1
Mach number up to 0.13
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Figure 2. UK National Low Turbulence wind tunnel at City, University of London.
2.3. Design of experimental model
2.3.1. Model configuration
The experimental model should have ideal characteristics to study the development
of the crossflow instability, i.e. a sweep angle and favourable pressure gradient. In
previous experimental crossflow instability studies a swept aerofoil (Saric and Yeates,
1985; Dagenhart, 1992; Radeztsky et al., 1999; Saric et al., 1998; White and Saric,
2005; Serpieri and Kotsonis, 2016b) and a swept flat plate with a displacement body
(Nitschke-Kowsky, 1987; Kawakami et al., 1999; Eppink, 2014) have been employed
(Figure 3).
A
B
)
)
Figure 3. A) Swept aerofoil and B)
displacement body configuration.
The swept aerofoil has a maximum thickness at
large x/c values, to create the favourable pres-
sure gradient over a large part of the model. For
the displacement body arrangement, the favou-
rable pressure gradient is created on the swept
flat plate by a suitable orientation of the displa-
cement body. The advantage of the swept aero-
foil is that the flow can be measured at all chord-
wise locations, since it is not blocked by a displa-
cement body. The advantage of the displacement
body arrangement is that the measurements are
carried out on a flat surface, avoiding problems
with the alignment of a hot-wire on a curved surface. Furthermore, there is more
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flexibility with the displacement body arrangement, compared to the swept aerofoil.
Once the aerofoil is chosen, the pressure distribution is fixed, while on the flat plate
the pressure gradient can be changed, by varying the parameters of the displacement
body. In the current study, it is essential to take detailed measurements over a large
spanwise and streamwise region. It is concluded that for the system in place, these
measurements would be most effectively carried out on a flat surface. Furthermore,
the designed set-up could be used in future swept wing studies which might require
a different pressure distribution. By considering all advantages and disadvantages,
it was determined that, for the current wind-tunnel set-up, the swept flat plate with
a displacement body is preferred.
2.3.2. Design of the displacement body
In order to design the displacement body (DB), a two dimensional Hess-Smith panel
code was developed in MATLAB (Appendix B), to obtain an approximation of the
pressure distribution on the flat plate. It must be noted that, given the inviscid
character of the panel code, both separation and boundary layer growth are not
taken into account. Therefore, the panel code results are not expected to fully match
Figure 4. Configuration of the panel code. In black all variables which were varied in
the parametric study are shown. In grey improvements of the initial panel code are shown.
the experimental results. The comparison of the pressure distribution obtained with
the panel code, with the experimental data and RANS computations are shown in
Section 3.2 and Appendix A. The lay-out of the panel code is shown in Figure 4
where the black dots indicate the edges of the panels. To avoid large circulation in
the wind tunnel, it was chosen to have a symmetric set-up with two displacement
bodies. The variables, which are varied in the panel code, are the distance of the
trailing edge of the displacement body above the plate (hDB), the angle of attack of
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the displacement body (αDB), the size of the displacement body (cDB) and finally,
the shift of the displacement body with respect to the flat plate leading edge (s).
The pressure coefficient on the plate, in the direction perpendicular to the leading
edge, was computed as:
Cp,2D = 1− (utan/U∞)2, (2.1)
where utan is the velocity tangential to the panel.
Figure 5. Velocity distribution around the flat plate and displacement bodies obtained
from the panel code.
First, the general characteristics of the velocity and pressure distribution, obtained
from the panel code are discussed. In Figure 5 the velocity distribution and stre-
amlines around the displacement body and flat plate are shown together with the
pressure distribution at the test side of the plate, where the measurements are carried
out. In the presented case the flap angle is zero degrees, and the displacement bodies
have a positive angle of attack. Even though a converging channel is created between
the flat plate and the displacement body, the velocity underneath the displacement
body is decreased compared to the freestream velocity. This is caused by the lifting
effect of the airfoil, which diverges the streamlines creating a decelerated flow region
on side II of the displacement body and an accelerated flow region at side I of the
displacement body. While the velocity decreases with respect to the freestream it
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increases over the flat plate creating a favourable pressure gradient, as also shown in
Figure 5. A close up of the pressure distribution in the leading edge region is shown
in Figure 6. The negative x/c represents here the non-test side the plate. It is shown
Figure 6. Pressure distribution at the leading edge obtained from the panel code.
that the stagnation point is just at the non-test side of the plate creating a suction
peak at the test side of the plate after which the pressure recovers. From the results
of the panel code a small secondary suction peak was observed around x/c=0.0005.
The original smooth shape of the leading edge is discretized in the panel code. This
discretization leads to local changes in the curvature creating the small suction peak
at x/c=0.0005. This was confirmed by changing the number of panels on the lea-
ding edge, which consequently changed the location and magnitude of the secondary
suction peak. The design of the displacement body was carried out with a flap angle
of zero degrees. However, to have closer agreement with the experiment, an angle of
the trailing edge flap αflap were added to the panel code set-up. Furthermore, the
number of panels at the flat plate leading edge were increased. In Appendix B the
influence of these improvements on the flat plate pressure distribution are discussed.
Next, the optimal values of the variables defined in Figure 4 were determined with a
parametric study. The optimal pressure distribution was characterised as followed:
• A large extent of favourable pressure gradient over the flat plate. The favourable
pressure gradient is essential for the growth of the crossflow instability.
• No region of strong adverse pressure gradient close to the leading edge. The adverse
pressure gradient in vicinity of the neutral stability point will promote the growth
of Tollmien-Schlichting waves.
• The gradient of the pressure distribution should be similar to previous crossflow
studies, such as Nitschke-Kowsky (1987) and Dagenhart (1992), to ensure there is
significant crossflow growth on the flat plate.
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First, all the parameters were varied one by one to understand which range of pa-
rameters needed to be assessed in the parametric study. In Figure 7 the effect of
changing these parameters on the pressure distribution on the flat plate is shown.
Figure 7. Variation of pressure distribution on the flat plate for different dis-
placement body configurations A) Variation of angle of attack, αDB. B) Variation of
height above the plate hDB. C) Variation of the size of the displacement body cDB. D)
Variation of the shift of the displacement body with respect to the leading edge,s.
When the angle of attack increases (Figure 7A), the pressure gradient increases,
since a converging channel is created between the plate and the displacement body,
which accelerates the flow more strongly. When the angle of attack is too high se-
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paration will occur, which will not be predicted correctly by the panel code. In the
experiments large separation should be avoided since the produced wake might inte-
ract with the boundary layer on the flat plate. Furthermore, extra disturbances are
introduced in the freestream, which instabilities in the boundary layer might be re-
ceptive to (Chernoray et al., 2005). From a viscous analysis in XFOIL (Drela, 1989)
it was estimated around which angle of attack separation would occur. In Figure 8
the growth of the computed displacement thickness on top of the aerofoil is shown
for different angles of attack. For an angle of attack of 10 degrees significant sepa-
Figure 8. Displacement thickness growth over the lwk80100 aerofoil for different angles
of attack computed by XFOIL.
ration occurs at the trailing edge of the model. Even though, in the experiment a
swept wing is used which might change the separation characteristics, it was decided
to investigate angles of attack from 0 to 10 degrees in the parametric study.
When the displacement body is placed closely to the plate, the pressure gradient is
strongest, while going further from the plate the pressure gradient becomes weaker
(Figure 7B). Placing the body too close will lead to an interaction of the boundary
layer on the plate, with the boundary layer or wake of the displacement body. The-
refore, the parametric study focusses on distances from 0.1 to 0.3m.
Varying the size of the displacement body, presented in Figure 7C, changes the
pressure gradient as expected; for larger bodies the pressure gradient is stronger and
sustained for a larger distance over the plate. The size of the displacement body is li-
mited by the blockage ratio of the wind-tunnel cross-section. The maximum blockage
ratio is defined as:
BR =
WDB
Wtot
, (2.2)
where Wtot is the width of the wind tunnel and WDB the total length which is
blocked by the displacement bodies and flat plate. The total length is defined as:
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Hb = 2HDB + Hpl, where HDB and Hpl are the thickness of the displacement body
and plate, at the chordwise location where the local thickness is maximum. Large
blockage will lead to flow deceleration and consequently, leading to unwanted un-
steadiness and separation. As a rule of thumb the blockage ratio should stay below
0.21. It was found that if cDB ≈ 0.25c, a favourable pressure gradient is sustained
on half of the plate, while the blockage ratio is below 0.1. Therefore, values for this
chord length are studied in more detail in the parametric study.
Finally, the influence of the shift of the displacement body, in the streamwise di-
rection, on the flat plate pressure distribution is shown in Figure 7D. When the
body is placed downstream of the flat plate leading edge (s=0.1c), there is an ad-
verse pressure gradient up to x/c=0.2. When the displacement body is placed in
front of the leading edge (s=-0.1c) this adverse pressure gradient vanishes. This can
be understood with the velocity distribution shown in Figure 5. Upstream of the
displacement body, upto x/c=-0.2, the velocity decreases leading to an increasing
pressure coefficient. When the leading edge of the displacement body is aligned with
the plate this effect will hardly be shown on the flat plate. While when the displace-
ment bodies are moved upstream the increase in pressure coefficient will be shown as
presented in Figure 7D. The strong adverse pressure gradient is not preferred since
it will promote the growth of Tollmien-Schlichting waves. In the parametric study,
no shift and small negative values of the shift are tested.
The different constraints together with the range used in the parametric study are
summarised in Table 2.2.
Table 2.2. Constraints on different parameters in displacement body design.
Constraint Range
cDB Large cDB leads to high blockage value. 0.2-0.3c
Small cDB will not create a strong pressure gradient.
αDB Large αDB will lead to separation. 0-10
◦
Small αDB will not create a strong pressure gradient.
hDB LargehDB will lead to a weak pressure gradient. 0.1-0.3m
Small hDB might lead to boundary layer interaction between the
boundary layers of the plate and the displacement body.
s Positive shift will lead to a strong adverse pressure gradient -0.1-0c
in the leading edge region.
For the parametric study three different aerofoils were chosen, with the airfoiltools
1Personal communication with Prof. Michael Gaster
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Figure 9. Airfoil shapes used in the parametric study.
website2, which are presented in Figure 9. The NACA0010 is a simple symmetric
aerofoil which gave promising pressure distributions in initial tests. The lwk80100
and bell540 aerofoils have a similar thickness to the NACA0010 aerofoil, however, the
minimum pressure coefficient is at different chordwise locations leading to different
pressure distributions on the plate.
From the parametric study it was found that the parameters which gave the op-
timal pressure distribution, as defined earlier in this section, were similar for each
aerofoil with αDB=8-9
◦, cDB=0.25c, hDB=0.1m and s=0m. In Figure 10B the pres-
sure distributions at the flat plate are shown for the tested aerofoils together with
the results of the displacement body used in Bippes and Muller (1990) (designed in
Nitschke-Kowsky (1987)) and the swept aerofoil used in Saric et al. (1998) (designed
in Dagenhart (1992)) amongst other studies. For the computations the pressure gra-
dient on the swept wing is used which is calculated from the 2D pressure coefficient,
Cp,2D with:
Cp,3D = Cp,2D cos(Λ)
2, (2.3)
where Λ is the geometric sweep angle. The lwk80100 aerofoil is able to sustain the
pressure gradient for the largest distance. The pressure gradients from the panel
code and the previous studies are similar between x/c=0.1 and x/c=0.4. In the le-
ading edge region the pressure gradient on the swept aerofoil (Dagenhart, 1992) is
significantly stronger. Therefore the crossflow vortices will develop more slowly on
the present model compared to the experimental study of (Dagenhart, 1992) and
other studies using this experimental model (Saric et al., 1998; Radeztsky et al.,
1999; Hunt and Saric, 2011). Since in the current study hot-wire measurements were
not taken below the displacement body, a slower development of the flow is benefi-
cial. Because the pressure gradient is favourable for most part of the plate, it is still
expected that the flow will be crossflow dominated.
2http://airfoiltools.com/airfoil/
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Figure 10. Displacement body design. Ai) Swept wing designed in Dagenhart (1992).
Aii) Displacement bodies used in the parametric study (NACA0010,bell540,lwk80100 and
the displacement body designed in Nitschke-Kowsky (1987). The chord length of the displa-
cement bodies are scaled with the chord length of the flat plate, c where the displacement
bodies are placed above. B) The pressure distributions found with the optimal parameters
from the parametric study and of previous investigations. Where the displacement body
studies show the pressure distribution on the plate, while the swept airfoil shows the pres-
sure distribution on the airfoil itself. C) N factor growth for the crossflow instability (solid
lines) and Tollmien Schlichting waves (dashed lines).
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In order to study for which pressure distribution the crossflow growth was maxi-
mized, a linear stability analysis (Appendix A) was carried out with the pressure
distributions from Figure 10B. The results are presented in Figure 10C, which shows
the N-factor curves for both the crossflow instability and Tollmien-Schlichting waves.
The travelling crossflow waves are omitted here, since with the low freestream turbu-
lence levels in the wind-tunnel, it is expected that the flow will be dominated by the
stationary crossflow waves as discussed in more detail in Chapter 4. The N-factor
curves show that the Tollmien-Schlichting waves grow slowly and the transition pro-
cess over all models is crossflow dominated. Of the tested displacement bodies, the
lwk80100 shows the strongest crossflow growth. The bell540 aerofoil shows wea-
kest crossflow growth, together with the strongest growth of Tollmien-Schlichting
waves. These results were also expected from the pressure distributions, since for
the lwk80100 and bell540 the favourable pressure gradient sustain the largest and
smallest chordwise distance respectively.
From the discussed analysis it follows that the lwk80100 aerofoil will be most suitable
to create a crossflow dominated flow. With the chosen parameters the displacement
body has a thickness of 3.8cm which leads to a total blockage of 8.6cm which is 9.4%
of the wind tunnel width. The displacement body is manufactured from foam and
stiffened with steel rods. It is finished with a smooth plastic to ensure low surface
roughness.
2.3.3. Design of the flat plate
A 45 degrees swept flat plate was available from previous studies and used in this
experimental study. The dimensions and main characteristics of the flat plate are
shown in Figure 11.
2b
bu
bl
a
Figure 12. Leading edge parame-
ters. Figure adapted from Hanson
et al. (2012).
The plate consists of three parts, which are con-
nected together with screws at the bottom and
top of the plate. Previous studies have found that
discontinuities in the leading edge are a source
of receptivity (Reed and Saric, 2014). Lin et al.
(1992) found that the discontinuities vanish by
using a modified super ellipse as a leading edge
geometry, which is the geometry used in the cur-
rent study. The parameters defining this super ellipse are given in Figure 12. For
the current study the chosen values were:  = a/b=9.52, a=45.36mm, bh=4.76mm,
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Figure 11. Flat plate lay-out. A) Side view of the plate which consists of five parts.
Part I is the detachable leading edge and part V the trailing edge flap. Part II,III and IV
are the main part of the body. Part II has three rows of pressure taps (dashed lines) B)
Cross-section along the chord of the flat plate.
bu = 3/12b=1.19mm, bl = 9/12b=3.57mm, which were derived from an optimization
carried out by Hanson et al. (2012). The designed leading edge was manufactured
from aluminium, using a CNC machine. A trailing edge flap was designed to be able
to adjust the location of the attachment line. The attachment line at the bottom of
the plate should be avoided since it will lead to a small separation bubble at the top
of the plate leading to early transition. Due to manufacturing constraints a small
flap of 12 cm was designed and connected to the flat plate with a hinge mechanism.
The design and geometry of the swept leading edge determines if the attachment line
boundary layer will be contaminated by disturbances from the turbulent boundary
layer on the wind-tunnel wall. A turbulent attachment line should be avoided, since
no transition process from laminar to turbulent flow over the swept flat plate could be
studied. As discussed in Section 1.5, Gaster (1967) found that the Reynolds number
based on the momentum thickness of the attachment line, RθAL should stay below
100 to avoid attachment line contamination. From the solution of the Falkner-Skan-
Cooke equation for swept Hiemenz flow, the Reynolds number is calculated with:
RθAL = 0.4042
√
U∞r sin Λ tan Λ
ν(1 + )
, (2.4)
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where  is the ellipticity of the leading edge. With a sweep angle, Λ, of 45 degrees
and freestream velocity of 16m/s, RθAL=16 which ensures that the attachment line
boundary layer will not be contaminated.
To ensure a high-surface quality, the plate was progressively polished with sand-
paper grits increasing from P400 to P1200. Small scratches were filled with car body
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Figure 13. Flat plate roughness measurements. A)Roughness measurements were
taken in three different measurement directions (coloured lines) to detect any influence of
the machining ridges (grey lines). B) Roughness measurements on the unpolished surface.
C) Surface measurements on the polished surface.
filler (Simoniz spray putty) until seemingly embedded in the plate. The connection
between the leading edge and plate was filled with a similar procedure. The surface
roughness of the flap was measured before and after polishing with a profilometer
(Mitutoyo SJ-410). In the samples the machining lines were visible and therefore sur-
face measurements were taken in three different directions (Figure 13). The results
(Figure 13) show that polishing created a more uniform surface while the surface
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roughness is similar for both cases. The surface roughness was determined with:
Rq =
√√√√ 1
n
n∑
i=1
y2i (2.5)
A value of Rq = 0.2µm was measured which is similar to surface roughness values
in other crossflow receptivity studies (Radeztsky et al., 1999; Hunt and Saric, 2011;
Eppink, 2014)
2.3.4. Coordinate systems
The designed experimental set-up is shown in Figure 14. Two main coordinate sys-
tems are used. The traverse oriented coordinate system is denoted with x,y,z. The
x-direction is aligned with the streamwise velocity, U∞. The model oriented coor-
dinate system is aligned parallel (Z) and perpendicular (X) to the leading edge of
the flat plate while the wall-normal direction (Y) coincides with the y-direction of
the traverse oriented system. Throughout the thesis the Z-direction is also denoted
Figure 14. Designed experimental set-up. With two displacement bodies (DBI and DBII)
placed on each side of the plate.
as the spanwise direction. The origin of the wall-normal coordinate is at the surface
of the plate, while the streamwise coordinate starts at the leading edge of the flat
plate. For the spanwise coordinate, Z, the origin is aligned with the hot-wire scans
and will therefore differ for the experiments described in Chapter 4 and Chapter 5
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2.4. Hot-wire anemometry
2.4.1. Working principle
The development of the stationary and travelling crossflow instabilities is tracked
with single hot-wire anemometry measurements. Hot-wire anemometry allows for
high spatial and temporal resolution measurements, which are essential in the cur-
rent investigation. In this section the governing equations and principle of Constant
Temperature Anemometry (CTA) are explained following Tropea et al. (2007) and
Scarano (2012). In Figure 15 a sketch of a hot-wire is shown.
Figure 15. Schematic of a hot-wire.
The hot-wire probe is made of an electric
conducting material such as Tungsten or nic-
kel. When a current is send through the hot-
wire it wire will heat up, due to the Joule
effect, with an amount of I2wRw where Iw is
the current through the wire andRw the wire
resistance. At the same time heat is transfer-
red to the surroundings by convection, con-
duction and radiation denoted by Qconv, Qcond and Qrad respectively. The change in
the wire tempearature, Tw, can thus be written as:
mwcw
dTw
dt
= I2wRw − (Qconv +Qcond +Qrad), (2.6)
where mw is the mass of the wire and cw the specific heat of the sensor material.
The heat transfer terms Qrad, Qcond and Qconv are described with:
Qrad = σA(T
4
w − T 4f ), (2.7)
where  is the emissivity of the hot-wire surface, σ the Stefan-Boltzmann coefficient
and A the heat transfer area and Tf the temperature of the fluid. Due to the small
surface area of the wire and low emissivity, this term is negligible compared to the
other heat transfer terms. The conductive heat transfer terms writes:
Qcond = −kwAdTw
dx
, (2.8)
where kw is the conductivity coefficient of the hot-wire material and dTw/dx the
temperature gradient along the wire. In the middle of the hot-wire probe the tem-
perature is constant, however, at the end of the wire there is a large temperature
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difference between the prong and the hot-wire. To minimize the effects of heat con-
duction a wire with a high length over diameter ratio should be used. Finally, the
convective heat transfer term is written as:
Qconv = hA(Tw − Tf ), (2.9)
Where h is the convective heat transfer coefficient. For a Tungsten wire, with a
diameter of 5µm, and wire length of 1.25mm the conductive heat losses, Qcond,
correspond to around 15% of the total heat transfer (Bruun, 1995). This shows that
the convective heat losses dominate the temperature change in the wire and in the
following analysis the radiation and conduction terms are neglected. Furthermore, it
is assumed that the temperature of the wire does not change with time. With these
assumptions Equation 2.6 simplifies to:
I2wRw = Qconv = hA(Tw − Tf ). (2.10)
Nusselts number, Nu, describes the ratio between the convective and conductive
heat transfer between the wire and fluid. With Nusselts number the heat transfer
coefficient writes h = Nukf/d where kf is the heat conductivity of the fluid and d
the diameter of the wire. For subsonic flow in the forced convection regime, which
is considered in the current study, the Nusselt number can be written as a function
of Reynolds number as: Nu = A1 + B1Re
n = A2 + B2U
n. Filling this expression in
Equation 2.10 and using Ohms law (E = IwRw) King’s law is derived:
E2 =A+BUn. (2.11)
King’s law shows that when the voltage drop over the wire, E, is measured the velo-
city U can be determined. The coefficients A and B are dependent on the properties
of the wire and fluid flowing around it. With the total velocity U , the fluctuating
velocity u can be determined. If E = E¯ + e and U = U¯ + u, where ¯( ) denotes the
mean, is substituted in Equation 2.11 it can be shown that for small fluctuations
the velocity fluctuations are written as:
u′ =
2E¯
BnU¯n−1
e =
(
dE¯
dU¯
)−1
e. (2.12)
The resistance of the wire, Rw, is a function of the temperature of the wire Tw as:
Rw = R0[1 + α0(Tw − T0)], (2.13)
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where R0 denotes the resistance of the wire taken at a reference temperature of T0.
The non-dimensional temperature rise of the wire is defined with the overheat ratio
OHR:
OHR =
Rw
R0
= 1 + α0(Tw − T0). (2.14)
In a constant temperature anemometer (CTA) the temperature of the wire is kept
constant, by keeping the resistance constant with a Wheatstone bridge which is
shown in Figure 16.
Figure 16. Configuration of a Wheatsone bridge to keep the wire temperature or current
constant.
For CTA the Wheatstone bridge works as follows. First, the bridge is balanced by
changing the variable resistance such that the error voltage is equal to zero. When
the velocity increases the wire temperature and consequently the wire resistance
decreases resulting in an unbalanced bridge. The amplifier detects this imbalance
and sends a current through the wire which causes the wire to heat up, increase the
wire resistance and restore the balance in the bridge. Alternatively, a constant cur-
rent anemometer (CCA) could be used, by allowing the temperature to change and
varying the voltage drop with a Wheatstone bridge. In most applications, including
the current investigation, a CTA is used because the CCA has a slower frequency
response due to thermal inertia and furthermore there is a possibility of burning out
the wire since the temperature is not kept constant.
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2.4.2. Setting up the hot-wire
In the experiments a Tungsten wire is used with a diameter of 5µm and length
of 1.25mm. To operate the hot-wire first the reference resistance, R0 is measured
when the hot-wire is connected to the anemometer and the fluid velocity is zero.
The resistance measured includes the resistance of the prongs and connector from
the hot-wire sensor to the anemometer. Next, the overheat ratio is chosen and the
wire resistance is calculated with Equation 2.14. The overheat ratio is usually set to
1.5 leading to a wire temperature of around 159◦C which is well below the oxidizing
temperature of Tungsten of 350◦C (Bruun, 1995).
To assess the frequency response of the wire, a square-wave test is performed. In
this test a square-wave signal is applied to the top of the Wheatstone bridge, which
creates an unbalanced bridge. The time it takes to rebalance the bridge is then
representative for the frequency response of the wire. The response of a constant
temperature hot-wire to a square wave signal has been obtained theoretically by
(Freymuth, 1977) and has the characteristics shown in Figure 17. The cut-off fre-
quency fc, is the maximum frequency which can be measured with the hot-wire.
When the gain of the amplifier in the Wheatstone bridge is set too high, the feed-
back loop is unstable and ringing can occur leading to an unstable dynamic system,
and distorted hot-wire signal. The response of the hot-wire in a square-wave test
with ringing is shown in red in Figure 17.
Figure 17. Response of a hot-wire to a
square-wave test (From Bruun (1995)).
In the current experiment a square wave sig-
nal was applied to the top of the bridge,
when the wind tunnel velocity was set to the
measurement velocity. The gain of the am-
plifier was then changed until the response
of the hot-wire had similar characteristics
as the green line in Figure 17. From this
a time delay, τ , of approximately 10µs was
obtained, which led to a cut-off frequency
of 100kHz by using fc = 1/1.3τ . To deter-
mine the sampling frequency, the frequencies
of the travelling waves in the boundary layer had to be estimated. The secondary
instability was expected to have the highest frequency which needed to be mea-
sured. In previous studies, the secondary crossflow instability had frequencies of
1kHz to 5kHz (Kawakami et al., 1999; White and Saric, 2005; Serpieri and Kotsonis,
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2016b) at similar freestream velocities as used in the current experiment. In these
experiments a sampling frequency of 20kHz to 40kHz has been used. To reduce the
amount of data created it was chosen to have a sampling frequency of 20kHz in the
current experiment. With this sampling frequency, disturbances with frequencies
up to 10kHz can be resolved as is depicted by the Nyquist theorem. The sampling
frequency is well below the cut-off frequency of 100kHz determined with the square-
wave test. The sampling time for each individual hot-wire measurement is optimized
for the different experiments. To obtain the optimum measurement time, the flow
fields were compared for different sampling times. The optimum sampling time was
chosen as the time where the mean flow field characteristics did not vary when the
sampling time was increased.
The raw hot-wire signal is passed through a high- and low-pass filter. The high-
pass filter is set to 2Hz. With this frequency the DC component is removed as well
as low frequencies which do not relate to flow instabilities. The low-pass filter is set
to 10kHz to avoid aliasing of frequencies above 10kHz.
2.4.3. Hot-wire calibration
Prior to each hot-wire scan, a calibration was carried out, to determine the coeffi-
cients A,B and n defined in Equation 2.11. To carry out the calibration the hot-wire
was brought close to the Pitot tube placed ahead of the leading edge, to have a simi-
lar velocity at both sensors. The wind-tunnel speed was changed from 2 to 18m/s in
2m/s increments. After each velocity change, a waiting time of 30 seconds was set to
ensure that a constant velocity was reached. Next, the mean velocity from the Pitot
tube, U and mean voltage of the hot-wire probe, E, were measured simultaneously.
When all velocities were measured the coefficients were determined by fitting a line
through E2 and U nˆ, where nˆ was varied from 0.2 to 1.2 in 0.01 increments. For each
nˆ the coefficients Aˆ and Bˆ were calculated and the voltage, Eˆ, was calculated with
Equation 2.11. Next the root mean square error R was calculated with:
R =
√√√√ N∑
i=1
(Eˆi − Ei)2. (2.15)
Repeating these steps for all nˆ, the final n was determined as the nˆ where R was
minimum, as presented in Figure 18. The coefficients A and B then followed from
the linear fit of E2 and Un. Throughout the experiments values of n of 0.3-0.45 were
found. The large range of n was due to the different hot-wire probes used and the
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varying ambient temperature throughout the year. After the hot-wire calibration
Figure 18. Hot-wire calibration curve for different n (left). Error between estimation and
measured values for different n (right).
was carried out a hot-wire scan was started. During the hot-wire scan the ambient
temperature slightly changed compared to the temperature at which the calibration
was carried out (∆T ≈ 1-3◦). The consequences of this temperature difference are
illustrated with the following example. Suppose there are two hot-wire measure-
ments, MI and MII measuring a velocity U which is equal for both measurements.
MI is carried out at the calibration temperature, Ta,r while MII is carried out at a
temperature of Ta,r + ∆T . The voltage measured in MI and MII will differ due to
the different ambient temperatures. For MI the actual velocity, U will be measured
while for MII a velocity of U+∆U will be measured resulting in an error between the
actual velocity and measured velocity. To minimize this error the hot-wire voltage
is adjusted for the variation in ambient temperature. The voltage, Ew, measured at
ambient temperature, Ta, is transformed to voltage, Ew,r at the ambient temperature
during the calibration Ta,r. The transformation is written as followed:
Ew,r = Ew
√
Tw − Ta,r
Tw − Ta , (2.16)
where the wire temperature, Tw, is determined with Equations 2.13 and 2.14.
2.4.4. Data analysis
The first step in the data analysis process is to understand how to detect the travel-
ling and stationary crossflow waves. For the travelling crossflow wave the amplitude
and frequency can be obtained from the power spectrum of the hot-wire signal. The
detection of the stationary crossflow waves from the streamwise velocity is less straig-
htforward. In Figure 19 it is shown how a Blasius boundary layer is deformed by a
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Figure 19. A) Mean streamwise velocity distribution showing a spanwise uniform Blasius
boundary layer. B) Structure of a stationary crossflow vortex on top of the Blasius boun-
dary layer. C) Deformation of the mean streamwise velocity field due to the stationary
crossflow vortex.
streamwise vortex. The stationary vortex has velocity components in the spanwise
and wall-normal direction which act on the fluid particles passing by in the stream-
wise direction. Because of the stationary character of the vortex, the fluid particles
are continuously deflected resulting in regions of downwelling and upwelling fluid, as
shown in the mean streamwise velocity distribution presented in Figure 19C. When
a large spanwise extent is measured different vortex structures can be observed and
the wavelength and amplitude of the stationary crossflow waves can be obtained.
To interpret the hot-wire measurements correctly it is important to understand
which velocity components are measured. Since the hot-wire is aligned in the stream-
wise direction it will measure the streamwise velocity, U , as well as the wall-normal
velocity V . The strength of the stationary vortex determines the magnitude of the
wall-normal velocity, V . Since it is expected that V ≈ W , the value of W found in
previous studies can be used to estimate the magnitude of V . In Deyhle and Bippes
(1996) the velocity components U and W were measured with a v-probe when the
stationary vortices were fully developed. They found that at the wall-normal location
where the spanwise velocity was maximum, W=8% and U=55% of the freestream
velocity. Similar ratios were found by Kurian et al. (2011) and Serpieri and Kot-
sonis (2016b). In the current set-up, where the single hot-wire is aligned with the
streamwise direction, the measured velocity, Umeas, would be:
Umeas =
√
U2 + V 2. (2.17)
For a freestream velocity of 16m/s,the streamwise, spanwise and wall-normal velocity
are U=8.80m/s, W ≈ V=1.28m/s respectively. This gives Umeas=8.89m/s, which
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shows that Umeas ≈ U . Therefore the velocities measured with the hot-wire in the
present study can be interpreted as streamwise velocities, keeping in mind that a
small fraction is caused by the wall-normal velocity V . Throughout the thesis the
measured velocity is denoted by U .
The data analysis of the hot-wire data described in this section relates to all hot-wire
measurements in general, while in Section 4.5 and Section 5.5 the specific analysis
for each experiment is given. Two streams of raw hot-wire data are obtained. The
first stream E, is obtained directly from the anemometer while the second stream,
e, is obtained from the analogue bandpass filter (2-10000Hz). With Ew,r calculated,
from the temperature correction shown in the previous section, the velocities Uraw
and uraw are determined with King’s law given with Equations 2.11 and 2.12. The
mean velocity U and rms fluctuation velocity u′ are calculated from the time signal
with M samples as:
U =
1
M
M∑
m=1
Uraw[n], (2.18)
u′TD = u
′
rms =
√√√√ 1
M
M∑
m=1
|uraw[m]|2, (2.19)
where TD denotes the time domain. The rms fluctuation velocity of the time signal is
denoted by u′rms throughout the thesis. The power spectra of the fluctuating velocity
component are calculated to understand which temporal frequencies are present in
the flow. First, the signal is divided into N blocks with each Mb samples to have a
frequency resolution, ∆f of 10Hz. This frequency resolution was sufficient to resolve
the travelling waves which have frequencies in the range from 100Hz to 5kHz and is
similar to the frequency resolution used in previous investigations (White and Saric,
2005). The number of samples per block is initially determined as:
Mb,init =
2fs
∆F
, (2.20)
this number is then altered such that it satisfies Mb = 2
p where p is an integer
which is determined from 2p ≤ Mb,init. This last step is carried out to speed up to
fast Fourier algorithm. With the number of samples per block known the number of
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blocks, N is determined with:
N = M/Mb. (2.21)
Where N is then rounded to the nearest integer less or equal to N . Each block of
samples is then multiplied by a Hanning window to reduce spectral leakage. The
Hanning window is described with:
w(m) = 0.5
(
1− cos
(
2pi
m
Mb
))
0 ≤ m ≤Mb. (2.22)
The frequency spectrum, FN , is then calculated for each block of windowed samples
with a Fast Fourier Transform algorithm implemented in MATLAB. The block-
averaged frequency spectrum is obtained with:
F =
1
N
N∑
n=1
FN . (2.23)
The frequency spectrum is normalised such that Parseval’s theorem holds. Parseval’s
theorem states that the energy of the signal, E = u′2, in the time domain should
be equal to the energy of the spectrum in the frequency domain (Bracewell, 1986).
The main purpose of scaling the spectra is to be able to calculate the rms value
of velocity fluctuations within specific frequency bands as will be discussed in more
detail in Chapter 4. In the current case, Parseval’s theorem writes:
M∑
m=1
u′[m]2 =
ζN
Mb
Mb∑
m=1
F [m]2, (2.24)
where ζ is the correction factor due to windowing which is 8/3 for a Hanning window.
The root mean square velocity of the fluctuations for all frequencies can now be
obtained from the power spectrum (S∗ = F 2), by using Equations 2.19 and 2.23,
with:
u′FD =
√√√√ ζ
M2b
Mb∑
m=1
S∗[m]. (2.25)
This leads to the scaled power spectrum:
S =
ζ
M2b
S∗. (2.26)
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which is used throughout the thesis. The unit of the power spectrum is equal to
m2/s2Hz which will be denoted as u′2/Hz.
2.5. Traverse and laser positioning system
The 3-axis traverse system, shown in Figure 20, determines the x,y and z position
of the hot-wire probe. The resolution in the x and z direction is 10µm. For the
wall normal direction (y) the motor was changed during the cause of the project
to improve the resolution in the wall-normal direction. Therefore for the hot-wire
scans described in Chapter 5 the resolution is 1.25µm while the scans described in
Chapter 4 the resolution is 12.5µm.
Figure 20. A) Overview of traverse system installed on the test section with each of the
axes defined. B) Detailed view of the part of the traverse controlling the y-axis.
The laser positioning system (micro-epsilon optoNCDT1700) is attached to the tra-
verse stand. A laser beam is send to the experimental model, reflects off it and sent
back to the receiver. From the time difference between sending and receiving the
laser beam, the distance to the model is determined with an accuracy of 0.5µm. The
positioning system prevents the hot-wire probe from hitting the wall as explained
in the following section.
2.5.1. Wall avoidance
Prior to each hot-wire scan the hot-wire probe is brought as close as possible to the
wall (judged by eye). Possible undulations or small inclinations of the flat plate, or
a slightly misaligned traverse system could cause the hot-wire probe to hit the wall
during a hot-wire scan. Since the hot-wire is fragile any contact with the wall should
be avoided. In the LabVIEW program there are several methods implemented to
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achieve this (Figure 21). At the start of each hot-wire scan a table with x,y and z
Figure 21. Overview of methods implemented in LabVIEW to avoid contact of the hot-
wire probe with the inclined flat plate wall.
coordinates is uploaded to the LabVIEW system. From this table it is determined
to which locations the hot-wire should move. After each individual hot-wire measu-
rement the new hot-wire location, xn,yn and zn is read from the table. The distance
by which the x,y and z traverse should move, denoted by ∆x, ∆y and ∆z, are then
calculated from the previous hot-wire location; xn−1,yn−1 and zn−1. The distance by
which the y-traverse should move is then checked with two possible methods which
can be used separately or in parallel. The first method uses the laser system and the
second method uses a velocity threshold. When the laser system method is activated
there are two possible options. The direct laser method is sketched in Figure 22. The
first step in this method is to measure the distance from the laser to the wall surface
of the flat plate, denoted by dref . At this location the wall is determined, i.e. y=0,
by bringing the hot-wire as close as possible to the wall judged by eye. Next the
hot-wire scan starts at location 1 and a hot-wire measurement is carried out. Then a
new entry, x2,y2 and z2, is read from the table and the traverse moves in the x and z
direction. After this, a new laser measurement is carried out to measure the distance
from the laser to the surface of the flat plate, denoted by d1. In the current example,
the flat plate has an inclination such that d1¡dref . Finally, the hot-wire is moved in
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Figure 22. Steps taken in the direct laser method to avoid the hot-wire probe getting in
contact with the flat plate wall.
the y-direction according the difference between dref and d1 and δy obtained from
the table entries. With the direct laser method a laser measurement is carried out
for each measurement point.
For the interpolation method, presented in Figure 23 for a two-dimensional case, it
is assumed that the flat plate has a small inclination in the x and z direction which
can be described with two lines, y = m1(x− xstart) + b1 and y = m2(z − zstart) + b2.
To find the coefficients m1,m2,b1 and b2, the distance from the laser to the surface
of the wall is measured at the edges of the measurement region. For example if a
hot-wire scan is carried out over a surface spanning from x=0 to 100mm and z=0 to
20mm, laser measurements are carried out at xstart,zstart=(0,0), xend,zstart=(100,0)
xstart, zend=(0,20) prior to the hot-wire scan. During the hot-wire scan the location
to the wall is determined with these equations for each measurement point and the
hot-wire probe is moved accordingly in the wall-normal location.
The laser positioning system should have an accuracy of 0.5µm however during the
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Figure 23. Steps taken in the direct laser method to avoid the hot-wire probe getting in
contact with the flat plate wall.
experiments it was observed that this decreased to around 50µm due to electronic
noise. To achieve an accuracy of 0.5µm, the laser signal should be acquired for a
longer sampling time. In the direct method the laser measurement is carried out
for each measurement point and therefore longer sampling times can lead to a sig-
nificant increase of measuring time, considering that a hot-wire scan can consist of
10000 individual measurements. For the interpolation method the sampling time can
be easily increased since only 3 points are measured for each scan. The interpola-
tion method was developed at the end of the project and therefore the experiments
described in 4 use the direct method while the experiments described in 5 use the
interpolation method.
The other method implemented in LabVIEW to avoid the wall is with a velocity
threshold which can be used in parallel with the laser methods described above. For
the velocity threshold method there are again two possibilities. For the direct met-
hod the threshold is set as an absolute velocity. In the other method a percentage
of the edge velocity is chosen as threshold. The edge velocity is set each time the
traverse moves in x or z to a new boundary layer. When the hot-wire probe measures
a value below these thresholds it will not move and ∆y=0 while if it is above the
threshold ∆y is as given i.e. ∆y = yn − yn−1.
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2.6. Freestream velocity and temperature
measurement
The freestream velocity, U∞, is measured with a static Pitot tube placed ahead of
the experimental model, as shown in Figure 24. The pressure transducer (SETRA
239), connected to the Pitot tube, measures the difference between the total pressure
P∞ and static pressure Ps,∞ with an accuracy of 0.1Pa.
Figure 24. Pitot tube parameters.
Since P∞ = Ps,∞+Pd,∞ where Pd,∞ is the dyna-
mic pressure the velocity U∞ is calculated with:
U∞ =
√
2(P∞ − Ps,∞)
ρ
. (2.27)
The density ρ is determined with the ideal gas
law:
ρ =
P
RT
. (2.28)
The barometric pressure P is measured with a
barometric pressure sensor (SETRA 270).
The wind-tunnel speed is controlled from Lab-
VIEW through serial communication between the wind-tunnel motor and compu-
ter. The input to the wind-tunnel motor is the number of revolutions per minute
(rpm). To relate the rpm to an approximate wind tunnel speed, a calibration was
carried out, by varying the rpm and getting the velocity from the Pitot tube. In the
experiment changing the wind-tunnel speed consisted of the following steps:
• A wind tunnel speed (m/s) was chosen in LabVIEW.
• The velocity was converted to rpm with the calibration.
• After the wind tunnel speed was constant it was measured with the Pitot tube
and the error between the set velocity and measured velocity was determined.
• If the velocity was not within the set error bound the rpm of the wind tunnel
motor was changed by an amount which scales with the error.
•When the velocity was within the error bounds the velocity adjustment is stopped.
The temperaturewas measured at each measurement location with a temperature
sensor placed inside the test section at the bottom of the tunnel with an accuracy
46 Experimental set-up and instrumentation
of 0.1◦. Another temperature sensor was placed at the top of the tunnel to monitor
any temperature gradient between the top and bottom of the tunnel.
2.7. Static pressure measurement
The pressure distribution on the plate was measured with two methods. With the
first method, the pressure was obtained from the static pressure ports (d=0.5mm)
embedded in the plate at three spanwise locations (Figure 25). The location of the
pressure ports was predetermined since an existing set-up was used.
Figure 25. Location of static pressure ports and the pressure belt (PB) on the plate.
Secondly, a pressure belt, as described in Eppink (2014), was manufactured to obtain
measurements more closely to the leading edge and at a chosen spanwise location.
The pressure belt consisted of 30 silicon tubes which were held together by custom
designed 3D printed slotting mechanisms. The tubes had an innner diameter of 1mm
and outer diameter of 2mm. From previous investigations it is known that diameter
of the tube does not change the pressure distribution (Rivers et al., 2001) when the
pressure belt is wrapped around a large part of the plate. 3D printed sleeves with a
0.5mm hole on top served as static pressure ports. The pressure belt was wrapped
around the leading and trailing edge of the flat plate. In Figure 26 the pressure belt
installed on the flat plate is shown. In order to measure the spanwise uniformity in
the measurement region of the hot-wire scans the pressure belt measurements were
taken at two spanwise locations. The first pressure port was located at 11mm from
the leading edge which corresponds to 0.007% chord. The next 10 pressure ports
are placed as closely as possible to each other to resolve the leading edge region
with maximum resolution. After that the ports are distributed such that the last
port is around 50% and 65% chord for the pressure belt on the top and bottom
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Figure 26. Pressure belt installed on the flat plate. A) View from the middle of
the flat plate. B) View from the leading edge of the plate.
part of the plate respectively. The pressure ports from both methods measure the
static pressure, Ps. With the static pressure from the Pitot tube, Ps,∞ the pressure
coefficient is calculated.
Cp =
Ps − Ps,∞
1
2
ρU2∞
(2.29)
The pressure difference Ps − Ps,∞ is measured with a differential pressure transdu-
cer (Furness Control 560). The pressure coefficient Cp corresponds to Cp,3D defined
earlier in this chapter.
2.8. LabVIEW system
The control of the windtunnel speed and the traverse system together with all data
acquisition is carried out in one integrated custom made user interface in LabVIEW
(National Instruments). In Appendix C an overview of the user interface is shown
and a more detailed description of the system’s architecture is described. There were
specific parts to start a hot-wire scan, change the wind-tunnel speed or manually
move the traverse. The LabVIEW system made it possible to carry out hot-wire
scans which could take several days without being interrupted. This time efficient
system allowed to obtain large amounts of data which were necessary for the current
investigation.
...
....
....
3
Baseline
measurements
50 Baseline measurements
3.1. Freestream disturbance measurements
The overall disturbance level of the wind tunnel was assessed by taking single hot-
wire measurements in an empty wind tunnel. In Figure 1, the measurement locations
Figure 1. Measurement locations (black dots) at which the freestream disturbance level
is assessed.
are shown. At each location the disturbance level was measured for freestream velo-
cities from 10 to 18m/s. Long samples of 60s with a sampling frequency of 20kHz,
were taken and filtered with the analogue filter between 0.002 and 10kHz. The signal
was amplified with the analogue filter such that the signal spanned the full -5 to
5V range. Ideally, the fluctuations in all three directions should be measured (Hunt,
2012), however the experimental set-up in place did not support such measurements.
i2.4.4. The disturbance level is calculated as:
Tu =
u′rms
U∞
, (3.1)
where U∞ is the velocity measured with the Pitot tube and u′rms is calculated with
Equation 2.19. The fluctuations measured by the hot-wire are caused by the flow
through turbulent fluctuations and acoustic noise, as well as, by electronic noise.
The turbulent fluctuations have a three-dimensional nature while the acoustic fluc-
tuations are two-dimensional. By correlating two hot-wire signals the two types of
fluctuations can be separated as performed by Hunt (2012) amongst others. In this
early stage of the project these measurements were not carried out, however, in Pla-
cidi et al. (2017) the measurements can be found for the Gaster wind tunnel when
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the model is placed inside the test section. In order to distinguish between the flow
fluctuations, turbulent and acoustic, and electronic noise, the disturbance levels were
measured with the motors, controlling the traverse axis and wind tunnel, switched
off. In Figure 2 the results of these tests show that the motor controlling the z-axis
created considerable high frequency noise. The amplitude of the peaks around 50
and 150Hz are not affected by the motors and are due to the mains electricity1. It
Figure 2. Power spectra with the motors, powering the traverse system, turned on and
off (U∞=16m/s, ∆f=10Hz).
was chosen to report the disturbance levels with the electronic noise included, ho-
wever, it was estimated that the electronic noise accounts for around 20-30% of the
disturbance levels reported hereafter. The results of all freestream disturbance mea-
surements are tabulated in Appendix D. The measured freestream disturbance levels
are below 0.02% for all measurement locations. The results show that the distur-
bance level decreases with increasing freestream velocity. In Hunt (2012) extensive
flow-quality measurements show that the streamwise disturbance levels increase with
the freestream velocity. This was attributed to an increase in low frequency acoustic
noise at higher velocities. In Figure 3 it is shown that the fluctuations in the flow
increase proportional to the freestream velocity in the entire power spectrum, while
1http://www.worldstandards.eu/electricity/plug-voltage-by-country/
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the magnitude of the electronic noise stays constant. When the noise was removed
manually in the post-processing stage for this set of measurements, the resulting
disturbance levels stayed approximately constant with increasing freestream velo-
city. Next, the disturbance level was measured with the experimental model inside
Figure 3. Power spectra for different freestream velocities (∆f=10Hz).
the wind tunnel. In Figure 4 the power spectra in an empty tunnel are compared
to the spectra with the model inside the wind tunnel. The frequency resolution in
these spectra is set to 1Hz, to clearly show differences in specific frequency bands.
The energy in the low frequency band (1-100Hz) increases when the model is placed
Figure 4. Power spectra for the empty wind tunnel compared to when the experimental
model is placed inside the wind tunnel (∆f=1Hz).
inside the wind tunnel. The nature of these low-frequency travelling waves in the
present experimental set-up were investigated by Placidi et al. (2017). By correlating
two hot-wire signals they separate the vortical and acoustic freestream fluctuations.
They found that the energy in the low frequency band is mostly related to acoustic
noise and vibrations of the hot-wire probe. Due to the blockage by the displacement
bodies the unsteadiness in the flow increases, leading to increased acoustic noise and
vibrations compared to the empty tunnel.
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Next to the increase of energy in the low-frequency band, it is shown in Figure
4 that the high frequency noise caused by the z motor disappeared. This is belie-
ved to be due to several improvements made on the entire experimental set-up. For
example, the voltage supply for the hot-wire anemometer was separated from the
voltage supply of the motors. Furthermore, the motors were placed inside a box and
placed further away from the hot-wire anemometer. Throughout all experimental
sessions presented in this thesis the high frequency noise, such as shown in Figure
2, was not observed.
To assess the uniformity of the disturbance environment along the leading edge,
several hot-wire scans were carried out for velocities of 16 and 18m/s. For 500 in-
dividual measurement parallel to the leading edge from Z/H=0.53 to Z/H=0.75,
the variation in disturbance levels was 0.001%, ensuring a uniform incoming distur-
bance field. Throughout all experimental runs the freestream disturbance level was
measured at one point in front of the leading edge after each calibration of the hot-
wire. The freestream disturbance level varied between 0.0214-0.0255% for all tests,
ran over a time period of two years. Other stationary crossflow receptivity studies
quote freestream disturbance levels of 0.08% (Deyhle and Bippes, 1996), below 0.05%
(Hunt and Saric, 2011) and approximately 0.05% (Eppink, 2014).This shows that
even though disturbance levels increased by a factor of about 2.5 when the model
was placed inside the tunnel, the levels can still be considered low and well below the
limit where travelling crossflow instabilities dominate the flow (Deyhle and Bippes,
1996; Downs, 2012; Schrader et al., 2009).
3.2. Static pressure distribution
The static pressure was measured with the static-pressure ports and pressure belt,
as described in Section 2.7. The top and the bottom pressure belts refer to the lar-
ger and smaller z/H location as defined in Figure 25 in Chapter 2. The test side
of the plate is the side where the static-pressure ports are placed and the hot-wire
measurements are carried out. The uncertainty in the static pressure measurements
is determined in Appendix E. It is shown that the Cp has an error of about 1%.
First, the pressure distributions of the two methods were compared for both span-
wise locations, as presented in Figure 5, while the spanwise uniformity is discussed
later in this section. The row of static-pressure ports closest to the respective pres-
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sure belt are shown here, i.e. for PB1 and PB2, row 2 and 3 in Figure 25 in Chapter
2 respectively. The spanwise location of the pressure belt is defined at the middle
of the pressure belt. The pressure distribution is very similar for both methods, at
Figure 5. Comparison of the pressure distribution taken with the static-pressure ports
and pressure belt.
both spanwise locations. For x/c<0.15, there are no static pressure measurements to
compare to. In this region the effect of the presence of the pressure belt is expected
to be largest due to the thin boundary layer. Later in this section the behaviour of
the pressure distribution close to the leading edge will be discussed in more detail.
From Figure 5 it is concluded that outside the leading-edge region the presence of the
pressure belt does not influence the results significantly, and that the pressure-belt
measurements are representative for the actual pressure distribution on the plate.
In previous investigations the experimental model was designed such that a span-
wise uniform flow was achieved and the infinite swept condition was met (Deyhle
and Bippes, 1996; Reibert et al., 1996; White and Saric, 2005). Meeting this condi-
tion is especially important when comparing experiments with computations, since
in the latter a uniform pressure distribution is prescribed in the spanwise direction.
The variation of the pressure distribution in the spanwise direction of the flat plate
in the current experiment is shown in Figure 6 for two different flap angles. It is
observed that the flow is not spanwise uniform. The different pressure gradients in
the spanwise direction, might lead to a variation of the stability characteristics al-
ong the span. To obtain a measure of this variation, the pressure distributions at
αf = 20
◦ were smoothed and used as an input for the linear stability analysis, where
the N-factor curves for the stationary crossflow and Tollmien-Schlichting waves were
obtained. The results of the linear stability analysis depend on the effective sweep
angle which is determined from the pressure at the attachment line. The shape of the
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Figure 6. Comparison of the pressure distribution taken at different spanwise locations.
pressure distribution close to the attachment line is obtained from the DLR-TAU
computations as shown in Figures 10 and 12.
Figure 7. A) Measured pressure distribution together with the pressure distribution used
for the linear stability analysis. B) Results of the linear stability analysis.
The linear stability analysis results show that the stronger favourable pressure gra-
dient, at z/H=0.72, generates stronger growth of the stationary crossflow waves as
presented in Figure 7. The Tollmien-Schlichting waves start to grow slightly earlier
at z/H=0.72. The wavelength, of the most unstable stationary crossflow wave, are
in range of 8-13mm and 10-14mm for z/H=0.56 and z/H=0.72 respectively. Furt-
hermore, the neutral stability point is found to be at x/c=0.05 at z/H=0.56 and
at x/c=0.07 for z/H=0.72. These aspects are important for the excitation of the
primary instability as will be discussed in more detail in Chapter 4. From the pres-
sure distributions at the two spanwise locations, it is concluded that in the current
experiment it will not be possible to obtain a fully spanwise uniform flow. Howe-
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ver, the largest spanwise region measured in the experiments is 80mm while the
distance between the middle of PB1 and PB2 is 146mm. This means that in the
measurements the variation of the pressure distribution in the spanwise direction
will be at most half of the variation shown in Figure 6. When comparing the ex-
perimental results to computations the nonuniformity in the spanwise direction is
not ideal since a spanwise varying pressure distribution has to be modelled in the
computation. Furthermore, due to the spanwise variation in the growth of the cross-
flow instabilities, the x/c location where transition occurs will vary along the span.
Since the detailed pressure measurements were carried out in a later stage of the
project it was chosen to not optimize the experimental set-up further and to carry
on with the small spanwise variation in the pressure distribution. When the pres-
sure distribution characteristics are compared to pressure distributions on current
aeroplane wings the spanwise varying pressure distribution might be more realistic.
An aeroplane wing is connected to the fuselage at the wing base and has a free
end at the wing tip, this leads to a spanwise variation in the pressure distribution
such that the infinite swept condition is not met. It should be noted that recently
the possibilities of infinite swept wings in flight are being investigated (Tufts et al.,
2014) which suggests that on future aeroplanes with a spanwise uniform pressure
distributions might become the standard.
The influence of the flap angle, as defined in Figure 8, on the pressure distribu-
tion is shown in Figure 9.
Figure 8. Definition of the flap an-
gle, αf
Even though, the flap has length of only 7%
chord, it changes the pressure distribution over
the flat plate significantly. The increase in pres-
sure with increasing flap angle is expected. The
flap angle gives the flat plate a small negative an-
gle of attach which creates a high and low pres-
sure region, at the test side and non-test side
respectively. The main purpose of varying the flap angle is to ensure that the at-
tachment line is at the top of the plate. In Figure 10 the pressure distribution in
the leading edge region is shown after the pressure belt is at the upper part of the
plate (PB2). For two flap angles nine pressure ports were placed at the non-test side
of the plate. The resolution of the measurements is not high enough to define the
location of the attachment line and to obtain the stagnation pressure. However, for
a flap angle of zero degrees the pressure distribution is almost symmetric around the
leading edge, indicating that the attachment line is close to x/c=0. The results of
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Figure 9. Pressure distributions of both pressure belts for different flap angles.
Figure 10. Pressure-belt measurements close to the leading edge at the non-test s (nega-
tive x/c) and test side (positive x/c) for different flap angles.
the DLR-TAU computations, which are discussed later in this section, show that for
αf=25
◦ the attachment line is at the test side of the plate creating the suction peak
at the non-test side. For αf=15
◦ a similar behaviour is observed. From the suction
peak at the non-test side of the plate for αf=15
◦ it is expected that the attachment
line is at the test side of the plate. This hypothesis was confirmed by listening to
the flow on the plate with a stethoscope. Turbulent flow was observed at small flap
angles while for higher angles the flow was laminar for a large part of the plate.
The sensitivity of the flap angle on the pressure distribution was only measured
in one of the final experimental runs, when the pressure belt was manufactured.
Therefore, the experiments described in Chapter 4 and Chapter 5 have slightly dif-
ferent pressure distributions. In Figure 11 the pressure distributions obtained from
the static-pressure ports for the different tests are shown at the three spanwise lo-
cations. In the measurement region at the top part of the plate the distributions are
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almost identical. The pressure distributions correspond to a flap angle of approxima-
tely 15-20 degrees in the set-up where the pressure belt was used. For this flap angle
the attachment line is on top of the plate as was also confirmed with stethoscope
measurements taken during each experimental session.
Figure 11. Static pressure distributions measured for the different experimental sessions.
Next, the obtained pressure distributions for αf=25
◦ were compared with the two-
dimensional inviscid panel code (Chapter 2) and the full three-dimensional viscid
turbulent flow solver TAU (Appendix A). The corresponding pressure distributions
are shown in Figure 12. The 2D pressure coefficient from the panel code is converted
to the three-dimensional equivalent with the effective sweep angle from DLR-TAU
at the middle of the plate. The magnitude of the pressure coefficients obtained from
the panel code are significantly higher than the pressure coefficients obtained in the
experiment. This can be attributed to the two main differences between the compu-
tation and experiment. Firstly, the panel code calculations are inviscid while in the
experiment the flow is viscous. The growing boundary layers on the plate, displace-
ment body and tunnel walls will change the effective shape of the bodies leading to a
different pressure distribution. Furthermore, flow separation on the flap, which is not
modelled in the inviscid panel code, makes the flap less effective leading to a more
accelerated flow and consequently a lower pressure in the experiment. Secondly, the
panel code is two-dimensional while in the experiment three-dimensional effects lead
to a variation in the the pressure distribution in the spanwise direction as shown in
Figure 6.
Figure 12 shows that the pressure distribution obtained from the DLR-TAU compu-
tations still gives slightly higher pressure coefficients compared to the experiment,
even though three-dimensional effects and viscous effects are taken into account in
these computations. The pressure gradient is very similar between both pressure
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Figure 12. Comparison between the pressure distribution obtained from the experiment,
panel code and DLR-TAU code.
distributions, as well as the streamwise location where the pressure distributions of
z/H=0.72 and z/H=0.56 cross each other. The main cause for the different in magni-
tudes is expected to be the different freestream conditions as discussed in Appendix
A. The correction applied to the original data from the DLR-TAU code might have a
slightly different UPitot/U∞ ratio leading to different corrected pressure coefficients.
Small differences in magnitude between the computations and experiment can also
be caused by a slightly different flap angle and flap-angle geometry, as well as dif-
ferences in the location and orientation of the displacement bodies. Furthermore,
in the computation, the flow is considered to be completely turbulent, while in the
experiment the flow is laminar. A turbulent flow will adhere to the surface longer
and result in a smaller region of separation. Even though trip wires are placed on
the non-test side of the plate and at both displacement bodies, the separated region
in the experiment might be considerable larger. Large separation at the flap will
lead to a smaller effective flap angle and a more accelerated flow and consequently a
lower pressure coefficient. Considering all these small differences and uncertainties,
it is thought that the pressure distribution of the experiment and DLR-TAU com-
putation compare quite well. The pressure coefficients in the leading edge region,
presented in Figure 12B, show that the pressure-belt measurements do not capture
the behaviour in proximity of the stagnation point correctly, as also concluded from
Figure 10. Therefore, it was chosen to estimate the effective sweep angles in the
experiment from the computational results. From the attachment line pressure of
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the DLR-TAU results the effective sweep angle is calculated with:
Λeff = cos
−1
(√
Cp,AL
)
, (3.2)
which gives Λeff=46.5
◦ and Λeff=45.3◦ for z/H=0.56 and z/H=0.72 respectively.
Since the shape of the pressure distribution is similar for the computation and ex-
periment outside the leading edge region, it is assumed that this is also the case
in the leading edge region. This gives estimated effective sweep angles in the expe-
riment of Λeff=48.84
◦ and Λeff=47.65◦ for z/H=0.56 and z/H=0.72 respectively.
The values are reasonably close to the geometrical sweep angle for 45 degrees. The
stability characteristics obtained from the pressure distribution at the bottom part
of the plate for αf=25
◦, are compared to the stability characteristics obtained from
the computational pressure distributions. Figure 13 shows that the N-factor growth
for both the stationary crossflow waves and Tollmien-Schlichting waves is similar for
all cases. Table shows the neutral stability point (NSP) and the wavelengths of the
amplified stationary crossflow waves λCF for all three cases. The neutral stability
point is at a similar streamwise location for all three cases. Furthermore, stationary
crossflow waves with a similar wavelength are amplified.
Figure 13. N-factor curves for the experimental and computational pressure distributions
at the top and bottom of the flat plate.
Table 3.1. Stability characteristics obtained from the experimental and computational
prssure distributions.
Dataset NSP λCF (mm)
z/H=0.56 Exp 0.05 7.5-13.25
z/H=0.56 TAU 0.07 9.5-13.75
Panel code 0.05 7.5-14
In the current study the panel code was used to predict the pressure distribution
Displacement body wake measurements 61
on the swept plate and consequently the characteristics of the amplified stationary
crossflow waves. The similarity in the linear stability characteristics between the
experiment and the panel code suggest that the panel code is suitable as such design
tool, given that the pressure distribution is predicted at a location where three-
dimensional effects are small. The similarity between the linear stability characteris-
tics between the DLR-TAU code and experiments indicate that the high resolution
pressure distributions from the DLR-TAU code could be used in further computa-
tional studies. While it was not in the scope of the current project, the pressure
distributions could be used to compute the flow characteristics and compare them
with the detailed hot-wire measurements.
3.3. Displacement body wake measurements
Hot-wire measurements in the wake of the displacement body were taken to under-
stand the possible interaction between the wake and the boundary layer on the flat
plate. The measurements were taken at three chordwise locations at z/H=0.73 as
outlined in Figure 14. The chordwise locations span the entire measurement domain
of the hot-wire scans carried out in Chapter 4 and Chapter 5. The mean velocity
Figure 14. Chordwise locations where the hot-wire measurements in the wake of the
displacement body were performed.
profiles normalised by the edge velocity of the boundary layer, Ue, show that the
wake is not impinging on the plate (Figure 15). The mean velocity can be conside-
red constant when approaching the boundary layer. The wake thickness increases
slightly downstream and the strength, measured by the velocity deficit, decreases.
Because the displacement bodies have an angle of attack the asymmetric wake pro-
files are expected. The broad wake above 100mm indicates that some separation has
occurred on the displacement body, as was also predicted by the DLR-TAU code
(Appendix A). The streamwise fluctuation profiles, shown in Figure 16, have high
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Figure 15. Mean velocity profiles inside the wake of the displacement body at three
different chordwise locations.
fluctuations in the wake, which indicates that the wake is turbulent. When the boun-
dary layer is approached the fluctuation level becomes constant. To ensure there is
Figure 16. Streamwise velocity fluctuations inside the wake of the displacement body at
three different chordwise locations.
no interaction between the wake and boundary layer, the power spectra in and out-
side the wake are considered, as presented in Figure 17. For brevity, only the first
measurement location is shown here, since for the other two locations a similar be-
haviour is observed. Inside the wake the spectra are turbulent. Moving closer to the
plate results in a large decrease in energy in the high frequency band indicating that
the flow is laminar. From Y=20mm to Y=5mm the spectra are identical, showing
that the fluctuation levels and frequencies inside the freestream are constant when
approaching the boundary layer. There are no clear peaks in the power spectra sug-
gesting that there will be no travelling waves from the freestream interacting with
the disturbances inside the boundary layer. The freestream disturbance level just
above the boundary layer at x/c=0.28 was around 0.4-0.8% while in front of the
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Figure 17. Power spectra at different wall-normal locations at x/c=0.28.
leading edge a value of around 0.02% was measured. This is a large difference and
since the freestream disturbance level is expected to change the receptivity process,
it is important to understand the origin of this variation. In Figure 18, the power
spectra at the edge of the boundary layer at x/c=0.28 and in front of the leading
edge measurement location are shown. The high frequency content is identical for
both locations, however, the low frequency content increased significantly for the
measurement location behind the displacement body. In Section 3.1 it is explained
that the low-frequency are caused by acoustic noise and unsteadiness in the flow.
The high energy of these low frequency fluctuations might complicate the detection
of any waves appearing in the boundary layer with the same frequency. However,
from the linear stability analysis it is found that travelling waves with a frequency
below 100Hz are not expected (see Chapter 4). For the same reason it is expected
that the low frequency energy will not influence the transition process directly.
From both the mean and fluctuating velocity measurements it is concluded that
there is no interaction of the wake disturbances from the displacement body with
the boundary layer on the plate.
Figure 18. Power spectra in front of the leading edge (x/c=-0.07) and behind the displa-
cement body (x/c=0.285) just outside the boundary layer.
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3.4. Repeatability
This chapter on the baseline measurements ends with this small section on the repe-
atability of the results obtained during the thesis. As shown in Figure 25 the plate
consists of several parts. Part I,II and III were fixed in the test section, while part IV
and V were taken out after each experimental session because the test section had
to be taken out such that other members of the research group could do measure-
ments. Because of this there were small changes in the set-up between experimental
sessions. Therefore it was not possible to compare the results quantitatively bet-
ween experiments of different experimental sessions. Qualitatively, the results were
similar. The transition location was at a similar location throughout the tests which
indicated that the transition process occurred in a similar fashion between experi-
mental sessions. Nevertheless, the results of the experiments in Chapter 4 are taken
in one experimental session to not include the uncertainty caused by the change of
the test sections. The results of the experiments in Chapter 5 are from two experi-
mental sessions where it is clearly indicated which experimental session corresponds
to which results.
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68 Forcing of the primary crossflow instability
4.1. Introduction
The primary crossflow instability manifests itself as both stationary and travelling
vortices which grow in space. The forcing of the instabilities is influenced by the
environmental disturbances such as roughness, freestream turbulence and sound. In
this chapter experiments on the influence of different roughness distributions on the
growth of the stationary crossflow instability are described. The chapter starts with
a literature review, after which the design of the roughness distributions is explained
in Section 4.4. From the experiments large volumes of hot-wire data were obtained.
The analysis of this data is explained in Section 4.5. Finally, the results are discussed
and conclusions are drawn.
4.2. Background
The transition from laminar to turbulent flow follows different paths, depending on
the level of environmental disturbances, as explained in Section 1.2. The freestream
turbulence measurements presented in Section 3.1 show that in the current study
the disturbances will be small, such that the natural transition path (Path E) will be
followed. The first step of this transition path is the receptivity process. Here, insta-
bility waves are generated from the environmental disturbances, such as roughness
or freestream turbulence. In Figure 1 a diagram of the receptivity process is presen-
ted. The boundary layer, just downstream of the forcing mechanism acts as a filter,
Figure 1. Schematic representation of the receptivity process.
where the band-pass wavenumbers and frequencies are represented by the unstable
eigenvalues α, β and ω following from linear stability analysis. From this simple
diagram a receptivity coefficient, R, is defined as:
R =
A
F
. (4.1)
The receptivity coefficient will be high, if there is coupling of the disturbances with
the flow. On the other hand, the receptivity coefficient will be low, if there is no
coupling between the disturbances and the flow. Conceptually, the receptivity coef-
ficient is easy to understand. However, the variables A and F can be defined in
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several ways, which makes comparison of receptivity studies across literature diffi-
cult. Computational and theoretical studies focus on the response of the flow close
to the forcing mechanism. In these studies, the forcing F , is defined as a Fourier
representation of the roughness or freestream turbulence, discussed in more detail
in the following section. Furthermore, A is referred to as the receptivity amplitude
and often defined as the initial amplitude of an instability, at, or close to, the for-
cing mechanism. In experimental studies, the response of the flow can often not be
measured close to the forcing mechanism, since the instabilities have small length
scales and magnitudes. Therefore, these studies focus on the influence of forcing on
the flow further downstream. Here the receptivity amplitude is defined as the ampli-
tude of an instability far from the forcing mechanism, or as a transition location. The
forcing amplitude, F , is defined as a roughness height or freestream turbulence level.
Acknowledging, the different perspectives on the receptivity process across litera-
ture, in the following a review of both experimental and computational receptivity
studies is given. The receptivity of roughness, freestream turbulence and acoustic
disturbances on the crossflow instability are discussed consecutively.
4.2.1. Influence of roughness
In computational studies it is found that roughness is the most efficient in exciting
the stationary crossflow vortices, compared to other environmental disturbances such
as freestream turbulence (Choudhari, 1994; Schrader et al., 2009). The nondimensio-
nal roughness height is described with the roughness Reynolds number Rek, defined
as,
Rek =
ρkUk
µ
, (4.2)
where k is the roughness height and Uk the undisturbed streamwise velocity at height
k. Or the roughness is described with a height ratio:
 = k/δ∗, (4.3)
where δ∗ is the displacement thickness of the undisturbed boundary layer. If the
roughness Reynolds number exceeds a critical roughness height, Rek,crit, the flow
transitions quickly into turbulence and the natural transition path (Chapter 1 is
not followed. For swept wing flows a critical Reynolds number of around 500-600
has been found (Kurz and Kloker, 2016; Brynjell-Rahkola et al., 2017). Studies on
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the receptivity of roughness to the crossflow instability mostly focus on micron-sized
cylindrical roughness elements where Rek <10. These roughness elements are pla-
ced periodically in the spanwise direction, on the swept wing model (Deyhle and
Bippes, 1996; Saric et al., 1998; Radeztsky et al., 1999; Hunt and Saric, 2011). The
location where the roughness elements are placed determines the effectiveness of the
receptivity process. Deyhle and Bippes (1996) and Radeztsky et al. (1999) found
that roughness elements placed close to the neutral stability point are more effective
in moving the transition front forward. Upstream of the neutral stability point dis-
turbances decay and therefore the forcing amplitude F is small leading to a smaller
response of the flow. Placing the roughness elements downstream of the the neutral
stability point two effects seem to play a role. Firstly, the disturbances caused by the
coupling of the natural surface roughness with the flow have already grown, decrea-
sing the effectiveness of the placed roughness elements. Secondly, since the boundary
layer has grown, the non-dimensional roughness height, , would be smaller leading
to a smaller response of the flow. Studies of the flow structures, responsible for
the receptivity between the discrete micron roughness elements and the stationary
crossflow instability, are scarce. Experimental measurements on the generation of
crossflow vortices close to the roughness elements are difficult to obtain, since the
disturbances are often too small to measure. From computational studies it has been
found, that for large roughness elements, Rek=200-400, a horseshoe vortex system is
formed of which one leg develops into an amplified stationary crossflow vortex (Kurz
and Kloker, 2016; Brynjell-Rahkola et al., 2017). For micronsized roughness elements
such mechanism does not exist (Rizzetta et al., 2010). From a mathematical point of
view, it has been found that, for small roughness elements, the response of the flow
can be computed using Fourier theory (Choudhari, 1994; Bertolotti, 2000; Schrader
et al., 2009). In these studies the forcing amplitude, F , is calculated from the Fourier
transform of the roughness distribution. The response of the flow is dominated by
the least stable eigenmode having the same spanwise wavenumber β and ω as the
roughness distribution (Bertolotti, 2000). The Fourier coefficients An,Bn and Cn for
a spanwise roughness distribution h(z) are calculated as:
An =
2
λ
∫ λ
0
h(z) cos
2npiz
λ
dz, (4.4)
Bn =
2
λ
∫ λ
0
h(z) sin
2npiz
λ
dz, (4.5)
Cn =
√
An
2 +Bn
2. (4.6)
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Here, 1/λ represents the spatial frequency or wavenumber, in the spanwise direction.
By varying n, the forcing expressed with Cn at a wavenumber of n/λ is evaluated.
This wavenumber corresponds to a wavelength of λ/n, which indicates that for
n=1,2,3,4 the forcing at a wavelength of λ, λ/2, λ/3 and λ/4 is calculated. For a
cylindrical roughness distribution, shown in Figure 2, with diameter, D, roughness
height, k and spanwise spacing, λ the Fourier coefficients An and Bn are:
An =
k
npi
sin
2npiD
λ
, (4.7)
Bn =
k
npi
(
1− cos2npiD
λ
)
. (4.8)
A number of studies have been devoted to the influence of the height, diameter and
spanwise spacing of the discrete roughness elements. In the following, the results of
these studies will be illustrated with the Fourier coefficient spectra. An example of
a spectrum is presented in Figure 2. The Fourier coefficient Cn is shown for cylindri-
Figure 2. Wavelength representation of a typical roughness distribution with cylindrical
roughness elements.
cal roughness elements, with diameter, D = 0.25λ height, k and spanwise spacing
λ = λ0. Here λ0 is defined as the wavelength of the stationary crossflow instabi-
lity most unstable in the flow. The forcing at the harmonics, λ/2, λ/3 to λ/10, is
highlighted with circles. The Fourier coefficients shown throughout the rest of this
chapter are scaled with C∗, which is the forcing at wavelength λ, of the roughness
distribution defined in Figure 2.
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Roughness amplitude
In this section the focus is on small roughness Based on Fourier theory, increasing
the height would increase the forcing in a linear manner as shown in Figure 3. Con-
sequently, the response of the flow, A, would also increase linearly with roughness
height. In Figure 3 the forcing at a wavelength λ0 (n=1) and the harmonics λ0/2,
λ0/3, λ0/4 and λ0/5 (n=2-5) are presented, as a function of the height ki, normali-
sed over the height k of the standard roughness distribution. The forcing would be
largest at λ0 (n=1) and decrease with increasing n. In computational studies it has
Figure 3. Scaled Fourier coefficients for different roughness heights, ki.
been found that the Fourier theory only holds when the roughness height is below a
certain limit. In these studies the roughness height is defined with the height ratio,
, defined in Equation 4.3. The response of the flow, A, is defined as the amplitude
of the excited stationary crossflow wave at the streamwise location of the roughness
element. Schrader et al. (2009) stated that the relationship between the amplitude
of the roughness and the response of the flow was linear when the roughness height
remained below 5% of the local displacement thickness. In Tempelmann et al. (2012)
a limit at a height ratio of 10% has been found. The DNS study of Kurz and Kloker
(2014) found that for a bump element, similar as used in Schrader et al. (2009)
and Tempelmann et al. (2012), the non-linear effects are non-negligible when the
height ratio is above 7%. In all computational studies the trend is similar, however,
the height limit varies across the different investigations. As mentioned before, each
study uses different definitions of their receptivity amplitude as well as different
geometries of their roughness elements. Furthermore, the threshold defining if a re-
sponse is linear or nonlinear has not be quantified in these studies. The variations
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of all these variables across studies will most probably lead to the differences in the
height limit, however, only a comparative study would give a decisive answer on
this. The experiments carried out by Hunt and Saric (2011), showed that the initial
amplitude of the stationary crossflow waves does increase linearly with roughness
height. Here the amplitude was measured at 0.15x/c approximately 0.22m from the
roughness elements. In this study the ratios between the height and displacement
thickness are not mentioned. Therefore the displacement thickness is found from a
boundary layer solver (BL2D 1) with the flow parameters given in Hunt and Saric
(2011). From this it is found that a linear relationship between the roughness height
and stationary crossflow amplitude is found for height ratios of 2 to 16%. From the
computational results a nonlinear response would be expected for this range of height
ratios. The discrepancy between the experiment and computations might be caused
by the different definitions of the response of the flow, A. In the experiment the
response of the flow is defined at the roughness element, while, in the experiment,
the response of the flow is measured far downstream of the roughness elements. It
is expected that further downstream, next to the roughness height, the eigenmodes
appearing in the natural flow would influence the amplitude of the stationary cross-
flow vortex. The effect of the different definitions of A, on the height limit for which
non-linear effects start to play a role are difficult to predict.
The studies on the validity of the Fourier theory for different roughness heights
show that theory holds up to a certain limit. In the several computational studies
this limit has been defined around 5-10% of the local displacement thickness. In
the only experimental study on this subject a linear relationship was found for all
roughness heights tested, while the estimated height ratio was 16%. To understand
this discrepancy between the experiment and computations an experimental and
computational study should be carried out, where the definitions of the forcing and
response of the flow are the same for both investigations.
Several experimental studies focussed on the influence of roughness height on the
transition location. For a single discrete roughness element, an increase in roughness
height leads to an earlier transition location (Radeztsky et al., 1999). For periodically
placed roughness elements, the transition location did not change in some studies
(Reibert et al., 1996) while in other cases a strong dependency was found (Hunt
and Saric, 2011). These two studies were carried out in wind tunnels with different
freestream turbulence levels. In Hunt and Saric (2011) it is argued that the initial
1Qinetic (unpublished)
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amplitude of the crossflow instability is influenced by the turbulence intensity. When
the turbulence intensity is higher, the roughness becomes less effective in forcing the
flow. Consequently, there is no dependence of small differences in roughness height
on the transition location. In Section 4.2.2 the influence of the freestream turbulence
is discussed in more detail. For natural surface roughness, a strong dependency of
average roughness height on the transition location has been found (Deyhle and
Bippes, 1996; Radeztsky et al., 1999). The larger the average roughness height, the
earlier transition occurred. It is noted that in these studies the power spectral den-
sity of the roughness distributions are not calculated, despite the fact that the latter
influences the response of the flow as will be discussed hereafter.
From the previous studies it has been found that for low-turbulence environment
the increasing roughness amplitude moves the transition location forward. When
the turbulence intensity is increased this effect is not observed and the transition
location is not influenced by the roughness amplitude.
Wavelength content of the roughness distribution
In this paragraph the influence of the wavelength content of the roughness distribu-
tion is discussed. Depending on the study the Fourier representation of the roughness
distribution is described with the wavelength or wavenumber (1/wavelength) con-
tent. In the current study the spanwise spacing λ is varied and therefore it is chosen
to represent the Fourier coefficients as function of their wavelength.
Figure 4. Primary crossflow vortices with
(B) and without (A) roughness elements
(adapted from Reibert (1996)).
In Figure 2 it is shown that the stron-
gest forcing is obtained at a wavelength
of λ0 which corresponds to a wavenum-
ber of 1/λ0. The forcing decreases when
the wavelength decreases. The depen-
dency of the forcing on the wavelength
is used in experimental studies to focus
the energy of the flow in specific mo-
des. It has been found that, without the
roughness elements, the flow is not uni-
form in the spanwise direction, since the
vortices are forced by the irregular sur-
face roughness that characterises the experimental model (Deyhle and Bippes, 1996).
When the roughness elements are spaced at a wavelength of λ0, the wavelength of
the most unstable stationary crossflow instability in the flow, the flow is forced to
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be spanwise uniform Reibert et al. (1996), as presented in Figure 4. The spanwise
uniformity is experimentally an advantage, since the flow can be studied by focusing
on a small number of vortices, instead of a large spanwise extent.
The wavelength content of the roughness distribution can be altered by changing
the diameter, D and spanwise spacing, λ. When the ratio of D/λ0 is changed, it is
shown in Figure 5, that the strongest forcing at λ0 (n=1) is maximum for D/λ=0.5,
following Fourier theory. This indicates that the strongest response of the flow would
Figure 5. Scaled Fourier coefficients for different roughness diameters, Di.
be at this D/λ0 ratio. In previous studies it was found that, for a single roughness
element, there was no effect on the transition location when the ratio D/λ0 is small
(Radeztsky et al., 1999). When the ratio increased upto D/λ0=0.5 the Reynolds
number where transition occurred moved upstream which would support the Fou-
rier model of forcing and Figure 5. Choudhari (1994) related the results of Radeztsky
et al. (1999) to the Fourier spectrum of the roughness elements and came to the same
result. This also explains results from Deyhle and Bippes (1996) and Radeztsky et al.
(1999), who found there was no influence on transition location on a swept model of
a two-dimensional strip with constant height in the spanwise direction (k = 6µm).
This kind of roughness would not have any coupling through its Fourier spectrum
(D/λ0=1) since no specific frequency is excited. Of course, this result is only limited
to small roughness heights, for larger heights a two-dimensional strip could trip the
boundary layer directly into turbulence.
When λ is increased, the forcing extends to wavelengths larger than λ0 (Figure
6). Furthermore, the forcing is more constant over a larger wavelength domain. The
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Figure 6. Scaled Fourier coefficients for different spanwise spacings,λi.
forcing at the spanwise spacing, λi, is lower since increasing the spanwise spacing
decreases the D/λi ratio. Reibert et al. (1996) studied the influence of changing the
spanwise spacing in detail and found that only modes with a wavelength of λi/n
are excited i.e. harmonics in wavenumber space. Furthermore, he found that if the
spanwise spacing is tuned, such that it is n times larger than the most unstable
wavelength in the flow, i.e. λ = nλ0, the transition location moves forward due to
non-linear interactions occurring between multiple modes, excited by the roughness
distribution. Saric et al. (1998) used this mechanism to achieve transition delay. In
their study roughness elements were placed at 2/3 of the most unstable wavelength,
such that the most unstable wavelength would not be excited. More recently, Serpieri
et al. (2017) showed that the same transition delay mechanism can be achieved with
plasma actuators. The working principle and its application was confirmed by DNS
studies of Wassermann and Kloker (2002). However, Woodruff et al. (2011) showed
that the effectiveness of this transition delay method does depend on the level of
the freestream turbulence. A change of turbulence intensity from 0.04% to 0.02%
made the method less effective. In the DNS study of Wassermann and Kloker (2002)
the effect of freestream turbulence was not investigated. Flight tests carried out by
Carpenter (2010) investigated the effectiveness of the method for different angles of
attack. Varying the angle of attack varies the pressure distribution on the wing and
therewith the stability characteristics. Carpenter (2010) showed that the degree of
transition delay was highly dependent on small changes (1◦) in angle of attack.
Next to transition delay it is also found that when the flow is excited by roughness
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elements placed at λ = λ0, the ratio between the amplitude of the harmonics,
λ = λ0/n, and the fundamental mode, λ = λ0, depends on the Reynolds num-
ber (Reibert et al., 1996; Hunt and Saric, 2011). This is explained by the fact that
the Reynolds number changes the stability properties of the boundary layer (Equa-
tion 1.5) and, therefore, the modes excited in the natural flow.
The wavelength content associated with the roughness distribution has been studied
directly by Kurz and Kloker (2014). In their DNS study two different roughness ele-
ments are studied, which are denoted by a bump element and a spectrally reduced
element as presented in Figure 7. The roughness elements are placed at a wavelength
λ0, such that they force the most unstable wavelength in the flow.
Figure 7. Roughness elements used in Kurz and Kloker (2014). The picture is
modified from Kurz and Kloker (2014). A)Fourier coefficients and roughness shape of
the bump roughness element. B) Fourier coefficients and roughness shape of the spectrally
reduced roughness element.
In the Fourier spectrum of the bump element the mean height, denoted with n = 0,
and all λ0/n modes have a non-zero magnitude. For the spectrally reduced element,
only the magnitude of the mode with a wavenumber of 1/λ0 is non-zero in the Fou-
rier spectrum. The response of the flow, A, is determined as the disturbance velocity
of the stationary mode at the roughness element. The results show that for small
roughness heights,  ≤0.03, A is very similar for the bump and spectrally reduced
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element. For larger heights, the response of the flow is stronger for the bump ele-
ment. To understand this, the zeroth and second mode, n=1 and n=2 in Figure
7, were mathematically added to the spectrally reduced element. The zeroth mode
represents the mean height of the roughness distribution and therefore relates to
the blockage of the flow caused by the roughness elements, while the second mode
represents the forcing at a wavenumber of 2/λ0. Adding these two wavenumbers to
the roughness shape now showed an identical response for both roughness elements
for all height ratios (=0 to 0.15). This study shows subtle differences in the spectral
content of the roughness distribution influences the initial amplitude of the crossflow
instability. The importance of the wavelength content of the roughness distribution
has also been shown by Mughal and Ashworth (2013). In their study the response
of the flow of measured natural surface roughness distributions is evaluated. Their
results show that roughness distributions which have a higher rms height can have
a smaller effect on the flow than a roughness distribution with a smaller rms height.
This is caused by the stronger forcing at the most unstable wavelengths in the flow
for the roughness distribution with the smaller rms height. This argument is only
valid upto a certain roughness amplitude. Above this limit the roughness will change
the base flow and its stability characteristics directly as discussed in the start of this
section.
The variation in wavelength content of a roughness distribution has been studied
in several experimental and computational investigations. The effect of changing
the diameter and spanwise spacing of the roughness elements on the development
of the stationary crossflow waves can be understood with Fourier theory. While in
computational studies the shape of the roughness elements was varied to change
the wavelength content directly, in experimental studies the spanwise spacing and
diameter was varied to obtain a similar effect.
4.2.2. Influence of freestream turbulence
The freestream disturbance environment consists of vortical and acoustic compo-
nents. Previous studies on the freestream turbulence level have focussed on the
vortical part of the disturbances, which will be discussed in this section. In the next
section the influence of the acoustic disturbances will be discussed. As shown in the
previous section, a receptive boundary layer exists when the Fourier representation
of the roughness distribution is similar to the wavenumbers of the eigenmode in
the boundary layer. It has been found that often the freestream does not have the
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same wavenumber content as the disturbances in the flow and, therefore, another
mechanism is necessary to couple the disturbances with the boundary layer. This
conversion process was first proposed by Goldstein (1983),Goldstein (1985) and Ru-
ban (1985). They showed mathematically that a freestream turbulence wave with a
large wavelength can generate Tollmien-Schlichting waves with a much smaller wa-
velength. The mechanisms by which this conversion is caused, can be a small surface
non-uniformity or the fast accelerating flow due to the curvature of the leading edge.
Schrader et al. (2009) showed that, for a three-dimensional boundary layer, there
was no direct resonance between the freestream and the travelling crossflow waves,
since the wavenumber and frequency content is not matched. When small roughness
elements were added a response of the flow is found and the roughness seemed to
address the length scale conversion. In Borodulin et al. (2013) a similar result was
found. In their experimental study, traveling crossflow waves were excited by gene-
rating freestream vortices using a vibrating ribbon. With a single roughness element
the amplitudes of the excited traveling crossflow waves were too small to measure
since the freestream disturbances did not couple with the flow inside the boundary
layer. When roughness elements were used with appropriate spanwise and stream-
wise length scales to focus the energy from the surface roughness in a few defined
modes, the travelling waves were excited and their amplitudes could be measured.
The first parametric study on the influence of freestream turbulence on the cross-
flow instability was carried out by Bippes (1990) and Bippes and Muller (1990). Two
different wind tunnels were used, and turbulence levels of 0.12− 0.15%, 0.15% and
0.3% were tested. The turbulence intensity in these studies is defined as Tu=u′rms/Ue
where u′rms is the magnitude of the streamwise fluctuating component measured with
a hot-wire and Ue the streamwise velocity at the edge of the boundary layer. It was
shown that the stationary modes were dominating the transition process at low tur-
bulence levels, while at higher levels the travelling modes caused transition from
laminar to turbulent flow. The main results were confirmed by a similar but more
detailed follow-up study done by Deyhle and Bippes (1996). They showed that the
freestream turbulence has a strong effect on the nature and growth of the crossflow
instability. Experiments were performed in the same wind tunnel for turbulence in-
tensities of 0.15% and 0.27%. Comparison of the frequency spectra for the low and
high turbulence levels showed that the overall amplitude of the fluctuations increa-
sed with increasing turbulence intensity, while no difference at distinct frequencies
were found. Therefore the temporal frequency content of the freestream did not
cause the observed differences on the nature and growth of the crossflow instability.
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The experimental study carried out by Downs (2012) showed that increasing turbu-
lence levels (Tu=0.02% to Tu=0.19%) led to a decrease of the stationary crossflow
amplitude and increase of the travelling crossflow mode, in the region where the
instability had grown significantly. The initial stationary crossflow amplitude was
not influenced by the freestream turbulence level. This indicates that the increased
freestream turbulence levels does not only cause the travelling mode to dominate
the transition process, it also slows down the growth of the stationary crossflow
instability directly. Downs (2012) showed that at Tu=0.19% the transition process
was dominated by the travelling crossflow instabilities. Kurian et al. (2011) tested
five different grid generated turbulence levels and showed that the threshold for the
travelling waves to dominate the flow is about Tu>0.2%. The general trends for the
influence of the freestream turbulence were confirmed by Schrader et al. (2009), ho-
wever, they stated that the limit for travelling waves to dominate the flow is about
Tu=0.5%. The first reason for these different levels could be that the studies were
only carried out at a few turbulence intensity levels. When more levels would be
tested the limit could be determined with higher accuracy. Furthermore, the height
and wavelength content of the surface roughness varies across studies. As discus-
sed earlier the surface roughness will determine the initial amplitude and growth of
the stationary crossflow instability as well the coupling between the freestream and
boundary layer flow. The definition of the freestream turbulence might also influence
the limit. In experimental studies the freestream turbulence is defined as the velocity
fluctuations in a frequency band from 2Hz to 5kHz to 10kHz. In the computational
study by Schrader et al. (2009), the freestream environment was modelled by adding
a single continuous eigenmode to the boundary layer flow. Finally, in experimental
studies the magnitude of the turbulence intensities can be influenced by electronic
and acoustic noise, which will not interact with the disturbances in the boundary
layer. In those cases the effective forcing would be lower than the quoted freestream
disturbance level, leading to a lower limit. The limit for which the nature of the do-
minating crossflow instability changes from travelling to stationary crossflow waves
is of importance when relating the development of the crossflow instability occurring
in wind tunnel tests to the development of the crossflow instability in flight. Mea-
surements of atmospheric turbulence showed that the turbulence intensity is below
0.05% (Riedel and Sitzmann, 1998). From the previous studies it is expected that
in flight the stationary crossflow instability would dominate the transition process.
The studies on the freestream turbulence show that the freestream turbulence level
determines if the stationary or travelling crossflow mode is dominating the transtion
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process. The limit for which travelling crossflow modes dominate the flow varies from
0.2 to 0.5%.
4.2.3. Influence of acoustic disturbances
Computational studies carried out by Crouch (1992) and Choudhari (1994) sho-
wed that the travelling waves are receptive for acoustic freestream disturbances.
When roughness elements were added the receptivity to travelling crossflow incre-
ased. The receptivity of acoustic disturbances to stationary waves was found to be
small in these computational studies. In experiments carried out by Deyhle and Bip-
pes (1996) the acoustic environment was changed by introducing sound waves in the
flow. The speaker, producing the sound, was placed at the wall of the settling cham-
ber upstream of the test section. The emitted waves covered a range of frequencies,
attempting to excite the travelling waves in the flow. The results showed that sound
did not influence the growth of the travelling or stationary waves. Radeztsky et al.
(1999) followed a similar approach. They varied the sound level and amplitude of
a speaker placed upstream of the experimental model. Again they found no influ-
ence of sound on the transition location. In both experimental studies the surface
roughness of the experimental model was small and the transition process was do-
minated by the stationary crossflow instability. From the computational studies of
Crouch (1992) and Choudhari (1994) it is predicted that for such environment the
acoustic disturbances are ineffective in exciting the stationary crossflow waves.
4.3. Aim of current study
From the literature review it was found that most experimental studies were perfor-
med on circular roughness elements with uniform height k, diameter D and evenly
spaced at wavelength λ. Surface roughness on aeroplane wings is far more complex
with heterogeneous heights, spanwise spacings and shapes. While in computational
studies, natural surface roughness distributions are investigated using statistical met-
hods, in experimental studies several steps have to be made to understand the effects
of these complex roughness distributions in detail. It has been found that in industry
the focus is mostly on the height of the surface (Goldhammer and Plendl, 2013),
however, from experimental and computational studies it has been found that the
Fourier spectrum of the roughness distribution is strongly coupled to the response
of the boundary layer (Choudhari, 1994; Bertolotti, 2000; Schrader et al., 2009). Ex-
perimentally, this has been verified with discrete roughness elements by Radeztsky
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et al. (1999) (who varied the diameter of the discrete roughness elements) and by
Reibert et al. (1996) (who varied the spanwise spacing of the roughness elements).
However, more complex distributions with stronger forcing of the most unstable wa-
velength have not been tested up to date. Therefore it is chosen to study the effect
of spanwise wavelength content of the roughness distribution on the growth of the
crossflow instability in detail, in the current experimental study. For this purpose
two different roughness distributions with the same height but different spanwise
wavelength content were tested in the UK National Low Turbulence wind tunnel at
City, University of London. From the freestream turbulence measurements discussed
in Chapter 3 an average turbulence intensity of 0.02% is found. This is well below
the limits for which a travelling crossflow dominated transition process was found
(Deyhle and Bippes, 1996; Kurian et al., 2011; Downs, 2012) and therefore it is ex-
pected that in the current experiment the transition process will be dominated by
the stationary crossflow instability. In this freestream environment it is also expected
that the receptivity to acoustic noise will be low.
4.4. Design of the roughness distributions
In the current experiment a step function roughness distribution is compared to a
distribution mimicking a sine wave. It is expected that the sine wave element should
have stronger forcing at the most unstable wavelength and would therefore force the
flow more severely. The sine wave is a three-dimensional roughness element, which
is sinusoidal in the spanwise direction and has a smoothened step in the streamwise
direction. Preferably, the roughness distributions would be machined on the plate
surface, however, this is a costly and lengthy procedure.
Therefore, it is chosen to discretise a sine wave, such that, it can be constructed of
different layers of discrete roughness elements. The sine wave elements resembles a
pyramid and will be called pyramidal roughness distribution throughout the thesis.
For both roughness distributions, the geometry is shown in Figure 8, where the
height (k), diameter (D) and spanwise spacing (λ) are the design parameters.
4.4.1. Spanwise spacing, λ
The spanwise spacing is determined such that it amplifies the most unstable sta-
tionary crossflow wave in the flow. The neutral stability point and wavelength of
the most amplified wave are found through linear stability analysis discussed in Ap-
pendix A. Because the roughness elements were designed and printed prior to the
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Figure 8. Design parameters for cylindrical (left) and pyramidal (right) roughness distri-
butions.
experiments, the linear stability analysis to obtain the wavelength of the most ampli-
fied stationary crossflow wave was carried out with a pressure distribution obtained
from the panel code. In Figure 9A the N-factors of the stationary crossflow waves
are shown together with the Tollmien-Schlichting waves with different frequencies.
Stationary crossflow waves with a wavelength of 11.5-15mm show strong growth
in the measurement region, without significant differences between the waves. The
Tollmien-Schlichting waves only start growing significantly outside the measurement
region. From these results it is chosen to have a spanwise spacing of 11.5mm between
roughness elements. Next, the linear stability analysis was repeated with the expe-
rimental pressure distribution at Z/H=0.56, presented in Section 3.2. The N-factor
results obtained from the experimental pressure distribution, presented in Figure 9B
show that crossflow waves with a similar wavelengths are amplified, as found from
the linear stability carried out with the pressure distribution from the panel code.
From this, it is concluded that the pressure distribution used in the design of the
roughness elements gives similar stability characteristics as the pressure distribution
obtained from the experiments. Therefore the chosen spanwise spacing of 11.5mm
will force the unstable mode in the flow. From previous studies it is found that the
roughness elements are most effective when they are placed close to the neutral sta-
bility (Deyhle and Bippes, 1996; Radeztsky et al., 1999). From the linear stability
analysis the neutral stability point is found to be at x/c=0.04 which is where the
roughness elements are placed.
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Figure 9. A) N-factor curves for the stationary crossflow (CF) waves and Tollmien Sch-
lichting (TS) waves obtained from the pressure distribution used in the design process.
The light grey area corresponds to the measurement region. B) A) N-factor curves for the
stationary crossflow (CF) waves and Tollmien Schlichting (TS) waves obtained from the
experimental pressure distribution. The light grey area corresponds to the measurement
region.
4.4.2. Roughness height, k
In the current sets of experiments it is required to have roughness well below the
critical roughness height, Rek,crit (see Section 4.2.1), since the main objective is to
study the development and growth of the crossflow instability. Applique´ roughness
elements of 6µm were chosen which are the same as used in previous studies (Hunt
and Saric, 2011; Eppink, 2014; Serpieri and Kotsonis, 2016b). The roughness ele-
ments can be stacked on top of each other to manage the total height. Here it is cho-
sen to have k=24µm for both the cylindrical and pyramidal roughness distribution.
From the BL2D boundary layer solver (Appendix A) the displacement thickness,
δ∗ and the velocity at y=24µm was found at x/c=0.04 where the roughness ele-
ments were placed. From this a height ratio, , of 4.7% of the displacement thickness
was calculated and a roughness Reynolds number, Rek, of 0.05. The height ratio
is below the limit for which non-linear receptivity has been found in computatio-
nal studies (Schrader et al., 2009; Tempelmann et al., 2012; Kurz and Kloker, 2014).
The roughness Reynolds number is well below Rek,crit. Compared to other roughness
receptivity studies the Reynolds number has a similar order of magnitude (Reibert
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et al., 1996; Radeztsky et al., 1999).
4.4.3. Diameter, D
From previous research it was found that the diameter of the roughness elements
also influences the transition location (Braslow, 1960; Radeztsky et al., 1999; Eppink,
2014).
Figure 10. Definition of diameters of the dif-
ferent layers of the pyramidal roughness ele-
ment.
When the diameter is normalized with
the wavelength of the dominant statio-
nary crossflow wave, λ0, it is found that
the critical Reynolds number decreases
when the normalized diameter increases
(Radeztsky et al., 1999). To be sure that
the effect of roughness is significant, a
value of D/λ0=0.2-0.4 should be chosen.
For the cylindrical roughness elements a diameter of 3mm is chosen which gives a
D/λ0 ratio of 0.26. For the pyramidal roughness distribution the diameter follows
from the discretization of the sine wave (Figure 10). A sine wave is discretised with
four layers of 6µm, to keep the total height fixed across cases. The cross-section with
the sine wave is found, determining the diameters for each of the four layers.
4.4.4. Fourier coefficients
The difference in forcing of both roughness distribution is evaluated with the Fou-
rier spectrum. To obtain the Fourier coefficients for the pyramidal distribution, the
pyramid is divided in 7 rectangles as shown in Figure 11.
Figure 11. Division of pyramidal roughness
element to calculate Fourier coefficients.
The coefficients An and Bn are calcu-
lated for each rectangle with Equations
4.7 and 4.8 and summed after which
Cn is calculated. The results for Cn are
shown in Figure 12. It is clear that the
forcing for the pyramid is concentrated
around λ, while the modes with a wave-
length of λ/n are not as strongly forced
as for the cylinder. From this it would be expected that the stronger forcing at λ
through the pyramidal roughness distribution will lead to a larger response of the
flow at this wavelength.
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Figure 12. Scaled Fourier coefficients for the cylindrical and pyramidal roughness distri-
bution.
The roughness elements were manufactured by Redd Europe Ltd, printed on an
A4-size transfer paper and applied close to the neutral stability point, parallel to
the leading edge of the plate. The shape of the roughness distribution was measu-
red with a profilometer (Mitutoyo SJ-410) and the results are shown in Figure
13. The measured roughness distributions resemble the designed roughness elements
Figure 13. Designed roughness elements (light gray) superimposed with profilometer
measurements (black line).
very well. The height of both elements is the same such that forcing is only deter-
mined by their shape.
4.5. Data analysis
Detailed hot-wire measurements were carried out to follow the development of the
stationary and travelling crossflow waves. A single probe hot-wire was aligned in the
x-direction to measure the streamwise velocity. Inevitably, the wall-normal velocity
was measured as well as explained in section 2.4.4. The sampling frequency was set
to 20kHz with an analog bandpass filter of 2-10000Hz. In Figure 14 the coordinate
systems and orientation of the different hot-wire scans are shown. The coordinate
system aligned with the traverse axis is denoted with the lower case letters x, y and
z. The model coordinate system is oriented parallel (Z) and perpendicular (X) to
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the leading edge. The wall-normal directions y and Y coincide for both coordinate
systems
Figure 14. Definitions of hot wire scans and coordinate systems. The measu-
rement region is limited by the displacement body (DB) and the region which is not
accessible (NA) with the traverse system.
With the traverse system in place it was not possible to measure underneath the dis-
placement body. Therefore the first streamwise location where measurements were
taken was at x/c=0.285. Two types of hot-wire anemometry scans were carried out.
For the YZ-scans, 82 boundary layer profiles were taken parallel to the leading edge
with a spanwise spacing, of 1mm and a sampling time of 10 seconds for each data
point. Each boundary layer profile has 40 points between 0<Y<12mm. The YZ-
scans were carried out at different chordwise locations and tracked the development
of the stationary and travelling instabilities. The x-scans were taken at constant
wall-normal location with ∆x=5mm. With these scans the development of the tra-
velling waves was determined at high streamwise resolution. In both scans the mean
velocity, fluctuating velocity and bandpass filtered velocity are analysed. The fluctu-
ating velocity signal is directly obtained by filtering the signal passed via an analog
filter, while the bandpass filtered velocity is digitally filtered in the post processing
stage. The data analysis of carried out in MATLAB (MathWorks).
The analysis of the hot-wire measurements discussed in the following section is
illustrated with the measured data shown in Figure 15. Here a YZ-scan at x/c=0.31
is shown for the cylindrical roughness distribution. The Figure shows the individual
velocity profiles as well as the contour plot of the streamwise velocity.
Determination of wall
During the measurements, the laser system described in Section 2.5 ensured that
the distance to the wall was constant for all boundary layers. Prior to each hot-wire
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Figure 15. Experimental data to illustrate the data analysis methods. A) Stre-
amwise velocity profiles taken at different spanwise location. B) Streamwise velocity dis-
tribution in the spanwise direction.
scan the hot-wire was positioned in proximity to the wall by eye and by using the
measured velocity as an indicator. At this location the reference (Y∗=0mm) was set
and the hot-wire measurements were carried out. Inevitably, there was a difference
between the determined wall location and the actual wall location. This is shown
in Figure 15 where the velocity profiles do not go through the origin for U/Ue=0,
instead the y-axis would be crossed at Y∗ <0. To obtain the physical location of the
wall a shift, ∆Y , was applied to the boundary layer profiles in the post-processing
stage, as presented in Figure 16.
Figure 16. Definition of mea-
sured and shifted velocity pro-
files.
The shift was obtained by linear interpolation of
the velocity profile close to the wall, which assu-
mes that the velocity profile in this region is li-
near. This is generally the case, however, when
the profiles are strongly distorted, as is the case
in a crossflow dominated flow, this linear region
can become small resulting in an error in ∆Y .
Furthermore, due to electronic noise on the laser
signal, another error was introduced which is es-
timated to be 50µm. To minimize these errors,
∆Y was averaged over the span at each chord-
wise location. For the data presented in Figure 15,
∆Y≈0.2mm.
Mode shape and amplitude
The boundary layer YZ-scans consisted of N boundary layer profiles taken across
the span for each x/c location. The mode shape of the stationary crossflow wave was
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determined with:
U∗(Y ) =
√√√√ 1
N
N∑
i=1
(
Ui(Y )− U¯(Y )
Ue,i
)2
, (4.9)
where U¯ is the time-averaged velocity U averaged in the spanwise direction calculated
with:
U¯(Y ) =
N∑
i=1
Ui(Y ). (4.10)
In Figure 17 the different quantities to calculate the mode shape U(Y )∗ and U(Y )∗
itself are shown for the data from Figure 15 In order to track the growth of the
Figure 17. A) Streamwise velocity profiles at each spanwise direction in color and the
spanwise averaged velocity profile, U¯ in black. B) The deviation of the spanwise averaged
velocity profile at each spanwise location. C) The mode shape and amplitudes A1 and A2
of the stationary mode.
stationary crossflow wave the amplitude was determined for all x/c locations. The
amplitude was calculated with two different methods (Figure 17C) by:
A1 = max|Y (U∗(Y )) , (4.11)
A2 =
1
δ
∫ δ
0
U∗(Y )dY. (4.12)
The same procedure was followed to calculate the mode shape and of the fluctuating
velocity component.
Spatial power spectra
The spatial power spectra were calculated to determine if instabilities with a certain
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wavelength were dominant in the flow. The spatial power spectra were calculated
from the time averaged velocity signal at each wall-normal location, shown in Figure
18A for Y=1mm. After the window function was applied to reduce spectral leakage,
Figure 18. Calculation of the spatial power spectrum with the data shown in
Figure 15. A) Normalized velocity at constant wall-normal location (Y=1mm). B) Spatial
power spectrum obtained from the signal shown in A.
the signal was zero-padded2 to be able to distinguish different peaks in the power
spectrum. Next the Fast Fourier Transform algorithm was applied in MATLAB, re-
sulting in the spatial power spectrum shown in Figure 18B. A clear peak is shown
at λ=11mm which is close to the chosen spanwise spacing of the roughness elements
of 11.5mm. Because of the small sample size for the spatial spectra, the resolution
of λ has to be taken into account. As shown in Reibert et al. (1996) the resolution
for a signal which measures a span of L is determined by
∆λ =
λ2
L
. (4.13)
This means that, in the current experiment, where L=82mm, a wavelength of
11.5mm has a resolution of 1.6mm.
Amplitude of bandpass filtered velocity
The bandpass filtered velocity was determined by integrating the normalised tem-
poral power spectra between frequencies f1 and f2 with:
u′BP =
∫ f2
f1
Sdf, (4.14)
as illustrated in Figure 19. The same definition was used in White and Saric (2005);
Eppink (2014); Serpieri and Kotsonis (2016b). The amplitude of a mode which lies
in the frequency band between f1 and f2 was then calculated in two different ways
2http://www.bitweenie.com/listings/fft-zero-padding gives a clear explanation of zero-padding.
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Figure 19. Definition of the bandpass filtered velocity u′BP . The power spectrum
is obtained from a time signal at Y=0.2mm and Z=64mm of the dataset shown in Figure
15.
depending on the available data. For the x-scan the amplitude was determined from
a single point measurement as:
ABP,x =
∫ f2
f1
Sdf∫ 10000
2
Sdf
=
u′BP
u′rms
. (4.15)
Here the discrete integral was calculated with the trapezium rule. For the YZ-scan
the bandpass filtered velocity, u′BP
′, was integrated in the wall-normal and spanwise
direction to obtain the amplitude ABP,Y Z with:
ABP,Y Z =
∫ Z2
Z1
∫ δ
0
u′BPdY dZ∫ Z2
Z1
∫ δ
0
u′rmsdY dZ
, (4.16)
following White and Saric (2005). The normalisation of the amplitude was chosen
such that it can be interpreted as a percentage of the total energy of the flow. It
consequently, allows to compare across different data sets since the normalisation
settles small differences in freestream velocity or other measurement conditions.
Gradient fields
The Reynolds-Orr equation shows that the wall-normal and spanwise shear are es-
sential in the production term (see Chapter 1) of the disturbances. Therefore, the
mean gradient fields ∂U/∂Y and ∂U/∂Z were calculated. Because the derivatives
are sensitive to noise in the data, it was chosen to first smooth the mean velocity
fields with a moving average filter from the smooth() function in MATLAB. Then,
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the derivatives were calculated with a central difference scheme:
∂U
∂Y
∣∣∣∣
Yi,Zj
=
Ui+1,j − Ui,j
Yi+1,j − Yi,j , (4.17)
∂U
∂Z
∣∣∣∣
Yi,Zj
=
Ui,j+1 − Ui,j
Zi,j+1 − Zi,j . (4.18)
Correlation coefficient
The correlation coefficient between bandpass filtered velocity distributions and gra-
dient fields are calculated to understand if high intensity fluctuations coincide with
high shear. Pearson’s correlation coefficient for two matrices of size MxN is written
as:
R =
M∑
i=1
N∑
j=1
(Aij − A¯)(Bij − B¯)√
M∑
i=1
N∑
j=1
(Aij − A¯)2(Bij − B¯)2
, (4.19)
where R=1 is perfect postive correlated, R=0 means there is no correlation and
R=-1 means perfect negative correlated.
Intermittency factor
When the flow transitions from laminar to turbulent the hot-wire signal becomes
intermittent. This means that the time signal shows alternating phases of laminar
and turbulent flow, with low and high fluctuations respectively. Figure 20 shows
hot-wire signals in a laminar and turbulent boundary layer, together with their re-
spective power spectra. To determine which part of the flow is turbulent and which
part is laminar the following algorithm, Figure 21, was applied to each hot-wire sig-
nal obtained in the x-scans. First, the analogue filtered hot-wire signal was smoothed
with a moving average filter of 50 samples. Secondly, the original signal is subtrac-
ted. Finally, a sample was determined to be turbulent when it was above a certain
threshold. The intermittency of the signal was then defined as:
γ =
nT
ntot
, (4.20)
where nT is the number of turbulent samples and ntot the total number of samples
in the analysed signal.
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Figure 20. Example of a time signal and power spectrum obtained in a laminar and
turbulent boundary layer.
Figure 21. On the left a hot-wire signal which has a high frequency burst related to
turbulence is shown. On the right the samples in the burst are defined by subtracting a
smoothed signal from the raw signal.
4.6. Results
4.6.1. YZ-scans
The normalised time-averaged velocity fields at x/c=0.31 show that the roughness
elements close to the leading edge re-organise the flow which becomes more uniform
in the spanwise direction, (Figure 22) as was also shown before by Reibert et al.
(1996). A spanwise uniform flow was not observed in the present experiment due to
the absence of the infinite swept condition unlike in the case of Reibert et al. (1996).
The pressure gradient varies in the spanwise direction, as shown in Section 3.2, which
results in different growth rates of the stationary modes along the span. The overall
pressure distribution is not influenced by the roughness elements and therefore the
time-averaged velocity fields can still be compared for different roughness distribu-
tions. To eliminate the influence of individual vortices on the results, it is chosen to
study a large spanwise region. In the following analysis the results of the cylindrical
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Figure 22. Streamwise velocity fields at the first measurement location with (right) and
without (left) roughness elements placed at the leading edge.
and pyramidal roughness distributions are presented and compared.
In Figure 23 the development of the vortices is shown for both roughness distribu-
tions. The stationary crossflow vortices grow downstream after which the periodic
structure is less prominent, indicating that the flow is becoming turbulent. The vor-
tices appear at different locations along the span when moving downstream which
shows that the inviscid streamlines are not completely aligned with the x-axis, as
illustrated in Figure 24. Since the single hot-wire is aligned with the x-axis, the
streamwise velocity U is measured while the spanwise velocity, W, will not be me-
asured due to blockage of the hot-wire prones. If the streamline angle is large the
obtained results could be wrongly interpreted since then the W component of the
velocity vector could not be ignored. The streamline angle, Ψ, could be estimated
by manually following vortices downstream. For the cylindrical roughness elements,
the two vortices at x/c=0.36 at Z=56-80mm seem to appear at x/c=0.41 at Z=50-
74mm. From this shift in Z and the known distance in x the streamline angle can
be determined. Mathematically, this is achieved by cross-correlating the negative
part of the spanwise gradient fields (Figure 25) for the different x/c locations. The
cross-correlation gives a most probable shift in Z, ∆Z and then the streamline angle
is calculated with:
Ψ =
∆Z cos Λ
∆x
, (4.21)
where Λ is the geometric sweep angle in degrees. In Table 4.1 the obtained streamline
angles are given for the cylindrical roughness distribution. The streamline angles are
all negative and close to 6 degrees. At x/c=0.46 the vortices and therewith the
gradient fields are less defined resulting in odd values for the streamline angles. This
shows that this cross-correlation technique to estimate the streamline angle only
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Figure 23. Streamwise velocity fields for the cylindrical (left) and pyramidal (right)
roughness distributions.
Figure 24. A) Sketch of streamline on swept wing model. B) Different velocity components
measured by the hot-wire.
works when the vortices are well defined. The same analysis was carried out for the
pyramidal roughness distribution and similar streamline angles were obtained.
A streamline angle of 6 degrees is small and indicates that the hot-wire is almost
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Table 4.1. Estimation of streamline angle Ψ.
x/c=0.31 x/c=0.36 x/c=0.41 x/c=0.46
x/c=0.31 -
x/c=0.36 -6.06◦ -
x/c=0.41 -6.06◦ -5.52◦ -
x/c=0.46 - 3.23◦ -5.75◦ -
Figure 25. Spanwise gradient distributions used to estimate the streamline angle, Ψ.
parallel to the streamline. The exact ratio of the crossflow velocity and streamwise
velocity inside boundary layer is unknown since the crossflow velocity profile has not
been measured. In previous studies the crossflow component was measured (Deyhle
and Bippes, 1996; Kurian et al., 2011; Serpieri and Kotsonis, 2016b). The velocity
did not exceed 8% when the stationary crossflow vortices were fully developed. The-
refore, the small streamline angle in the current study ensures that the obtained
results can be interpreted as streamwise velocity fields, keeping in mind that a small
fraction of the velocity magnitude will be caused by the wall-normal component as
explained earlier in Section 2.4.4.
The spanwise averaged velocity profiles at x/c=0.31, Figure 26, show that the mean
flow is laminar. When moving downstream, the velocity profiles show more momen-
tum close to the wall indicating transition to a turbulent boundary layer. In Figure
26 the solutions from the BL2D code3, discussed in Appendix A, are shown in red.
The input for this code was the interpolated pressure distribution from the static
3Qinetic (unpublished)
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Figure 26. The measured streamwise velocity profiles at different spanwise
locations for all chordwise locations. In light gray the spanwise averaged velocity
profile are shown. In black the spanwise averaged profile and in red the velocity profiles
obtained with the boundary layer code solver (BL2D) is shown.
pressure ports on the flat plate. Considering that this interpolation already introdu-
ces an error, the experimental and computational velocity profiles show reasonable
agreement at the first measurement location. When moving downstream the com-
puted results deviate from the experimental results. This is due to the mean flow
distortion which creates non-linear effects, not taken into account in the numerical
computations.
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The stationary mode shapes, shown in Figure 27, also illustrate the onset of the
non-linear effects at x/c=0.36. The secondary lobe in the upper part of the statio-
nary mode shape indicates the roll-over of the vortex as discussed in (Reibert et al.,
1996). Due to the coarse streamwise resolution of 0.05x/c it is difficult to determine
where the stationary modes exactly saturate and if there is a difference between this
saturation location in the cylindrical and pyramidal roughness distribution.
Figure 27. Stationary mode shapes for the different roughness distributions.
The main difference between the roughness distributions is the difference in wa-
velength content. To be able to focus on this aspect, the spatial power spectra
were determined from the time-averaged velocity fields. In Figure 28 the spectra at
x/c=0.31 are shown for each wall normal location (light gray) and superimposed
with the maximum at each wavelength (black). The maximum is clearly located
around λ=11.5mm for the two cases with roughness, while for the natural case the
energy is centered around λ=15mm. The energy for the natural case is spread over a
larger area, while for the cylinder and pyramid it is more focussed around 11.5mm.
This is expected since in the natural flow no forcing is applied such that all unstable
modes are amplified. From linear stability analysis it follows that the stationary wa-
ves with a wavelength ranging from 9-15mm have a similar amplification, which is
directly shown in the spatial power spectrum. It should be noted that the resolution
decreases with increasing wavelength; at λ=11.5 mm the resolution is 1.6mm, at
λ=20mm it is 4.8mm and at λ=30mm it is 10.8mm. To have further insight on the
spreading of energy over the different wavelengths, the total energy was represented
by the area underneath the spectrum with the trapezium rule. The area of each
wavelength band was then divided by the total energy. The results did not change.
The energy for the pyramidal roughness elements is larger at λ = 11.2mm than
for the cylindrical elements. For the natural case now it is clearly shown that the
energy is more spread as no selective forcing at a specific wavelength is applied. In
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Figure 28. Spatial power spectra for the different roughness distributions. A)
In light gray the spectra are shown for each wall normal location. In black the maximum
at each wavelength is shown.B) The spatial power spectra normalized by the total energy.
Figure 29. Spatial spectra for all chordwise locations.
Figure 29 the change in energy content over the different wavelengths is shown as
a function of x/c locations. The trends are similar for both roughness distributions.
Going downstream, the energy spreads to higher wavelengths, which indicates that
the coherency of the stationary vortices diminishes when the flow becomes satura-
ted. In previous studies this has not been mentioned since the spatial spectra are
not shown in this later stage of the transition process (Reibert et al., 1996; Hunt
and Saric, 2011; Eppink, 2014). At x/c=0.36 two peaks are observed for the cylin-
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der one around 11.5mm and one around 15mm. From the mean flow distribution
in Figure 23 it is observed that at this location the vortices start merging together
leading to this larger wavelength. In all spatial spectra, there is almost no energy
in the modes with a wavelength of λ/2 and λ/3. This is interesting since in pre-
vious crossflow studies (Reibert et al., 1996; Hunt and Saric, 2011; Eppink, 2014)
these harmonics of the forced mode were observed. From Hunt and Saric (2011) the
ratio between the energy in the fundamental and that of the harmonics measured
at x/c=0.1 depended on the Reynolds number. The Reynolds number changes the
stability characteristics and at some Reynolds numbers the harmonics of the forced
mode might be amplified. This indicates that the appearance of the harmonics in
this study is due to the coupling of the wavelength content of the roughness distri-
bution and the amplified modes in the natural flow. From Reibert (1996) the growth
of the harmonics is only observed far downstream of the forcing, which indicates
that the appearance of the harmonics is not a direct result of the forcing of the
harmonics through the roughness distribution but instead caused by the non-linear
interactions as predicted computationally by Reed (1988). In the current study the
stronger forcing in the roughness distribution at the harmonics for the cylindrical
elements compared to the pyramidal elements (see Figure 12) is not reflected in
the response of the flow far downstream of the forcing. Instead, the forcing at the
spanwise wavelength λ dominates the response of the flow. From the linear stability
analysis results shown in Figure 9, it is found that only waves with a wavelength
larger than 9.25mm are excited at the measured x/c locations, which means that the
harmonics of the 11.5mm mode are not naturally excited. This is also observed in
the spatial spectra of the naturally excited flow where there is almost no energy for
modes with λ <9mm. The non-linear interactions and wave doubling phenomenon,
as observed in Reibert et al. (1996) and Reed (1988) have not been observed here.
From the analysis on the mean flow it is not directly clear what the effect of the
wavelength content is on the transition process and therefore the fluctuating flow is
analysed. Even though it is not expected that the roughness directly forces the tra-
velling modes it does give insight in how the flow develops and eventually transitions
into turbulence. The frequency bands which are dominating the flow are identified
by following one vortex downstream and computing the power spectra at different
locations inside the vortex. Here only the cylindrical roughness distribution will be
discussed, but the same frequency bands were found for the pyramidal distribution.
From the Reynolds-Orr equation (see Chapter 1) it follows that the wall-normal
and spanwise shear caused by the mean velocity field are essential in the production
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terms of the streamwise disturbances. Therefore, the power spectra are calculated
where the wall normal shear and spanwise shear is maximal. From previous studies it
has also been found that a specific type of secondary crossflow instabilities is located
at the top of the vortex, which is discussed in detail in Chapter 5. For this reason
the power spectrum is also calculated in one point at the top of the stationary vortex.
In Figure 30 the power spectra for the first chordwise measurement station are
presented. No large differences are found in the spectra between the different locati-
ons in the vortex. Most of the energy in the flow is concentrated in a low-frequency
Figure 30. Power spectra at different locations inside a stationary vortex at
x/c=0.31. A) Distribution of mean velocity, wall normal and spanwise gradient. The
coloured dots represent the location where the power spectra are taken. B) Power spectra
at different locations in the vortex. The color of the line corresponds to the color of the
dot in A). The grey-shaded areas correspond to the frequency bands which are discussed
in more detail in Figure 32.
band (10-100Hz). In Figure 31 the range between 2-100Hz is shown with a frequency
resolution of 1Hz. While no distinct peaks are shown the energy content is especially
large in the region upto 20Hz. A similar observation was made in crossflow studies
by Kawakami et al. (1999),Eppink (2014) and Serpieri and Kotsonis (2016b), while
in other studies such as White and Saric (2005) and Chernoray et al. (2005) the
low-frequency band is not as high in energy. In Serpieri and Kotsonis (2016b) the
low-frequency band is analysed through a proper orthogonal decomposition of to-
mographic PIV measurements. It is concluded that the energy in the low-frequency
102 Forcing of the primary crossflow instability
Figure 31. Power spectra from 2-100 Hz with ∆f=1Hz
band is caused by an oscillation of the stationary modes. While the source of the
oscillations might be related to the specific experimental set-up, it is concluded that
this low-frequency mode does not play any role in the transition process. In Chapter
3, it was found that, for the current set-up, the high energy in this low-frequency
band is due to the blockage caused by the displacement bodies and that the fluctua-
tions are due to acoustic noise and vibrations. In Figure 32B the spatial distribution
of the low-frequency fluctuations is shown.The velocity fluctuations reach levels up
to 10% of the edge velocity.
Figure 32. Spatial distribution of travelling waves for different frequency at x/c=0.31.
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Figure 33. Velocity profile and
time signal at maximum fluctu-
ation level.
In a conventional flat plate boundary layer these le-
vels of fluctuations would be defined as a fully turbu-
lent flow (Klebanoff, 1955). However, when the mean
velocity profile and time signal are analysed at the lo-
cation of maximum fluctuations, as shown in Figure
33, it is clear that the flow is still laminar. Again,
this confirms that the main contribution of the fluc-
tuation energy is not attributed to travelling waves
inside the boundary layer but instead is caused by
low-frequency noise inside the experimental set-up. Even though the level of fluctu-
ations, presented in Figure 32A and 32B, seems to be larger than in previous experi-
mental studies, the spatial distribution with respect to the time-averaged mean flow
is similar (Downs, 2012; Serpieri and Kotsonis, 2016b). In these studies a region of
high fluctuations is found in the upwelling and downwelling part of the vortex struc-
ture. Next to the fluctuations in the low-frequency band, other waves are identified in
the power spectra shown in Figure 30. These waves could be identified as a Tollmien-
Schlichting wave, a travelling primary crossflow wave or a low-frequency secondary
instability. It is unlikely that these are secondary instabilities, since the mean flow
is not significantly distorted yet and the crossflow vortices are still growing.
Figure 34. N-factor curves for the travelling crossflow waves obtained from linear stability
analysis with the experimental pressure distribution.
The spatial distribution of the 120-170Hz velocity fluctuations (Figure 32C) shows
that the fluctuations are aligned with the stationary vortex structures. The linear
stability analysis for the travelling crossflow waves, carried out with the experimen-
tal pressure distribution, is presented in Figure 34. It is shown that in the measu-
rement region travelling waves with frequencies from 80-200Hz are amplified. The
wavelengths of the travelling waves are 15-20mm which is larger than the statio-
nary structure. This indicates that the 120-170Hz fluctuations could be travelling
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crossflow waves which are modulated by the stationary crossflow waves. The spatial
distribution shows that the maximum is in the middle of the boundary layer, while
for the Tollmien-Schlichting wave it would be expected to be close to the wall. Si-
milar distributions were found by Malik et al. (1994), Deyhle and Bippes (1996),
Ho¨gberg and Henningson (1998), White and Saric (2005) and Serpieri and Kotsonis
(2016b). This mode is attributed to the modulation of the travelling waves due to
the interaction with the stationary modes and is also referred to as a Type-III se-
condary instability. The mode appears due to the distortion of the mean flow, which
changes the stability characteristics.From these observations it is concluded that the
wave with a frequency of 120-170Hz, presented here, is a travelling crossflow wave.
In a low-turbulence wind tunnel the transition process is expected to be dominated
by stationary crossflow waves (Deyhle and Bippes, 1996; Downs, 2012), however,
travelling crossflow waves can still be present in the flow (White and Saric, 2005;
Serpieri and Kotsonis, 2016b; Eppink, 2014). As will be seen shortly, the 120-170Hz
mode does not develop further, which indicates that the transition process is not
caused by the travelling waves in this frequency band.
The fluctuations of the travelling wave with a frequency around 250Hz are located
close to the wall in between two vortex structures as shown in Figure 32D. In these
locations the contours of the time-averaged velocity U are close together, indicating
high wall-normal shear. The gradient field of the mean velocity in the wall normal
direction presented in Figure 30, shows an almost identical spatial structure as the
fluctuation field in Figure 32D, which is also confirmed by a correlation coefficient of
0.92 between both distributions. The high correlation with the wall-normal shear in-
dicates that the wave in this frequency band is a Tollmien-Schlichting wave. However,
the linear stability analysis predicts a slightly lower frequency and later appearance
of this mode. It is difficult to exactly define the nature of this mode, however, this
mode does not seem to play a large role in the transition process. Another peak in the
power spectrum is identified around 1000Hz. The spatial distribution of this mode,
shown in Figure 30E, does not exhibit a clear coherent structure. Furthermore, no
growth was observed downstream. Together these observations indicate that this fre-
quency band is most probably due to noise and is not related to the flow. The same
can be concluded for the small peak of 1600Hz. From 5kHz-10kHz there is an incre-
ase in energy. This increase is related to the cut-off frequency of the low-pass filter
at 10kHz. The filter has a decay and therefore the travelling waves and noise, with
a frequency slightly higher than 10kHz, can be shown in the spectrum due to aliasing.
At the second chordwise location, no significant differences in the spectra were found
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compared to the first location and these are therefore not shown here. The spectra
for the third chordwise location, x/c=0.41, are presented in Figure 35 and show
that there is a substantial growth of a high-frequency band from 900-3000Hz. At
Figure 35. Power spectra at different locations inside a stationary vortex at
x/c=0.41. A) Distribution of mean velocity, wall normal and spanwise gradient. The
colored dots represent the location where the power spectra are taken. B) Power spectra
at different locations in the vortex. The color of the line corresponds to the color of the
dot in A). The fluctuations in the grey-shaded area are discussed in the text.
this chordwise location the mean velocity profiles are distorted (Figure 26). Based
on the high-frequency, it is concluded that the increase in energy is due to the secon-
dary instability which grows and eventually leads to a turbulent boundary layer. By
comparing Figure 35 and 36A, it is observed that the magnitude of this frequency
band is large in the upwelling region of the vortex. Previous studies found the Type-I
secondary instability in the upwelling region of the stationary vortex which was alig-
ned with the spanwise gradient, ∂U/∂Z (Malik et al., 1999; Kawakami et al., 1999;
White and Saric, 2005; Serpieri and Kotsonis, 2016b). Here this alignment is not so
obvious. This aspect of the secondary instability will be discussed in more detail in
Chapter 5. In the previous studies it was also found that, even if the dominating
secondary instability is the Type-I instability, the Type-II and Type-III instabilities
could still be present in the flow. In White and Saric (2005) it is suggested to analyse
the fluctuating velocity in narrow frequency bands, to be able to distinguish between
the different types. For this reason, the 900-3000Hz band was divided into narrow
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frequency bands and the spatial distribution of each of the bands was analysed as
presented in Figure 36B,C,D and E. It is shown that the fluctuations lie in the same
region for each of the frequency bands, which confirms that the dominating secon-
dary instability is the Type-I instability. Type-II instabilities with low energy levels
and a similar frequency as the Type-I instability could still be present in the flow.
With single hot-wire anemometry measurements it is not possible to distinguish
between waves with the same frequency and the wave with the largest amplitude
is detected. White and Saric (2005) showed that the roughness height changed the
secondary instability mode from Type-I to Type-II. The spatial distribution of the
secondary instability was similar for both the cylindrical and pyramidal roughness
distribution, which suggests that the variation in wavenumber content of the distri-
butions does not cause a different secondary instability mechanism to appear. Next
Figure 36. Spatial distribution of travelling waves for different frequency bands between
900-3000 Hz at x/c=0.40.
to the high-frequency travelling waves, the 250Hz mode is still clearly visible in the
power spectrum at the location where the wall normal gradient is large. The energy
level is very similar to the first location which indicates that the wave did not ex-
perience significant growth, furthermore the transition process is not dominated by
this travelling disturbance.
The spectra at the final chordwise location,presented in Figure 37 show that the
energy in the high-frequency band has grown significantly and no clear peaks can
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be distinguished. The flow is almost fully turbulent at this location. The u′rms has
now one maximum in the middle of the structure, which seems to be a direct result
of different vortices merging together.
Figure 37. Power spectra at different locations inside a stationary vortex at
x/c=0.46. A) Distribution of mean velocity, wall-normal and spanwise gradient. The
colored dots represent the location where the power spectra are taken. B) Power spectra
at different locations in the vortex. The color of the line corresponds to the color of the
dot in A).
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4.6.2. x-scans
In addition to the YZ-scans, the x-scans were measured to study the development
of the flow in more detail and to determine at which location the flow transitions
into turbulence. The x-scans were taken at constant wall-normal location at diffe-
Figure 38. Comparison of the growth of the travelling waves obtained with the x-scan
(red) and YZ-scan (black) for the cylindrical roughness distribution.
rent x-locations for three different spanwise positions (Figure 14). Due to the small
streamline angle, discussed in Section 4.6.1, and the non-uniformity in the spanwise
direction, the x-scan measurements cut through different stationary vortices when
going downstream. Therefore, it is not evident that the one-point measurements of
the x-scan represent the development of the three-dimensional flow. To determine
if the x-scans can describe the development of the flow, the amplitude of the fluc-
tuations in the dominating frequency bands, as defined in Figures 30 and 35, has
been calculated for both the YZ and x-scan at each streamwise location. The results,
for the cylindrical roughness distribution, are presented in Figure 38. Similar trends
were obtained for the pyramidal roughness distribution. The amplitudes ABP,Y Z and
ABP,x have been calculated as described in Section 4.5. For the x-scan, each point re-
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presents the amplitude averaged over the three spanwise locations. Figures 38A,B,C
and D, show that the trends for the YZ-scan and x-scan are similar. Only the am-
plitude at the first measurement location in Figure 38E, does not match between
the x-scan and YZ-scan. The spatial distribution of the fluctuations in the 3-10kHz
band for the YZ-scan, revealed that at measurements close to the wall the fluctua-
tion level was high. The power spectrum at such measurement location, presented
in Figure 39, shows the high noise level in the 3kHz-10kHz frequency band. This
Figure 39. High-frequency noise on a measurement close to the wall.
suggests that the signal was probably corrupted at these locations due to probe-wall
interference. At streamwise locations further downstream the noise disappeared and
the amplitude becomes comparable for the x-scan and YZ-scan (Figure 38E). The
similar trends for the x-scan and YZ-scan across all frequency bands, presented in
Figure 38A-E, shows that the x-scans are representative for the three-dimensional
development of the flow. The x-scans are therefore analysed, to compare the deve-
lopment of the flow for the cylindrical and pyramidal roughness distribution in more
detail. In Figure 40 the amplitude of the fluctuations are shown for the cylindrical
and pyramidal roughness distribution. For the 2-100Hz and 120-170Hz frequency
bands the onset of growth and total growth are very similar. The relative energy
in the 2-100Hz frequency band decreases, which indicates that the energy in other
frequency bands increases. The energy growth in the 120-170Hz band does not re-
present the growth of the 120-170Hz travelling waves shown in Figure 32. Instead,
it is due to the general increase in fluctuations of the flow, as is shown in Figure 35
and 37. For the frequency bands from 0.215 to 10kHz, presented in Figures 40C to
F, the differences between the two roughness distributions become more apparent
and the following observations are made:
• For the 0.9kHz-3kHz frequency band, the fluctuations start to grow at x/c=0.38
for the pyramid and at x/c=0.41 for the cylinder as shown in Figure 40E. The energy
of the fluctuations becomes higher for the cylinder at x/c=0.42. The fluctuations in
this frequency band are associated with the secondary instability as shown in Figure
110 Forcing of the primary crossflow instability
Figure 40. Growth of travelling waves for the cylindrical and pyramidal roughness dis-
tributions obtained with the x-scan.
35 and 36.
• The location where the fluctuations in the 215-300Hz band and 300-900Hz band
start to grow is the same location as where the secondary instability starts to grow.
This shows that the increase in the 215 to 900Hz fluctuations is due to the break-
down process of the flow, where eventually the energy in all frequencies increases.
• For the fluctuations in the 0.9kHz-3kHz and 3kHz-10kHz frequency band, the
amplitude of the cylinder increases rapidly from x/c=0.41, which is the location
where the secondary instability starts to grow. Since ABP,x is the energy in a certain
frequency band scaled with the total energy, the higher value for the cylinder, com-
pared to the pyramid shown in Figure 40E and F, is attributed to the lower value in
the 215-300Hz and 300-900Hz band. Another way to understand the development
of the flow is by calculating intermittency function,γ, as described in Section 4.5.
The intermittency is determined from the x-scan measurements at each streamwise
location and averaged over the three spanwise locations. In Figure 41 the develop-
ment of γ is presented for the cylinder and pyramid. The trend is similar as shown in
Figure 40. The actual magnitude of γ depends on the chosen threshold as explained
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Figure 41. Intermittency function for different chordwise locations obtained from the
x-scan.
in section 4.5, which is kept fixed for the cylinder and pyramid. It is clear that the
onset of growth is earlier for the pyramid and the value remains larger going down-
stream. This indicates that the flow transitions earlier for the pyramidal roughness
distribution.
4.7. Conclusions on forcing of the primary instability
In this Chapter the influence of forcing through different roughness shapes (cylinder
and pyramid) on the development of the crossflow instability is studied. Roughness
elements of the same height were placed at a spanwise spacing of 11.5mm. From the
analysis of the mean and fluctuating flow the following conclusions are discussed:
• The stronger forcing through the pyramidal roughness distribution leads to a stron-
ger response of the flow and larger stationary mode amplitudes as expected from
Fourier theory. The spatial power spectra show that the relative energy content in
the 11.5mm wavelength band is larger for the pyramid than for the cylinder.
• The stronger forcing at the harmonics through the cylindrical roughness distribu-
tion is not reflected in the response of the flow since these modes are not amplified
in the natural flow.
• From the fluctuating flow it is found that the stronger forcing at the most unsta-
ble wavelength leads to earlier growth of the secondary instability and breakdown
of the flow. This shows that a subtle change in roughness distribution due to shape
can change the transition process from a laminar to turbulent boundary layer. The
results imply that next to height measures of a surface roughness distributions the
power spectral content is also of great importance.
...
....
....
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5.1. Introduction
In Chapter 4 the development of the primary instability has been studied. It was
found that when the mean flow is highly distorted a high-frequency secondary in-
stability appears which causes breakdown of the flow. In this chapter the focus is on
the origin and development of this secondary instability with and without forcing
from the wall and freestream. The chapter starts with the literature review, after
which the design of the excitation mechanisms are shown. The data analysis of the
exciter data in particular is described in Section 5.5. In the last two sections the
results are discussed and conclusions are drawn.
5.2. Background
5.2.1. Origin and development of the secondary instability
In the experiment of Poll (1985) the flow over a cylinder with a variable sweep
angle was investigated with hot-wire measurements. In Figure 1 the time traces
measured by Poll (1985) inside the boundary layer are shown for increasing Reynolds
number when the sweep angle of the cylinder was 63◦. For the lowest Reynolds
number tested the flow was laminar and a fundamental wave of 1100Hz is shown.
When the Reynolds number increases high frequency disturbances ride on top of
these fundamental waves. Increasing the Reynolds number made the flow completely
turbulent. The high-frequency riders just prior to transition were the first observation
of the secondary crossflow instability.
Figure 1. Hot-wire time traces for A) Re=0.9x106 B) Re=1.18x106 C) Re=1.65x106.
Figure taken from Poll (1985).
The first detailed measurements on the origin of the secondary instability in three-
dimensional boundary layers were carried out by Kohama et al. (1991). With hot-
wire measurements they found that the secondary instability appeared when the
streamwise velocity profiles had multiple inflection points in the wall-normal di-
rection, caused by the growth of the stationary crossflow instability as schematically
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depicted in Figure 2.
Figure 2. Development of the primary crossflow instability leading to inflection
points in the mean velocity profiles. A)Mean velocity contour, U/Ue=0.8, contour
of a stationary crossflow vortex for, from left to right, increasing streamwise location or
Reynolds number. B) Mean velocity profile at the spanwise location Z corresponding to
the dotted line in A.
As explained in Chapter 1 the inflection points are a source of an inviscid instabi-
lity following the Rayleigh inflection-point theorem. The inviscid character of the
secondary instability has been shown by Chernoray et al. (2005) who found that
the secondary instability fluctuations were aligned with the critical layer. In com-
putations by Malik et al. (1999) it has been shown there are two types of high-
frequency secondary instabilities. Following the Reynolds-Orr equation, the energy
production mechanisms of so-called Type-I and Type-II instabilities are the shear
layer of the mean streamwise velocity in the spanwise, ∂U/∂Z, and wall-normal,
∂U/∂Y direction respectively. Therefore, next to the wall-normal inflection points
of the streamwise velocity profile, inflection points of the streamwise velocity profile
in the spanwise direction, U(z), also have to be considered. Chernoray et al. (2005)
studied the breakdown of a vortex created by a single roughness element. They
found that, even though the streamwise profiles were not significantly distorted, a
secondary instability was created due to the inflection point in the crossflow velocity
profile. While the measurements from Chernoray et al. (2005) seem reliable it seems
strange that the inflection point in the crossflow profile would cause a convective
instability in the streamwise direction. Different types of secondary instabilities are
presented here as isolated cases, however, in practice all modes can exist simulta-
neously, as has been found experimentally by Kawakami et al. (1999); White and
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Saric (2005); Serpieri and Kotsonis (2016b). In these studies it was found that the
breakdown process is mostly caused by Type-I instabilities located in the upwelling
region of a vortex. White and Saric (2005) found that the Type-II instabilities have
a frequency approximately twice as high as the Type-I instabilities. Next to the
high-frequency Type-I and Type-II instabilities a low frequency Type-III instabi-
lity has been identified by computational studies of Fischer and Dallmann (1991)
and Janke and Balakumar (2000) and experimentally observed by Deyhle and Bip-
pes (1996) and Serpieri and Kotsonis (2016b). This mode appears due to growing
nonlinear disturbances, when the primary vortex saturates. The disturbances mo-
dify stable modes in the undisturbed mean flow to become unstable. The spatial
distribution of this Type-III instability is on the downwelling side of the vortex, coi-
nciding with the location where the dU/dZ are maximum. While the mechanisms by
which the secondary instability grows have been generally understood, the location
of the onset of the secondary instability has been less defined. When the primary
instability starts to develop the mean flow distorts and an inflection point in the
U(z) profile appears indicating that a Type-I instability should appear shortly after.
However, from computational and experimental studies this has not found to be the
case. Instead, the secondary instability starts to grow further downstream when the
mean flow is distorted significantly, such that also the wall-normal velocity profiles
have inflection points (White and Saric, 2005) and consequently the amplitude of
the spanwise shear exceeds some maximum value (Bippes, 1999). Criteria to predict
this critical condition are scarce. Wassermann and Kloker (2002) proposed a Rey-
nolds number variation ∆Reloc = ∆U(y0, z0)
y0
δ1
, where (y0, z0) is the location where
dU/dZ is minimum, δ1 the displacement thickness and ∆U(y, z) = U(y, z)− U¯(y, z),
where U¯(y, z) is the streamwise velocity profile averaged in the spanwise direction.
They find a criterion of ∆Reloc ≤ −0.3 for the onset of the secondary instability.
This criterion has, to the authors knowledge, not been confirmed or refuted in any
follow-up studies.
Next to the origin of the secondary instability there has been discussion on the
nature of the instability. First, it was thought that, analogously to a rotating disk
described in Lingwood (1995), an absolute instability caused breakdown to turbu-
lence on a swept wing. However, on a swept wing flow the group velocity vector has
to be zero for a true absolute instability to exist (Koch, 2002). In experiments and
computations this does not turn out to be the case and an absolute instability was
not detected (White, 2000). Computations by Koch (2002) and Wassermann and
Kloker (2002) confirmed that the secondary instability is a convective instability.
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The characteristics of the secondary instability have been studied in experiments
and computations. Experimental studies used excitation sources for example pulsed
blowing and suction using a small speaker (Kawakami et al., 1999; Chernoray et al.,
2005) and plasma actuators (Serpieri and Kotsonis, 2016a). In these studies the
phase-averaged velocities were obtained by calculating the phase between the hot-
wire and exciter signals. A tomographic PIV study by Serpieri and Kotsonis (2016b)
obtained the structure of the secondary instability without any external forcing using
a proper orthogonal decomposition technique. In computational studies the struc-
ture of the instability has been studied with spatial DNS (Ho¨gberg and Henningson,
1998; Wassermann and Kloker, 2002; Bonfigili and Kloker, 2007). The character of
the Type-I secondary instability for the forced, unforced and computational studies
are shown in Figure 3.
Figure 3. Structure of the secondary instability obtained in several experimen-
tal and computational studies A) Experimentally obtained with a plasma actuator.
From Serpieri and Kotsonis (2016a). B)Experimentally obtained with tomographic PIV
without forcing. From Serpieri and Kotsonis (2016b). C)Experimentally obtained with
pulsed blowing and suction. From Kawakami et al. (1999). D)Computationally obtained
with DNS. From Wassermann and Kloker (2002)
Visually, the structures look similar and consists of vortex structures whose vortex
axis is tilted with respect to the primary crossflow axis. The wave speed and orien-
tation of the structure can be used to compare to structure in a more quantitative
manner. The wave speed of the secondary instability is calculated with Uph = 2pif/αr
where αr is the streamwise wavenumber. Normalized by the freestream velocity or
edge velocity values of 0.78Ue to 0.84U∞ have been found in previous experimental
and computational studies (Kawakami et al., 1999; Malik et al., 1999; Serpieri and
Kotsonis, 2016b). The orientation is defined with two angles, the elevation angle, γ
and the azimuthal angle, χ. For the elevation angle values of 12 and 21 degrees were
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found in Bonfigili and Kloker (2007) and Serpieri and Kotsonis (2016b). For the
azimuthal angle values in a range of 18.2 and 29.9 degrees are reported in Serpieri
and Kotsonis (2016b) and Janke and Balakumar (2000). This shows that the exact
orientation seems to be influenced by the experimental parameters however in gene-
ral the structure compares well across studies from a quantitative point of view. In
the experimental studies with forcing the focus is mostly on the initial growth of the
secondary instability. An exception is Chernoray et al. (2005) who studied the deve-
lopment of a single vortex created by a large roughness element with phase-locked
hot-wire measurements. They found that after an initial growth stage of the secon-
dary instability, harmonics of the secondary instability appeared. The harmonics
were a result of nonlinear interactions and seemed to cause breakdown. The harmo-
nics were identified by calculating the growth rates of the secondary instability with
frequency f1 and the growth rates of the velocity fluctuations with frequencies of 2f1
and 3f1. It was found that the growth rate of the velocity fluctuations of 2f1 and
3f1 were respectively twice and thrice as high as those of the secondary instability
fluctuations. This is a a very common behaviour for nonlinear generated harmonics
(Chernoray et al., 2005) and hence the velocity fluctuations were identified as har-
monics of the secondary instability. The same method was used by White and Saric
(2005) and they found that in some cases the growth rate of the velocity fluctuations
with a frequency of 2f1 were twice as high as the growth rate of the velocity fluc-
tuations with a frequency of f1 and were therefore identified as harmonics. In other
cases the energy for velocity fluctuations with 2f1 did increase however, the growth
rate did not support that these were harmonics. White and Saric (2005) concluded
that these were other distinct secondary modes.
In a stationary-crossflow-dominated flow, computational, hot-wire and flow visuali-
zation studies found that the breakdown process is accompanied by the appearance
of turbulent wedges (White and Saric, 2000; Wassermann and Kloker, 2002; Hunt
and Saric, 2011; Duan et al., 2013; Eppink, 2014; Borodulin et al., 2017). With the
exception of Borodulin et al. (2017) the origin of the wedge is observed with wall-
based measures. In experimental studies naphthalene flow visualization shows the
wedge due to the higher sublimation rate of the turbulent flow compared to lami-
nar flow. In the computational studies the spanwise vorticity at the wall shows the
footprint of the wedge. In these studies the origin of the wedge is found where the
secondary instability fluctuations reach close to the wall on the side of the primary
vortex. Borodulin et al. (2017) studied the appearance of the wedge for different
external disturbances. They found that for high freestream turbulence levels, when
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the transition process was dominated by the travelling crossflow waves, there was
no appearance of the wedge structure, instead the transition front was uniform.
Individual wedges for the breakdown of each stationary vortex are only clearly ob-
served when the development of the flow is not uniform in the spanwise direction,
due to differences in surface roughness (Hunt and Saric, 2011; Eppink, 2014). In
most experimental crossflow studies, small roughness elements are placed to make
the flow spanwise uniform and the vortices of the same strength. While this has
advantages from an experimental point of view, it might not accurately describe the
development and breakdown of crossflow vortices on an actual wing, with a spanwise
pressure gradient and non-uniformities in the surface roughness. Wassermann and
Kloker (2002) found that a vortex package with two vortices of unequal strength,
will cause breakdown earlier than a vortex package with two equal strength vorti-
ces. They explained that this behaviour was due to the spanwise modulation, which
caused larger mean flow decelerations in the stronger vortex leading to a stronger
secondary instability. In contrast, Choudhari et al. (2016) suggested that for strong
modulation the transition length would be increased. They found that the stronger
vortex merges with the weaker vortex. They then hypothesize that when this vortex
structure breaks down, the wedge has to travel a larger spanwise distance to interact
with neighbouring vortices, consequently having a longer transition zone.
To summarize this section, in previous studies the secondary crossflow instability
has been defined as a high-frequency travelling wave caused by the shear layers in
the wall-normal and spanwise direction in the mean streamwise flow. The structure
of the secondary instability has been measured experimentally with and without
forcing in its early development stage. Close to breakdown the structure has not
been measured. The breakdown process of the secondary instability is accompanied
by a turbulent wedge structure which spreads in the spanwise direction.
5.2.2. Receptivity of the secondary crossflow instability
In the previous section it was shown that a small amount of forcing was used to
visualize and characterize the secondary crossflow instability, without intrinsically
changing the flow. Studies on the influence of different forcing mechanisms, on the
growth and development of the secondary instability, are limited. Kawakami et al.
(1999) studied the growth of the secondary instability for different forcing amplitu-
des of a speaker embedded in the swept wing model. From their findings it seemed
that the saturation location and therewith transition location was influenced by the
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forcing which suggests that there are receptivity mechanisms for the secondary in-
stability. White and Saric (2005) studied the influence of roughness height on the
development of the secondary instability by modifying the primary crossflow insta-
bility. Next to a baseline case, with roughness elements of 18µm, roughness elements
with 54µm were tested. It was found that the high frequency secondary instability
for the baseline case was a Type-I instability while for the large roughness a Type-II
instability was found. The varying roughness height at the leading edge changes the
development of the primary instability and, as a consequence, the development of
the secondary instability. White and Saric (2005) also investigated the influence of
sound on the secondary instability. Speakers were placed in the plenum upstream of
the test section and the amplitude and frequency were varied. No influence, of sound
was observed in any of the measurements. The reason for this could be the distance
of the forcing to the onset of the secondary instability. When the forcing mechanism
is placed at a large distance, the amplitude might have decreased when interacting
with the secondary instability in the boundary layer. Since the secondary instabi-
lity is a high frequency travelling wave the receptivity mechanism could be similar
to those of travelling waves in general. Schrader et al. (2009) found that to excite
the travelling crossflow waves a combination of freestream forcing and roughness
had to be used. The long wavelength disturbances from the freestream scatter from
the roughness elements to be able to couple with the flow. Borodulin et al. (2013)
confirmed this with an experimental study. In this investigation the freestream dis-
turbances consisted of vortices which were excited by a thin vibrating wire. The
roughness consisted of long strips, whose length and spanwise spacing were based
on the spanwise and streamwise wavenumbers of the predicted travelling crossflow
waves from linear stability analysis. They found that due to the roughness the in-
tensity of the travelling crossflow waves excited by the freestream vortices increased.
Control of the secondary instability is a relatively new subject of study. Friederich
and Kloker (2012) controlled the developed non-linear stationary primary vortices
with localized suction in their DNS study. They found that suction drew the vor-
tices closer to the wall, consequently reducing the strength of the spanwise and
wall-normal shear resulting in lower growth of the secondary crossflow instability.
In the DNS study of Do¨rr and Kloker (2016) plasma actuators were used to control
the secondary instability. In Friederich and Kloker (2012) the focus of this investiga-
tion was to modify the development of the primary crossflow vortices. By deploying
plasma actuators they were able to successfully reduce the crossflow velocity such
that the growth of the secondary instability was attenuated. Experimental studies
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to control the secondary crossflow instability have not been carried out up to date.
5.3. Aim of the current study
Previous studies have focussed on the origin and characteristics of the secondary
crossflow instability. It was found that there is only a limited amount of studies on
the breakdown process. Experimentally, the breakdown process has been studied in
detail for a single vortex created by a large roughness element (Chernoray et al.,
2005), however, no cases have been found for natural occurring crossflow i.e. due
to micron sized surface roughness at the leading edge. Therefore, the first aim of
the current experimental investigation is to study the development and breakdown
of a single crossflow vortex in detail. A small forcing amplitude is used to visualize
and determine the characteristics of the secondary instability in several stages of
the development. The results of this experiment are given in Section 5.6. From the
literature review it was also found that there are almost no studies on the recep-
tivity of the secondary instability. Understanding this process better is motivated
by the following reasons. Firstly, in experiments forcing is used to excite the secon-
dary instability, however, it has not been established at which forcing amplitudes
the transition process might be influenced by this forcing. Secondly, disturbances
might influence the development of the secondary instability and cause the flow to
breakdown earlier, as discussed in the previous chapter for the primary crossflow
instability. The second second aim of this experiment is therefore to study possible
receptivity mechanisms of the secondary instability in more detail. In order to do so
experiments on wall-forcing and freestream forcing will be carried out. The results
of these experiments are given in Section 5.7.
5.4. Design of excitation mechanism
5.4.1. Wall-forcing
For wall-forcing the flow is excited through a small speaker which is placed at the
non-test side of the plate, as presented in Figure 4.
Through an aperture of 0.5mm the signal of the speaker excites the flow at the
test side of the plate. In previous studies, pulsed blowing and suction has shown to
be a successful mechanism to excite the secondary crossflow instability (Kawakami
et al., 1999; Chernoray et al., 2005). A sinusoidal wave with a chosen frequency
and amplitude is sent to the speaker through LabVIEW. The frequency of the wave
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Figure 4. Set-up for wall-forcing of the secondary instability with pulsed blowing and
suction by a small speaker.
and location of the speaker are chosen based on the development of the secondary
instability without forcing. As will be shown in Section 5.6, the natural secondary
instability in the flow has frequencies in a frequency band from 700-3000Hz. The
forcing frequency was therefore chosen as 2kHz. The amplitude of the forcing was
controlled through the voltage sent to the speaker. In order to relate the voltage
to a fluctuation velocity level, boundary-layer profiles were taken at the exciter for
different forcing voltages,F (V ), as presented in Figure 5.
Figure 5. A) Mean velocity profiles for different forcing amplitudes at the location of
the exciter. B) Velocity fluctuations between 1990-2010Hz for different forcing amplitudes
at the location of the exciter. C) Forcing amplitude in terms of maximum fluctuations in
forcing profile.
The mean velocity profile is not influenced by the forcing amplitude. However, the
bandpass filtered velocity profiles between 1990-2010Hz show that the disturbance
profile is influenced by the forcing amplitude. The maximum of each of the forcing
profiles is defined as the forcing amplitude in terms of flow parameters and will
be used throughout the thesis. It should be noted that even though the forcing
amplitude is expressed in terms of the streamwise velocity fluctuations u′ the forcing
is in the direction which will lead to fluctuations in the v′ velocity component. Since
the hot-wire measures both components and they can not be separated it is chosen
to keep the forcing in terms of u′. The lower forcing amplitudes are similar to those
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cited in the literature (Kawakami et al., 1999; Chernoray et al., 2005), however it
is not clear how the amplitudes were exactly defined in these studies. Studies with
the highest forcing amplitude used in the current study, have not been found in
literature before but since the forcing amplitude is 2.5% of the edge velocity, it is
expected that the non-linear effects will dominate the flow shortly after the forcing
is applied.
Figure 6. Development of the velocity fluctuations between 1900-2100Hz with (blue) and
without (red) breakdown of the flow. In both cases the flow is forced at a frequency of
2000Hz at xs=0mm.
In the initial tests it was first established that the wall-forcing was exciting the na-
tural occurring secondary instability. This was verified by analysis of the velocity
fluctuations between 1900-2100Hz for two cases. In the first case the freestream velo-
city was set such that the natural secondary instability appeared in the measurement
region. In the second case the freestream velocity was lowered such that the flow did
not break down and therefore the natural occurring secondary instability did not ap-
pear in the measurement region. The velocity fluctuations between 1900-2100Hz are
shown in Figure 6 for both cases. For the case with the natural occurring secondary
instability the fluctuations between 1900-2100Hz grew gradually in the measurement
region. For the second case, where the natural occurring secondary instability did
not appear, the velocity fluctuations between 1900-2100Hz are maximum around the
exciter, xs=0, after which their magnitude decreases. This means that for small wall-
forcing the excitation did not create an instability by itself, instead the energy in the
2kHz wave dissipates. For the velocity fluctuations to grow, the natural secondary
instability was a prerequisite. Next, the velocity fluctuations were analysed in the
YZ-scan. The spatial distribution of the fluctuations around 2000Hz are compared
with and without moderate forcing in Figure 7. The fluctuations for the forced and
unforced case spatially coincide, which again indicates that the forcing excites the
natural occurring secondary instability in the flow.
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Figure 7. Distribution of the velocity fluctuations between 1900-2100Hz for different
forcing amplitudes.
5.4.2. Freestream forcing
The main set-up for freestream forcing, sketched in Figure 8, consisted of a brass
pipe with a 3D-printed sleeve to be placed over a speaker, similar to the one used
for wall-forcing. The sleeve was mounted in an opening at the trailing edge of the
displacement body. The exciter was then attached to the sleeve from the back of the
displacement body.
Figure 8. A) Overview of the freestream forcing set-up. B) Detail of the trailing edge of
the displacement body which shows the placement of the sleeve, exciter and brass pipe.
Pipes with different characteristics were tested, as shown in Figure 9. Initial tests
focussed on the effect of the pipe on the flow inside the boundary layer.
The power spectrum for configuration 2 (Figure 9), compared to the configuration
without a pipe, is shown in Figure 10. In configuration 2 the outlet of the brass
pipe is around 5mm above the edge of the boundary layer at the plate. The power
spectrum in the middle of the boundary layer shows that the energy from 100-
800Hz is increased at x/c=0.29 which is caused by the wake of the pipe. Moving
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Figure 9. Different brass pipes used for freestream forcing.
downstream it is shown that the presence of the pipe does not alter the frequencies of
the secondary instability occurring without the pipe. Similar observations were made
for the other brass pipes. From this it is concluded that the obstruction caused by
the pipe does not change the development of the secondary instability and therefore
it is a suitable set-up to study forcing from the freestream.
Figure 10. Influence of brass pipe used to direct freestream forcing at two different
streamwise locations at Y=5mm.
Just as for wall-forcing, the forcing amplitudes in terms of velocity fluctuations
from 1990-2010Hz were determined during a set of initial tests. The forcing from
the freestream, experienced by the boundary layer, is determined at the boundary
layer edge at Y=5mm. From the results of the initial tests, presented in Section 5.7,
configuration 5 was chosen for further tests. Therefore the forcing amplitudes are
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determined for this configuration. The pipe exit is located at around x/c=0.31 and
Y=50mm. The forcing profile at the pipe exit was only measured for configuration
3 and is shown in Figure 11 for an excitation amplitude of 0.5V. Here the pipe exit
is again around Y=50mm.
Figure 11. Freestream forcing profile at
the exciter placed at Y=50mm.
The fluctuation level alternates to a constant
level as the boundary layer edge is appro-
ached. For configuration 5 a similar shape
and trend would be expected. The forcing
amplitude measured from x/c=0.32-0.37 for
configuration 5 had a variation of around
5% around the mean value. In the tests dis-
cussed in Section 5.8 a roughness strip was
placed at x/c=0.33 as an additional distur-
bance. Therefore it is chosen to define the
forcing amplitude after the roughness strip
at x/c=0.36 at Y=5mm about 75mm down-
stream of the exciter. In Figure 12 the for-
cing amplitudes are shown. Compared to the
wall-forcing (Figure 5) the amplitudes are very small due to the definition of the
forcing amplitude. For wall-forcing the forcing amplitude is determined at the wall-
normal location where the velocity fluctuations, with frequencies at and close to the
excitation frequency, are maximum. This is about 1-2mm from the exciter where
the forcing can interact with the disturbances in the boundary layer. For freestream
forcing the forcing amplitude is determined at the edge of the boundary layer where
the first interaction of the forcing with the disturbances inside the boundary layer
could occur. Since this is about 45mm from the actual exciter the fluctuations crea-
ted by the exciter are convected downstream with the freestream velocity and largely
reduced in amplitude when the boundary layer edge is approached.
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Figure 12. Forcing amplitude of freestream forcing in terms of velocity fluctuations bet-
ween 1990 and 2010Hz measured at x/c=0.36 at the edge of the boundary layer.
5.5. Measurements and data analysis
5.5.1. Coordinate systems
In the experiments the development of one crossflow vortex structure is studied in
detail through hot-wire scans. In Figure 13 the different hot-wire scans and coordi-
nate systems for the experiments is shown. All experiments discussed in this chapter
were taken at a freestream velocity of 18m/s and Reynolds number of about 1.5x106.
Figure 13. Measurement region with different coordinate systems for experiments on the
secondary crossflow instability.
When the vortex was initially followed downstream, a small streamline angle, Ψ,
was observed with respect to the xt-axis. Since detailed measurements of only one
vortex were taken, it was essential to follow this vortex along the streamline. The-
refore, a new coordinate system was defined along, xs, and perpendicular, zs to the
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streamline. The origin of the system is defined at the location of the exciter, which
is at x/c=0.30 for the wall-forcing and at x/c=0.31 for freestream forcing. Different
scans were carried out to understand the development of the flow in detail. The
YZ-scans were taken parallel to the leading edge and in the wall-normal location,
as also shown in Chapter 4. From the YZ-scans the development of the travelling
and stationary crossflow waves was determined. Furthermore, the streamline angle
Ψ was determined from the YZ-scans of one vortex at 8 x/c-locations, by tracking
the middle of the vortex at each streamwise location. In the xs-scan the hot-wire
was kept at constant wall-normal location and moved through the middle of the
region where the secondary instability was located. These scans are carried out with
∆ xs=1mm to quickly assess the development of the flow. The xsY-scan was taken
along the same line as the xs-scan, however, at each xs location a boundary layer
profile was obtained. These scans gave a detailed view of the onset and breakdown of
the excited secondary instability. The xsZ-scan covered a large region in the spanwise
(∆Z=1mm) and streamwise (∆ xs=1mm) direction, while the wall-normal distance
was kept constant. The Z-axis is chosen for this scan instead of the zs-axis to be
able to easily compare the Z-locations of YZ- and xsZ-scans. This did mean that the
axes for the xsZ-scan were non-orthogonal.
To be able to compare the different x/c locations where the YZ-scans were taken
with the corresponding xs location, most figures indicate both the xs and x/c coor-
dinates on the x-axis.
With these scans the breakdown of different vortices could be assessed. To visualize
the secondary instability in three dimensions, a xsYZ-scan was taken. This consisted
of 10 YZ-scans with ∆xs=1mm. In Table 5.1 an overview of the different step sizes
used in each of the hot-wire scans are given.
Table 5.1. Overview of step sizes used for the different hot-wire scans.
∆xs (mm) ∆Y (mm) ∆Z (mm)
xs-scan 1 - -
xsY-scan 1 0.005 to 0.2 -
xsZ-scan 1 - 1
YZ-scan - 0.005 to 0.2 1
xsYZ-scan 1 0.005 to 0.2 1
In the results section, findings of two experiments are discussed. The first experiment,
Test I, was carried out in January 2017. For this test, the exciter was in the middle of
the studied vortex and, to obtain a more spanwise uniform flow, roughness elements
with a height of 24µm were placed at the leading edge. After that, the test section was
Measurements and data analysis 129
changed and the roughness elements were removed. For the test in June 2017, Test II,
the roughness elements were reapplied at the same chordwise location, but a slightly
different (a 2-3mm shift) spanwise location. This led to a different development of
the vortex and secondary instability as shown in Section 5.6.
5.5.2. Analysis of the exciter signal
The general analysis of the results has been discussed in Chapter 2 and Chapter 4.
Here the focus is on the analysis of the exciter data. To obtain the spatial structure
of the secondary instability, the phase and phase-averaged velocity have been calcu-
lated.
The phase between the exciter and analogue filtered hot-wire signal was obtained by
digitally filtering the hot-wire signal in MATLAB with the cut off frequencies cho-
sen ±10Hz around the exciter frequency. The digitally bandpassed filtered hot-wire
signal,u˜, is then cross correlated with the exciter signal, E˜,
Ru˜E˜(∆m) =
M∑
m=1
u˜[m]E˜[m−∆m] ∆m=0,±1,±2...±M,
(5.1)
where M is the number of samples of the signal. The power spectrum of Ru˜E˜ is
calculated, SR, and from this the phase is determined with:
φ(f) = tan
(
Im(SR(f))
Re(SR(f))
)
, (5.2)
Where φ(fexc) is the phase at the excitation frequency in radians.
The phase-averaged velocity can only be obtained when the measurements are phase-
locked. In this experiment the exciter was continuously enabled i.e. the exciter was
not started and stopped for each hot-wire measurement. Therefore, the algorithm
to obtain the phase-averaged velocity consisted of two main steps, as presented
in Figure 14. First the phase between the exciter signal and a reference signal,
cos(2pifexct), was first determined (Figure 14A). The phase difference, ∆φ, in de-
grees was then converted to a number of samples through:
∆n =
∆φ
2pi
fs
fexc
, (5.3)
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Figure 14. A) The phase between the reference signal and exciter signal, ∆φ1 and the
phase between the exciter signal and hot-wire signal, ∆φ2. B) Signal is shifted such that
∆φ1=0.
where fs is the sampling frequency. The exciter signal and hot-wire signal were then
shifted by ∆n to have exciter signals starting at the same phase as shown in Figure
14B. Finally, the hot-wire signal was sorted based on the phase and each block was
averaged to obtain the phase-averaged velocity. The number of discrete phases, pφ,
which could be resolved was calculated with:
pφ =
fs
fexc
, (5.4)
and the number of samples per discrete phase with:
nφ =
L
pφ
. (5.5)
For a measurement of 10 seconds, sampled at 20000 Hz, a wave excited at 2000 Hz
can be resolved in 10 phases with 10000 samples per phase. The phase-averaged
velocity,u′ph, was determined for each hot-wire measurement to obtain the structure
of the secondary instability.
5.6. Results: development of the secondary instability
In this section the characteristics of the secondary instability, obtained in this ex-
periment, are first compared to previous studies in terms of structure, length-scales,
orientation and velocities. After that the breakdown process is studied in more de-
tail. The results of both Test I and II are presented, where, for both tests, one vortex
was followed downstream.
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5.6.1. Development of the mean and fluctuating flow
In Figures 15 and 16 the streamwise velocity fields are shown for Test I and Test
II respectively. It is observed that the upwelling and downwelling region is more
pronounced for Test II than for Test I, which indicates a stronger vortex has develo-
ped. It is thought that the difference in strength between both tests was caused by
small differences in the experimental set-up, such as the location of the forcing by
the roughness elements at the leading edge, as well as a small difference in the pres-
sure distribution. The effect of the different vortex shapes and strengths is discussed
throughout this section.
Figure 15. Normalized mean velocity fields of Test I for different chordwise stations.
Figure 16. Normalized mean velocity fields of Test II for different chordwise stations.
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Using a similar analysis as carried out in Chapter 4, the frequency bands with the
dominant fluctuations in the early development of the crossflow instability were
determined. In Figure 17 the distribution of these frequency bands are shown at
x/c=0.3 for both tests. The total fluctuations between 2 and 10000Hz have a simi-
Figure 17. Spatial distribution of velocity fluctuations in different frequency bands at
x/c=0.30 for A) Test I and B) Test II.
lar distribution for both Test I and Test II. The fluctuations in Test I and II for
the 120-170Hz have a similar distribution as found in Chapter 4. These fluctuati-
ons are attributed to travelling waves which are amplified following linear stability
analysis and modulated by the stationary crossflow vortex. The distribution for the
215-300 Hz in Test I also resembles closely the structure found in Chapter 4. It
was concluded that the origin of these fluctuations is difficult to define and that a
Tollmien-Schlichting wave or travelling crossflow wave are both possibilities. For Test
II the fluctuations in the 215-300Hz frequency band are located in the inner part of
the structure and similar to those of the 120-170Hz structure. The frequencies are
higher than those expected from linear stability analysis. It is thought that these
fluctuations are caused by an interaction of the stationary waves with the present
travelling crossflow waves similar to the 120-170Hz fluctuations. From the current
experiment the mean flow distortion is stronger for Test II than Test I, which might
explain why this instability did not appear in Test I. This shows that subtle chan-
ges in the vortex strength and shape can change the amplification of the travelling
modes significantly.
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Figure 18. A) Fluctuating voltage signals from the hotwire for different chordwise loca-
tions. B)Detail of the time signals at x/c=0.38 and x/c=0.42 at the time instance shown
with the dashed lines in A). C) Power spectra at different streamwise locations.
The development of the velocity fluctuations in the flow going downstream at con-
stant wall-normal location is shown in Figure 18 for Test II. The time signal at
x/c=0.34 shows the appearance of spikes which become more frequent and stronger
going downstream. A detail of the time signal at x/c=0.38 shows the appearance of
the secondary crossflow instability as a high-frequency travelling wave on top of the
spike. This behaviour is similar as shown in Figure 1 where the time signal obtained
by Poll (1985) is shown. In the spectra, Figure 18C, the appearance of the high-
frequency waves is shown by the large increase in energy of the velocity fluctuations
between 700-3000Hz. The time signal, and snapshot of the time signal, at x/c=0.42
show that the high frequency fluctuations became stronger and dominate the time
signal. The power spectrum shows that at x/c=0.42 the flow is almost turbulent.
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Similar characteristics of the time signals in the different stages of the crossflow
transition process were reported by Poll (1985),Kohama et al. (1991) and Deyhle
and Bippes (1996).
Figure 18 shows that the spectrum is increasingly dominated by the high-frequency
secondary instability. In Figure 19 a power spectrum is shown for Test I and Test
II. For both tests a frequency band from 700-3000Hz is amplified. The frequencies
are similar to those found in experimental studies with similar freestream velocity
and Reynolds number (Kawakami et al., 1999; White and Saric, 2005; Serpieri and
Kotsonis, 2016b).
Figure 19. Power spectra at x/c=0.38 at Y=2.4mm and Z=6mm for Test I and Test II.
Since a large band of frequencies was amplified, there was the possibility of several co-
existing secondary instabilities. To study this in more detail, the velocity fluctuations
from 100-6000Hz were analysed in 100Hz bands. From this, different regions of high
velocity fluctuations were identified. In Figure 20 the velocity fluctuations in the
relevant frequency bands are shown with the outline of the mean velocity contours
at x/c=0.36 for Test I. The spanwise and wall-normal gradient are shown to indicate
which type of secondary instability has been developed. First, it should be noted that
the maximum magnitude differs for the velocity fluctuations in each frequency band.
The fluctuations between 100-300Hz are distributed in a similar way as the 120-
170Hz waves at x/c=0.3. Again these are thought to be a combination of amplified
travelling waves and acoustic noise which are modulated by the stationary structure.
At the higher frequencies there seem to be three slightly different regions where a
secondary instability develops. For 700 to 1300Hz the fluctuations are concentrated
in the middle of the vortex, while for the higher frequencies there is a shift to the
left side and upper part of the vortex. It is difficult to classify the instabilities as
pure Type-I or Type-II instabilities. Compared to previous studies the roll-over of
the vortex is less pronounced in the current experiment, due to a combination of
the moderate pressure gradient over the plate and small forcing at the leading edge.
Malik et al. (1999) shows that the spatial distribution of the secondary instability
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coincides with the energy production term from the Reynolds-Orr which can be
written as, −u′w′∂U/∂Z and −u′v′∂U/∂Y . Depending on the shape of the vortex
the location of the maxima in the gradient fields do not necessarily coincide with the
location of the maxima of the velocity fluctuations u′,v′ and w′. Since with the single
hot-wire measurements the wall-normal and spanwise fluctuations are not measured,
it is difficult to predict where exactly the production terms would be maximum in
this experiment, however, it is expected to be in the region where the secondary
instability fluctuations are large.
Figure 20. Mean and fluctuating velocity for Test I at x/c=0.36.A) Spatial
distribution of the mean streamwise velocity, the total fluctuations, spanwise and wall-
normal gradient. B) Spatial distribution of velocity fluctuations in different frequency
bands.
The growth for the relevant travelling waves is shown in Figure 21. The growth
for the 100-300Hz fluctuations is relatively small compared to the high frequency
instabilities, which suggests that the secondary instabilities are responsible for the
break down process. Previous research shows that the different types of instabilities
have different growth rates (White and Saric, 2005). Here, it is shown the fluctuations
in all three frequency bands have a similar growth curve. This indicates that even
though the spatial distribution of the fluctuations in the analysed frequency bands
differ, they do not seem to be originating from different mechanisms.
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Figure 21. Growth of travelling waves in different frequency bands for Test I.
Figure 22. Mean and fluctuating velocity for Test II at x/c=0.36.A) Spatial
distribution of the mean streamwise velocity, the total fluctuations, spanwise and wall-
normal gradient. B) Spatial distribution of velocity fluctuations in different frequency
bands.
For Test II the velocity fluctuations at x/c=0.36 are shown in Figure 22. The fluc-
tuations in the 100-300Hz instability are very similar to those found in Test I. For
the higher frequencies again three regions were identified. For the 300-800Hz band
the maximum fluctuations reside in the lower part of the vortex where the spanwise
gradient is maximum and the streamwise fluctuations are as well. The fluctuations
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look similar to those found at x/c=0.3 at 215-300Hz, Figure 17, and could indicate
that the Type-III instability developed further, spreading to higher frequencies.
Figure 23. Power spectrum at Y=0.8mm, Z=6mm and Z=11mm for x/c=0.36.
To investigate this further, the power spectrum at Y=0.8mm where these fluctu-
ations are maximum is shown in Figure 23 at Z=6mm and Z=11mm. There is no
specific frequency band amplified, instead the power from 400Hz to 4000Hz has been
increased. These frequencies are higher than the Type-III frequencies of 300-500Hz
found in previous studies (Serpieri and Kotsonis, 2016b). The alignment of the fluc-
tuations with the spanwise gradient does suggest that an instability has been created
by a similar mechanism as the Type-III instability. The strong fluctuations in the
900-2300Hz band, presented in Figure 22 are in the upwelling part of the vortex.
While these velocity fluctuations do not exactly coincide with the maximum nega-
tive ∂U/∂Z term, the structure does resemble those structures found in previous
studies, referred to as Type-I instabilities (Malik et al., 1999; White and Saric, 2005;
Serpieri and Kotsonis, 2016b). The fluctuations in the 2800-3800Hz band are loca-
ted on the top of the vortex and resemble the Type-II instability found in previous
studies. The growth curves of all the instabilities are shown in Figure 24. The waves
in the 100-300Hz range do not exhibit strong growth while the high frequency wave
show explosive growth around x/c=0.38. The strong growth of the Type-II instabi-
lity starts from x/c=0.38 while for the Type-I instability growth from x/c=0.34 is
observed. As will be shown in detail in Section 5.6.3, the flow breaks down around
x/c=0.38 where the velocity fluctuations of all frequencies increase. Therefore, the
apparent growth for the Type-II instability is caused by the overall breakdown of
the flow and it is concluded that the Type-I instability dominates the transition
process.
Comparing the characteristics of the travelling waves for Test I and II shows that
subtle differences in the shape and strength of the vortex can change the nature of
the developing instabilities. However, when the development of the high-frequency
fluctuations are considered, similar trends are observed. Up to x/c=0.38 a relatively
slow growth is observed after which rapid growth, note the logarithmic scale, occurs.
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Figure 24. Growth of travelling waves in different frequency bands for Test II.
Similar growth curves were reported in the experiments of Kawakami et al. (1999)
and White and Saric (2005), where the rapid growth is related to the breakdown
of the flow and the high frequency fluctuations increase rapidly. The distribution of
the fluctuations of 4kHz-10kHz are shown for Test I and II in Figure 25. Firstly, it
is observed that for Test I the fluctuations are strongest on the side of the studied
vortex, while for Test II the fluctuations grow from the middle. A possible explana-
tion of this behaviour will be discussed in Section 5.6.3. Secondly, it is shown from
Figure 25 that the fluctuations grow explosively from x/c=0.38-0.40 which indicates
breakdown of the flow. In the following two sections, the region up to and after
x/c=0.38 are analysed and discussed separately. First the origin of the secondary
instability is discussed.
Figure 25. Spatial distribution of travelling waves in the frequency band from 4kHz to
10kHz for A) Test I and B) Test II.
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Origin of the secondary instability
From the measurements it is difficult to pinpoint the exact origin of the secondary
instability. Previous studies found that the shear and the highly three-dimensional
nature of the flow creates multiple inflection points which are a source for a secon-
dary instability (Saric et al., 2003). To get an idea of the expected frequencies and
wavenumbers for the current experiment, a simple and highly simplified analysis
was carried out. The measured streamwise velocity profiles were approximated as
piecewise linear profiles for which the stability characteristics were calculated. In
Appendix the derivation of the dispersion relation between the streamwise wave-
number, α, and temporal frequency f of a general piecewise linear velocity profile
with four sections is given. A major limitation of this method is that it calculates
the approximate stability characteristics of a Type-II instability while in this expe-
riment the secondary instability fluctuations seem to be more aligned in the region
where the spanwise gradients are large, therefore relating more to a Type-I instabi-
lity. Nevertheless, since the distinction between the two types has not been as clear
in this study as in previous studies, it might be expected that here the instability is
caused by a combination of the gradient in the streamwise and spanwise direction.
Therefore the characteristics of the Type-II secondary instability following from this
analytical method might still be similar to those of the secondary instability me-
asured in the experiments. In Figure 26 the dispersion relation for two measured
velocity profiles are shown. When there is no inflection point in the velocity profile
as is the case for Z=1mm, αi=0 which indicates that there are no perturbations
growing in space, as would be expected from Rayleigh’s inflection point theorem. At
Z=6mm the velocity profile does have an inflection point which results in a region
where the αi 6=0 and hence the fluctuations are convectively unstable. The results
from this analysis can be compared to the results obtained from the experiment. The
streamwise wavenumber, αr, could be determined from the experimental results as
is shown in the next section. In Figure 26 the values obtained from Test I and Test
II are indicated with the stars and are quite close to the theoretical prediction. In
Figure 27 the power spectrum is shown at the streamwise location where the secon-
dary instability starts to grow together with the theoretical prediction. The theory
gives maximum growth for waves with a temporal frequency around 2kHz, as is also
found in the experiments. In the experiments there the velocity fluctuations up to
4kHz show an increase in energy while in the theory waves with a frequency upto
3kHz exhibit growth.
Finally, the theoretical growth rate is compared to growth rate found in the experi-
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Figure 26. Results of piecewise velocity profile analysis. A) Experimental velocity
profile at x/c=0.32 Z=6mm for Test II together with linear approximation. B) Real part of
the wavenumber, αr, against the frequency where the red line shows the results obtained
from the analysis and the stars the show the experimentally obtained results. C) Imaginary
part of the wavenumber, αi, against the frequency obtained from the analysis.
ment. In Figure 28 the velocity fluctuations between 1990 and 2010Hz are shown for
an x-scan without forcing. As explained in the previous section nonlinear effects start
to breakdown around x/c=0.38. The logarithmic growth of the secondary instability
from x/c=0.32 upto x/c=0.37 can be approximated with a straight line where the
slope is equal to αr. With this approximation a value of αr is 35 was found. This
is close to the 38 which is the value for αr found at f=2000Hz with the theoretical
analysis.
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Figure 27. Comparison of the power spectrum obtained from the experiment together
with the theoretical computed growth.
Figure 28. Growth of the secondary instability fluctuations for Test II together with a
linear fit to compare to the theoretical analysis.
This simple analysis with the mentioned limitations, shows that the shear layers
with similar characteristics as those found in the streamwise wall-normal velocity
profile are a possible mechanism for the onset of the secondary instability in the
current experiment.
5.6.2. Early development of the secondary crossflow instability
The aim of this section is to compare the characteristics of the secondary instability
in the early development stage, to those found in literature. The structure of the
secondary instability is visualized by exciting the flow with a frequency of 2000Hz
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at x/c=0.30 (xs=0) and a forcing amplitude of 0.03. As will be shown in Section 5.7
this forcing amplitude does not influence the transition process significantly, but is
still large enough to phase lock the hot-wire and exciter signal. The distribution of
the phase-averaged velocity is shown for both tests at x/c=0.34 in Figure 29.
Figure 29. Phase-averaged velocity distribution of the fluctuations at 2000Hz.
A) The distribution in the spanwise direction for Test I (left) and Test II (right). B) The
three-dimensional representation of the secondary instability.
The patches of alternating positive and negative velocity resemble to the structures
found in previous studies (Kawakami et al., 1999; Wassermann and Kloker, 2002;
Chernoray et al., 2005; Serpieri and Kotsonis, 2016b). It is interesting to see that,
even though only the structure of the streamwise velocity of the 2kHz wave is vi-
sualised, it has similar characteristics to the secondary instability vortex structures
of the DNS study of Wassermann and Kloker (2002) which does not select speci-
fic frequencies. This means that the structure and distribution of the 2kHz wave
is characteristic for the development of the secondary instability occurring in the
flow without forcing. In Figure 30 the phase-averaged velocity distribution is shown
in the stream wise and wall-normal direction. As expected the magnitude increases
going downstream showing that the secondary instability becomes stronger.
From the streamwise distribution the spatial power spectrum at each wall-normal
location is calculated as shown in Figure 31. It shows that the streamwise wave-
lengths of the secondary instability, λx, were 6.67 and 7.48mm for Test I and Test II
respectively, which gives wavenumbers, αr, of 942 and 840. These wavenumbers are
plotted in Figure 26 and agree well with the theoretical values from the simplified
inviscid analysis.
With the wavenumber the phase speed is calculated with:
Uph =
2pifexc
αr
. (5.6)
With a freestream velocity of 18m/s the normalized phase velocity is 0.74U∞ for Test
I and 0.83U∞ for Test II. These values are very similar to the values found of 0.78Ue
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Figure 30. Phase-averaged velocity distribution in the streamwise and wall-normal di-
rection for A) Test I and B) Test II. The dashed box indicates the measurement region.
Figure 31. Normalized spatial power spectrum of the streamwise phase-averaged velocity
distribution for Test I and Test II. In light red and blue the spectrum for each wall-normal
location is shown. The bold red and blue line represent the maximum at each wavelength.
to 0.84U∞ in previous experimental and computational studies (Kawakami et al.,
1999; Malik et al., 1999; Serpieri and Kotsonis, 2016b). Next, the angle between the
streamwise structures and the wall, which is more or less parallel to the primary
vortex axis, as defined in Figure 32A is calculated. The elevation angle, γ, is found
by cross-correlating the phase-averaged velocity signals at two wall-normal locations
as shown in Figure 32B. The shift which gives the highest correlation represents ∆xs
and with this the angle is calculated as:
γ = tan−1
(
∆Y
∆xs
)
(5.7)
The resolution in the streamwise direction mainly determines the accuracy of this
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method which, in this case, is 1mm resulting in an accuracy of about 0.3 degrees.
The elevation angle calculated with this method is shown with the black lines in
Figure 32C and represent the actual angle of the structures. For both Test I and
Test II an angle of 14◦ was found. In Bonfigili and Kloker (2007) and Serpieri and
Kotsonis (2016b) similar angles of 12 and 21 degrees were found.
Figure 32. A) Definition of the elevation angle γ. The red and blue contours represent
the phase-averaged velocity magnitude of the secondary instability. B) The signals at Y1
and Y2 are cross correlated to determine ∆xs. C) The phase-averaged velocity distribution
where the black lines are inclined under the calculated angle γ.
Finally, in Figure 33 the phase structure is shown in the xsZ-plane at constant wall-
normal location of 2mm. The structure has a width of approximately 6mm, which
is half of the wavelength of the stationary primary vortex, as was also reported in
Kawakami et al. (1999). The azimuthal angle χ is determined in a similar way as
γ and found to be 43◦. This value is much larger than the 18.2◦ angle found in the
experiments by Serpieri and Kotsonis (2016b) and the 20◦ angle estimated from the
figures reported in Kawakami et al. (1999). The value is more similar to the angle re-
ported in the computations of Janke and Balakumar (2000) of 29.9◦. The azimuthal
angle is dependent on the spanwise structure of the stationary vortex. In the current
investigation a clear distinction between the Type-I and Type-II instabilities could
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not be made which was is due to the structure of the stationary vortex. It seems that
the wide range of azimuthal angle reported and found in literature depend on the
different shapes of the stationary structures. For the elevation angle the spanwise
structure is of less importance resulting in more similar angles found across different
studies.
In this section it is shown that the main characteristics of the secondary insta-
bility studied in this experiment resemble those found in previous studies. In the
next section the further development and breakdown of the secondary instability is
discussed.
Figure 33. Definition of the azimuthal angle χ.
5.6.3. The secondary instability in the non-linear growth stage
While studying the early development of the secondary instability the focus was on
both Test I and Test II, here the focus is on the vortex followed in Test II, since
more detailed measurements were carried out for this test. The mean velocity in the
xsZ-plane is presented in Figure 34A at Y=2mm.
The mean velocity distribution clearly shows streaks with high and low velocity due
to the stationary vortex structure. Going downstream it is observed that the velocity
in the high velocity streak slightly decreases while the velocity in the low velocity
streak slightly increases. This indicates that the span wise periodicity decreases due
breakdown of the stationary vortices. The orientation of the mean flow streaks is
almost horizontal with respect to the xs-axis which indicates that the streamline
angle obtained from the YZ-scan, as explained in Section 5.5, was correct to within
2%. The velocity fluctuations in Figure 34B show a wedge structure. The start of the
structure is difficult to define and depends on the contour lines chosen. It seems that
a diverging structure is observed from x/c=0.36 but the velocity fluctuations increase
rapidly from x/c=0.38. The coherency of the phase structure, shown in Figure 34,
disappears around xs=140mm or x/c=0.39. As shown in Figures 24 and 25 the se-
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Figure 34. The mean velocity (A), fluctuating velocity (B) and phase-averaged velocity
(C) distributions along the streamline and spanwise direction for constant wall-normal
location (Y=2mm).
condary instability start to grow with a larger growth rate around x/c=0.38 and the
high frequency fluctuations from 4kHz-10kHz also start to grow at this streamwise
location. As discussed in section 5.2 the increase in the high frequency fluctuations
is in agreement with previous studies where the appearance of the wedge has been
observed in experimental and computational crossflow studies when the stationary
crossflow dominated flow breaks down in turbulence (Dagenhart and Saric, 1999;
Wassermann and Kloker, 2002; Borodulin et al., 2017).
Wedge characteristics
The wedge spreading angle, ζ, as defined in Figure 34 was determined from three
different wedge structures. An angle of 8 degrees was found with a standard devi-
ation of 0.4 degrees. Previous studies did not report wedge angles, however, from
the figures presented in Wassermann and Kloker (2002) an angle of 10 degrees was
estimated. These angles are similar to the spreading angles of turbulent spots and
turbulent wedges caused by large roughness protrusions (Goldstein et al., 2017),
suggesting that the physics of the spreading mechanism is similar for all these cases.
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The characteristics of the velocity fluctuations through the middle of the wedge
(Z=5mm) and outside the wedge (Z=-3mm) are shown in Figure 35 and 36 respecti-
vely. The power spectra are presented at each streamwise location with a step size
of 1mm. These results were obtained without excitation at 2kHz. For Z=5mm the
energy of the velocity fluctuations around 2kHz increase around xs=140mm after
which the energy of the high frequencies increases. It is noticed that there is some
intermittency in space and the magnitude does not increase gradually.
Figure 35. Power spectra for different streamwise locations at Z=5mm and Y=2mm.
The power spectra outside the wedge, at Z=-3mm shown in Figure 36 exhibits an
even stronger intermittent behaviour in space. Some streamwise locations show high
energy in the 2kHz region, while at an adjacent location the energy level is low. The
energy level is significantly lower than inside the wedge which represents the local
and three-dimensional signature of the breakdown process.
Figure 36. Power spectra for different streamwise locations at Z=-3mm and Y=2mm.
To better understand the intermittent behaviour in Figure 36, the time signal and
power spectra in and outside a high intensity patch outside the wedge is presented
in Figure 37 together with the time signal at the same streamwise location inside the
148 Secondary instability and breakdown to turbulence
Figure 37. Time signal and power spectra inside and outside the wedge struc-
ture. Ai) Time signal outside the wedge, at xs=170mm, where there is energy for the high
frequency fluctuations. ii) Time signal outside the wedge, at xs=171mm, where there is no
energy for the high frequency fluctuations. iii) Detail of the time signal at the dashed line
shown in i. iv) Time signal inside the wedge, at xs=170mm. v) Detail of the time signal
at the dashed line shown in iv. B) Power spectra of three different time signals. The color
of the power spectrum corresponds to the color of the time signals shown in A.
wedge. The signals outside the wedge (37Ai and 37Aii) do not differ from each other
significantly while inside the wedge the overall fluctuations are higher. At xs=170mm
a large peak is shown at t=3.1s for Z=-3mm. A closer look at the time signal (37Aiii),
shows the appearance of high frequency fluctuations riding on top of the edge of the
large peak. For the signal inside the wedge a large number of these peaks with a
similar behaviour is found. The effect of this peak on the power spectrum shows that
xs=170mm the power spectrum is highly distorted. At xs=171mm there is no energy
in the high frequency band. It seems that the high internsity patches at Z=-3mm are
directly related to the developing wedge, since they become more frequent when the
wedge gains strength. Goldstein et al. (2017) among others found that the spreading
of the wedge is driven from its edges. This possibly happens in the current case
where the laminar flow, in close proximity to the wedge is already influenced by the
wedge structure. It should be noted that the exact pattern shown in Figures 35 and
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36 is not repeatable. The analysis of the time signals show that the large peaks ap-
pear randomly in the time signal. Therefore when the measurement would be carried
out again the high intensity peaks could be at slightly different streamwise locations.
Nevertheless, it is expected that the intermittent behaviour would be observed again.
The xsY-scan through the middle of the wedge at Z=5mm is shown in Figure 38.
It should be noted that for this scan the secondary instability was excited with a
small amount of forcing, which did not influence the onset location of the wedge.
Ideally, no forcing would have been applied however, due to time limitations this
measurement was not carried out. From the total fluctuations no apparent different
in structure or magnitude is shown when the wedge starts to grow. When the flow
breaks down the velocity fluctuations increase over the entire frequency range. The
fluctuations from 900-2300Hz in the xsY-plane show a diverging structure which
initiates at a similar streamwise location where wedge starts in the xsZ-plane (Fi-
gure 38). The wedge structure in the wall-normal direction has, upto the author’s
knowledge, not been reported before. From previous studies with wall-based measu-
res, the onset of breakdown is defined at the bottom of the vortex structure where
the secondary instability fluctuations reach the wall. Even though, the location at
the wall is probably more relevant in engineering applications, it is thought that to
gain understanding in the mechanism of breakdown the region where the secondary
instability fluctuations diverge towards the wall should be studied in more detail.
Figure 38. A) Total velocity fluctuations in the xsY-plane (Z=5mm). B) Bandpass filtered
velocity fluctuations between 900-2300Hz in the xsY-plane (Z=5mm).
Interaction with neighbouring vortices
When the phase-averaged velocity distributions from Test I were analysed an unusual
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behaviour was found. This is shown in Figure 39 where the phase-averaged velocity
distribution from Test I is compared to Test II.
Figure 39. A) Phase-averaged velocity distribution in the xsY-plane for A) Test I and
B) Test II.
Up to xs=100mm the phase-averaged velocity distributions develop similar for both
tests. After that the phase-averaged velocity decreases for Test I while for Test
II a gradual increase is observed. First it was thought that an experimental error
was made, however, when the phase-averaged velocity fluctuations in the YZ-plane
at x/c=0.34 are compared to x/c=0.38 a similar behaviour has been observed, as
presented in Figure 40.
Figure 40. A) Phase-averaged velocity distributions in the YZ-plane for Test II at two
chordwise locations.
Another hypothesis was that the decrease in phase velocity was caused by an inte-
raction of two 2kHz waves. When these two waves are not in phase, it will appear
as a lower phase-averaged velocity. This other wave could be coming from a neig-
hbouring vortex. The bandpass filtered velocities for Test I showed that the high
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amplitude fluctuations are coming from the side of the vortex instead of the middle
as is also shown in Figure 25. In previous computational studies the interaction
of neighbouring vortices of uneven strength have been investigated for two cases.
In Wassermann and Kloker (2002) vortices with a similar wavelength but uneven
strength were studied. It was found that these two vortices will cause earlier break-
down than two vortices of the same strength. In Choudhari et al. (2016) the strong
modulation of stationary vortices caused different vortices to merge together lea-
ding to transition further downstream compared to vortices of the same strength.
Because of the behaviour shown in Figure 39 for Test I it was chosen to study the
interaction of different vortices in more detail for Test II which results are discussed
in the following paragraphs.
In Figure 41 the mean velocity distribution,total fluctuations and secondary instabi-
lity fluctuations are shown for the spanwise region on the left of the vortex studied
in Test II. The mean velocity fields show that vortex B is weaker than vortex A and
C and consequently that a fully spanwise uniform flow was not obtained. The influ-
ence of spanwise modulation of the stationary crossflow vortices on the development
of the secondary instability has been studied in numerical studies by Wassermann
and Kloker (2002) and Choudhari et al. (2016). In these studies the spanwise mo-
dulation causes the vortices to be of different strength, however, the wavelength of
both vortices is similar. In contrast here it is found that next to the difference in
strength, vortex B is more shallow and has a larger wavelength than vortex A and
C. The velocity fluctuations for the dominating secondary instability (900-2300Hz),
show that in vortex B no fluctuations appear. Chernoray et al. (2005) suggest that
the ratio of the vortex width to the vortex height determines if a Type I or Type II
mode appears. For two neighbouring modulated vortices, a Type I mode appears in
the vortex with the smallest height-to-width-ratio while a Type-II mode develops in
the other vortex. In the current experiment, the weaker vortex has a smaller height-
to-width ratio but neither Type-I or Type-II fluctuations were observed, indicating
the complete absence of a secondary instability in this vortex at this streamwise
location.
The streamwise development of vortices A,B and C is shown in Figure 42 at the
wall-normal location indicated in Figure 41 with the dashed line. As expected, two
wedges appear in vortex A and C. The wedges appear at the same xs location,
indicating that the primary vortices developed in a similar manner. For vortex B
no wedge structure has been observed, instead there are two regions where the
fluctuations are growing as indicated at the start of the measurement region, which
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Figure 41. A) Mean velocity distribution at x/c=0.36. C)Total velocity fluctuations be-
tween 2Hz-10000Hz. B) Bandpass filtered velocity fluctuations between 900-2300Hz.
is also observed from Figure 41B. Around xs=140mm the regions merge together
but no large increase in amplitude as shown for vortex A and C has been observed.
Figure 42. Distribution of the velocity fluctuations in the xsZ-plane for Z=-26mm to
Z=12mm.
It was found that through the middle of the wedge of vortex A and C the develop-
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ment of the velocity fluctuations is the same as in Figure 35. The development of the
velocity fluctuations at Z=-10mm, which is the location where the secondary insta-
bilities in vortex B would be expected to grow, is shown in Figure 43. From x/c=0.42
there is some activity around 0.5kHz-2kHz but no clear continuous increase of high
frequency fluctuations is shown. This indicates that in the entire measurement region
the secondary instability does not appear for vortex B. Furthermore, the turbulent
wedges from the stronger vortices do not seem to contaminate the weaker vortex to
lead to earlier transition. If the flow would have been spanwise uniform, with three
vortices of similar overall strength, it would be expected that the average break-
down location of the three vortices would be around x/c=0.40. In the current case,
where the stationary crossflow vortices are modulated in the spanwise direction, the
average breakdown location is further downstream since the breakdown location of
vortex B is not observed up to x/c=0.44. This behaviour seems similar to what had
been found in Choudhari et al. (2016). They hypothesized that transition occurs at
a location further downstream, compared to a case without spanwise modulation of
the stationary vortices, since the wedge structure of the large vortex has to spread
a further spanwise distance to interact with neighbouring vortices. Here it is found
that no secondary instability develops in the weaker vortex. Due to its large wave-
length, the turbulent wedges of the neighbouring vortices do not contaminate the
vortex and no breakdown is observed prior to x/c=0.44.
Figure 43. Power spectra at different streamwise locations for Z=-10mm in Figure 42.
In Figure 44 the mean velocity distribution is shown for the spanwise region on the
right of the vortex studied in Test II, for x/c=0.36 and x/c=0.40. The vortices are
of different strength, where vortex D is the weakest and vortex E seems slightly
stronger than vortex A. In contrast to vortices A,B and C, shown in Figure 41,
the spanwise wavelengths of all three vortices are similar, which makes it similar
to the vortex packet studied by Wassermann and Kloker (2002). The amplitude of
the fluctuating component for these YZ-scans was not correctly measured due to
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wrong filter settings, but the spatial distribution is expected to be correct. The total
velocity fluctuations in Figure 44 show that at x/c=0.36 there are no regions with
strong disturbances in vortex D in comparison to vortex A and E. At x/c=0.40 the
regions from vortex A and E create stronger disturbances in vortex D. In Figure 44C
it is shown that the secondary instability developed in vortex A and E. In vortex
D there was no distinct region with high frequency fluctuations, however at some
locations bursts, similar to those shown in Figure 37, were observed.
Figure 44. A) Mean velocity distribution. C) Total velocity fluctuations between 2Hz-
10000Hz. B) Bandpass filtered velocity fluctuations between 900-2300Hz.
The streamwise development in the xsZ-plane of vortices A,D and E is shown in
Figure 45. The onset of the wedge for vortex E is a about 20-30mm upstream of the
onset of the wedge for vortex A. For vortex D a weaker wedge structure seems to
be created around x/c=0.37, which indicates that despite its lower strength, vortex
D is breaking down. This is interesting since from the mean velocity distribution at
x/c=0.36 this would not be expected.
The development of the fluctuations at Z=17mm, in the upwelling region of vortex D,
is shown in Figure 46. At x/c=0.36 the velocity fluctuations around 2kHz already
have a high energy level. Going downstream an intermittent behaviour is shown
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Figure 45. Distribution of the velocity fluctuations in the xsZ-plane for Z=-6mm to
Z=33mm (Y=2mm).
where at some locations the energy level of the velocity fluctuations with frequencies
above 3kHz is significantly increased. Since the mean velocity distributions did not
indicate the appearance of a secondary instability in vortex D and vortices D and
E merge together,as shown in Figure 44A at x/c=0.40, it is thought that the high
frequency fluctuations are due to turbulent contamination from vortex D and E.
Figure 46. Power spectra at different streamwise locations for Z=17mm in Figure 45.
The velocity fluctuations at xs=210mm, the measurement location furthest down-
stream, are shown across the span in Figure 47. The high frequency velocity fluctu-
ations in vortex E are the strongest, which would also be expected from the wedge
development shown in Figure 45. For vortices A and D no clear differences in energy
levels are observed. This shows that even though vortex D was less strong than vor-
tex A, the breakdown process occurred in a similar way, due to the influence of the
neighbouring vortices. As discussed earlier Wassermann and Kloker (2002) found in
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their DNS study, that, in contrast to what was found by Choudhari et al. (2016),
the spanwise modulation of a stationary vortex package can lead to earlier transition
than when the flow would be fully uniform. The vortex package in this study consis-
ted of a strong and weak vortex of similar wavelength. Here a similar behaviour has
been found. The development of vortices D and E show that a vortex packet with a
strong and weak vortex both breakdown when they both have a similar wavelength.
The development of vortices A and D show that the weaker vortex can breakdown
at a similar streamwise location as the stronger vortex.
Figure 47. Power spectra at different Z locations for xs=210mm in Figure 45.
This paragraph started with Figure 39 which showed an interesting behaviour of
the phase averaged velocity distribution in Test I. With the analysis of the vortex
packages obtained in Test II it can now be concluded that the observed decrease in
phase-averaged velocity is caused by a 2kHz wave from a neighbouring vortex. After
the decrease the phase-averaged velocity increases again which is an indication that
the stronger wave is dominating the flow. The mean velocity distribution of Test I
shown in Figure 15 shows that around x/c=0.38 another vortex is coming in from
the right and that they merge together further downstream similar as what was
observed for vortices D and E in Test II. This is also shown for the high frequency
velocity fluctuation distribution where the fluctuations are strongest on the right
side of the vortex. This would explain why the development of the travelling waves
in the weaker vortex of Test I, compared to Test II, is similar for both tests.
Structure of the secondary instability
The streamwise distribution of the phase-averaged velocity for Test II is shown in
Figure 48. From xs=125mm (x/c=0.38) the magnitude of the phase-averaged velo-
city increases rapidly and the coherency disappears, as would be expected from the
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wedge development. The wavelength of the secondary instability and elevation angle
does not change significantly downstream. Chernoray et al. (2005) measured and
visualized the onset and breakdown of the secondary instability of a single vortex
with high spatial resolution. Initially, the structure is similar, however, going down-
stream the breakdown into smaller structures has not been observed in Chernoray
et al. (2005). The reason for this is unclear, since when the flow becomes turbulent
it would be expected that structures are broken up and a more chaotic flow appears.
Figure 48. Phase-averaged velocity distribution in the wall-normal and streamwise di-
rection for Test II (Z=5mm).
In Figure 49A the structure in the wall-normal and spanwise plane is shown at
x/c=0.34, 0.38 and 0.40. From x/c=0.34 to x/c=0.38 the phase-averaged velocity
becomes stronger and a slight spreading over the vortex is observed. At x/c=0.40,
which is in the middle of the wedge, the structure has spread over the entire vortex.
Furthermore, the initial structure has broken down in smaller structures which is also
shown in the three-dimensional representation, shown in Figure 49B. It seems that
the structure has been torn apart in the spanwise direction due to the increased
spanwise extent of the wedge. It is interesting that even though the flow is brea-
king down such coherent structure could still be detected. Wassermann and Kloker
(2002) visualised the breakdown process of the secondary instability with vortical
structures. The structures found in the present study at x/c=0.4 could not be dis-
tinguished from numerical noise in their results which they explain as a limitation
of the numerical method.
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Figure 49. A)Phase-averaged velocity distributions in the spanwise and wall-normal plane
for different chordwise locations. B)Three dimensional representation of the phase-averaged
velocity distribution at x/c=0.4.
5.6.4. Conclusions: development of the secondary instability
In this section the development of the secondary instability was studied in the linear
and non-linear growth stage, leading to the following conclusions:
The secondary crossflow instability measured here had similar characteristics as the
secondary instability found in previous studies.
• When the flow breaks down the secondary instability fluctuations spread in the
wall-normal and spanwise direction. The full-spectrum velocity fluctuations show a
wedge structure in the spanwise direction.
• The wedge structure, leading to breakdown of the flow, starts in the middle of the
vortex where the fluctuations of the secondary crossflow instability are strongest.
The location of breakdown with wall-based measures would be measured further
downstream since that is where the secondary instability velocity fluctuations reach
the wall.
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• The results of the measurements from Test II indicate that the spanwise modula-
tion of the stationary crossflow vortices can influence the transition location due to
the interaction of neighbouring vortices. When there are three vortices with a wea-
ker middle vortex with a larger wavelength it is found that the middle vortex does
not get contaminated by the turbulent wedge of the stronger vortices on each side.
This would indicate that the transition front would move downstream compared to
a case where the three vortices had the same strength and wavelength. When there
are three vortices with a weaker middle vortex but similar wavelength it is found
that the neighbouring vortex merges with the weaker vortex leading to turbulent
contamination and breakdown of the weaker vortex. This indicates that the transi-
tion front would move upstream compared to the case where the three vortices have
the strength and wavelength.
5.7. Results: wall-forcing
Figure 50. Detail of the time signal for different forcing amplitudes.
In this section the influence of wall-forcing on the development of the secondary
instability is discussed. A detail of the time signal for different forcing amplitudes
is shown in Figure 50. Up to F=0.5 the signal is taken at xs=98mm or x/c=0.36,
while for F=2.5 an earlier location is chosen since at xs=98mm the flow broke down
into turbulence. For the small forcing amplitudes the 2kHz fluctuations reside on
the side of a spike as is also the case for the time signal without forcing. For F=2.5
the fluctuations are present at any time in the flow, which is only observed for the
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unforced case (Figure 18) when the flow is already completely broken down, giving
a first indication that for the highest forcing amplitude another transition path is
followed. The development of the flow is obtained from the xs-scan and presented in
Figure 51 for different forcing amplitudes. The following observations are made for
each xs and x/c-location.
• xs=0mm: For the large forcing amplitudes of 0.5 and 2.5 the second harmonic is
clearly shown which indicates the forcing was non-linear. For the lower forcing the
excitation signal is a pure sine wave at 2kHz since no harmonics appear. The power
spectra look identical when the excitation frequency is excluded, indicating that the
base flow was not dependent on the forcing at the exciter location. This agrees with
the mean velocity profiles at the exciter shown in Figure 5.
• xs=8mm: The energy in the velocity fluctuations from 300Hz-10kHz has increased
for F=2.5 and 0.5. The harmonics are clearly shown for both cases. For F=0.5 the
energy distribution of the fluctuations around 2kHz is similar to those found in the
natural case shown at xs=64mm. This indicates that even though the flow is strongly
forced, similar frequencies are still amplified and dominating the transition process.
For F<0.5 the peak around 2kHz has broadened compared to xs=0mm, suggesting
that there is some initial interaction with the natural occurring secondary instability
in the flow.
• xs=64mm: For the lower forcing amplitudes (F<0.5) the magnitudes of the f=2kHz
mode and its harmonics are increased; however the rest of the spectra are identi-
cal to the case without forcing, which confirms that the forcing is limited to the
fluctuations in the 2kHz range. For F=0.1 the width of the 2kHz peak is limited to
the band of frequencies amplified in the flow without forcing. The secondary insta-
bility is a flow structure consisting of fluctuations with a large band of frequencies
(Wassermann and Kloker, 2002; White and Saric, 2005). The broadening of the peak
suggests that, even though only one frequency is excited, the entire secondary insta-
bility flow structure is excited.
• xs=157mm: Turbulent power spectra are shown for both F=2.5 and F=0.5. For
the lower forcing amplitudes the energy level for the high frequency fluctuations is
higher for F=0.1 than for F=0.03 to F=0, indicating that for F=0.1 full transition
will occur earlier.
• xs=248mm:The flow is turbulent for all forcing cases. The energy level for the low
frequency fluctuations (10-100Hz) still shows an dependency on the forcing ampli-
tude which will be discussed later in this section.
It is observed that for the flow without forcing, the high frequency fluctuations are
first centered around 2kHz, however, at x/c=0.40 the maximum energy is around
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Figure 51. Power spectra at different chordwise locations for several forcing amplitudes.
The unit of S(u′2/Hz) is omitted here due to the limited amount of space.
2.2kHz. The second harmonic seems to grow around 4.6kHz. Therefore, forcing
around 2.3kHz might have been even more effective. In previous studies the har-
monics of the natural secondary instability were reported and it has been concluded
that these are a product of nonlinear interactions (White and Saric, 2005; Cherno-
ray et al., 2005). Here, the harmonics at the high forcing amplitudes seem to be
due to the non-linear input, but at amplitudes below 0.5 they appear far from the
excitation source indicating that they could be flow related. In Figure 52 the growth
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of the fluctuations around the primary 2kHz mode and the second harmonic are
shown. The amplitude ABP,x is normalised by ABP,xEnd which is the amplitude at
Figure 52. Growth of the velocity fluctuations for 1.9kHz-2.1kHz and 3.9kHz-4.1kHz for
different forcing amplitudes obtained from the xs-scan.
x/c=0.46 which is the final measurement location. For F=2.5 the 2kHz mode shows
small growth after xs=0mm, indicating that the flow breaks down quickly after the
forcing is applied. For the forcing amplitudes below F=0.5 the growth curves are
similar to each other, however the saturation point differs in streamwise location
and amplitude. The difference in saturation location, suggests that the growth and
breakdown of the secondary instability is altered by moderate wall forcing. Similar
results were obtained by Kawakami et al. (1999) who studied comparable forcing
amplitudes. The growth of the second harmonic (3.9-4.1kHz) shows that the loca-
tion where the harmonic starts to grow is dependent on the forcing amplitude. For
F=0.5 the amplitude first increases when the forcing is applied and then after a
short decrease it increases again. This indicates that the forcing was nonlinear but
the harmonic did initially not interact with the flow which caused a decrease in
amplitude after the forcing was applied. Then when the secondary instability starts
to grow it interacts with the flow causing an increase again. This behaviour is very
similar to what is observed close to the neutral stability point of the primary insta-
bility and indicates that such a neutral stability point also exists for the secondary
instability. The growth rate of the second harmonic is about twice that of the first
harmonic or fundamental. The spatial distribution of the second harmonic coincides
with the fluctuations of the 2kHz mode as shown in Figure 53.
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Figure 53. Spatial distribution
of velocity fluctuations between
3.9kHz-4.1kHz for F=0.25.
The growth rate and spatial distribution both in-
dicate that the harmonics are flow related and
caused by non-linear interactions as discussed and
shown by White and Saric (2005); Chernoray et al.
(2005). Comparing the growth and saturation of
the primary and secondary crossflow instability
shows that there are similarities between both in-
stabilities. For the primary crossflow instability
the primary stationary structure saturates after
which nonlinear effects of the primary structure
start to play a role. When the forcing, by for ex-
ample roughness, is increased the saturation amplitude stays the same however the
saturation process occurs over a shorter distance. Figures 51 and 52 show a similar
mechanism for the secondary instability with wall-forcing.
The growth of the total velocity fluctuations filtered between 2Hz-10kHz is shown
in Figure 54.
Figure 54. Development of the full-spectrum velocity fluctuations for different forcing
amplitudes, obtained from the xs-scan.
As mentioned before, the magnitude of the total fluctuations is dominated by a low
frequency band up to 100Hz. The decrease of the total fluctuations and shift in sa-
turation location, is not arbitrary and several hypotheses are proposed.
•With the xs-scan measurement it is attempted to follow the streamline at constant
wall-normal location. However, when actual streamline differs from the streamline
followed with the hot-wire measurement, the fluctuations at different spanwise lo-
cations will be shown when going downstream. The fluctuations differ across the
vortex and therefore the xs-scan could show an apparent decrease. Even though, it
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is difficult to prove if this is the case for the measurements shown, the effect should
be constant for all forcing amplitudes. Therefore, it would not explain the depen-
dence of the forcing amplitude on the saturation location shown in Figure 54.
• As discussed in Chapter 4, it has been found by Serpieri and Kotsonis (2016b)
that the low frequency energy is related to a low frequency spanwise shift of the sta-
tionary vortices. The magnitude is related to the low frequency noise in the specific
experimental set-up. When the stationary vortices would break up, it is expected
that the low frequency spanwise shift will also disappear. This would consequently
result in a decrease in energy of the low frequency fluctuations. In Chapter 4 it has
been shown that in the current study the total velocity fluctuations are dominated
by the fluctuations from 10-100Hz. The decrease observed in Figure 54 could the-
refore be attributed to break up of the vortices. For the flow without forcing the
fluctuations saturate around x/c=0.40, which is the location where the stationary
vortices becomes less coherent as presented in Figure 15. This hypothesis would
indicate that the upstream shift of the saturation point with increased forcing is
caused by the stationary vortices breaking down at different locations.
• The decrease in fluctuations could also be caused by the flow becoming three-
dimensional. When the flow becomes turbulent the energy will spread in the wall-
normal and spanwise direction which is not captured with the one point single hot-
wire measurements. In this case, the upstream shift of the saturation point would
still indicate a dependency of the forcing amplitude on the location where the flow
becomes turbulent.
Each of the hypotheses agree that there is a dependency of the saturation location
and possibly break down of the flow on the forcing amplitude. To understand how
the characteristics of the secondary instability change with the forcing amplitude,
the fluctuations in the YZ and xsY-plane are studied in detail for three different
forcing amplitudes. The chosen forcing amplitudes were F=0.03, F=0.1 and F=2.5
to see the effect of small, moderate and large forcing respectively.
In Figure 55 the mean velocity and phase-averaged velocity distribution are shown
for the different forcing amplitudes in the YZ-plane at x/c=0.34. The mean flow
and phase-averaged velocity distributions for F=0.03 and F=0.1 are similar, while
for F=2.5 the mean flow is altered. For F=2.5 the modulation of the mean flow still
shows the presence of a crossflow vortex however its shape and size seem to have
changed by the large forcing. The phase-averaged velocity distributions for F=0.03
and F=0.1 are again similar and resemble closely to the phase-averaged velocity
distributions found in literature Wassermann and Kloker (2002); Kawakami et al.
(1999); Serpieri and Kotsonis (2016a). For F=2.5 the flow structure is different, the
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Figure 55. Phase-averaged velocity distribution in the YZ-plane at x/c=0.34 (xs=61mm)
for different forcing amplitudes.
distribution of the phase-averaged velocity for the different phase indicate that a
large vortex structure has formed, however, from the single hot-wire measurements
it is difficult to confirm this.
Figure 56. Phase-averaged velocity distribution in the YZ-plane at x/c=0.40
(xs=150mm) for different forcing amplitudes.
For x/c=0.4 the mean and phase-averaged velocity distribution is shown in Figure
56. For F=2.5 the flow has now completely broken down and no vortex structure is
present in the flow anymore. The phase-averaged velocity shows regions of positive
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and negative velocity, however, it is difficult to define any coherent flow structures.
The mean velocity distribution for F=0.03 and F=0.10 are again similar, where
small differences in the vortex structure are observed. The phase structure is broken
up in smaller structures. The structures for F=0.03 and F=0.1 seem to be slightly
different, however, it is difficult to conclude this from the YZ-scan alone.
Figure 57. Distribution of full-spectrum fluctuations in the xsY-plane for different forcing
amplitudes.
In Figure 57 the distribution of the total velocity fluctuations is shown in the xsY-
plane for different forcing amplitudes. The measurement time for the full domain
from xs=-10 to xs=180mm for one forcing amplitude was approximately 20 hours.
Since measurement time was limited, it was chosen to focus on specific streamwise
regions for each forcing amplitude based on the streamwise location of the satura-
tion amplitude shown in Figure 54. For F=2.5, the fluctuations increase close to the
excitation location, while further downstream no strong increase is oberved. A simi-
lar behaviour was found for the constant wall-normal measurement shown in Figure
54. The boundary layer thickness increases strongly around xs=40mm (x/c=0.32)
which indicates that the boundary layer becomes turbulent. For F=0.03 and F=0.1
a different distribution is shown. The velocity fluctuations first increase after which
a decrease is shown. For F=0.1 the maximum velocity fluctuations seem to occur at
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an earlier streamwise location than for F=0.03 as was also observed in Figure 54. For
both smaller forcing amplitudes a clear increase in boundary layer thickness is not
observed which indicates that in the measurement region the flow did not become
fully turbulent. In Figure 58 the phase structure in the xsY-plane is shown for the
Figure 58. Distribution of phase-averaged velocity the xsY-plane for different forcing
amplitudes.
different forcing amplitudes. Again, for F=2.5 the phase structure exhibits charac-
teristics which do not compare to the phase structures found in Section 5.6 or to
secondary instability structures found in literature. Therefore, from the development
of the spectra, distribution of velocity fluctuations and phase structures in both the
spanwise and streamwise direction it is concluded that for such high forcing a diffe-
rent transition path is followed. The small patches close to xs=0 for F=2.5 could be
small vortex structures being created by the strong shear introduced by the large
forcing, however, with a single hot-wire measurement these are speculations. Up to
xs=60mm the characteristics of the phase structure are very similar for F=0.03 and
F=0.1. After that there is the region of wedge interaction as explained in section 5.6.
From here the characteristics change, for F=0.1 the elevation angle changes going
from positive to slightly negative, while for F=0.03 no change in observed. This
possibly, has to do with the wedge developing earlier for the higher forcing leading
to a slightly different development and interaction with the neighbouring vortex.
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The development of the dominating secondary instability, the velocity fluctuations
between 1500-2500Hz, are shown in Figure 59 for F=0.03 and F=0.1. As expected,
the divergence of the fluctuations towards the wall starts earlier for the higher for-
cing amplitude. In Section 5.6 the location of divergence was related to the onset
of the wedge in the xsZ-plane. Unfortunately, the xsZ-plane measurements were not
carried out for this test, however, a similar behaviour would be expected here. Furt-
hermore, a strong increase in fluctuations is shown around x/c=0.38 for F=0.1 while
this is not observed for F=0.01, which again indicates an earlier onset of breakdown
for F=0.1.
Figure 59. Distribution of the secondary instability fluctuations (1500-2500Hz) in the
xsY-plane for different forcing amplitudes.
In Figure 25 The increase in energy by the high frequency velocity fluctuations indi-
cated that the flow was breaking down. In Figure 60 the growth of these fluctuations
is obtained from the xsY-scan for different forcing amplitudes. To account for the
different initial amplitudes, Axy is normalised by Axy,0 which is defined as:
Axy,0 =
1
δ
∫ δ
0
∫ 2010
1990
u′dfdY, (5.8)
calculated at the location of the exciter. From Figure 60 it is shown that for F=0.10
the high frequency fluctuations start to grow around x/c=0.34 while for F=0.03 the
increase is around x/c=0.37. This agrees with the trends shown in Figure 59 and
indicates again that for higher forcing the breakdown location moves upstream due
to the earlier onset of nonlinear interactions.
Results: wall-forcing 169
Figure 60. Growth of the secondary instability velocity fluctuations (1.5kHz-2.5kHz) and
the high frequency velocity fluctuations (4kHz-10kHz), for F=0.03 and F=0.10.
5.7.1. Conclusions: wall-forcing
From the experiments on the influence of wall-forcing on the development of the
secondary crossflow instability the following is concluded:
• Forcing has an influence on the development of the secondary crossflow instability.
From an experimental point of view this indicates that the forcing amplitude should
be taken into account when forcing is used to visualize the secondary crossflow in-
stability.
• The growth and spatial distribution of the velocity fluctuations with harmonics of
the excitation frequency, indicate that these velocity fluctuations are due to nonli-
near interactions and not a byproduct of the forcing.
• Large forcing, 2.5% of the freestream velocity, causes breakdown immediately
where a different transition path seemed to be followed.
• From the velocity fluctuations in the flow as well as phase-averaged velocity dis-
tributions it was concluded that for smaller forcing, 0.03% to 0.5%, an increasing
forcing amplitude moves the breakdown location upstream. The reason for this seems
to be earlier appearance of the harmonics with increasing forcing amplitude, leading
to earlier breakdown of the flow.
• The experiments show that it is possible to influence the development of the se-
condary instability directly. The receptivity through wall-forcing of the secondary
instability and previously found for the primary instability suggests that the distur-
bance sources at the surface of an aeroplane wing need to be well understood. A
possible reduction of these sources might lead to transition delay.
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5.8. Results: freestream forcing
First, the various pipe configurations shown in Figure 9 were tested to understand
if the secondary instability would interact with the flow. In Figure 61 the power
spectra, for the third configuration from Figure 9, are shown at different distances
from the exciter inside the boundary layer. Up to 120mm from the exciter the peak
at 2000Hz is clearly shown, while downstream the peak diminishes. This indicates
that the sound wave penetrated into the boundary layer, however, no interaction
with the secondary instability took place.
Figure 61. Power spectra at different distances from the exciter placed in the freestream
at x/c=0.29 (configuration 3) for F=3.9x10−4.
Placing the exciter upstream at x/c=0.31, which refers to the fifth configuration in
Figure 62, shows a similar behaviour. In Figure 62 a small peak is shown at 2kHz
for xs=60mm., after which no distinct peak is observed.
Figure 62. Power spectra at different distances from the exciter placed in the freestream
at x/c=0.31 (configuration 5) for F=3.9x10−4.
The results did not change for different configurations and larger forcing amplitude.
This agrees with previous research that the secondary instability is not receptive
to sound (White and Saric, 2005). Goldstein (1985) found that a combination of
freestream acoustic waves and surface roughness couples with the spatially growing
Tollmien-Schlichting wave inside the boundary layer. Choudhari (1994), Schrader
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et al. (2009) and Borodulin et al. (2013) found a similar mechanism for travel-
ling crossflow waves. Therefore, analogously to these previous studies, a small two-
dimensional roughness strip (d=6mm, k=150µm) was added after the exciter at
x/c=0.33. The height is large in comparison to the roughness elements placed at the
leading edge, however the height ratio is similar since the boundary layer is about
3mm at x/c=0.33. In Figure 63 the mean flow and power spectra with and without
roughness is shown at x/c=0.38. The roughness strip changed the mean flow signi-
ficantly. The secondary instability is located in the upwelling region of the vortex,
indicating that the Type-I instability dominates the transition process in both ca-
ses. The power spectra show that the frequency band of the secondary instability is
similar with and without roughness. From this it was concluded that even though
a slightly different flow is studied with the roughness strip, the interaction of the
roughness and the 2000Hz sound wave could still be studied.
Figure 63. A) Mean velocity distributions for the flow without a roughness strip (left)
and with a roughness strip (right). For the case with roughness the measurements were
taken at a larger distance from the wall. B) Power spectra in the upwelling region of the
secondary instability (indicated with the black dot in A) where the secondary instability
fluctuations are high.
In Figure 64 the power spectra at different streamwise locations is shown for the flow
with freestreeam forcing. At the locations further downstream the 2kHz peak is now
clearly shown which indicates there is an interaction of the freestream disturbances
with the natural occurring secondary instability.
The phase-averaged velocity development shown in Figure 65 shows the same re-
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Figure 64. Power spectra at different distances from the exciter placed in the freestream
at x/c=0.31 and a roughness strip placed at x/c=0.33.
sult. The clear periodicity shown with the roughness indicates that the forcing of
the freestream locked onto the secondary instability inside the boundary layer. The
wavelength is approximately 6mm as also found in Section 5.6.2 for the naturally
occurring instability and not the actual sound wave which has an expected wave-
length of 170mm.
Figure 65. Normalized phase-averaged velocity for flow forced in the freestream at
x/c=0.31 with and without roughness (∆xs=0.5mm).
In Figure 66 the phase-averaged velocity for two different forcing amplitudes are
shown. The larger phase-averaged velocity with increased forcing again shows there
is an interaction of the sound with the fluctuations inside the boundary layer and
that the phase-averaged velocity increases with increasing forcing amplitude.
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Figure 66. Normalized phase-averaged velocity for flow forced in the freestream at
x/c=0.31 for different forcing amplitudes.
Finally, a YZ-scan was taken at x/c=0.38 for different forcing amplitudes as presen-
ted in Figure 67. The bandpassed filtered velocity fluctuations again increase with
increased forcing. Only for the large forcing a phase structure of the secondary in-
stability can be detected. The positive and negative streaks in the upwelling region
are similar to those found for the natural occurring secondary instability.
Figure 67. YZ-scan for different freestream forcing amplitudes at x/c=0.38. A)
Bandpassed filtered velocity fluctuations between 1990 and 2010Hz. B) Phase-averaged
velocity distribution.
5.8.1. Conclusions: freestream forcing
From the experiments on the freestream forcing the following can be concluded:
• Freestream forcing alone does not excite the secondary crossflow instability even
though large forcing amplitudes were used, close to the neutral stability point of the
secondary instability.
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• When a small roughness strip is placed, after the location of excitation from the
freestream, the freestream forcing does interact with the natural occurring secondary
instability in the flow.
• The mechanism by which the freestream disturbances and roughness interact
with the secondary instability, has similarities with previous receptivity mechanisms
found for Tollmien-Schlichting waves and travelling crossflow waves however, the
current mechanism has not been reported before.
• This study did not focus on the influence of the forcing amplitude on the break-
down location. In this experiment small forcing amplitudes were tested with respect
to the edge velocity. It is expected that for larger forcing amplitudes the breakdown
location would move upstream, similar to what is shown for wall-forcing.
...
....
....
...
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6.1. Main objectives
In Section 1.7 the main objectives of this PhD project were outlined. The objectives
were focussed on three topics namely:
• The design of an experimental model, data acquisition system and data analysis
tool to study the development of the crossflow instability.
• The influence of roughness on the development of the primary crossflow instability.
• The development of the secondary crossflow instability and the influence of forcing
on this instability.
In the following three sections the main conclusions of the work carried out in these
areas are discussed, together with recommendations for future work. The sections
on the primary and secondary crossflow instability ends with a summary of how the
results compared to previous studies and how it contributed to new knowledge in
the field.
6.2. Experimental design and data analysis
A major task of this PhD project was to design an experimental set-up, data-
acquisition system and data-analysis tools to study the development of the crossflow
instability. From this process the following conclusions are drawn:
An inviscid and two-dimensional panel code in combination with boun-
dary layer and linear stability calculations is a useful tool to design a
flat plate with displacement body configuration to study the crossflow
instability, provided that the trailing-edge flap is part of the computati-
onal model.
The comparison of the pressure distribution obtained from the panel code with a
full three-dimensional RANS computation showed that the magnitude of the pres-
sure coefficient for the panel code was slightly higher, however, the pressure gradient
was comparable. This led to similar stability characteristics for both computational
models in the region where three-dimensional effects were small.
Pressure belts are a viable alternative to measure the pressure distribu-
tion compared to static-pressure ports.
In previous studies the pressure belt was used to measure the pressure distribution
on an experimental model, however, a direct comparison of the pressure coefficients
obtained from the static-pressure ports and the pressure belt was not carried out
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(Eppink, 2014; Rivers et al., 2001). In the current experiment, the pressure coeffi-
cients were measured with both methods and showed good comparison between the
pressure coefficients from the pressure belt and static pressure ports. In the leading
edge region no static-pressure ports were placed but the shape of the pressure dis-
tribution obtained with the pressure belt compared well with the three-dimensional
RANS computation. The attachment line pressure, which was located close to the
leading edge in this experiment, could not be obtained reliably with the pressure
belt. However, the flexibility of the pressure belt to measure the pressure distribu-
tion at any spanwise and streamwise location is a large advantage over the static
pressure ports.
The automated data acquisition system developed in LabVIEW allowed
the efficient capture of large volumes of hot-wire data.
In the current project the experiments were carried out in six time slots of two to
three weeks, over a period of three years. Since time was limited it was essential
to use the available time as efficiently as possible. Therefore, a large part of the
first year was spent developing to develop the LabVIEW system. While the control
of the traverse system motors was implemented by other people from the research
group (Barry Crowley and Marco Placidi), Isabella Fumarola and I implemented
the velocity control of the wind tunnel through LabVIEW. This lead to a system
which could easily run 48 hours without interruption taking the data necessary to
describe the development of the primary and secondary crossflow instability in detail.
The data-processing system in MATLAB allowed rapid assessment of
the data taken in the wind tunnel.
The final system consisted of a separate pre- and post-processing step. The results
were automatically organised and summarised in a pdf file with a Python script to
quickly understand the measurements and to be able to compare across measure-
ments. Furthermore, when a significant adjustment was made in any of the scripts
to analyse the data, the data sets of all experimental sessions would be automa-
tically re-analysed to ensure consistency throughout all data sets. The comparison
was made by assessing the images of different data-analysis procedures side by side
as well as comparing random chosen values for both procedures.
The following recommendations related to the experimental design are given:
• In the current experiment a displacement body with a swept-flat-plate configura-
tion was chosen to study the crossflow instability. When designing the set-up the
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variable orientation and location of the displacement body were seen as a large ad-
vantage compared to the swept wing configuration. Furthermore, the laser correction
method to follow a curved wall was not developed yet, such that a flat plate was
ideal as a measurement surface. In practice the displacement body orientation stayed
fixed and the developed laser system would allow the hot-wire to follow a curved
surface such as a swept wing, eliminating the main advantages of the displacement
body set-up. The main disadvantage of the displacement body was the blockage of
the traverse system such that it was not possible to measure close to the leading
edge. Therefore for the current wind-tunnel and traverse set-up in future experiment
it might be preferred to use a swept wing instead of the displacement body arran-
gement. Alternatively, the traverse system could be redesigned such that it would
allow to measure in between the flat plate and displacement body.
• In the experiments a single hot-wire was used to measure the streamwise velocity.
Even though, it was possible to measure the stationary crossflow waves indirectly
with this method and to characterize the breakdown process, it would have been
informative to measure the crossflow velocity profiles as well. These data could have
been obtained with two separate measurements of a wire which is at a 45 degrees
angle with the freestream.
6.3. Experiments on forcing of the primary instability
A cylindrical and pyramidal roughness distribution with the same height were tested,
to understand the influence of the wavelength content of the roughness distribution
on the development of the primary crossflow instability. The roughness elements were
placed at λ=11.5mm, which corresponds to the most amplified stationary crossflow
wave following linear stability analysis. By calculating the Fourier coefficients of
both roughness distributions it was found that the pyramidal roughness distribu-
tion had slightly higher forcing at λ while forcing at λ/n was small compared to
the cylindrical roughness distribution. From the experimental results the following
conclusions were drawn:
Larger forcing at λ leads to a stronger response of the flow.
In the experiment the stationary crossflow amplitude was larger for the pyramidal
roughness distribution. Furthermore, the relative energy content for waves with a
wavelength of 11.5mm was larger for the pyramidal roughness distribution compa-
red to the cylindrical roughness distribution. This indicated that the forcing of the
primary mode correlated with the spectral content of the roughness.
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Larger forcing at λ/n does not necessarily lead to a stronger response
of the flow.
In the current experiment it followed from linear stability analysis that stationary
crossflow waves with a wavelength below 9mm were not amplified. Since the span-
wise spacing of the roughness elements was 11.5mm the forcing at 5.75mm, 3.83mm,
2.88mm, i.e. λ/2, λ/3 and λ/4, did not have an influence on the development of the
stationary crossflow waves. Reibert et al. (1996) has shown that when more than
one stationary crossflow mode is forced the non-linear interactions between the dif-
ferent modes can lead to earlier transition. Therefore the conclusion in the current
experiment implies that to correctly predict development of the crossflow instability,
the coupling between the wavelength content of the roughness distribution and that
of the naturally amplified crossflow modes should be taken into account, instead of
the coupling with only the most amplified mode, as is current practice.
The following recommendations related to the forcing of the primary crossflow in-
stability are given:
• In the current experiment two roughness distributions at one Reynolds number
were tested. In future experiments the Reynolds number could be changed to change
the wavelengths of the naturally amplified crossflow modes. Consequently, this would
change the coupling between the roughness distribution and flow resulting in a dif-
ferent response of the flow.
• A range of roughness distributions with different wavelength content could be
tested to understand the exact coupling between the flow and roughness distribu-
tion in more detail. An idea of two roughness distributions is shown in Figure 1.
These roughness distributions have the same volume and height only their wave-
length content will be different which could lead to a different response of the flow.
Figure 1. Idea for roughness distributions to study in future experiments.
• The response of the flow could only be measured from x/c=0.29. In future expe-
riments it would be preferred to measure closer to the roughness distributions. This
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would also allow to compare more directly to computational studies which often
study the receptivity process at the location of the roughness elements.
• In industry the focus is often the roughness height instead of the wavelength con-
tent in relation to the naturally amplified crossflow modes. This study and also
previous experimental and computational studies (Reibert et al., 1996; Wassermann
and Kloker, 2002; Mughal and Ashworth, 2013) show that the wavelength content
should be taken into account to correctly predict the response of the flow and tran-
sition location.
The experiments on the primary crossflow instability confirmed the theory that
the response of the flow is related to the Fourier spectrum of the roughness dis-
tribution, put forward in previous computational studies (Bertolotti, 2000). While
previous experimental studies confirmed this theory with cylindrical roughness ele-
ments (Radeztsky et al., 1999; Reibert et al., 1996), here it is shown directly by using
different shapes of roughness elements. Furthermore, from the literature review it
followed that in previous studies the importance of the forcing of the harmonics in
the roughness distribution was dependent on the Reynolds number and therewith
the modes naturally amplified in the flow (Hunt and Saric, 2011). In the current
investigation it is shown that the stronger forcing of the harmonics does not lead to
a stronger response of the flow since these modes are not naturally amplified.
6.4. Experiments on forcing of the secondary
instability
The experiments on the secondary crossflow instability focussed on three topics; the
characteristics of the secondary instability in the different growth stages of this in-
stability, the influence of wall-forcing on the development of the secondary instability
and the influence of freestream forcing on the secondary instability. The results of
the experiments on the characteristics of the secondary instability led to the follo-
wing conclusions:
The secondary instability in this experiment could not be classified as
a pure Type-I or Type-II instability.
In previous experimental studies where this clear distinction could be made, the
streamwise pressure gradient was strong from the leading edge to the streamwise
location where transition occurred. This led to vortices where the roll-over behavi-
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our prior to breakdown was clearly observed. In the current experiment the pressure
gradient was weaker and therefore this roll-over behaviour was not observed, lea-
ding to a different spatial distribution of the secondary instability with respect to
the underlying mean flow. This shows that the pure Type-I and Type-II classifica-
tion might not be sufficient to specify the characteristics of the secondary crossflow
instability.
The characteristics of the secondary instability in its early development
stage agreed with those found in previous studies.
This implies that even though the mechanism by which the secondary instability
was created was different than in previous studies, the actual flow structure and
orientation of the secondary instability was not altered.
With a simple analytical method, based on the shear layer in the wall-
normal direction, the range of temporal frequencies and spatial wave-
numbers could be predicted.
The results of the pure inviscid analysis were consistent with the belief that the
secondary instability is an inviscid instability as stated in previous studies. Further-
more, this analysis, together with the spatial distribution of the secondary instability,
confirmed that the origin of the secondary instability in this experiment was rela-
ted to the shear layer in the wall-normal direction as well as in the spanwise direction.
The spanwise modulation of the primary crossflow vortices changes the
physics of the breakdown process.
In most experimental studies on the crossflow instability a spanwise uniform flow
is studied to simplify the experimental procedure. The observations of vortex inte-
raction between vortices of different strength and wavelengths show that this simpli-
fication omits part of the physics occurring on current swept aeroplane wings where
the strength of the vortices will not be spanwise uniform.
Next to these conclusions the following observations were made:
• When the flow breaks down the secondary-instability fluctuations spread as a
wedge in the spanwise and wall-normal direction.
• The wedge structure, leading to breakdown of the flow, starts in the middle of the
vortex where the fluctuations of the secondary crossflow instability are strongest.
The location of breakdown with wall-based measures would be measured further
downstream since that is where the secondary instability velocity fluctuations reach
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the wall.
• When breakdown occurs the main flow structure of the secondary instability bre-
aks up in two smaller structures.
While the single hot-wire measurements did not lead to a full physical explanation
of these observations, it is thought that the data obtained in the current experiment
could be compared to future DNS studies to understand the observed phenomena.
The following conclusions related to the forcing of the secondary crossflow insta-
bility were made:
Wall-forcing has an influence on the development of the secondary in-
stability.
For smaller forcing (0.03%U∞ to 0.5%U∞) the breakdown location moves upstream.
For large forcing (2.5%U∞) the flow breaks down immediately and a different tran-
sition path seemed to be followed.
The secondary instability saturates after which harmonics appear due
to nonlinear interactions.
When the forcing is increased the streamwise location where the harmonics appears
moves upstream. This sequence seems similar to the primary crossflow instability
which first grows linearly after which it saturates and nonlinear effects between dif-
ferent modes occur.
The experiments on wall-forcing show that the secondary instability is
receptive to environmental disturbances.
During flight there might be a similar source of forcing such as vibrations or noise
which could influence the growth of the secondary instability. Furthermore, from an
experimental point of view it is important to take into account the forcing ampli-
tude when using wall-forcing to visualize the structure of the secondary crossflow
instability.
Freestream forcing with a single tone does not excite the secondary
instability directly.
In the current experiment the distance from the excitation mechanism to the neutral
stability point of the secondary instability and the amplitude of forcing were altered
but no interaction was found.
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A small roughness strip causes the freestream forcing to interact with
the natural occuring secondary instability.
This mechanism has not been observed in previous studies for the secondary cross-
flow instability. The mechanism has analogies with receptivity mechanisms found for
Tollmien-Schlichting waves and travelling crossflow waves (Goldstein, 1985; Schra-
der et al., 2009).
The following recommendations related to the experiments on the secondary in-
stability are given:
• Wall-forcing is important for both the primary and secondary instability and the-
refore needs to be understood in more detail. Experiments with different amplitudes
and frequencies could be carried out. Furthermore, instead of tonal excitation, the
influence of white noise could be investigated to have closer similarity to actual
sound. Furthermore, since it is possible to move transition upstream by increasing
the forcing amplitude, there might be a possibility to delay transition with wall-
forcing.
• The mechanism by which roughness and freestream disturbances excite the secon-
dary instability should be studied in more detail. Even though, the flow breaks down
shortly after the secondary instability appears without forcing, strong receptivity of
the secondary instability to roughness and acoustic disturbances could lead to even
earlier transition leading to an increase in friction drag. To avoid this, it could in-
dicate that next to the leading edge region, there should be a second region on an
aeroplane wing where strong requirements on the surface roughness should hold.
The experiments on the secondary instability started with confirming previous stu-
dies after which a new area was investigated. While the secondary instability found
in this study could not be classified as a pure Type-I or Type-II instability, the
wavelength, wave speed and elevation angle of the instability in its early growth
stage, all agreed with those found in previous investigations (Kawakami et al., 1999;
Wassermann and Kloker, 2002; Serpieri and Kotsonis, 2016b). The structure of the
secondary crossflow instability in the nonlinear growth stage has not been reported
before and might help to understand the physics of the breakdown process over a
swept wing more thoroughly. In previous investigations it was found that wall-forcing
could be used to excite the secondary instability (Kawakami et al., 1999; Chernoray
et al., 2005; Serpieri and Kotsonis, 2016a) however a detailed study on the influence
of wall-forcing had not been carried out before. Excitation of the secondary instabi-
lity from the freestream had not been effective in previous studies White and Saric
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(2005). While it was thought that this had to do with the location where the forcing
was applied, this did not turn out to be the case. Instead, with freestream forcing
close to the onset of the natural occurring secondary instability similar results as
in previous studies were obtained and the secondary instability was not excited. In
previous studies a small roughness was added on the experimental model to increase
the receptivity from freestream forcing to Tollmien-Schlichting waves and the tra-
velling crossflow instabiltiy (Goldstein, 1985; Schrader et al., 2009; Borodulin et al.,
2013). Here it was shown for the first time that when a roughness strip this also
occurs for the secondary crossflow instability.
...
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Appendices
A
Computational analysis
A.1. Linear stability analysis
Linear stability analysis is carried out to understand how the instabilities grow on
the flat plate. In Figure 1 an overview of the steps taken in the analysis are shown.
First, pressure distributions from the computations or experiment are smoothened,
Figure 1. Flow chart for TAU analysis.
and outlier points are removed. The pressure distribution together with the flow
conditions and model dimensions, are the input for the BL2D code. In this code the
compressible laminar boundary layer equations for swept-tapered or infinite swept
wing are solved1. From the BL2D code the mean velocity profiles in the streamwise
and spanwise direction are obtained. This is the input for CoDS1, which solves the
three dimensional linear stability equations (see Chapter 1). The assumptions in this
analysis are the following:
• The flow is independent of the spanwise direction. Therefore the spanwise growth
rate of the instabilities in the βi=0.
• The wavelength λ defined as √α2r + β2r is constant with x. This condition is cho-
sen since the wavelength is an important parameter in the design of the roughness
elements as discussed in more detail in Chapter 4.
1Qinetic (unpublished)
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From CoDS the most unstable eigenmodes at each chordwise location are found
and are identified as Tollmien-Schlichting waves or crossflow waves depending on
the direction of their wavenumber vector. For Tollmien-Schlichting waves the vector
is aligned with the streamline, while for the cross flow waves the vector is perpendi-
cular to the streamline. When the most unstable eigenmodes are calculated, N-factor
curves are obtained. The N-factor curves are used to determine if the transition pro-
cess is dominated by Tollmien-Schlichting waves or crossflow waves. Furthermore,
the wavelength of the most unstable stationary crossflow wave is obtained.
A.2. DLR-TAU analysis
The DLR-TAU software was used to resolve the three-dimensional flow around the
designed experimental model. In the DLR-TAU code, the Reynolds Averaged Navier
Stokes (RANS) equations are solved on an unstructured hybrid grid (Gerhold et al.,
1997), i.e. different sizes and shapes grid cells are used to fill up the computational
domain. The computations were performed at the Airbus Group Innovations facility
in Bristol. The first goal of the computations was, to compare the pressure distribu-
tions obtained from the experiment and the two-dimensional panel code, with the
pressure distribution obtained in a full three-dimensional flow solver. Secondly, the
goal was to identify three-dimensional flow effects such as flow separation. In this
computation the wind tunnel, together with the flat plate and two displacement
bodies were modelled with a total of 11 million grid cells. At the inlet plane, a con-
stant total pressure and density were described. On the wind tunnel walls a turbulent
boundary layer of 0.01m was prescribed, 0.2m upstream of the leading edge of the
plate. This was estimated from boundary layer measurements at the bottom tunnel
wall, with a miniature Pitot tube. In the experiment the flow was laminar on approx-
imately 50% of the test side of the flat plate, however, as a first approximation, the
flow over the flat plate was computed as fully turbulent. The turbulent effects are
modelled with the negative Spalart-Allmaras model, a one equation eddy-viscosity
model. In Figure 2 the flow chart of the computational analysis is shown. First, the
model was assembled in SolidWorks and imported in RAVEN (corvidTec) to prepare
the model for the meshing stage. Next, the initial surface and volume mesh were ge-
nerated with SOLAR (Leatham et al., 2000) and the quality of the mesh was visually
checked in ParaView. Here, detail was especially given to the leading edge region
of the flat plate, since small changes in the leading edge shape, could change the
location of the stagnation point and the pressure distribution significantly. In Figure
3 details from the final mesh in the leading edge region are shown. The generated
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Figure 2. Flow chart for TAU analysis
Figure 3. Mesh details on the flat plate and leading edge.
mesh went to a pre-processing procedure of TAU, which computed data necessary
for the TAU flow solver. The TAU flow solver used a multigrid method with three
steps, where in each step a finer grid was generated. The results were post-processed
in ParaView and MATLAB. The initial idea was to test a wide range of flap angles,
to understand how this would alter the pressure distribution on the flat plate. Howe-
ver, the computations turned out to be time-consuming to set-up and therefore only
one flap angle of about 25◦ was tested. This angle is about 5 degrees higher than
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the angles used in the experiment, however, the pressure distribution for this flap
angle was measured with the pressure belt such that a comparison could be made
(Section 3.2). In this section the results of the computation are discussed and the
pressure distribution is compared to the 2D panel code. In Section 3.2 the results
are compared to the experimental pressure distribution.
Figure 4 shows a schematic of the set-up viewed from the top, to define the front and
back of the flat plate and displacement bodies. In Figure 5 the streamwise friction
Figure 4. Mesh details on the flat plate and leading edge viewed from the top.
coefficient is presented for the front and back of the plate. A positive friction coef-
ficient indicates that the flow is reversed and flow separation occurred. The friction
coefficient is negative on the test side of the plate. At the back of the plate flow se-
paration occurs at the flap for almost the entire height of the plate. This is expected
since the flap angle tested is high, creating a strong adverse pressure gradient. The
friction coefficient for the displacement body placed on the test side of the plate is
shown in Figure 6. At the back of the displacement body, which is facing the plate,
no flow separation occurs. At side II of the displacement body, there is separation on
the leading edge, at the junction between the attachment line on the displacement
body and the wall of the tunnel. The flow does stay attached at the trailing edge of
the body. This is important from an experimental point of view, since a separated
wake on the trailing edge could interact with the boundary layer on the plate.
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Figure 5. Streamwise friction coefficient at the front and the back of the plate.
Figure 6. Streamwise friction coefficient at both sides of the displacement body placed
at the test-side of the plate.
The pressure coefficient,Cp,τ is determined with:
Cp,τ =
ps − ps,∞
1
2
ρU2∞
, (A.1)
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where ps is the static pressure at the location where Cp,TAU is evaluated, ps,∞ the
static pressure at the reference location and U∞ is the reference velocity. Initially,
it was thought that this reference velocity was set at the inlet of the computational
domain.
Figure 7. Pressure distribution around the flat plate at the ceiling of the wind tunnel.
However, the pressure distribution at the ceiling of the wind tunnel, presented in
Figure 7, it was observed that the pressure coefficient did not equal zero at the start of
the computational domain. The pressure distribution along the entire computational
domain at the location of the Pitot tube, presented in Figure 8, shows that Cp=0 at
the outlet of the domain.
Figure 8. Pressure coefficient in the streamwise direction along the dotted line shown in
Figure 7.
In the experiment the freestream environment is defined at the inlet and therefore the
pressure coefficient from TAU, Cp,τ , is corrected to represent the reference conditions
at the location of the Pitot tube. The correction is determined by assuming isentropic
flow such that the total pressure at the reference location used in TAU denoted with,
∞ is equal to the total pressure at the Pitot tube:
ps,∞ +
1
2
ρU2∞ = ps,P itot +
1
2
ρU2Pitot. (A.2)
If now the static pressure ps is added to both sides of the equation it can be shown
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that the corrected pressure coefficient Cp is determined with:
Cp = 1−
(
U∞
UPitot
)2
(1− Cp,τ ). (A.3)
To obtain the ratio between U∞/UPitot the pressure coefficient at the Pitot tube
was determined from Figure 8 and equal to 0.13. Assuming isentropic flow the ratio
between is determined with:
Cp,P itot = 1−
(
UPitot
U∞
)2
, (A.4)
and equal to 1.072. This value is used in Equation A.3 to obtain the corrected pres-
sure coefficient.
In Figure 9 the corrected pressure coefficient on the front and the back of the plate
are presented.
Figure 9. Pressure coefficient on both sides of the flat plate.
The pressure decreases in the chordwise direction, due to the converging channel cre-
ated by the displacement bodies. Towards the trailing edge of the plate the pressure
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increases, due to the angle of the trailing edge flap. The pressure coefficient varies in
the leading edge region, indicating the presence of three-dimensional effects. To see
this effect more clearly the pressure coefficient at z/H=0.1 to z/H=0.9 in 0.1 steps
is extracted along the streamwise direction (Figure 10), where H is the height of
the wind tunnel. The location of the attachment line is determined as the location
Figure 10. Pressure distribution on the plate and location of the attachment
line. A)Pressure distribution for different z/H locations (color) computed with TAU and
the panel code (black). B) Location of the attachment line on the leading edge for different
z/H locations (color) and with the panel code (black).
where the pressure is maximum. At the lower part of the plate (z/H=0.1-0.4) the
attachment line is at x/c=0 while the stagnation point moves to the front part of
the plate for from z/H=0.5. From the attachment line pressure coefficient, Cp,AL,
the effective sweep angle is calculated with:
Λeff = cos
−1
(√
Cp,AL
)
, (A.5)
where it is used that in a two-dimensional flow the stagnation pressure is equal to 1.
The attachment line pressure changes from Cp,AL=0.58 at the bottom of the plate,
to Cp,AL=0.45 in the middle of the plate to Cp,AL=0.53 at the top of the plate which
corresponds to Λeff=40.4
◦ to Λeff=47.8◦ and Λeff=43.3◦ degrees respectively. In the
absence of three-dimensional effects, an effective sweep angle of 45 degrees would be
expected, which is reasonably close to the value found in the computations at the
middle of the plate.
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Next, the pressure distribution in the middle of the plate, z/H=0.5, is compared to
the pressure distribution from the two dimensional inviscid panel code, as presented
in Figure 10 with the black line. The pressure distribution from the two-dimensional
panel code is transformed to its three-dimensional equivalent by using:
Cp,3D = Cp,2D cos(Λeff )
2, (A.6)
where Λeff=47.8
◦ degrees obtained from the TAU computations. In Figure 10 it is
shown that the magnitude of the pressure coefficient obtained with the panel code is
slightly lower for the pressure distribution obtained with TAU. The viscous effects
cause this lower pressure distribution through two mechanisms. First of all, the gro-
wing boundary layers on the plate, displacement body and tunnel walls will change
the effective shape of the bodies. Secondly, flow separation on the flap, which is not
modelled in the inviscid panel code, makes the flap less effective leading to a more
accelerated flow and consequently a lower pressure.
Even though, the magnitude of the pressure coefficient is lower, the trend and
gradient for both pressure distributions is similar. The linear stability analysis re-
sults, presented in Figure 11, show that the growth of the crossflow and Tollmien-
Schlichting waves is similar. The wavelengths of the stationary crossflow waves and
the neutral stability point were similar for both cases as well.
Figure 11. N-factor curves for stationary crossflow waves obtained from the pressure
distributions of the panel code and DLR-TAU code.
Comparing the computation time of around 20 hours for TAU to 20 seconds for
the panel code, it is concluded that the panel code is a useful tool to get a first
approximation of the pressure distribution and stability characteristics at a location
on the plate where three-dimensional effects are minimal.
Piecewise linear velocity profiles 199
A.3. Piecewise linear velocity profiles
To estimate the frequencies of the secondary instability the piecewise linear velocity
profile technique was employed to the measured streamwise velocity profiles. This
crude technique was used before computational methods were available and are not
expected to give exact agreement with the experiment (Schmid and Henningson,
2001). Here the technique will be explained and a dispersion relation for an arbi-
trary piecewise linear velocity profile will be given.
As explained before in Chapter 1 the Orr-Sommerfeld can be taken in the limit
of large Reynolds numbers to obtain Rayleighs equation:
(U − c)
(
d2v
dy2
− α2v
)
− d
2U
dy2
v = 0, (A.7)
where c = ω/α and for temporally and spatially unstable flow, ω and k are complex
respectively.
Figure 12. Parameters on two
panels determining the influ-
ence coefficients.
For a piecewise linear velocity profile the second de-
rivative in U becomes zero simplifying the equation.
Here the velocity profile is given with:
U(y) =

a1y for 0 ≤ y ≤ y1
a2y + b2 for y1 < y ≤ y2
a3y + b3 for y2 < y ≤ y3
1 for y > y3
(A.8)
as shown in Figure 12 For each segment Rayleighs
equation is solved. The general solution for each seg-
ment reads:
v1 = Ae
−αy +Beαy → v1 = B(eαy − e−αy),
v2 = Ce
−αy +Deαy,
v3 = Fe
−αy +Geαy,
v4 = He
−αy + Leαy → v4 = He−αy,
where the boundary conditions v=0 at y=0 and v=0
as y→∞ are applied for v1 and v4. To find the constants A,B,C,D,F ,G and H, the
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jump conditions are applied at y1, y2 and y3. The first jump condition writes:[[
(U − c) dv
dy
− dU
dy
v
]]
= 0, (A.9)
and represents that the pressure is constant over the jump. The second jump condi-
tion writes:[[
v
U − c
]]
= 0, (A.10)
and represents that the point where the condition is applied is a material surface.
For a derivation of the jump conditions Schmid and Henningson (2001) can be
consulted. Each of the jump equations is now applied for y1, y2 and y3 to get a
system of equations which can be written as:γ1c+ β1 γ2c+ β2 00 γ5c+ β5 γ6c+ β6
β7 β8 γ9c+ β9

BD
G
 =
00
0
 (A.11)
Where γ1 to γ9 and β1 to β9 are a function of k. For brevity, here the procedure for
y1 is written out. Jump condition 1 writes:
v1
U1 − c =
v2
U1 − c → v1 = v2,
B(eαy1 − e−αy1) = Ce−αy1 +Deαy1 ,
C = B(1− e2αy1) +De2αy1 .
The second jump condition writes:
(U1 − c)(B(keαy1 + ke−αy1)− a1B(eαy1 − e−αy1) =
(U1 − c)(Dkeαy1 − Cke−αy1)− a2(Ce−αy1 +Deαy1)
Combining the equations for both jump conditions results in:
B((U1 − c)k(2eαy1 + (a2 − a1)(eαy1 − e−αy1))− 2Dkeαy1(U1 − c) = 0 (A.12)
Which corresponds to the first row of the matrix. Applying the jump conditions for
Piecewise linear velocity profiles 201
y2 and y3 the coefficients of the matrix described in A.11 write:
γ1 = −2keαy1
γ2 = 2ke
αy1
γ5 = −2keαy2
γ6 = 2ke
αy2 + 2k
a2 − a3
a3
ek(2y3−y2)
γ9 =
2k
a3
e2αy3
β1 = 2U1ke
αy1 + (a2 − a1)(eαy1 − e−αy1)
β2 = −2U1keαy1
β5 = 2U2ke
αy2
β6 = −2kU2eαy2 + 2U3ka3 − a2
a3
ek(2y3−y2) + (a3 − a2)(eαy2 − ek(2y3−y2))
β7 = e
2αy1 − 1
β8 = e
2αy2 − e2αy1
β9 =
−2U3k
a3
e2αy3 − e2αy2 + e2αy3
To find the non-trivial solutions of the system described by A.11 the determinant
has to be equal to 0, which gives
f(k) = aω3 + bω2 + gω + h = 0 (A.13)
where c = ω/k has been substituted. The coeffcients a,b,d and f write:
a =
1
k3
γ1γ5γ9
b =
1
k2
(γ1γ5β9 − γ1β5γ9 − γ6γ1β8 + γ2γ6β7 + β1γ5γ9)
g =
1
k
(γ1β5β9 − γ1β6β8 + γ5β9β1 + β5γ9β1 − γ6β1β8 + β2γ6β7 + β6γ2β7)
h = β5β9β1 − β6β1β8 + β6β2β7
For the temporal stability problem ω is found in terms of k. In order to do so
the roots of the third order polynomial in Equation A.13 are calculated with the
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following equations:
r1 = − 1
3a
(
b+ C1 +
∆0
C1
)
r2 = − 1
3a
(
b+ C2 +
∆0
C2
)
r3 = − 1
3a
(
b+ C3 +
∆0
C3
)
where,
C1 =
(
1
2
(
∆1 +
√
∆21 − 4∆30
)) 13
C2 = C1
(−1
2
+
1
2
√
3i
)
C3 = C1
(−1
2
− 1
2
√
3i
)
and
∆0 = b
2 − 3ag
∆1 = 2b
3 − 9abg + 27a2h.
For the spatial stability problem Newton’s method was employed to find a complex
k for a given ω. After each iteration a new k is determined with:
kn+1 = kn − f(kn)
f ′(kn)
(A.14)
The derivative f ′(kn) is determined analytically by first calculating the derivatives
of γ1 to γ9 and β1 to β9 and then using the chain rule to calculate the derivatives of
a,b,g and h.
To verify the derivation of the function f(k) first a temporal stability problem was
solved, which dispersion relation was given in Schmid and Henningson (2001). The
profile is described with:
U(y) =

2by for 0 ≤ y ≤ 1/2
2(1− b)y + (2b− 1) for 1/2 < y ≤ 1
1 for y > 1
(A.15)
This profile has three segments instead of four for the derived equations. Therefore
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one extra segment is added resulting in: a1=a2=2b, b2=0, a3=2(1-b)b3 = (2b − 1),
y1=0.25 y2=0.5, y3=1, U1=0.5b, U2=b and U3=1. The solutions with b=0.4 for the
real and complex c are shown in Figure 13 and are equivalent to Figure 2.9 in Schmid
and Henningson (2001).
Figure 13. N-factor curves for stationary crossflow waves obtained from the pressure
distributions of the panel code and DLR-TAU code.
As expected from the equations for the roots of the third order polynomial there
are two bifurcation points. At these points the system only has one solution. In the
region where ci has two solutions the perturbations of the form e
ik(x−ct) can grow
in time and therefore the system is unstable. In the region where ci=0 the system
is stable again and the perturbatin s are described as waves with wavenumber k
and temportal frequency cr, where again due to the quadratic form of the equations
there are two solutions.
B
Hess-Smith panel code
B.1. Introduction
The panel code was used to design the displacement body which is placed above
and below the flat plate. First, a simple code was written with one aerofoil, after
which the code was extended to more bodies such to describe the entire experimental
set-up. In this appendix the principle of the panel code will be discussed, together
with the validation of the written code. Finally, improvements of the initial code are
described.
B.2. Principle of panel code
The two-dimensional panel code follows the classic Hess Smith method (Hess and
Smith, 1967), which is described in detail in Mason (1995). In this method, the
contour of a body is divided in several panels, where each panel has a a distributed
source and vortex. In Figure 1A the lay-out for an aerofoil with an angle of attack
is shown. In total there are N+1 nodes which results in N panels and N control
points. This means that there are N+1 unknowns; the strengths of N sources and
the strength of one vortex.
Since there are N+1 unknowns, N+1 equations are needed to solve the system.
For each panel the flow tangency condition should be valid, which states that there
is no flow normal to the panel. The flow tangency condition is written as:
V · n = 0, (B.1)
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Figure 1. Different lay-outs of the panel code. A) One body. B) Two bodies. C)
One body with methods of images.
where V is the velocity vector with the streamwise velocity u and normal velocity v
and n the unit vector normal to the panel. The final equation is the Kutta condition,
which states that the flow leaves the trailing edge smoothly and writes:
V · t|1 = −V · t|N , (B.2)
where t is the unit vector tangential to the panel. The subscripts 1 and N denote
the first and N-th panel. In order to write down these equations expressions for the
velocity components are needed. Following potential flow theory, the velocity at a
control point i is written as the sum of the contributions of sources, vortices and
free stream velocity as:
ui = U∞ +
N∑
j=1
qjusij + γ
N∑
j=1
uvij (B.3)
and
vi = V∞ +
N∑
j=1
qjvsij + γ
N∑
j=1
vvij , (B.4)
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where U∞ and V∞ are the free stream velocities in the streamwise and normal di-
rection, qj the source strength at panel j and γ is the vortex strength which has the
same value at each panel.
Figure 2. Parameters on two
panels determining the influ-
ence coefficients.
The influence coefficients are given by usij ,uvij ,vsij
and vvij . They describe how a panel j with source qj
and vortex γ, influences the velocity on a panel with
control point i. The velocities us and vs induced by
a source qj, distributed on panel j write:
us =
∫ x=l
x=0
qj
2pi
x∗i − x
(x∗i − x)2 + y∗2i
dx, (B.5)
and
vs =
∫ x=l
x=0
qj
2pi
y∗i
(x∗i − x)2 + y∗2i
dx. (B.6)
With the constant source strength qj and integrating the expressions the influence
coefficients us,ij and vs,ij are obtained and write:
us,ij = − 1
2pi
ln
(ri,j+1
ri,j
)
(B.7)
and
vs,ij =
βi,j
2pi
. (B.8)
Similarly, for a vortex the induced velocity components are written as:
uv =
∫ x=l
x=0
γ
2pi
y∗i
(x∗i − x)2 + y∗2i
dx (B.9)
and
vv =
∫ x=l
x=0
− γ
2pi
x∗i − x
(x∗i − x)2 + y∗2i
dx. (B.10)
From this it is found that uvij=vsij and vvij=−usij . After a coordinate transformation
to the global coordinate system, a linear system of equations is derived which can
be written as:
Aq = b, (B.11)
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where A is the matrix with Equation B.1 and B.2 for each panel, q a vector with
the unknown sources and vortex and b a vector with all the known parameters such
as the contribution of the freestream.
B.3. Definition of matrix A for different cases
The panel code is easily extended for multiple bodies or for using the method of
images. The only variable is the matrix A written in Equation B.11. In this section
the structure of matrix A is given for the lay-outs of the panel code shown in Figure
1.
B.3.1. Single body
The single body arrangement is sketched in Figure 1A. In total there are N control
points and N panels which results in the following system:
A1,1 A1,2 · · · · · · A1,N+1
A2,1 A2,2 · · · · · · A2,N+1
...
...
. . . · · · ...
AN,1 AN,2 · · · . . . AN,N+1
AN+1,1 AN+1,2 · · · · · · AN+1,N+1


q1
q2
...
qN
γ

=

b1
b2
...
bN
bN+1

For a single body each entry Ai,j represents the influence of panel j on control
point i on the body. Row A(1:N,j) represents the flow tangency condition while row
A(N+1,j) represents the Kutta condition. Column A(i,N+1) represents the influence
of the vortex, γ.
B.3.2. Two bodies
For two bodies the number of unknowns increases because now there are two sets of
sources. In Figure 1B the lay-out for two bodies is shown. The system of equations
is written as: (
AB1B1 AB1B2
AB2B1 AB2B2
)(
qB1
qB2
)
=
(
bB1
bB2
)
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With:
AB1B1 =

A1,1 A1,2 · · · · · · A1,N1+1
A2,1 A2,2 · · · · · · A2,N1+1
...
...
. . . · · · ...
AN1,1 AN1,2 · · · . . . AN1,N1+1
AN1+1,1 AN1+1,2 · · · · · · AN1+1,N1+1

AB1B2 =

A1,N1+2 A1,N1+3 · · · · · · A1,N1+N2+2
A2,N1+2 A2,N1+3 · · · · · · A2,N1+N2+2
...
...
. . . · · · ...
AN1,N1+2 AN1,N1+3 · · · . . . AN1,N1+N2+2
AN1+1,N1+2 AN1+1,N1+3 · · · · · · AN1+1,N1+N2+2

AB2B1 =

AN1+2,1 AN1+2,2 · · · · · · AN1+2,N1+1
AN1+3,1 AN1+3,2 · · · · · · AN1+3,N1+1
...
...
. . . · · · ...
AN1+N2+1,1 AN1+N2+1,2 · · · . . . AN1+N2+1,N1+1
AN1+N2+2,1 AN1+N2+2,2 · · · · · · AN1+N2+2,N1+1

AB2B2 =

AN1+2,N1+2 AN1+2,N1+3 · · · · · · AN1+2,N1+N2+2
AN1+3,N1+2 AN1+3,N1+3 · · · · · · AN1+3,N1+N2+2
...
...
. . . · · · ...
AN1+N2+1,N1+2 AN1+N2+1,N1+3 · · · . . . AN1+N2+1,N1+N2+2
AN1+N2+2,N1+2 AN1+N2+2,N1+3 · · · · · · AN1+N2+2,N1+N2+2

The total matrix A is of size N1+N2+2×N1+N2+2 and the submatrices represent
the following:
AB1B1 represents the influence of the sources and vortices of Body 1 on Body 1 and
is therefore of size N1+1×N1+1.
AB1B2 represents the influence of the sources and vortices of Body 2 on Body 1 and
is therefore of size N1+1×N2+1.
AB2B1 represents the influence of the sources and vortices of Body 1 on Body 2 and
is therefore of size N2+1×N1+1.
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AB2B2 represents the influence of the sources and vortices of Body 2 on Body 2 and
is therefore of size N2+1×N2+1.
Adding more bodies will make the matrix A consist of more submatrices. With three
bodies there would be 9 submatrices, with four bodies 16 etc.
B.3.3. Standard method of images
In the method of images a body is mirrored, where a streamline is created at the line
of symmetry (Figure 1C). Each body has the same number of panels and control
points. In this case the system of equations is written as:
AB1,1 + A
I
1,1 · · · · · · · · · AB1,N+1 + AI1,N+1
AB2,1 + A
I
2,1
. . . · · · · · · AB2,N+1 + AI2,N+1
...
...
. . . · · · ...
ABN,1 + A
I
N,1 · · · · · · . . . ABN,N+1 + AIN,N+1
ABN+1,1 + A
I
N+1,1 · · · · · · · · · ABN+1,N+1 + AIN+1,N+1


qB1
qB2
...
qBN
γB

=

bB1
bB2
...
bBN
bBN+1

Here, each entry has the influence of the panels j on the body and image, on control
point i. Since the two bodies are identical the strength of sources qj is identical. For
γ the sign changes on the image body which is included in the last column of the
matrix.
B.3.4. Method of images with a single body
The experimental set-up consists of two displacement bodies and a flat plate. In the
panel code the two displacement bodies are modelled with the method of images
and the flat plate is modeled as a single body (Figure 3). For this case the system
Figure 3. Panel code set-up for the method of images with one body.
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is written as: (
AB1B1,B + AB1B1,I AB1B2
AB2B1,B + AB2B1,I AB2B2
)(
qB1
qB2
)
=
(
bB1
bB2
)
Here the additional terms represent the influence of the sources and vortices of the
image. The total size of the matrix does not change compared to the two bodies case
since the number of unknowns stays the same.
B.4. Validation of panel code
The panel code was validated through different methods. The single body panel
code was validated with the pressure distribution of a NACA0012. The results are
presented in Figure 4. The values obtained from XFOIL and the panel code are
virtually identical, which confirms that the panel code is correct for the single body
arrangement shown in Figure 1A. Next, the panel code with the method of images,
Figure 4. Comparison of panel code with XFOIL.
as defined in Figure 1C, was validated with an experimental study carried out by
Hiemcke (1997). In Figure 5 it is presented that the pressure distributions for both
panel codes are almost identical. Furthermore, there is a small discrepancy with the
experiment where the pressure coefficient is lower compared to the panel code at the
top of the displacement body. In the panel code viscous effects such as boundary layer
growth are not taken into account. The boundary layer growth in the experiment
changes the effective shape of the aerofoil and therewith the pressure distribution.
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Figure 5. Comparison of the panel code with the method of images to panel code and
experimental study carried out by (Hiemcke, 1997).
B.5. Improvements of panel code
Throughout the project the panel code was improved by increasing the leading edge
resolution, and by adding a flap angle and tunnel walls to the model. Here the
influence of each of these additions is discussed.
B.5.1. Flap angle, αf
The purpose of the trailing edge flap is to ensure that the stagnation point is at the
top of the plate. In Figure 6 the influence of changing the flap angle, on the location
of the stagnation point at the leading edge is shown. As expected, the stagnation
point moves gradually from the back to the front of the plate with increasing flap
angle.
Figure 6. Influence of flap angle on the location of the stagnation point.A)
Definition of the tested flap angles. B) Location of the stagnation point on the leading
edge where the colour corresponds to the flap angle.
The pressure at the front of the plate increases with increasing flap angle (Figure
7). Increasing the flap angle is equivalent to giving the plate a small negative angle
of attack, increasing the pressure at the front while decreasing the pressure at the
bottom of the plate.
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Figure 7. Pressure distribution over the plate for different flap angles.
B.5.2. Increased resolution at leading edge
The validation of the panel code was carried out with aerofoils. These aerofoils have
a leading edge nose radius, around 10% of the chord length. For the flat plate,
the radius is around 0.4% of the chord length, therefore a change in resolution of
control points at the leading edge can easily lead to a different shape and pressure
coefficients. In Figure 8 the influence of the leading edge resolution on the stagnation
pressure and location are shown. When the leading edge is described with a high
resolution, the suction peak becomes larger since the leading edge becomes sharper,
leading to larger velocity gradients. When a low resolution leading edge is used, the
location of the stagnation point changes and the stagnation pressure decreases. For
the three-dimensional linear stability analysis, the stagnation pressure determines
the sweep angle and it is therefore important to have enough points at the leading
edge to describe the stagnation pressure correctly.
Figure 8. Influence of leading edge resolution on the pressure distribution.A)
Shape of the leading edge through the distribution of the control points. B) Pressure
distribution at the leading edge of the flat plate.
C
LabVIEW system
The main user interface of the developed LabVIEW system is shown in Figure 2.
In each part of the interface different tasks can be carried out such as starting a
hot-wire scan, carrying out a hot-wire calibration or changing the position of the
hot-wire. The goal of the LabVIEW system was to automate large part of the data
acquisition and switch between the different tasks smoothly.
The overall architecture to achieve this is shown in Figure 1. The state machine
consists of a while loop with inside it a case structure. Each case of the case struc-
ture is assigned to a different task. At the end of each case structure it is decided to
which case structure it should go next. With this system in place it was possible to
carry out a large number of tasks without interference of the user.
In this PhD project the data acquisition system was built from scratch together
with three other members of the research group.
214 LabVIEW system
Figure 1. State machine structure to switch between different tasks.
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Figure 2. Overview of LabVIEW user interface
D
Freestream disturbance
measurements
The free stream turbulence measurements are carried out in the empty wind tunnel
for different locations as described in Chapter 3 and shown again in Figure 1. In this
appendix the results of the measurements are given.
Figure 1. Locations at which free-stream turbulence measurements are taken.
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Table D.1. Tu (%) at x/L=0.24 for different y and z locations.
y/W=0.50
z/H U∞=10 m/s 12 m/s 14 m/s 16 m/s 18 m/s
0.32 0.0122 0.0097 0.0094 0.0083 0.0078
0.48 0.0121 0.0098 0.0093 0.0082 0.0079
0.64 0.0119 0.0097 0.0092 0.0081 0.0079
0.80 0.0141 0.0103 0.0097 0.0086 0.0083
y/W=0.44
z/H U∞=10 m/s 12 m/s 14 m/s 16 m/s 18 m/s
0.32 0.0121 0.0096 0.0092 0.0083 0.0078
0.48 0.0120 0.0098 0.0094 0.0083 0.0079
0.64 0.0117 0.0098 0.0092 0.0082 0.0079
0.80 0.0128 0.0103 0.0097 0.0086 0.0082
y/W=0.39
z/H U∞=10 m/s 12 m/s 14 m/s 16 m/s 18 m/s
0.32 0.0121 0.0097 0.0093 0.0083 0.0078
0.48 0.0121 0.0098 0.0094 0.0085 0.0078
0.64 0.0118 0.0098 0.0092 0.0082 0.0078
0.80 0.0125 0.0102 0.0096 0.0085 0.0082
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Table D.2. Tu (%) at x/L=0.51 for different y and z locations.
y/W=0.50
z/H U∞=10 m/s 12 m/s 14 m/s 16 m/s 18 m/s
0.32 0.0120 0.0098 0.0093 0.0084 0.0079
0.48 0.0122 0.0098 0.0093 0.0082 0.0079
0.64 0.0119 0.0098 0.0092 0.0082 0.0077
0.80 0.0141 0.0109 0.0101 0.0089 0.0494
y/W=0.44
z/H U∞=10 m/s 12 m/s 14 m/s 16 m/s 18 m/s
0.32 0.0120 0.0098 0.0092 0.0083 0.0078
0.48 0.0121 0.0098 0.0093 0.0083 0.0078
0.64 0.0119 0.0101 0.0092 0.0082 0.0209
0.80 0.0137 0.0107 0.0101 0.0088 0.0495
y/W=0.39
z/H U∞=10 m/s 12 m/s 14 m/s 16 m/s 18 m/s
0.32 0.0120 0.0097 0.0092 0.0082 0.0078
0.48 0.0122 0.0098 0.0094 0.0082 0.0078
0.64 0.0119 0.0098 0.0092 0.0082 0.0494
0.80 0.0131 0.0106 0.0099 0.0090 0.0500
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Table D.3. Tu (%) at x/L=0.83 for different y and z locations.
y/W=0.50
z/H U∞=10 m/s 12 m/s 14 m/s 16 m/s 18 m/s
0.32 - - - - -
0.48 0.0127 0.0100 0.0095 0.0083 0.0081
0.64 0.0127 0.0099 0.0094 0.0085 0.0080
0.80 0.0168 0.0122 0.0111 0.0099 0.0096
y/W=0.44
z/H U∞=10 m/s 12 m/s 14 m/s 16 m/s 18 m/s
0.32 - - - - -
0.48 0.0127 0.0099 0.0094 0.0082 0.0080
0.64 0.0127 0.0100 0.0094 0.0083 0.0079
0.80 0.0163 0.0118 0.0110 0.0099 0.0096
y/W=0.39
z/H U∞=10 m/s 12 m/s 14 m/s 16 m/s 18 m/s
0.32 0.0128 0.0100 0.0095 0.0083 0.0080
0.48 0.0128 0.0099 0.0095 0.0083 0.0080
0.64 0.0127 0.0099 0.0094 0.0083 0.0079
0.80 0.0149 0.0114 0.0108 0.0098 0.0096
E
Uncertainty analysis
E.1. Error propagation
The errors calculated in this section follow the ISO uncertainty model (JCGM, 2008).
The standard uncertainty of a function f , depending on variables x1,x2 to xN is:
∆f 2 =
N∑
i=1
(
∂f
∂xi
)2
∆x2i . (E.1)
When f is a linear function of the variables x, such as f = x1+x2+..xN the equation
writes:
∆f 2 =
N∑
i=1
∆x2i . (E.2)
If f is a product of different variables, such as f = xp11 x
p2
2 ..x
pN
N the equation writes:(
∆f
f
)2
=
N∑
i=1
(
pi∆xi
xi
)2
. (E.3)
The uncertainty of a stochastic variable is calculated as a standard deviation. To
relate the standard deviation to an interval the expanded uncertainty is defined as:
∆F = kc∆f, (E.4)
where kc is the coverage factor. Depending on the probability distribution of the
measured variable and the preferred confidence level, kc takes different values. In this
Appendix the intervals are determined for a normal and rectangular distribution.
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For a confidence level of 95%, the coverage factors are 1.96 and 1/
√
3 respectively
(JCGM, 2008).
E.2. Pressure measurements
The pressure coefficient, Cp, is calculated with:
Cp =
P1
1
2
ρU2∞
. (E.5)
Using Equation E.3 the relative error for Cp is determined as:
∆Cp
Cp
=
√(
∆P1
P1
)2
+
(
∆ρ
ρ
)2
+
(
2∆U∞
U∞
)2
. (E.6)
The density, ρ is calculated with ρ = P2
RT
so therefore the relative error for ρ is:
∆ρ
ρ
=
√(
∆P2
P2
)2
+
(
∆T
T
)2
. (E.7)
Finally, the velocity is calculated with:
U∞ =
√
2P3
ρ
, (E.8)
which gives a relative error for U∞ as:
∆U∞
U∞
=
√( 1
2
∆P3
P3
)2
+
( 1
2
∆ρ
ρ
)2
. (E.9)
With the reference values and errors given in Table E.1, the error for the pressure
coefficient Cp is about 0.75%.
Table E.1. Uncertainties in pressure coefficient calculations.
Variable, x Ref. value ∆x kc ∆X/x
P1 31Pa 0.2Pa 1/
√
3 0.37%
P2 101325Pa 55Pa 1/
√
3 0.03%
P3 154Pa 0.2Pa 1.96 0.02%
T 20◦C 0.1◦C 1/
√
3 0.29%
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E.3. Hot wire measurements
The hot-wire measures a voltage, E, which is converted to a velocity U . The total
uncertainty in U is the sum of the uncertainties caused by the calibration, data
acquisition and experimental conditions (Jørgensen, 2001). The uncertainties in the
calibration are caused by the accuracy of the velocity measurement with the Pitot
tube. This error, ∆UPT is determined for each velocity on the calibration curve with
Equation E.9 and the total error, ∆U1 is then determined with:
∆U1 = kc
1
N − 1
N∑
i=1
√(
∆UPT,i − ¯∆UPT
)2
, (E.10)
where N is the number of measured velocities and ∆UPT the average error. For
a reference calibration, an error of ∆U1=0.04 m/s has been calculated. The curve
fit between the estimated velocity, Uest, and measured velocity, Umeas, is another
uncertainty in the calibration. This error is determined as:
∆U2 = kc
1
N − 1
N∑
i=1
√(
Umeas,i − Uest,i
)2
. (E.11)
With a coverage factor of 1.96, ∆U2=0.0088 m/s. Another error is made when,
the voltage is converted from an analogue to digital signal with an A/D board.
The resolution of the A/D board gives an error in the measured voltage E and
consequently in the velocity U with:
∆U3 = kc
Erange
2n
∂U
∂E
. (E.12)
In Table E.2 the error is calculated for the given values. After the calibration is car-
Table E.2. Uncertainty due to resolution of A/D board.
Erange (V) n ∂U/∂E (m/s/V) kc ∆U3 (m/s)
10 16 27 1/
√
3 0.0024
ried out, the hot-wire is moved to the measurement location with the traverse system.
This minimises errors due to rotation of the hot-wire, as reported in (Jørgensen,
2001). Furthermore, each hot-wire measurement is corrected for a difference in ca-
libration and ambient temperature such that this error can also be neglected. The
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total error in U is calculated with Equation E.2 and writes:
∆U =
√
∆U21 + ∆U
2
2 + ∆U
2
3 . (E.13)
With an average velocity of 10m/s measured inside the boundary layer an uncer-
tainty of 0.5% has been found.
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