Abstract-In this paper, two novel closed-form covariance models using covariance matrix eigenvalues are presented for continue-time linear stochastic systems and discrete-time linear stochastic systems, respectively, which are subjected to Gaussian noises. Based on these model, the state and output covariance assignment algorithms have been developed with parametric state and output feedback. Due to the simple structure of this model, the low-order controller can be obtained following the proposed algorithms, which reduced computational complexity and the extended free parameters of parametric feedback can supply flexibility to optimization.
I. INTRODUCTION
Covariance analysis permeates almost all of systems theory [1] . Based on the development of the stochastic systems control, the covariance control has become one of the most important research fields for multi-outputs stochastic control systems.
During the past two decades, the covariance control theory [1] has made great progresses after proposed by A.Hotz and R.E.Skelton in 1987. The main result of this theory is based on lyapunov equation, and several conditions and controllers [2] [3] [4] [5] have been proposed to control the covariance of the stochastic systems using the determined control signals. But all of the controllers mentioned have no closed-form. Since the closed-form model of state covariance [6] presented in 2007, S.Baromand and H.Khaloozadeh designed different controllers and models [7] [8] to solve state covariance assignment(SCA)problem using the random control signal. All these literatures focus on the states of the systems rather than outputs of the systems and also the closed-form covariance model increases the dimension of the system variables.
Using the closed-form model for covariance assignment problem, there is two key problem remained so far. Firstly, the order of the controller must be more than the order of original systems, in this way, the high-order controller would be obtained and the computational complexity would increase with it. Basically, the order of the controller is limited by applying ,for example, the controller of the Hubble Space Telescope can not be high-order due to the limited space and computational complexity [9] . Secondly, the states cannot be measured in practice, therefore, how to design a controller using outputs of the systems directly is more significant for application.
Due to the problems mentioned above, novel closed-form state and output covariance models for both continue-time and discrete-time linear stochastic systems have been proposed in this paper. With the models proposed here, the order of the controller can be reduced to original systems order. The computational complexity can be reduced absolutely. The application is much easier using the parametric state and output feedback approaches [10] [11] with the presented models. Meanwhile, the parametric state and output feedback approaches can supply flexibility to optimize covariance controllers as extensions. This paper is organized as follows: In Section II, the reduced-order closed-form covariance models are presented. Section III presents two parametric feedback algorithms by system state and system output. Finally, the numerical examples and conclusions are drawn in Section IV and Section V, respectively.
II. REDUCED-ORDER CLOSED-FORM COVARIANCE MODEL
In this section, two novel closed-form covariance model are presented using eigen-decomposition for continue-time linear stochastic systems and discrete-time linear stochastic systems, respectively.
A. Discrete-time reduced-order covariance model
Consider the discrete-time linear stochastic systems subjected to Gaussian noises which are represented as
where x ∈ R n and y ∈ R m denote state vector and output vector of the systems. u ∈ R s is the control input vector and w ∈ R p is the Gaussian noise vector. A,B,D and C are real constant matrix with appropriate dimensions.
Assume that the Gaussian noise vector satisfies:
where δ (·) is Dirac delta function.
Similar to the assumption of the noise, the control signal can be restricted as:
where
Once the mean value of the control signal vector is restricted to zero, we have
Based on the definition of the covariance matrix, the state and output covariance matrix of the given system are given by
The covariance matrices can be restated using the system model and the associated dynamic Lyapunov equation is given by
In [7] [8], the covariance matrices are transformed to vectors using vectorization, which increases the order of the transformed model. To overcome this shortcoming, the eigendecomposition is used to reduce the order of the model.
The covariance matrices are rewritten as
where Λ x , Λ y , Λ u and Λ q are real diagonal matrices. V x , V y , V u and V q associated orthogonal matrices. All of the matrices are with the same dimensions as the associated vectors.
The new formula of the dynamic Lyapunov equation can be obtained. 
where λ x , λ y , λ u and λ q denote eigenvalue vectors. The coefficient matrices A cov , B cov , D cov ,C cov can be calculated using A Λ , B Λ , D Λ , C Λ by nonlinear mapping.
Remark 1:
It has been shown that the Eq.(9) satisfies the Dynamic Lyapunov equation when the time trends to be infinite and the order of the model equals to the original system model.
B. Continue-time reduced-order covariance model
Similar to the case of discrete-time system, the model for continue-time systems is presented briefly.
Consider the continue-time linear stochastic system subjected to Gaussian noise.
where x ∈ R n and y ∈ R m denote state vector and output vector of the systems. u ∈ R s is the control input vector and β t is the p-dimensional Brownian Motion. A,B,D and C are real constant matrix with appropriate dimensions.
Notice that a Wiener process which is used to represent the integral of a Gaussian white noise process can describe a Brownian motion in random process and it yields dβ t = wdt (11) where w is a standard Gaussian white noise.
Therefore, the system can be rewritten as
Compared with the assumption for the discrete-time system, the following assumption is given.
Also, all the discrete-time variables defined above can be redefined as continue-time variables by replacing k to t, and the covariance matrix for continue-time system satisfies the following dynamic Lyapunov function:
Using the similar approach presented above, the eigenvalue matrix equation is given bẏ 
Remark 2:
The new models presented in this section can be considered as the coordinate transformation of the original dynamic Lyapunov equations associated to covariance matrices.
III. PARAMETRIC COVARIANCE ASSIGNMENT

ALGORITHMS
Based on the reduced-order closed-form covariance models, the parametric state and output feedback control algorithms are developed to assign the covariance values. To simplify the contents of the paper, the control algorithms are proposed using discrete-time model, on the other hand, the similar algorithms using continue-time model are omitted.
H3 : In this section, assume that the reduced-order closedform covariance models are controllable
A. state covariance controller design
For the state covariance assignment, the reference covariance matrix can be rewritten using eigen-decomposition as
Since the diagonal matrix Λ r can be arranged as vector λ r , the covariance assignment problem transfer to state tracking problem using the presented reduced-order covariance model if we set V x = V r .
To track the desired state covariance vector, the integrator should be considered in the control scheme. The error vector e x (k + 1) = e x (k) + λ r − λ x is treated as the extended state and substitute the error into the closed-loop system. Then, the closed-loop system in the state space form can be obtained as
For this control system with error vector, a full-state feedback can be designed using parametric state feedback approach [10] 
and the feedback gain can be obtained by
where the modified parameter vectors are denoted by f 1 , . . . , f n as free parameters.
In the case of a common open-loop and closed-loop eigenvalue, then, other parameters in Eq. (20) can be determined as below. 
To backwards the transformation, Λ u can be obtained by λ u and the actual control signal for original model can be given by
where ξ (k) denotes the standard Gaussian white noise.
Remark 3:
The actual control law is nonlinear though the original system model is linear.
Controller designing procedure can be summarized as Algorithm I:
Step 1, choose the reference covariance matrix and calculating the eigenvalues and eigenvectors of the desired covariance matrix.
Step 2, transform the stochastic systems from the original model to reduced-order closed-form covariance model. Step 3, transform the closed-form model to reference tracking model by adding the error vector.
Step 4, choose poles and free parameters for closed-loop covariance control model and design the state covariance controller via parametric feedback approaches.
Step 5, calculate the control signal for original systems using control law of covariance model. Step 6, substitute the control signal into the original systems.
B. output covariance controller design
The output feedback is widely used when the system state cannot be measured. Similar to the state covariance controller design, the error vector e y (k + 1) = e y (k) + λ r − λ y should be introduced to this control systems, and the new state space model with output equation can be described by
For this extended system, assume the following conditions hold.
H4: (Kimura's condition [11] 
The output feedback control law can be designed by parametric output feedback approach [11] 
and the feedback gain G can be obtained by
where the K 0 , K 2 , U 1 , U 2 can be calculated by kernel space and K 3 can be calculated by exterior algebra. (see [11] for calculation)
Once the control input λ u is obtained, the actual control law also can be calculated by Eq. (23) The procedure of the controller design can be summarized as Algorithm II:
Step 4, choose poles and free parameters for closed-loop covariance control model and design the output covariance controller via parametric feedback approaches.
IV. NUMERICAL EXAMPLE
To verify the new model and the controller proposed in this paper, one numerical example is presented in this section.
The original model can be showed below: 
The state covariance feedback gain can be obtained respectively as follows: The results have been showed below. In Fig. (1) and Fig.  (2) , the state covariance curves have been given using different feedback gain K 1 and K 2 . Both of the control laws can assign the covariance to reference covariance matrix, however, different free parameters of the controller lead to different performance. Fig. (3) and In Fig. (4) show that the curves of the eigenvalues of the state covariance matrix, i.e. the state vector of the reduced-order closed-form covariance model. From the curves, it is obvious that K 1 is better than K 2 for this example.
B. Case for output covariance
As the approach mention above, the eigenvectors can also choose in the same way by Based on this model and parametric output feedback approach, the output covariance can track the given reference 
Finally, the feedback gain can be calculated as To avoid repeat the results which is similar to the state covariance controller design, the curves for output covariance controller have been omitted.
Remark 4:
From the results of the simulation, the different free parameters associated with the feedback gain bring the different performance to the covariance model. It means that optimal free parameters can be obtained for a given performance criterion, such as minimum sensitivity, minimum control energy, etc. The control algorithms presented in this paper can be extended simply which is helpful to apply in practice.
V. CONCLUSION
In this paper, novel models for covariance assignment have been proposed named reduced-order closed-form covariance model using eigen-decomposition for discrete-time and continue-time linear stochastic systems subjected to Gaussian white noise. Based on these models, the controller design is simplified and the low-order controller can be obtained. Two nonlinear control laws have been formulated following two presented control algorithms by parametric state feedback approach and parametric output feedback approach, where the free parameters can be further used to optimize for other control criterion. Generally, the covariance assignment problem is solved by parametric approach using novel covariance control model.
