Abstract. In an earlier paper [SIAM J. Matrix Anal. Appl. vol. 30 (2008), 925-938] we gave sufficient conditions in terms of an energy seminorm for the convergence of stationary iterations for solving linear systems whose coefficient matrix is Hermitian and positive semidefinite. In this paper we show in which cases these conditions are also necessary, and show that they are not necessary in others.
Introduction. We consider the (singular) linear system
where the coefficient matrix A ∈ C n×n is assumed to be Hermitian and positive semidefinite.
1
If A is large and sparse, iterative methods for solving (1.1) are the standard approach. In this paper, we focus on stationary iterative methods, including, for example, certain algebraic multigrid methods and additive and multiplicative Schwarz methods. Sometimes, these iterations are accelerated by using them as preconditioners to Krylov subspace methods like Conjugate Gradients. While we do not consider the latter aspect in any detail in this work, let us just mention that one usually assumes convergence of the preconditioner as a prerequisite in this context, so our work is relevant in this case as well.
For a stationary iterative method, one usually considers a splitting A = M − (M − A) with M nonsingular, a resulting iteration matrix H = I − M −1 A, together with the iteration
As is well known, the iteration (1.2) converges to the unique solution of (1.1) for any initial vector x 0 if and only if ρ(H) < 1, where ρ(H) is the spectral radius of H, and such matrix H is termed convergent 2 ; see, e.g., [3] , [19] . We mention in passing that when A is nonsingular it holds that for a given matrix A and a given convergent matrix H, there exists a unique corresponding nonsingular matrix M such that
A sufficient condition for the convergence of the iteration (1.2) when A is Hermitian and positive definite is given by the following result in [20, Satz 1, p. 156] (see also [7, p. 111] , [8, p. 21] ), now commonly called the P -regular splitting theorem. A splitting of (the Hermitian positive definite matrix)
H − A is positive definite [14] .
Theorem 1.1. Let A ∈ C n×n be Hermitian positive definite, and A = M − (M − A) be a P -regular splitting. Then ρ(H) < 1, with H = I − M −1 A. The classical proof uses Stein's theorem (see, e.g., [14, 7.1.8] ). Below we offer essentially the same proof but highlight the fact that one not only has ρ(H) < 1 but even H A < 1 with H A the operator norm induced by the energy norm
3)
x, y denoting the standard Euclidian inner product. This result is worth mentioning because it implies that the errors of the iterates from (1.2) then decrease monotonically when measured in the energy norm which is a canonical norm for the system (1.1). Moreover, the "energy norm version" of Theorem 1.1 also allows for a canonical converse, namely that H A < 1 implies that the splitting is P -regular. Theorem 1.2. Let A ∈ C n×n be Hermitian positive definite. Then, A = M − (M − A) is a P -regular splitting if and only if H A < 1.
Proof. We write
A for all vectors u = 0 if and only if M + M H − A is positive definite. We mention that other converses of Theorem 1.1 are possible. A typical result is that for a given P -regular splitting and A Hermitian, ρ(H) < 1 implies that A is positive definite, see, e.g., [9] , [14, E71.9] , and further results of this kind when A is non-Hermitian, see, e.g., [1] , [7, p. 111] , and references therein.
Several authors have given sufficient conditions for convergence in the more general setting of A being positive semidefinite; and these are reviewed in section 2, where we emphasize on conditions based on the A-seminorm, defined below. In section 3 we then answer the following question: In which cases are these sufficient conditions also necessary?
2. The semidefinite case and the A-seminorm. When A is semidefinite, the expression (1.3) defines a seminorm, and not a norm. In this section we investigate in detail the role of the induced operator A-seminorm in sufficient conditions for the convergence of iterations based on splittings. Except for Proposition 2.5 the results of this section are not new; the systematic use of the operator seminorm in the formulation of the results, however, provides a unifying approach we believe to have an interest of its own. We demosntrate this when discussing various convergence results from the literature in the light of Theorem 2.4 below.
Denoting by Null(A) the nullspace of A and by Range(A) = Null(A) ⊥ its range, we assume that b ∈ Range(A). This implies that the solution set of (1.1) is nonempty and it is given as an affine space x * + Null(A) for some x * ∈ C n solution of (1.1). Following [5] , we consider the general situation in which the iteration matrix H for (1.1) is of the form
where M ∈ C n×n is a matrix which might be singular. The matrices H and M induce the iteration
We remark that, as opposed to the non-singular case, for given A and H, the matrix M in (2.1) is not necessarily unique; cf. [2] . A minimal assumption on M is that it be injective on Range(A), because otherwise, if b ∈ Range(A), b = 0 is in Null( M ) and x 0 = 0, the iteration (2.2) produces iterates which are all equal to 0, i.e. the iteration does not converge to a solution of (1.1).
The general form of the iteration operator from (2.1) applies in particular to iterations induced by splittings of the form A = M − (M − A), M nonsingular, in which case M is taken to be M −1 . There are iterations which can be interpreted as being of the form (2.1) with M = M † , the Moore-Penrose pseudoinverse of some singular matrix M ; see [4] , [11] , [12] , where such iterations are studied. This situation occurs in particular in the analysis of Schwarz iterations where the artificial boundary conditions between subdomains are of Neumann or Robin type; see, e.g., [13] , [16] , [18] .
Convergence of the iteration (2.2) is equivalent to H being semiconvergent according to the following definition 3 ; see, e.g., [3] , [4] , [17] .
is the only eigenvalue of modulus 1 and λ = 1 is a semisimple eigenvalue of H, i.e., its geometric multiplicity is equal to its algebraic multiplicity.
The A-seminorm on C n induces an operator A-seminorm |||H||| A on C n×n via
In the positive definite case, H A < 1 implies ρ(H) < 1 and thus convergence of the iteration (2.2). In the semidefinite case, the analogous result holds with the operator A-seminorm.
Theorem 2.2. Let A be Hermitian and positive semidefinite. Let H = I − M A be the iteration operator of the iteration (2.2), and let |||H||| A < 1. Then (i) M is injective on Range(A).
(ii) H is semiconvergent. Proof. This result was already given in [5] with the assumption |||H||| A < 1 replaced by
As was remarked in [15] , the two are equivalent, though: With Π denoting the orthogonal projection onto Range(A) we have x A = Πx A for all x. Since Hy = y for y ∈ Null(A), we also have Hx = H(I − Π)x + HΠx = (I − Π)x + HΠx for all x. This implies that for any x we have x A = Πx A as well as Hx A = HΠx A , and therefore (2.4) is equivalent to
Since in the definition of |||·||| A from (2.3) we can restrict x to the intersection of Range(A) with the unit sphere, a compact set, (2.5) is equivalent to |||H||| A < 1.
We proceed by stating the counterparts to Theorems 1.1 and 1.2 in the semidefinite case. We say that a Hermitian matrix B ∈ C n×n is positive definite on a subspace V of C n if Bx, x > 0 for all x ∈ V, x = 0. . If x 0 ∈ Range( M ), all subsequent iterates of (2.7) are from Range( M ), so that x k from (2.7) is identical to the (k − 1)st iterate from (2.2), if (2.2) takes as its initial vector the first iterate of (2.7). Consequently, convergence of (2.2) implies convergence of (2.7). Theorem 3.2 in [12] for some nonzero a. Thus, we have that
Since H is semiconvergent, this implies that 0 < ac < 2. Condition (2.6) gives 
For any two square matrices K and L of the same size, the products KL and LK have the same spectrum, see, e.g., [6, Theorem 1.3.20] . Thus, A 1/2 C and CA 1/2 share the same spectrum, and so doĤ and H. Since H is semi-convergent, we have
We also note that Range(A) = Range(A 1/2 ) and Null(A 1/2 ) = Null(A).
We now first show that M is positive definite on Range(A), i.e.
M y, y > 0 for y ∈ Range(A), y = 0.
If there were a vector y ∈ Range(A) such that M y, y < 0, then y = Aw = A 1/2 x with x = A 1/2 w ∈ Range(A), and thus M A 1/2 x, A 1/2 x < 0. We can normalize x to x 2 = 1 and thus see that the Hermitian matrixĤ = I − A 1/2 M A 1/2 has a Rayleigh quotient larger than 1. This is impossible, since 1 is the largest eigenvalue ofĤ, see (3.1). Moreover, if y ∈ Range(A) is a vector such that M y, y = 0, then M 1/2 y = 0 and thus M y = 0 which implies y = 0 since M is assumed to be injective on Range(A). We have thus proved (3.2). Now letĤx = x. Then A 1/2 M A 1/2 x = 0 and thus M A 1/2 x, A 1/2 x = 0. Since M is positive definite on Range(A) this implies A 1/2 x = 0, i.e., x ∈ Null(A). Since, trivially, we also haveĤx = x whenever x ∈ Null(A), we get
To finish the proof we note that since A 1/2 Hx =ĤA 1/2 x for all x, we have 4. Conclusions. In earlier works, it was shown that for a linear system with a Hermitian positive semidefinite coefficient matrix A, a sufficient condition for the convergence of a stationary iteration with iteration matrix I − M A, with M injective on Range(A), is that the splitting A = M − (M − A) be a P -regular splitting for a matrix M with M M A = A. In this paper, we have shown that with M Hermitian, this sufficient condition is also necessary and that convergence of the iteration matrix is then equivalent to its A-seminorm being less than 1. We have also shown that when M is not Hermitian, P -regularity of the splitting is not always a necessary condition for convergence.
