Precise rainfall forecasting is a common challenge across the globe in meteorological predictions. As rainfall forecasting involves rather complex dynamic parameters, an increasing demand for novel approaches to improve the forecasting accuracy has heightened. Recently, Rough Set Theory (RST) has attracted a wide variety of scientific applications and is extensively adopted in decision support systems. Although there are several weather prediction techniques in the existing literature, identifying significant input for modelling effective rainfall prediction is not addressed in the present mechanisms. Therefore, this investigation has examined the feasibility of using rough set based feature selection and data mining methods, namely Naïve Bayes (NB), Bayesian Logistic Regression (BLR), Multi-Layer Perceptron (MLP), J48, Classification and Regression Tree (CART), Random Forest (RF), and Support Vector Machine (SVM), to forecast rainfall. Feature selection or reduction process is a process of identifying a significant feature subset, in which the generated subset must characterize the information system as a complete feature set. This paper introduces a novel rough set based Maximum Frequency Weighted (MFW) feature reduction technique for finding an effective feature subset for modelling an efficient rainfall forecast system. The experimental analysis and the results indicate substantial improvements of prediction models when trained using the selected feature subset. CART and J48 classifiers have achieved an improved accuracy of 83.42% and 89.72%, respectively. From the experimental study, relative humidity2 (a4) and solar radiation (a6) have been identified as the effective parameters for modelling rainfall prediction.
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Introduction
Rainfall forecast serves as an important disaster prevention tool. Agricultural yields and agriculture based industrial development more often than not, rely on natural water resources like rain and rain-bound static water bodies for productivity. Rainfall prediction or forecasting is not a simple process, rather it is a demanding scientific task; precise prediction is a challenging job for meteorological scientists across the world. Prediction demands attention as the atmospheric factors that determine the rainfall event are highly dynamic. Thus, determining the future from the available historical data is not a simple task as it is influenced by current dynamics of the atmosphere. [1] reinstated the immense importance of prediction of the torrential downpour to minimize natural disasters before the events occur. As reported in [2] , Weather Research Forecast (WRF) model as a suitable heavy rainfall event prediction model. The experimental results proved that their pro-posed model could predict rainfall in significant consistency with real measurements. [3] described a feature selection approach using genetic algorithm for heavy rainfall predictions in South Korea. They used weather data collected from European Medium Range Weather Forecast centre between 1989 and 2009. Despite the existence of several works related to rainfall prediction, there is always a demand for better techniques for prediction due to the magnitude of impact rainfall has on the environment.
The foremost intent of this research is to accomplish improved prediction accuracy through the use of effective weather parameters using proposed rough set feature selection and data mining methods. This research is different from previous work as it delves into identifying the influencing features that enable efficient rainfall forecast. The proposed model not only focuses on feature reduction but also on finding a list of parameters contributing to precision instead of just finding a subset or attaining dimensionality reduction.
Foundation
Rough Set Theory (RST), as proposed by Z. Pawlak in 1982 , is a mathematical model that deals with vague and imperfect knowledge. RST does not require any prior knowledge or additional information about the data [4] [5] [6] . In rough set, data analysis starts from a table referred to as decision or information table representing an information system. Rough set having a wide scope has been adopted in a wide range of scientific and medical applications, especially in the field of pattern recognition, data mining, machine learning, process control and knowledge representation systems [7] [8] [9] . Rough sets have been used in various medical, meteorological applications for knowledge discovery [10] .
Definition 1. Information System
Let an information system be I = {X, A, V, S}, where X is a universal set that constitutes the domain objects of the system. { } { } A C D → ∪ is a feature set that includes condition features and the decision feature.
( ) is an information function, which designates each object feature value in V that constitutes an information system.
Definition 2. Decision Table
It is a finite set of objects that constitute an information system description represented as a table. The decision table consists of a finite set of conditional and decision features. The sample information table of this rainfall forecast system is presented in Table 1 . The dataset has eight conditional attributes or features represented as (a1, a2, a3, a4, a5, a6, a7, and a8) and one decision variable (Rf).
Definition 3. Approximation Space
In an information system I = {X, A, V, S}, the rough set concept can be defined by means of topological operations, i.e., interior and closure, called approximations. The key concept of the presented rough set approach is the mathematical formulation of the concept of equality of sets defined as approximation space [6] .
Definition 4. Discernible and Indiscernible Relation
For an information system I = (O, A), O → {} is a non-empty set of objects and A → {} a non-empty set of features where each {SA} → subset of features of {A}. 'R' is the equivalence relation called indiscernibility relation on the set {I} that contains the elements with similar feature values and complements of it as discernible relation. This equivalence relation partitions the universe to several classes and union of all equivalence relations form the set {I}. The equivalence class of R determined by element x is denoted by R(x).
Definition 5. Lower and Upper Approximation
Let I = (U, A) and let B ⊆ A and X ⊆ U, we can approximate X using only the informa- 
Definition 6. Reduct and Core
The two fundamental concepts of RST are core and reduct. The reduct set {R} is the indispensable part of an information system with all possible subsets of features. Reduct set can discern all objects as a complete feature set {A}. The core is the indispensable feature of reducts, where
The proposed rough set based Maximum Frequency Weighted (MFW) feature reduction model is designed based on RST. This model is used to reduce the feature space of meteorological (rainfall) dataset and to identify the significant features. Initially, the required possible combinations of feature reduct sets are generated using Rosetta (http://rosetta.org), which is an open source Rough Set Toolkit for data analysis (Rosetta) [11] . The required target input for the proposed algorithm is determined using Rosetta's genetic algorithm based feature reduction technique. These sets of reducts are then used in identifying the effective features based on the novel feature ranking based frequency weighted feature reduction approach. In the next phase, the impact of succeeding set of feature subsets is evaluated based on the performance of classification models. The proposed algorithm background and implementation details are described in subsection 5.2. The detailed working model and the performance outcomes are discussed in the experimental results and discussion sections.
3. Related Works [12] proposed a feature selection approach using genetic algorithm to select key features from the complete feature set using data mining methods. They proposed an improved Naïve Bayes classifier technique and explored the use of genetic algorithms (GAs) for selecting a subset of the input features in the classification. [13] described Johnson selection algorithm and the Object Reduct using Feature Weighting technique (ORFW) for reduct computation.
Both algorithms aim at reducing the number of features in the dataset based on discernibility matrix. [14] described a modified binary discernibility matrix for feature selection algorithm based on discernibility matrix that dealt directly with inconsistent decision-making system. Ordering and simple link technique in the algorithm reduced the size of the input table, which, in turn, reduced the computation and storage space. [15] reported a two-step feature selection technique. A discretisation process of reducing the domain of a continuous features with irreducible and an optimal set of cuts was adopted based on the discernibility matrix.
[16] described a reduct optimization method based on the conditional features to generate representative data to simplify the discernibility matrix. [17] described a reduct construction method based on discernibility matrix simplification. Elements of a minimum discernibility matrix are either the empty set or singleton subsets, in which the union derives a reduct using heuristic reduct algorithms. [18] investigated Support Vector Machine (SVM) classifier as a suitable model for rainfall forecasting.
[19] utilized a new fuzzy based feature selection approach for a medical dataset in tumour diagnosis. In this approach, feature selection method based on the fuzzy gain ratio under the framework of fuzzy RST has been described by experiment results. They have demonstrated the effectiveness of the proposed approach by comparing the proposed approach with several other approaches on three real world tumour datasets in gene expression. This model will be useful for various medical data diagnosis. [20] proposed a new feature selection algorithm using analogical matrix. The proposed algorithm can reduce time complexity and spatial complexity after feature selection without breaking the coherence of the information contained in the decision table.
[21] have proposed and presented a new feature selection method based on rough set approach integrated with the Bee Colony Optimization (BCO). Their proposed approach generates minimal reducts for medical datasets. Further, they had analysed the existing methods, such as Quick Reduct, Entropy Based Reduct, and other hybrid Rough Set methods like GA, Ant Colony Optimization (ACO) and Particle Swarm Optimization. Based on the analysis and experimentation, they had concluded that BCO algorithm based rough set as optimum exibited consistent and better performance when compared with other methods. Therefore, they had recommended the Bee Colony Based Reduct (BeeRSAR) approach for the numerical datasets.
[22] described an approach for reduct computation based on ACO methodology. The proposed approach has three steps: (1) updated pheromone trails are directed to the nodes that are visited by the ants rather than the edges connecting these nodes, (2) the pheromone trail values are limited between max and min trails, (3) heuristic values are dynamically estimated during the Ant Colony based search. The outputs of experimentation have shown that the proposed approach can produce a short reduct with fewer iterations in comparison to other ACO based feature selection approaches. [23] described the application of rough set concept for hybrid data which involved different data with imperfect knowledge, which can be handled efficiently using rough set. [24] described the use of rough sets concept for multi-criteria data analysis. [25] reported a new classification approach by integrating feature selection algorithms to enhance predictor accuracy. [26] created a rainfall prediction model based on Bayesian classifier. In Bayesian approach, the model performed well for those datasets with predictor class label; however, in the absence of predictor class label for a given dataset, the Bayesian classification model assumed the record with zero probability thereby affecting the overall accuracy. On the other hand, [27] formulated a new reduct optimization method based on the condition attributes to simplify the discernibility matrix and the complexity of the attribute reduction. Analogical matrix based attributed reduction algorithm is a new approach towards attribute reduction. Experimental evaluation exposed that it can reduce the time complexity and spatial complexity without breaking the coherence of the information contained in the decision table [28] .
In general, rainfall prediction is an important disaster prevention task; hence the demand for new methodologies in this field of study never subsides [29] [30] . Therefore, the main intent of this research is to identify the most influencing weather parameters using rough set approach. This proposed model is an attempt to identify the parameters that can improve the prediction efficiency of the classification models without blindly reducing the feature vector. This study introduces a novel MFW feature reduction technique for estimating the significance of the features based on ranking to enhance the prediction accuracy.
Materials and Methods

Dataset:
The daily rainfall data, measured in millimetre (mm), were obtained from the department of meteorology, Tamil Nadu Agricultural University (TNAU), Coimbatore, India. The assessment of rainfall prediction data for a period of 29 years from 1984 to 2013 consisted of observatory records of eight atmospheric parameters. The dataset had 0.5% of missing data and 0.3% of outliers in the raw dataset, which was identified and removed during data The rainfall (Rf) is a binary decision variable; (Rf = 0) → no rainfall and (Rf = 1) → rainfall occurrence. The sample target dataset used as input for the proposed investigation is represented in Table 1 .
Rough Set Based Feature Selection Techniques
Rough set based feature selection techniques are of wide ranges as shown in Figure 1 . The reduct sets are generated based on rough sets discernibility matrix, indiscernibility matrix using the elements of the approximation space. The algorithms used for feature selection are of three types, namely filter, wrapper, and hybrid techniques. In this model, the discernible relation based wrapper technique has been adopted for feature selection. 
Input Data Selection Methodology
This investigation identifies set of features as optimal feature reduct set from 'n' feature subsets generated using rough set genetic algorithm. The genetic algorithm is an evolutionary computational heuristic search that impersonates the human progression of evolution. This search strategy can generate solutions to achieve global optimization in search problems. A typical genetic algorithm procedure starts from the population of completely random individuals, and then it determines the fitness of the complete population. Each generation consists of some important operations, such as selection, crossover, mutation, and replacement. Few individuals in the existing population are replaced with new individuals to form a new population. Finally, this generational process is repeated, until a termination condition is reached. This input data selection phase introduces a novel rough set based MFW feature selection approach for computing the most relevant weather parameter for effective prediction. It is an exhaustive task having a suitable stopping criterion to terminate the selection process.
Maximum Frequency Weighted Feature Reduction Technique
MFW feature selection identifies the significant weather parameter from the complete set of re- duct sets based on the individual parameters frequency ranking. The target input dataset for the proposed MFW feature selection approach is partitioned as four segments, namely d1, d2, d3, and d4 as shown in Table 2 for conducting a performance evaluation of the proposed approach. Table 3 projects the feature reduct subsets generated for each data partitions. The complete feature reduct sets C FRs {} for dataset d1, d2, d3 and d4 are determined using Rosetta. The minimal feature reduct set M FS {} for {d1, d2, d3 and d4} and the optimal feature set O FRs {} for {d1, d2, d3 and d4} are com- The estimated frequency of each and every individual weather parameter (a1, a2, a3, a4, a5, a6, a7 and a8) for the dataset d1, d2, d3 and d4 are evaluated based on the proposed approach. Table 4 projects the obtained individual and average frequency rating of the features for each data partition. The set of features having their frequencies equal to or greater than the determined average frequency weighting (FreW) as in Table  5 will constitute the minimal feature sets.
The average frequency rating as shown in Table  5 is the minimal feature subset selection criterion for the complete set of features. The set of features having frequency rating greater than or equal to 50.73%, 57.14%, 60.22%, and 62.49% are identified as members in the minimal feature set of d1, d2, d3, and d4. {a1, a2, a3, a4, a7} {a1, a2, a3, a4, a6} {a1, a2, a3, a5, a6} {a1, a3, a6, a7} {a1, a2, a3, a6, a7} {a1, a2, a3, a5, a6} {a1, a2, a4, a5, a7} {a1, a4, a5, a6} {a1, a2, a4, a5, a7} {a1, a2, a4, a5, a6} {a1, a2, a5, a6, a7} {a1, a5, a6, a7} {a1, a2, a4, a6, a7} {a1, a2, a4, a5, a7} {a1, a3, a4, a5, a7} {a2, a3, a4, a5} {a1, a3, a4, a5, a7} {a1, a3, a4, a5, a7} {a1, a3, a4, a6, a7} {a2, a3, a4, a6} {a1, a3, a5, a6} {a1, a3, a4, a6, a7} {a1, a4, a5, a6, a7} {a2, a4, a5, a6} {a1, a3, a5, a6} {a2, a3, a4, a5, a6} {a2, a3, a4, a5, a6} {a2, a4, a5, a7} {a1, a2, a3, a4, a7} {a2, a3, a4, a5, a7} {a2,a3, a4, a6, a7} {a2, a4, a6, a7} {a1, a2, a3, a6, a7} {a2, a3, a4, a6, a7} {a2, a3, a5, a6, a7} {a2, a5, a6, a7} {a1, a2, a4, a5, a7} {a2, a5, a6, a7} {a2, a4, a5, a6, a7} {a3, a4, a5, a6} {a1, a2, a4, a6, a7} {a4, a5, a6, a7} {a3, a4, a5, a6, a7} {a3, a4, a5, a7} {a1, a3, a4, a5, a7} -{a1, a2, a4, a5, a6} {a3, a4, a6, a7} {a1, a3, a5, a6} -{a2, a3, a4, a5, a7} {a1, a2, a3, a4, a7} {a1, a4, a5, a6} --{a4, a5, a6, a7} ---{a1, a2, a5, a7} ---{a1, a3, a4, a6} --- The proposed feature selection technique initially identifies the minimal feature reducts among the finite feature subsets. Then the performance of the minimal feature set was evaluated based on the classifier prediction accuracy. The subset with the highest prediction accuracy among the minimal feature set was then determined as optimal reduct. Following classifiers, namely, Naïve Bayes (NB), Bayesian Logistics Regression (BLR), Multi-Layer Perceptron (MLP), J48, Classification and Regression Tree (CART), Random Forest (RF) and SVM, were used for the evaluation. The optimal feature reduct is a minimal feature reducts set that attains the peak prediction accuracy. 
Experimental Results and Discussions
Minimal feature sets were assessed in terms of accuracy rate, to identify the optimal features using WEKA Software. Weka is a reliable open source machine learning and data mining tool widely adopted for a wide range of applications [31] . The accuracy rate is the percentage of instances that are correctly classified by the classifier for the specified testing and training set using 10-fold cross-validation in WEKA. In 10-fold cross-validation, the model accuracy is calculated as the average error across the ten folds. The key point of this cross-validation is that it uses every possible sample for testing, and it can avoid an ill-fated split. A confusion matrix is expected as the most relevant measure for 10-fold cross-validation. The classifier performance for the reduct set was estimated using confusion matrix and accuracy was estimated from the confusion matrix as given in equation (3) . The confusion matrix describes the actual and predicted classification done by each classifier individually. The prediction accuracy of classifiers before MFW feature selection is given in Tables 7 to 10 . The minimal feature subsets projected in Table 6 is determined based on the selection criteria as represented in equation (2) . The minimal and optimal feature reducts of proposed method are represented in Tables 11 and 14 The seventeen reduct subsets generated using Rosetta for the data partition d1 and the classification accuracy achieved by NB, BLR, MLP, J48, CART, RF, and SVM are presented in Table 7.
The fourteen and eleven reduct subsets generated using Rosetta for the data partition d2 and d3 and the classification accuracy achieved by NB, BLR, MLP, J48, CART, RF, and SVM are presented in Tables 8 and 9 .
The thirteen reduct subsets generated using Rosetta for the data partition d4 and the classification accuracy achieved by NB, BLR, MLP, J48, CART, RF, and SVM are presented in Table 10 . The possible minimal reduct sets generated using MFW feature selection technique for the data partition d1, d2, d3, and d4 and the classification accuracy achieved by NB, BLR, MLP, J48, CART, RF, and SVM are presented in Table 11.
Comparative Analysis
The names and parameters for Weka's exhaustive search based feature selection algorithm used for comparative study is given below.
Exhaustive Search Based Feature Selection (existing method) Run information (Weka 3.7.12) Evaluator: weka.attributeSelection.CfsSubsetEval Search: weka.attributeSelection.ExhaustiveSearch Relation: target input Instances: 10 000 (d4), 7500 (d3), 5000 (d3) and 2500 (d1) Attributes: 9 (a1, a2, a3, a4, a5, a6, a7, a8, and a9) Evaluation mode: 10-fold cross-validation Attribute selection 10-fold cross-validation seed: 1 Feature subset obtained using Exhaustive Search approach An existing exhaustive search based attribute selection approach was used for comparison and validation of the proposed MFW feature reduction model. The existing approach identified {a3, a4, a7, a8}, {a2, a3, a4, a7, a8}, {a2, a4, a6, a7, a8}, and {a2, a4, a6} feature subsets for the input d4, d3, d2, and d1 as projected in Table 13 using WEKA (http://www.cs.waikato. ac.nz/ml/weka).
The optimal reduct set and the achieved prediction accuracy is shown in Table 14 . The weather parameter values of optimal reduct sets for classifiers in achieving classification results are shown in Table 15 .
The accuracy of subsets generated using the existing exhaustive search and the proposed MFW feature reduction approach have been thoroughly examined.
For the above investigational results presented in Table 7 to Table 14 the clasisfiers were set with default parameter values. Some of the parameters values for classifiers in achieving classification results are presented in Table 16 .
The rainfall prediction accuracy of proposed model when compared with some popular existing models as in Table 17 reveal that the proposed technique outperformed the existing approaches.
The classifiers trained using the feature subsets generated using MFW reduction technique have improved the prediction accuracy. CART and J48 classifier obtained 83.42%, 83.72%, 83.78% and 89.72% prediction accuracy for dataset d4, d3, d2 and d1 respectively. MFW feature selection approach is capable of finding some set of suitable subsets rather than just finding one subset after the attribute evaluation.
From the possible combinations one can identify the indispensable attribute using the 'core' prop- Table 15 . Parameter values of optimal reduct for achieving better prediction accuracy. erty of rough set from equation (1) as defined by Pawlak. The experimental study of learning algorithms before and after using MFW feature selection revealed that the performance of the learning algorithms has been improved when trained using optimal feature set.
Dataset
Conclusion
The novel MFW feature reduction has identified relative humidity2 (a4) and solar radiation (a6) as indispensable or core parameters for rainfall prediction according to RST. Experimental study and evaluations conducted using the optimal subset on classification algorithms indicated that the accuracy rate of the classification models has improved after the feature selection using MFW feature selection approach. Experimental results conclude that this investigation has successfully identified the significant features for effective rainfall prediction by the proposed method. From the thorough inspection of all the classifiers, the trained feature reduct sets that contain the core features {a4 and a6} have achieved improved prediction rate. The experiment results revealed that the optimal reducts substantially reduced the computational and spatial complexity in processing large meteorological datasets. The proposed MFW feature selection technique has been identified as the optimal feature reducts from several reduct sets. The prediction accuracy of optimal reduct sets for the complete rainfall dataset achieved 83.42% accuracy when trained using CART. The experimental study indicates that the performance of prediction models has achieved enhanced rainfall prediction accuracy using MFWR compared to existing methods.
