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1. Introduction
The present paper is a continuation of investigations [35–37] on the study of fractional derivatives (Riesz potentials)
of Airy functions and their products. On the basis of computation of Wronskians for fractional derivatives we obtain new
fractional equations for the Airy function of the ﬁrst kind Ai(x) and the Scorer function Gi(x). This allows us to compute
various indeﬁnite integrals involving fractional derivatives of these functions. It is somewhat surprising that even the inte-
grals involving both Ai(x) and Gi(x) are missing in the most detailed collections of integrals (see e.g. [24]) to say nothing
of their fractional derivatives. In our opinion, the function Gi(x) deserves special attention as a Hilbert transform of Ai(x).
Using Ai(x), Gi(x) and their fractional derivatives we compute Hankel transforms of the Riesz potentials of the product
Ai(x− a)Ai(x− b) with a,b ∈ R and its Hilbert transform and point out their geometric properties.
It turns out that in some important cases fractional derivatives of Airy functions can be expressed in terms of the
products of Airy functions. This fact was probably ﬁrst noticed by W.H. Reid (see [25] and [11, p. 477]) who gave a detailed
analysis of the products of Airy functions Ai(x) and Bi(x) as contour integrals on the complex plane (see [25–28]). He used
these results in his investigation of the Orr–Sommerfeld equation. The products of Airy functions are special functions in
their own right and were the subject of numerous publications (see [2,3,5,6,8,20,21,32,33] and references therein).
Our main interest in studying fractional derivatives of Airy functions stems from the fact that fundamental solutions of
the linear Cauchy problems for equations of the Korteweg–de Vries type (KdV henceforth) are expressed in terms of these
functions. For example, for KdV
ut + uxxx = −
(
u2
)
x (1.1)
and its close relative the Ostrovsky equation (see [22])
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x∫
−∞
u dy − (u2)x, γ = const> 0, (1.2)
these fundamental solutions are, respectively,
E0(x, t) = 13√3t Ai
(
x
3
√
3t
)
(1.3)
and (see [34])
E(x, t) = 1
3
√
3t
Ai
(
x
3
√
3t
)
− 2
√
γ t
3
√
3t
∞∫
0
Ai
(
x+ η2
3
√
3t
)
J1(2
√
γ tη)dη. (1.4)
Here γ = const > 0 is the rotation parameter and J1(x) is the Bessel function of index one. After integrating Cauchy prob-
lems for (1.1) or (1.2) with respect to t and reducing them to the corresponding integral equations part of the spatial
derivative can be transferred from the nonlinearity to the fundamental solution. In this context half derivative of the Airy
function stands out as the highest fractional derivative that is still uniformly bounded for all x ∈ R (see [19] and Theorem 1
below). An appearance of the fractional derivative in the nonlinearity brings about the issue of studying fractional deriva-
tives of the product of two functions (see [16,18,19,30]). The last issue is related to investigating fractional derivatives of the
products of Airy functions (see [36,37]).
Examples of other equations whose fundamental solutions involve Airy functions include the Benjamin equation [7]
ut + uxxx − βHuxx = −
(
u2
)
x
and the Ostrovsky equation with radiation [23]
ut + uxxx + δ(Hux + Huxxx) = −
(
u2
)
x.
Here β, δ = const> 0 and H is the Hilbert transform (see (2.3)).
In the current paper, under the existence assumptions, we derive fractional derivative conservation laws for KdV-type
equations (see (6.1)). They are (see Theorem 10)
∞∫
−∞
Dαx u(x, t)dx = 0,
∞∫
−∞
HDαx u(x, t)dx = 0, t ∈ [0, T ]. (1.5)
Some generalizations of these results are also given (see Corollary 8).
2. Notations and preliminaries
2.1. Notations
Introduce the Fourier transform of the function f :R → R by
fˆ (ξ) =F{ f (x)}(ξ) = ∞∫
−∞
e−iξx f (x)dx
and the inverse Fourier transform by
f (x) =F−1{ fˆ (ξ)}(x) = 1
2π
∞∫
−∞
eiξx fˆ (ξ)dξ.
For real α and x ∈ R deﬁne the fractional derivatives of the function f (x) by the formula (see [29, p. 117])
Dαx f (x) =
1
2π
∞∫
−∞
|ξ |α fˆ (ξ)eiξx dξ (2.1)
provided that the integral in the right-hand side exists. We shall also use notations(
Dα f
)
(z)
∣∣
z=g(x) =
(
Dα f
)(
g(x)
)= Dα f (g)
whenever a fractional derivative is computed ﬁrst and then its argument is set to equal g(x). Here the notation in the
right-hand side is similar to f ′(g), where the prime denotes differentiation with respect to the argument.
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(−	)α/2 f )∧(ξ) = |ξ |α fˆ (ξ)
(see [29, p. 117] and [12, p. 88]). Usually for negative α, −n < α < 0, they are referred to as Riesz potentials,
Iα f (x) = 1
γ (α)
∫
Rn
f (y)dy
|x− y|n−|α| ,
where
γ (α) = π
n/22|α|
( |α|2 )

(
n−|α|
2 )
and 
(x) is the Gamma function. One can ﬁnd more details in [29, pp. 117–121].
Using the properties of Fourier transforms (see [17, p. 121]), one can deduce that for any a = const> 0,
Dαx
(
f (ax)
)= aα(Dα f )(ax) (2.2)
and for any a = const ∈ R,
Dαx
(
f (x+ a))= (Dα f )(x+ a).
Indeed, for a > 0,
Dαx
(
f (ax)
)= 1
2πa
∞∫
−∞
|ξ |αeiξx fˆ
(
ξ
a
)
dξ = a
α
2π
∞∫
−∞
|η|αei(ax)η fˆ (η)dη = aα(Dα f )(ax),
and for a ∈ R,
Dαx
(
f (x+ a))= 1
2π
∞∫
−∞
|ξ |αeiξxF{ f (x+ a)}dξ = 1
2π
∞∫
−∞
|ξ |αeiξ(x+a) fˆ (ξ)dξ = (Dα f )(x+ a).
Deﬁne derivatives of Dαx f (x) with respect to α by
∂nαD
α
x f (x) =
1
2π
∞∫
−∞
|ξ |α lnn |ξ | fˆ (ξ)eiξx dξ, n = 0,1,2, . . . ,
provided that these integrals exist.
Introduce the Hilbert transform of the function f by the formula (see [31, p. 120])
H f (x) = H{ f (x)}= 1
π
P.V.
∞∫
−∞
f (y)
y − x dy, (2.3)
where x ∈ R and P.V. denotes the Cauchy principal value of an integral. According to our choice of the Fourier transform,
(̂H f )(ξ) = i sgn(ξ) fˆ (ξ). One can see that H2 = −I on Lp(R), p  1, where I is the identity operator. Also, D = −H ◦ ∂x and
∂2x = −D2.
Introduce the Hankel transform of order zero of the function f (x) by (see [10, p. 316])
f˜ (k) =Hx→k
{
f (x)
}
(k) =
∞∫
0
f (x) J0(kx)xdx
and the corresponding inverse transform by
H−1k→x
{
f˜ (k)
}
(x) =
∞∫
0
f˜ (k) J0(kx)kdk.
In the sequel we shall use only the above Hankel transform and will not need a more general deﬁnition based on the Bessel
functions Jν(kx) with real ν .
Denote by W [u, v] the Wronskian of the functions u(x) and v(x), i.e., W [u, v] = ∣∣ u vu′ v ′ ∣∣. Deﬁne the operator Wˆ by the
rule
Wˆ ( f ) = W [ f ,−H f ]. (2.4)
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Wˆ ( f ) = Wˆ (−H f ) = f · Df + H f · DH f . (2.5)
Denote a convolution of two functions, f (x) and g(x), deﬁned on R by
f ∗ g =
∞∫
−∞
f (x− y)g(y)dy.
We shall write f ∈ Lxp(R) if the function f (x, t) deﬁned on R×R+ is an element of Lp(R) with respect to x for each t ∈ R+ .
2.2. Preliminaries
The second-order differential equation
y′′ − xy = 0 (2.6)
is known as the Airy equation. Its linearly independent solutions are Airy functions of the ﬁrst and second kind,
Ai(x) and Bi(x), respectively. Therefore the general solution of this equation can be written as
y = C1Ai(x) + C2Bi(x).
The function Ai(x) is bounded on R and has the integral representations for x ∈ R (see [1]):
Ai(x) = 1
π
∞∫
0
cos
(
xξ + ξ
3
3
)
dξ = 1
2π
P.V.
∞∫
−∞
exp
[
i
(
xξ + ξ
3
3
)]
dξ. (2.7)
The Airy function of the second kind Bi(x) is unbounded as x → +∞ and has representation
Bi(x) = 1
π
∞∫
0
[
exp
(
− ξ
3
3
+ xξ
)
+ sin
(
xξ + ξ
3
3
)]
dξ.
The Scorer function Gi(x) is a particular solution of the inhomogeneous Airy equation [1, p. 448]
y′′ − xy = − 1
π
(2.8)
and has the integral representation for x ∈ R,
Gi(x) = 1
π
∞∫
0
sin
(
xξ + ξ
3
3
)
dξ = − i
2π
P.V.
∞∫
−∞
sgn(ξ) · exp
[
i
(
xξ + ξ
3
3
)]
dξ. (2.9)
Deﬁnition. The functions f (x) and g(x) are called a conjugate pair if they satisfy skew reciprocal relations
f (x) = H{g(x)} and g(x) = −H{ f (x)}. (2.10)
Another name for such functions is Hilbert transforms (see [31, p. 120]).
Notice that Ai(x) and Gi(x) form a conjugate pair, namely
Ai(x) = H{Gi(x)} and Gi(x) = −H{Ai(x)}. (2.11)
Following [5] and [33, p. 51], we introduce the notation
Ai1(x) =
∞∫
x
Ai(t)dt.
Then the Wronskian of the system {Ai(x),Gi(x)} can be written in the form (see [1, p. 448] and [33, p. 51])
W
[
Ai(x),Gi(x)
]= 1
π
Ai1(x). (2.12)
Linear combinations of the products of Airy functions,
w−(x) = Ai(x)Bi(x) − Ai2(x) (2.13)
V. Varlamov / J. Math. Anal. Appl. 348 (2008) 101–115 105and
w+(x) = Ai(x)Bi(x) + Ai2(x), (2.14)
were introduced in [35] (see Theorem 1 below) in order to establish relations with the fractional derivatives of Ai(x)
and Gi(x). These functions form a conjugate pair since
Hw−(x) = w+(x), (2.15)
Hw+(x) = −w−(x). (2.16)
According to (2.1),
Dαx Ai(x) =
1
2π
∞∫
−∞
|ξ |α exp
[
i
(
xξ + ξ
3
3
)]
dξ. (2.17)
Differentiation of (2.17) with respect to α yields
∂nαD
α
x Ai(x) =
1
2π
∞∫
−∞
|ξ |α lnn |ξ |exp
[
i
(
xξ + ξ
3
3
)]
dξ, n = 0,1,2, . . . . (2.18)
Notice that analogues of the functions (2.18) were introduced by W.H. Reid via contour integrals on the complex plane
(see [25] and [11, Appendix, pp. 464–478]). He called them generalized Airy functions.
In the sequel we shall need the formulas (see [33, pp. 31–32])
Ai2
(
x
22/3
)
= 1
π22/3
∞∫
0
Ai(x+ t)√
t
dt,
Ai
(
x
22/3
)
Bi
(
x
22/3
)
= 1
π22/3
∞∫
0
Ai(x− t)√
t
dt. (2.19)
They can be rewritten in the form
Ai2(x) = 1
22/3π
∞∫
−∞
Ai
(
22/3x+ η2)dη, (2.20)
Ai(x)Bi(x) = 1
22/3π
∞∫
−∞
Ai
(
22/3x− η2)dη. (2.21)
The next statement was proved in [35].
Theorem 1. The functions D−1/2x Gi(x) and D
−1/2
x Ai(x) belong to the space Cb(R) ∩ Lp(R) with p > 2 and are linearly independent
on R. They have the following representations for x ∈ R:
D−1/2x Gi(x) = κw−
(
x
22/3
)
, (2.22)
D−1/2x Ai(x) = κw+
(
x
22/3
)
, (2.23)
where κ = 21/6√π and the functions w−(x) and w+(x) are deﬁned by (2.13) and (2.14), respectively. Moreover,
D1/2x Ai(x) = κ22/3 w
′−
(
x
22/3
)
, (2.24)
−D1/2x Gi(x) = κ22/3 w
′+
(
x
22/3
)
. (2.25)
The formulas (2.22)–(2.23) allow one to get representations for all semi-integer derivatives of Ai(x) and Gi(x).
In conclusion of this section we would like to quote an interesting result concerning integrals over the real axis (see [15]).
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P.V.
∞∫
−∞
f
(
g(x)
)
dx = P.V.
∞∫
−∞
f (x)dx. (2.26)
The above formula holds true if
g(x) = x−
N∑
j=1
b j
x− c j , (2.27)
where {b j} is any sequence of positive constants and c j are any real constants. The ﬁnite sum in (2.27) can be replaced by a convergent
series.
3. Fractional derivatives for products of Airy functions and their Hankel transforms
First we present a statement concerning fractional derivatives of the products of Airy functions, Ai2(x) and Ai(x)Bi(x),
that was proved in [36].
Theorem 3. Fractional derivatives of the products of Airy functions have the following representations for α > −1/2:
Dαx
(
Ai2(x)
)= kα[Dα−1/2Ai(z) − Dα−1/2Gi(z)] (3.1)
and
Dαx
(
Ai(x)Bi(x)
)= kα[Dα−1/2Ai(z) + Dα−1/2Gi(z)], (3.2)
where
z = 22/3x and kα = 2
2(α−1)/3
√
2π
. (3.3)
We would like to point out geometric properties of fractional derivatives following from (3.1), (3.2) that were not given
in [36]. The ﬁrst of them has a meaning of a parallelogram law.
Corollary 4. Let
d1 = 1
kα
Dα
(
Ai(x)Bi(x)
)
, d2 = 1
kα
Dα
(
Ai2(x)
)
,
a = (Dα−1/2Ai)(22/3x), b = (Dα−1/2Gi)(22/3x). (3.4)
Then the following relations hold:
d21 + d22 = 2
(
a2 + b2), (3.5)
d21 − d22 = 4ab (3.6)
and
d1d2 = a2 − b2. (3.7)
The next statement emphasizes an interesting particular case of (3.1) that leads to an inequality.
Corollary 5. The following formula holds for x ∈ R:
D−1/2x (I + H)Ai(x) = D−1/2x Ai(x) − D−1/2x Gi(x) = 22/3
√
2πAi2
(
x
22/3
)
 0, (3.8)
where I is the identity operator.
Remark. For comparison we recall a certain relation from the theory of Bessel functions known as Nickolson’s formula
(see [4, p. 224]). It is
8
π2
∞∫
K0(2x sinh t) cosh(νt)dt = J2ν(x) + Y 2ν (x), (x) > 0. (3.9)0
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8
π2
x
∞∫
0
K0(2ζ sinh t) cosh
(
2t
3
)
dt = Ai2(−x) + Bi2(−x),
where ζ = (2/3)x3/2. For α = 1/2 relations (3.5)–(3.7) simplify to read
22/3π
{[
D1/2x
(
Ai(x)Bi(x)
)]2 + [D1/2x (Ai2(x))]2}= Ai2(22/3x)+ Gi2(22/3x),[
D1/2x
(
Ai(x)Bi(x)
)]2 − [D1/2x (Ai2(x))]2 = 21/3
π
Ai
(
22/3x
)
Gi
(
22/3x
)
(3.10)
and
D1/2x
(
Ai(x)Bi(x)
) · D1/2x (Ai2(x))= 21/3
π
[
Ai2
(
22/3x
)− Gi2(22/3x)].
Since the zeros of the functions Ai(x) and Gi(x) are well known (see e.g. [14,33]), representation (3.10) provides information
on the zeros of the left-hand side. It also shows that the latter is positive for x 0.
A generalization of Theorem 3 is given by the next statement.
Theorem 6. The following relations hold for α > −1/2:
2H−1Z→ζ
{
Dα−1x
(
Ai(x− Z)Ai(x+ Z))}= kα[Dα−1/2Ai(X) + Dα−1/2Gi(X)], (3.11)
2H−1Z→ζ
{
Dα−1x Hx
(
Ai(x− Z)Ai(x+ Z))}= kα[Dα−1/2Ai(X) − Dα−1/2Gi(X)], (3.12)
where kα is deﬁned by (3.3) and X = 22/3(x+ ζ 24 ).
Proof. Modifying the results of [37] we can write
Ai(x− Z)Ai(x+ Z) = −1
2
d
dx
∞∫
0
Ai2
(
x+ ζ
2
4
)
J0(Zζ )ζ dζ,
−Hx
{
Ai(x− Z)Ai(x+ Z)}= −1
2
d
dx
∞∫
0
Ai
(
x+ ζ
2
4
)
Bi
(
x+ ζ
2
4
)
J0(Zζ )ζ dζ.
Computing fractional derivatives of both sides we deduce
2Dαx
∞∫
x
Ai(t − Z)Ai(t + Z)dt =Hζ→Z
{
Dαx
(
Ai2
(
x+ ζ
2
4
))}
,
−2Hx
{
Dαx
∞∫
x
Ai(t − Z)Ai(t + Z)dt
}
=Hζ→Z
{
Dαx
(
Ai
(
x+ ζ
2
4
)
Bi
(
x+ ζ
2
4
))}
.
Taking the inverse Hankel transform yields
2H−1Z→ζ
{
HDα−1x
(
Ai(x− Z)Ai(x+ Z))}= Dαx (Ai2(x+ ζ 24
))
and
2H−1Z→ζ
{
Dα−1x
(
Ai(x− Z)Ai(x+ Z))}= Dαx (Ai(x+ ζ 24
)
Bi
(
x+ ζ
2
4
))
.
Using representations (3.1) and (3.2) we deduce (3.11) and (3.12). 
Relations (3.5)–(3.7) can be generalized in the following way.
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d˜1 = 2
kα
H−1Z→ζ
{
Dα−1x
(
Ai(x− Z)Ai(x+ Z))},
d˜2 = 2
kα
H−1Z→ζ
{
Dα−1x Hx
(
Ai(x− Z)Ai(x+ Z))},
a˜ = Dα−1/2Ai(X)
and
b˜ = Dα−1/2Gi(X),
where X = 22/3(x+ ζ 24 ). Then
d˜21 + d˜22 = 2
(
a2 + b2),
d˜21 − d˜22 = 4ab
and
d˜1d˜2 = a2 − b2,
where a and b are deﬁned by (3.4).
Remark. Eqs. (3.11), (3.12) and the subsequent formulas can be generalized to cover the Hankel transforms of the product
Ai(x− y)Ai(x− z) with y, z ∈ R. To this end it suﬃces to write
Ai(x− y)Ai(x− z) = Ai(x¯− Z)Ai(x¯+ Z),
where x¯ = x− Y , Y = (y + z)/2 and Z = (z − y)/2 and replace x by x¯ in the right-hand sides of (3.11) and (3.12).
4. Wronskian relations
In this section we collect several relations dealing with the properties of Wronskians of the system {D−1/2Ai(x),
D−1/2Gi(x)}. We also provide a formula for simpliﬁcation of the Wronskian of the system {Dαx (Ai(x)Bi(x)), Dαx (Ai2(x))}. In
Section 5, we shall use these results for computation of a number of indeﬁnite integrals containing fractional derivatives of
Airy functions and their products.
Introduce the notation U = D−1/2x Ai(x). Then, according to (2.11), −HU = D−1/2x Gi(x) and
Wˆ (U ) = W [U ,−HU ] = D−1/2x Ai(x) · D1/2x Ai(x) + D−1/2x Gi(x) · D1/2x Gi(x). (4.1)
Also, introduce its Hilbert transform
−HWˆ (U ) = −H{D−1/2x Ai(x) · D1/2x Ai(x) + D−1/2x Gi(x) · D1/2x Gi(x)}. (4.2)
Theorem 8. The function y = Ai(x) satisﬁes the equation
D−1/2x y · D1/2x y + D−1/2x (Hy) · D1/2x (Hy) = 1
π
∞∫
−∞
y
(
x+ η2)dη 0, (4.3)
and the function z = Gi(x) solves the equation
D−1/2x z · D1/2x z + D−1/2x (Hz) · D1/2x (Hz) = 1
π
∞∫
−∞
Hx
{
z(x+ η2)}dη 0. (4.4)
Proof. Computation of the Wronskian W [D−1/2x Ai(x), D−1/2x Gi(x)] yields (see [36])
Wˆ (U ) = W [D−1/2x Ai(x), D−1/2x Gi(x)]= 22/3Ai2( x22/3
)
. (4.5)
Therefore, taking into account (2.19) we can write
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(
x
22/3
)
= 1
π
∞∫
0
Ai(x+ t)√
t
dt
= 1
π
∞∫
−∞
Ai
(
x+ η2)dη 0.
In view of (2.11) we can substitute y = Hz into (4.3) and obtain Eq. (4.4) for Gi(x). 
Corollary 9. The function U = D−1/2x Ai(x) satisﬁes the equation
U · DxU + HU · Dx(HU ) = 1√
2π
(U + HU ), (4.6)
and the function V = D−1/2x Gi(x) solves the equation
V · DxV + HV · Dx(HV ) = 1√
2π
(−V + HV ). (4.7)
Proof. It follows from (3.8) and (4.5) that
D−1/2x Ai(x) · D1/2x Ai(x) + D−1/2x Gi(x) · D1/2x Gi(x) = 1√
2π
(
D−1/2x Ai(x) − D−1/2x Gi(x)
)
(4.8)
which yields (4.6). Substituting U = HV into (4.6) we deduce (4.7). 
The next statement shows that the operator Wˆ (see (2.5)) acts as a projector on U and −HU .
Theorem 10. The following formulas hold:
Wˆ (U ) = 1√
2π
(U + HU ),
Wˆ 2(U ) = 1
π
Wˆ (U ),
Wˆ n+1(U ) = anWˆ (U ), (4.9)
where the sequence {an} is given by
a1 = 1
π
, an+1 = 1
π
a2n, n = 1,2, . . . . (4.10)
Proof. We use induction on the number n. First, we establish that (4.9) holds for n = 1. According to (4.6), Wˆ (U ) =
1√
2π
(U + HU ). Taking the Hilbert transform of the last representation yields −HWˆ (U ) = 1√
2π
(U − HU ). Therefore, ex-
panding the determinant into the four simpler ones and taking into account that two of them vanish we get
Wˆ 2(U ) = Wˆ (Wˆ (U ))= ∣∣∣∣ Wˆ (U ) −HWˆ (U )d
dx Wˆ (U ) − ddx HWˆ (U )
∣∣∣∣= 12π
∣∣∣∣ U + HU U − HUU ′ + HU ′ U ′ − HU ′
∣∣∣∣= − 1π
∣∣∣∣ U HUU ′ HU ′
∣∣∣∣
= 1
π
(U · DU + HU · DHU ) = 1
π
Wˆ (U ).
Now assume that (4.9) holds for n = k − 1 1, i.e. Wˆ k(U ) = ak−1Wˆ (U ), and prove that this relation is valid for n = k. We
have
Wˆ k−1
(
Wˆ (U )
)= ak−1Wˆ (U ) = ak−1 1√
2π
(U + HU ).
Then
Wˆ (Wˆ k−1(U )) =
∣∣∣∣ ak−1Wˆ (U ) −ak−1HWˆ (U )ak−1 ddx Wˆ (U ) −an−1 ddx HWˆ (U )
∣∣∣∣= a2k−12π
∣∣∣∣ U + HU U − HUU ′ + HU ′ U ′ − HU ′
∣∣∣∣= a2k−1π Wˆ (U ) = akWˆ (U ). 
110 V. Varlamov / J. Math. Anal. Appl. 348 (2008) 101–115Corollary 11. For f ∈ L1(R),
Wˆ n+1(U ) ∗ f = anWˆ (U ) ∗ f = an√
2π
(U + HU ) ∗ f ,
where an is deﬁned by (4.10). Moreover, if f (x) 0 for x ∈ R, then
Wˆ n+1(U ) ∗ f  0.
The next statement provides a way of simplifying the Wronskian of the system {Dαx (Ai(x)Bi(x)), Dαx (Ai2(x))}.
Theorem 12. The following relation holds for x ∈ R and α > −1/2:
W
[
Dαx
(
Ai(x)Bi(x)
)
, Dαx
(
Ai2(x)
)]= −2k2αW [Dα−1/2Ai(z), Dα−1/2Gi(z)], (4.11)
where
kα = 2
2(α−1)/3
√
2π
and z = 22/3x.
Proof. Using (3.1), (3.2) and the fact that d/dx = H ◦ D we can write
W
[
Dαx
(
Ai(x)Bi(x)
)
, Dαx
(
Ai2(x)
)]= ∣∣∣∣ Dαx (Ai(x)Bi(x)) Dαx (Ai2(x))HDα+1x (Ai(x)Bi(x)) HDα+1x (Ai2(x))
∣∣∣∣
= k2α
∣∣∣∣ Dα−1/2Ai(z) + Dα−1/2Gi(z) Dα−1/2Ai(z) − Dα−1/2Gi(z)Dα+1/2Ai(z) − Dα+1/2Gi(z) −Dα+1/2Ai(z) − Dα+1/2Gi(z)
∣∣∣∣
= −2k2α
[
Dα−1/2Ai(z)Dα+1/2Ai(z) + Dα−1/2Gi(z)Dα+1/2Gi(z)]
= −2k2αW
[
Dα−1/2Ai(z), Dα−1/2Gi(z)
]
,
where z = 22/3x. 
Corollary 13. For α = 1/2, the formula (4.11) simpliﬁes to read
W
[
D1/2x
(
Ai(x)Bi(x)
)
, D1/2x
(
Ai2(x)
)]= − 1
22/3
Ai1
(
22/3x
)
.
Proof. Follows from (4.11) and (2.12). 
5. Integral relations
Integrals considered in the next statement may be used for studying the Ostrovsky equation (see [34]).
Theorem 14. Fractional derivatives of the functions Ai(x) and Gi(x) have the following integral representations:
Dα−1/2x Ai(x) = 1√
2π
∞∫
−∞
[(
DαAi
)(
x+ ξ2)+ (DαAi)(x− ξ2)]dξ, (5.1)
Dα−1/2x Gi(x) = 1√
2π
∞∫
−∞
[(
DαAi
)(
x− ξ2)− (DαAi)(x+ ξ2)]dξ. (5.2)
Proof. Adding and subtracting the formulas (3.1) and (3.2) we get(
Dα−1/2Ai
)(
22/3x
)= 1
2kα
[
Dαx
(
Ai2(x)
)+ Dαx (Ai(x)Bi(x))] (5.3)
and (
Dα−1/2Gi
)(
22/3x
)= 1
2kα
[
Dαx
(
Ai(x)Bi(x)
)− Dαx (Ai2(x))]. (5.4)
On the other hand, computing fractional derivatives of both sides of (2.20) and (2.21) yields
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(
Ai2(x)
)= 22(α−1)/3
π
∞∫
−∞
(
DαAi
)(
22/3x+ η2)dη (5.5)
and
Dαx
(
Ai(x)Bi(x)
)= 22(α−1)/3
π
∞∫
−∞
(
DαAi
)(
22/3x− η2)dη. (5.6)
Substituting (5.5) and (5.6) into (5.3) and (5.4) we deduce (5.1), (5.2). 
Remark. Setting α = 1/2 in (5.1) and (5.2) we obtain
Ai(x) = 1√
2π
∞∫
−∞
[(
D1/2Ai
)(
x+ ξ2)+ (D1/2Ai)(x− ξ2)]dξ,
Gi(x) = 1√
2π
∞∫
−∞
[(
D1/2Gi
)(
x− ξ2)− (D1/2Gi)(x+ ξ2)]dξ.
Corollary 15. For all x ∈ R,√
2
π
∞∫
−∞
(
DαAi
)(
x− ξ2)dξ = Dα−1/2x Ai(x) + Dα−1/2x Gi(x),
√
2
π
∞∫
−∞
(
DαAi
)(
x+ ξ2)dξ = Dα−1/2x Ai(x) − Dα−1/2x Gi(x).
Next, we compute a number of indeﬁnite integrals involving fractional derivatives of Ai(x) and Gi(x). We shall drop the
integration constants below.
Theorem 16. Assume that the function F (x) is continuously differentiable and F ′(x) = f (x) for x ∈ R. Then∫
Dα−1/2x Ai(x)D
α+1/2
x Ai(x) + Dα−1/2x Gi(x)Dα+1/2x Gi(x)
[Dα−1/2x Ai(x) − Dα−1/2x Gi(x)]2
f
(
Dα−1/2x Ai(x) + Dα−1/2x Gi(x)
Dα−1/2x Ai(x) − Dα−1/2x Gi(x)
)
dx
= 22/3F
(
Dα−1/2x Ai(x) + Dα−1/2x Gi(x)
Dα−1/2x Ai(x) − Dα−1/2x Gi(x)
)
= 22/3F
(
Dα(Ai(y)Bi(y))
Dα(Ai2(y))
)∣∣∣∣
y=2−2/3x
. (5.7)
Proof. Differentiation of the function F (u/v) yields
−
∫
W [u, v]
v2
f
(
u
v
)
dx = F
(
u
v
)
. (5.8)
Setting u = Dαx (Ai(x)Bi(x)), v = Dαx (Ai2(x)) and applying Theorems 3 and 7 we deduce (5.7). 
Setting u = D−1/2x Ai(x) and v = D−1/2x Ai(x) and using (5.8) and (4.5) leads to∫
D−1/2x Ai(x) · D1/2x Ai(x) + D−1/2x Gi(x) · D1/2x Gi(x)
(D−1/2x Gi(x))2
f
(
D−1/2x Ai(x)
D−1/2x Gi(x)
)
dx
= − 1
22/3
F
(
D−1/2x Ai(x)
D−1/2x Gi(x)
)
= − 1
22/3
F
(
w+( x22/3 )
w−( x22/3 )
)
,
where the functions w+(x) and w−(x) are deﬁned by (2.14) and (2.13), respectively. Some particular cases of this result are
listed below:∫
D−1/2x Ai(x) · D1/2x Ai(x) + D−1/2x Gi(x) · D1/2x Gi(x)
−1/2 2 dx = −
w+( x22/3 )
w ( x )
.
(Dx Gi(x)) − 22/3
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D−1/2x Ai(x) · D1/2x Ai(x) + D−1/2x Gi(x) · D1/2x Gi(x)
(D−1/2x Ai(x))2 + (D−1/2x Gi(x))2
dx = −arctan
(
w+( x22/3 )
w−( x22/3 )
)
and ∫
D−1/2x Ai(x) · D1/2x Ai(x) + D−1/2x Gi(x) · D1/2x Gi(x)
D−1/2x Ai(x) · D−1/2x Gi(x)
dx = − ln
(
w+( x22/3 )
w−( x22/3 )
)
.
Using (4.8) these integrals can be rewritten in another form, namely∫
D−1/2x Ai(x) − D−1/2x Gi(x)
(D−1/2x Gi(x))2
dx = −√2π w+(
x
22/3
)
w−( x22/3 )
,
∫
D−1/2x Ai(x) − D−1/2x Gi(x)
(D−1/2x Ai(x))2 + (D−1/2x Gi(x))2
dx = −√2π arctan
(
w+( x22/3 )
w−( x22/3 )
)
,
∫ (
1
D−1/2x Ai(x)
− 1
D−1/2x Gi(x)
)
dx = √2π ln
(
w+( x22/3 )
w−( x22/3 )
)
.
Now we exploit Theorem 6 using the fact that the Wronskian of the system {Wˆ n(U ),−HWˆn(U )} is given by (4.9).
Setting u = Wˆ n(U ), v = −HWˆn(U ) and using (5.8) we get∫
Wˆ n(U )
[HWˆn(U )]2 f
(
− Wˆ
n(U )
HWˆn(U )
)
dx = − 1
an
F
(
− Wˆ
n(U )
HWˆn(U )
)
= − 1
an
F
(
−Ai(
x
22/3
)
Bi( x
22/3
)
)
,
where an is deﬁned by (4.10). Here we have used the fact that
Wˆ n(U ) = an−1Wˆ (U ) = an−1√
2π
Wˆ (U ) = 22/3an−1Ai2
(
x
22/3
)
.
In particular,∫
Wˆ n(U )
[HWˆn(U )]2 dx =
1
an
Ai( x
22/3
)
Bi( x
22/3
)
.
6. Fractional derivative conservation laws for equations of KdV type
In this section we are going to consider some properties of equations of the KdV type that follow directly from the
corresponding properties of the fundamental solution of the linear Cauchy problem. We refer the reader to the papers [9,16,
18,19] for the issues of solvability and regularity of solutions of such equations and assume that the necessary smoothness
requirements are satisﬁed.
Consider the following Cauchy problem for the generalized KdV:
ut + uxxx = f (x, t,u,ux,uxx), x ∈ R, t ∈ [0, T ],
u(x,0) = ϕ(x), x ∈ R. (6.1)
Deﬁnition. A function u ∈ C([0, T ], X) is called a mild solution of the problem (6.1) if it satisﬁes the integral equation
u(x, t) = 1
3
√
3t
∞∫
−∞
Ai
(
x− y
3
√
3t
)
ϕ(y)dy −
t∫
0
dτ
3
√
3(t − τ )
∞∫
−∞
Ai
(
x− y
3
√
3(t − τ )
)
f (y, τ ,u,uy,uyy)dy
for t ∈ [0, T ] in some Banach space X .
Lemma 1. For α > 0 and x ∈ R,∫
Dαx Ai(x)dx = Dα−1x Gi(x) + C (6.2)
and ∫
Dαx Gi(x)dx = −Dα−1x Ai(x) + C . (6.3)
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∞∫
−∞
Dαx Ai(x)dx = 0 and
∞∫
−∞
Dαx Gi(x)dx = 0. (6.4)
Proof. (6.2) and (6.3) follow from the relations d/dx = H ◦ D , (2.11) and the integration of the identities
Dαx Ai(x) =
d
dx
(
Dα−1x Gi(x)
)
and
Dαx Gi(x) = −
d
dx
(
Dα−1x Ai(x)
)
.
Next, observe that the functions Dαx Ai(x) and D
α
x Gi(x) are uniformly bounded on R for −1 < α  1/2. Conducting the
arguments similar to those of [13] one can show that Dαx Ai(x) → 0, Dαx Gi(x) → 0 as |x| → ∞ for −1 < α < 1/2. The
functions D1/2x Ai(x) and D
1/2
x Gi(x) represent a critical case with respect to the order α. They are still uniformly bounded
on R, decay to zero as x → +∞, and oscillate without decay as x → −∞ (see (2.24), (2.25) and the graphs in [35]).
Combining these observations with (6.2) and (6.3) we deduce (6.4). 
Theorem 17. If there exists a mild solution of the Cauchy problem (6.1) for ϕ ∈ L1(R) ∩ L1/2(R) and for some T > 0 and t ∈ [0, T ],
f (x, t,u,ux,uxx) ∈ Lx1(R) ∩ Lx1/2(R), then the following conservation laws hold for 0< α  1/2:
∞∫
−∞
Dαx u(x, t)dx = 0,
∞∫
−∞
HxD
α
x u(x, t)dx = 0, t ∈ [0, T ]. (6.5)
Moreover, for n = 1,2,3, . . . ,
∂nα
∞∫
−∞
Dαx u(x, t)dx = 0, ∂nα
∞∫
−∞
HxD
α
x u(x, t)dx = 0, t ∈ [0, T ]. (6.6)
Proof. Integrating the Cauchy problem (1.1) with respect to t we reduce it to the integral equation and compute the frac-
tional derivative of both sides in x. As a result we get
Dαx u(x, t) =
1
3
√
3t
∞∫
−∞
Dαx Ai
(
x− y
3
√
3t
)
ϕ(y)dy −
t∫
0
dτ
3
√
3(t − τ )
∞∫
−∞
Dαx Ai
(
x− y
3
√
3(t − τ )
)
f (y, τ ,u,uy,uyy)dy. (6.7)
Taking the Hilbert transform with respect to x yields
Hx
{
Dαx u(x, t)
}= − 1
3
√
3t
∞∫
−∞
Dαx Gi
(
x− y
3
√
3t
)
ϕ(y)dy −
t∫
0
dτ
3
√
3(t − τ )
∞∫
−∞
Dαx Gi
(
x− y
3
√
3t
)
f (y, τ ,u,uy,uyy)dy. (6.8)
Therefore, integrating both sides of (6.7) and (6.8) and applying Lemma 1 for 0 < α < 1/2 we deduce (6.5). In view of
the smoothness assumptions imposed in the hypothesis the interchange of the order of integration can be justiﬁed by the
Fubini–Tonelli theorem.
Conservation laws (6.5) have the form F(α, t) = 0. Differentiating both sides of this relation with respect to α
yields (6.6). 
Corollary 18. Under the assumptions of the theorem,
P.V.
∞∫
−∞
Dαu
(
g(x), t
)
dx = 0, P.V.
∞∫
−∞
HxD
αu
(
g(x), t
)
dx = 0, t ∈ [0, T ],
where
g(x) = x− c
2
x
and c is any real constant. Moreover, the same relations hold true if
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N∑
j=1
b j
x− c j ,
where {b j} is any sequence of positive constants and c j are any real constants. Here the ﬁnite sum can be replaced by a series provided
that the latter converges.
Proof. Follows from (6.5) and Theorem 2. 
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Appendix A. Integrals involving Ai(x) and Gi(x)
As above we assume that the function F (x) is continuously differentiable and F ′(x) = f (x) for x ∈ R. Formula (5.8) and
the expression for the Wronskian (2.12) allow to conclude∫
Ai1(x)
Gi2(x)
f
(
Ai(x)
Gi(x)
)
dx = −π F
(
Ai(x)
Gi(x)
)
.
As particular cases of this result we list the following indeﬁnite integrals:∫
Ai1(x)
Gi2(x)
dx = −π Ai(x)
Gi(x)
,∫
Ai1(x)
Ai(x)Gi(x)
dx = −π ln
(
Ai(x)
Gi(x)
)
,∫
Ai1(x)
Ai2 + Gi2(x) dx = −π arctan
(
Ai(x)
Gi(x)
)
,∫
Ai1(x)
Gi2(x)
(
Ai(x)
Gi(x)
)n
dx = − π
n + 1
(
Ai(x)
Gi(x)
)n+1
.
This list can be continued.
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