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Abst ract - -We derive sufficient conditions for the existence of extremal solutions for a second- 
order singular functional differential equation subject o initial data. The type of equations that we 
study here can be regarded as stationary and one-dimensional models for diffusion processes in which 
the diffusion coefficient is not a constant. We have also tried to relax the regularity assumptions as 
far as possible, in order to extend the applicability of our result. We present an example in which 
the extremal solutions are approximated. (~) 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In [1], we consider the ordinary differential equation 
( (kou)u ' ) ' (x )  = f (x ,u (x) )u ' (x )  +g(x ,u(x) )u(x) ,  a.e. in I = [0, a], (1.1) 
with initial data 
u(O) = O, k(u(O))u'(O) = O, (1.2) 
for a fixed a > 0. The function k is allowed to vanish for some values of u and, therefore, the 
equation becomes ingular at those points. This type of differential operators naturally arises in 
diffusion processes (see [2,3] and references therein). 
From a purely mathematical point of view, one of the main difficulties involved in these equa- 
tions is a lack of a priori bounds on the derivatives, which puts a stop to a Bernstein-Nagumo 
approach. Even in our case, where the dependence on the derivatives i linear, we have to give 
up obtaining nontrivial C1 solutions. 
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We define a solution of (1.1),(1.2) as any element of the set 
s = {~ • wl,~(s) ~(x) > 0, for x • (0,~] aud (k o~)~' • W" ' (S )} ,  
that satisfies relations (1.1),(1.2). Following the standard notation, WI"I(I) stands for the 
Sobolev space of L 1 functions whose generalized erivative belongs to L I( I) .  
We note that for every element of W 1'1 (I) there exists a unique absolutely continuous function 
on I that equals it ahnost everywhere on I. We mean that u • $ satisfies (1.2) when the 
continuous functions that equal u and (k o u)u' a.e. fulfill the respective relations. 
On the other hand, we say that a solution u. • S of (1.1),(1.2) is the minimal solution in S 
if u. _< u for any other solution u • S. Analogously, we can define the concept of maximal 
solution. When both the minimal and the maximal solutions of (1.1),(1.2) in S exist, we call 
them extremal solutions. 
Existence of nontrivial solutions for (1.1),(1.2) is proven in [1] under the following assumptions 
on the functions k, f ,  and g. 
(k0) k • L~oc[0, oe ), k({) > 0 for a.e. { • [0, oo), fh(k({)/~)d~ < oc and j l~(k({)/~)d~ = oc. 
(f0) f : [0, a] x [0, o c) -* ]R is continuous on [0, ct] x [0, oo); for a.e. ~ • [0, oc), f ( . ,{ )  is 
absolutely continuous on [0, a] and 
IDlf(x, ~)] < B(~), for a.e. x • [0, ct], 
where 13 • Lllo¢[O, oc); there exists a null set N C [0, ~t] such that for each fixed x • [0, c~]\N 
the derivative Dlf (x ,  ~) exists for a.e. ~ E [0, oc). 
(fl) f (x,~) > 0 on [0, ct] x [0, oc) and for all x • [0, hi \N ,  we have that Dlf(x,~) < 0 for a.e. 
e [0, oo). 
(f2) f (x , .  ) is nondecreasing in [0, oo) for a.e. x E [0, hi. 
(h0) There exists hi • Ll[0, a] such that f(x,~) <_ hi(x) for a.e. x • [0, a] and all ~ • [0, oo). 
(hl) There exists h2 • Ll[0, ctl such that for all x • [0, c~] \N ,  we have Dl.f(x,~) > h.2(x) for 
a.e. ~ C [0, oo). (Notice that h2 has to be nonpositive a.e. so that this assumption and (fl) 
are consistent.) 
(gO) g:  [0, c~] x [0, oo) --+ R is such that g( . ,  h(. )) is a measurable function on [0, oJ whenever h 
is continuous on [0, a]. 
(gl) For a.e. x • [0, c~], 9(x, ~)~ is nondecre~ing with respect o ~ • [0, oc). 
(g2) There exists ~p • LI[0, c~] such that 0 < g(x, ~) < ~p(x) for a.e. x e [0, ~] and all ~ • [0, oo). 
Under the assumptions listed before, we prove in [1, Lemma 3.2 and Theorem 3.1], the following 
results. 
LEMMA 1.1. Assume Conditions (kO), (fO)-(f2), (hO), (hi), and (gO)-(g2). Then every solution 
u • S of (1.1),(1.2) satisfies 
~(x) < ~(~) < b(x), for all ~ • [0,~1, 
where a, b c C[O, c~] are defined by 
( f )  a(x) = V -1 f(s,O) ds , 
b (x ) :  V -1 ( io x (h i ( s ) -So  s h2(r)dr + j0s ~b( r )dr )ds ) ,  
and V ( ¢ ) = fo~ (k( s ) / s ) & for aSS ~ • [0, oo), where hi,h2 are the functions ~i.en i~ (hO) and (hl ), 
and %b is given i11 (g2). 
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THEOREM 1.1. Assume Conditions (kO), (fO)-(f2), (hO), (hl), and (gO)-(g2) hold. Then prob- 
lem (1.1),(1.2) has extremal solutions in $, u,, and u* that, moreover, satisfy 
u,  = min{u • [a,b]: Tu <_ u}, 
~* = max{~ • [~, b]: ~ <_ T~}, 
where 
Tu(x)  = W-t  f (s ,  ~) d~ ds - D1 f(r,  ~) d~ dr ds 
+ g(r, u(r))u(r) dr ds , for all x • [0, ct], 
and W(~) = f~o k(s) ds. 
Next, we prove a simple corollary of Lemma 1.1 and Theorem 1.1. 
COROLLARY 1.1. I f  k satisfies Condition (kO), 9 equals zero, and f - c > O, then prob- 
lem (1.1),(1.2) has a unique solution u • Z g/yen by 
~(~) = v -~(ex) ,  fo~ all ~ • [0, ~]. 
PROOF. Functions k, f ,  and 9 satisfy Conditions (k0), (f0)-(f2), (h0), (hi), and (gO) (g2). Then 
Theorem 1.1 ensures the existence of extremal solutions u. and u* of problem (1.1),(1.2) which, 
by Lemma 1.1, satisfy 
a ~ tt. ~ u* < b. 
Clearly, we can take in this case lq = c, h2 ~ 0, and ~ - 0, which implies that a = b and then a 
is the unique solution of this problem. | 
It is the aim of the present paper to extend Theorem 1.1 to cover a wider class of functional 
equations. In Section 2, we introduce the problem that we are going to study and give the list 
of conditions that we shall consider. Some preliminary results are also proven in that section. 
In Section 3, we prove our two main results: an existence theorem and an approximation result. 
Finally, we deal with some examples in Section 4. 
2. PREL IMINARIES  
The problem we shall be concerned with is the solvability of flmctional equations of the form 
d 
d--x (k(u(x) ,u)u'(x))  = f (x ,u (x ) ,u )u ' (x )  + g(x,u(x) ,u)u(x) ,  
together with the initial conditions 
a.e. on [0, a], (2.1) 
~(0) = o, (2.2) 
k(u(O), u)u'(O) = o. (2.3) 
This is the list of conditions that will be proven to be sufficient for the existence of extremal 
solutions for problem (2.1)-(2.3). We denote by C+([0, e]) the set of all continuous functions 
~: [o, ~] -~ [o, ~) .  
(kl) k :  [0, oc) x C+([0, a]) -~ R is such that k(. ,u) satisfies (k0) for each fixed u • C+([0, a]). 
(k2) For all ~ • [0, a], the function k(~, .) : C+([0, a]) --+ N is nonincreasing; i.e., if ux _< ue, 
then k(~,ul)  > k(~,u2). 
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(k3) There exists k~ : [0, oc) + R that satisfies (k0) and such that for each u c C+([0, a]), 
k({, u) _> k~({) for all ~ E [0, oo). 
(f3) f :  [0, a] x [0, ec) x C+([0, a]) + R is such that for each u E C+([0, a]) the function .f(. ,- ,  u) 
satisfies (f0)-(f2). 
(f4) For every (x,~) E [0, a] x [0, oo), the function f(z,~, .) : C+([0, a]) -* R is nondecreasing; 
i.e., if ul _< u2, then f (x ,~,ul )  <_ f(x,~,u2). 
(fS) For a.e. x E [0, a], i ful ,u2 C C+([0, a]) with ul <_ uu, then 
Dlf (x ,~,u l )  >_ Dlf(x,~,u2), for a.e. ~ c [0, oc). 
(h2) There exists H1 E Ll(0, ct) such that f (x,~,u) <_ HI(X) for a.e. x E [0, a] and all (~,u) c 
[0, oo) x c+([0, ~]) 
(h3) There exists/ /2 E Ll(0, c~) such that for every u E C+([0, a]), the function Dl f ( . ,  .,u) is 
such that for a.e. x E [0, a], we have 
Dtf(x,~,u)  >_ H2(x), for a.e. ¢ E [0, oo). 
(g3) 9 : [0, a] x [0, oo) x C+([0, a]) + R is such that for every u c C+([0, a]), the fimction 
g( ' , "  ,u) satisfies (gO) and (gl). 
(g4) For a.e. x E [0, ct] and all { c [0, ec), the function g(x,{, .): C+([0, a]) --~ R is nondecreas- 
ing; i.e., if Ul < u2, then g(x,~,Ul) <_ g(x,{,u2). 
(g5) 0 < g(x,~,u) < ql(x), with • E Ll(O,a), for a.e. :c E [0, a] and all (( ,u) E [0, cx~) x 
c+([0,~]). 
REMARK 2.1. Condition (g5) ensures that for each u E C+([0, a]), the function g(" , - ,u)  ful- 
fills (g2). 
It is important o realize that if k, f ,  and 9 do not depend functionally on u, then problem (2.1)- 
(2.3) reduces to (1.1),(1.2), and Conditions (kl)-(g5) reduce to (k0)-(g2). 
Note also that we do not impose continuity assumptions in the functions that define the equa- 
tion, except in Condition (f3). 
We define the set 
Z={uEWl 'a (O,  c t ) :u>Oon(O,a]andk(u( . ) ,u )u ' ( . ) c l /vL l (o ,~)} .  (2.4) 
DEF~NrTION 2.1. A solution of (2.1)-(2.3) is a function u E Z that satisfies (2.1)-(2.3). 
For all v E C+([0, a]), consider the following ordinary problem: 
d 
d--x (k(u(x), v)u'(x)) = f(x,  u(x), v)u'(x) + g(x, u(x), v)u(x), for a.e. x E [0, a], (Pv) 
~(o)  = 0, k (~(0) ,~)~' (0 )  = 0. 
Since k~( . ) :=  k(- ,v) ,  f~( . , . ) :=  f ( - , . , v ) ,  and 9~( ' , ' ) :=  9( , ' , v )  satisfy Assumptions (k0)- 
(g2), then Theorem 1.1 ensures that problem (P~) has extremM solutions in the set 
Zv={uEWl ' l (O ,c~) :u>Oon(O,c~]and(k~ou)u 'EWa' l (o ,a )} .  (2.5) 
Moreover, by Lemma 1.1 we know that the extremal solutions (Uv), and (u~)* are such that 
a. _< (u~). < (uv)* < b., on [0, a], 
where av and bv are defined by the expressions 
/0 /0 a,,(z) kv(s) ds = fv(s,O) ds (2.6) S 
and 
/o //( /o /j ) b,,(~) k.(s) ds = Hi(s) - H2(r) dr + qy(r) dr ds. (2.7) 8 
In order to obtain uniform bounds on the solutions of (P.), for v EC+([O,a]), we prove the 
following two lemmata. 
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LEMMA 2.1. 
have that 
avl <_ av2 and b,, <_ bv~. 
PROOF. As vt < v2, and taking (k2), (2.6), and (f4) into account, we deduce that 
/o r /o x a,,, (x) kve(S)__ ds<_ .... 1(,) kv~(S)_ ds = fvl(S,O) ds 
S dO S 
<- fi,2 (s, O) ds = -- 
JO 
and therefore, 
Assume that Conditions (kl)-(g5) hold. For yl,V2 • C+([0, ct]), with Vl < v2, we 
As a consequence, 
b,~ (x) <_ by2 (x), for all x • [0, a]. | 
LEMMA 2.2. Assume that Conditions (kl)-(gS) are satisfied. 
I f  v • C+([0, ct]), then every solution of (By) belongs to the functional interval 
[a,b] = {u • C([0, a] ) :  a(x) < u(x) < b(x), for all x ~ [0, c~]}, 
where 
a = ao defined in (2.6) and 0 =- 0 (2.8) 
and b is implicitly given by 
PROOF. From Lemma 1.1, we know that for each v E C+([0, c~]) every solution Uv of (Pv) satisfies 
av <_ uv <_ by, and hence, it suffices to prove that a < av and bv ~ b. 
I fv  • C+([0,c~]), then we have that v(x) >_ 0 for all x • [0, ct]. Thus, 0 <_ v and, in such a case, 
by Lemma 2.1 we conclude that a = ao <_ av. 
On the other hand, from (k3) and definitions (2.7) and (2.9), we deduce that 
f0 fbo(x) k.(s) b,~(~) koo_(s) ds <_ - ds 
S JO S 
= fox (H l (S ) -Ls I : i r2 ( r )dr+~oSf f t l ( r )d r )  d8 
f b(x) k~(s)  ds, JO S 
and therefore, b~ < b. | 
The following lemma turns the problem of existence of solutions of (2.1) (2.3) into the problem 
of existence of fixed points for an adequate operator. Its proof is rather similar to that of 
Lemma 3.3 in [1] and it is not included here. 
all x • [0, c~]. 
that 
/o" ) H2(r) dr + ~(r)  dr ds 
avl (x) _< a.2 (x), for 
On the other hand, from (k2) and (2.7), we obtain 
fo " [b ' l~~ k~(s)  b 1 (z) k,2_(s ) ds < - ds 
S dO S 
b''2(x) kv2(S) d8. 
S 
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LEMMA 2.3. Let a and b be defined as in Lemma 2.2 and let v c C+([0, a]). 
Consider the operator T~, : C+([0, c~]) ~ C+([0, a]) defined by 
1,1~2, [Tv(u)(x)] = fv (s ,~)d(ds  - (x - s) D l fv (s ,~)d(ds  
JO 
/oX// + 9v(r, u(r))u(r)  drds, 
where 
]o .x w~(~) = kv(S) ds. 
Then u E Z~, is a solution of (P~) i f  and only if u E [a, b] and u = T~u. 
Now we are in a position to establish one of our fundamental results. 
THEOREM 2.1. I f  V E C+ ([0, a]), problem (Pv) admits a minimal solution (Uv). and a maximal 
one (u~,)* E Z .  that satisfy 
(u,) .  = min{u E [a, b]: Tvu < u}, 
(uv)* = max{u E [a, b]: u < T~u}, 
(2.10) 
(2.11) 
where Tv is the operator defined in Lamina 2.3. 
PaOOF. It suffices to prove that T. has extremal fixed points in [a, b] and uses the equivalence 
established in Lemma 2.3. 
CLAIM I. T~, is nondecreasing on [a, hi. 
The proof of this claim is similar to the proof of the Claim 1 of Theorem 3.1 in [1]. 
CLAIM II. Tv maps [a, b] into itself. 
Since T, is nondecreasing, to see that T,([a, b]) C [a, b], it is enough to verify that a <_ T,a and 
T~b < b. We only prove the first inequality, since the second one is analogous. 
By definition of T~,, we have that 
(~,~5, orua)(:c) fx  fo(~) fx  f0o(~) = f . ( s ,~)d~ds  - (x - s) D l fv (S ,~)d~ds  
dO dO 
+ gv(~, a(~))a(~) d~ ds, .~: e [0, ~]. 
Differentiating in the previous expression, we have that for every x E [0, c~], 
/5 '  /oX/5 ' /o x ( t~ oTva) ' (x)  = £(x ,~)d~ - D l£ (S ,~)d~ds  + gv(s,a(s))a(s)ds.  (2.12) 
Exactly as in Theorem 3.1 in [1], we have that 
a'(.~) -- a(x) 
ko (a(x)) fo (x, 0), for a.e. x E [0,(@ (2.13) 
As a consequence, the chain rule holds for Wv o a. Taking into account (2.13), (k2), and (f4), 
we deduce that 
kv(a(x))  . . . . .  0) (w~ o a)'(x) = k~,(a(~))a'(x) = ~at~So~x,  (2.14) 
< a(x) fv(x ,  0), for a.e. x e [0, a]. 
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From Hypotheses (f3) and (g3) and equations (2.12) and (2.14), we have that 
(W,, oa)'(x) < f.(x,O)a(x) < f . (x ,~)d~ 
(l/VvoT, a)'(x), for d.C. x E [0, a]. 
Since Wv o a and W~ o T.a are absolutely continuous and satisfy that 
(wv oa)(0) =0=(~,  oT~,a)(O), 
we conclude that W, o a <_ W~ o T,,a. 
Finally, from the fact that W~ is strictly increasing, we deduce that a < T,.a. 
?~ oo CLAIIVl I I I .  If { n}n=l is a monotone sequence in [a, b], then {Tv(un)}~l  converges in C([0, a]). 
The proof of this claim is similar to the proof of Claim 3 of Theorem 3.1 in [1]. 
Now, the existence of extremal fixed points of the operator T~ satisfying (2.10) and (2.11) 
follows as an application of Theorem 1.2.2 in [4], with X = Y = C[0, a]. | 
3. MAIN  RESULTS 
The following theorem is our main result on existence of extremal solutions for (2.1) (2.3). 
THEOREM 3.1. Assume that Conditions (kl)-(g5) hold. Then problem (2.1)-(2.3) has extremal 
solutions in the set Z defined in (2.4). 
Even more, any solution of (2.1)-(2.3) belongs to [a, b]. 
PRooF. First, note that if u is a solution of (2.1)-(2.3), then u is a solution of problem (P,,), 
which implies that u E [a, b] (see Lemma 2.3). 
Consider the mapping G:  [a, b] --~ [a, b] defined as 
Gv := minimal solution of (P,,). (3.1) 
CLAIM I. G is nondecreasing. 
Theorem 2.1 ensures that the operator G is well defined and maps [a, b] into itself. 
To prove that G is nondecreasing, let vl,v2 c [a,b] with vl _< v2 and put 'al := GVl and 
u2 := Gv2. From expression (2.10), we conclude that 
~1 = min{~ c [~, hi: T ,~ < ~}, 
u2 = min{u E [a, b]: T2u <_ u}, 
(3.2) 
(3.3) 
where Ti: C+ ([0, a]) --+ C+ ([0, a]) is defined as 
(l,V, oT iu) (x)  = f , , , ( s ,~)d~ds-  (x -s )  Dl.fv,(s,~)d~ds 
/oX  s + g~,(r,u(r))u(r)drds, 
mid I/Vi(x) = fo ~ k~ (s) ds, for i E {1, 2} (i.e., Ti = T~,~ with the notation of Lemma 2.3). 
Conditions (f4), (f5), and (g4) ensure that 
WI(TlU(X)) < W2(T2u(x)), for all x ~ [0, a]. (3.4) 
From (k2), we deduce that 
W1 (x) >_ W2(x), for all x E [0, oo). (3.5) 
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As a consequence, using (3.4) and (3.5), we conclude that 
Wl(Sf~u(x)) << W2(T~u(x)) < Wl(T2u(.v)), for all x E [0, c~ 1, 
and, since W1 is strictly increasing, we have that 
Tlu(x) < T2u(x), for all x E [0, a]. 
Now, from the fact that u2 ~ [a,b] is a fixed point of T2, we have that Tlu2 <_ T2u2 = u2. 
Thus, from (3.2), we conclude that ul < u2, i.e., G is nondecreasing. 
CLAIM II. If {v~}~= t is a monotone sequence in [a, b], then {Gvn}n~=l converges in C([0, a]). 
Now let {v,~}~=l°° C [a, b] be a monotone sequence. From the fact that G is nondecreasing, the 
sequence {u~}nc~_ 1 := {Gv~}~= 1 C [a, b] is monotone. Then there exist the pointwise limits 
v(x) = lira v~(z) 
n~oo 
Now, we define 
w~(~) := k~(8) d~, 
where 
and u(x) = lira un(x), for all x e [0, c~]. 
r t~oo  
f~(x,~) := f(x,~,vn), and g.~(x,~) :=9(x,~,v,~), 
k~(~) := ~(~, ,~).  
From the definition of G, we have that 
(3.6) 
+ g,~(~, ~ (~))~,~(,-) dr. ds. 
k oc Hypotheses (kl) and (k2) imply that for a.e. ~ E [0, oo), the sequence {%(~)},~=1 is monotone 
and that 0 < k~(~) < k(~, a), for all n ~ N. Consequently, there exists 
nlinL kn(~) = k(¢), for a.e. ~ E [0, oo). 
Furthermore, since k( . ,  a) is locally integrable, from Lebesgue's dominated convergence theorem, 
we deduce that 
/o Wn(~) = ks(s) ds --~ I~(~) := ds, for all ~ E [0, oo). (3.7) 
From Hypothesis (k3), we have that, for all ~ E [0, ec), 
0 < k~(~) _< ks (0, for all ~ ~ r~, 
consequently, for a.e. ( E I0, oc), 
0 < k~(~)  _< ~(~), 
which implies that IYV : [0, oc) --. [0, oo) is a nondecreasing homeomorphism. 
From (k2), we deduce that the sequence { n}n=l is monotone ill [0, OC) and, by (3.7), the 
pointwise limit I~ is continuous. Now, from Dini's theorem we deduce that the convergence 
of W,~ to ~?V is uniform in compact sets. This result, together with the fact that u,~ C [a, b] for 
all n E N and that l~ is continuous, ensures that 
(w~ o ~,~)(x) -~ , (~ o ~) (=~.), for all ~ c i0, ~l. (3.8) 
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On the other hand, from (f3), (f4), and (h2), we conclude that  for a.e. x E [0, ct], the sequence 
{fn(z,-)}~=: is monotone and that  0 _< f~(x, .) <_ HI(X) for all n G N. Then for a.e. x E [0, c~], 
there exists 
li~:~f,~(z,{) = f(z,{), for all'{ E [0, oc). 
Consequently,  from the dominated convergence theorem, we have that,  for a.e. x E [0, c~], 
fn(X, s) ds ---+ (x, s) ds, for all ~ e [0, oo). 
From analogous arguments  to the ones used to prove (3.8), we have that  
f~,.(x) f~(x) .f,~(x,~)dg -+ f(x,~)d~, for a.e. x C [0, c~]. 
J0  JO  
Furthermore,  Hypothesis  (h2) ensures that,  for all n c N and a.e. x E [0, c~], 
f0 ~''(x) if0 b(~) 
f,~(x,~)d~ <_ Hl(x)d~ = H:(x)b(x). 
Now, apply ing the dominated convergence theorem again, we conclude that  
///0 /0 /7 ' f~(s,~)d~ds ~ f(s,~)d~ds, for all x c [0, (~]. 
Analogously, we deduce that  
/oXr /o ]7 , D:fn(s,{)d~ds --+ D(s,~)d{ds, for all x E [0,a], 
J0 
and that  
where, for a.e. s E [0, c~], 
b (s ,~)  = lira Dlfn(s,~), 
n-+oo 
for all { E [0, oo), 
and 
0(s) = lim gn(S, Un(S))Un(S). 
f t~oo  
From (3.6), we deduce that,  for all x E [0, a], 
(Wno un)(x) --' h(x) := f(s, ~) d{ ds 
- (x - s) JD(s, ~) d~ ds + ~(r) dr ds. 
Using (3.8) and (3.9), we arrive at 
(wou  (x / :  h(x), for all x I0,<, 
\ / 
for all x E [0, a], 
for all x E [0, ot], 
and therefore, 
and, in part icular,  u is a continuous function. 
(3.9) 
(3.10) 
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On the other hand, since {un}~°°= 1 is a monotone sequence, Dini's theorem ensures that the 
convergence of {un}~a= 1 to u is uniform, i.e., in the supremum norm of C([0,a]). Then, from 
Theorem 1.2.2 in [4], the operator G has extremal fixed points in [a, b]. In particular, the minimal 
fixed point u. of G satisfies that 
u. = min{v E [a,b]: Gv <_ v}. 
Now, we define the operator G :  [a, b] -4 [a, b] as 
Gv := maximal solution of (P~), 
(3.11) 
and we can prove, in the analogous way, that this operator satisfies the following properties. 
• G is hondecreasing. 
• If {v~}~_ 1 is a monotone sequence in [a, b}, then {dv~}~= 1 converges in C([0, a]). 
Theorem 1.2.2 in [4] ensures again that operator d has extremal fixed points in [a, b]. Further- 
more, the maximal fixed point u* of G satisfies that 
u*=max{vE[a ,b ] :Gv>_v}.  
The functions u, and u* are the minimal and the maximal solutions, respectively, of prob- 
lem (2.1) (2.3). First, note that u. is a solution of (2.1)-(2.3) because it is a fixed point of G. 
Now, from the definition of G, we deduce that Gu _< u and then, by (3.11), we conclude that 
u. _< u. Using the reversed arguments, we can prove that u* is the maximal solution of (2.1)- 
(2.3). | 
Under some more assumptions, we have the following approximation result. 
THEOREM 3.2. Assume that Hypotheses (kl)-(gh) hold. Let a and b be as defined in Lemma 2.2 
and operators G and G be as defined in the proof of Theorem 3.1. Define the sequences {an}~=o 
and {bn}~:0 by 
• l i m ~  
• linln--+o~ 
• limn~oc 
then b is the 
PROOF. 
ao = a and an+l = Gan, 
bo = b and b~+l=Gb,~. 
Let ~ = l im~oo an and b = limn~oo bn. Then the following properties hold. 
(i) I f  for a.e. x E [0, a I we have 
• l im~ k(~, a,~) = k(~, 8) for a.e. ~ E [0, oo), 
• lim~-.oo f (x ,  ~, an) = f ( z ,  ~, 8) for a.e. ~ E [0, oo), 
• l im,~oo Dl f (x ,~,an)  = Dlf(X,~,gt) for a.e. ~ E [0, oo), 
• l imn~oog(x, an(x),an) = ~(x,8(x),~z), 
then gz is the minimal solution of problem (2.1)-(2.3). 
(ii) I f  for a.e. x E [0, a], we have 
• limn~oo k(~, b~) = k(~, b) for a.e. ~ E [0, oo), 
f (x ,  ~, bn) = f (x ,  ~, b) for a.e. ~ E [0, oc), 
Dl f (x ,  ~, bn) = D l f (x ,  ~, b) for a.e. ~ E [0, oo), 
g(x, b~(x), b,~) = O(x, b(x), b), 
maximal solution of (2.1)-(2.3). 
CASE (i). Since G : [a, b] --+ [a, b] is nondecreasing and maps monotone sequences in convergent 
sequences in C([0, al), we know that there exists fi = lim,~oo aN. In the proof of Theorem 3.1, we 
have proved that the minimal solution u. E Z of problem (2.1)-(2.3) is the minimal fixed point 
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of G. Then, we must prove that 5 is the minimal fixed point of G, which is, from Corollary t.2.2 
in [4], equivalent to prove that 5 = G5. 
Inequality 5 _< G5 is easily deduced from the fact that an < 5 for all n E N and that G is 
nondecreasing, 
5= lim a~+l = lim Ga,~ <_GS. 
Consequently, it is enough to prove that G5 <_ 5. By definition, 
G5 := minimal solution of problem (Pa) • 
Now, identity (2.10) implies that if Tag _< 5, then G& _< g. 
Using the equality 
JoX/o /o" I Wa [Ta (5)(x)] = fa(s,4)d4ds - (x - s) D1A(s,4) d4ds 
J0 
j0x/0" + ~ <, a(,-))a(~,) d~ ds, 
together with the assumptions of Case (i) and reasoning as in the proof of Theorem 3.1 with 
respect o the sequence us = an, we deduce that 
Ta5 = 5, 
and the proof is complete. 
CASE (ii). The proof is analogous to the previous case, applying the reversed arguments. 
4. AN EXAMPLE 
The following problem: 
~(o) =o,  
fora.e, xE I= [0, x/-2], 
,25 f 
2 + J [0  u(s) ds 
f 
l +j]o u(s) ds 
u(o)~'(o) =o,  
where F : [0, oc) -~ IR is defined as {1 
F(4) = 2' 
2, 
i f0<_4<1,  
i f l  -<4, 
is a problem type (2.1) (2.3) with k : [0, co) x C+(I) ---, [0, oc) defined by 
f,/~ 
2 +j]o u(s) ds 
k(4, u) = 4, l+f~(s)ds 
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f : I x [0, oo) × C+(I) + R defined as f ( z ,{ ,u )  = F(u(1))  and g - 0. 
It is not difficult to verify that functions k, f ,  and g satis~" Hypotheses (kl) (gS). 
For every v c C+(I), problem (P,,) is given by (i+l v's'd  ) 
-o  ~(,)~,(~) = F(v(1))u' (x) ,  
2+~,[o v(s) ds 
~(o) = o, 
f,/5 
l+ j l0  v(s) ds 
for a.e. z ~ I = [0, x/2], 
~(0>'(0) = o. 
From Corollary t.1, problem (Pv) has a unique solution given l)y 
Uv(X) = 
Now, defining the constant 
1 + f v(s)  ds 
30 F(v(1))z ,  
4~ 
2 + / v(s) ds 
0 
for all x C [. 
C v ~- 
f 
1 + / v(s) ds 
g 0 F(~(1)), 
f 
2 + / v(s) ds 
dO 
we rewrite the unique solution of (Pv) as 
Taking k~( ( )  = {, H i (x  ) : 2, H2(x  ) = 0, and (i*(x) : 0,  then the functions a and b defined in 
Lemma 2.2 are given by the following expressions: 
X 
a(z) = ~, for all z ~ [, 
b(m) = 2z, for all z E I.  
Clearly 1/4 _< cv < 2, and consequently u~, ¢ [a,b I for all v C C+(I), as we have proved in 
Lemma 2.3. 
Then the operator G :  [a, b] -+ [a, b] is, in this case, given by 
Gv(x) = c,,x, for all :I: C I and all v ~ [a, hi. 
Note that since problem (Pv) admits a unique solution, G =- G. Consequently, as we have proved 
in Theorem 3.1, the extremal fixed points of G are the extremal solutions of this problem. 
Furthermore, if the conditions of Cases (i) and (ii) of Theorem 3.2 hold, then the extremal 
solutions can be approximated by the monotone sequences 
ao = a, an+l = Ga. ,  ifn >0; 
bo = b, b~+a = Gb~, ifn>O, 
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Table 1. 
ao(x) = 0.25x bo(x) = 2x 
al(x) ~ 0.2777778x bl(x) = 1.5x 
a2(x) ~ 0.2804878x b2(x) ~ 1.4285714x 
a3(x) ~ 0.2807486x ba(x) ~ 1.4166667x 
a4(x)~O.2807737x b4(x) ~ 1.4146341x 
a5(x)~O.2807761x bs(x)~l.4142857x 
which in this example are given by 
an(x)  = 
where 
1 
CO = ~: 
1 +cn 
if n _> 0, Cn+l -- 4 + 2en ' 
the expressions 
and b~(x) = d~x, for a l l xE[ ,  
and 
do = 2, 
2 + 2dn 
dn+ 1 - -  
2+d** ' 
if n _> O. 
The first terms of the sequences are given in Table 1. 
Funct ions k, D l f ,  and g are continuous; then they satisfy the condit ions of C~es  (i) and (ii) of 
Theorem 3.2. Funct ion f is "right continuous",  in the sense that  if {un}~eN C C+(I)  converges 
to u c C+(I) and us _> u in I for all n c N, then for all (x , ( )  C I x [0, oc) 
lim f (x , ( ,u , )  = lim F(u~(1))  = F(u(1))  = f (x , ( ,u ) ,  
and the condit ions imposed in (ii) are satisfied. 
Despite that  funct ion f is not "left continuous",  we carl prove directly that  
lim f(x,an(x),a,~) : f (x ,5(x) ,~z) ,  for a.e. x e [0, ct], 
~OO 
with  8 = lim~_o~ a~. 
By definit ion of f 
f (x ,  an(x), an) = f (an(1) ) ,  for all ~ E N. 
By induct ion,  we verify that  an( l )  = c~ < 1/2 for all n E N, and then 8(1) _< 1/2 < 1 and 
F(a,~(1)) = 1/2 = F(g(1))  for all n E N, and thus it is satisfied that  
l im f (x ,a~(x) ,an)  = f (x ,g(x) ,gt ) ,  for all x e [0, cJ. 
n- -+~ 
Now, from Theorem 3.2, the minimal  and maximal solutions of this problem are, respectively, 
u.(x)  = lim a~(x) - x ~ 0.2807764x 
n~oo 4 
and 
'~*(x) = lira bn(X) = V~X. 
n- -+ oo 
1 
i /2  U~ 
1 X/5 
Figure 1. 
124 A. CABADA et al. 
REFERENCES 
1. A. Cabada, J.A. Cid and R.L. Pouso, Positive solutions for a class of singular differential equations arising 
in diffusion processes, Manuscript. 
2. S. It6, Diffusion equations, In Translations of Mathematical Monographs, VoSm~e I/~/~, AMS, Providence, lRI, 
(1992). 
3. J.J. Nieto and W. Okrasinski, Existence, uniqueness, and approximation of solutions to some nonlinear 
diffusion problems, J. Math. Anal. Appl. 210, 231, (1997). 
4. S. Heikkilg and V. Lakshmikantham, Monotone Iterative Techniques for Discontimwus Nonlinear" D~fiferential 
Equations, Marcel Dekker, New York, (1994). 
5. A. Cabada and S. Heikkilg, Extremality results for discontinuous explicit and implicit diffusion problems. 
Manuscript. 
6. A. Cabada. J.J. Nieto and R.L. Pouso, Approximate solutions to a new class of nonlinear diffusion problems, 
,I. Comp. Appl. Math. 108, 219-231, (1999). 
