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Participation Rates in Epidemiologic Studies
SANDRO GALEA, MD, DRPH, AND MELISSA TRACY, MPH
Participation rates for epidemiologic studies have been declining during the past 30 years with even steeper
declines in recent years. This wholesale decrease in participation rate, or at the very least the increase in
refusal, has, quite understandably, occasioned some concern among epidemiologists who have long consid-
ered a high study participation rate as one of the hallmarks of a ‘‘good’’ epidemiologic study. In this review
we synthesize the issues that are central to epidemiologic thinking around declining study participation
rates. We consider the reasons why study participation has been declining, summarize what we know about
who does participate in epidemiologic studies, and discuss the implications of declining participation rates.
We conclude with a discussion of methods that may help improve study participation rates.
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There is little question that participation rates for epidemi-
ologic studies have been declining over the past 30 years (1,
2), with even steeper declines seen in recent years (3). This
declining study participation has been documented in stud-
ies that are conducted by academic researchers (3, 4), by
governmental agencies (5), and by for-profit companies
(6) alike.
An examination of changing participation rates in sev-
eral well-established national surveys illustrates the trends
in participation rates over the past few decades, although,
as we shall discuss, there is substantial variability in partici-
pation rates between studies. The Behavioral Risk Factor
Surveillance Survey (BRFSS) has been conducted by the
Centers for Disease Control and Prevention (CDC) since
1984 (7). The BRFSS is a nationally representative survey
aimed at documenting changes in population-level behav-
ioral risk factors, health screening, and health care access.
The overall decrease in BRFSS participation rate is well
documented. The BRFSS median participation rate was
71.4% in 1993, 48.9% in 2000, and 51.1% in 2005, the
year for which data are most recently available (8). Similar
declines in participation rates have been reported by the
Survey of Consumer Attitudes (SCA), which has been con-
ducted since the 1950s by the Survey Research Center of the
University of Michigan, with surveys taking place monthly
From the Department of Epidemiology, University of Michigan, School
of Public Health.
Address correspondence to: Sandro Galea, MD, DrPH, Department of
Epidemiology, University of Michigan, School of Public Health, 1214 S.
University, Ann Arbor, MI 48104. Tel.: (734) 647-9741; fax: (734) 998-
0006. E-mail: sgalea@umich.edu.
Received October 27, 2006; accepted March 6, 2007. 2007 Elsevier Inc. All rights reserved.
360 Park Avenue South, New York, NY 10010since 1978 (9). The SCA is a random-digit-dial survey
assessing consumer attitudes toward spending and expecta-
tions about the economy (10). The participation rate for
the SCA was 72% in 1979, 60% in 1996, and 48% in
2003 (3). The National Comorbidity Survey (NCS) is the
largest, and for many the ‘‘gold standard,’’ cross-sectional
study in establishing prevalence of psychiatric disorders.
The original NCS, conducted between September 1990
and February 1992, reported an 82.4% participation rate
(11). By contrast, the NCS-Replication (NCS-R), con-
ducted approximately a decade after the original survey,
between February 2001 and April 2003, reported a participa-
tion rate of 70.9% (12). Other epidemiologic studies that re-
port participation rates have also demonstrated a decreasing
trend over past decades (13). For example, while the partic-
ipation rate reported for the original assessment of the Fra-
mingham Heart Study, established in 1948, was 69% (14),
the participation rate for the Multi-Ethnic Study of Athero-
sclerosis, initiated in 2000, was 59.8% (15).
Even studies that have reported relatively consistent par-
ticipation rates over time have shown that refusals to partic-
ipate have been increasing and that consistent participation
rates have been maintained only at the expense of more ex-
tensive efforts to ensure participation of hard-to-reach per-
sons who nonetheless do not refuse study participation
(16). For example, although participation rates in the Na-
tional Health Interview Survey (NHIS) remained consis-
tently in the 95%–97% range from the 1960s through the
1980s, refusals made up a greater proportion of all nonre-
spondents during this time (2). Overall response rates to
NHIS surveys have since decreased, with a response rate
of 91.8% in 1997 (17) and 86.9% in 2004 (18). Similarly,
although participation rates remained consistent between
85% and 97% between 1955 and 1993 (19), refusals have
also been increasing for the Current Population Survey1047-2797/07/$–see front matter
doi:10.1016/j.annepidem.2007.03.013
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AAPOR Z American Association for Public Opinion Research
BRFSS Z Behavioral Risk Factor Surveillance Survey
CPS Z Current Population Survey
HIPAA Z Health Insurance Portability and Accountability Act
NCS Z National Comorbidity Survey
NCS-R Z National Comorbidity Survey-Replication
NHIS Z National Health Interview Survey
SCA Z Survey of Consumer Attitudes
(CPS) (2), which is conducted by the US Census Bureau
for the Bureau of Labor Statistics. Response rate for the Gen-
eral Social Survey decreased to about 70% in 2000, from
steady rates between 74% and 82% between 1975 and
1998; the decreases were entirely due to an increase in re-
fusals (3). The International Conference on Survey Nonre-
sponse, held in 1999, convened panels of experts to discuss
the roots and the implications of declining study participa-
tion rates and to bring greater attention to this growing
problem (20), followed by the publication of one of the fore-
most texts on survey nonresponse (21).
This wholesale decrease in participation rate, or at the
very least the increase in refusal, has, quite understandably,
occasioned some concern among epidemiologists who have
long considered a high study participation rate as one of the
hallmarks of a ‘‘good’’ epidemiologic study. It is the purpose
of this review to synthesize the issues that are central to ep-
idemiologic thinking around declining study participation
rates. We will consider what is meant by participation rates,
the reasons why study participation has been declining, sum-
marize what we know about who does participate in epide-
miologic studies, and discuss the implications of declining
participation rates. We conclude with a discussion of
methods that may help improve study participation rates.
WHAT IS A PARTICIPATION RATE?
A recent review of peer-reviewed studies published in 10
high-impact journals showed that a substantial number did
not report information on study participation (13). This re-
luctance of investigators to report participation rates is per-
haps understandable given the epidemiologic tendency to
chide low participation rates as a sign of study inferiority.
Perhaps even more prevalent in the epidemiologic literature
is a tendency toward dissembling about what exactly is the
‘‘response rate’’ for a study.
The term ‘‘response rate’’ has become freighted with con-
flicting meaning, much of which is frequently incomprehen-
sible to any but the most careful reader of a particular
epidemiologic paper. Unfortunately, there is no such thing
as a simple ‘‘response rate,’’ with different modalities of
data collection embedding particular, but important, ele-
ments, each of which may contribute to the calculation ofseveral ‘‘response rates’’ that may give us an indication about
participation in a particular study. Using just one example,
the American Association for Public Opinion Research
(AAPOR) (22) suggests that the response rate is the number
of completed interviews divided by the number of all possi-
ble interviews, the cooperation rate is the number of all
cases interviewed divided by all eligible cases, and the re-
fusal rate is the proportion of all cases in which a respondent
refuses to be interviewed or cuts off contact before some
predetermined point in an interview that represents
completeness.
There are several ways to calculate each of these participa-
tion rates. AAPOR provides 6 different types of participation
rates, depending primarily on how partial interviews are con-
sidered. Response rates are the most conservative outcome
rates that can be provided, since all possible interviews are in-
cluded in the denominator in these calculations (including
cases of unknown eligibility). Cooperation rates are outcome
rates among those eligible and therefore are higher than re-
sponse rates; there are two cooperation rates that generally
can be calculated, depending primarily on assessment of eligi-
bility. There are 3 types of refusal rates that differ primarily on
how the disposition of cases of unknown eligibility is treated.
In many respects then, the devil of a particular participation
rate for a given study is clearly in the details. A study that con-
siders a data collection effort that is a quarter complete to be
a numerator case versus a denominator case stands a much
better chance of reporting a high participation rate than
one that sets its data collection completion bar at 75%.
Given such complexity, it is advisable to report several
participation rates, together with careful explanation of
how they were calculated, in academic research publica-
tions. In addition, as epidemiologic studies become ever
more complex, with sampling taking place over multiple
stages, there are several participation rate steps along the
path to data collection. This then obviates the notion that
there is a single, all-meaningful ‘‘participation rate’’ and fur-
ther recommends instead careful explication of the sample,
persons contacted and disposition of all those contacted,
and those successfully recruited in the study to partial or
full completion of data collection. Unfortunately, detailed
presentation of participation rates or the numbers of partic-
ipants involved in every step of a sample construction are
rarely presented in epidemiologic papers (13, 23). We sug-
gest that clear reporting of participation details and of avoid-
ance of overreliance on a single-number ‘‘response rate’’ of
dubious or opaque meaning in epidemiologic publications
is essential. This can help us move beyond blanket condem-
nation of low participation rates in epidemiologic studies to
a more nuanced appreciation of the biases involved in every
step of study recruitment and a study-by-study assessment of
the magnitude of the influence of participation rates on
study validity.
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study participation is understandable, given the likelihood
of peer criticism of perceived ‘‘low’’ participation rates. Un-
fortunately, not reporting information about study partici-
pation rates and unthinkingly criticizing studies for having
low participation rates both fail to help us come to terms
with the implications of low response rates for the validity
of a particular study. Throughout this article we use the
term ‘‘participation rate,’’ believing it to be more precise
and more carefully reflecting the etiology of the phenome-
non under discussion.
WHY HAS NONPARTICIPATION BEEN
INCREASING?
There are two central reasons why nonparticipation in sci-
entific studies has been declining over the past 50 years: po-
tential participants have been increasingly refusing to take
part in scientific studies, and it has become harder to find
persons who might be eligible study participants. We discuss
each reason in turn.
Refusing Participation
At the core of any discussion about nonparticipation in ep-
idemiologic and other scientific inquiry is a growing propor-
tion of persons who are contacted and invited to participate
in research who simply refuse to participate. There are prob-
ably 4 reasons for this growing refusal to participate.
First, there has been a proliferation of research studies
during the past few decades. Thus potential participants
(and by potential participants we are considering both per-
sons in the general population and persons in particular sub-
groups of interest, such as persons with a particular disease)
are faced with an increasing number of requests to partici-
pate in studies, including health-related research and other
academic and government-sponsored research. This increas-
ing number of requests to participate in research studies may
well have the effect of having persons refuse to participate in
all studies, which cumulatively are becoming an intrusion on
personal lives (24). In addition, as the number of potential
research studies in which persons may participate increases,
people may view their participation in studies as less and less
worthwhile, and they may invest much less effort in making
an attempt at participating than they might have when op-
portunity for study participation was more unusual (2, 25).
Coincident with the increase in research studies in the
United States, there has been a proliferation in marketing
surveys and political polls that to participants are often indis-
tinguishable from scientific inquiry. It has been suggested
that we have created an ‘‘oversurveyed’’ society (2, 24, 25).
It is worth noting that the rise in telemarketing in particular
may be a particular threat to epidemiologic studyparticipation (3, 26–28). Telemarketing, or the practice of
calling persons on the telephone at home to sell products
or services, has dramatically increased in prominence
throughout the last two decades (28). Although telemarket-
ing has a clear goal of selling a product or soliciting support
for particular causes, the distinction between telemarketing
efforts and genuine research efforts may well be blurred in
the minds of a substantial proportion of the population
(29), often because of efforts to disguise marketing efforts
as surveys (28, 30). Recent efforts, including a federal Do-
Not-Call Registry, have been made to minimize telemarket-
ing intrusions in the general US population (31). The federal
Do-Not-Call Registry was implemented in 2003 (32). It is il-
legal for telemarketing companies to contact persons who
voluntarily place their name on this ‘‘do not call’’ list, unless
contact has been initiated by the consumer; violations of this
policy may result in fines up to $11,000 per call (32). No such
prohibition applies to research efforts. However, although
the Do-Not-Call Registry may indeed, in the long term, re-
duce telemarketing, it may also increase skepticism about
research efforts that contact participants by telephone. In
addition to the customary hurdle of discussing with potential
respondents that the purpose for a particular contact is re-
search, not marketing, research efforts now may well have
to overcome the hurdle of explaining why persons were
contacted, despite their being on a ‘‘do not call’’ list.
A second factor likely contributing to increasing partic-
ipation refusal rates in epidemiologic studies is a general de-
crease in volunteerism in the United States and in other
western countries. Evidence has long suggested that willing-
ness to participate in scientific research parallels participa-
tion in community organizations and other activities (29,
33). Several studies have shown that participation in orga-
nizations and social activities has declined dramatically in
the last few decades (34). Therefore the overall decline in
willingness to participate in scientific studies, which may
hold little immediate benefit to the participant her/himself,
likely coincides, at least in part, with the overall decline in
social participation.
Third, there is abundant evidence that potential partici-
pants are much more likely to take part in a study that is con-
cerned with an issue which is particularly salient to the
participants’ lives. For example, studies of the relation be-
tween cellular phone use and cancer (35) and between fried
potato consumption and cancer (36) have reported partici-
pation rates of 90% or higher. Conversely, people are often
reluctant to participate in studies that do not have a personal
salience (2, 37). Similarly, participation rates among cases
in case-control studies are consistently higher than those
among controls (38–40). While the different salience of
study topics to participants’ lives may be associated with dif-
ferential participation rates across studies, it also likely con-
tributes to the overall decline in participation rates over the
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with science worldwide (41–44). Contradictory messages
about the benefits of health screening (45–48) and conflict-
ing results of disease prevention trials (49–51), as well as
changing recommendations for nutrition and health stan-
dards (52, 53), may leave the public confused and wary of
the validity of research claims. A number of studies regard-
ing willingness to participate in clinical trials and other
studies have identified distrust of the medical profession
and fear of exploitation or being ‘‘experimented on’’ as a hin-
drance to participation, especially among minority groups in
general, and among African Americans specifically (54–59).
In some contexts, particularly in the United States and con-
cerning certain topics (e.g., stem cell research), popular de-
bate has cast science in contrast to religious belief, further
complicating public perceptions of the scientific enterprise.
These broader forces then contribute to diminishing enthu-
siasm for science in general, and, operationally for participa-
tion in scientific studies.
A fourth reason for declining participation in studies is
more endemic to the nature of scientific studies themselves.
Particularly during the past decade, scientific studies in gen-
eral, and epidemiologic studies in particular, have become
increasingly demanding of participants on multiple fronts.
Epidemiologic research has grown increasingly complicated,
involving survey assessments, biologic sampling, and fre-
quently requests for ongoing follow-up that is burdensome
for participants. Therefore participants may be rightly
wary of committing their involvement to an endeavor that
is likely to take up a substantial amount of their time. Com-
pounding this increasing respondent burden, institutional
review board requirements have also become increasingly
burdensome for respondents, with often lengthy consent
forms written at inappropriately high reading levels (60–
62). One early study in the area assessing the impact of in-
formed consent procedures on survey response found that re-
quiring a signature before the start of a survey reduced the
response rate (63). More recent studies have suggested
that more complex consent procedures discourage study
participation (54, 57, 64).
In summary, overall, persons eligible for research partic-
ipation are being asked to participate in increasingly com-
plex and demanding research protocols within a climate of
more requests for study participation, declining volunteer-
ism and trust in science. It is then little wonder that partic-
ipation rates have declined over the past several decades,
and it is perhaps remarkable that they have not declined
even more than the evidence suggests they have.
Difficulties Finding Potential Participants
Increasingly during the past few decades, challenges in actu-
ally finding and talking to persons who may be studyparticipants have compounded the circumstances, discussed
above, that contribute to refusal to participate. Although
mobility has actually decreased in recent decades in the
United States (34, 65), people have become harder to con-
tact as unlisted phone numbers are more common (66), cell
phones are more commonly used (67, 68), and telephone
screening has increased (3). All these contribute to more
barriers between potential study participants and research
efforts to approach these potential participants.
Lifestyle factors have also contributed to increasing chal-
lenges in finding, and contacting, potential study partici-
pants. Although the average number of hours worked per
week has remained fairly steady in the United States during
the past several decades (69), the proportion of men and
women working more than 50 hours per week has increased
between 1970 (21.0% of men, 5.2% of women) and 1999
(25.2% of men, 10.8% of women) (70). Longer working
hours keep Americans out of their homes more (70, 71)
and reduce free time that may potentially be dedicated to
study participation. The increased movement of women
into the workforce (69, 70) over the past 3 decades also
makes it less likely to successfully reach someone at home,
even with multiple attempted contacts at varied times of
day. For example, the percentage of women in the workforce
increased from about 30% in 1960 to 60% by the year 2000
(72). Of particular relevance to studies that are concerned
with contacting primary respondents as well as household
members, the average household size in the United States
has decreased from 3.37 in 1950 to 2.61 in 1999 (69, 73).
This limits the number of persons who are eligible for poten-
tial study participation as household members and also re-
duces the number of household members available to serve
as informants for the purpose of participant tracking.
Finally, congruent with the issues of oversurveying and
greater reach of aggressive marketing efforts noted earlier,
increases in unsolicited mail and phone calls have also
made it more difficult for study communications to success-
fully reach potential respondents (28, 30). It is increasingly
challenging for materials related to scientific studies, be that
material conveyed through the mail or by phone, to reach
participants, who are routinely sorting through numerous
items of unsolicited mail or phone messages, all of which
end up being categorized as ‘‘junk’’ by the intended
participants.
WHO PARTICIPATES IN EPIDEMIOLOGIC
STUDIES TODAY?
Recognizing that study participation rates are declining, it is
then of particular concern to epidemiologists planning stud-
ies to identify who is likely to participate in studies. Such
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geted recruitment.
Most systematic efforts to characterize who does, and
who does not, participate in studies have focused on the de-
mographic characteristics of study participants. There is
clear evidence that women are more likely to participate
in scientific studies than men (37, 74–77). Evidence with re-
gard to study participation and age is much less consistent.
While some studies have found that older persons are
more likely to participate in studies (37, 74, 75, 78), others
find higher participation rates among younger persons (33).
The evidence about participation rates by race/ethnicity is
similarly inconsistent. While some studies have docu-
mented higher participation rates among whites (79), others
have found higher participation rates among blacks and mi-
nority groups (33, 80). The burden of evidence suggests that
persons with higher socioeconomic status are more likely to
participate in scientific studies (74, 76, 78, 79, 81, 82). Con-
sistent with this observation, it has been shown that more
educated persons are more likely to participate in studies, re-
gardless of type of study or mode of data collection (33, 79).
Also consistent with these latter two observations, em-
ployed persons are, by and large, more likely to participate
in studies (75, 79, 82). Finally, it has been shown that mar-
ried persons are more likely to participate in studies than are
unmarried persons (79, 82).
It is worth noting that the demographic characteristics of
persons who are more likely to participate in studies speak
clearly to the complex forces that may shape likelihood of
study participation. For example, while persons who are em-
ployed and with higher socioeconomic status may be harder
to reach because of their schedules (2), these persons may be
more likely to participate, likely reflecting greater trust in
science (83) and greater rates of volunteerism in these de-
mographic groups (34) contrasted with persons with lower
socioeconomic status and lower education.
Of particular concern to epidemiologists is the relation
between exposures and outcomes of interest and likelihood
of study participation. Starting with typical epidemiologic
exposures of interest, it has been shown in several studies
concerned with the influence of risk behaviors, such as
smoking, alcohol, or drug use, that those who engage in
the risk behavior are often underrepresented among respon-
dents (74, 77, 78, 84). In contrast, however, in studies of en-
vironmental or occupational exposures, it is likely that those
with the exposure may be more likely to participate in stud-
ies than those who are not exposed (85–87). This difference
pertains directly to the issue of study salience, discussed ear-
lier as a reason for declining study participation rates during
the past decades. Studies that are perceived by potential re-
spondents to be concerned with a behavior that is marginal-
ized, or stigmatized, are likely to face difficulties enrolling
participants who partake in the particular marginalizedbehavior. Conversely, studies that are concerned with en-
rolling persons faced with an exogenous exposure, who
may hence be interested in documenting the consequences
of their exposure, may have an easier time enrolling such
persons than they do persons who have not faced the expo-
sure and who are uninterested in studies concerned with
studying the consequences of such exposures.
Patterns of study participation based on health status re-
flect the competing influences of demographic characteris-
tics and study salience on differential nonparticipation.
The association between lower socioeconomic status and
poorer health is one of the most robust findings in epidemi-
ology (88–91). Commensurate then with the observation
that persons with lower socioeconomic status are less likely
to participate in epidemiologic studies, study nonpartici-
pants have higher disease and mortality rates, poorer health
status, and lower levels of functioning than study partici-
pants (76, 82, 84, 92–95). In contrast, persons with a partic-
ular symptom or condition may be more likely to participate
in studies related to that symptom or condition because of
the relevance of the study to their lives (27, 37). Congruent
to the observations about persons with exposures that are so-
cially unacceptable being less likely to participate in studies,
it has been shown that persons with socially undesirable
health conditions may also be less likely to participate in
studies. For example, studies concerned with eating disor-
ders or sexually transmitted diseases have been shown to
underrepresent persons with these disorders (96, 97).
IMPLICATIONS OF STUDY NONPARTICIPATION
Although, as noted earlier, study participation rates are of-
ten considered a cardinal feature of good epidemiologic
study execution, in light of the growing challenges faced
by researchers in obtaining high participation rates, it is
worth revisiting the fundamental reasons for our concern
with study participation rates. There are two key consider-
ations in this regard.
The central concern about study nonparticipation is the
issue of nonparticipation bias (or, as it is more commonly
termed, nonresponse bias). Nonparticipation bias refers to
the systematic errors introduced in the study when reasons
for study participation are associated with the epidemio-
logic area of interest. Although there is little doubt that
nonparticipation bias should be of concern for all epidemi-
ologic studies, the empiric evidence about the magnitude
of the effect of nonparticipation bias is somewhat more re-
assuring than the theoretic concerns might lead us to
suspect.
Best available evidence suggests that participation rate
alone does not determine the extent of bias present in any
particular study and low participation rates do not
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(98). Far more important in the assessment of the influence
of nonparticipation bias is the extent to which nonparticipa-
tion is associated with the exposure, outcome, or relation of
interest. It is the difference between participants and non-
participants that determines the amount of bias present (2,
98, 99). Reassuringly, most studies have found little evi-
dence for substantial bias as a result of nonparticipation
(82, 100–102). For example, recent analyses of BRFSS
data have shown that for a range of participation rates for
telephone surveys between 30% and 70%, the participation
rates were at most weakly associated with bias.* In one anal-
ysis, it was shown that although a larger difference in partic-
ipation rates was associated with larger differences in
estimates of cigarette smoking prevalence between the
BRFSS and the in-person CPS, the effects were small with
a 45 percentage point difference in participation rates hav-
ing a predicted difference in smoking prevalence estimates
of 1.5 percentage points.* In another analysis comparing
data from two identical surveys with participation rates of
61% and 36%, very few significant differences were found
across 91 categories (103). Importantly, in some instances,
nonparticipation bias may actually be higher in surveys
with higher participation rates than those with lower partic-
ipation rates (2, 104). In particular, extreme efforts to in-
crease participation rates may introduce more bias into the
study if the added respondents are not representative of all
nonrespondents, or if they are less conscientious in their sur-
vey participation (2, 105, 106). We note that this bias, to-
gether with aforementioned selection biases inherent in
the differential likelihood of specific groups to participate
(or not) in an epidemiologic study, suggests that extreme ef-
forts aimed at enrolling nonrespondents may introduce er-
rors, the effect of which may be difficult to predict in any
given study. As a final note, extreme efforts to recruit reluc-
tant participants to improve study participation rates may
ultimately be unethical if such efforts border on coercion
to enroll persons in epidemiologic studies.
The second concern that arises from declining study par-
ticipation rates is particular to epidemiologic studies that are
concerned with population-based sampling and with at-
tempts to obtain estimates from population-representative
samples that are generalizable to whole populations. Declin-
ing participation rates and the growing complexity of rea-
sons for study nonparticipation add unpredictability about
who is choosing to participate in a study and who is not
and challenge the ability of these studies to confidently ob-
tain a population-representative sample. Since population-
representative sampling continues, and will continue, to
*Mariolis P. Response rates and data accuracy. Oral presentation. Amer-
ican Association of Public Opinion Research. Nashville, TN; 2002.hold substantial epidemiologic interest, particularly in char-
acterizing population burden of disease for the purposes of
guiding public health planning, ever more effort, manifest
as an increase in study costs, will likely need to be invested
to increase study participation. Typical measures employed
to increase participation in this context include advance let-
ters, more extensive follow-up, more generous financial in-
centives, more interviewer hours to enable repeated
contact attempts, and more extensive tracking to locate
people, all of which contribute to higher costs associated
with population-based surveys (103).
Although a full discussion of the statistical methods that
may be employed to adjust for differential study participa-
tion is beyond the scope of this review, we note that one
measure that is commonly employed to consider the poten-
tial bias introduced by study nonparticipation is the collec-
tion of minimal data on nonrespondents for comparisons
with respondents. Unfortunately, enhanced scrutiny by in-
stitutional review boards and regulations. including the
Health Insurance Portability and Accountability Act of
1996 (HIPAA), have hampered the collection of these data.
The reader is referred to standard reference works (21,
107) that more fully discuss the role that statistical methods
may play in overcoming some of the challenges to study
validity imposed by low participation rates.
IMPROVING PARTICIPATION RATES IN
EPIDEMIOLOGIC STUDIES
Understanding the study characteristics that may modify
the likelihood of study participation may help guide efforts
aimed at improving study participation. Although the role
of demographic characteristics, including gender, race/eth-
nicity, and socioeconomic position, has been discussed in
the preceding paragraphs as determinants of differential
study participation rates, there is very little evidence for
measures that can be adopted in epidemiologic studies to
specifically tackle demographic heterogeneity in study par-
ticipation. In contrast, a few study features are thought likely
to influence participation rates among all potential partici-
pants. Generally, higher participation has been reported in
studies that involve face-to-face recruitment and data col-
lection in contrast with studies that rely on telephone or
other less personal forms of contact between study recruiter
and potential participant (108). Not surprisingly, studies re-
quiring substantial time commitments or involving invasive
procedures have lower participation rates than studies with
lower participant burden (2, 109). Study conditions that
may pose particular challenges or risks for participants de-
crease likelihood of participation. For example, women liv-
ing with an abusive partner were less likely to participate in
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ing, potentially for safety reasons (27).
Monetary incentives increase study participation; for ex-
ample, in the National Survey on Drug Use and Health, par-
ticipation was 69% among those who received no monetary
incentive, compared with 79% among those who received
$20 and 83% among those who received $40 (110). How-
ever, evidence about the role of monetary incentives in
influencing differential study participation is mixed. It has
been suggested that greater monetary incentives may have
a greater impact on the decisions of minority, low-education
and low-income individuals or households to participate in
a study than nonminority, higher education, and higher in-
come individuals and households (111). In contrast, other
research suggests that the use of monetary incentives en-
courages participation among potential respondents with
higher income and education (111) who may have a greater
demand to be compensated for their valuable time. More re-
cently, several studies have shown that creative administra-
tion of incentives may in and of itself improve study
participation. For example, enclosing a prepaid incentive
with an advance letter requesting survey participation has
been found to increase participation rates (10). Similarly,
sending incentives with follow-up mailings and between
study waves has also been found to be effective in increasing
participation rates (112, 113). Offering staggered incentives
may be especially helpful in minimizing attrition between
study waves, providing motivation as interest in participa-
tion begins to decline.
Consistent with the creative administration of participa-
tion incentives, it is likely that overall creativity in study de-
sign may need to be employed to counter the inexorable
forces contributing to declining study participation rates.
Several recent studies have demonstrated the utility of stud-
ies that use hybrid data collection methods for increasing
participation rates and producing samples that are more rep-
resentative of the targeted study population (105, 114–116).
For example, some mixed mode studies give respondents the
option of completing data collection in one of multiple
ways, usually via mail or via the Internet (115, 117). Other
mixed mode study designs may use an alternative data col-
lection method only among nonrespondents to the first
method; for example, telephone interviews may be con-
ducted among nonrespondents to a mail survey (105, 114,
116, 118) or an in-person study (119), or Web-based surveys
may be used among nonrespondents to mail surveys (120).
One concern about these kinds of studies is the possibility
that responses will differ when using different survey modes
(118, 121, 122). Most empiric studies have found little evi-
dence for this concern once differences in the characteristics
of respondents between modes are taken into account (105,
114, 115, 123–129), even for sensitive topics like alcohol
and illicit drug use (130, 131). However, some studieshave found some differences in participation across modes
(119), particularly when comparing responses from Web-
based surveys to responses from phone and mail surveys
(132, 133).
This strategy of using an alternative study method among
nonrespondents has limited usefulness among population
groups that may be difficult to reach via any mode (e.g.,
the elderly or people with unstable residence) (105, 114).
Some have argued that the increased costs of such mixed
mode designs are not justified in epidemiologic studies,
where the increased participation rate gained by the strategy
may have very little impact on estimates of prevalence and
exposure-disease relations (134–136), as discussed above.
As access to and use of the Internet continue to grow
worldwide, Web-based modes of data collection are becom-
ing an attractive option for epidemiologists, allowing re-
spondents to complete surveys at a time and in a place
that is most convenient for them (137, 138), which has
the potential to result in higher participation rates. Younger
generations in particular (e.g., college students) demon-
strate a clear preference for communicating and conducting
financial and other transactions via the Internet, rather than
via phone or mail or in person (139–143). This preference
may be reflected in greater willingness among these groups
to participate in Web-based modes of data collection rather
than other modes of data collection. Web-based surveys may
be particularly suitable for epidemiologic studies on sensi-
tive topics, including sexual behaviors, since the benefits
of interviewer-administered surveys can be preserved (e.g.,
automatic skips, randomization of questions, logic checks
for responses) while maintaining the anonymity of a self-
administered survey (26, 137). In contrast, of course,
Web-based modes of data collection have very limited util-
ity for studies that are concerned with the collection of bio-
metric information that cannot be collected through self-
response.
The evidence for improved participation rates among
Web-based surveys is conflicting, For example, some studies
have reported higher participation rates among respondents
to a Web-based rather than to a mail survey (130), but
others have found higher participation rates among mail sur-
veys than Web-based surveys (26, 144). Ultimately, studies
conducted exclusively using the Internet have limited use-
fulness outside of specific groups that have access to and
comfort with the Internet (26, 138, 144–146). Concerns
about Internet security also impede the use of Web-based
data collection (146), but can be overcome by available
tools such as user authentication and data encryption
(137). Providing respondents with the option to complete
surveys via the Internet but preserving other survey mode
options in the same study is probably the best strategy for
taking advantage of the Internet to increase participation
rates.
Galea and Tracy AEP Vol. 17, No. 9
PARTICIPATION RATES IN EPIDEMIOLOGIC STUDIES September 2007: 643–653
650CONCLUSION
In this review we have highlighted the forces shaping de-
clining study participation rates. We suggest that these
forces are, by and large, inexorable and out of the hands of
epidemiologists, and that participation rates are likely to de-
cline further in coming decades. In the face of such bad
news, the good news is that most empiric work suggests
that declines in participation rates are not likely to have sub-
stantial influence on exposure-disease associations or point
estimates of measures of interest. This is not intended to sug-
gest that we should accept low participation rates. Innova-
tion in epidemiologic studies should involve both the
development of creative recruitment and retention tech-
niques that optimize participation as much as possible and
the application of statistical methods for adjustment of
potential bias introduced by study nonparticipation.
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