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Tri Kurniawan Putra, Rekomendasi Saham dengan pendekatan Teknikal pada PT 
Telekomunikasi Indonesia Tbk (TLKM) mengunakan algotime Learning Vector 
Quantization (LVQ) 2.1 
Pembimbing: Sigit Adinugroho, S.Kom., M.Sc dan Randy Cahya Wihandika, S.ST., 
M.Kom 
Saham merupakan salah satu alat yang digunakan dalam melakukan transaksi 
jual beli dalam pasar modal. Dalam melakukan kegiatan jual beli saham selalu 
menginginkan keuntungan yang memiliki sedikit risiko kegagalan. Oleh karena itu, 
diperlukan analisis guna mendapatkan rekomendasi yang memungkinkan 
terhadap saham tersebut. Hasil analisis akan memberikan rekomendasi yang 
dapat digunakan oleh pihak investor untuk melakukan aksi pembelian saham, 
menunggu, ataupun menjual saham yang dimiliki. Analisis dapat menggunakan 
algoritme klasifikasi  salah satunya Learning Vector Quantization. Faktor 
pendekatan teknikal yang menjadi parameter pada penelitian ini terdiri dari Harga 
pembuka, tertinggi, terendah, penutup, volume, adj. closed, dan persentase 
perubahan. Proses diawali dengan inisialisasi data masukan. Kemudian melakukan 
proses normalisasi, Menentukan jaringan pemenang, memperbaharui bobotnya 
dan mengurangi nilai α, hingga mencapai epoch atau nilai α  tertentu. Pengujian 
dilakukan terhadap beberapa parameter guna mengetahui pengaruh parameter 
tersebut terhadap akurasi. Pengujian terbaik didapatkan dengan menggunakan 
data latih sebanyak 175 data latih, nilai learning rate 0,1 , dan iterasi sebesar 1000 
menghasilkan nilai akurasi sebesar 63,64%.  
 







Tri Kurniawan Putra, Rekomendasi Saham dengan pendekatan Teknikal pada PT 
Telekomunikasi Indonesia Tbk (TLKM) mengunakan algotime Learning Vector 
Quantization (LVQ) 2.1 
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M.Kom 
Stocks is a tool for buying or selling transactions in the capital market. In 
trading, the investor always want profits that have low risk of failure. Therefore, 
an analysis is needed to get recommendations that support the stock. The results 
of the analysis will provide recommendations that can be used by investors to buy 
shares, wait, or sell their stock. Classification algorithm can used for analysis, one 
of them is Learning Vector Quantization. The technical approach factors that 
become parameters in this study consist of opening price, highest price, lowest 
price, closing price, volume, adj. closed, and the proportion of changes. In this 
study, the researcher used the Learning Vector Quantization (LVQ) 2.1 algorithm. 
The process starts with the initialization of data input. Then do the normalization 
process. Determine the winning network, update its weight and reduce the value 
of α, until it reaches a certain epoch or value. Tests was performed using several 
parameters to determine the effect of those parameters on accuracy. The best test 
was obtained by using training data as much as 175 training data, the value of 
learning rate is 0.1 and 1000 iteration produced an accuracy value of 63.64%.  
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BAB 1 PENDAHULUAN 
1.1 Latar Belakang 
Pasar modal merupakan tempat terjadinya transaksi jual beli suatu atau 
perdagangan surat-surat berharga berupa saham, sertifikat saham, atau obligasi. 
Pasar modal menjadi salah satu sumber pendanaan terhadap pemerintahan 
maupun perusahaan swasta. Pasar modal menjadi tempat transaksi jangka 
panjang yang dilakukan dalam bentuk utang maupun modal yang diterbitkan oleh 
perusahaan swasta (Nasution, 2015). Mereka yang melakukan trading saham 
selalu menginginkan keuntungan yang memiliki sedikit risiko kegagalan. Turunnya 
harga saham (capital loss) dan terjadi likuidasi terhadap perusahaan saham 
menjadi pertimbangan para investor untuk membelinya. Perlu dilakukan analisis 
dari data harga saham yang dimiliki perusahaan pada hari-hari sebelumnya (time 
series). Hal ini dikarenakan fluktuasi atau naik turunnya harga saham yang tidak 
menentu setiap harinya, namun dalam jangka tertentu pergerakan harga memiliki 
polanya yang mana dapat dilakukan perkiraan sehingga mengoptimalkan 
keuntungan yang didapatkan (Widoatmojo, 2012).  
Mengutip dari laman CNBC Indonesia (2021) dikatakan jumlah investor ataupun 
investor saham yang meningkat di Indonesia. Hal ini dibuktikan dari catatan Bursa 
Efek Indonesia (BEI) yang menyatakan jumlah investor domestik mencapai empat 
juta orang pada awal tahun 2021. Investasi saham dapat dikatakan menarik 
dikarenakan dengan modal Rp100.000 dapat melakukan investasi, sehingga 
banyak kalangan yang tertarik. Ditambah dengan adanya fasilitas trading limit dan 
margin yang mampu memberikan keuntungan empat kali lebih besar dari modal 
yang diberikan. Meskipun begitu, untuk para investor amatir (pemula) banyak 
yang tidak mengetahui kapan saat yang tepat untuk melakukan investasi, sehingga 
dapat mengakibatkan kerugian yang berkali-kali lipat (Astutik, 2021). Mereka 
hanya mengandalkan spekulasi tanpa tahu apakah tren tersebut akan tetap 
bertahan atau tidak. Dengan menganalisis data harga saham sebelumnya para 
investor dapat mengetahui tren arah harga saham untuk naik, turun atau stagnan 
(Hutauruk dan Winarto, 2021). Analisis tersebut dikenal sebagai analisis teknikal 
yang menjadi dasar keputusan dalam membeli, menahan atau menjual saham 
(May, 2011). 
Terlebih lagi, pada akhir 2019 mulai tersebar wabah yang diakibatkan dari virus 
Covid-19 hingga ke seluruh dunia. Hal ini berdampak terhadap perekonomian 
global dan berdampak terhadap perdagangan saham di Bursa Efek Indonesia (BEI). 
Perbedaan yang signifikan nilai harga saham terjadi setelah terjadi pandemi Covid-
19 (Rifa’i, Junaidi, dan Sari, 2020). Salah satu perusahaan yang bergerak di pasar 
modal Indonesia yaitu PT Telekomunikasi Indonesia Tbk (TLKM), turut mengalami 
dampak dari wabah tersebut. PT Telkom Indonesia (Persero) Tbk (Telkom) adalah 
Badan Usaha Milik Negara (BUMN) yang bergerak di bidang jasa layanan teknologi 
informasi dan komunikasi (TIK) dan jaringan telekomunikasi di Indonesia. 
Pemegang saham mayoritas Telkom adalah Pemerintah Republik Indonesia 





Pada 28 Februari 2020 saja mengalami penurunan sebesar 5,42% menjadi Rp3.490 
per lembar jika dibandingkan dengan dengan harga seminggu sebelumnya sebesar 
Rp3.690 per lembar (Antara, dan Cahyani, 2020). Berdasarkan kondisi tersebut 
membuat para investor berpikir apakah perlu melakukan investasi atau tidak. 
Analisis diperlukan untuk mengetahui kapan saat yang memungkinkan untuk 
melakukan trading, dan melakukan prediksi dalam menentukan aksi yang akan 
ditentukan apakah membeli, menahan atau dijual. 
Berdasarkan penelitian yang membandingkan hasil akurasi analis saham 
sekuritas Indonesia dengan aksi yang seharusnya dilakukan mendapatkan akurasi 
sebesar 71% (Anwar, 2019). Kemudian penelitian terkait saran aksi saham 
menggunakan pendekatan teknikal dan fundamental menggunakan algoritme 
LVQ mendapatkan akurasi sebesar 72% (Inggrayana, Widodo, dan Hermanto, 
2016). Berdasarkan kedua penelitian tersebut terlihat bahwasannya hasil dari LVQ 
juga mampu dengan baik merekomendasikan aksi saham jika dibandingkan 
dengan rekomendasi analis sekuritas. LVQ hanya melakukan asumsi nilai stasioner 
meskipun proses pembelajaran telah diperpanjang. Berbeda halnya dengan LVQ 
2.1 yang jarak relatif dari batas kelasnya telah dioptimalkan dan memiliki jaminan 
dalam pembentukan kelas (Kohonen et al., 1996). Berdasarkan dari penelitian 
tersebut maka akan dilakukan percobaan menggunakan metode Learning Vector 
Quantization kedua (LVQ 2.1) untuk rekomendasi kelas aksi saham (buy, hold, sell). 
Algoritme LVQ 2.1 dipilih karena merupakan salah satu metode dalam jaringan 
saraf tiruan dan merupakan Teknik pengembangan dari algoritme LVQ.  
1.2 Rumusan Masalah 
1. Bagaimana pengaruh parameter pada LVQ 2.1 terhadap rekomendasi aksi 
saham? 
2. Bagaimana tingkat akurasi terhadap hasil rekomendasi aksi saham 
menggunakan algoritme LVQ 2.1? 
1.3 Tujuan 
1. Mengetahui pengaruh parameter pada algoritme LVQ 2.1 untuk menentukan 
hasil rekomendasi saham. 
2. Mendapatkan tingkat akurasi dari algoritme LVQ 2.1 dalam menentukan 
rekomendasi aksi saham. 
1.4 Manfaat 
1. Penelitian diharapkan dapat menyesuaikan analisis dengan hasil akhir 
rekomendasi keputusan terhadap saham PT Telekomunikasi Indonesia. 
2. Manfaat teoritis bagi penulis yaitu memperluas wawasan, menambah 
pengetahuan, dan juga pengalaman. 






1.5 Batasan Masalah 
Dalam menghindari masalah yang terlalu luas, maka diberikan batasan 
masalah sebagai berikut: 
1. Parameter atau kriteria yang digunakan sebanyak 6 kriteria. 
2. Data yang digunakan merupakan data selama rentang waktu Covid-19 yaitu 
mulai dari februari 2020 hingga Februari 2021.  
1.6 Sistematika Pembahasan 
Sistematika penyusunan proposal ini ditujukan untuk memberikan gambaran 
dan uraian dari laporan proposal secara garis besar meliputi beberapa bab sebagai 
berikut:  
 
BAB 1 PENDAHULUAN  
Menguraikan mengenai latar belakang, rumusan masalah, tujuan, manfaat, 
serta sistematika penyusunan laporan klasifikasi tingkat kualitas udara. 
 
BAB 2 LANDASAN KEPUSTAKAAN 
Menguraikan tentang teori-teori yang menjadi referensi dalam penyusunan 
laporan proposal project akhir. Pada bagian landasan kepustakaan terdiri atas dua 
bagian, yaitu kajian pustaka yang memuat penelitian-penelitian sebelumnya dan 
pada bagian kedua berisi tentang dasar teori yang digunakan untuk memperkuat 
latar belakang pada Bab 1.  
 
BAB 3 METODOLOGI  
Menguraikan tentang metodologi dan langkah kerja yang dilakukan dalam 
proses perancangan dan implementasi sistem. Tahapan alur metodologi meliputi 
studi literatur, pengumpulan data, analisis dan perancangan, implementasi, 
pengujian, dan penarikan kesimpulan.  
 
BAB 4 PERANCANGAN 
Bab ini menjelaskan tentang data pada perancangan algoritme (flowchart), 
perhitungan manualisasi, dan perancangan pengujian. 
 
BAB 5 HASIL DAN PEMBAHASAN 
 Bab ini menampilkan sourcode yang dibuat beserta penjelasannya.  
 
BAB 6 PENGUJIAN DAN ANALISIS 
 Bab ini menampilkan hasil akurasi dan evaluasi berdasarkan perancangan 
pengujian. 
 
BAB 7 PENUTUP  
Menjelaskan tentang kesimpulan dan saran yang didapatkan selama praktik 






BAB 2 LANDASAN KEPUSTAKAAN 
Bab ini menjelaskan kajian pustaka dan dasar-dasar teori. Kajian pustaka 
membahas tentang penelitian-penelitian yang pernah dilakukan dengan 
pembahasan yang sama namun metode yang digunakan berbeda. Dasar-dasar 
teori akan menjelaskan terkait teori yang berkaitan dengan penelitian.  
2.1 Kajian Pustaka 
Kajian pustaka penelitian ini menjelaskan penelitian sebelumnya yang dijadikan 
sebagai acuan penelitian. Pada penelitian pertama yang melakukan saran 
terhadap aksi pemilihan saham (Inggrayana, Widodo, dan Hermanto, 2016). 
Penelitian tersebut menggunakan 5 fitur masukan dan didapatkan hasil akurasi 
72%. Pada penelitian selanjutnya dalam menentukan indeks harga saham 
(Haviluddin et al., 2015). Penelitian tersebut menggunakan metode jaringan saraf 
tiruan Backpropagation. Penelitian tersebut didapatkan nilai error yang masih 
besar dan diperlukan data yang lebih banyak. Kemudian penelitian terkait 
pengaruh dari pandemi COVID-19 terhadap harga saham menyatakan bahwa 
terdapat perbedaan/perubahaan yang cukup signifikan yaitu kehilangan hampir 
50% (Rifa’i, Junaidi, dan Sari, 2020).  
Tabel 2.1 Tinjauan Pustaka 
No Judul Masukan Metode Output 














Masukan yang digunakan: 
• Harga pembuka 
(open) 
• Harga tertinggi (High) 
• Harga terendah (low) 
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Masukan yang digunakan 


























Masukan yang digunakan: 
• Harga tertinggi (High) 
• Harga terendah (low) 
• Harga penutup 
(closed) 
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2.2 Pasar Modal 
Pasar modal merupakan tempat melakukan transaksi jual beli surat berharga 
dalam jangka panjang dengan tujuan menghimpun dan mengerahkan dana untuk 
pembangunan serta memperluas dan mempercepat partisipasi rakyat dalam 
memilih efek. Adapun instrumen keuangan yang diperdagangkan berupa saham 
umum maupun preferen, obligasi, reksadana, bukti right,  dan waran (Zulfikar, 
2016). 
2.2.1 Saham 
Saham merupakan salah satu instumen yang paling banyak diketahui 
masyarakat dan banyak dipilih karena dianggap mampu memberikan keuntungan 
yang baik. Investor akan mendapatkan keuntungan dalam membeli atau memiliki 
saham antara lain pembagian keuntungan yang didapatkan oleh perusahaan 
(dividen) dan Capital Gain atau selisih antara harga jual dan beli Ketika dijualkan. 
Namun saham juga memiliki resikonya sendiri (Zulfikar, 2016), antara lain: 
• Capital loss yang berkebalikan dengan capital gain dengan harga ketika harga 
saat menjual lebih rendah dibandingkan dengan harga saat membeli. 
• Likuidasi yang mana saat perusahaan saham bangkrut, klaim para pemegang 
saham mendapatkan prioritas terakhir hingga seluruh urusan/kewajiban 
perusahaan selesai. 
2.2.2 Analisis Saham 
Analisis saham terbagi menjadi dua pendekatan dasar antara lain analisis 
teknikal dam fundamental. Analisis teknikal memperkirakan harga saham dengan 
mengamati pola harga saham beberapa waktu kebelakang. Hal ini dilakukan 
dengan mempelajari data historis harga saham yang dihubungkan dengan trading 
volume serta kondisi ekonomi tanpa memperhatikan kinerja dari perusahaan 
(Handini, dan Astawinetu, 2020). Analisis teknikal digunakan dalam membantu 
memutuskan Langkah dalam berinvestasi (Filbert, 2019). Berbeda dengan analisis 
teknikal, analisis fundamental sangat berkaitan dengan kondisi perusahaan seperti 
kondisi manajemen organisasi sumber daya manusia, kondisi keuangan, dividen, 
dan sebagainya (Handini, dan Astawinetu, 2020). 
2.2.3 Istilah Rekomendasi Dalam Analisis Saham 
Adapun istilah yang sering digunakan dalam rekomendasi saham antara 
lain(Fakhrudin, 2008): 
1. Buy atau membeli saham dikarenakan memungkinkan dapat keuntungan 
2. Sell atau menjual saham karena kondisi fundamental atau teknikalnya 
menurun. 
3. Hold atau menyimpan saham yang dimiliki dan menunggu waktu yang tepat 





4. Wait, dan See biasanya ditujukan untuk menunggu dan melihat situasi sambil 
menunggu rekomendasi lebih lanjut 
5. Neutral atau tidak ada saran khusus untuk saham tersebut. 
6. Strong Buy merujuk pada saham yang dipercaya memiliki potensi naik cukup 
signifikan. Bedanya dengan Buy dari segi waktu, kalau Strong Buy biasanya 
kenaikan dapat dicapai dalam waktu yang pendek. 
7. Strong Sell merujuk saham yang dipercaya memiliki potensi turun cukup 
signifikan. Biasanya karena ada perubahan fundamental yang drastis. 
2.3 Jaringan Saraf Tiruan 
Jaringan saraf tiruan atau Neural Network merupakan model komputasi dengan 
mengikuti cara kerja otak manusia dalam kemampuan untuk belajar. Teknik 
jaringan saraf tiruan dapat digunakan menjadi beberapa kategori (Larose, 2005), 
antara lain: 
1. Klasifikasi 
Membentuk suatu model untuk membedakan suatu kelas guna 
memperkirakan kelas dari objek baru yang belum diketahui kelasnya. 
2. Pengelompokan cluster 
Mengelompokan data berdasarkan kemiripan yang dimiliki dari setiap data. 
3. Regresi 
Menentukan hubungan sebab-akibat antara satu variabel dengan variabel 
yang lainnya. 
2.4 Klasifikasi 
Klasifikasi adalah proses untuk menemukan model atau fungsi yang 
menjelaskan atau membedakan konsep atau kelas data, dengan tujuan untuk 
dapat memperkirakan kelas dari suatu objek yang labelnya tidak diketahui 
Sedangkan menurut Olson & Shi (2013), metode-metode klasifikasi ditunjukkan 
untuk pembelajaran fungsi-fungsi berbeda yang memetakan masing-masing data 
terpilih ke dalam salah satu dari kelompok kelas yang telah ditetapkan sebelumnya 
(Han, Kamber, dan Pei, 2012). 
2.5 Learning Vector Quantization (LVQ) 






Gambar 2.1 Arsitektur LVQ 
 
Learning Vector Quantization merupakan sebuah jaringan kompetisi yang 
digunakan dalam pengelompokan kelas (klasifikasi). Dalam LVQ terdiri dari 
jaringan masukan dan jaringan keluaran. Setiap jaringan mempresentasikan suatu 
kelas. Pada proses percobaan bobot pada keluaran disesuaikan secara supervised 
+ kompetisi. Pada proses percobaan kelas dari data uji ditentukan melalui proses 
kompetisi (Arbib, 2003).  
2.6 Variasi algoritme LVQ 
Algoritme LVQ terbagi menjadi beberapa variasi, antara lain LVQ, LVQ 2, LVQ 
2.1, dan LVQ 3. 
2.6.1 LVQ 
Dasar dari algoritme training LVQ adalah menentukan jaringan keluaran yang 
paling dekat dengan suatu masukan (neuron pemenang). Jika kelas dari masukan 
sama dengan kelas dari jaringan keluaran, maka bobot jaringan pemenang 
diperbaiki sehingga mendekati masukan. Jika kelas dari masukan berbeda dengan 
kelas dari jaringan pemenang, bobot jaringan pemenang diperbaiki sehingga 
menjauhi masukan. 
Langkah – Langkah perhitungan pelatihan algoritme LVQ adalah sebagai 
berikut: 





































































2. Untuk setiap data xi lakukan: 
- Menentukan jaringan pemenang (J) dari nilai ||𝒙𝒊 − 𝒘𝒋|| terkecil  (2.1) 
- Update bobot pemenang (𝑤𝑗) 
Jika T = 𝒄𝒊 maka 𝒘𝒋(𝒃𝒂𝒓𝒖) = 𝒘𝒋(𝒍𝒂𝒎𝒂) +∝ [𝒙𝒊 − 𝒘𝒋(𝒍𝒂𝒎𝒂)] (2.2) 
Jika T ≠ 𝒄𝒊 maka 𝒘𝒋(𝒃𝒂𝒓𝒖) = 𝒘𝒋(𝒍𝒂𝒎𝒂) −∝ [𝒙𝒊 − 𝒘𝒋(𝒍𝒂𝒎𝒂)]  (2.3) 
3. Kurangi nilai α 
4. Apabila telah mencapai epoch tertentu atau nilai α mencapai nilai yang kecil 
iterasi dihentikan, apabila sebaliknya dilakukan Kembali proses 2 dan 3. 
Keterangan: 
- 𝑥 = Data  
- 𝑤 = bobot  
- T = kelas target 
- 𝑐 = kelas yang didapatkan 
- α = nilai alpha 
- ||𝑥𝑖 − 𝑤𝑗|| = jarak Euclidean nilai masukan (data) dengan bobot 
2.6.2 LVQ 2 
Pada LVQ 2, jaringan hasil yang diperbaiki bobotnya adalah 2 jaringan 
terdekat dari data latih (jaringan pemenang dan runner-up). Kedua jaringan 
tersebut diperbaiki jika syarat berikut terpenuhi: 
1. Jaringan pemenang (yc) dan runner-up(yr) memiliki kelas yang berbeda. 
2. Data latih memiliki kelas yang sama dengan kelas jaringan runner-up. 
3. Jarak dari data latih ke jaringan pemenang (dc) hampir sama dengan jarak dari 
data latih ke jaringan runner-up (dr). 
Jika semua syarat terpenuhi, maka bobot kedua jaringan diperbaiki: 
𝒚𝒄 = 𝒚𝒄−∝ [𝒙𝒊 − 𝒚𝒄]  (2.4) 
𝒚𝒓 = 𝒚𝒓+∝ [𝒙𝒊 − 𝒚𝒓]  (2.5) 
Keterangan: 
- 𝑦𝑐 = jaringan pemenang 
- 𝑦𝑟 = jaringan runner up 
2.6.3 LVQ 2.1 
Pada LVQ 2.1 Kedua jaringan diperbaiki jika syarat berikut terpenuhi: 


















] < 𝟏 + 𝝐  (2.6) 
Apabilai semua syarat terpenuhi, bobot diperbaiki dengan persamaan: 
𝒚𝒄 = 𝒚𝒄+∝ [𝒙𝒊 − 𝒚𝒄]  (2.7) 
𝒚𝒓 = 𝒚𝒓−∝ [𝒙𝒊 − 𝒚𝒓]  (2.8) 
Keterangan: 
- 𝑑𝑐 = jarak data terhadap jaringan pemenang 
- 𝑑𝑟 = jarak data terhadap jaringan runner up 
- 𝜖 = threshold yang bernilai 0.35 
2.6.4 LVQ 3 







] > (𝟏 − 𝝐) (𝟏 + 𝝐)  (2.9) 
Apabilai syarat terpenuhi, bobot diperbaiki dengan persamaan: 
1. Apabila yc dan yr memiliki kelas yang sama: 
𝒚𝒄 = 𝒚𝒄 + 𝜷[𝒙𝒊 − 𝒚𝒄]  (2.10) 
𝒚𝒓 = 𝒚𝒓 − 𝜷[𝒙𝒊 − 𝒚𝒓]  (2.11) 
Keterangan: 
- 𝑑𝑐 = jarak data terhadap jaringan pemenang 
- 𝑑𝑟 = jarak data terhadap jaringan runner up 
- 𝜖 = threshold yang bernilai 0.2 
- 𝑦𝑐 = jaringan pemenang 
- 𝑦𝑟 = jaringan runner up 
- 𝛽 = 𝑚 ∝ dengan 0.1 < m < 0.5 
- ∝ = 0.1 
 
2. Apabila yc dan yr memiliki kelas yang berbeda dan salah satunya sama dengan 
kelas pada data latih: 
𝒚𝒄 = 𝒚𝒄+∝ [𝒙𝒊 − 𝒚𝒄]  (2.12) 
𝒚𝒓 = 𝒚𝒓−∝ [𝒙𝒊 − 𝒚𝒓]  (2.13) 
 
2.7 Perbedaan antara LVQ1, LVQ2, dan LVQ3 
LVQ1 dan LVQ3 mendefinisikan proses yang lebih kuat, nilai vector 
mengasumsikan nilai stasioner bahkan setelah periode pembelajaran yang 
diperpanjang. LVQ hanya melakukan asumsi nilai stasioner meskipun proses 
pembelajaran telah diperpanjang. Berbeda halnya dengan LVQ 2.1 yang jarak 





pembentukan kelas. LVQ2 digunakan dengan menggunakan nilai learning rate 
yang kecil dan sejumlah langkah pelatihan yang terbatas (Kohonen et al., 1996). 
2.8 Kelebihan dan Kekurangan 
Kelebihan yang dimiliki dari algoritme LVQ antara lain: 
- Nilai error yang kecil 
- Dimensi dalam codebook tidak terbatas 
- Model yang dihasilkan dapat diubah secara bertahap 
Kelemahan yang dimiliki dari algoritme LVQ antara lain: 
- Perlu menghitung jarak untuk setiap atribut 
- Akurasi model bergantung pada inisialisasi model serta parameter yang 
digunakan 
- Distribusi kelas pada data training mempengaruhi akurasi 
2.9 Normalisasi 
Normalisasi merupakan perubahan yang dilakukan terhadap data yang 
dibentuk menjadi angka yang lebih kecil, baik dalam rentang -1.0 hingga 1.0 
ataupun 0.0 hingga 1.0. Dalam normalisasi data terdapat beberapa teknik yang 
dapat digunakan antara lain: 
- normalisasi min-max, 𝒙′ =  
𝒙−𝒎𝒊𝒏
𝐦𝐚𝐱 − 𝒎𝒊𝒏
     (2.14) 
- normalisasi z-score, 𝒙′ =  
𝒙−𝑨
𝝈
       (2.15) 
 
- normalisasi decimal scaling, 𝒙′ =  
𝒙
𝟏𝟎𝒏
      (2.16) 
Keterangan: 
- 𝑥′ = data yang telah dinormalisasikan 
- 𝑥 = data 
- 𝑚𝑖𝑛 = nilai terkecil 
- 𝑚𝑎𝑥 = nilai terbesar 
- 𝑛 = banyak digit angka pada data 
- 𝐴 = rata-rata dari sampel data 
- 𝜎 = simpangan baku sampel 
2.10 Perhitungan Akurasi  
Metode yang digunakan untuk mengukur tingkat akurasi adalah Confusion 
Matrix. Metode ini merupakan perhitungan yang digunakan untuk menganalisis 
seberapa baik dalam mengenali tupel dari kelas yang berbeda (Han, Kamber, dan 





pada Tabel 2.2. Sedangkan tabel dan persamaan untuk Confusion Matrix dan 
akurasi dengan 2 kelas dapat dilihat pada Tabel 2.3 dan Persamaan 2.18. 
Tabel 2.2 Confusion Matrix Multi Class 
 Kelas A Prediksi Kelas B Prediksi Kelas C Prediksi 
Kelas A Asli TPA EAB EAC 
Kelas B Asli EBA TPB EBC 
Kelas C Asli ECA ECB TPC 
Perhitungan akurasi dapat dihitung dengan Persamaan 2.17: 
𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =  
𝑻𝑷𝑨+𝑻𝑷𝑩+𝑻𝑷𝑪
𝑻𝑷𝑨+𝑻𝑷𝑩+𝑻𝑷𝑪+𝑬𝑨𝑩+𝑬𝑨𝑪+𝑬𝑩𝑨+𝑬𝑩𝑪+𝑬𝑪𝑨+𝑬𝑪𝑩
  (2.17) 
Keterangan: 
TPA  : Data positif dari kelas A 
TPB  : Data positif dari kelas B 
TPC  : Data positif dari kelas C 
EAB  : Kesalahan dengan kelas asli A sedangkan kelas prediksi B 
EAC  : Kesalahan dengan kelas asli A sedangkan kelas prediksi C 
EBA  : Kesalahan dengan kelas asli B sedangkan kelas prediksi A 
EBC  : Kesalahan dengan kelas asli B sedangkan kelas prediksi C 
ECA  : Kesalahan dengan kelas asli C sedangkan kelas prediksi A 
ECB  : Kesalahan dengan kelas asli C sedangkan kelas prediksi B 
Tabel 2.3 Confusion Matrix 
 Kelas Positif Prediksi Kelas Negatif Prediksi 
Kelas Positif Asli True Positive (TP) False Positive (FP) 
Kelas Negatif Asli False Negative (FN) True Negative (TN) 
Perhitungan akurasi dapat dihitung dengan Persamaan 2.18: 
𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =  
𝑻𝑷+𝑻𝑵
𝑻𝑷+𝑻𝑵+𝑭𝑵+𝑭𝑷
  (2.18) 
Keterangan: 
TP  : banyaknya data positif yang benar dikelompokkan 
FP  : banyaknya data positif yang salah dikelompokkan 
FN  : banyaknya data negatif yang salah dikelompokkan 





2.11 Sensitivity, Specificity, Precision, F1-Measure 
Dari tabel Confusion Matrix dapat menghitung nilai sensitivity, specificity, 
precision dan juga f1-measure (Prasetyo, 2017). Adapun pengertian dari masing-
masing nilai tersebut beserta persamaannya dijelaskan pada sub bab ini. 
2.11.1 Sensitivity 
Nilai rasio yang didapatkan dari kelas positif yang yang diklasifikasikan dengan 
benar terhadap jumlah data di kelas positif. Nilai ini dapat disebut juga dengan 
nilai hit rate ataupun nilai specificity. Persamaan dari nilai sensitivity adalah: 
𝑺𝒆𝒏𝒔𝒊𝒕𝒊𝒗𝒊𝒕𝒚 =  
𝑻𝑷
𝑻𝑷+𝑭𝑵
  (2.19) 
Dalam kasus Confusion Matrix yang banyak kelas nilai FN dapat dihitung 
dengan persamaan 2.15: 
𝑭𝑵𝑨 =  𝑬𝑨𝑩 + 𝑬𝑨𝑪  (2.20) 
Begitu juga dengan nilai FNB dan FNC untuk dihitung berdasarkan tabel 
Confusion Matrix multi class. 
Keterangan: 
TP  : banyaknya data positif yang benar dikelompokkan 
FNA  : banyaknya data negatif pada kelas A yang salah dikelompokkan 
EAB  : Kesalahan dengan kelas asli A sedangkan kelas prediksi B 
EAC  : Kesalahan dengan kelas asli A sedangkan kelas prediksi C 
2.11.2 Specificity 
Specificity merupakan kebalikan dari nilai sensitivity yaitu nilai rasio dari kelas 
negatif yang yang diklasifikasikan dengan benar terhadap jumlah data di kelas 
negatif. Nilai ini dapat disebut juga dengan nilai true negative rate ataupun nilai 
kebalikan specificity. Persamaan dari nilai specificity adalah: 
𝑺𝒑𝒆𝒄𝒊𝒇𝒊𝒄𝒊𝒕𝒚 =  
𝑻𝑵
𝑻𝑵+𝑭𝑷
  (2.21) 
 
Dalam kasus Confusion Matrix yang banyak kelas nilai FP dapat dihitung 
dengan Persamaan 2.17: 
𝑭𝑷𝑨 =  𝑬𝑩𝑨 + 𝑬𝑪𝑨  (2.22) 
Begitu juga dengan nilai FPB dan FPC untuk dihitung berdasarkan tabel 
Confusion Matrix multi class. 
Keterangan: 
TP  : banyaknya data positif yang benar dikelompokkan 





EBA  : Kesalahan dengan kelas asli B sedangkan kelas prediksi A 
ECA  : Kesalahan dengan kelas asli C sedangkan kelas prediksi A 
2.11.3 Precision 
Nilai precision didapatkan dari nilai rasio antara data positif yang benar 
dikelompokkan dengan jumlah nilai yang memiliki kelas prediksi positif. 
Persamaan dari nilai precision adalah: 
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =  
𝑻𝑷
𝑻𝑷+𝑭𝑷
  (2.23) 
Keterangan: 
TP  : banyaknya data positif yang benar dikelompokkan 
FP : banyaknya data negatif yang salah dikelompokkan 
2.11.4 F1-Measure 
Nilai F1-measure merupakan nilai rata-rata dari nilai precision dan specificity. 
Persamaan dari nilai ini adalah: 
𝑭𝟏 − 𝑴𝒆𝒂𝒔𝒖𝒓𝒆 =  
𝟐𝑷𝑹
𝑹+𝑷
  (2.24) 
Keterangan: 
P  : precision 






BAB 3 METODOLOGI 
Pada bab ini, dijelaskan terkait tipe penelitian yang dilakukan, strategi 
penelitian, metode pengumpulan data, dan peralatan pendukung yang digunakan. 
3.1 Strategi Penelitian 
Strategi yang dilakukan pada penelitian ini adalah strategi studi kasus. Hal ini 
dikarenakan penelitian yang dilakukan berfokus pada ruang lingkup yang telah 
ditentukan. Diharapkan dapat menghasilkan keluaran berupa rekomendasi kelas 
atau tindakan untuk saham TLKM. Proses atau alur kerja dari algoritme 
berdasarkan masukan, proses, dan keluaran ditunjukkan pada Tabel 3.1. 
Tabel 3.1 Perancangan Alur Kerja Sistem  









Melakukan inisialisasi bobot pada output 
layer dan α. Menentukan neuron terkecil 
dengan mengurangi nilai fitur terhadap 
bobot. Bobot pemenang tersebut 
diperbaharui dan mengurangi nilai α. Ulangi 
langkah sebelumnya hingga epoch tertentu 




3.2 Tipe Penelitian 
Tipe penelitian yang dilakukan dalam penelitian ini ialah tipe non-
implementatif analitik. Hal ini dikarenakan penentuan variabel yang digunakan 
berdasarkan penelitian yang dilakukan sebelumnya. Kemudian penelitian ini 
melakukan analisis terhadap penggunaan algoritme yang digunakan yaitu 
algoritme LVQ 2.1. Penggunaan algoritme tersebut dianalisis sehingga mengetahui 
apakah cukup efektif dalam analisis saham nantinya. 
3.3 Lokasi Penelitian 
Penelitian ini dilakukan di Laboratorium Riset Komputasi Cerdas dan Visualisasi 
Fakultas Ilmu Komputer Universitas Brawijaya, Kota Malang, Provinsi Jawa Timur.  
3.4 Metode Pengumpulan Data 
Metode pengumpulan data yang digunakan yaitu metode observasi. Metode 
observasi digunakan metode observasi non particiant observation yang mana 
peneliti hanya sebagai pengamat independent. Pengumpulan data kegiatan 
berdasarkan cara memperolehnya yaitu berupa data sekunder. Hal ini dikarenakan 
data yang digunakan merupakan data yang didapat dari data historis saham PT 
Telekomunikasi Indonesia melalui finance.yahoo.com (Finance, 2021). Data 





berupa harga pembuka, harga tertinggi, harga terendah, harga penutup, volume, 
adj. closed, dan persentasi perubahan. Kemudian untuk hasil kelas dari analisis 
teknikal tersebut diambil dari analisis salah satu sekuritas. 
3.5 Analisis Data 
Teknik analisis data yang digunakan merupakan teknik statistik inferensial. 
Teknik ini digunakan karena data terbagi menjadi sampel dan data uji. Kesimpulan 
dari teknik ini berdasarkan data sampel dan bersifat peluang. Sehingga kesimpulan 
dari sampel tersebut mempunyai probabilitas kebenaran atau kesalahan dalam 
bentuk persentase. Peluang kesalahan ini disebut sebagai taraf signifikan 
(Sugiyono, 2019). 
3.6 Peralatan Pendukung 
Peralatan pendukung yang digunakan dalam membantu pengerjaan 
penelitian ini berupa perangkat keras dan perangkat lunak akan dijelaskan pada 
bagian sub bab. 
3.6.1 Perangkat Keras 
Spesifikasi perangkat keras yang digunakan dapat dilihat pada Tabel 3.2. 
Tabel 3.2 Spesifikasi Perangkat Keras 
Nama Komponen Spesifikasi 
Laptop Asus • Intel® Core™ i3-5010U CPU @2.1 GHz 
• Memory (RAM) 4 GB 




3.6.2 Perangkat Lunak 
Spesifikasi perangkat lunak yang digunakan dapat dilihat pada tabel 3.3. 
Tabel 3.3 Spesifikasi Perangkat Lunak 
Nama Komponen Spesifikasi 
Editor Pemrograman Netbeans IDE 







BAB 4 PERANCANGAN 
Pada bab ini menjelaskan tentang perancangan Penentuan Durasi Pelunasan 
Pembiayaan menggunakan metode klasifikasi dengan algoritme LVQ 2.1. 
Perancangan yang dilakukan terdiri dari perancangan algoritme (flowchart), 
perhitungan manualisasi, dan perancangan pengujian. 
4.1 Perancangan Algoritme 
Perancangan algoritme dilakukan untuk mengetahui langkah-langkah yang 
perlu dilakukan dalam mengimplementasikan algoritme yang digunakan. Langkah-
langkah yang dilakukan dijelaskan pada gambar diagram alir (flowchart) untuk 
memudahkan pada saat implementasi nantinya. Pada penelitian ini digunakan 
beberapa faktor penentu dalam analisis saham dengan pendekatan teknikal 
antara lain harga awal (open), harga tertinggi (high), harga terendah (low), harga 
penutup (closed),   adj closed, dan volume. Perancangan algoritme yang digunakan 
secara umum dapat dilihat pada Gambar 4.1. 
 
Gambar 4.1 Diagram Alir Klasifikasi LVQ secara Umum 
4.1.1 Klasifikasi LVQ 
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Gambar 4.2 Diagram Alir Proses Klasifikasi LVQ 
Tahap ini akan dilakukan normalisasi data untuk kemudian dilakukan 
perhitungan jarak sebanyak jumlah data yang telah ditentukan sebelumnya 
sehingga mendapatkan bobot yang sesuai. Pertama dilakukan inisialisasi nilai α, 
epoch, dan bobot yang akan digunakan terlebih dahulu. Selanjutnya akan 
dilakukan normalisasi data. Dari hasil normalisasi akan dilakukan pengecekan 
proses perulangan berdasarkan jumlah data. Apabila data bukan data akhir maka 
akan dilakukan perhitungan jarak. Sedangkan Ketika mencapai batas data atau 
telah mencapai data akhir maka akan dilakukan pengecekan perulangan epoch. 
Setelah didapatkan jarak terhadap bobot awal dicek maka akan dilakukan 
perhitungan hingga mendapatkan masing-masing jarak data terhadap masing-
masing bobot. Berdasarkan keseluruhan bobot tersebut akan didapatkan kelas 
pemenang dan runnerup berdasarkan nilai terkecil. Kemudian dilakukan 
pengecekan syarat apakah sesuai atau tidak. Apabila sesuai dengan syarat, maka 
akan dilakukan perbaikan bobot jika tidak maka akan dilanjutkan perhitungan 
jarak terhadap data berikutnya. Hal ini dilakukan berulang hingga keseluruhan 
data. Apabila keseluruhan data telah dihitung jaraknya, maka akan dilakukan 
pengecekan epoch apakah epoch telah mencapai batas maksimum atau tidak. Jika 
belum mencapai epoch maksimum, maka dilakukan proses dimulai dari 
perhitungan jarak awal menggunakan bobot yang baru kembali. Jika epoch telah 
mencapai batas maksimum maka akan didapatkan bobot akhir yang akan 
digunakan pada pengujian. 
4.1.2 Preprocessing (Manualisasi) 
Pada tahap ini dilakukan pembaharuan data (penyetaraan) menggunakan 
teknik decimal scaling. Dari data yang telah masuk pada diagram alir 4.2, data pada 
urutan ke-I akan dilakukan penyesuaian atau dilakukan normalisasi menggunakan 
teknik decimal scaling seperti yang telihat pada diagram alir 4.3. Setelah 
didapatkan nilai yang baru, selanjutnya akan dilakukan pengecekan apakah data 













normalisasi untuk data selanjutnya. Dan sebaliknya jika iya, maka akan didapatkan 
keseluruhan data yang telah dinormalisasi. Proses atau alur perhitungan dapat 
dilihat pada diagram alir 4.3. 
 
Gambar 4.3 Diagram Alir Preprocessing (Normalisasi Data) 
4.1.3 Perhitungan Jarak Data Terhadap Bobot (Euclidean) 
Setelah data yang telah dinormalisasi didapatkan, maka akan masuk ke proses 
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Jarak = Akar kuadrat dari total pengurangan 
masing-masing fitur pada data terhadap 
masing-masing-masing bobot 







Gambar 4.4 Diagram Alir Perhitungan Jarak Data Terhadap Bobot 
Jarak dihitung menggunakan persamaan 2.1 yang mana menghitung akar dari 
total dari hasil pengurangan data terhadap bobot yang dikuadratkan. Sehingga 
akan didapatkan nilai jarak Euclidean tersebut. 
4.1.4 Pengecekan Syarat  
Dari hasil perhitungan jarak tersebut maka akan dilakukan pengecekan 
terhadap syarat guna dilakukan perbaikan bobot. Syarat-syarat yang dilakukan 
pengecekan dapat dilihat pada diagram alir 4.5. 
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Gambar 4.5 Diagram Alir Pengecekan Syarat 
Terdapat 3 syarat yang harus tepenuhi untuk memperbaiki bobot. Syarat yang 
dilakukan pertama yaitu melakukan pembagian nilai jarak pemenang dengan 
runnerup dan sebaliknya. Apabila nilai minimum dari hasil pembagian kedua 
proses tersebut mendapatkan hasil lebih dari 0.75 maka akan dilanjutkan ke syarat 
berikutnya. Apabila kurang dari 0.75 maka syarat tidak terpenuhi. Syarat 
berikutnya yaitu jika nilai maksimum dari hasil pembagian kedua proses tersebut 
mendapatkan hasil kurang dari 1.35 maka akan lanjut ke syarat terakhir. 
Sebaliknya, apabila lebih dari 1.35 maka syarat tidak terpenuhi. Dan pada syarat 
terakhir apabila kelas target terhadap kelas pemenang ataupun kelas runnerup 
sama maka syarat terpenuhi, sebaliknya jika tidak maka syarat tidak terpenuhi. 
4.1.5 Perbaikan Bobot 
Setelah mengetahui syarat yang didapatkan terpenuhi maka akan dilakukan 
perbaikan bobot. Dalam perbaikan bobot akan dilakukan perhitungan terhadap 
bobot pemenang dan runnerup saja, selebihnya tidak diubah. Untuk bobot 
pemenang dilakukan dengan menambahkan nilai jarak pemenang dengan hasil 
kali nilai alpa terhadap pengurangan nilai data dengan jarak. Kemudian untuk 
bobot runnerup dilakukan dengan menambahkan nilai jarak runnerup dengan hasil 
kali nilai alpa terhadap pengurangan nilai data dengan jarak. Sehingga didapatkan 







Kelas data sama dengan kelas 








Gambar 4.6 Diagram Alir Perbaikan Bobot 
4.2 Perhitungan Manual 
Melakukan perhitungan secara manual bertujuan sebagai acaun benar atau 
tidaknya dari algoritme yang digunakan. Perhitungan manual yang dilakukan 
menggunakan sebagian data latih dan data uji. Data latih yang digunakan adalah 
data saham PT Telekomunikasi Indonesia yang terdiri dari harga pembuka, harga 
tertinggi, harga terendah, harga penutup, volume, adj. closed, persentase 
perubahan, dan hasil rekomendasi. Contoh dari data latih tersebut dapat dilihat 
pada Tabel 4.1 
Tabel 4.1 Contoh Data Latih 
No Open High Low Close Adj Close Volume %change S/N/B 
1 3810 3810 3730 3760 3577.83 77259600 0,53 sell 
2 3760 3780 3720 3770 3587.34 68150800 0,27 Hold 
3 3800 3800 3750 3760 3577.83 56261500 -0,27 sell 
4 3780 3820 3760 3790 3606.37 53578900 0,8 Hold 
5 3800 3850 3780 3810 3625.40 86588500 0,53 sell 
6 3810 3830 3780 3790 3606.37 50248200 -0,52 Hold 
7 3800 3850 3780 3820 3634.92 73840300 0,79 sell 
8 3820 3830 3710 3730 3549.28 66699800 -2,36 Hold 
9 3680 3730 3640 3640 3463.64 108793300 -2,41 Hold 
… … … … … … … … … 




Bobot pemenang baru = jarak pemenang lama 
+ α × pengurangan data dengan jarak 
pemenang lama 
Bobot runnerup baru = jarak 
runnerup lama – α × 








4.2.1 Normalisasi Data 
Dari data sebelumnya dilakukan normalisasi untuk penyesuaian data sehingga 
memudahkan perhitungan. Teknik normalisasi yang digunakan merupakan 
normalisasi decimal scaling pada persamaan 2.11, mengingat nilai absolut 
maksimum yang dimiliki tiap fitur berbeda-beda. Berikut contoh perhitungan 
normalisasi pada data pertama fitur open (harga pembuka). 






= 𝟎, 𝟑𝟖𝟏 
Untuk setiap data dilakukan perhitungan normalisasi secara menyeluruh 
hingga didapatkan nilai data yang telah disesuaikan. Contoh data hasil normalisasi 
dapat dilihat pada Tabel 4.2. 
Tabel 4.2 Normalisasi Data Latih 
No Open High Low Close Adj Close Volume %change 
1 0,381 0,381 0,373 0,376 0,357783 0,07726 0,053 
2 0,376 0,378 0,372 0,377 0,358735 0,068151 0,027 
3 0,38 0,38 0,375 0,376 0,357783 0,056262 -0,027 
4 0,378 0,382 0,376 0,379 0,360638 0,053579 0,08 
5 0,38 0,385 0,378 0,381 0,362541 0,086589 0,053 
6 0,381 0,383 0,378 0,379 0,360638 0,050248 -0,052 
7 0,38 0,385 0,378 0,382 0,363492 0,07384 0,079 
8 0,382 0,383 0,371 0,373 0,354928 0,0667 -0,236 
9 0,368 0,373 0,364 0,364 0,346365 0,108793 -0,241 
10 0,363 0,366 0,359 0,361 0,34351 0,094888 -0,082 
11 0,359 0,366 0,359 0,362 0,344461 0,094383 0,082 
… … … … … … … … 
240 0,33 0,333 0,325 0,327 0,327 0,114735 0,124 
4.2.2 Inisialisasi 
Inisialisasi bobot pada lapisan hasil dan nilai α. Nilai bobot diambil dari data 
yang ada pada masing-masing kelas 1 data. Dikarenakan kelas yang dimiliki terdiri 
dari 3 kelas (buy, Hold, sell) maka bobot terdiri dari 3 bobot (w1, w2, w3). Misalkan 
contoh bobot sampel yang digunakan dapat dilihat pada gambar 4.3. Contoh nilai 
α yang digunakan adalah 0.1 dan nilai epoch maksimal yang ditetapkan adalah 1.  
Tabel 4.3 Tabel Bobot  
Ket. Open High Low Close Adj Closed Volume %change 
w1 0,359 0,366 0,359 0,362 0,344461 0,094383 0,082 
w2 0,376 0,378 0,372 0,377 0,358735 0,068151 0,027 





4.2.3 Menentukan Jarak Data Terhadap Bobot (Euclidean) 
Dalam menentukan jarak dihitung menggunakan persamaan 2.1. dari hasil 
tersebut dicari nilai jarak yang terkecil (champion) dan kedua terkecil (runner up). 
Berikut contoh perhitungan jarak yang digunakan terhadap bobot pertama. 
||𝒙𝟏 − 𝒘𝟏||
=  √
(𝑥11 − 𝑤11)2 + (𝑥12 − 𝑤12)2 + (𝑥13 − 𝑤13)2 + (𝑥14 − 𝑤14)2 +
(𝑥15 − 𝑤15)2 + (𝑥16 − 𝑤16)2 + (𝑥17 − 𝑤17)2
 
=  √
(0,381 − 0,357)2 + (0,381 − 0,366)2 + (0,373 − 0,359)2 +




(0,024)2 + (0,015)2 + (0,014)2 + (0,014)2 + (0,0133)2 +
(−0,017)2 + (−0,029)2
 
=  √0,000576 +  0,000225 + 0,000196 + 0,00017689 + 0,000289 + 0,000841 
=  √0,00230389 
= 0,120833 
Setelah didapatkan jarak tersebut, lakukan kembali perhitungan jarak data 
tersebut terhadap bobot yang kedua dan ketiga. Sehingga didapatkan hasil 
perhitungan seperti yang terlihat pada tabel 4.4. 
Tabel 4.4 Jarak data pertama terhadap masing-masing bobot 
No ||𝒙𝟏 − 𝒘𝟏|| ||𝒙𝟏 − 𝒘2|| ||𝒙𝟏 − 𝒘3|| champion Runnerup S/N/B 
1 0,120833 0,055572 0,082746 0,055572 0,082746 Sell 
4.2.4 Pengecekan Syarat Perbaikan Bobot 
Setelah jarak data terhadap masing-masing bobot didapatkan, kemudian akan 
dilakukan pengecekan guna perbaikan bobot. Syarat yang digunakan merupakan 
syarat yang ada pada persamaan 2.6. Apabila syarat-syarat tersebut terpenuhi 
maka akan dilakukan perbaikan bobot menggunakan persamaan 2.7. Berikut 
pengecekan syarat terhadap data nomor 1 yang telah didapatkan sebelumnya. 
Kelas champion merupakan kelas bobot kedua yang mana merupakan kelas Hold 
sedangkan kelas runnerup merupakan kelas bobot ketiga yang merupakan kelas 
sell. Kelas dari nomor satu merupakan kelas sell yang mana sesuai dengan salah 
satu kelas champion ataupun runnerup. Kemudian dilakukan perhitungan syarat 


















] > 1 − 0,35 
𝑚𝑖𝑛[0,671597947      , 1,488986088] > 0,75 














] < 1 + 0,35 
𝑚𝑎𝑥[0,671597947      , 1,488986088] < 0,75 
1,488986088     <        1,35  tidak sesuai (tidak memenuhi syarat) 
Dikarenakan syarat kedua dan ketiga tidak terpenuhi maka bobot tidak 
diperbaiki dan lanjut ke perhitungan jarak untuk data berikutnya. Pada tabel 4.5 
nomor 4 didapatkan nilai champion dan runnerup yang sesuai dan hasil 
perhitungan yang memenuhi syarat. 
Tabel 4.5 Jarak data lanjutan terhadap masing-masing bobot 
N
o 






1 0,120833 0,055572 0,082746 0,055572 0,082746 Sell 
2 0,0559074 0,0553621 0,0364132 0,036413 0,055362 Hold 
3 0,0524654 0,0338738 0,0132915 0,013291 0,033873 Sell 
4 0,1469304 0,0815789 0,1086313 0,081578 0,108631 Hold 
Kelas champion merupakan kelas bobot kedua yang mana merupakan kelas 
Hold sedangkan kelas runnerup merupakan kelas bobot ketiga yang merupakan 
kelas sell. Kelas dari nomor satu merupakan kelas Hold yang mana sesuai dengan 
salah satu kelas champion ataupun runnerup. Kemudian dilakukan perhitungan 














] > 1 − 0,35 
𝑚𝑖𝑛[0,750970759      , 1,331609771] > 0,75 



















𝑚𝑎𝑥[0,750970759       , 1,331609771] < 0,75 
  1,331609771     <        1,35  sesuai (memenuhi syarat) 
Dikarenakan keseluruhan syarat terpenuhi, maka bobot champion dan 
runnerup dilakukan perbaikan menggunakan persamaan 2.7 sebelum lanjut ke 
perhitungan jarak untuk data berikutnya. Berikut merupakan contoh perhitungan 
perbaikan bobot pemenang (champion) untuk fitur pertama berdasarkan data 
keempat. 
𝒚𝒄 = 𝒚𝒄+∝ [𝒙𝒊 − 𝒚𝒄] 
𝑦𝑐 = 0,376 + 0,1[0,381 − 0,376] 
𝑦𝑐 = 0,376 + 0,1[0,005] 
𝑦𝑐 = 0,376 + 0,0005 
𝑦𝑐 = 0,3765 
Dan berikut contoh perhitungan perbaikan bobot runnerup untuk fitur 
pertama berdasarkan data keempat. 
𝒚𝒓 = 𝒚𝒓−∝ [𝒙𝒊 − 𝒚𝒓] 
𝑦𝑟 = 0,381 − 0,1[0,381 − 0,381] 
𝑦𝑟 = 0,381 − 0,1[0,000] 
𝑦𝑟 = 0,381 − 0,000 
𝑦𝑟 = 0,381 
Perbaikan bobot dilakukan untuk bobot champion dan runnerup pada setiap 
fiturnya, sehingga didapatkan bobot terbaru yang dapat dilihat pada Tabel 4.6. 
Tabel 4.6 Bobot yang diperbaiki berdasarkan data keempat 
Ket Open High Low Close Adj Close Volume %change 
w1 0,359 0,366 0,359 0,362 0,344461 0,09438 0,082 
w2 0,3765 0,3785 0,3726 0,3772 0,358925 0,06636 0,0191 
w3 0,381 0,3808 0,3725 0,3757 0,357497 0,07996 0,0635 
 
Perhitungan jarak dan pengecekan syarat dilakukan untuk setiap data. Apabila 
data tidak memenuhi syarat maka akan dilakukan perhitungan jarak untuk data 
berikutnya. Sedangkan apabila syarat terpenuhi, maka akan dilakukan perbaikan 
bobot terlebih dahulu untuk kemudian dilakukan perhitungan jarak dengan bobot 
yang baru.  
4.2.5 Pengecekan Batasan iterasi 
Setelah seluruh data dilakukan perhitungan jarak dan didapatkan bobot akhir 
iterasi pertama maka akan dilakukan perubahan nilai α dan pengecekan iterasi 
berdasarkan epoch yang telah ditetapkan pada inisialisasi sebelumnya. Untuk nilai 





α adalah 0.01. Sehingga nilai α berkurang hingga dianggap tidak perlu dilakukan 
iterasi selanjutnya. Atau apabila nilai α masih dianggap besar namun iterasi telah 
mencapai batas epoch yang ditentukan maka iterasi juga dihentikan. Dikarenakan 
epoch yang dicontohkan merupakan 1 epoch makan iterasi dihentikan. Sehingga 
didapatkan nilai bobot akhir seperti pada Tabel 4.7. 
Tabel 4.7 Bobot akhir pada iterasi pertama 














































4.2.6 Melakukan Uji Data 
Setelah dilakukan pelatihan data maka akan dilakukan pengujian data 
menggunakan data uji. Proses pengujian melalui tahap normalisasi menggunakan 
persamaan 2.11. Kemudian langsung mencari pemenang menggunakan bobot 
akhir yang didapatkan dari pelatihan data sebelumnya. Contoh data uji yang 
digunakan dapat dilihat pada Tabel 4.8, data yang ternormalisasi pada Tabel 4.9.  
Tabel 4.8 Data Uji 
No Open High Low Close Adj Close Volume %change S/N/B 
1 3080 3080 2970 3030 2883,1992 260087300 -1,62 buy 
2 3060 3150 3030 3090 2940,2922 241625700 1,98 buy 
3 3150 3220 3130 3200 3044,9628 194424800 3,56 Hold 
4 3210 3230 3140 3210 3054,4782 177784900 0,31 sell 
5 3210 3350 3180 3280 3121,0869 235586600 2,18 sell 
Tabel 4.9 Normalisasi Data Uji  
No Open High Low Close Adj Close Volume %change S/N/B 
1 0,308 0,308 0,297 0,303 0,2883199 0,2600873 -0,162 buy 
2 0,306 0,315 0,303 0,309 0,2940292 0,2416257 0,198 buy 
3 0,315 0,322 0,313 0,32 0,3044962 0,1944248 0,356 Hold 
4 0,321 0,323 0,314 0,321 0,3054478 0,1777849 0,031 sell 
5 0,321 0,335 0,318 0,328 0,3121086 0,2355866 0,218 Sell 
Dari data ternormalisasi tersebut dilakukan perhitungan terhadap bobot yang 
didapat saat pelatihan menggunakan persamaan yang sama saat pelatihan yaitu 
persamaan 2.1. Tabel 4.10 menunjukkan hasil perhitungan jarak dan 
mendapatkan kelas berdasarkan pemenang. Dari tabel didapatkan 3 kelas yang 






Tabel 4.10 Kelas Hasil Data Uji 
W1 W2 W3 Pemenang S/N/B Kelas Pemenang 
0,674278 0,788494 0,710362 0,674278 Buy  Buy 
1,651601 1,715819 1,598863 1,598863 Buy  Sell  
2,64782 2,692328 2,569392 2,569392 Hold  Sell  
3,644887 3,684218 3,557407 3,557407 Sell  Sell  
4,640519 4,685102 4,552321 4,552321 Sell Sell  
4.3 Perancangan Pengujian 
Pengujian ini bertujuan untuk mengetahui jumlah data latih yang baik 
digunakan untuk mendapatkan hasil akurasi yang bagus. Hasil perancangan 
pengujian terbagi menjadi 3 bagian. 
4.3.1 Pengaruh Jumlah Data Latih terhadap Nilai Akurasi 
Pengujian ini bertujuan untuk mengetahui pengaruh banyaknya data latih 
terhadap nilai akurasi pada LVQ. Rancangan pengujian data latih dapat dilihat 
pada Tabel 4.11. 
Tabel 4.11 Rancangan Pengujian Pengaruh Jumlah Data Latih 









4.3.2 Pengaruh Learning Rate terhadap Nilai Akurasi 
Pengujian ini bertujuan untuk mengetahui pengaruh nilai learning rate 
terhadap nilai akurasi pada LVQ. Rancangan pengujian learning rate dapat dilihat 
pada Tabel 4.12. 
Tabel 4.12 Rancangan Pengujian Pengaruh Nilai Learning Rate 

















4.3.3 Pengaruh Jumlah Epoch terhadap Nilai Akurasi 
Pengujian ini bertujuan untuk mengetahui pengaruh jumlah epoch yang 
digunakan terhadap nilai akurasi pada LVQ. Rancangan pengujian jumlah epoch 
dapat dilihat pada Tabel 4.13. 
Tabel 4.13 Rancangan Pengujian Pengaruh Jumlah Epoch 










4.3.4 Evaluasi Nilai Sensitivity, Specificity, Precision, F1-Measure 
Dari hasil akurasi terbaik yang didapatkan akan dilakukan perhitungan nilai 
Sensitivity, Specificity, Precision, dan F1-Measure. Adapun rancangan evaluasi 
dapat dilihat pada tabel Confusion Matrix pada Tabel 4.14 dan nilai evaluasi pada 
Tabel 4.15. 
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Tabel 4.15 Precision (P), Specificity (R), Specificity (S) dan F1-Measure 
 Sell Hold Buy Rata-rata 
Precision (P)     
Specificity (R)     
Sensitivity (S)     






BAB 5  HASIL DAN PEMBAHASAN 
Pada bab ini dilakukan pembahasan terkait implementasi yang dilakukan 
berdasarkan perancangan yang telah dijabarkan sebelumnya. 
5.1 Implementasi Algoritme 
Pada tahap ini dijelaskan terkait kode program yang meliputi proses pada setiap 
langkah pada pelatihan data, hingga pengujian. 
5.1.1 Inisialisasi masukan 
Kode program yang telah dibuat dari hasil implementasi bagian inisialisasi 
dapat dilihat pada Tabel 5.1. 
Tabel 5.1 Kode Program Inisialisasi Masukan 








double[][] bobot = {{3810, 3810, 3730, 3760, 3577.831299, 
77259600, 0.53},{3760, 3780, 3720, 3770, 3587.346924, 68150800, 
0.27},{3590, 3660, 3590, 3620, 3444.614258, 94382900, 0.82}}; 
double[][] data, norm, bonorm, latih, uji; 
double alpa; 
int banyakData, iterasi, banyakDataLatih; 
ArrayList<String> ambil; 
Pada baris pertama, dilakukan inisialisasi bobot dengan tipe data double yang 
disimpan pada array 2 dimensi. Bobot pada array bari pertama merupakan bobot 
untuk kelas pertama atau kelas sell. Bobot pada array baris ke dua merupakan 
bobot untuk kelas kedua atau kelas hold. Sedangkan bobot pada array baris ketiga 
untuk kelas ketiga atau kelas buy. Baris kedua mendeklarasikan data, norm, 
bonorm, latih, dan uji dengan tipe data berupa double dalam array 2 dimensi. Data 
digunakan untuk menyimpan data yang diambil nantinya. norm digunakan untuk 
menyimpan data yang di normalisasikan. bonorm digunakan untuk menyimpan 
bobot yang dinormaliasikan nantinya. latih digunakan untuk menyimpan data 
yang digunakan untuk pelatihan sedangkan uji digunakan untuk data yang 
digunakan untuk pengujian. Baris ketiga merupakan deklarasi alpa dengan tipe 
data berupa double. alpa digunakan untuk menyimpan learning rate yang akan 
digunakan nantinya. Baris keempat merupakan deklarasi banyakData, iterasi dan 
banyakDataLatih dengan tipe data integer. banyakData digunakan untuk 
mengetahui jumlah data yang didapatkan setelah diambil. iterasi digunakan untuk 
mengetahui banyak jumlah epoch yang akan digunakan nantinya. Sedangkan 
banyakDataLatih digunakan untuk mengetahui banyak data latih yang diambil dari 
data. Baris kelima merupakan deklarasi ambil dengan tipe data berupa String yang 
disimpan kedalam ArrayList. ArrayList ini digunakan untuk menyimpan data 
kedalam array yang diambil sebelum disimpan kedalam data. 
5.1.2 Preprocessing Normalisasi 
Berikut ini merupakan hasil implementasi pada proses normalisasi. Adapun 





Tabel 5.2 Kode Program Preprocessing Normalisasi 





















public double[][] descal(double x[][]) { 
 double hitung[][] = new double[x.length][7]; 
 for (int i = 0; i < hitung.length; i++) { 
  System.arraycopy(x[i], 0, hitung[i], 0,  
  hitung[0].length); 
 } 
      int count; 
      for (int i = 0; i < hitung.length; i++) { 
            for (int j = 0; j < hitung[0].length; j++) { 
                count = 0; 
                while (x[i][j] > 1) { 
                    x[i][j] = x[i][j] / 10; 
                    count++; 
                } 
                hitung[i][j] = hitung[i][j] / (Math.pow(10,  
      count)); 
  } 
      } 
 return hitung; 
} 
Kode program normalisasi data dilakukan pada method return dengan tipe 
data double dalam array 2 dimensi. Pada baris pertama merupakan deklarasi 
method descal dengan tipe data array double 2 dimensi dan memiliki parameter 
variabel x dengan tipe data berupa array double 2 dimensi. Baris kedua 
merupakan instansiasi variabel hitung dari kelas array double 2 dimensi dengan 
jumlah baris sebanyak jumlah baris pada variabel x dan jumlah kolom sebanyak 7 
kolom. Kemudian pada bari 3-5 merupakan perulangan sebanyak jumlah baris dari 
variabel hitung. Pada baris keempat dilakukan penyalinan array menggunakan 
system.arraycopy darivariabel x kedalam variabel hitung sebanyak jumlah kolom 
pada variabel hitung. Pada baris keenam dilakukan deklarasi variabel count 
dengan tipe data integer untuk menghitung banyak digit yang dimiliki data 
nantinya. Baris 7-16 merupakan perulangan sebanyak jumlah baris pada variabel 
hitung. Baris 8-15 merupakan perulangan sebanyak jumlah kolom pada variabel 
hitung. Baris 9 mengisi nilai pada variabel count dengan nilai 0. Baris 10-13 
merupakan perulangan yang mana jika nilai pada variabel x baris ke-I dan kolom 
ke-j lebih besar dari 1.  Selama nilai tersebut terpenuhi maka akan dilakukan 
perhitungan pada baris 11 dan 12. Baris 11 membagi nilai pada variabel x pada 
baris ke-I dan kolom ke-j dengan 10. Dan baris 12 melakukan 
penambahan(increment) nilai pada variabel count. Apabila nilai pada variabel x 
baris ke-I dan kolom ke-j tidak lebih besar dari 1 maka akan lanjut ke baris 14. Baris 
tersebut melakukan normalisasi decimal scaling dengan cara membagi nilai 
variabel hitung pada baris ke-i dan kolom ke-j dengan 10 pangkat count. Apabila 
semua proses telah dilakukan maka akan dilakukan pengembalian nilai dari 






5.1.3 Perhitungan Jarak 
Berikut ini merupakan hasil implementasi pada proses perhitungan jarak data 
terhadap bobot. Adapun kode program yang telah dibuat dapat dilihat pada Tabel 
5.3. 
Tabel 5.3 Kode Program Perhitungan Jarak (Euclidean) 












public double euclidean(double data[], double bobot[]) { 
 double euclid = Math.sqrt(Math.pow((data[0] –  
  bobot[0]), 2)  
  + Math.pow((data[1] - bobot[1]), 2) 
  + Math.pow((data[2] - bobot[2]), 2) 
  + Math.pow((data[3] - bobot[3]), 2) 
       + Math.pow((data[4] - bobot[4]), 2) 
       + Math.pow((data[5] - bobot[5]), 2) 
       + Math.pow((data[6] - bobot[6]), 2)); 
 return euclid; 
} 
Kode program perhitungan jarak data terhadap bobot dilakukan pada method 
return dengan tipe data double. Pada baris pertama merupakan deklarasi method 
euclidean dengan tipe data double dan memiliki parameter berupa variabel data 
dengan tipe data berupa array double dan variabel bobot dengan tipe data array 
double. Baris kedua merupakan inisialisasi variabel euclid dengan menghitung nilai 
akar kuradat menggunakan fungsi Math.sqrt yang ada di java dari total selisih jarak 
terhadap data yang dikuadratkan menggunakan fungsi Math.pow yang ada di java. 
Baris ketiga merupakan pengembalian nilai dari euclid. Dan baris keempat akhir 
dari method euclidean. 
5.1.4 Pengecekan Syarat dan Perbaikan Bobot 
Berikut ini merupakan hasil implementasi pada proses pengecekan syarat 
data terhadap bobot. Dalam pengecekan syarat terdapat proses perhitungan nilai 
minimum dan maksimum. Kode program perhitungan minimum dan maksimum 
dapat dilihat pada Tabel 5.4 dan Tabel 5.5. Kemudian kode program pengecekan 
syarat dan perbaikan bobot pada Tabel 5.6. 
Tabel 5.4 Kode Program Perhitungan Nilai Minimum 










public double min(double[] data) { 
 double nilaiMin = data[0]; 
      for (int i = 0; i < data.length; i++) { 
  if (nilaiMin > data[i]) { 
          nilaiMin = data[i]; 
  } 
 } 
      return nilaiMin; 
} 
Kode program perhitungan nilai minimum dilakukan pada method return 
dengan tipe data double. Pada baris pertama merupakan deklarasi yaitu method 
min dengan tipe data double dan memiliki parameter berupa variabel data dengan 





dengan mengambil nilai pertama pada variabel data. Baris ketiga hingga ketujuh 
merupakan perulangan dengan inisialisasi nilai i = 0 bertipe data integer, syarat i 
kurang dari jumlah data dan dilakukan increment i. Baris keempat merupakan 
situasi pengecekan kondisi yang mana jika dari variabel nilaiMin lebih besar dari 
nilai variabel data pada kolom i. Jika kondisi tersebut terpenuhi maka akan 
dilanjutkan ke baris kelima perubahan nilai dari variabel nilaiMin dengan nilai dari 
variabel data kolom ke-i. baris keenam merupakan akhir pengecekan kondisi dan 
baris ketujuh merupakan akhir dari perulangan. Baris kedelapan merupakan 
pengembalian nilai dari variabel nilaiMin. Dan baris kesembilan akhir dari method 
min. 
Tabel 5.5 Kode Program Perhitungan Nilai Maksimum 










public double max(double[] data) { 
 double nilaiMax = data[0]; 
 for (int i = 0; i < data.length; i++) { 
  if (nilaiMax < data[i]) { 
   nilaiMax = data[i]; 
  } 
 } 
 return nilaiMax; 
} 
Kode program perhitungan nilai maksimum dilakukan pada method return 
dengan tipe data double. Pada baris pertama merupakan deklarasi method max 
dengan tipe data double dan memiliki parameter berupa variabel data dengan tipe 
data berupa array double. Baris kedua merupakan inisialisasi variabel nilaiMax 
dengan mengambil nilai pertama pada variabel data. Baris ketiga hingga ketujuh 
merupakan perulangan dengan inisialisasi nilai i = 0 bertipe data integer, syarat i 
kurang dari jumlah data dan dilakukan increment i. Baris keempat merupakan 
situasi pengecekan kondisi yang mana jika dari variabel nilaiMax lebih kecil dari 
nilai variabel data pada kolom i. Jika kondisi tersebut terpenuhi maka akan 
dilanjutkan ke baris kelima perubahan nilai dari variabel nilaiMax dengan nilai 
pada variabel data kolom ke-i. Baris keenam merupakan akhir pengecekan kondisi 
dan baris ketujuh merupakan akhir dari perulangan. Baris kedelapan merupakan 
pengembalian nilai dari variabel nilaiMax. Dan baris kesembilan akhir dari method 
max. 
Tabel 5.6 Kode Program Pengecekan Syarat dan Perbaikan Bobot 














public double[][] updateBobot(double[] jarak, double[] data,  
double[][] bobot, double target, double alpa) { 
 double kelas[] = {1, 2, 3}; 
      for (int i = 0; i < 3; i++) { 
          for (int j = 0; j < 3; j++) { 
              if (jarak[i] < jarak[j]) { 
                  double banding = jarak[i]; 
                  double banding2 = kelas[i]; 
                  jarak[i] = jarak[j]; 
                  kelas[i] = kelas[j]; 
                  jarak[j] = banding; 
                  kelas[j] = banding2; 







































          } 
      } 
      double syaratSatu = jarak[0] / jarak[1]; 
      double syaratDua = jarak[1] / jarak[0]; 
      double syarat[] = {syaratSatu, syaratDua}; 
      if (min(syarat) > 0.65 && max(syarat) < 1.35 && (kelas[0] == 
target || kelas[1] == target)) { 
          if (kelas[0] == 1 || kelas[1] == 1) { 
              for (int i = 0; i < 7; i++) { 
                  bobot[0][i] = bobot[0][i] + (alpa *  
(data[i] - bobot[0][i])); 
              } 
          } 
          if (kelas[0] == 2 || kelas[1] == 2) { 
              for (int i = 0; i < 7; i++) { 
                  bobot[1][i] = bobot[1][i] + (alpa *  
(data[i] - bobot[1][i])); 
              } 
          } 
          if (kelas[0] == 3 || kelas[1] == 3) { 
              for (int i = 0; i < 7; i++) { 
                  bobot[2][i] = bobot[2][i] + (alpa *  
(data[i] - bobot[2][i])); 
              } 
          } 
      } else { 
          for (int i = 0; i < bobot.length; i++) { 
              for (int j = 0; j < bobot[0].length; j++) { 
                  bobot[i][j] = bobot[i][j]; 
              } 
          } 
      } 
      return bobot; 
} 
Kode program perbaikan bobot dilakukan pada method return dengan tipe 
data double array 2 dimensi. Pada baris pertama merupakan deklarasi method 
updateBobot dengan tipe data array double 2 dimensi dan memiliki parameter 
berupa variabel jarak dengan tipe data berupa array double, variabel data dengan 
tipe data berupa array double, variabel bobot dengan tipe data berupa array 
double 2 dimensi, variabel target dengan tipe data double dan variabel alpa 
dengan tipe data double. Baris kedua merupakan inisialisasi variabel kelas dengan 
tipe data double yang memiliki nilai berupa angka 1, 2 dan 3. Baris ketiga hingga 
ke-14 merupakan perulangan dengan inisialisasi nilai i = 0 bertipe data integer, 
syarat i kurang dari 3 dan dilakukan increment i. Baris keempat hingga baris ke-13 
merupakan merupakan perulangan dengan inisialisasi nilai j = 0 bertipe data 
integer, syarat j kurang dari 3 dan dilakukan increment j. baris kelima merupakan 
situasi pengecekan kondisi yang mana jika dari variabel jarak ke-I lebih kecil dari 
nilai variabel jarak ke-j. Jika kondisi tersebut terpenuhi maka akan dilanjutkan ke 
baris keenam inisialisasi nilai dari variabel banding yang memiliki nilai pada 
variabel jarak ke-i. Baris ketujuh merupakan inisialisasi nilai dari variabel banding2 
yang memiliki nilai pada variabel kelas ke-i. Baris kedelapan perubahan nilai dari 
variabel jarak ke-i menjadi nilai pada variabel jarak ke-j. Baris kesembilan 
merupakan perubahan nilai dari variabel kelas ke-i menjadi nilai pada variabel 
kelas ke-j. Baris kesepuluh merupakan perubahan nilai dari variabel jarak ke-j 





dari variabel kelas ke-j menjadi nilai pada variabel banding2. Baris ke-12 
merupakan akhir pengecekan kondisi dan baris ke-13 dan ke-14 merupakan akhir 
dari perulangan pada variabel j dan i. Baris ke-15 merupakan inisialisasi nilai dari 
variabel syaratSatu dengan nilai berupa hasi bagi dari variabel jarak pertama 
terhadap jarak kedua. Begitu juga dengan baris ke-16 yang merupakan inisialisasi 
nilai dari variabel syaratDua dengan nilai berupa hasi bagi dari variabel jarak kedua 
terhadap jarak pertama. Baris ke-17 merupakan inisialisai variabel syarat denga 
tipe data array double yang memiliki nilai dari variabel syaratSatu dan variabel 
syaratDua.  
Baris ke-18 merupakan kondisi jika nilai dari minimum syarat lebih besar dari 
0.65, nilai dari maksimum syarat lebih kecil dari 1.35 dan nilai dari variabel kelas 
pertama ataupun kelas kedua sama dengan nilai dari variabel target. Jika syarat 
tersebut terpenuhi dilanjutkan ke baris ke-19, jika tidak akan langsung menuju 
baris ke-35. Pada baris ke-19 pengecekan kondisi yang mana jika nilai dari variabel 
kelas pertama atau kedua bernilai 1 maka akan dilakukan perbaikan bobot 
pertama seperti pada baris ke 21. Bobot pertama baru merupakan bobot pertama 
lama yang ditambahkan dengan perkalian dari alpa terhadap hasil pengurangan 
data terhadap bobot pertama. perhitungan tersebut dilakukan sebanyak 7 kali 
atau untuk setiap kolom bobot sesuai dengan baris ke-20. Baris ke-22 akhir 
perulangan dan baris ke-23 akhir dari kondisi baris ke-19. Pada baris ke-24 
pengecekan kondisi yang mana jika nilai dari variabel kelas pertama atau kedua 
bernilai 2 maka akan dilakukan perbaikan bobot kedua seperti pada baris ke 26. 
Bobot kedua baru merupakan bobot kedua lama yang ditambahkan dengan 
perkalian dari alpa terhadap hasil pengurangan data terhadap bobot kedua lama. 
perhitungan tersebut dilakukan sebanyak 7 kali atau untuk setiap kolom bobot 
sesuai dengan baris ke-25. Baris ke-27 akhir perulangan dan baris ke-28 akhir dari 
kondisi baris ke-24. Pada baris ke-29 pengecekan kondisi yang mana jika nilai dari 
variabel kelas pertama atau kedua bernilai 3 maka akan dilakukan perbaikan bobot 
ketiga seperti pada baris ke 26. Bobot ketiga baru merupakan bobot ketiga lama 
yang ditambahkan dengan perkalian dari alpa terhadap hasil pengurangan data 
terhadap bobot ketiga lama. Perhitungan tersebut dilakukan sebanyak 7 kali atau 
untuk setiap kolom bobot sesuai dengan baris ke-30. Baris ke-32 akhir perulangan 
dan baris ke-33 akhir dari kondisi baris ke-29. Baris ke-37 merupakan bobot yang 
tidak dilakukan perubahan dikarenakan syarat tidak terpenuhi. Baris ke-41 
merupakan kembalian nilai dari variabel bobot. Baris ke-42 akhir dari method 
updateBobot. 
5.1.5 Pelatihan Klasifikasi LVQ 
Berikut ini merupakan hasil implementasi pada proses pelatihan. Kode 
program pelatihan pada Tabel 5.7. 
Tabel 5.7 Kode Program dari Pelatihan Klasifikasi LVQ 




banyakData = Integer.parseInt(jumlahData.getText()); 
iterasi = Integer.parseInt(epoch.getText()); 






















































latih = new double[banyakData][data[0].length]; 
uji = new double[data.length - banyakData][data[0].length]; 
for (int i = 0; i < banyakData; i++) { 
 System.arraycopy(data[i], 0, latih[i], 0,  
 data[0].length); 
} 
norm = fungsi.descal(latih); 
bonorm = fungsi.descal(bobot); 
fungsi.tampil(dataNormalisasi, norm); 
double[] nilai = new double[7]; 
while (iterasi > 0) { 
 double menang[] = new double[3]; 
      int b = 0; 
      for (double[] norm1: norm) { 
       System.arraycopy(norm[b], 0, nilai, 0, 7); 
            for (int i = 0; i < 3; i++) { 
             menang[i] = fungsi.euclidean(nilai,  
   bonorm[i]); 
  } 
  bonorm = fungsi.updateBobot(menang, nilai,  
  bonorm, latih[b][7], alpa); 
            ++b; 
 } 
      iterasi--; 
} 
String bobots[][] = new String [bobot[0].length] 
    [bobot.length]; 
for (int i = 0; i < bobots[0].length; i++) { 
 for (int j = 0; j < bobots.length; j++) { 
  bobots[j][i] = "" + bobot[i][j]; 
 } 
} 
String judulTabel[] = {"Bobot 1", "Bobot 2", "Bobot 3"}; 
TabelModel model = new DefaultTabelModel(bobots,  
    judulTabel); 
tabelBobot.setModel(model); 
int count = banyakData; 
for (int i = 0; i < data.length - banyakData; i++) { 
 System.arraycopy(data[count], 0, uji[i], 0,  
        data[0].length); 
      count++; 
} 
String ujidata[][] = new String[uji.length][uji[0].length]; 
for (int i = 0; i < uji.length; i++) { 
 for (int j = 0; j < uji[0].length; j++) { 




Kode program pelatihan klasifikasi LVQ pada baris pertama mengambil nilai 
yang diinputkan pada textField jumlahData dengan tipe datanya diubah dari String 
menjadi integer, dan disimpan pada variabel banyakData. Kemudian baris ke-2 
mengambil nilai pada textField iterasi dengan tipe data String yang diubah menjadi 
integer, dan disimpan pada variabel iterasi. Baris ke-3 mengambil nilai yang 
diinputkan pada textField learningRate dengan tipe data String yang diubah 
menjadi double, dan disimpan pada variabel alpa. Baris ke-4 merupakan inisialisasi 
variabel latih yang bertipe data double array dua dimensi. Panjang baris dari array 
latih tersebut sebanyak nilai dari banyakData dan jumlah kolom sebanyak panjang 





yang bertipe data double array dua dimensi. Panjang baris dari array latih tersebut 
sebanyak panjang data dikurangi dengan nilai dari banyakData. Dan untuk jumlah 
kolom sebanyak panjang dari kolom data pada baris pertama. 
Baris ke-6 merupakan perulangan sejumlah banyak data. Baris ke-7 
merupakan penyalinan array menggunakan fungsi dari System.arraycopy yang 
menyalin nilai dari variabel data kedalam variabel latih. Baris ke-8 merupakan 
akhir dari perulangan. Baris ke-9 memasukkan nilai dari variabel norm dengan 
memanggil fungsi descal pada kelas fungsi dan parameter yang digunakan yaitu 
variabel latih. Baris ke-10 memasukkan nilai dari variabel bonorm dengan 
memanggil fungsi descal pada kelas fungsi dan parameter yang digunakan yaitu 
variabel bobot. Baris ke-11 memanggil fungsi tampil dari kelas fungsi dengan 
parameter berupa dataNormalisasi dan variabel norm. Baris ke-12 merupakan 
inisialisasi variabel nilai dengan tipe data berupa double array dan memiliki jumlah 
sebanyak 7 data. 
Baris ke-13 merupakan perulangan while dengan parameter berupa iterasi >= 
0. Artinya baris berikutnya hingga penutup perulangan akan dilakukan terus 
menerus apabila nilai dari iterasi lebih besar dari 0. Baris 14 merupakan inisialisasi 
variabel menang dengan panjang data 3 dan memiliki tipe data berupa double 
array. Baris ke-15 merupakan inisialisasi variabel b dengan tipe data integer dan 
bernilai 1. Baris ke-16 merupakan perulangan for dengan parameter nilai norm1 
bertipe data double array terhadap nilai norm. Artinya perulangan sebanyak 
panjang data norm. Baris ke-17 merupakan penyalinan nilai menggunakan fungsi 
System.arraycopy dari variabel nilai ke variabel norm pada kolom b dan sebanyak 
7 baris data saja yang disalin. Kemudian akan dilakukan perulangan for kedua 
sebanyak 3 kali pada baris ke-18. Pada baris ke-19 nilai dari variabel menang sama 
dengan hasil dari penggunaan fungsi euclidean dengan parameter berupa variabel 
nilai dan bonorm. Baris ke-20 merupakan akhir perulangan for kedua. Baris ke-21 
perubahan nilai bonorm dengan memasukkan hasil dari fungsi updateBobot 
dengan parameter berupa menang, nilai, bonorm, latih baris ke-b kolom ke-7 dan 
alpa kedalam bonorm. Baris ke-23 merupakan penambahan nilai b atau proses 
increment. Baris ke-24 merupakan akhir dari perulangan for pertama. Baris ke-25 
merupakan pengurangan nilai iterasi atau proses decrement, dan baris 26 
merupakan akhir perulangan while.  
Baris ke-27 merupakan inisialisasi variabel bobots dengan panjang baris sama 
dengan panjang baris bobot pertama dan panjang kolom sama dengan panjang 
kolom bobot. Baris ke-28 merupakan perulangan for sepanjang panjang baris 
variabel bobots, dan baris ke-29 merupakan perulangan for kedua sepanjang 
panjang kolom variabel bobots.  Baris ke-30 menyimpan nilai bobot kedalam 
variabel bobots. Baris ke-31 akhir dari perulangan kedua dan baris ke-32 
merupakan akhir dari perulangan for pertama. Baris ke-33 melakukan instansiasi 
variabel judulTabel dengan tipe data berupa String array yang memiliki nilai 





Baris ke-34 merupakan inisialisasi variabel model sebagai TabelModel baru 
dengan format default dan parameter yang digunakan berupa variabel bobots dan 
judulTabel. Baris ke-35 melakukan pengaturan model pada tabelBobot dengan 
variabel model. Baris ke-36 melakukan instansiasi variabel count bertipe data 
integer dengan masukan berupa nilai dari variabel banyakData. Baris ke-37 
meupakan perulangan for sebanyak panjang dari variabel data dikurangi dengan 
banyakData. Baris ke-38 merupakan penyalinan variabel uji ke-i kedalam variabel 
data ke-0 menggunakan fungsi System.arraycopy. baris ke-39 merupakan proses 
increment atau penambahan pada variabel count. Baris ke-40 akhir dari 
perulangan. Baris ke-41 merupakan inisialisasi variabel uji data dengan tipe data 
String array 2 dimensi dengan banyak baris sama dengan panjang uji dan banyak 
kolom sama dengan panjang pada kolom uji ke-0. 
Baris ke-42 merupakan perulangan for sebanyak panjang baris variabel uji, 
dan baris ke-43 merupakan perulangan for kedua sebanyak panjang kolom 
variabel uji.  Baris ke-44 menyimpan nilai uji kedalam variabel ujidata. Baris ke-45 
akhir dari perulangan kedua dan baris ke-46 merupakan akhir dari perulangan for 
pertama. Baris terakhir melakukan pemanggilan fungsi tampil dengan parameter 
tabelUji dan uji. Fungsi ini bertujuan untuk menampilkan data uji pada tabel data 
uji. 
5.1.6 Pengujian 
Berikut ini merupakan hasil implementasi pada proses pengujian. Kode 
program pengujian pada Tabel 5.8. 
Tabel 5.8 Kode Program dari Pengujian Klasifikasi LVQ 




























double[][] test = new double[uji.length][uji[0].length-1]; 
test = fungsi.descal(uji); 
double[] menang = new double[3]; 
int b = 0;  
double[] hasil = new double[test.length];    
for (double[] uji1: uji) { 
 double[] nilai = new double[7]; 
      System.arraycopy(test[b], 0, nilai, 0, 7);       
 for (int i = 0; i < 3; i++) { 
  menang[i] = fungsi.euclidean(nilai, bonorm[i]); 
 } 
 hasil[b] = fungsi.hasil(menang, uji1[4]); 
 ++b; 
}         
double [][] banding = new double[uji.length][2]; 
for (int i = 0; i < banding.length; i++) { 
 banding[i][0] = uji[i][uji[0].length-1]; 
      banding[i][1] = hasil[i]; 
}        
String hasilBanding[][] = new String [banding.length]  
      [banding[0].length]; 
for (int i = 0; i < hasilBanding.length; i++) { 
 for (int j = 0; j < hasilBanding[0].length; j++) { 
       hasilBanding[i][j] = "" + banding[i][j]; 
 } 
} 








TabelModel model = new DefaultTabelModel(hasilBanding,  
   judulTabel); 
tabelHasilUji.setModel(model); 
Baris ke-1 merupakan inisialisasi variabel test dengan tipe data double array 
2 dimensi dengan banyak baris sama dengan panjang uji dan banyak kolom sama 
dengan panjang pada kolom uji ke-0. Baris ke-2 mengubah nilai variabel test 
dengan fungsi descal dan parameter yang digunakan variabel uji. Pada baris ke-3 
instansiasi variabel menang dengan tipe data double array dengan panjang data 
sebanyak 3. Baris ke-4 merupakan instansiasi variabel b dengan tipe data integer 
bernilai 0. Baris ke-5 merupakan inisialisasi variabel hasil dengan tipe data double 
array dan memiliki panjang data sebanyak panjang dari variabel test. 
Baris ke-6 merupakan perulangan for uji1 bertipe data double array terhadap 
variabel uji.  Baris ke-7 merupakan inisialisasi variabel nilai dengan tipe data 
berupa double array dan memiliki panjang data sebanyak 7. Baris ke-8 merupakan 
penyalinan data dari variabel nilai ke variabel test ke-b menggunakan fungsi 
System.arraycopy. Baris ke-9 merupakan perulangan for dengan batasan sebanyak 
3. Baris ke-10 merupakan pemberian nilai menang yang didapatkan dari fungsi 
euclidean dengan parameter berupa variabel nilai dan bonorm. Baris ke-11 
merupakan akhir dari perulangan for. Baris ke-12 memberikan nilai pada variabel 
hasil dengan menggunakan fungsi hasil parameter menang dan uji1. Setelah itu 
dilakukan increment atau proses penambahan terhadap variabel b. baris ke-14 
merupakan akhir dari perulangan while. 
Baris ke-15 melakukan inisialisasi variabel banding dengan tipe data double 
array 2 dimensi, dengan panjang baris sama dengan panjang baris pada variabel 
uji dan banyak kolom sebanyak 2. Baris ke-16 merupakan perulangan for dengan 
batasan kurang dari panjang variabel banding. Baris ke-17 merupakan pemberian 
nilai banding untuk kolom pertama dengan nilai sama dengan nilai uji kolom kedua 
dari kanan.  Dan untuk baris ke-18 merupakan pemberian nilai variabel banding 
kolom kedua dengan nilai sama dengan nilai dari hasil. Baris ke-19 merupakan 
akhir perulangan for. 
Baris ke-20 melakukan inisialisasi variabel hasilBanding dengan tipe data 
String array 2 dimensi, dengan panjang baris sama dengan panjang baris pada 
variabel banding dan banyak kolom sebanyak kolom variabel banding. Baris ke-21 
merupakan perulangan for dengan batasan kurang dari panjang variabel 
hasilBanding. Baris ke-22 perulangan for dengan batasan kurang dari panjang 
kolom ke-0 dari variabel hasilBanding.  Baris ke-23 merupakan pemberian nilai 
variabel hasilBanding dengan nilai sama dengan nilai dari banding. Baris ke-24 
merupakan akhir perulangan for kedua. Dan baris ke-25 merupakan akhir dari 
perulangan for pertama. Baris ke-26 merupakan instansiasi variabel judulTabel 
dengan tipe data String array dan memiliki nilai berupa Saran Aksi dan Hasil Uji. 
Baris ke-27 merupakan instansiasi model dengan tipe data TabelModel dengan 
format default dan parameter hasilBanding dan judulTabel. Baris ke-28 





BAB 6 PENGUJIAN DAN ANALISIS 
Bab ini akan menjelaskan terkait pengujian terhadap implementasi yang telah 
dilakukan. Pengujian yang dilakukan berdasarkan perancangan pengujian yang 
telah dibahas pada bab 4.  
6.1 Pengujian 
Pada bagian ini adapun pengujian yang dilakukan antara lain: 
1. Pengujian Pengaruh Jumlah Data Latih 
2. Pengujian Pengaruh Nilai Learning Rate 
3. Pengujian Pengaruh Jumlah Epoch 
6.1.1 Pengaruh Jumlah Data Latih 
Pada pengujian jumlah data latih terhadap hasil akurasi, digunakan jumlah 
data latih diantaranya 50, 100, 125, 150, 175 dan 200 pertama sebagai data latih. 
Selebihnya digunakan sebagai data uji. Untuk nilai learning rate yang digunakan 
0,1 dan jumlah epoch sebanyak 100. Jumlah data latih yang menghasilkan akurasi 
terbesar akan menjadi acuan untuk digunakan pada pengujian selanjutnya dan 
saat evaluasi nilai sensitivity, specificity, precision dan F1-Measure. Tabel 6.1 
berikut ini menunjukkan hasil dari pengujian data latih terhadap nilai akurasi. 
Tabel 6.1 Hasil Pengujian Jumlah Data Latih  









Dari Tabel 6.1 jumlah data latih yang menghasilkan akurasi tertinggi adalah 
175 data dengan nilai akurasi sebesar 60,61%. Sedangkan jumlah data latih yang 
mendapatkan hasil akurasi terendah pada jumlah 100 data latih dengan hasil 
akurasi yang didapatkan sebesar 43,26%. Adapun representasi dari hasil pengujian 
jumlah data latih dapat dilihat pada gambar 6.1. Grafik menunjukkan perubahan  
untuk setiap percobaan yang dilakukan. Hal ini menunjukkan bahwasannya jumlah 
data latih yang digunakan berpengaruh terhadap hasil akurasi. Penggunaan data 
latih yang terlalu sedikit cenderung memberikan akurasi yang rendah. Hal ini 
dikarenakan terjadinya underfitting, yang mana pelatihan data tidak mewakilkan 
keseluruhan data yang digunakan dan masih mempelajari struktur data. Namun, 
apabila jumlah penggunaan data latih terlalu besar dapat menurunkan hasil 
akurasi yang didapatkan. Hal ini terjadi dikarenakan pelatihan mengambil terlalu 





tidak terdapat pada data latih atau data yang digunakan berbeda, menyebabka 
hasil yang didapatkan berbeda menyebabkan hasil akurasi berkurang. 
 
Gambar 6.1 Grafik Pengaruh Jumlah Data Latih Terhadap Akurasi 
6.1.2 Pengaruh Learning Rate  
Pada pengujian nilai learning rate terhadap hasil akurasi, digunakan nilai 
learning rate diantaranya 0,1; 0,2; 0,3; 0,4; 0,5; 0,6; 0,7; 0,8; 0,9. Untuk jumlah 
data latih yang digunakan merupakan jumlah data latih yang terbaik dari pengujian 
sebelumnya yaitu sebanyak 175 data dan jumlah epoch sebanyak 100. Nilai 
learning rate yang menghasilkan akurasi terbesar akan menjadi acuan untuk 
digunakan pada pengujian selanjutnya dan saat evaluasi nilai sensitivity, 
specificity, precision dan F1-Measure. Tabel 6.2 menunjukkan hasil dari pengujian 
nilai learning rate terhadap nilai akurasi. 
Tabel 6.2 Hasil Pengujian Nilai Learning Rate 








0,5 28,79 % 
0,6 59.09 % 
0,7 37.88 % 
0,8 28,79% 
0,9 59,09% 
Berdasarkan Tabel 6.2 nilai learning rate yang menghasilkan akurasi tertinggi 

























mendapatkan hasil akurasi terendah pada nilai 0,8 dengan hasil akurasi yang 
didapatkan sebesar 28,79%. Adapun representasi dari hasil pengujian nilai 
learning rate dapat dilihat pada Gambar 6.2.  
 
Gambar 6.2 Grafik Pengaruh Nilai Learning Rate Terhadap Akurasi 
Grafik menunjukkan perubahan  untuk setiap percobaan yang dilakukan. Hal 
ini menunjukkan bahwasannya nilai learning rate yang digunakan berpengaruh 
terhadap hasil akurasi. Penggunaan learning rate yang kecil memberikan akurasi 
yang baik apabila dibandingkan dengan nilai learning rate yang lainnya. Perbedaan 
hasil dari 4 learning rate awal tidak mengalami perubahan yang signifikan (stabil). 
Sedangkan learning rate selanjutnya mengalami perubahan secara drastis. 
Perbedaan tersebut dikarenakan perubahan learning rate mengakibatkan 
perbedaan terhadap bobot yang terbentuk yang mempengaruhi akurasi saat 
pengujian.  
6.1.3 Pengaruh Jumlah Epoch 
Pada pengujian jumlah epoch terhadap hasil akurasi, digunakan jumlah epoch 
diantaranya 100, 150, 200, 250, 500, 750 dan 1000 epoch. Untuk jumlah data latih 
yang digunakan merupakan jumlah data latih yang terbaik dari pengujian 
sebelumnya yaitu sebanyak 175 data dan nilai learning rate terbaik dari pengujian 
sebelumnya dengan nilai 0,1. Jumlah epoch yang menghasilkan akurasi terbesar 
akan menjadi acuan untuk digunakan pada saat evaluasi nilai sensitivity, 
specificity, precision dan F1-Measure. Tabel 6.3 berikut ini menunjukkan hasil dari 
pengujian jumlah epoch terhadap nilai akurasi. 
Tabel 6.3 Hasil Pengujian Jumlah Epoch 


































Dari Tabel 6.3 jumlah epoch yang menghasilkan akurasi tertinggi adalah 1000 
epoch dengan nilai akurasi sebesar 63,64%. Kemudian akurasi terbaik kedua 
dengan melakukan iterasi (epoch) sebanyak 200 kali.  Sedangkan untuk jumlah 
epoch yang lainnya mendapatkan hasil akurasi yang sama dengan hasil akurasi 
yang didapatkan sebesar 60,61%. Adapun representasi dari hasil pengujian jumlah 
epoch dapat dilihat pada Gambar 6.3. 
 
Gambar 6.3 Grafik Pengaruh Jumlah Epoch Terhadap Akurasi 
Grafik menunjukkan perubahan  pada percobaan dengan jumlah epoch 
tertentu. Hal ini menunjukkan bahwasannya jumlah iterasi yang dilakukan 
berpengaruh terhadap hasil akurasi pada total iterasi tertentu. Sehingga perlu 
dilakukan percobaan untuk iterasi-iterasi yang memungkinkan untuk mengetahui 
total iterasi yang baik untuk digunakan. Perbedaan hasil dari dari jumlah epoch 
cenderung konstan, hanya penggunaan jumlah epoch 200 dan 1000 yang 
mengalami perubahan. Perubahan akurasi yang dihasilkan juga tidak mengalami 
perbedaan yang signifikan, hanya naik sebesar 1-3% saja.   
6.2 Evaluasi Nilai Sensitivity, Specificity, Precision, dan F1-Measure 
Dari pengujian sebelum-sebelumnya didapatkan hasil akurasi terbaik dan 
akan dilakukan evaluasi nilai sensitivity, specificity, precision dan f1-measure. 
Untuk jumlah data latih yang digunakan merupakan jumlah data latih yang terbaik 






























sebelumnya. Jumlah epoch yang digunakan merupakan jumlah epoch yang terbaik 
dari pengujian sebelumnya. Tabel 6.4 menunjukan perbandingan hasil 
rekomendasi dari analis dengan penggunaan algoritme. Kesalahan rekomendasi 
cenderung terjadi pada rekomendasi sell yang seharusnya hold ataupun buy. Hal 
ini kemungkinan dikarenakan perubahan harga yang tidak terlalu signifikan 
sehingga menyebabkan kesalahan.  




Buy Hold Sell  
Buy 3 2 6 
Hold 0 4 12 
Sell 3 1 35 
Dari tabel tersebut dilakukan perhitungan nilai True Positive (TP), False 
Positive (FP) dan False Negative (FN) dari masing-masing kelas. Hasil perhitungan 
nilai TP, FP dan FN dapat dilihat pada Tabel 6.5.  
Tabel 6.5 Nilai TP, FP dan FN Masing-Masing Kelas 
Keterangan Hasil Perhitungan 
True Positive Kelas Buy 3 
False Negative Kelas Buy 8 
False Positive Kelas Buy 3 
True Positive Kelas Hold 4 
False Negative Kelas Hold 12 
False Positive Kelas Hold 3 
True Positive Kelas Sell 35 
False Negative Kelas Sell 4 
False Positive Kelas Sell 18 
Tabel 6.6 merupakan perbandingan nilai sensitivity, specificity, precision dan 
f1-measure untuk masing-masing kelas dan akan dihitung rata-ratanya. Hasil 
menunjukkan nilai rata-rata dari precision sebesar 0,57727, specificity sebesar 
0,47339, sensitivity sebesar 0,7118 dan F1-Measure sebesar 0,58124. 
Tabel 6.6 Precision (P), Specificity (R), Specificity (S) dan F1-Measure 
 Buy Hold Sell Rata-rata 
Precision (P) 0,5 0,57143 0,66038 0,57727 
Specificity (R) 0,27273 0,25 0,89744 0,47339 





F1-Measure 0,35294 0.34783 0.78955 0,49677 
Berdasarkan hasil dari tabel tersebut didapatkan nilai rata-rata specificity 
yang tertinggi dibandingkan yang lainnya. Hal ini dikarenakan banyaknya jumlah 
data yang dimiliki kelas sell menyebabkan tingginya nilai specificity pada kelas buy 
dan kelas hold. Sehingga Ketika kelas sell benar dikelompokkan saat pengujian 
menyebabkan tingginya nilai specifity. Hal ini juga dipicu oleh grafik perubahan 
harga saham TLKM yang digunakan sebagai data. Data yang dimiliki memiliki grafik 
yang cenderung turun secara bertahap dan berkelanjutan (tren saham sedang 
menurun). Hal ini berlaku juga terhadap nilai precision, specificity dan juga F1-
Measure. Gambar 6.4 mempresentasikan hasil perbandingan rekomendasi analis 
dan hasil pengujian algoritme LVQ 2.1. 
 
Gambar 6.4 Perbandingan Hasil Rekomendasi saat Pengujian Akhir 
Dari grafik tersebut terlihat perbedaan antara hasil pengujian algoritme LVQ 
2.1 terhadap rekomendasi analis. Terlihat berdasarkan grafik tersebut terdapat 
beberapa perbedaan. Meskipun begitu, pola yang terbentuk memiliki kesamaan 
terhadap rekomendasi analis. 
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BAB 7 PENUTUP 
Bab penutup memaparkan hasil yang telah didapatkan dan dilakukan 
pengambilan kesimpulan terkait hasil pengujian tersebut. Kesimpulan yang 
dilakukan merupakan jawaban dari rumusan masalah pada bab pendahuluan. 
Saran merupakan kekurangan yang didapatkan dari penelitian dan juga 
merupakan masukan guna perbaikan terkait penelitian lebih lanjut. 
7.1 Kesimpulan 
Berdasarkan hasil penelitian yang telah didapatkan, berikut jawaban dari 
rumusan masalah pada: 
1. Berdasarkan hasil pengujian didapatkan bahwa parameter tersebut 
mempengaruhi nilai akurasi. Jika jumlah data terlalu sedikit nilai akurasi akan 
berkurang. Namun, apabila jumlah data yang digunakan terlalu besar akan 
mengurangi nilai akurasi. Kemudian untuk parameter nilai learning rate yang 
semakin besar maka akan semakin kecil hasil akurasi yang didapatkan. 
Sedangkan untuk jumlah epoch yang digunakan memiliki akurasi yang terbilang 
tidak terlalu berpengaruh. Akan tetapi, terdapat beberapa jumlah epoch yang 
dapat meningkatkan akurasi seperti halnya pada jumlah epoch 200 dan 1000. 
2. Pada pengujian jumlah data yang menghasilkan akurasi terbaik yaitu 175 data 
dengan akurasi 60,61%. Pada pengujian nilai learning rate nilai 0,1 memberikan 
akurasi terbaik sebesar 60,61%. Kemudian jumlah epoch yang menghasilkan 
akurasi 63,64%.  
7.2 Saran 
Saran berikut ini menguraikan terkait kekurangan dari penelitian yang 
dilakukan maupun masukan yang dapat digunakan sebagia acuan penelitian 
selanjutnya. Adapun saran-saran tersebut antara lain: 
1. Faktor yang digunakan pada penelitian ini hanya harga pembuka, harga 
penutup, harga tertinggi, harga terendah, volume, adj. closed dan persentase 
perubahan saja. Masih terdapat faktor-faktor lain yang dapat digunakan untuk 
dalam menentukan aksi yang sesuai.  
2. Pendekatan fundamental perusahaan dapat menjadi pertimbangan dalam 
menentukan aksi, sehingga dapat dijadikan sebagai acuan lebih lanjut. 
3. Penelitian selanjutnya diharapkan dapat menggunakan memodifikasi algortime 
LVQ agar meminimalkan kesalahan dan meningkatkan hasil akurasi yang lebih 
baik dibandingkan akurasi yang dicapai pada penelitian ini.   
4. Jumlah data latih memiliki pengaruh, sehingga dapat menggunakan jumlah 
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