A heat exchanger is widely used for energy management or heat recovery in sustainable energy systems. In many application cases, the outlet temperature should be strictly controlled as desired. However, it is challenging to obtain an accurate dynamic model due to the high-order dynamics, thus reducing the control performance. To this end, this paper proposes a novel identification method by considering the heating process as an approximate second-order plus time delay (SOPDT) model. A normalized analysis indicates that the time-scaled step responses of the general second-order models almost intersect at the same point, which leads to an equation describing the sum of the time constants. Critical stability analysis based on the Nyquist criterion gives another two equations in the frequency domain. Hence the time constants and time delay can be obtained by solving the equations. Illustrative examples show the identification efficiency of the proposed method in the parameter estimation, model reduction, and anti-noise performance. With an effective identification, the high-fidelity SOPDT model makes the PID controller tuning less challengeable. The simulation results based on a benchmark heat exchanger model demonstrate the feasibility of the identification and control. Finally, a real heat exchanger control facility is built and the experimental performance agrees well with the simulation expectation, depicting a promising application prospect in future sustainable applications.
Introduction
A heat exchanger is widely existing in sustainable energy systems [1] [2] [3] [4] . It is generally required to control the outlet temperature, tracking a desired command for economic and safe operation purposes. For example, in a power plant, the outlet temperature of the steam in reheaters and superheaters is essential for the efficiency of the unit and the safety of blades. The most appropriate temperature of water-cooled proton exchange membrane fuel cells (PEMFC) is 343 K [5] , otherwise the proton exchange efficiency will be degraded or even damaged [6] . Most heat exchangers control the temperature by changing the flow velocity of the working medium because it is the most convenient method compared with structure optimization, changing the physicochemical properties of the medium, and so on. In spite of the convenience, control of the heat exchangers is still challengeable due to the large delay and the difficulty in model identification. In many application cases, effective control of the heat exchanger is an everlasting task that matters. The remainder of the paper is organized as follows: The preliminary results such as the dimensionless step response are given in Section 2. Steps of SOPDT model identification and highorder model reduction are proposed in Section 3. In Section 4, illustrative simulations for identification show the validity of the method. Control simulation of the heat exchanger is given in Section 5. Practical implementation of the real heat exchanger experimental control system confirms the effectiveness of the method in Section 6. The discussion and conclusion parts are given in Sections 7 and 8, respectively. Appendix A is shown at the end to give some detailed calculation information. All symbols and abbreviations are declared in Appendix B.
Preliminary Results
The process model of second-order without delay time is: 
where 0 u is the step amplitude. The value of 0 k can be determined by the open-loop step response:
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Note that the open-loop output y(t ) merely relies on the value of T 2 /T 1 , rather than t, T 1 and T 2 . In other words, when y(t) and T 2 /T 1 are fixed, t only has a unique value. Therefore, keeping y(t) and T 1 as constants, a series of open-loop step response curves are obtained within the increase of T 2 from 0 to T 1 . Meanwhile, the corresponding value of dimensionless time t is derived. Thus, a series of curves can be drawn according to different output amplitudes, as shown in Figure 2. we apply a dimensionless time variable
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Consequently, the sum of lag time constants can simply be derived from the formula. Together with a frequency domain analysis presented in the next section, all parameters will be covered. The accuracy and superiority are also given in the following part. , t 0.7 ) is the closest one to a horizontal line. By regarding it as a straight line, we can get an approximation formula:
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Identification and Model Reduction
In this section, simple but accurate procedures for parameter estimation and model reduction are presented. 
Identification of SOPDT Model
A second-order plus delay time (SOPDT) model is the oriented form for complicated system reduction. It is also the starting point that is widely used in controller tuning. However, the prevalently exiting high-frequency noise in the industrial process causes a low identification accuracy, especially the delay time τ. Under this circumstance, we proposed a method based on time and frequency analysis that improves the precision. Particularly, the frequency analysis is mainly based on Nyquist criterion.
The model of second-order with time delay system is:
where k 0 is the plant gain, T 1 and T 2 are the lag time constants, and τ is the delay time. The recognition of k 0 is the same as Equation (3). We still need three equations of τ, T 1 , and T 2 for solving the problem.
Compared with the second-order without time delay model, the open-loop step response of second-order with time delay actually makes a τ unit translation toward t axis. Firstly, we get the τ value by roughly reading the open-loop step response. Then, substitute the estimated value of τ into Equation (8):
where the definition of t 0.7 is the same as described above. Equation (8) is the first relation of τ, T 1 , and T 2 derived from the open-loop step response. Next, we consider applying Nyquist criterion to the procedure. Therefore, we make a close-loop proportional controlled system, as shown in Figure 3. 
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where ω is the critical oscillation frequency that can be derived from the oscillation period T with ω = 2π T . A simplified expression of Equation (9) is given as Equation (11):
By substituting τ, ω, and T 1 + T 2 into Equation (11), we can get the value of T 1 and T 2 by solving the equation set.
Nevertheless, although all parameters are identified, the value of τ is too rough. In other words, Equation (10) may not establish. Therefore, we propose an iteration method that is based on the adjustment of τ. The general interval of τ is limited by solving Equation (11) . An empirical rule is: when T 1 or T 2 is negative, τ may be far too big. But if T 1 or T 2 is imaginary, τ may be too small. After T 1 and T 2 are all positive numbers, another rule comes when one substitutes the value into Equation (10): if M(ω) > 1, reduce τ. Otherwise, increase τ. In a word, during the process, one should strive to make M(ω) as close to 1 as possible based on established Equations (8) and (9).
High-Order Model Reduction
Most PID controller tuning methods are based on FOPDT or SOPDT models. However, heat exchangers are prevalently described as high-order models or even more complicated. Thus, developing a convenient and effective reduction method is imperative. The efficiency is evaluated by the original systematic controlled performance, where the controller parameters are tuned based on the reduced model. Also, a high similarity of the open-loop step response and Bode figure before and after reduction indicates a reasonable validity.
Herein, we propose a hybrid reduction method that is mainly aimed at high-order systems. Our starting point is regarding the heat exchanger system as an SOPDT in order to convert the reduction problem into parameter estimation. Therefore, the procedure is almost the same as SOPDT identification. Above all, a proper initial value of τ is of great importance and will influence the subsequent calculation. We recommend that an appropriate τ should be near to the systematic delay time, whose definition is the corresponding time to the intersection point of abscissa and tangent line at the inflection point. A detailed example will amply illustrate the steps of system reduction, which is given in Section 4 Part 2.
Illustrative Simulation for Identification
Herein, we judge the accuracy by observing how approximate the open-loop step response of the original and identified model is. As the proposed method is noise rejection oriented, we add noise interference to the output pole in the simulation. As we expected, our method shows good robustness, especially under noisy disturbance.
Example 1. SOPDT with Noise
Consider an example of SOPDT with noise:
where the noisy power is 0.001 and sampling time is 0.1 s. We estimate that the delay time τ is about 2.650 s and t 0.7 = 8.589 by reading the open-loop unit step response of example 1 that is shown in Figure 4 . As shown in Figure 5 , the critical proportional controller gain k is 1.363, which corresponds to a critical oscillation frequency of ω = 0.528rad/s. The final identified results calculated by (8) and (11) and calibrated by (10) are shown below. The detailed calculation process is given in Appendix A. The open-loop step response of example 1 and identified result are depicted in Figure 6 . Two curves almost coincided as one. In order to represent the closeness degree, we introduce the IAE (integral absolute error) index. The IAE value of the two curves is 0.0720, which shows that the proposed method gives a reasonable identified precision and good robustness. The open-loop step response of example 1 and identified result are depicted in Figure 6 . Two curves almost coincided as one. In order to represent the closeness degree, we introduce the IAE (integral absolute error) index. The IAE value of the two curves is 0.0720, which shows that the proposed method gives a reasonable identified precision and good robustness. The open-loop step response of example 1 and identified result are depicted in Figure 6 . Two curves almost coincided as one. In order to represent the closeness degree, we introduce the IAE (integral absolute error) index. The IAE value of the two curves is 0.0720, which shows that the proposed method gives a reasonable identified precision and good robustness. 
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Example 2. High-Order Model Reduction
Consider a fifth-order system, where: Figure 7 shows the unit step response of example 2, where we can precisely obtain the value of 0.7 t and roughly estimate a systematic delay time =2s 
. Then, we make a proportional controlled close-loop, and adjust the controller gain k until the system exhibits a critical oscillation. The critical state is achieved when k is equal to 2.885 and is depicted in Figure 8 . The corresponding frequency is =0.726 / rad s  . The detailed calculation steps are given in Appendix A. Thus, the reduced model is: 
Consider a fifth-order system, where: Figure 7 shows the unit step response of example 2, where we can precisely obtain the value of t 0.7 and roughly estimate a systematic delay time τ = 2s. Then, we make a proportional controlled close-loop, and adjust the controller gain k until the system exhibits a critical oscillation. The critical state is achieved when k is equal to 2.885 and is depicted in Figure 8 . The corresponding frequency is ω = 0.726 rad/s. The detailed calculation steps are given in Appendix A. Thus, the reduced model is: In order to confirm the efficacy of the reduction method, we use a simple controller tuning method proposed by Sigurd [18] to design a PID controller for (14) model and create a single-loop control system like Figure 3 . The expression of the PID controller is: [18] . The controlled response under a unit set-point change is depicted in Figure 11 . Both models show excellent control quality. Thus, the method is proven to be reasonable and efficient. In order to confirm the efficacy of the reduction method, we use a simple controller tuning method proposed by Sigurd [18] to design a PID controller for (14) model and create a single-loop control system like Figure 3 . The expression of the PID controller is:
where K c = 1.513, T i = 2.053, and T d = 1.183, as recommended in [18] . The controlled response under a unit set-point change is depicted in Figure 11 . Both models show excellent control quality. Thus, the method is proven to be reasonable and efficient.
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Control Simulation of Heat Exchanger
Vasičkaninová and Bakošová [26] introduce a third-order plus delay time model for a heat exchanger, which is represented by: 
The critical proportional gain that leads to equal-amplitude oscillation is 1.224. The critical Figure 11 . The control performance of example 2 when input a unit set-point change at t = 0.
The critical proportional gain that leads to equal-amplitude oscillation is 1.224. The critical oscillation frequency ω = 0.08101rad/s is obtained from Figure 12 . The open-loop unit step response is depicted in Figure 13 with a solid line, where we can get t 0.7 = 72s and τ = 8s. Thus, the identified SOPDT model for the heat exchanger is: The identified systematic open-loop step response is also shown in Figure 13 with a dashed line. The resemblance of two curves indicates a successful reduction. To further prove the efficacy of the method, the original model is controlled by a PID controller tuned by SIMC [18] based on the reduced model expressed as Equation (18) . The control performance is depicted in Figure 14 . The original model performs reasonable overshoot and has a short transition period under a step disturbance. The simulation results establish the foundation for the heat exchanger temperature control experiment. 
Experimental Verification
A water-cooling heat exchanger control system is built as shown in Figure 15 . The purpose of the experiment is to obtain an ideal temperature control performance by the PID controller, which is tuned based on the identified SOPDT model. According to the proposed method, an open-loop step response and close-loop critical oscillation curves should be provided. Figure 16 Figure  17 with a solid line. Based on this, the identified model is expressed as: 
The open-loop step response of the identified model is also depicted in Figure 17 . Two curves in Figure 17 show a high similarity, as we expected. To prove the validity of the reduced model, the PID control performance is shown in Figure 18 , while the PID controller parameters are tuned by the SIMC method [18] based on the identified model (19) . Figure 18 shows the excellent control quality of the heat exchanger with a short transition period and small overshoot, which confirms the effectiveness of our method. However, the real control process is slightly sluggish compared with the simulation one. The reasons for this include three aspects: an inevitable difference between the original model and reduced model, a stable sampling time of 0.1 s, and a low sensor precision of 0.1 °C. 
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Discussion
Based on the experimental results, the proposed hybrid identification method effectively aids heat exchanger temperature control. The identified model can fully cover the static and dynamic characteristics of the real system. Fully developed PID tuning methods can expediently apply to the reduced models.
The novelty of the method is the combination of time and frequency domain analysis. When excluding the delay time, the proposed method agreed well with the conventional two-point method. Both methods have shown excellent precision. However, the hybrid method is more superior in terms of the delay time and noise disturbance. In addition, the hybrid method is also convenient and feasible for high-order systematic reduction.
The successful implementation on an experimental benchmark heat exchanger confirmed the validity of the method. We also expect a broad application prospect, especially the identification of other similar devices working in sustainable systems. Those model-based PID tuning methods will benefit from the accurate identification and reduction of the hybrid method.
Nevertheless, we absolutely understand its limitation that needs further research. For instance, the first step of the method needs an open-loop step response. However, some systems are never allowed to work without close-loop feedback. The second step requires the system to reach the critical oscillation state, which may be hard to adjust or even cause damage in real production processes. Therefore, our further study will strive to avoid these two problems, but try to work out an ideal identification method that only relies on ordinary close-loop damped oscillation.
Conclusions
Aiming at efficient temperature control, this paper proposes a hybrid identification method for the SOPDT model, based on which the SIMC formula is used for PID controller tuning. The identification consists of two steps, respectively, in terms of the step response in the time-domain and the critical point in the frequency domain. By normalizing the step responses of general SOPDT models, a characteristic point is determined as a common intersection, which leads to an equation describing the sum of the lag constants of the SOPDT model. For a complementary purpose, the feedback proportional gain is tuned to produce critical oscillation, from which two more equations can be derived based on Nyquist stability criterion. The time constants and time delay can be readily determined by solving equations. Two examples demonstrate the precision of the identification method, even in the presence of the noise. Moreover, the control simulation based on a benchmark heat exchanger temperature model promises the efficiency of the combination of the identification 
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Aiming at efficient temperature control, this paper proposes a hybrid identification method for the SOPDT model, based on which the SIMC formula is used for PID controller tuning. The identification consists of two steps, respectively, in terms of the step response in the time-domain and the critical point in the frequency domain. By normalizing the step responses of general SOPDT models, a characteristic point is determined as a common intersection, which leads to an equation describing the sum of the lag constants of the SOPDT model. For a complementary purpose, the feedback proportional gain is tuned to produce critical oscillation, from which two more equations can be derived based on Nyquist stability criterion. The time constants and time delay can be readily determined by solving equations. Two examples demonstrate the precision of the identification method, even in the presence of the noise. Moreover, the control simulation based on a benchmark heat exchanger temperature model promises the efficiency of the combination of the identification method and controller tuning. The successful implementation using an experimental system further proves the feasibility of the method, paving a simple but efficient way for heat management in sustainable energy systems. The proportional gain of cascade PID controller T i
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