Given a sample from a continuous multivariate distribution F , the uniform random variates generated independently and rearranged in the order specified by the componentwise ranks of the original sample look like a
Introduction
Let X i = (X i,1 , . . . , X i,d ), i ∈ {1, . . . , n}, be independent and identically distributed random vectors, and assume that the cumulative distribution function, F , of X i is continuous. By Sklar's theorem (Sklar [20] ), there exists a unique copula, C, such that
where F j is the jth marginal distribution function of F . For i ∈ {1, . . . , n} and j ∈ {1, . . . , d}, let R (n) i,j be the rank of X i,j among X 1,j , . . . , X n,j ; namely,
1{X k,j ≤ X i,j }.
(1.1)
The vector of ranks is denoted by R i,d ). The basic nonparametric estimator for the copula C is the empirical copula (Deheuvels [5] ), and we use the version given by
Slightly different definitions are employed for instance in Fermanian et al. [7] and Tsukahara [21] , but the supremum distance between these empirical copula variants is at most d/n. In Section 4, we will also use the so-called empirical checkerboard copula; see (4.1). Let W 1,1 , . . . , W n,1 ; . . . ; W 1,d , . . . , W n,d be independent random variables which are uniformly distributed on the unit interval and are independent of the sample X 1 , . . . , X n . For each j ∈ {1, . . . , d}, let V (n) 1,j < · · · < V (n) n,j be the order statistics based on W 1,j , . . . , W n,j . Define, for i ∈ {1, . . . , n}, V
One of the authors conceived that V (n) 1 , . . . , V (n) n could be interpreted as a sample from some version of the empirical copula. Although this was not quite correct, we found that picking one vector randomly from these n vectors is equivalent to sampling from a smoothed version of the empirical copula, which we call the empirical beta copula in view of the marginal distribution of uniform order statistics. This idea may be regarded as Baker [1] 's copula construction based on uniform order statistics, where d-tuples of order statistics are determined by the rank vectors R (n) 1 , . . . , R (n) n , and the probability of choosing among them is equal to 1/n. The empirical beta copula arises as a particular case of the empirical Bernstein copula when the degrees of all Bernstein polynomials are set equal to the sample size. The Bernstein copula and the empirical Bernstein copula are introduced in Sancetta and Satchell [18] , and the asymptotic behavior of the latter is studied in Janssen et al. [12] . We give necessary and sufficient conditions for the empirical Bernstein copula to be a genuine copula, conditions which hold for the empirical beta copula. We show asymptotic results for the empirical Bernstein copula process under weaker assumptions than those in Janssen et al. [12] .
The advantages of the empirical beta copula are that it is a genuine copula, that it does not require the choice of a smoothing parameter, and that simulating random samples from it is straightforward. Furthermore, the corresponding empirical process converges weakly to a Gaussian process under standard smoothness conditions on the underlying copula. For small samples, the empirical beta copula outperforms the empirical copula both in terms of bias and variance. Compared with the empirical Bernstein copula with polynomial degrees as suggested in Janssen et al. [12] , the empirical beta copula is still more accurate for several copula models, especially in terms of the bias.
The paper is organized as follows. In Section 2, we define the empirical beta copula and prove its relation to the empirical Bernstein copula together with some auxiliary results for the Bernstein transformation. In Section 3, we formulate and prove the asymptotic results for the empirical Bernstein copula process. A Monte Carlo simulation study is presented in Section 4, and we conclude the paper with some remarks in Section 5. Some additional proofs are given in the Appendix.
The empirical beta and Bernstein copulas
The sampling scheme introduced in the preceding section can be considered as making building blocks for sampling from the empirical beta copula, which will be defined in Section 2.1. It turns out to be a particular case of the empirical Bernstein copula. Necessary and sufficient conditions are given for the empirical Bernstein copula to be a genuine copula, conditions which imply that the empirical beta copula is a genuine copula. Finally, we provide a non-asymptotic bound for the difference between the empirical copula and the empirical beta copula.
Empirical beta copula
We continue to use the notation given in the introduction. To express mathematically the idea stated above, we replace each indicator function in the definition (1.2) of the empirical copula by the cumulative distribution function of the jth component, V
r,j is the rth order statistic of an independent random sample of size n from the uniform distribution on [0, 1], its distribution is a beta distribution B(r, n + 1 − r). Thus we define the empirical beta copula by
where, for u ∈ [0, 1] and r ∈ {1, . . . , n},
is the cumulative distribution function of B(r, n + 1 − r). Here and henceforth, U 1:n < . . . < U n:n generically denote the order statistics based on n independent random variables
are independent, both conditionally on R (n) i,j = r i,j , j = 1, . . . , d, one sees that picking one element randomly from among the vectors V
3) amounts to sampling from the empirical beta copula C β n conditionally on X 1 , . . . , X n . In the absence of ties, all d margins of C β n are equal to the uniform distribution on [0, 1], so that C β n is a genuine copula. Indeed, for j ∈ {1, . . . , d} and u j ∈ [0, 1],
In case of ties, the ranks defined in (1.1) are no longer a permutation of {1, . . . , n} and the above argument breaks down. An easy way to get around this issue is by breaking the ties at random.
Preliminaries on Bernstein polynomials
Before we show that the empirical beta copula is a particular case of the empirical Bernstein copula, we need to state and prove some auxiliary results on Bernstein polynomials in general. Put
consider the following Bernstein polynomial:
Our objective in this subsection is to derive a (necessary and) sufficient condition on the coefficients a for B m (a) to be a copula. To this end, we need the following two lemmas.
Lemma 2.1 Let n ∈ N and a = (a 0 , . . . , a n ) ∈ R n+1 .
(i) We have n r=0 a r p n,r (t) = 0 for all t ∈ [0, 1] if and only if a r = 0 for all r ∈ {0, 1, . . . , n}.
(ii) We have n r=0 a r p n,r (t) = t for all t ∈ [0, 1] if and only if a r = r/n for all r ∈ {0, 1, . . . , n}.
Proof. The 'if' parts follow from direct computation. The 'only if' part in (i) is an immediate consequence of the fact that the Bernstein polynomials p n,0 , . . . , p n,n form a basis of the linear space of all real polynomials with degree not larger than n. For the 'only if' part in (ii), use the identity
and induction on k. Proof. The 'if' part is trivial. The 'only if' part can be proven by induction on d, using Lemma 2.1(i) both for the case d = 1 as for the induction step. We leave the details to the reader.
For j ∈ {1, . . . , d}, define the difference operator ∆ j mapping a given array a to the new array ∆ j a given by
Difference operators ∆ j with distinct indices j can be composed in the obvious way. In particular,
where s j ∈ {1, . . . , m j } for each j ∈ {1, . . . , d}. Furthermore, consider the following three conditions on a real array a:
(C.1) a s 1 ,...,s d = 0 as soon as s j = 0 for some j ∈ {1, . . . , d};
. . , d} and each s j ∈ {0, 1, . . . , m j }; (i) C is grounded ; that is, C(u) = 0 whenever at least one of the u j equals 0.
(ii) C(1, . . . , 1, u j , 1, . . . , 1) = u j for all j ∈ {1, . . . , d}.
(iii) C is d-increasing; that is, for all u, v ∈ [0, 1] d with u j < v j for all j ∈ {1, . . . , d}, we have
where the sum is taken over all w such that w j ∈ {u j , v j } for all j ∈ {1, . . . , d}.
See Nelsen [16] or more explicitly, Theorem 1.1 of Mai and Scherer [15] .
Proof of Proposition 2.3. Since p n,r (0) = 1{r = 0}, we have
It then follows from Lemma 2.2 that (C.1) is equivalent to the groundedness of B m (a). Since p n,r (1) = 1{r = n}, we have
By Lemma 2.1(ii), condition (C.2) is equivalent to the marginal condition (ii) above for B m (a). Using the identity (A.1) and by induction, one can easily find that
If (C.3) is satisfied, then it is obvious from the above expression that we have
is infinitely differentiable, it thus follows from Proposition A.1 that B m (a) is d-increasing. Therefore (C.1), (C.2) and (C.3) imply that B m (a) is a copula. The necessity of (C.1) and (C.2) for B m (a) to be a copula has already been proved.
Remark 2.4
The condition (C.3) is not necessary for B m (a) to be a copula. Take m 1 = 3 and m 2 = 2, and let a i,0 = a 0,j = 0 for i ∈ {0, 1, 2, 3}, j ∈ {0, 1, 2}, and a 11 = 1/8, a 12 = 1/3, a 21 = 1/2, a 22 = 2/3, a 31 = 1/2, a 32 = 1. Then (a ij : i ∈ {0, 1, 2, 3}; j ∈ {0, 1, 2}) satisfies (C.1) and (C.2), but not (C.3) since ∆ 1 ∆ 2 a 22 = −1/24 < 0. By direct inspection, it is easy to see
Bernstein copulas
For a function f :
When C is a copula, B m (C) is called the Bernstein copula of C. For the empirical copula C n , we call B m (C n ) the empirical Bernstein copula. For a copula C, the real array a defined by a s 1 ,...,
. By Proposition 2.3, the Bernstein copula B m (C) of C is therefore a copula itself. On the other hand, the empirical Bernstein copula B m (C n ) is not necessarily a copula. Let x denote the integer part of the real number x. For j ∈ {1, . . . , d} and s j ∈ {1, . . . , m j }, we have
Condition (C.2) is fulfilled if and only if the right-hand side is equal to s
Setting s j = 1 shows that this requires m j to be a divisor of n, and the latter condition is easily seen to be sufficient as well.
Now we show that the empirical beta copula C β n in (2.1) is a particular case of the empirical Bernstein copula. Lemma 2.6 Let C n be the empirical copula of a sample X 1 , . . . , X n of d-variate vectors without ties in any of the d components. Then B (n,...,n) (C n ) = C β n .
Proof. The B(r, n + 1 − r) cumulative distribution function F n,r in (2.2) can be written in terms of Bernstein polynomials p n,s as
As a consequence, for
Invoking the definition of the empirical copula C n in (1.2) finally yields
as required.
Proposition 2.5 and Lemma 2.6 confirm that the empirical beta copula is itself a copula. We had already reached this conclusion in Subsection 2.1 by a direct argument.
Remark 2.7 Sancetta and Satchell [18] first introduced the Bernstein copula. In that paper, it is falsely claimed (p. 537) that a function C on [0, 1] d is a copula if and only if C is nondecreasing in all its arguments and satisfies the Fréchet bounds
for a counterexample, see Nelsen [16, Exercise 2.11]. Our results above correct both the statement and the proof of their Theorem 1.
Proximity of the empirical copula and the empirical beta copula
We provide a deterministic, non-asymptotic bound for the difference between the empirical copula C n and the empirical beta copula C β n .
Proposition 2.8 Let C n and C β n be the empirical copula and the empirical beta copula, respectively, of a sample X 1 , . . . , X n of d-variate vectors without ties in any of the d components. We have sup
Proof. Consider the ranks R (n)
i,j as in (1.1). Using the identity
Let a ≥ 0 and fix u ∈ [0, 1] d . Let I n (a) be the set of indices i ∈ {1, . . . , n} such that R (n)
i,j ∈ [nu j − a, nu j + a] for some j ∈ {1, . . . , d}. The set I n (a) contains at most (2a + 1)d elements because for each j ∈ {1, . . . , d}, the ranks R
n,j constitute a permutation of {1, . . . , n}. It follows that
Let r ∈ {1, . . . , n} and u ∈ [0, 1]. Let B denote a Binomial random variable with n trials and success probability u. If r < nu − a, then, in view of (2.2) and by Hoeffding's inequality,
Similarly, if r > nu + a, then
The two displays taken together imply that for r ∈ {1, . . . , n} \ [nu − a, nu + a], we have
Combine (2.4) and (2.5) to see that
The right-hand side does not depend on u and we still have the liberty of choosing a ≥ 0.
By Proposition 2.8, the empirical beta copula is uniformly consistent whenever the empirical copula is. Nevertheless, the bound in (2.3) is too weak to conclude that the empirical processes √ n(C β n − C) and √ n(C n − C) are asymptotically the same. This is the topic of the Section 3.
Asymptotics for the empirical beta and Bernstein copulas
We provide asymptotic theory for the empirical Bernstein copula process √ n{B m (C n ) − C} under weaker assumptions than those in Janssen et al. [12] .
For m ∈ N d and u ∈ [0, 1] d , let µ m,u be the law of the random vector (S 1 /m 1 , . . . , S d /m d ), where S 1 , . . . , S d are independent random variables, the law of S j being Binomial(m j , u j ) for each j ∈ {1, . . . , d}. For asymptotic analysis, it is convenient to write the empirical Bernstein copula as a mixture:
The empirical copula process and the empirical Bernstein copula process are defined by
In view of Lemma 2.6, the special case m = (n, . . . , n) yields the empirical beta copula process:
We call the first and second term on the right-hand side of (3.1) the stochastic term and the bias term, respectively. We deal with these terms in Subsections 3.1 and 3.2. The combination of both analyses in Subsection 3.3 then yields our main result, Theorem 3.6 below, on the asymptotic distribution of the empirical Bernstein copula process. [22] .
Stochastic term
If X 1 , X 2 , . . . are independent and identically distributed random vectors from a common continuous distribution with copula C, then, provided C satisfies Condition 3.3 below, we have (Segers [19] )
where
and where U C is a centered, Gaussian process with continuous trajectories and covariance function Cov{U 
with G a tight, centered Gaussian process on [0, 1] d whose covariance structure depends on the full distribution of the time series.
In the analysis of the stochastic term in (3.1), the weak convergence in (3.4) is all that we need to know of the empirical copula process.
as n → ∞, and if the limiting process G has continuous trajectories almost surely, then, whenever m * = m * (n) → ∞ as n → ∞,
Proof. Let | · | ∞ denote the maximum norm on R d . For ε > 0, we have
By the assumption, G n is stochastically equicontinuous. Hence, for a given η > 0, we can find ε = ε(η) > 0 sufficiently small such that lim sup
Moreover, the weak convergence G n G implies that G n ∞ = O P (1) as n → ∞. Finally, Chebyshev's inequality yields
which converges to zero as m * → ∞, uniformly in u ∈ [0, 1] d . Since η was arbitrary, the conclusion follows.
Bias term
Now we turn to the bias term on the right-hand side of (3.1):
One-dimensional Bernstein polynomials are well studied, and results on the accuracy of the approximation of a function by its associated Bernstein polynomial are presented in Lorentz [14] and DeVore and Lorentz [6, Chapter 10] . We need to extend these to the multidimensional case. 
Proof. Any copula is Lipschitz with respect to the L 1 -norm with Lipschitz constant equal to 1. We obtain
Fix j ∈ {1, . . . , d} and let S j be a Binomial(m j , u j ) random variable. By the Cauchy-Schwarz inequality,
which yields the conclusion.
According to Lemma 3.2, the uniform convergence rate of
as m * → ∞. With a bit of additional smoothness, this can be strengthened to o(1/ √ m * ). The following condition originates from Segers [19] .
Condition 3.3
For each j ∈ {1, . . . , d}, the copula C has a continuous first-order partial derivativeĊ j (u) = ∂C(u)/∂u j on the set 
For each j such that w j = u j , the corresponding term in the sum is zero no matter howĊ j (w(t)) is defined. If w j = u j , then 0 < u j + t(w j − u j ) < 1 whenever 0 < t < 1, so that the partial derivativeĊ j is well defined at w(t) by Condition 3.3. By the fundamental theorem of calculus, we get
Hence, by Fubini's theorem,
We need to bound its absolute value uniformly in u ∈ [0, 1] d . Fix j ∈ {1, . . . , d} and t ∈ [0, 1].
Choose 0 < ε ≤ δ/2. Let | · | ∞ denote the maximum norm on R d . Split the integral over w ∈ [0, 1] d into two parts, according to whether |w − u| ∞ is larger than ε or not. We have
Here we have used the inequality 0 ≤Ċ j ≤ 1 again. We now treat both terms on the right-hand side separately.
• First, fix η > 0. By Condition 3.3, we can choose ε = ε(δ, η) > 0 sufficiently small such that, for each j ∈ {1, . . . , d},
• Second, by the Cauchy-Schwarz inequality,
By the Markov inequality and (3.5), the numerator of the right-hand side converges to zero as m * → ∞, uniformly in u ∈ [0, 1] d .
By the above bounds, it follows that lim sup m * →∞ √ m * B m (C) − C ∞ ≤ √ δ + η/2. Since δ > 0 and η > 0 were arbitrary, the result follows. * ) convergence rate of the bias term under the assumption that C has bounded third-order partial derivatives, but to obtain such a rate, the assumption is still too strong. In fact, a Lipschitz condition on the first-order partial derivatives already suffices.
Proposition 3.5 Let C be a copula satisfying Condition 3.3. Let u ∈ (0, 1] d and suppose that there exists ε > 0 such that, for each j ∈ {1, . . . , d} such that u j < 1, we have 0
Proof. If u j = 1 for some j ∈ {1, . . . , d}, then, since the Binomial(m j , u j = 1) distribution is concentrated at m j , we can omit the jth coordinate altogether and pass to the appropriate (d − 1)-dimensional margins of B m (C) and C. In this way, we can eliminate all margins j such that u j = 1. It follows that, without loss of generality, we can assume that u ∈ (0, 1) d .
As in the proof of Proposition 3.4, we have the representation
We fix t ∈ (0, 1) and j ∈ {1, . . . , d} and split the integral over w into two parts, according to whether |w − u| ∞ is larger than ε or not. This yields the following bound:
For the second term on the right-hand side, we used the fact that 0 ≤Ċ j ≤ 1. We now bound the two integrals separately.
• Recall that w(t) = u + t(w − u), a convex combination of u and w. The Lipschitz assumption onĊ j implies that there exists a constant L > 0 such that
We find that the first term on the right-hand side of (3.6) is bounded by
Here we applied the Cauchy-Schwarz inequality, by which
• For the second term on the right-hand side of (3.6), we can bound the indicator function in the integrand by
The resulting integrals have already been bounded above in the previous term.
This finishes the proof of Proposition 3.5.
Empirical Bernstein and beta copula processes
By Lemma 2.6, the empirical beta copula C β n is equal to the empirical Bernstein copula B m (C n ) with m j = n for all j ∈ {1, . . . , d}. Propositions 3.1, 3.4 and 3.5 then immediately imply the following theorem and corollary. Recall the empirical copula process G n = √ n(C n − C), the empirical Bernstein copula process G n,m = √ n{B m (C n ) − C}, and the empirical beta copula process G β n = √ n(C β n − C). In Theorem 3.6, we assume weak convergence of G n to some limit process G. See the discussion before Proposition 3.1 for a justification of this condition and for the form of the limit process. In particular, the condition is automatically satisfied in the iid case when C satisfies Condition 3.3, and then the limit process is given by G C in (3.2). Setting m(n) = (n, . . . , n) in Theorem 3.6(ii) yields the following corollary.
Corollary 3.7 Suppose that C satisfies Condition 3.3 and that G n G in ∞ ([0, 1] d ) as n → ∞, the limiting process G having continuous trajectories almost surely. Then, in ∞ ([0, 1] d ) ,
The conclusion of this section is that under reasonable conditions, the empirical Bernstein and empirical beta copulas have the same large-sample distribution as the empirical copula. The real advantage of the use of the smoothed versions is visible mainly for small samples. The difference can perhaps be quantified via higher-order asymptotic theory. Instead, we assess the finite-sample performance through Monte Carlo simulations.
Finite-sample performance
In this section, we compare the finite-sample performance of the empirical beta copula with those of various other estimators by a Monte Carlo experiment. The simulations were performed in R [17] using the package copula [11] .
We show the results for five copulas, three bivariate ones and two trivariate ones:
• the bivariate Farlie-Gumbel-Morgenstern (FGM) copula with negative dependence (θ = −1);
• the bivariate independence copula;
• the bivariate Gaussian copula with positive dependence (ρ = 0.5);
• the trivariate t copula with degrees-of-freedom parameter equal to ν = 4 and pairwise correlation parameters equal to ρ 12 = −0.2, ρ 13 = 0.5 and ρ 23 = 0.4;
• the trivariate nested Archimedean copula with Frank generators and with Kendall's tau equal to 0.3 at the upper node and 0.6 at the lower node.
See, e.g., Joe [13] and Nelsen [16] for the explicit functional forms and properties of these copulas.
We have run simulations for many other copula models, but the results were qualitatively the same as the ones showed here. We compared the following five estimators:
• the empirical copula C n in (1.2);
• the empirical checkerboard copula C n in (4.1) below;
• the empirical beta copula C β n in (2.1);
• the empirical Bernstein copula B m (C n ) with m = (m, . . . , m) and m = n/3 , the smallest integer not smaller than n/3;
For each possible combination of estimator and model and for sample sizes n from 20 up to 100, we computed the integrated (over the unit cube) squared bias, the integrated variance, and the integrated mean squared error by Monte Carlo simulation. See Appendix B for the definitions of the three performance measures and a description of our computation method.
Comparison with the empirical copula and its variant
As the simplest version of smoothed empirical copula, we introduce the empirical checkerboard copula defined by
(Li et al. [10] for d = 2, and Carley and Taylor [4] for general d; see also Genest and Nešlehová [8] and Genest et al. [9] ). We note that this is a genuine copula, just like the empirical beta copula.
In each of the graphs in Figure 1 , the horizontal axis indicates the sample size; the vertical axis indicates the integrated squared bias, the integrated variance and the integrated mean squared error for the left, middle and right panels, respectively (the same comment also applies to the other figures).
From the figures, one sees that the empirical copula performs worst with respect to all three measures. The empirical beta copula and the empirical checkerboard copula are comparable in terms of bias, but the variance of the former is smaller than the one of the latter, resulting in a smaller mean squared error for the empirical beta copula in all cases considered. Note that the empirical checkerboard copula can be thought of as smoothing at bandwidth O(1/n), whereas the empirical beta copula involves smoothing at bandwidth O(1/ √ n). It is also interesting to see on which parts of the unit cube the empirical beta copula performs better than the empirical copula. The localized relative efficiency on a set B of the empirical copula C n with respect to the empirical beta copula C β n is defined as
where LIMSE( C n ; B), the localized integrated mean squared error of an estimator C n on B, is defined in Appendix B; it is basically the mean squared error averaged over B. Thus, the smaller the value of LRE(C n , C β n ; B), the better the performance of the empirical beta copula in comparison to the empirical copula on B. Figure 2 shows heat maps of the above localized relative efficiencies in case d = 2 for square cells B of the form [(j − 1)/10, j/10] × [(k − 1)/10, k/10], (j, k) ∈ {1, . . . , 10} 2 , at sample size n = 100 and when the true copula C is equal to the independence copula, the Farlie-GumbelMorgenstern copula with θ = −1, the Gaussian copula with correlation parameter τ = 0.5, and the Gumbel copula with Kendall's tau equal to τ = 0.5. The results vary from copula to copula, but on the whole one could argue that the efficiency improvements are largest near the upper and right borders of the unit square. We note that it is on these parts of the unit square that the effect of C β n being a genuine copula should be prominently visible.
Comparison with the empirical Bernstein copulas
In this subsection, we consider the empirical Bernstein copula with all the orders m 1 , . . . , m d equal to an integer m. Our first choice for the order of Bernstein polynomial is m = n/3 , where x denotes the smallest integer not smaller than x. With this choice, we see the consequence of Proposition 2.5 because m is a divisor of n only when n is a multiple of 3.
Our second choice for m is based on Janssen et al. [12] , who recommend, in the bivariate case, the following choice for m:
(or the integer part thereof), where
and withĊ j andC jj the first-and second-order partial derivatives of C with respect to u j , for j ∈ {1, 2}. The following remarks on this choice m 0 are in order.
• This choice requires the knowledge of C through the derivativesĊ j andC jj . To estimate these derivatives in small samples is not easy.
• For the independence copula, we haveC jj ≡ 0, so that it is not clear how to define m 0 .
• In Lemma 3(i) in [12] , an o P (1) term is written but subsequently neglected. However, the order of magnitude of this term could be larger than the remainder terms that are analyzed later on.
In the simulations, we take the true (but in practice unknown) value for m 0 (u 1 , u 2 ) for the bivariate FGM and Gaussian copulas. From Figure 3 , it is observed that the performance of the empirical Bernstein copulas are strongly affected by the periodicity due to the divisibility relation between n and m, especially in terms of bias. Namely, when n is a multiple of 3, the integrated bias and the integrated mean squared error of the empirical Bernstein copula B m (C n ) with m = n/3 are much smaller than the other cases. These numerical results strongly suggest that this is because B m (C n ) with m = n/3 is a genuine copula only when n is a multiple of 3. This might be partially verified by the simulation results in Section 4.1 although the target for comparison is the empirical copula rather than the empirical Bernstein copula; What they have in common is the larger integrated bias and integrated mean squared error in the case where they are not a copula.
Compared to the empirical Bernstein copulas, the empirical beta copula has a smaller bias and a larger variance in every case. There is no clear ordering of the three in terms of the mean squared error. It is interesting to note that while the mean squared error of the empirical beta copula is smaller in positively dependent cases, it is larger in negatively dependent cases. At this point, we have no explanation for this phenomenon.
Concluding Remarks
The empirical beta copula can be considered as a simple but effective way of correcting and smoothing the empirical copula. No smoothing parameter needs to be chosen. The empirical beta copula is a special case of the empirical Bernstein copula, but in contrast to the latter, it is always a genuine copula. Moreover, it is extremely simple to simulate samples from it. The asymptotic distribution of the empirical beta copula is the same as that of the empirical copula, but in small samples, it performs better both in terms of bias and variance. Moreover, there seems little to be gained from using Bernstein smoothers at other polynomial degrees m, except in special cases such as the independence copula.
We also note that the only properties of the kernels µ m,u that we needed in the asymptotic analysis were moment properties and concentration inequalities of their margins around the points u j . This implies that the approach may perhaps be extended to products of other families of smoothing kernels than beta kernels.
Our smoothing procedure might also have a beneficial effect on the accuracy of resampling schemes for the empirical copula process (Bücher and Dette [2] ). More specifically, testing procedures based on the empirical copula typically rely on the bootstrap for the computation of the critical values of the test statistic. For finite samples, the accuracy is often not very good: the true type I error of the test may differ greatly from the nominal one. Then, the question is how to construct a bootstrap or multiplier resampling scheme for the empirical beta and Bernstein copulas. This is a topic for future research, together with the question of higher-order asymptotics for the various nonparametric copula estimators.
Proof. Suppose that f is d-increasing. Then, since f is infinitely differentiable on (0, 1) d , it follows that for u ∈ (0, 1) d and h j > 0, j ∈ {1, . . . , d},
where the sum is taken over all w such that w j = u j or u j + h j for all j ∈ {1, . . . , d}.
Conversely, suppose that ∂ 1,...,d f (u) ≥ 0. By the standard calculus, for all u, v ∈ [0, 1] d with u j < v j for all j ∈ {1, . . . , d}, we have
where the sum is taken over all w such that w j = u j or v j for all j ∈ {1, . . . , d}.
B Performance measures of copula estimators
Given a copula estimator C n , we consider in Section 4 the following three performance measures:
integrated squared bias:
integrated variance:
integrated mean squared error:
To compute these, we apply the following trick. Let C
n and C
n be independent replications of the estimator, and let the random vector V be independent of the two estimators and uniformly distributed on [0, 1] d . Then each of the three performance measures above can be written as a single expectation with respect to ( C
To see these identities, first condition on V and then use the fact that C
(1) n and C (2) n are independent of V and are independent random copies of C n .
To compute the above three expectations, we rely on Monte Carlo simulation. For a given large integer L, we simulate the independent random vectors
where ∈ {1, . . . , L}. The random vectors U are sampled from C and the random vectors V are sampled from the uniform distribution on [0, 1] d . Then we compute the copula estimator under consideration based on the samples {U (1) i, } n i=1 and {U (2) i, } n i=1 and evaluated at V , yielding C (1) n, (V ) and C (2) n, (V ), respectively. We also compute the true copula, C, at V . Then we compute the desired function of C (1) n, (V ), C (2) n, (V ) and C(V ) as in the three expectations above. Finally, we average over the L samples to obtain a Monte Carlo estimate of the desired performance measure.
The plots in Figures 1 and 3 are based on L = 20 000 replications.
Localized integrated mean squared error
For a copula estimator C n , and a Borel set B ⊂ [0, 1] d with positive Lebesgue measure |B|, we define the localized integrated mean squared error of C n on B by
with V uniformly distributed on B and independent of the random sample U 1 , . . . , U n underlying the copula estimator C n . It can be computed by Monte Carlo simulation and integration via
where C n, denotes the copula estimator based upon a random n-sample
n from C and where V is uniformly distributed on B, and all random vectors are independent. Here we are concerned only with the integrated mean squared error, so we dispense with the computational trick above. The plots in Figure 2 are based on L = 20 000 replications. 
