Let K be a number field and S a fixed finite set of places of K containing all the archimedean ones. Let R S be the ring of S -integers of K. In the present paper we study the cycles for rational maps of P 1 (K) of degree ≥ 2 with good reduction outside S . We say that two ordered n-tuples (P 0 , P 1 , . . . , P n−1 ) and (Q 0 , Q 1 , . . . , Q n−1 ) of points of P 1 (K) are equivalent if there exists an automorphism A ∈ PGL 2 (R S ) such that P i = A(Q i ) for every index i ∈ {0, 1, . . . , n − 1}. We prove that if we fix two points P 0 , P 1 ∈ P 1 (K), then the number of inequivalent cycles for rational maps of degree ≥ 2 with good reduction outside S which admit P 0 , P 1 as consecutive points is finite and depends only on S . We also prove that this result is in a sense best possible.
Introduction
Let K be a number field and R its ring of integers. Let Φ : P 1 (K) → P 1 (K) be a rational map defined by Φ([x : y]) = F(x, y) : G(x, y) where F, G ∈ R x, y are homogeneous of the same degree with no common factor.
Let p be a fixed prime ideal of R. Using the standard notation which will be introduced at the beginning of next section, we can assume that F, G have coefficients in R p and at least one coefficient belonging to R Φ : P 1 (K(p)) → P 1 
(K(p));Φ([x : y]) = [F(x, y) :G(x, y)]
whereF,G are the polynomials obtained by reducing modulo p the coefficients of F and G. The rational mapΦ will be well defined if and only ifF andG do not have common roots in P 1 (K(p)); if this is the case we will say that Φ has good reduction at the prime ideal p.
A cycle of length n for a rational map Φ is a ordered n-tuple (P 0 , P 1 , . . . , P n−1 ), of distinct points of P 1 (K), with the property that Φ(P i ) = P i+1 for every i ∈ {0, 1, . . . , n − 2} and such that Φ(P n−1 ) = P 0 . It is easy to see that every n-tuple of distinct points is a cycle for a suitable rational map, but imposing some restrictions on the maps gives some considerable restrictions on the cycles. In the present paper we shall consider a number field K and a fixed finite set S of places containing the archimedean ones. We will study the cycles for rational maps that have good reduction at every prime ideal p whose associated p-adic place does not belong to S and we will say that these maps have good reduction outside S .
Morton and Silverman [11, Corollary B] have proved that if Φ is a rational map of degree ≥ 2 which has bad reduction only at s prime ideals of K and P ∈ P 1 (K) is a periodic point with minimal period n, then the following inequality holds:
n ≤ (12(s + 2) log(5(s + 2))) 4 [K:Q] .
These results provide some bounds for the period-length of a periodic point for a rational map Φ depending only on the number of prime ideals of bad reduction. This generalizes and improves the result by Narkiewicz [13] who was concerned with polynomial maps, in fact if φ(z) ∈ K[z] is a polynomial, then the corresponding map φ : P 1 (K) → P 1 (K) has good reduction outside S if and only if φ has S -integral coefficients and and its leading coefficient is a S -unit. For this type of polynomials, Narkiewicz found a bound for minimal period-length n which is possible to write in the following way:
where C is an absolute constant. The main tool used by Narkiewicz is the finiteness of the solutions in S -units of the equation u + v = 1, and in particular the estimate of Evertse [3] . On the other hand, Morton and Silverman used their results on multiplicity and reduction obtained in [12] . Let R S be the ring of S -integers of K; the automorphism-group PGL 2 (R S ) acts in a canonical way on P 1 (K). If (P 0 , P 1 , . . . , P n−1 ) is a n-cycle for a rational map Φ, with good reduction outside S , then for every A ∈ PGL 2 (R S ) the image-n-tuple (A(P 0 ), A(P 1 ), . . . , A(P n−1 )) is a n-cycle for the rational map A • Φ • A −1 , which still has good reduction outside S ; we will call the two n-tuples equivalent.
In [7, Theorem 1] Halter-Koch and Narkiewicz proved the finiteness of the set of possible normalized n-cycles in R S for polynomial maps, where a cycle is called normalized when 0 and 1 are two consecutive elements of the n-tuple. In the present paper we generalize to rational maps this result, in particular we prove Corollary 1. Let P 0 , P 1 ∈ P 1 (K) be two fixed points. The number of inequivalent cycles for rational maps of degree ≥ 2 with good reduction outside S which admit P 0 , P 1 as consecutive points is finite and depends only on S .
Let P 1 = x 1 : y 1 , P 2 = x 2 : y 2 ∈ P 1 (K) and p a prime ideal of R. Using the notation of [12] we will denote by δ p (P 1 , P 2 ) = v p (x 1 y 2 − x 2 y 1 ) − min{v p (x 1 ), v p (y 1 )} − min{v p (x 2 ), v p (y 2 )} (1) the p-adic logarithmic distance; δ p (P 1 , P 2 ) is independent on the choice of the homogeneous coordinates, i.e. it is well defined.
To every pair P, Q ∈ P 1 (K) we associate the ideal
It is characterized by the property that P ≡ Q (mod I(P, Q)) and that for every ideal I such that P ≡ Q (mod I) one has I | I(P, Q). To every n-tuple (P 0 , P 1 , . . . , P n−1 ) we can associate the (n − 1)-tuple of ideals (I 1 , I 2 , . . . , I n−1 ) defined by
With the above notation we will prove the following results.
Theorem 1. There exists a finite set I S of ideals of R S , depending only on S , with the following property:
for every n-cycle (P 0 , P 1 , . . . , P n−1 ), for a rational map of degree ≥ 2 with good reduction outside S , let (I 1 , I 2 , . . . , I n−1 ) be the associated (n − 1)-tuple of ideals; then
1 ∈ I S for every index i ∈ {1, . . . , n − 1}.
Corollary 1 follows from Theorem 1 by applying the results obtained by Birch and Merriman in 1972 [2] .
In the proof of Theorem 1 we will also prove Corollary 2. There exists a finite set N of n-tuples depending only on S such that every n-cycle, for rational maps with good reduction outside S with degree ≥ 2, is transformed by an automorphism of PGL 2 (K) in a n-tuple of N.
Two cycles (x 0 , x 1 , . . . , x n−1 ) and (y 0 , y 1 , . . . , y n−1 ) for polynomial maps are called equivalent if and only if there exist a a ∈ R S and ǫ ∈ R * S such that y i = a+ǫ x i , for every index i. The definition of equivalent cycles for rational maps introduced above is the natural generalization of the one just stated.
Theorem 2 in [7] states that in R S for every n ≥ 2 there is just a finite number of inequivalent n-cycles for polynomial maps of degree ≥ 2. This result cannot be extended to rational maps, since we have proved the following theorem in the case S contains the places which extend the 2-adic place of Q.
Theorem 2. Let R S
There exist infinitely many ideals I for which there exists a 3-cycle (P 0 , P 1 , P 2 ), for a rational map of degree ≥ 2 with good reduction outside S , for which I 1 = I holds, where I 1 is the ideal defined in (2) . Theorem 2 proves that the conclusion of Theorem 1 is in a sense best-possible: for every cycle one has (I 1 , . . . , I n−1 ) = I 1 (R S ,
where for the factor (R S , I 2 I −1 1 , . . . , I n−1 I −1 1 ) there are only finitely many possibilities, but not for the factor I 1 .
Our method of proof is similar to the one used by W. Narkiewicz, F. HalterKoch and T. Pezda (see [7] , [13] , [14] , [15] ). It provides an effective bound for the cardinality of I S depending only on S . Unfortunately, by the same method, we cannot obtain an effective solution to the problem, since we shall use the theorem on the finiteness of solutions to equations in three S -units u 1 , u 2 , u 3 :
which is not effective.
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Good reduction for n-tuples
In all the present paper we will use the following notation: K a number field; R the ring of integers of K; p a prime ideal of R, p 0; R p the local ring of R at the prime ideal p; m p the maximal ideal of R p (which is principal); K(p) =R/p R p /m p the residue field of the prime ideal p; v p the p-adic valuation on R corresponding to the prime ideal p (we always assume v p to be normalized so that v p (R \ {0}) = Z);
S a fixed finite set of places of K of cardinality s including all archimedean places.
We denote the ring of S -integers by
and the group of S -units by
The canonical (mod p)-projection P 1 (K) → P 1 (K(p)) is defined in the following way: for every point P ∈ P 1 (K), choose some coordinates P = x : y such that x, y ∈ R p and that they do not belong simultaneously to m p , so the point
, for every point P ∈ P 1 (K) it is possible to associate a point of P 1 (K(p)) which will be called the reduction modulo p of P. Definition 1. Let p 0 be a prime ideal of R. We say that a n-tuple (P 0 , . . . , P n−1 ) of elements of P 1 (K) has good reduction at p if the n-tuple formed by the reduction modulo p has n distinct elements of P 1 (K(p)); a n-tuple has good reduction outside S if it has good reduction at every prime ideal p S .
The equivalence relation on ideals of R, defined by saying that "I is equivalent to J if and only if there exist a, b ∈ R \ {0} such that aI = bJ", has only finitely many equivalence classes (see [10] for the proof); therefore it follows Proposition 1. There exists a finite set S R of non-archimedean places of K and an integer C, depending only on R, such that every point P ∈ P 1 (K) can be represented by integral homogeneous coordinates (x, y) satisfying min{v p (x), v p (y)} = 0 for every prime ideal p S R and min{v p (x), v p (y)} ≤ C for every p ∈ S R .
Proof. Since the ring R is a Dedekind domain, every ideal can be generated by two elements. Let t be the class number of R with respect to the equivalence relation previously defined. Let R S , (a 2 R S + b 2 R S ), . . . , (a t R S + b t R S ) be a set of representatives for the ideal classes. Each point P ∈ P 1 (K) can be expressed by integer coordinates, e.g. P = [x :ȳ] and the ideal (xR S +ȳR S ) is equivalent to one of the just chosen representatives. Hence there exist two integers c and d in R S such that
for a suitable index i ∈ {2, . . . , t}. Let x = cx/d and y = cȳ/d; note that x, y are integers. In the first case one has that (xR S + yR S ) = R S , thus
for every prime ideal p S . Otherwise one has that (xR
for every prime ideal p S . Now it is sufficient to choose S R as the set of non-archimedean places such that min{v p (a i ), v p (b i )} 0 for some index i ∈ {2, . . . , t} and
Proposition 1 allows to adopt the following convention: writing P = x : y for a generic element of P 1 (K) we will always choose x, y ∈ R with the property just described and we will say that x and y are almost coprime.
Notation. In the present paper every point will be represented with almost coprime coordinates, except in the cases in which it will be explicitly specified. Moreover for any n-tuple (P 0 , P 1 , . . . , P n−1 ) of point of P 1 (K), for every index i, (x i , y i ) always will represent almost coprime integral homogeneous coordinate for the point P i .
The p-adic logarithmic distance δ p defined in (1) assumes integral values and the following properties hold:
By property (δ ′′ ) it follows that a n-tuple (P 0 , P 1 , . . . , P n−1 ) ∈ P n 1 (K) has good reduction outside S if and only if δ p (P i , P j ) = 0 for every prime ideal p not in S and for every distinct indices i, j ∈ {0, . . . , n − 1}. Therefore one deduces that if the n-tuple (P 0 , P 1 , . . . , P n−1 ) has good reduction outside S , then the (n − 1)-tuple (I 1 , I 2 , . . . , I n−1 ) of ideals defined by (2) is equal to (R S , . . . , R S ).
If R S is a P.I.D. (principal ideal domain), then the class number of R S is 1 and R S is a representative of the unique ideal class. Therefore, for any point of P 1 (K) we can choose coprime integral homogeneous coordinates and then, from this choice, for any n-tuple (P 0 , P 1 , . . . , P n−1 ) with good reduction outside S and for every prime ideal p S it follows that
In general R S is not always a P.I.D. but in any case we have that Lemma 1. There exists a finite set R of S -integers depending only on S such that for any n-tuple (P 0 , P 1 , . . . , P n−1 ) of good reduction outside S and for every distinct indices i, j ∈ {0, . . . , n − 1} there exist r i, j ∈ R and a unit u i, j ∈ R * S such that x i y j − x j y i = r i, j u i, j .
Proof. By the good reduction of (P 0 , P 1 , . . . , P n−1 ) and the definition of logarithmic distance we have that
for every p S . Let C be the integer and S R the set defined in the Proposition 1.
Having chosen almost coprime coordinates it follows that
for every p ∈ S R /S , and v p (x i y j − x j y i ) = 0 for every other prime ideal not in S . For every couple of distinct points
y j ] included in a n-tuple which has good reduction outside S , it is defined the following principal
By (3) we are in the position to conclude that the set of principal ideals generated in this way has finite cardinality and therefore choosing a generator for every ideal defines the finite set R.
Definition 2.
Two n-tuples (P 0 , P 1 , . . . , P n−1 ) and (Q 0 , Q 1 , . . . , Q n−1 ) are equivalent if there exists a projective automorphism A ∈ PGL 2 (R S ) such that
If the n-tuples (P 0 , . . . , P n−1 ) and (Q 0 , . . . , Q n−1 ) are equivalent, then the (n−1)-tuples (I 1 , I 2 , . . . , I n−1 ) of ideals defined by (2) coincide. Moreover if a n-tuple (P 0 , P 1 , . . . , P n−1 ) has good reduction outside S , then every n-tuple equivalent to (P 0 , P 1 , . . . , P n−1 ) has good reduction outside S as well.
By the finiteness of classes of binary forms with given discriminant proved by Birch and Merriman in 1972 [2] we deduce the following
Proposition 2. The set of equivalence classes of n-tuples with good reduction outside S is finite and depends only on the set S .
Proof. Note first that for large n there are no n-tuples with good reduction outside S . Indeed, let m = min p S {|K(p)|}. For every n ≥ m + 2, each n-tuple will not be of good reduction outside S , since for every prime ideal p which realizes the minimum m the projective space P 1 (K(p)) has only m + 1 elements. For n = 1 the number of equivalence class is the order of the ideal class group. Indeed, let r be the class number of R S . We choose the representatives for every class and express them, except the trivial ideal R S , through two generators (a 2 R S + b 2 R S ), . . . , (a r R S + b r R S ). Note that these representatives define r points of P 1 (K) inequivalent for the action of PGL 2 (R S ). Now we prove that every point P ∈ P 1 (K) belongs to the orbit of [1:0] or of a point [a i : b i ] for a suitable index i ∈ {2, . . . , r}. Let P ∈ P 1 (K). We write it with integer coordinates P = [x :ȳ]. If (xR S +ȳR S ) is a principal ideal (i.e. it is equivalent to the trivial ideal R S ), then P is an element of the orbit of [1 : 0] under the action of PGL 2 (R S ). Indeed, let (xR S +ȳR S ) = aR S for a suitable a ∈ R S ; then x =x/a and y =ȳ/a are elements of R S such that (xR S +yR S ) = R S ; this is equivalent to the existence of two S -integers r x and r y such that xr x + yr y = 1; therefore the matrix r x r y −y x belongs to SL 2 (R S ) and maps the point
Now, R S being a Dedekind domain, there exists a fractional ideal I −1 such that
This concludes the case n = 1. Let n ≥ 2 and (P 0 , P 1 , . . . , P n−1 ) be a n-tuple with good reduction outside S . By Lemma 1 we obtain for every distinct indices i, j the following identity
where u i, j ∈ R * S and r i, j ∈ R. For every choice of a unit λ ∈ R * S , these identities are verified also after replacing the almost coprime coordinates x i : y i with the coordinates λx i : λy i . Now fixing the possible values of r i, j , to every n-tuple of points which verifies the identities (4) we associate the following binary form of degree n
defining in this way a family of forms with discriminant
where u is a S -unit. The multiplicative group R * S is finitely generated, so there exists a finite set V ⊂ R * S such that every S -unit is representable as product of a (2n − 2)-power of an S -unit and an element of V. Then, for every n-tuple (P 0 , P 1 , . . . , P n−1 ) with good reduction which satisfies the identities (4), the unit u which appears in the equation (5) relative to the discriminant of the binary form associated to (P 0 , P 1 , . . . , P n−1 ) can be written as u = vλ 2n−2 with v ∈ V and λ ∈ R * S . Thus, if we replace the coordinates (x 0 , y 0 ) of P 0 with (
, we obtain a new binary form with discriminant v r 2 i, j . In other words, with an appropriate choice of coordinates, the n-tuples which satisfy the identities (4) with fixed r i, j define a family of binary forms of degree n whose discriminant is of the form v r i, j is finite and bounded by an integer depending only on S . Since the cardinalities of the sets R, V are finite and depend only on S , then the set of classes of n-tuples with good reduction outside S has finite cardinality depending only on S .
The finiteness of equivalence classes of n-tuples with good reduction can also be analysed from another point of view. Let us consider the symmetric product Sym n (P 1 ) = {unordered n-tuples of points of P 1 } = P n 1 /S n where the symmetric group S n acts naturally on P n 1 . Sym n (P 1 ) is isomorphic to n-dimensional projective space P n . Let ∆ ⊂ P n 1 be the hypersurface
The image of ∆ in P n is a hypersurface C with n 2 irreducible components and the images of the n-tuples with good reduction outside S are the S -integral points in P n \ C. The S -unit equation theorem in several variables implies the degeneration of S -integral points in P n \(n + 2)-hypersurface; then, if n ≥ 4, these points are contained in a variety of dimension ≤ n − 1, so they are not Zariski dense. The algebraic group PGL 2 has dimension 3 and acts diagonally on P n 1 , hence on Sym n (P 1 ); the group PGL 2 (R S ) acts on integral points of P n \C. Proposition 2 asserts that such integral points are contained in a finite number of orbits for such an action, therefore they are contained in variety of dimension ≤ 3; in particular, for n ≥ 4 they are not Zariski dense. y) , where F, G ∈ R x, y have no common factor and are homogeneous of the same degree.
Cycles for rational maps
Let Φ : P 1 (K) → P 1 (K) be defined by Φ([x : y]) = F(x, y) : G(x,
Definition 3.
We say that a rational map Φ : P 1 (K) → P 1 (K) has good reduction at a prime ideal p if there exists a rational mapΦ : P(K(p)) → P(K(p)) such that the following diagram
is commutative, where˜is the reduction modulo p. Furthermore if Φ has good reduction at every prime ideal p S , we say that it has good reduction outside S .
We may assume that F, G have coefficients in R p and that at least one coefficient is in R * p ; therefore a rational map is defined as follows
whereF,G are the polynomials obtained by reduction modulo p of the coefficients of F and G. The rational mapΦ is well defined if and only ifF andG do not have common roots in P 1 (K(p)). This is the rational map which appears in the Definition 3. Hence the rational map Φ, with its coefficients chosen as described above, has good reduction at the prime ideal p if and only if Res(F,G) is non zero.
If
is a non zero polynomial, following the notation of [12] , we define v p (H) as
where the minimum is taken over all multi-indices I = (i i , . . . , i k ). That is, v p (H) is the smallest valuation of the coefficients of H. For any family of polynomials
Let Φ be defined as above and let Res(F, G) be the resultant of homogeneous polynomials F and G of degree d. We define Disc(Φ) to be the integral ideal of R whose valuation at the prime ideal p is given by
The definition is a good one by the properties of the resultant. Moreover choosing the coordinates of F, G in R p and such that at least one coefficient is in R * p , we obtain that v p (Disc(Φ)) = v p (Res (F, G) ). Therefore Φ has good reduction at the prime ideal p if and only if v p (Disc(Φ)) = 0. We will consider only cycles for rational maps which have good reduction outside S of degree ≥ 2. These maps form a semigroup under composition on which the group PGL 2 (R S ) acts by conjugation.
Definition 4. An ordered n-tuple of elements of P 1 (K) which is a cycle for a rational map with good reduction outside S will be called a (S , n)-cycle.
We will use the following elementary proposition included in the paper by Morton and Silvermann [12, Proposition 6.1].
Proposition 3. Let Φ : P 1 (K) → P 1 (K) be a rational map which has good reduction at the prime ideal p and let P ∈ P 1 (K) be a periodic point for Φ with minimal period n. Then
This proposition states that, for every indices i, k, the ideals I(P 0 , P i ) and I(P k , P k+i ) defined in (2) are equal. Moreover if k and n are coprime, then the ideals I(P 0 , P k ) and I(P 0 , P 1 ) are equal.
The next lemma states part (a) of the last proposition in a form which will be useful in the sequel: Lemma 2. There exists a finite set F ⊂ K depending only on S which has the following property: for every (S , n)-cycle (P 0 , P 1 , . . . , P n−1 ) and for every i, j ∈ Z there exist f j, j+i ∈ F and u j, j+i ∈ R * S such that (x j y j+i − x j+i y j ) = (x 0 y i − x i y 0 ) f j, j+i u j, j+i (6) Proof. Proposition 3 asserts that, for every prime ideal p S and for every indices i, j ∈ Z, we have that δ p (P j , P j+i ) = δ p (P 0 , P i ), therefore the following identity holds
Choosing F = {a/b | a, b ∈ R}, where R is the set defined in Lemma 1, concludes the proof.
We remark that if R S is a P.I.D., then one can take for the sets R and F simply the set {1}.
Lemma 3.
There exists an integer G 0, depending only on R S , such that for every (S , n)-cycle (P 0 , P 1 , . . . , P n−1 ) and for every prime ideal p S the following properties hold:
and
where f j, j+i ∈ F , u j, j+i ∈ R * S and F is the set defined in Lemma 2; 2. let P 0 = x 0 : y 0 and P 1 = x 1 : y 1 be the first and the second point of a (S , n)-cycle. The matrix A ∈ GL 2 (K)
maps the vector (x 0 , y 0 ) to (0, 1) and the vector (x 1 , y 1 ) to (1, 0) .
t , then for every indices j ∈ {0, 1, . . . , n−1}, i 0 (mod n) the following identities are verified
where f j, j+i , u j, j+i and , C i are defined in part 1. Furthermore for every index k > 1
3. if i, j are coprime integers, then
and there exists an integer N such that
for every prime ideal p S . In particular if p S R , where S R is the set defined in the Proposition 1, then
Proof. 1. Since the p-adic distance satisfies the following triangle's inequality [12, Proposition 5.1]:
it follows that
for any index i, j. Thus, by the definition
For every prime ideal p S , let e p be the integers such that
Let S R be the set of places defined in the Proposition 1. By (14) for every p S R one has that e p ≥ 0 and for every p ∈ S R one has that e p is bounded from below by a constant depending only on R S . In fact, if
where a i , b i ∈ R S are the generators of the ideals (a 2 R S + b 2 R S ), . . . , (a r R S + b r R S ) chosen, as in the proof of Proposition 2, as representatives of the ideal classes of R S ; then from (14)
Now we choose a non zero integer
so, for any cycle (P 0 , P 1 , . . . , P n−1 ), G(x 0 y i − x i y 0 )/(x 0 y 1 − x 1 y 0 ) is an S -integer. The identity (8) follows from (6) and (7). 2. Let A be the matrix defined in (9) . We have that A(x 0 , y 0 )
since det(A) = −(x 0 y 1 − x 1 y 0 ) −1 , which proves (10) . Note that in equation (16) we changed the sign of the S -unit, since −u j, j+i is a S -unit as well. We observe that f 0,k = u 0,k = 1 for every index k and so to prove (11) we consider (16) with j = 0, i = k and j = 1, k = i + 1.
3. There exist c, d ∈ Z such that ci +d j = 1. By part 1, the triangle's inequality and Proposition 3 it is verified that
so (12) follows . Now suppose that δ p (P 0 , P i ) = δ p (P 0 , P 1 ),
where h p is the integer defined in (15) .
Lemma 3 states that, for any (S , n)-cycle (P 0 , P 1 , . . . , P n−1 ) and for every couple of indices j ∈ {0, 1, . . . , n − 1}, i 0 (mod n), the ideal I(P 0 , P 1 ) divides the ideal I(P j , P j+i ). Moreover if i, j are coprime, then the greatest common divisor of I(P 0 , P i ) and I(P 0 , P j ) is I(P 0 , P 1 ).
Remark.
If R S is a P.I.D., then in Lemma 3 the integer G can be chosen equal to 1. Furthermore for any (S , n)-cycle (P 0 , P 1 , . . . , P n−1 ) and for each index i, the ideal I(P 0 , P i ) is principal generated by (x 0 y i − x i y 0 ). Therefore, in this case, the S -integer C i generates exactly the ideal I(P 0 , P i ) · I(P 0 , P 1 ) −1 . In general case, by Lemma 3-Part 2 and equation (31) in the proof of Theorem 1, the S -integer C i has "essentially" the same meaning.
Lemma 4. Let (P 0 , P 1 , . . . , P n−1 ) be a (S , n)-cycle and let i, j ∈ Z; then
where G is the integer defined in Lemma 3.
Let i, j be fixed coprime integers. If for every (S , n)-cycle the set of principal ideals generated by the possible values of L i, j is finite, then also the set of principal ideals generated by possible values of C i is finite, where C i is the S -integer defined in (7).
Proof. Let (P 0 , P 1 , . . . , P n−1 ) be a cycle for a rational map φ. In order to prove the first part we simply apply Lemma 3 to the cycle (P 0 , P j , P 2 j , . . .), relative to rational map φ j . Now suppose that i, j ∈ Z are coprime. By (17) and (7) In the next proofs we will frequently use the fact that S -unit equations of the type a 1 x 1 + a 2 x 2 + . . . + a n x n = 1,
where a i ∈ K * , have only a finite number of non-degenerate solutions
A solution is called non-degenerate if no subsum vanishes (i.e. i∈I a i x i 0 for every nonempty subset I {1, 2, . . . , n}). In other words, the equation
has only a finite number of non-degenerate solutions (X 1 , . . . , X n ) ∈ K n with v p (X i ) fixed for every index i and for every p S . Actually we shall use this result only for n = 2 and n = 3.
This problem has been widely studied in literature. For n = 2, the finiteness of solutions of equation (18) was proved by C.L. Siegel in a particular case. Later K. Mahler studied the case K = Q and generic finite set S . In 1960 S. Lang extended Mahler's result to arbitrary fields K of characteristic 0 and solutions in any group Γ ⊂ K * of finite rank. A. Baker obtained effective results using his bound for linear forms in logarithms. J.-H. Evertse [3] , studying the case where K is a number field of degree d over Q, found that the set of solutions has cardinality ≤ 3 · 7 d+2s . This upper bound depends only on s = #S and d = [K : Q]. Note that S includes all archimedean places of K, hence s ≥ d/2. In this way we obtain the upper bound 3 · 7 4s depending only on s. For general n > 2, A. J. van der Poorten and H. P. Schlickewei in [16] and J. H. Evertse in [4] showed that the set of solutions is finite (non effective results). The best quantitative result is due to J. H. Evertse [6] , who found the upper bound 2 35n 4 s , depending only on s and n, for the cardinality of the set of solutions. Using the bounds found by Evertse in the proof of Theorem 1 we could obtain a quantitative result, depending only on S .
Lemma 5. Let D, E ∈ K
* be fixed. Given the equation
the set Moreover the finiteness of the last set is valid also in the case DE = 0.
Proof. Since R * S has finite rank, there exists a finite set W ⊂ R * S , depending only on S , such that for every u ∈ R * S there existū ∈ R * S and w ∈ W such that u = wū 6 . Let y be an integer which satisfies (19) for suitable u, v ∈ R * S ; then there exist u,v ∈ R * S and w 1 , w 2 ∈ W such that y 2 = Dw 1ū 6 + Ew 2v 6 . Therefore, we deduce that (ū 2 /v 2 , y/v 3 ) is an S -integral point on the elliptic curve defined by the equation
By the finiteness of S -integral points of elliptic curve (Siegel's Theorem) and finiteness of the set W we deduce that
can assume only a finite number of values depending only on S . If DE = 0, e.g. E = 0, then it is trivial that y 2 R S = DR S . This concludes the proof.
Lemma 6. Let D, E ∈ K be fixed. Given the equation
the set of ideals of R S defined by
is a solution of (23)} is finite and depends only on S , D and E.
Proof. If DE = 0 the lemma is trivial. Let DE 0. We can suppose that D and E are integers. If they are not, we can choose an integer F, depending only on D and E, such that FD, FE ∈ R S and replace y 2 with
where ζ andζ are the primitive third roots of unity. The elements (Du − ζEv) and (Du −ζEv) of the extension K(ζ)/K are integers with the property that
Let T be the ring of algebraic integers of K(ζ) and letS be the finite set defined by all places of K(ζ) which lie over any place of K included in S (i.e. all places that extend any place included in S ). We can enlargeS to a finite set of places such that TS is a unique factorization domain and such that (ζ − ζ)E ∈ T * S . The TS -integers (Du − ζEv) and (Du −ζEv) are coprime and therefore, by multiplication with a unit, are square of integers and so they can be expressed in the form wȳ 2 with w ∈ T * S andȳ ∈ TS . Applying the last lemma to the equationȳ 2 = Du/w − ζEv/w we easily deduce that there exists a finite set U, depending only on TS , such that for every u, v ∈ T * S which satisfy (23) we have that u/v ∈ U. Since R * S ⊂ T * S the last statement is true also when we consider u, v ∈ R * S and the conclusion follows.
Lemma 7. Let n ≥ 3 and C 2 be the integer defined in (7) of Lemma 3 and associated to a (S , n)-cycle. The set of principal ideals of R S
is finite and depends only on S .
Proof. We use the notation of Lemma 3. Let (P 0 , P 1 , . . . , P n−1 ) be a (S , n)-cycle.
Let us consider first the case that n is an odd number. By Proposition 3-(b) it follows that δ p (P 0 , P 1 ) and δ p (P 0 , P 2 ) are equal for every (S , n)-cycle and for every p S ; hence
, v p (y 1 )} so from (7) and the choice of almost coprime coordinates we deduce that C 2 = G f w with suitable w ∈ R * S and f ∈ F . This case is proved. By Lemma 3-Part 2, any (S , n)-cycle is mapped by the automorphism defined in (9) to the following ordered n-tuple of vectors of K 2 (0, 1); (1, 0) 
Let n ≥ 4 be an even number. Suppose first that 3 ∤ n. By Proposition 3-(b) we have that δ p (P 0 , P 3 ) = δ p (P 0 , P 1 ), therefore we deduce that C 3 /G = f w with suitable w ∈ R * S and f ∈ F . By the identity (10) of Lemma 3 applied with i = 1 and j = 2 follows that
and thus we obtain that C 2 satisfies one of the finitely many equations
Then Lemma 5, applied with wu 1,2 /u 1,3 = u, u 2,3 /u 1,3 = v and C 2 = y, proves this case. Suppose now n = 2 · 3 k m with m > 1 and 3 ∤ m. For every (P 0 , P 1 , . . . , P n−1 ), the n-tuple (P 0 , P 3 k , . . . , P (2m−1)3 k ) is a (S , 2m)-cycle and 2m ≥ 4 is coprime with 3. Let
Applying to the above cycle the reasoning used in the previous case we obtain that, varying the possible (S , n)-cycle, the set of principal ideals of R S generated by L 2,3 k is finite. Now we simply apply Lemma 4 with i = 2 and j = 3 k . The last case is n = 2 · 3 k . We first reduce to the case k = 1. If k > 1 we consider the cycle (P 0 , P 3 k−1 , . . . , P 5·3 k−1 ) which has length 6 and if the lemma holds in the case n = 6, then one has the finiteness of ideals generated by L 2,3 k . Therefore, by Lemma 4 applied with i = 2 and j = 3 k , this case is proved. Now we suppose that n = 6. By Lemma 3-Part 2, any cycle (P 0 , P 1 , P 2 , P 3 , P 4 , P 5 ), by the matrix defined in (9) , is sent to the following ordered 6-tuple of vector of K Imposing the identity (10) of Lemma 3 we obtain that C 2 , C 3 satisfy the following system of equations:
with suitable f i, j ∈ F , u i, j ∈ R * S for every i ∈ {2, 3, 4} and j ∈ {3, 4, 5}.
The system (24) is equivalent to
In order to work with an easier notation we make the following substitutions:
Note that the set B is finite, depends only on R S and such that, for every index i, B i ∈ B. The system (25) becomes
By equation (26)-(b) we deduce that
and by equation (26)-(a) we deduce that
Replacing C 2 2 and C 3 in the system (26) by the right terms of (27) and (28) we
We rewrite equation (e ′ ) in the form B 1 u 1 B 2 u 2 + B 5 u 5 = B 3 u 3 + B 8 u 8 and so the equation (c ′ ) becomes
Now we consider equation (e ′ ) which we can write in the following way:
The By (27) we obtain
therefore, by the finiteness of the set B, the set of ideals generated by C 3 is finite.
By (26) By (27) we obtain that
and again the set of ideals generated by C 3 is finite, as the set of ideals generated by C 2 . SUB CASE II.2. Suppose that in (c ′′′ ) 
Apart from the factor B 2 u 2 , this is an equation of the form that was studied in Lemma 6. Since B is finite and R * S is a finitely generated group, we can consider a finite extension of K and a enlarged set S (so we have a bigger ring of integers) where B 2 u 2 is the square of a unit. By Lemma 6, applied to such a ring, the set of principal ideals generated by the possible values of C 2 is finite. SUBCASE II.3. Suppose that in (c ′′′ )
This is equivalent to (4) )
hence, by equation (28)
Apart from the factor (B 1 u 1 )/(B 5 u 5 ), this is an equation of the kind studied in Lemma 6. Considering a suitable finite extension of K and applying Lemma 6 we get the finiteness of the principal ideals generated by C 2 . This last case concludes the proof. Proof. We use the same notation of Lemma 3. We prove the finiteness by induction on l. The case l = 1 was already proved in Lemma 7. Suppose that the statement is valid for l − 1. Let
Applying Lemma 7 to the cycle (P 0 , P 2 l−1 , P 2 l , . . .) we get the finiteness of the set of principal ideals generated by the possible values of L 2,2 l−1 . By Lemma 3
. Therefore, by inductive assumption on C 2 l−1 , the conclusion follows. Proof. We use the same notation of Lemma 3. The statement is trivial for n < 4. For n = 4 the lemma follows from Proposition 3 , since n and 3 are coprime. Let n > 4. By Lemma 3, any (S , n)-cycle is sent by the automorphism defined in (9) to the following ordered n-tuple of vectors of K 2 :
Thus by the identity in (10) it follows that
Note that by Corollary 3 we can choose a finite set C 2 (the choice depends only on S ) such that C 2 = D 2 w 1 and C 4 = D 4 w 2 with D 2 , D 4 ∈ C 2 and w 1 , w 2 suitable S -units. Then C 3 satisfies one of the finitely many equations
Thus applying Lemma 5 to equation (30), with w 1 w 2 u 1,3 /u 1,4 = u, u 3,4 /u 1,4 = v and C 3 = y, the lemma is proved.
Recall that the cross-ratio of four distinct points P 1 , P 2 , P 3 , P 4 of P 1 (K) is
.
Proof. (Theorem 1)
In this proof we will use the notation of Lemma 3. By Lemma 3-part 1 it follows that, for every (S , n)-cycle (P 0 , P 1 , . . . , P n−1 ) , the ideal
, for any index i. This proves that every fractional ideal
is in fact an integral ideal of R S .
Proving the theorem is equivalent to prove that, for any (S , n)-cycle for a rational map of degree ≥ 2, every prime ideal p S and every index i, the set of possible values for δ p (P 0 , P i ) − δ p (P 0 , P 1 ) is finite and depends only on S .
Let (P 0 , P 1 , . . . , P n−1 ) be a (S , n)-cycle. The matrix A defined in (9) is an element of PGL 2 (K) which maps the ordered n-tuple (P 0 , P 1 , . . . , P n−1 ) to the ntuple (P 0 ,P 1 , . . . ,P n−1 ). We represent the points of the last n-tuple with coordinates as defined in (11) such that the equations (10) are satisfied. For every index i the following identities hold:
Having chosen the almost coprime coordinates, the values of min{v p (x 1 ), v p (y 1 )} and min{v p (x i ), v p (y i )} are positive and bounded from above by a constant depending only on S .
by Lemma 3-part 3 there exists a constants c, depending only on S , such that min{v p (x i ), v p (ȳ i )} ≤ c for every p S . Therefore by (31) we get that for every p S the following statement is true:
is finite depending only on S if and only if the set
is finite depending only on S . We now verify the finiteness of ∆(p, i) for every index i and for every p S . As remarked in the proof of Lemma 8 we can choose a set C 2 (the choice depends only on S ) such that for any possible value of C 2 we have that C 2 = D 2 u with suitable D 2 ∈ C 2 and u ∈ R * S . By (11) the pointP 2 is [−C 2 /G : f 1,2 u 1,2 ]. Thus there exists a S -unit u such that the matrix 
where for every p S the p-adic distances are not changed. By the properties of the cross-ratio ̺(P 0 ,P 1 ,P 2 ,P 3 ) + ̺(P 0 ,P 1 ,P 3 ,P 2 ) = 1, by the definition of the cross-ratio we have that
Proof. (Corollary 1)
Fixing two consecutive points P 0 , P 1 ∈ P 1 (K) of a (S , n)-cycle we set the ideal I 1 defined by (2) and, by Theorem 1, the set of possible ideals I i is finite and fixed . Hence the choice of two consecutive points of a (S , n)-cycle (P 0 , P 1 , . . . , P n−1 ) determines the finite set of possible values for δ p (P i , P j ), for any couple of points P i , P j . Applying the results of Birch and Merriman [2] , with the same method used in the proof of Proposition 2, we prove the corollary.
The proof of Corollary 2 is contained in the proof of Theorem 1. Indeed N is the set of the n-tuples of type (33) which are obtained from any (S , n)-cycle (P 0 , P 1 , . . . , P n−1 ) under the action of the matrix U · A ∈ PGL 2 (K), where A and U are the matrices defined in (9) and (32), respectively. Since, for every n, the set of possible n-tuples of type (33) is finite (see the proof of Theorem 1) and n is bounded, then N is finite.
Proof. (Theorem 2)
Let K = Q and S = {| · | ∞ ; | · | 2 } so that R S = Z[1/2]. Let
We will prove that the infinite set T is formed by (S , 3)-cycles for suitable rational maps of degree ≥ 2 and that the set of prime ideals defined by {p | δ p (P 0 , P 1 ) > 0 for some (P 0 , P 1 , P 2 ) ∈ T } is infinite. In particular the set of possible ideals I 1 is infinite. This will prove automatically the extension of Theorem 2 to every number field K and every choice of finite set S containing all the archimedean places of K and the 2-adic ones. The ring Z of integers of Q is a principal ideal domain. Therefore, for every point P = x : y ∈ P 1 (Q) we can choose coprime integral coordinates (x, y). By this choice of coordinates, for every prime p and for every couple of points Q 1 = x 1 : y 1 , Q 2 = x 2 : y 2 of P 1 (Q) the following identity holds To simplify the notation, to any rational map φ : P 1 (Q) → P 1 (Q) we associate, in the canonical way, the rational function φ(z) ∈ Q(z) by taking the pole of z as the point at infinity [1 : 0] . In this way, a rational function φ(z) = N(z)/D(z) with N, D ∈ Z[z] coprime polynomials, has good reduction at a prime p if p does not divide the resultant of polynomials F, D andφ , the rational function obtained from φ by reduction modulo p, has the same degree of φ. Being Q ∪ {∞} isomorphic to P 1 (Q), we will also shift from the homogeneous to the affine notation for points in P 1 (Q) when necessary. So at point [1 : 0] we will associate ∞ and any other point [x : y] we will associate the rational number x/y. Let U(z) = (1 − z) −1 . Then for every x/y ∈ Q it follows that
Indeed U is the automorphism of P 1 (Q) associated to the matrix 0 1 −1 1 of order 3, so it has good reduction at any prime, since it is defined by a matrix in SL 2 (Z).
Note that every element of T is a cycle for U. Moreover U admits the following cycles:
Define the function Ψ(z) ∈ Q(z) by Ψ(z) = (z + 1)(2z − 1)(z − 2) 2z(z − 1) , which has good reduction outside S and satisfies Ψ = Ψ • U. Fix n > 1 and define P 0 = 2 n /(2 n − 1), P 1 = U(2 n /(2 n − 1)) = −(2 n − 1) and P 2 = U 2 (2 n /(2 n − 1)) = 1/2 n . Since 
Define Ψ 1 (z) = z + H • Ψ(z).
