We present a novel framework for the efficient simulation and animation of discrete thin shells. Our 
Introduction
The efficient simulation of physical material behavior has become a very important area of computer graphics. Its wide spectrum of applications ranges from the medical simulation to games and entertainment. Examples include the simulation of cloth [BFA02, BMF03] , human tissue [KGC 96 ], fracturing materials [OH99] , and others. In many cases, robustness, high visual accuracy, and speed are the predominant design criteria, whereas numerical precision or the correct reproduction of the underlying physics are considered less important. The design of such methods tailored towards Computer Graphics' needs has a long tradition. Since its inception by the milestone work of [TPBF87], various simulation techniques from mass-spring systems to finite element (FE) methods have been explored. FE methods for threedimensional deformation physics are highly complex and require the solution of partial differential equations. In recent years, substantial improvements have been made with regard to material properties [GBO04] and computational efficiency [MG04] .
A large class of interesting real world objects is thinwalled. When applied to very thin, almost two-dimensional objects, the models derived from three-dimensional continuum mechanics degenerate to thin shell functionals. Such thin shells are three-dimensional bodies with one geometric dimension significantly smaller than the other two. They have a non-planar rest shape, which distinguishes them from thin plates.
The fundamental theory underlying thin shells is based on the Kirchhoff theory of thin plates and the Kirchhoff Love theory of thin shells [GZ68] . The thin shell functional depends on surface curvature and, thus, contains second order derivatives of the displacement function. FE solutions for thin shells are more demanding than for conventional 3D continuum mechanics [Bat95] . The thin shell energy is typically broken down into a stretching (or membrane) term and a bending (or flexural) term. While the former depends on a first order differential operator, the latter one includes a second order term. In addition, the full formulation includes nonlinear geometric differentials, such as curvature, which are very often linearized to become numerically tractable.
In this paper we introduce a novel framework to efficiently c simulate thin shells on unstructured, point sampled input surfaces. Our contributions are summarized as follows:
Unlike earlier approaches [GHDS03, CG91] our method does not require a consistent triangulation of the underlying object, nor do we need a global surface parametrization. Instead, we introduce the concept of so-called fibers, a set of locally interpolating polynomial curves crisscrossing the point set. The entirety of fibers constitutes a dense network which represents the surface structure and the connectivity needed for simulation. The polynomial nature of the fibers allows us to conveniently discretize the first and second order terms of the thin shell functional per surface sample and in discrete angular directions. As we will show, the stretching component can be evaluated by sampling the changes in arc length of all fibers crossing through a sample. Likewise, the second order component is computed by averaging over the normal curvatures of all such fibers. Our framework lends itself well to the simulation of elasticity, plasticity, tearing, and fracture. In case of fracture, the point sampled representation permits efficient restructuring of the surface without the burden of maintaining a consistent triangulation. Our multiresolution setting combines a high resolution object with a coarsely sampled set of simulation nodes, enabling the simulation of very densely sampled input surfaces.
While the presented implementation is tailored towards point samples, our approach is versatile and works for a variety of surface representations including triangle meshes or polygon soup. We only assume a sufficiently dense sampling of the underlying surface.
Related Work
Thin shells have been introduced to Computer Graphics as early as 1987 in the framework of [TPBF87], who described the thin shell energy in terms of first and second order metric tensors. The efficient numerical solution of these functionals, however, remained a major challenge largely prohibiting the use of thin shells for animation. In contrast, plate based membranes have been used widely to simulate cloth dynamics in graphics. Examples from the rich body of literature include [BW98, BMF03] , who present methods for cloth simulation. Others [BFA02, THMG04] employed mass spring systems for a fast approximation of elastic behaviour.
[CG91] proposed an FE based modeling system utilizing both stretching and bending energies for physics based surface deformation. To make the formulation computationally tractable, the first and second order tensors were linearized. Subsequently, [KGC 96 ] presented a framework for surgical simulation which employed a similar shell representation.
Later, [COS00] investigated the utility of subdivision surfaces to efficiently simulate thin shells. They demonstrated that the multiresolution nature of subdivision surfaces makes complex shell simulations more efficient. This method was adopted by [GTS02] . While being computationally elegant, local topological changes, such as occurring during fracture or tearing, pose a great challenge. The issue of adaptivity for graphics simulation has been addressed by the versatile simulation framework of [GKS02] . The authors presented an adaptive, hierarchical refinement method for FE simulation supporting 3D continuum mechanics and thin shells. Tearing and fracture, however, have not been addressed. Recently, [MBF04] presented a virtual node algorithm for the fast animation of fracturing materials with an emphasis on thin shells. This method retains a consistent connectivity upon the topological changes occurring during material fracture.
The research closest to ours is the discrete shell framework of [GHDS03] . The authors discretize both stretching and bending components of the thin shell functional on the underlying triangle mesh: In particular, bending energy is represented by a discrete curvature operator [MDSB02] , and stretching energy is approximated by triangle edge lengths and areas. Compared to our work, these discretizations draw upon the triangle as a fundamental building block and thus require a consistent mesh at all times. Topological changes during fracture demand mesh restructuring and become difficult to handle.
Conversely, our discretizations are based on a onedimensional, higher-order polynomial primitive, the socalled fiber. Our fiber network is generated from an unstructured point sampled input surface and locally connects adjacent points without requiring a globally consistent connectivity. Topological changes, as introduced by fracture or tearing, are handled gracefully.
Our research was inspired by recent progress in the field of point based representations. Early work of Szelisky and Tonnesen [ST92] presented a framework for physics based surface modeling based on particle sampling. Recently, [PKKG03] presented methods to deform high resolution surfaces in real-time and [MKN 04] introduced a framework for meshless FE based on point sampled input geometry.
The remainder of the paper is organized as follows: In Section 3, we briefly review the mechanics of thin shells and derive our discretization of stretching and bending energies using fibers. Section 4 addresses the dynamic simulation of the discrete thin shell. In Sections 5 and 6 we discuss the creation of the fiber network from an unstructured input point model and present our multiresolution setting. Some more advanced issues, including plasticity and fracture, are discussed in Section 7. Finally, various examples demonstrate the performance and versatility of our approach.
Mechanics of Thin Shells
In the remainder of this paper, vectors and matrices will always be denoted by bold letters, while scalar values are set in italics.
To derive the behaviour of a thin shell undergoing deformation, we start from the potential elastic energy. shell we want to animate is given by a surface Ω, with first fundamental tensor R and shape operator S. We will follow [TPBF87], and define the potential energy as
where Es and E b are bending and stretching energies and U b and Us are the respective energy densities. For any point p ¦ Ω, the energy densities are defined in terms of first fundamental tensor R and shape operator S:
Here, the superscript 0 denotes the undeformed (rest) value.
To measure difference in shape, we use a pseudo-norm § § p . The parameters K b and Ks are stiffness constants for bending and stretching deformations respectively. The first fundamental tensor R measures differential area, while S measures curvature.
In (1), we have split the potential energy into two distinct components. This effectively denies the existence of mixed bending/stretching modes, which is a common and reasonable assumption [TPBF87, GHDS03].
The core idea of our method is to sample the surface at distinct points and directions. First, we discretize (2) and (3) on a set P X of simulation nodes on the surface. At each sample location, a set of parametric curves is fitted to the surface. These fibers measure curvature and arc length in their respective directions. Figure 1 (a) illustrates the sampling.
Stretching Energy
The stretching term of the potential energy, Es, measures changes in surface area. In the discrete model, the point p represents a small surface patch.
We use the fibers through p to approximate a surface area for p. For each fiber, we assume that the surface patch around p is circular. A fiber f k thus measures an area of
is the arc length of the fiber. The area Ap of the point p is defined as the average of these area measurements.
where all fibres f k pass through p, and np is the number of fibers intersecting in p. See Figure 1 (b) for an illustration.
Note that area approximations for all sample points do not necessarily add up to the total area of the surface Ω. This is not a problem during the simulation. Discretisation effects are discussed in detail in section 8.
We define the stretching energy such that it becomes nonzero when either the total area Ap or the individual fibre areas A k change. This amounts to preserving the area represented by each point, as well as the shape of the area element.
Bending Energy
The shape operator measures curvature: Tr S ¢ 2H, where H denotes the mean curvature and Tr is the matrix trace. Noting that the trace is a pseudo-norm as well as a linear operator, we can writẽ
For a sample point p, we approximate Hp using the directional curvature samples given by the fibers through p. We can express Hp in terms of the normal curvature κ f k for each fiber f k :
To obtain the bending energy, we integrate the energy density over the surface element represented by a sample point. Assuming that the energy density is constant over the surface element, the bending energy becomes
Curvature and Arc Length Measurement
In order to evaluate (4) and (7), we need to compute l f and κ f . In our implementation, fibers are natural cubic splines through three points on the surface.
Computing the arc length of a cubic spline involves solving an elliptic integral [BJ99] . Therefore, we use numeric integration to approximate the arc length, yielding a functioñ l f . The approximation is sufficiently accurate even with a very small number of sample points. It is described in detail in Appendix A. As a measure for curvature, we use the angle θ between the tangents at the start and end point of the fiber. In order to avoid flipping problems, we use a directed angle, which is oriented according to the surface normal N in the center point of the fiber. Please refer to Appendix A for details.
Dynamic Behaviour
We now have all prerequisites to analyze the dynamic behavior of a model sampled with fibers. In order to animate the thin shell, we need to compute forces for the simulation nodes. For one simulation node, the force is given by the negative gradient of the potential energy:
In our discrete setting, the force on simulation node i can be written as a sum over the contributions of all simulation nodes.
Substituting (5) and (8) into (10) and evaluating the gradients, we obtain
Noting that both $ pi Ap j and $ pi H j are sums over the same fibers, we can split the force F ji into components induced by individual fibers f k .
F ki is the force that the fiber k, running through the point p j exerts on the point p i . The gradient of one fiber's area estimate A k is given by
Expressions for the gradients ofl f and κ f are stated in Appendix A. Taking all surface elements into consideration, the resulting forces add up to zero.
We compute forces in two passes. In a first pass, we iterate over all fibers to computel f and κ f and their respective gradients. In a second pass over all simulation nodes, we can evaluate (13) and sum the force contributions to obtain F i .
The governing equation for our system is
where M is the mass matrix, η is a damping coefficient, and Fext denotes the external forces acting on the system. The system state x contains the position of all simulation nodes.
Upon computing F i for all simulation nodes, we use the velocity Verlet integration scheme [Ver67] to solve (15) and animate the model.
Fiber Creation
For a surface Ω which we animate using our thin shell approach, we require a set of sample points or simulation nodes P Ω. The sampling does not need to be regular, but it should be adequate in a sense that all features of the surface need to be represented with sample points [PKKG03] .
The simulation nodes serve as end points for fibers, and carry the mass of the model. Usually, the model is rendered using a different surface which is deformed along with the model (see Section 6). Figure 2 shows the sampling of a model with simulation nodes and fibers.
The fibers sample a three dimensional space: two dimensions for the position on the surface, plus one dimension representing the direction of the fibers. We have to make sure that all dimensions are adequately sampled. Therefore we enforce a roughly isotropic sampling in the directional domain. Section 7.3 deals with issues related to representing anisotropy or inhomogenities in the simulated material.
We use a simple heuristic to create an isotropic sampling. For a node p, let Pp P be the set of nearest neighbors to p. For each of the p i , we find the most opposite point with respect to p, p j , i.e. 
We then create a fiber connecting p i ¥ p ¥ p j . Duplicate fibers are discarded. The equations for the parametric curve that is created for the three input points are given in Appendix A. Figure 3 illustrates the process.
On average, this heuristic approach creates an isotropic sampling of the surface. There are of course pathological cases in which this heuristic leads to degenerate sampling. However, since we can control which points on the surface become simulation nodes, these cases can be avoided. We use an adapted version of the clustering algorithm described in [PGK02] to select a set of simulation nodes. 
High-Resolution Surface
For interactive or real-time applications, the computational effort of simulating the entire model is too high. In order to be able to simulate visually appealing models with highly detailed surfaces in reasonable time, we sample the surface coarsely and use only these samples as simulation nodes.
We deform the original surface of the model by interpolating the deformation field defined only in the simulation nodes. For each passive point on the surface that needs to be deformed, we compute local coordinates with respect to its neighborhood of simulation nodes. When the object deforms and the simulation nodes move, an updated position of the passive point can be computed using these local coordinates.
This method is similar to the skinning approach proposed by Singh and Kokkevis in [SK00] . While they compute barycentric coordinates and a normal displacement on a triangle mesh, we use coordinate systems based on two simulation nodes.
Let c be the position of a passive point and Pc ¢ 7 1 , yielding coordinates C i . The coordinates systems are computed from the normal of the least-squares plane and the position of one of the neighbors relative to the nearest neighbor:
Each of these coordinate systems measures surface stretch in the direction e and are stored with the passive point. When the surface deforms, we transform the local coordinates back into world coordinates, yielding n positions cE i .
Here, the coordinate systems e k E i are computed from the deformed simulation node positions pE i . The deformed position cE is a computed as a weighted sum of the positions cE i .
and
Using some weight function w satisfying w 0 ¢ # F and w 1 ¢ 0. Thus, the surface deformation is smooth provided that the weight function is smooth.
Note that any surface representation can be used as a highresolution surface using this deformation method.
Plasticity and Fracturing
So far, we have only treated purely elastic objects. However, most objects exhibit plasticity, or fracture under high stress. This section describes how plasticity and fracturing can be integrated into our framework.
Plasticity
Materials that exhibit plastic behaviour remember part of their deformation. Elastic forces will not restore the original shape, but a new shape created by plastic deformation. In our model, the rest shape of an object is stored in the rest shape of the fibers used to sample it. It is thus sufficient to consider a single fiber.
The elastic force for a fibre is computed using its rest arc length l 0 and rest tangential angle θ 0 , as well as the current length l and current tangential angle θ. To incorporate plasticity, the rest length and rest angle used to compute the elastic force is expressed in terms of the original value and a plastic deformation
The plastic deformation represented by l plastic and θ plastic changes whenever the deformation of the fiber becomes too high. The rest arc length of a fiber changes if
where β l is the plastic yield constant for stretching deformations. Similarly, the curvature θ plastic is updated if
where β θ is the plastic yield threshold for bending deformations. We update the rest state similar to [OBH02] , however (23) or (24) hold, l plastic and θ plastic are changed according to (25) and (26) respectively.
The plastic creep parameters η l I θ determine how fast the material can adapt to the new state. In addition to this basic form of plasticity, a variety of other nonlinear effects can be modeled, an example is given in Section 7.4.
Fracturing
When a material fractures or tears, parts of the material that are separated by a crack do not influence each other, even though they might be close. This coupling between simulation nodes is modeled by fibers in our framework. Thus, in order to model a crack, we have to cut the fibers that intersect the crack surface.
We initiate a crack if the stress on some fiber in the model becomes too high, specifically if one of
holds for a fiber f . γ l and γ θ are fracture thresholds for tensile stretching and bending fracture respectively. We do not model compressive stress. See Figure 4 for an illustration.
Fracturing is a sudden and violent process, introducing discontinuities into the model. As such, it poses extreme difficulties for any simulation based on discrete timesteps. In order to alleviate these problems, we only allow one crack to form in each timestep. Furthermore, if in one timestep a crack has formed, fracturing is disabled for a number of simulation steps, until the material had enough time to relax and dissipate the freed energy.
If the material is under high stress, the condition (27) is usually fulfilled for several fibers. Of these, we choose the fiber where fracture is most urgent, i.e. the fiber wich maximizes Once a fiber is chosen, a small disc, the crack plane, is placed at the center node pc of the fiber. Its normal is the fiber's tangent in pc, and its radius is equal to the average node distance in the neighborhood. The neighborhoods of nearby simulation nodes are recomputed accounting for crack planes, i.e. only nodes that are not separated by a crack plane can be in the same neighborhood. We then reinitialize fibers as described in Section 5, using the original positions of the simulation nodes, but the newly computed neighborhoods. This effectively cuts any fibres that would intersect with a crack plane. The recomputation of neighborhoods makes sure that the material remains adequately sampled with fibers, also along the crack surfaces. Figure 5 illustrates the procedure. For surface points in the vincinity of a new crack, the neighborhoods and coordinates for the high resolution surface have to be recomputed as well.
We can model microcracks and material weaknesses introduced by fracture effects by only creating a crack plane if more than a certain ratio of the fibres passing through a node have been broken. If the stress on a fiber exceeds a fracturing threshold, we consider this fiber broken. Its contribution to the forces acting on connected nodes will from now on be zero.
Controlled fracture can be easily implemented by assigning very low fracture thresholds in regions where cracks are desired and high thresholds where the material should not fracture.
Anisotropy and Inhomogenity
Many materials exhibit anisotropic behaviour, for example stiffness varying depending on stress direction. We found that the best way to integrate anisotropy is to use a roughly regular and isotropic sampling throughout the model, and vary the stiffness constants of the individual fibers according to position or direction, or time.
Nonlinear Effects
Many materials change their material properties depending on the current strain state or the amount of plastic deforma- tion they undergo. It is easy to integrate such effects into our framework. Since all material properties are stored with the individual fibers, we can vary these parameters depending on the current state of the fiber (the local strain state of the material), or the past deformations of the fiber.
As an example, the following update rule for the fracture thresholds implements a behaviour often found in hard plastics and metals. The material weakens under repeated plastic bending deformation.
Here, the parameter α determines how much the material is weakened by plastic deformation. ∆θ plastic is the change of plastic deformation as defined in (26), which is evaluated in each time step.
Discussion
The discretisation approach described in sections 3 and 4 will lead to different material behaviour depending on the sampling chosen. Since the forces are normalized, increasing the number of fibers per point does not increase material stiffness, however, anisotropic sampling results in anisotropic material behaviour. This occurs in regions of highly irregular sampling, where the heuristic described in Section 5 breaks down.
Under very large stretching deformations, the initial sampling degrades. Currently, no resampling of the simulation nodes is done. Hence, simulation quality suffers after applying a large (plastic) deformation.
In our current implementation, we solve the differential equation governing the thin shell behaviour using explicit time integration. While being fast, this integration method is not stable under arbitrary conditions. For very stiff materials, oscillations and instabilities occur, especially if discontinuous processes such as fracture are considered. Simulation timesteps have to be extremely small, and simulation times can become prohibitive. In order to simulate a wider range of materials, an implicit integration scheme has to be implemented.
As input, our methods expects a set of sample points that adequately represent the surface. While we implemented our framework using point-sampled surfaces, the simulation method will work for other surface representation as well. In order to use a different input representation, the required sample points on the surface are generated before the fiber network is initialized. A simple sampling algorithm can be used to provide the samples [LR98]. The surface deformation method described in Section 6 is applicable to other surface representations as well [SK00] .
Although the fiber-based simulation avoids creating a consistent triangulation, connectivity is explicitly encoded in the fibers. Conceptually, a truly meshless approach, similar to [MKN 04], would be more elegant.
Results
We have tested our simulation method on a variety of models. Simulation times were measured in a 3 GHz PC. Table 1 summarizes the measurements. Shown are the number of simulation nodes, the number of surface points, as well as average simulation times per frame. As can be seen from the data, the animation of the high-resolution surface is relatively expensive. Since it is only performed once per frame, it is a good alternative to a full simulation if the simulation timestep is small compared to the frame time. For extremely slow motion animations, such as the balloon sequence, surface reconstruction is clearly the limiting factor. Figure 7 shows some frames from the resulting animation. Plasticity has no significant impact on simulation times.
In Figure 8 , a poster is torn apart. We placed a weak point in the middle of the top edge to initiate the tearing process. The material has a very high stretching stiffness, leading to oscillations along the tear. The discontinuities introduced by the tearing process put extreme strain on the explicit integration. Figure 9 shows frames from an animation in which a balloon tears as it is inflated too much. As can be seen from Table 1 , fracturing is quite expensive.
Please also refer to the accompanying videos for the complete animations.
Conclusion
We have presented a novel framework for the simulation of thin shells. Using a sampling approach to capture the geometric surface properties, we are able to compute the forces derived from curvature and arc length. Since the simulation nodes can be chosen at arbitrary locations on the surface, the method is mostly independent of the initial sampling of the surface, as well as the surface representation. The proposed simulation method can handle a wide range of mate- rials, from pure elastic or plastic objects to materials showing ductile or brittle fracture. We also devised a method to smoothly interpolate the displacement field defined only at the simulation nodes in order to transfer the computed deformation to a high resolution surface.
Future research will focus on implementing an implicit integration scheme for the simulation of extremely stiff materials. For large deformations, a resampling strategy is needed that keeps the surface adequately sampled. 
