INTRODUCTION
Let V be an m-dimensional vector space over the complex numbers C. Fix a basis X, ,..., x, for V, and identify the polynomial ring R = C[x, ,..., x,] with the symmetric algebra of V in the obvious way. If A E GL( V) (the group of invertible linear transformations V + V), then A extends to a @-automorphism of R by (Aj)(x, ,..., xnz) =f(Ax, ,..., Ax,), where f E R. Suppose G is any subgroup of GL(V). D enote by RG the ring of invariants of G acting on R, i.e.,
RG=(f~R/Af=fforallA~G).
More generally, if x is any linear character of G, then let RxG denote the set of invariants relative to x, i.e., RxG = {f~ R 1 Af = x(A)f for all A E G}.
Elements of RxG are sometimes known as relative invariants, semiinvariants, or x-invariants.
Clearly RxG is a module over the ring RG. If G is finite, then it is easily seen [2, Sect. 2623 that RG contains m, but not m + I, elements which are algebraically independent over C. Equivalently, RG has Krull dimension m. It is natural to ask when in fact we can find m such invariants which generate all of RG as a @-algebra, i.e., when RG = Q-0, ,..., S,] for some 8, ,..., Q, E R. The answer to this question is associated with the names of Coxeter, Shephard and Todd, Chevalley, and Serre. For an exposition, see [I, Chap. 5, Sect. 5.21 or [4] . To state the result, recall that an element A of GL( V) is a pseudoreflection if 1 -A has rank one. Thus if A E GL( V) has finite multiplicative order, then A is a pseudoreflection if and only if it has exactly one eigenvalue p not equal to one. In this case p = det A.
1.1.
THEOREM.
Let G be a$nite subgroup of GL(V). Therz R" = @[$, ,...i Oq,] for some 0, >. . . , B,, E R if and only if G isgenerated by pseudo-~e~ec~~o~s. (A classification of all such groups appears in [7] .)
Henceforth we shall call a finite subgroup of GLjV) generated by pseudoreflections an f.g.g.r. Our object will be to descrije the modules RxG of relative invariants of an f.g.g.r. G. As a consequence, we will obtain a f&!y explicit description of the rings RH, where H is a normal subgroup of an f.g.g.r. G such that G/H is Abehan. In particular, when H = G n X,(V), we obtain a necessary and sufficient condition for RX to be a complete intersection.
A fundamental tool in our work will be a result of Molien. If G is any subgroup then RG has the structure of a graded ring, viz., IF = s the space of all homogeneous polynomials in R" each RxG has in the same way the structure of a g = (R,G)o + (RxG), + .*. . Define the M&en se?& FJG, A) to be the form3.l power series
where h is an indeterminate. If x is the trivial character, so that we write F(G, A) for F,(G, A). If G is a ,jnite subgroup of GL( V) and x is a linear character of G, then is an f.g.g.r., then by Theorem 1.1 we have G = qa, )...) BJ, for some a, ,..., 9, E R, which can be chosen to be homogeneous, say with deg Bi = d( I It is clear from the definition ofF(G, A) that then
It is well known and easy to deduce from Theorem 1.2 and (I) that
where T denotes the number of pseudoreflections in G. 
FREE Mooums OF RELATIVE INVARXANTS
For the remainder of this paper we adopt the following terminoiogy. G denotes a finite subgroup of GL( I') ( w h ere V is as in the previous section), and x denotes a linear character of G. A hyperpfane H C Y is called a ~e~ec~~~~ &VP&-pkne if some nonidentity element A of G fixes H pointwise. It follows that A is a pseudoreflection, and conversely any pseudoreflection A fixes a unique reflecting hyperplane. Let Eil , Hz ,..., H, denote the (distinct) reflecting hyperplanes associated with G. The set of all elements of G fixing Hi pointwise forms a cyclic subgroup Ci generated by a pseudoreflection. Let ci denote the order of C, , and let Pi be some fixed generator of Ci . Let L, = L,(x, ,..., x,) be the linear form defining H$, i.e., Hi = {a E Y j.&(a) = 01. Thus Li E .R1, the first homogeneous part of R. For 1 < i < Y, define integers sa = S&J by the condition that si is the least nonnegative integer satisfying x(P,) = (det P,)$s. (Cl ear ly.dp d s, e en s only on C, , not on Pi .) Finally definef, E: R byf, = rJI=,Lp. ThusfX is homogeneous of degree s1 + s2 + ... + s, .
2.1. LEMMA. Let G be a$nite subgroup of GL( V) and x a linear character of G.
Suppose RxG is a free RG-module of Tank one, so that RxG = g, . RG for some homogeneous g, E R (uniquely dhtwmined up to multiplication by a nonxero scalar). 
Multiply by (1 -h)" and expand both sides in a Taylor series about X = 1. The left-hand side of (4) is given by
where P ranges over all pseudoreflections in G and where p = det P. The right-hand side of (4) becomes I + (1 -A) (4 + T &-) + O@ -A>').
It folollows that
If we remove the identity element from each of the cyclic groups C, defined above, we obtain a partition of the pseudoreflections of G. Hence we may rewrite (5) as where ior fixed i, P ranges over all ~seudoreflecti~~s in Cz {i.e., over all elements of Ci -{I)). Hf we let P; be the subgroup of GL(I, C) generated by the ~~i~~t~e c&h root of unity 5 c= det Pi , and if we let $ be the character of H defmed by #(<) = x(PJ, then the sum over P in (6) has exactly the same form as the right-hand side of (S), with G replaced by N and with x replaced by $. Thus by what we have just proved, the sum on P in (6) ~~~~~. Given i satisfying 1 < a' < V, choose a new basis yr ,..., ym for V so thaty, ==Li andy, ,.e., ym spans I& . akin respect to this basis the matrix of -Et has the form P, = 1 It follows that RxG = f, . RG, so (i) holds.
Note that in the course of the proof we have established the assertion RxG = fx . RG. I
Problem. Classify all pairs (G, x) satisfying the conditions of Theorem 2.3. In the next section we will apply Theorem 2.3 to groups generated by pseudoreflections. First we give an application of a different nature.
COROLLARY. Preserve the notation of this section. The following two conditions are equivalent.
(i) RG is a Gorenstein ring.
(ii) Let x be th e c h aracter x(A) = det(A)-r.
Then LpWILp-' .'.LFv-l is a x-invariant.
Remark.
Some conditions for Rc to be Gorenstein appear in [14, 151 . These were extended to a necessary and sufficient condition (different from (ii) above) in [12] , namely, RG is Gorenstein if and only if the following identity holds in the field C(h), h an indeterminate:
where Y is the number of pseudoreflections in G. of determinant -I), and ifF is the idea! of R generated by the homogeneous elements in RG of positive degree, then the natural representation of G in R/F is equivalent to the reguier representation. Iklere is no difficulty in extending this result to f.g.g.r.'s. Since a linear representation of a finite group has multiplicity one in the regzllar representation, 2~ follows immediately that I?, G is a cyclic F-module.
Since RxG is clearly torsion.-~ free, it foHows that xG is free of rank one, as was to be proved. The results of the preceding section make it possible to give a fairly explicit description of the rings RX, where H is a normal subgroup of an f.g.g.r. G such that G/H is Abelian. We require the following lemma. where f, is givez by Theorem 2.3.
We have mentioned previously that RG is a Cohen-Macaulay ring when is a finite subgroup of GL(V). This is equivale to the assertion that there exist m homogeneous elements 19~ , 0, ,.. ., 8, E G which are algebraically independent over C, such that RG is a finitely generated free modu!e over the polynomial ring C[B, ,..., O,,]. I n other words, there exist qn, ~a ,l.., 7i E R" (which may be chosen to be homogeneous) such that every f E WG has a uniqzre representation in the form f = Ci Q ' p,(t$ ,... scalar. Otherwise g belongs to the ideal (0, ,..., 0,) of RG, so it is zero in Finally, it is easy to arrange that each scalar g is 0 or I, e.g., by letting t coefficient of the lexicographically greatest nonzero term of j, be I.
EXAMPLE.
An explicit example will be given for the sake of clarity. Suppose has five reflecting hyperplanes HI , If,, II3 ) H4, H5 . Let Cj be the cyclic group fixing Hj , and let cj = 1 Cj j. Suppose (ci , c2 , c3 , cq ) c5) = (2, 3, 3,4, 6 ). Eet 1 = ezTi/r2, and suppose we have chosen generators Pj of Cj so that det Pr = 5" = -1, det Pz = 14, det P3 = <4, det P4 = c3, det P5 = t2. Suppose finally that # is a character of G satisfying #I2 = 4, #(PI) = l6 = -1, #(PJ = <4, #(Ps) = 18, $(.PJ = 43, $(PJ = 5". Let /I = (1, $, #" ,..., #ri>-The following table of the numbers si = si(x) (as defined at the beginning of Section 2), and from this the numbers deg f, = C s&), is easily constructed for x E /I. is given by H = G n S&(Y). W e will determine an explicit condition for Rx to be a complete intersection. Our method can be extended to subgroups N of G containing G' other than H = G n SL(V), but we will content ourselves here with the case H = G A SL(V). Let H = Gn SL(V') as above; and let cr , c2 ,..., c, have the same meaning as in Section 2. Let A = (aI , a2 ,..., at} be the set of distinct ci's. Applying 
Now if S is a (graded) Noetherian K-algebra and #i ,. ., $m is a regular sequence, then X is a complete intersection if and only if S/(+i ,..", I&) is a complete intersection. Hence RH is a complete intersection if and only if Q(A) is, so the question of whgthgr or not Rx is a complete intersection is completely determined by the set A. We say that A is a Cf-set if RH (or Q(A)) is a complete intersection. Our problem is to characterize CI-sets. In order to state our characterization, we require some additional terminology. Let rr be a partition of some finite set A of positive integers. (A ~~~~~~~0~ of a set A is a collection of nonvoid pairwise-disjoint subsets of A, called blocks, whose union is A.) We say that a partition u of a set A' is an @~~~@~t~~y reduction of r, written 7r ---f G, if g can be obtained from z by one of the following two rules: %Ve Can now state the main result of this section. (ii) A is a CI-set.
Proof.
(i) 3 (ii) We have noted that a completely reducible partition v can actually be transformed into the null partition by a sequence of elementary reductions. Hence it suffices to prove that if v + V, then every block of rr is a CI-set if and only if every block of (T is a CI-set. (We in fact only need the "if" part for (i) + (ii).) Since we need consider only one block of q at a time, we may assume rr = A (the partition of A into one block).
Let A = (a, ,..., a,> be the set of distinct C~'S which correspond to some f.g.g.r.
G C GL(V) and let H = G n 2%(V). Suppose that A + (A, ,..., A,) is an elementary reduction of type cl . Using the description (8) and (9) To prove that (ii) + (i), we first require some lemmas.
5.2. LEMMA. Suppose that the jinitely generated graded k-algebra S is a complete intersection and tkat S = X @ I (vector space direct sum), where X is a graded subalgebra and I is a homogeneous ideal of S. Then T is a complete intersection.
ProoJ Let the homogeneous elements Y, ,..., Y, generate T as a k-algebra, and choose homogeneous 52i ,..., &2, EJ so that the Y's and Qs together generate S as a k-algebra. Thus S = A[$, ,..., x, ,yl ,..., y#J, where %* = Yi and 35 = Z2, (an overhead bar denotes the image in 5'). Since S is a complete inter-section, J is generated by a homogeneous regular sequence. We claim that we can choose this regular sequence to be of the form O1 ,..., 0, , Q ,. .r ?iic , where Oi E k[x, )'.., xr] and 7)< E (yr ,..., yJ. For given any regular sequence w1 , wg )...? w, , write tili = ui' + W; where ui' G klx, ,..., 3c,] and wit E (yl ,... , ySj. Then z E T ami2 E I, so wi' E J and W; E J. Choose a basis for the k-vector space W generated by w1 ,..*, w, consisting of various wii and W; . As is well known, any homogeneous basis for W is a homogeneous regular sequence, so we have found a regular sequence of the desired type. Since any nonzero polynomial in the Q'S involve yI's, it is dear that T = k[x, ,..., q.]/(O, ,..., 6,). Hence 7' is a complete intersection.
COROLLARY. If
A is a U-set and B C A, then B is a tZ'I-set.
Proof.
Consider Q(A) as defined by (8) and (9). The subalgebra T generated by all <a, ,..., c+> satisfying cxi = 0 if 01~ $ B is isomorphic to Q(B), and the remaining (13~ ,..~, at) form a k-basis of an ideal I. The proof now follows from Lemma 5.2. We now proceed to the proof that (ii) * (i) in Theorem 5.1. In view of OUT proof that every block of a partition T is a U-set if and only if the same is true of an elementary reduction of z, it suffices to show that the only ~~~e~~~~~~~ U-set is the null set 0. Suppose that A = (aI , a2 , . , ., at) is a nonvoid irreducibie CI-set with r minimal. Irreducibility implies t > 3. We have A = (p>, and it is then obvious from (8) and has a sicgle generator and is therefore a hypersurface. It is wei easily seen that then RH is also a hypersurface. 
