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Property testing problems are relaxations of decision problems. A property testing
algorithm (referred to as a testing algorithm or tester) has to decide if a given object has
a prespecified property or is ϵ-far from the property (for a given distance parameter ϵ, and
for a prespecified distance measure). The tester is given query access to the input, and is
required to run in sublinear time.
In this paper, we focus on testing properties of directed graphs (digraphs). In particular,
we present the following results (where n is the number of vertices in the graph, d is the
maximum degree, and davg is the average degree).
• We present a testing algorithm for the property of Eulerianity in bounded-degree
digraphs,which runs in time1 O˜ (1/ϵ). For unbounded-degree digraphs,we showa lower
bound ofΩ
√
n/ϵ

, and give a testing algorithm that runs in time O˜
√
n/ϵ3/2

.
• We study the property of k-vertex-connectivity, and give testing algorithms for both
bounded-degree and unbounded-degree digraphs that run in time O˜
 ck
ϵd
k
d

and
O˜

ck
ϵdavg
k+1
, respectively (where c > 1 is a constant). In addition, we give a simpler
analysis of the testing algorithm for k-vertex-connectivity in bounded-degree undirected
graphs that was shown by Yoshida and Ito [Y. Yoshida, H. Ito, Property testing on
k-vertex-connectivity of graphs, in: ICALP’08: Proceedings of the 35th International
Colloquium on Automata, Languages and Programming, Part I, Springer-Verlag, Berlin,
Heidelberg, 2008, pp. 539–550] and extend the result to unbounded-degree undirected
graphs.
• We consider the property of k-edge-connectivity in digraphs, and simplify the analysis
of the algorithm of Yoshida and Ito [Y. Yoshida, H. Ito, Testing k-edge-connectivity
of digraphs, Journal of System Science and Complexity 23 (1) (2010) 91–101] for
this property. In addition, we give a simpler analysis for the correctness of the
testing algorithm for k-edge-connectivity in undirected graphs that was introduced by
Goldreich and Ron [O. Goldreich, D. Ron, Property testing in bounded degree graphs,
Algorithmica (2002) 302–343].
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this work we advance the study of testing properites of directed graphs, which was first considered in [8]. We give
testing algorithms for Eulerianity and for k-vertex-connectivity in both bounded-degree digraphs and unbounded-degree
digraphs, as well as simplify the analysis of an algorithm for testing k-edge-connectivity from the recent work of Yoshida
and Ito [38].
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E-mail addresses: yaronore@post.tau.ac.il (Y. Orenstein), danar@eng.tau.ac.il (D. Ron).
1 The notation O˜(g(k)) stands for O(g(k)) · polylog(g(k)).
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Table 1
Known results for testing properties of directed graphs in the incidence-
lists model. The reason that no result is stated for the Diameter property
in the case of bounded-degree graphs, is that a bound d on the degree
implies a lower bound on the diameter of a graph, which makes the
problem less interesting.
Bounded Unbounded
Connectivity in and out O˜(1/ϵ), outΩ(
√
n) same as bounded
Diameter – O

1/(ϵdavg)3

Acyclicity Ω(n1/3) same as bounded
In general, property testing problems [35,17] are relaxations of decision problems. A property tester has to decide
whether a given object has a prespecified property or is far from having the property, with respect to some fixed distance
measure between objects. That is, the property tester is given a distance parameter ϵ and is required to accept with high
probability every object that has the property and to reject with high probability every object that is ϵ-far from having the
property. By ‘‘ϵ-far’’ wemean that an ϵ-fraction of the objectmust bemodified so that it obtains the property. To this end, the
tester is given query access to the object, where the form of the queries depends on the type of object, and we are interested
in testers that run in time that is sublinear in the size of the object. See [18,11,32–34] for surveys on property testing.
1.1. Background on testing graph properties (in the incidence-lists model)
Testing properties of graphs (mostly undirected) has been extensively studied in the last few years. Several models have
been studied, and we next describe the model to which our results apply, the incidence-listsmodel.
The incidence-lists model. This model is appropriate for testing sparse graphs. We differentiate between two sub-models:
the bounded-degree and the unbounded-degree graph models. In the bounded-degree model [21], undirected graphs over
n vertices are represented by their incidence-lists, which have a bounded length d. The testing algorithm may probe the
incidence lists of the graph, that is, it may ask for the ith neighbor of vertex v, for any v of its choice. A graph is said to be
ϵ-far from having the property if more than ϵdn edgemodifications must be made so that the graph obtains the property. In
the unbounded-degreemodel there is no bound on the lengths of the lists. The algorithm is allowed the same type of queries
as in the bounded-degree model, but the distance measure is different. Namely, a graph is said to be ϵ-far from having the
property, if more than ϵm edge modifications must be made, wherem is the number of edges in the graph (or a given upper
bound on this number). Equivalently, the number of edge modifications should be more than ϵdavgn, where davg = m/n,
that is, half the average degree.
Known results in the incidence-lists model (for undirected graphs). A variety of properties for undirected graphs are known to
have very efficient (independent of n) testers in the bounded-degree model and for some properties also in the unbounded-
degree model. These include k-edge-connectivity (for k ≥ 1), acyclicity and Eulerianity [21], and having a diameter of a
bounded size [31], among others. In general, minor-closed properties in bounded-degree graphs are testable in time
independent of n [9,22]. There are other properties for which the corresponding testing algorithms have complexity that
depends on n (sublinearly) such as bipartiteness [20] and (good) expansion [10,28,29] (where the dependence is almost
optimal [21]).
Directed graphs. The incidence list model (both for bounded-degree and for unbounded-degree graphs) naturally extends to
directed graphs (digraphs). Here we allow query access both to outgoing edges and to incoming edges, and this is justified
below. Some of the testers for the aforementioned properties of undirected graphs can be adapted to deal with the directed
case. This is true for (strong) connectivity [8] and for the diameter property [24]. The query complexity and running time
for both properties is poly(1/ϵ). These results hold only when it is possible to query both incoming and outgoing edges.
If it is possible to query only outgoing edges (or only incoming edges), then there is a lower bound of Ω(
√
n) for strong
connectivity [8] (for a constant ϵ). Another basic property of directed graphs is acyclicity. While it is possible to test this
property very efficiently in undirected graphs [21] and in directed graphs in the dense-graphs model [8], there is a lower
bound ofΩ(n1/3) for testing acyclicity of directed bounded-degree graphs [8].
The results stated above are summarized in Table 1.
1.2. Our results
We now give more details on the properties (of directed graphs) studied in this paper: Eulerianity, k-edge-connectivity
and k-vertex-connectivity. For each property we give further context regarding related work.
Eulerianity. A graph is Eulerian if there exists a (closed) path that traverses each edge exactly once. Goldreich and Ron [21]
presented a testing algorithm for Eulerianity in bounded-degree undirected graphs, which runs in time O˜ (1/ϵ). The testing
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Table 2
Summary of Eulerianity results.
Running time Reference
Bounded-degree undirected O˜ (1/ϵ) [21]
Unbounded-degree undirected O˜

1/(ϵdavg)2

[31]
Bounded-degree directed O˜ (1/ϵ) This work
Unbounded-degree directed O˜
√
n/ϵ3/2

,Ω(
√
n/ϵ) This work
algorithm was extended to unbounded-degree graphs in [31] and the running time obtained is O˜

1/(ϵdavg)2

. In this
paper we give a testing algorithm for the property of Eulerianity in directed graphs for both bounded-degree digraphs
and unbounded-degree digraphs. The algorithm for bounded-degree digraphs runs in time O˜ (1/ϵ), while the algorithm
for unbounded-degree digraphs runs in time O˜
√
n/ϵ3/2

. The latter running time is almost optimal—we also present a
lower bound ofΩ(
√
n/ϵ). For a summary of the results on Eulerianity, see Table 2.
These results are valid when both incoming and outgoing edges can be queried. If only outgoing edges (or only incoming
edges) can be queried, then for the bounded-degree case there is a lower bound ofΩ(
√
n) on the query complexity, which
follows from the previously mentioned lower bound in [8] (on testing strong connectivity with only outgoing or incoming
edges). For the unbounded-degreemodel,we observe that there is a lower boundofΩ(n) on the query complexitywhenonly
outgoing (or incoming) edges are allowed. The lower bound ofΩ(
√
n) also applies to testing directed k-edge-connectivity
and k-vertex-connectivity, which are discussed next.
We note that (directed) Eulerianity was also studied in the orientation model [14], which was introduced by Halevy
et al. [23]. In this model, an undirected graph is given to the algorithm in advance, and the input to be queried is a directed
graph whose edges are orientations of the given undirected graph. Distances are measured with respect to the number of
edges in the undirected graph. The problem of testing Eulerianity in this model is more complex, and the results obtained
in [23] vary depending on various properties of the input graph.
k-edge-connectivity. A graph is k-edge-connected if there are k edge-disjoint paths from every vertex to any other vertex.
A testing algorithm for k-edge-connectivity in bounded-degree undirected graphs was given in [21]. Its running time is2
O

k3 log2(1/ϵd)
ϵ
3− 2k d2−
2
k

. A similar algorithmwas given for the unbounded-degree case in [31] and its running time is O˜(k4/(ϵdavg)4).
An algorithm for testing strong-connectivity (that is, the case of k = 1 in directed graphs) for bounded-degree graphs was
given by Bender and Ron [8] and its running time is O˜ (1/(ϵd)). Yoshida and Ito [38] gave a testing algorithm for directed k-
edge-connectivity in bounded-degree digraphs.We give a simplified analysis of a slight variant of their algorithm thatworks
for the unbounded-degree case and runs in time O˜

( ck
ϵdavg
)
k+1
, for a constant c > 1. By combining this analysis with a claim
in [38] we also get a simplified analysis for the bounded-degree case. For a summary of the results on k-edge-connectivity,
see Table 3.
k-vertex-connectivity.Agraph is k-vertex-connected if there are k vertex-disjoint paths fromevery vertex to any other vertex.
The problem of testing k-vertex-connectivity in bounded-degree undirected graphs was considered in [19] for k = 2, 3
(for k = 1 the property is the same as edge-connectivity). Yoshida and Ito [37] generalized the result and presented a
testing algorithm that works for any k, and runs in time O˜

( ck
ϵd )
k
d

. We give testing algorithms for k-vertex-connectivity
in bounded-degree and unbounded-degree digraphs. Their running times are O˜

( ck
ϵd )
k
d

and O˜

( ck
ϵdavg
)
k+1
respectively,
where c > 1 is a constant. We also give a testing algorithm for unbounded-degree (undirected) graphs that runs in time
O˜

( ck
ϵdavg
)
k+1
. This is a variant of the testing algorithm for bounded-degree graphs [37], and its analysis is simpler. By
combining a claim from [37] we get a simpler analysis for the bounded-degree case. For a summary of the results on k-
vertex-connectivity, see Table 4.
Perspective and the contributions of this work. We first note that while the algorithm for testing Eulerianity analyzed in this
paper is similar to the algorithm for testing Eulerianity in undirected graphs, a central part of the analysis is different, due to
the differences in the characterizations of Eulerianity in directed and undirected graphs.We also believe that it is interesting
that while for undirected graphs, the complexity of testing Eulerianity in unbounded-degree graphs is notmuch higher than
the complexity of testing the property in bounded-degree graphs (see Table 2), for directed graphs there is a large gap (recall
that we have almost matching upper and lower bounds for this case).
2 For the special cases of k = 2 and k = 3 there are algorithms with running-time O

log2(1/ϵd)
ϵ

and O

log2(1/ϵd)
ϵ2d

, respectively [21].
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Table 3
Summary of k-edge-connectivity results.
Running time Reference
Bounded-degree Undirected O

k3 log2(1/ϵd)
ϵ
3− 2k d2−
2
k

[21]
Unbounded-degree Undirected O˜

k
ϵdavg
4
[31]
Bounded-degree Directed O˜
 ck
ϵd
k
d

[38]
Unbounded-degree Directed O˜

ck
ϵdavg
k+1
This work (implicit in [38])
Table 4
Summary of k-vertex-connectivity results.
Running time Reference
Bounded-degree undirected O˜
 ck
ϵd
k
d

[37]
Unbounded-degree undirected O˜

ck
ϵdavg
k+1
This work
Bounded-degree directed O˜
 ck
ϵd
k
d

This work
Unbounded-degree directed O˜

ck
ϵdavg
k+1
This work
Turning to the connectivity properties, we see our main contribution in the results themselves, and in the relative
conciseness of the analysis (which is based, as in previous works on testing connectivity, on known combinatorial work).
We note that the previous works on testing vertex connectivity in undirected graphs [19,37] were quite complex, while
our analysis of the seemingly more complicated problem of testing vertex-connectivity in directed graphs, is quite simple
and short. Furthermore, this analysis (as well as the one for directed k-edge-connectivity) can be used to simplify known
results.
1.3. Other related work
Here we briefly mention some related work on testing graph properties in the adjacency-matrix (dense-graphs) model.
In this model a graph is represented by its adjacency matrix, and the testing algorithmmay probe the matrix. That is, it may
ask queries of the form: ‘‘is there an edge between (from) vertex v and (to) vertex u’’ for any pair of vertices of its choice.
Distance between graphs (and hence to a property) is measured in terms of the fraction of entries in the matrix (among all
n2 entries) on which the graphs differ.
There are many (undirected) graph properties for which there are efficient testers in this model. For example, graph
partition properties (e.g. bipartiteness and k-colorability) are testable with query complexity poly (1/ϵ) [17]. First-order
graph properties (properties that can be formulated by first order expressions) are also testable in time independent of
n [1]. A sequence of works by Alon and Shapira [4,6,5], together with the work of Fischer and Newman [15] culminated
in a characterization of all graph properties that are testable in the dense-graphs model using a number of queries
that is independent of n [2]. A different characterization, based on graph limits, was proved independently by Borgs
et al. [7].
For directed graphs it is known that some of the property testers for undirected graphs in the dense-graphs model (such
as the tester for having a large cut) can be easily adapted to deal with the directed version of the property [17]. In [3] there
is a characterization of all (directed) subgraphs H for which H-freeness can be tested in time independent of n. As noted
previously, another basic property of directed graphs that was studied in the dense-graphs model is acyclicity. Acyclicity
can be tested using O˜(1/ϵ2) queries in the dense-graphsmodel [8]. (Note that in the undirected case of dense graphs, testing
acyclicity is trivial since every dense graph is not acyclic.)
1.4. Open problems
The main question we leave open is whether it is possible to improve the running time of the testing algorithms for both
k-vertex-connectivity and k-edge-connectivity. Recall that the running time in both cases is exponential in k, and we ask
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whether it is possible to reduce it to polynomial in k. A related question is whether the property of k-vertex-connectivity
is more ‘‘difficult’’ than k-edge-connectivity. So far, a tester whose running time is polynomial in k was given for k-edge-
connectivity in undirected graphs [21], but for k-vertex-connectivity (in undirected graphs) the running time of the known
algorithm [37] is exponential in k.
2. Preliminaries
Basic notations. Let G = (V , E) be a directed graph where |V | = n and |E| = m (or possiblym is only a given upper bound on
|E|). Unless stated otherwise, we allow parallel edges (so that E is a multiset of ordered pairs of vertices) but no self-loops. In
all that follows, unless stated explicitly otherwise,whenwe say ‘‘graph’’wemean ‘‘directed graph’’. Theundirected underlying
graph of a directed graph G has the same vertex set as G and each directed edge in G is replaced by an undirected edge. We
denote this graph by GU . In particular we shall be interested in the connected components of GU , and will sometimes refer
to them as the undirected connected components of G.
We let davg
△= mn , so that davg is the average indegree/outdegree (or half the average degree when counting both incoming
and outgoing edges). For a vertex v ∈ V we use the notations d+(v) for the number of incoming edges that are incident to
v, and Γ +(v) for the (multi-)set of vertices that are end-points of these edges. The notations d−(v) and Γ −(v) are defined
similarly for outgoing edges. These notations extend naturally to a set of vertices X . Specifically, d+(X) is the number of
edges (u, v) such that v ∈ X and u ∈ V \ X , and Γ +(X) is the (multi-)set of vertices in V \ X that are endpoints of these
edges. The notations d−(X) and Γ −(X) are defined similarly
Property testing of directed graphs. We consider two models for testing graph properties. In the bounded-degree model, it is
assumed that both the indegree and the outdegree of every vertex are bounded by a degree bound d, while in the unbounded-
degreemodel, there is no such bound. In both models it is possible to query ‘‘what is the other endpoint of the ith outgoing
edge incident to v’’ and ‘‘what is the other endpoint of the ith incoming edge incident to v’’ for any choice of v and i. If v
has less than i neighbors (in the queried direction), then a special symbol is returned. We refer to such queries as neighbor
queries. We also assume that it is possible to query the indegree and outdegree of any vertex u. Note that if such queries
are not allowed, then in the bounded-degree case each such query can be replaced by log d neighbor queries, while in the
unbounded-degree case it can be replaced by log n neighbor queries.
For a graph property P , in the bounded-degree model we say that a graph G is ϵ-far from having the property P if the
number of edge modifications that should be performed so that the graph obtains the property is greater than ϵdn. In the
unbounded-degreemodel we say that G is ϵ-far from having the propertyP if the number of edgemodifications that should
be performed so that the graph obtains the property is greater than ϵm = ϵdavgn.
A property testing algorithm for a graph property P is given a distance parameter ϵ and query access to a graph G. If G
has the property P then the algorithm accepts with probability at least 2/3, and if G is ϵ-far from having the property P ,
then the algorithm rejects with probability at least 2/3. A 1-sided error testing algorithm is a testing algorithm that accepts
every G that has the property with probability 1.
In all that follows we shall say that an event occurs with high constant probability if it occurs with probability 1 − δ
for some small constant δ. We assume that ϵ = ω(1/n) or else we can query the whole graph and run an exact decision
procedure.
3. Eulerianity
A directed graph G = (V , E) is Eulerian if there exists a directed cycle in the graph that traverses each edge in E exactly
once. It is well known that a directed graph is Eulerian if and only if its underlying undirected graph, GU , is connected, and
all vertices have an indegree that is equal to their outdegree, that is, d+(v) = d−(v) for every v ∈ V .
3.1. Testing Eulerianity in bounded-degree digraphs
The testing algorithm of Eulerianity in bounded-degree digraphs tests both the connectivity of the underlying undirected
graph and the equality of the indegree and outdegree of vertices. That is, it tests two propertieswhose conjunction yields the
desired property. This idea is similar to the testing algorithm of Eulerianity in undirected bounded-degree graphs presented
in [21], but as we shall see, the analysis requires more care due to the difference between the property of Eulerianity in
undirected and in directed graphs.
Algorithm 1 (Testing Eulerianity in Bounded-Degree Digraphs (input: ϵ and d)).
1. Sample s = 16
ϵd vertices uniformly and independently.
2. From each sampled vertex perform a BFS on the undirected underlying graph GU , i.e., disregard the direction of the edges.
Stop when 8
ϵd vertices have been reached or it is impossible to continue the search. In the BFS reaches a dead-end, then
Reject.
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Fig. 1. An illustration for the matching of ‘‘ports’’. Here u has one out-port, v has two out-ports,w has two in-ports and z has one in-port. The dashed edges
are the edges of the perfect matching.
3. In addition, sample k = 24
ϵ
vertices.
4. For each of the latter sampled vertices query their indegree and outdegree. If at least one vertex has unequal degrees,
then Reject.
5. If no step caused rejection, then Accept.
3.1.1. Establishing the correctness of Algorithm 1
The tester combines two sub-testers, each checking a different property: connectivity of the underlying undirected graph
and degree equality. Combining the two properties is a sufficient and necessary condition for Eulerianity. However, the
analysis does not directly reduce to showing that each of the two sub-testers is valid, as property testing of a conjunction
of two sub-properties does not reduce in general to the property testing of each of the two sub-properties. Nonetheless, the
following lemma establishes the validity of our tester.
Lemma 1. Let G be a digraph that is ϵ-far from the class of directed Eulerian graphs with maximum degree d. Then, at lest one of
the following holds:
• G has more than ϵ12n vertices each with indegree unequal to outdegree.• The number of connected components in GU is greater than ϵ4dn.
Proof. Assume, contrary to the lemma, that G has at most ϵ12n vertices with unequal indegree and outdegree, and G
U has
at most ϵ4dn connected components. We show that by adding and removing at most ϵdn edges we can transform G into an
Eulerian graph, contradicting the premise of the lemma that it is ϵ-far from Eulerianity.
First, we fix the unequal degrees by adding edges. To determine which edges to add, we examine an auxiliary undirected
bipartite graph G′ = (A∪B, A×B), where each node in the subset A represents amissing outgoing edge in the original graph
(we call them out-ports) and each node in the subset B represents a missing incoming edge (we call them in-ports). Namely,
for each vertex v such that d+(v) > d−(v) there are d+(v)−d−(v) nodes in A and for each v such that d−(v) > d+(v), there
are d−(v)− d+(v) nodes in B. G′ is a complete bipartite graph made of two parts: A and B. We next show that there exists a
perfect matching in G′. Such a matching determines what edges can be added in G so that the indegrees and outdegrees of
each vertex become equal.3 For an illustration see Fig. 1.
Since each edge contributes one unit to the sum of the outdegrees of vertices and one unit to the sum of the indegrees,
we have that
∑
v d
+(v) =∑v d−(v). This equality implies that:−
v,d+(v)>d−(v)

d+(v)− d−(v)

=
−
v,d−(v)>d+(v)

d−(v)− d+(v)

. (1)
The sum on the left-hand side of Eq. (1) equals to |A|, while the sum on the right-hand side equals to |B|. Thus, we get
that |A| = |B|, and the bipartite graph is |A|-regular (all vertices in A are connected to all vertices in B), so there is a perfect
matching. Thus, it is possible to fix all degree inequalities by adding atmost |A| edges. Finally, |A| equals to the sum of degree
differences of vertices with higher outdegree. The number of those vertices is bounded by ϵ12n, since we assumed that there
are at most ϵ12n vertices with degree inequality. Therefore, the number of edges added is at most
ϵ
12dn.
If the underlying undirected graph of the resulting (directed) graph is connected, then we are done. Otherwise, we show
how to obtain connectivitywhile preserving the degree equalities and the degree bound d. Note that before adding the edges
to correct the degree inequalities, there were atmost ϵ4dn undirected connected components. This remains true after adding
any set of edges since they can only add to the connectivity of the underlying undirected graph.
3 In this process it is possible that parallel edges are created. If parallel edges are not allowed then there is a slightly different process, which is described
in detail for the unbounded-degree case (where parallel edges are not allowed).
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We next show that in order to correct the (undirected) connectivity of a graph with at most ϵ4dn undirected components
(while maintaining degree equalities), at most ϵ2dn edge modifications suffice. Combining this with the number of edges
added to obtain degree equalities, we get a total of at most ϵ12dn + ϵ2dn < ϵdn edge modifications, as required. Details
follow.
Consider any order C1, C2, . . . , Ck of the undirected connected components in G. For each component Ci we do the
following: if the component contains a vertex v such that d+(v) < d (so that d−(v) < d as well), then we add an incoming
edge to v from Ci−1 (in case of C1 we connect from Ck) and an outgoing edge to Ci+1 (in case of Ck we connect it to C1). That
is, one edge modification per component. If all vertices in Ci have indegree and outdegree d, then we first remove one edge
(u, v) from Ci (note that if the component is of size 1, then it is an isolated vertex, so the vertex has indegree and outdegree
0, which is smaller than d). We then connect an incoming edge from Ci−1 to v and an outgoing edge going out from u to Ci+1.
Note that the degree equality is maintained as well as the degree bound. Thus, at most 2 edge modifications are performed
for each undirected connected components (one removal and one addition).
This clearly connects all the undirected connected components into one component. Together with the degree equality
of each vertex, we get that the conditions for Eulerianity hold. This completes the proof of Lemma 1 
The next claim follows from a simple counting argument:
Claim 2. If the number of undirected connected components in G is greater than ϵ4dn, then G has at least
ϵ
8dn undirected connected
components each containing less than 8
ϵd vertices.
Proof. In what follows we refer to undirected connected components in G simply as components. Assume, contrary to the
claim, that the number of components in G is greater than ϵ4dn, and G has less than
ϵ
8dn components each containing less
than 8
ϵd vertices. This means that G has more than
ϵ
8dn components each containing at least
8
ϵd vertices. It follows that G has
more than ϵ8dn · 8ϵd = n vertices, contradicting the fact that |V | = n. 
We are now ready to complete proving the correctness of Algorithm 1. Clearly, the algorithm always accepts an Eulerian
graph. If the graph is ϵ-far from being Eulerian, then by Lemma 1 and Claim 2 either it has at least ϵ8dn undirected connected
componentswith less than 8
ϵd vertices or it hasmore than
ϵ
12n verticeswith unequal degrees. In the first case, the probability
that none of the uniformly selected vertices belongs to such a component is at most (1− ϵd8 )
s
< exp (− ϵd8 s), which is less
than 1/3 for s = 16
ϵd . Given that at least one such vertex is selected, the algorithm rejects the graph as required. In the second
case, the probability of not selecting such a vertex is (1− ϵ12 )k < exp (−k ϵ12 ), which is less than 1/3 for k = 24ϵ .
3.1.2. The query complexity and running time of Algorithm 1
By the definition of the algorithm, its query complexity and running time are of the same order. In the first phase, the
algorithm samples 16
ϵd vertices and performs a BFS reaching at most
8
ϵd vertices. The running time of each BFS is linear in
the number of edges traversed during the search, which is at most 8
ϵ
, since the degree bound is d. Therefore, the query
complexity and running time of the first phase are bounded by O

1/(ϵ2d)

. In the second phase the algorithm samples 24
ϵ
vertices, and for each vertex sampled it performs two degree queries. It follows that the total query complexity and running
time of the second phase areΘ (1/ϵ). Thus, the total complexity isO (1/ϵ ·max (1, 1/(ϵd))). Note that testing Eulerianity in
bounded-degree digraphs is relevant even if ϵ > 1d . This is as opposed to Eulerianity in undirected graphs, where at most n
edgemodifications suffice tomake any graph an Eulerian graph. Thus, we leave the term ofmax(1, 1/(ϵd)) in the expression
for the running time and query complexity of the algorithm.
3.1.3. Improving the query complexity and running time of Algorithm 1
The query complexity and running time of the BFS executions can be improved to O

log(1/(ϵd))2/ϵ

. This method of
improvement was used in the testing algorithm for connectivity [21]. Roughly speaking, if many of the small (undirected
connected) components are ‘‘very small’’, then on one hand, we need a bigger sample in order to ‘‘hit’’ one of them, but on
the other hand, each BFS needs to traverse less edges. Alternatively, if the small components are ‘‘not very small’’, then each
BFS needs to traverse more edges, but a smaller sample is sufficient to ‘‘hit’’ one of them. This is formalized in Algorithm 2
and its analysis.
Algorithm 2 (Testing Eulerianity in Bounded-Degree Digraphs—Improved Version (input: ϵ and d)).
1. For i = 1 to ℓ = log2(8/(ϵd)) do:
(a) Uniformly and independently select si = 32·log (8/(ϵd))2iϵd vertices;
(b) From each sampled vertex perform a BFS on the underlying undirected graph GU . Stop when 2i vertices have been
reached or it is impossible to continue the search.
2. If any of the above searches reached a dead-end, then output Reject. Otherwise, check degree equalities as done in
Algorithm 1 (and Accept or Reject as described in Algorithm 1).
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Establishing the correctness of Algorithm 2. Clearly, if G is Eulerian then it is accepted with probability 1. As for graphs that
are far from the property:
Lemma 3. If G is ϵ-far from the class of Eulerian graphs then the improved testing algorithm rejects it with probability at least 23 .
Proof. Recall that by Lemma 1, since G is ϵ-far from the class of Eulerian graphs, at least one of the following holds: (1) G has
more than ϵ12n vertices which have unequal indegree and outdegree; (2) The number of undirected connected components
in G is greater than ϵ4dn. In the first case, Algorithm 2 rejects with probability at least 2/3, as was shown for Algorithm 1. It
remains to deal with the latter case.
Let Bi be the set of (undirected connected) components inGwhich contain atmost 2i−1 vertices and at least 2i−1 vertices.
Recall that ℓ △= log2(8/ϵd). It follows from Claim 2 that
∑ℓ
i=1 |Bi| ≥ ϵ8dn (there are at least ϵ8dn components of size at most
8
ϵd ). Hence, there exists an index i ≤ ℓ such that |Bi| ≥ ϵ8ℓdn. The number of vertices residing in components belonging to Bi
is at least 2i−1 · |Bi|. So, the probability of choosing a vertex v, that belongs to one of these components is at least
2i−1 · |Bi|
n
≥ ϵd · 2
i
16ℓ
= 2
si
. (2)
The probability of missing such a vertex in all si samples is (1− 2si )
si ≤ e−2. Consequently, the probability of sampling such
a vertex in at least one sample is ≥ 1 − e−2 > 23 . It follows that, if the graph is far from Eulerianity due to having many
small components, then with probability at least 23 , a vertex v belonging to a component in Bi is chosen in iteration i. The
BFS starting from v discovers a small undirected connected component leading to the rejection of G. 
The query complexity and running time of Algorithm 2. The query complexity and running time of the BFS executions is
bounded by
ℓ−
i=1
si · 2i · d = O

log (1/ϵd)2
ϵ

. (3)
The query complexity and running time of checking degree equality is O
 1
ϵ

. Hence the total query complexity and running
time of the improved algorithm are O

max(1, log(1/(ϵd))2)/ϵ

.
3.2. An algorithm for testing Eulerianity in unbounded-degree digraphs
In this subsection we present an algorithm for testing Eulerianity in unbounded-degree digraphs. The algorithm is based
on the fact that if a digraph is far from being Eulerian, then it either has many edges that have at least one end-point whose
outdegree does not equal its indegree, or it containsmany small undirected connected components. The algorithm performs
O(
√
n/ϵ3/2) queries, which is optimal in terms of the dependence on n. This is later justified by a lower bound of
√
n/ϵ (see
Theorem 1). Here we consider only graphs with no parallel edges, since otherwise the complexity of testing is Ω(n) even
when the average degree is a constant.4
We introduce two new terms that will be used in the exposition: A biased vertex is a vertex with unequal indegree and
outdegree, and a biased edge is an edge such that one of its endpoints is a biased vertex. In the first part of the testing
algorithm,we try to find a biased edge. To this end, the algorithm runs a procedure for ‘‘almost-uniform edge sampling’’ [27].
The procedure is given a parameter δ and it ensures that the probability that each edge is sampled is at least 1/(64 ·m) for
a fraction of at least (1 − δ/4) of the edges. The number of queries performed and the running time are O˜(√n/δ). This
procedure was devised for undirected graphs, andwe execute it on the underlying undirected graph GU . Since the algorithm
has access both to incoming edges and to outgoing edges, it is possible to perform neighbor (and degree) queries in GU (by
performing queries inG). The only problem that seems to arise is that if inG there is both a directed edge (u, v) and a directed
edge (v, u), then in GU we get two undirected edges between u and v. While the [27] procedure was indeed designed and
analyzed for graphs that have no parallel edges, it essentially works as is (with a constant factor increase in the complexity)
if a constant edge multiplicity is allowed.
Algorithm 3 (Testing Eulerianity in Unbounded-Degree Digraphs (input: ϵ and davg)).
1. Sample s = 2048
ϵ
edges by running the [27] procedure for almost-uniform edge samplingwith the parameter δ set to ϵ/4.
4 To verify this consider the following two classes of graphs. The first class consists of all labelings of a cycle over all vertices. In all graphs in the second
class, all but two vertices are on a cycle, and between the remaining two vertices there are n uni-directional edges. Clearly every graph in the second family
isΘ(1)-far from being Eulerian, but it is not possible to distinguish with sufficiently high constant probability between a randomly selected graph in one
family and a randomly selected graph in the other family by performing less than n/c queries for some constant c > 1.
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2. For each sampled edge check if one of its endpoints is a biased vertex (by performing degree queries), implying that it is
a biased edge.
3. If a biased edge is found, then Reject. Otherwise, proceed to the next phase.
4. Sample k = 32
ϵdavg
vertices.
5. From each sampled vertex perform a BFS on the underlying undirected graph GU . Stop when 16
ϵdavg
vertices have been
reached or it is impossible to continue the search. If the BFS reaches a dead-end, then Reject.
6. If no step caused rejection, then Accept.
3.2.1. Establishing the correctness of Algorithm 3
The next lemma establishes a condition (which is a disjunction of two conditions), thatmust hold if an unbounded-degree
graph is ϵ-far from being Eulerian.
Lemma 4. Let G be a digraph that is ϵ-far from the class of directed Eulerian graphs. Then at least one of the following two
conditions holds:
• G has more than ϵ8m biased edges.• The number of undirected connected components in G is greater than ϵ8m.
Proof. Assume, contrary to the claim, that the number of biased edges in G is smaller than ϵ8m and that the number of
undirected connected components in G is smaller than ϵ8m. We shall show that such a graph can be made Eulerian by
performing less than ϵm edge modifications, thus obtaining a contradiction to the fact the G is ϵ-far from Eulerianity. We
first add and remove edges, so that each vertex has indegree equal to its outdegree.We denote the resulting graph by G′. We
then show how to make the underlying undirected graph of G′ connected while maintaining the equality of the indegrees
and outdegrees. Details follow.
If the graph has less than ϵ8m biased edges, then by definition we have that:
1
2
∑
v∈V :v is biased |d+(v)+ d−(v)| ≤ ϵ8m.
When all vertices have equal indegree and outdegree, the sum
∑
v∈V |d+(v)− d−(v)| is 0. We show how to reduce this sum
to 0 where each reduction by 2 ‘‘costs’’ at most 2 edge modifications. Since−
v∈V
|d+(v)− d−(v)| =
−
v∈V :v is biased
|d+(v)− d−(v)| ≤
−
v∈V :v is biased
|d+(v)+ d−(v)| ≤ ϵ
4
m , (4)
the total cost of reducing it to 0 is at most ϵ4m edge modifications.
Let u, v be such that d+(u) > d−(u) (that is, there are more incoming edges incident to u than outgoing edges), and
d+(v) < d−(v) (there are more outgoing edges incident to v than incoming edges). We consider the following cases (for an
illustration, see Fig. 2).
• If (u, v) /∈ E, then we add the edge (u, v).
• Else, if (v, u) ∈ E, then we remove the edge (v, u).
• Else, (u, v) ∈ E and (v, u) /∈ E. We consider two subcases.
– If there exists a vertex a such that (v, a) ∈ E (so that necessarily a ≠ u) and (u, a) /∈ E, then we remove (v, a) and
add (u, a).
– Else, if there exists a vertex a such that (a, u) ∈ E (so that necessarily a ≠ v) and (a, v) /∈ E, then we remove the edge
(a, u) and add the edge (a, v).
It remains to show that it is not possible in this case that neither of the two conditions holds. Assume, contrary to the
claim, that neither of the two conditions holds. It follows that for every a such that (v, a) ∈ E we have that (u, a) ∈ E and
for every a such that (a, u) ∈ Ewehave that (a, v) ∈ E. Since (u, v) ∈ E, we get that d−(u) > d−(v)while d+(v) ≥ d+(u).
But, since d+(u) > d−(u), this implies that d+(v) > d−(v), and we reach a contradiction.
Recall that we started with at most ϵ8m undirected connected components. In the worst case, the removal of each edge
increases the number of these components by one. The total number of edges removed from G in fixing the degree equality
is upper bounded by ϵ8m, so the number of undirected connected components in the resulting graph G
′ is at most ϵ4m. Let
us denote these components by C1, . . . , Ck. Selecting a ‘‘representative’’ vertex from each Ci, and adding a (directed) cycle
over the selected vertices, we obtain a single undirected connected component while no new parallel edge is added (and no
vertex becomes biased,which implies that the graph consists if a single directed component aswell). Therefore, the resulting
graph is Eulerian.
It remains to bound the number of edge modifications. The number of edge removals and additions in fixing the
degree equality is bounded by ϵ4m. To make the graph connected at most
ϵ
4m edge additions are necessary. Therefore, the
total number of edge modifications is at most ϵ4m + ϵ4m < ϵm, which contradicts the fact that the graph is ϵ-far from
Eulerianity. 
The next claim follows from a simple counting argument (where the proof is similar to the proof of Claim 2 using
davg = mn ).
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Fig. 2. An illustration for the process of fixing the degree equality.
Claim 5. If a graph G has more than ϵ8m undirected connected components, then G has at least
ϵ
16m undirected connected
components each containing less than 16
ϵdavg
vertices.
Now, for the correctness proof: if a digraph is Eulerian, it is always accepted, since it has no biased edges and it is
connected. Otherwise, if the graph is ϵ-far from being Eulerian, then, by Lemma 4 it either has more than ϵ8m biased edges,
or, the number of undirected connected components is greater than ϵ8m. In the former case, by sampling
2048
ϵ
edges ‘‘almost
uniformly’’ using the [27] procedure with the parameter δ set to ϵ4 , we are ensured that with high constant probability,
a biased edge will be selected with probability at least 1 − ((1− 1/64) · (ϵ/16))2048/ϵ > 2/3, causing the algorithm to
reject. In the latter case, by Claim 5, G has at least ϵ16m undirected connected components each containing less than
16
ϵdavg
vertices. Therefore, with high constant probability, a vertex from such a small component is selected in the second stage of
the algorithm, causing the algorithm to reject.
3.2.2. The query complexity and running time of Algorithm 3
As in the bounded-degree case, the running time and query complexity are of the same order. Sampling one edge by
the [27] procedure takes O˜(
√
n/ϵ) time. The running time of each BFS is O

1/(ϵdavg)2

(i.e., linear in the number of edges
it traverses). The improved version has complexity O

log (1/(ϵdavg))2/ϵ

. Thus, the total running time of the algorithm is
O˜
√
n/ϵ3/2 + log (1/(ϵdavg))2/ϵ
 = O˜ √n/ϵ3/2.
3.3. A lower bound on testing Eulerianity in unbounded-degree digraphs
In this section we show that there exists a lower bound of Ω(
√
n/ϵ) on the query complexity of any 2-sided-error
Eulerianity testing algorithm for unbounded-degree digraphs. This lower bound holds even when the average degree is
a constant.
In order to prove a lower bound for any 2-sided-error algorithm we introduce 2 graph families: one consists of Eulerian
graphs, while the other one consists of graphs that are ϵ-far from Eulerian. We show that it is impossible to decide with
high constant success probability whether a randomly selected graph from one of the families, belongs to the first family or
the second one by performing o(
√
n/ϵ) queries. Each family is defined by a single underlying graph, and the graphs in the
family differ only in the labeling of the vertices (where we consider all possible labelings).
Each graph in the first family (the Eulerian one) is a single directed cycle. This is clearly an Eulerian graph, and the
average outdegree and indegree is 1. Each graph in the second family is composed of 2 subgraphs: one is a bipartite graph
G = (V = A ∪ B, E) of 2√2ϵn vertices, where |A| = |B| = √2ϵn. There is exactly one edge between each pair of vertices
(a, b), where a ∈ A and b ∈ B. The direction of all edges is from the vertices in part A to the vertices in part B. Clearly, every
vertex has a large difference between its indegree and outdegree. The second subgraph is a cycle and it contains the rest of
the vertices. These vertices have equal indegree and outdegree and are strongly connected. The 2 subgraphs are disconnected
from each other. The average degree (either in or out) is
√
2ϵn·√2ϵn+(n−2√2ϵn)
n , which is smaller than 2 for ϵ ≤ 12 .
Claim 6. Every graph from the second family is ϵ-far from Eulerianity.
Proof. In order to fix the Eulerianity of the second graph familyweneed to fix the inequality of the indegree and outdegree of
the vertices in the bipartite subgraph and fix the connectivity between the 2 subgraphs. In order to fix the degree inequalities
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wemust add or remove edges from each vertex of the bipartite subgraph. Since the absolute degree difference of each vertex
is
√
2ϵn, we need at least 12
√
2ϵn edge modifications for each vertex. The reason is that each edge modification effects at
most two vertices, so to fix degree differences of 2
√
2ϵn vertices, at least 2
√
2ϵn·√2ϵn
2 = 2ϵn edgemodifications are necessary.
In addition, to fix the connectivity it is enough to add 2 edges which is negligible, so we can disregard this addition. Hence,
every graph of this family is ϵ-far from Eulerianity. 
Now we establish the following lower bound:
Theorem 1. In order to test the property of Eulerianity in unbounded-degree graphs,Ω(
√
n/ϵ) queries must be performed. The
theorem holds even if the graph has a constant average degree.
Theorem 1 follows by combining the next lemma with Claim 6.
Lemma 7. In order to distinguish with high constant success probability between a randomly selected graph in the first family
and a randomly selected graph in the second family, it is necessary to performΩ(
√
n/ϵ) queries.
Proof. Weanalyze thenumber of queries needed in order to decide (withhighprobability) towhich graph family a randomly
selected graph (from either family) belongs. The main observation is that as long as a query does not ‘‘hit’’ the bipartite
subgraph (in a graph from the second family), the distributions on the answers that the algorithm gets to its queries are
identical for both families. This is true because each query on the cycle is answered by a uniformly selected vertex (as long
as the cycle is not closed, which requiresΩ(n) queries). Assuming random sampling with no returns, i.e. at each sample we
randomly sample a new vertex, then the probability ofmissing a vertex of the bipartite graph in the ith sample is (1− 2
√
2ϵn
n−i ),
where 0 ≤ i ≤ cn− 1. The probability of missing all vertices in cn samples is∏i=c√n−1i=0 (1− 2√2ϵnn−i ). This is lower bounded
by (1− 2
√
2ϵn
n−c√n )
c
√
n
. Using the inequality (1− x)y < 1 − xy, which is valid for 0 < x < 1 < y and xy ≤ 1, we get that
the probability is bounded by 23 for c = 18√2ϵ . This means that the probability of sampling a vertex of the bipartite graph is
smaller than 13 . 
We observe that there is a lower bound ofΩ(n) on testing Eulerianity in unbounded-degree digraphs, when the queries
are on outgoing edges only (and similarly for incoming edges only). Namely, we show that any 2-sided-error algorithm that
has query access to outgoing edges only must performΩ(n) queries. To this end we introduce two graph families. The first
family is the first family described above. Each graph in the second family is made up of n−1 vertices in a directed cycle, and
a unique vertex with edges going to all other vertices (and no incoming edges). Any graph from the second family is clearly
1
2 -far from Eulerianity, since at least n−1 edgemodificationsmust bemade and davg = 2(n−1)n . Obviously, to decide towhich
family a graph belongs to, the unique vertex must be sampled. All other vertices ‘‘look the same’’ when only outgoing edges
can be queried. This establishes a lower bound ofΩ(n) on the query complexity of any 2-sided-error algorithm for testing
Eulerianity in unbounded-degree graphs, when only outgoing edges can be queried.
4. k-edge-connectivity
A digraph G = (V , E) is k-edge-connected if for every (ordered) pair of vertices (v, u) there are k edge-disjoint paths
from v to u. Equivalently, G is k-edge-connected, if for every subset S, we have that d+(S) ≥ k. As noted in the introduction,
a testing algorithm for the property of testing k-edge-connectivity in undirected graphs was given in [21], and recently
Yoshida and Ito [38] presented an algorithm for testing k-edge-connectivity in bounded-degree digraphs. Our algorithm is
the same as that in [38], but our analysis is different, andwe also deal with the unbounded-degree case, with which we start
our presentation.
4.1. Testing k-edge-connectivity in unbounded-degree digraphs
Roughly speaking, similarly to the algorithm for testing k-edge-connectivity in undirected (bounded-degree) graphs [21],
the testing algorithm for the directed case builds on the fact that a graph that is far from k-edge-connected has ‘‘many’’
subsets that are ‘‘small’’ and have a (directed) edge-cut smaller than k (of either incoming edges or outgoing edges). The
algorithm tries to find at least one such subset, which provides evidence that the graph is not k-edge-connected.
Let us first present the main building block of the algorithm and then explain it in detail:
Procedure 1 (Deciding if a Vertex Belongs to a Small Set with a Small Edge-Cut (input: v, σ , ℓ, t , F )).
If σ = − then perform the following on outgoing edges, otherwise on incoming edges:
1. Run a BFS from v with the restriction that no edge in F can be traversed, until (ℓ+ 1) vertices have been reached. Let X be the
set of edges in the BFS tree.
2. If the BFS reached a dead-end before reaching ℓ+ 1 vertices, then return True.
3. If t = 0, then return False.
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4. For each edge e ∈ X run Procedure 1 with parameters v, σ , ℓ, t − 1 and F ∪ {e}. If any execution returns True, then return
True. Otherwise, return False.
The main building block of the algorithm is a recursive procedure whose input is a vertex v, an upper bound, denoted ℓ,
on the number of vertices that should be reached, an upper bound on the size of the edge-cut, denoted t , the direction (‘out’,
i.e. ‘−’ or ‘in’, i.e. ‘+’) to work on, denoted σ , and a set F of forbidden edges. The procedure is initially called with t = k− 1
and F = ∅. The procedure determines if v belongs to a subset S, such that: (1) the size of S is at most ℓ; (2) dσ(V ,E\F)(S) ≤ t ,
where dσ(V ,E\F)(S) denotes d
σ (S) in the graph (V , E \ F). The procedure returns True if and only if the vertex belongs to such
a subset. Otherwise, it returns False. The procedure works recursively, by repeatedly running a BFS from v. In each stage of
the recursion it removes a single edge in the BFS tree, and calls itself recursively with an upper bound of t − 1 on the size of
the edge-cut (and with the same bound, ℓ, on the number of vertices that should be reached). The basic idea is that if indeed
v belongs to a set of size at most ℓ that is separated from the rest of the graph by a small cut, then each BFS that reaches
more than ℓ vertices must cross the cut. Once we remove a cut edge (or, more precisely, make a cut edge a forbidden edge),
we are left with a smaller cut. This is a variant of the procedure ‘‘ExhaustSearch’’ presented in [37] (Fig. 3).
Algorithm 4 (Testing k-Edge-Connectivity in Unbounded-Degree Digraphs (input: ϵ and davg)).
1. Sample s = Θ

k
ϵdavg

vertices uniformly and independently.
2. For each sampled vertex v run Procedure 1 with parameters v, ℓ = 2k
ϵdavg
, t = k− 1, F = ∅ twice: once with σ = − and
once with σ = +.
3. If one of the executions of Procedure 1 returns True, then Reject.
4. If no step caused rejection, then Accept.
4.1.1. Establishing the correctness of Algorithm 4
We start by quoting a theorem of Frank [16] on which our analysis is based:
Theorem 2 ([16]). A directed graph G = (V , E) can be made k-edge-connected (for k ≥ 1) by adding at most m∗ (directed)
edges if and only if
∑
i(k − d+(Xi)) ≤ m∗ and
∑
i(k − d−(Xi)) ≤ m∗ hold for every family of disjoint subsets {X1, . . . , Xt} of
vertices.
By setting m∗ to ϵm we get a necessary and sufficient condition for a graph being ϵ-close to k-edge-connectivity. By
negating the condition we get a necessary and sufficient condition for being ϵ-far from the property of k-edge-connectivity:
Corollary 8. A directed graph G = (V , E) is ϵ-far from being k-edge-connected (for k ≥ 1) if and only if there exists a family of
disjoint subsets {X1, . . . , Xt} of vertices for which either∑i(k− d+(Xi)) > ϵm or∑i(k− d−(Xi)) > ϵm.
We next show that if a graph is far from being k-edge-connected, then it has ‘‘many’’ subsets that are ‘‘small’’ and for
which the number of outgoing or incoming edges is less than k.
Lemma 9. In a graph G that is ϵ-far from k-edge-connectivity, there are at least ϵm2k disjoint subsets, each of size at most
2k
ϵdavg
,
with an incoming edge-cut or an outgoing edge-cut of size at most k− 1.
Proof. Let G = (V , E) be a graph that is ϵ-far from being k-edge-connected, By Corollary 8 there exists a partition
{X1, . . . , Xt} for which∑i(k − d+(Xi)) > ϵm or∑i(k − d−(Xi)) > ϵm. Assume that the former holds (the analysis of
the latter case is analogous). Since d+(Xi) ≥ 0 for every Xi, the maximal value of each term (k− d+(Xi)) in the sum is k. Let
{Xi1 , . . . , Xit′ } be a subpartition of t ′ subsets for which d+(Xi) < k (we ignore subsets for which d+(Xi) ≥ k since they do not
contribute a positive value to the sum). It follows that kt ′ >
∑
i(k − d+(Xi)) > ϵm, so that t ′ > ϵmk . By a simple counting
argument (similar to one we have applied before in the proof of Claim 2) we get that there are at least ϵm2k disjoint subsets,
each of size at most 2k
ϵdavg
, with an edge-cut (either incoming or outgoing) of size strictly smaller than k. 
One additional claim regarding vertices that belong to subsets with a bounded-size edge-cut is needed. The claim
establishes that by traversing the vertices reachable from v we can find a bounded-size edge-cut.
Claim 10. If a vertex v belongs to a subset C for which d−(C) < k, then there exists a subset C ′ ⊆ C such that v can reach any
vertex in C ′ and d−(C ′) < k. Analogously, if a vertex v belongs to a subset C for which d+(C) < k, then there exists a subset
C ′ ⊆ C such that any vertex in C ′ can reach v and d+(C ′) < k.
Proof. Let C ′ ⊆ C consist of all vertices in C that can be reached from v. If C ′ = C then the claim holds by the premise that
d−(C) < k. Otherwise, by the definition of C ′, there are no edges going from vertices in C ′ to vertices in C \ C ′. Therefore,
the only outgoing edges incident to vertices in C ′ are to vertices in V \ C . Therefore, d−(C ′) ≤ d−(C) < k, as claimed. 
Before proving the correctness of Algorithm 4 we prove the correctness of Procedure 1:
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Fig. 3. The BFS tree of a subset C , rooted at v. The bold edges are the cut edges, and each is removed in one of the recursive calls.
Lemma 11. Suppose that Procedure 1 is given a vertex v that can reach, in the direction indicated by σ and without traversing
any edge in F , a set of vertices C ′ such that |C ′| ≤ ℓ and dσ(V ,E\F)(C ′) ≤ t. Then the procedure returns True.
Proof. We prove the lemma by induction on r = dσ(V ,E\F)(C ′). The base of induction: r = 0, so that the BFS surely reaches a
dead-end before reaching ℓ + 1 vertices (since |C ′| ≤ ℓ), and True is returned. The induction step: we prove the claim for
r > 0, based on the induction hypothesis that the claim holds for r − 1 ≥ 0.
The BFS runs until it reaches ℓ+ 1 vertices or it reaches a dead-end. In the latter case True is returned, and it remains to
deal with the former case. Let Y denote the set of vertices reached by the BFS. Since |C ′| ≤ ℓ, we have that Y contains at least
one vertex, denoted y, that does not belong to C ′. In order to reach y, necessarily, one of the edges e ∈ E(C ′, V \ C ′) \ F had
to be traversed, and thus e belongs to the BFS tree. The procedure calls itself ℓ times, each time removing a different edge
from the BFS tree (i.e., adding the edge to F in the recursive call), and reducing the bound on the size of the edge-cut. This
ensures that in one of those calls, an edge that belongs to E(C ′, V \ C ′) \ F is removed (added to F ). In this call the procedure
is given v, that can reach (in the direction σ , and without traversing any edge in F ) a subset C ′ of size at most ℓ − 1, such
that dσ(V ,E\F)(C
′) = r− 1. For this call the induction hypothesis holds, and thus True is returned. The algorithm returns True
if at least one of the calls returns True, and so True is returned. 
It is clear that the algorithm accepts any k-edge-connected graph, since every subset of vertices has an edge-cut of size at
least k (of both incoming and outgoing edges). Thus, the BFS executions (for every F they are called with, since |F | ≤ k− 1)
can always reach more than 2k
ϵdavg
vertices. If the graph is ϵ-far from being k-edge-connected, then at least one vertex v from
a subset Xi for which |Xi| ≤ 2kϵdavg and either d+(Xi) < k or d−(Xi) < k is sampledwith high constant probability. Conditioned
on this event, we assume without loss of generality that d−(Xi) < k. By Claim 10, the vertex v can reach a subset C ′ ⊆ Xi
such that d−(C ′) < k (and clearly |C ′| ≤ |Xi| ≤ 2kϵdavg ). Since Procedure 1 is executed with the sampled vertex v, an upper
bound ℓ = 2k
ϵdavg
an upper bound t = k − 1, a set F set to ∅, and the direction σ = −, by Lemma 11 the procedure returns
True under these conditions, and the graph is rejected.
4.1.2. The query complexity and running time of Algorithm 4
First, we prove the next lemma regarding the running time of Procedure 1:
Lemma 12. The running time of Procedure 1 when given an upper bound ℓ on the number of vertices and an upper bound t on
the size of the edge-cut is O(ℓt+2).
Proof. The recursive formula for the running time is T (ℓ, t) = ℓ · T (ℓ, t − 1) + O(ℓ2), since for each edge in the BFS tree
(there are ℓ edges in a tree of ℓ + 1 vertices) the procedure is called with an upper bound ℓ on the number of vertices and
an upper bound t − 1 on the size of the edge-cut. The base case is t = 0, so T (ℓ, 0) = O(ℓ2). It is not hard to verify that the
solution is T = O(ℓt+2). 
The number of sampled vertices is Θ

k
ϵdavg

. For each vertex, Procedure 1 is run with an upper bound ℓ = 2k
ϵdavg
on the number of vertices the BFS reaches and a limit t = k − 1. According to Lemma 12 the running time of Pro-
cedure 1 is O

( ck
ϵdavg
)
k+1
for each vertex. We get that the total complexity is O

( c·k
ϵdavg
)
k+2
. This can be improved to
O

c·k
ϵdavg
k+1
log

k
ϵdavg

using the same technique as in Algorithm 2 (but the improvement becomes negligible as k
increases).
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4.2. Testing k-edge-connectivity in bounded-degree digraphs
For the bounded-degree case we show that by using the same testing algorithm as in the unbounded-degree case, with a
distance parameter that is a function of the original ϵ, we get a testing algorithm for k-edge-connectivity in bounded-degree
graphs. Specifically, we run Algorithm 4 with a distance parameter set to ϵ13 and with davg set to the degree bound d.
In order to establish the above, we introduce two more notations: For a given graph G, let ak(G) denote the minimal
number of edge additions that make the graph k-edge-connected, and let adk(G) denote the minimal number of edge
modifications that make the graph k-edge-connected, while preserving the degree bound d.
Recall that in the bounded-degree model, a graph is ϵ-far from being k-edge-connected if more than ϵdn edge
modifications (additions and deletions) are necessary in order to make the graph k-edge-connected, while preserving the
degree bound. That is, using the above notation, if the graph G whose degree is bounded by d is ϵ-far from being k-
edge-connected (in the bounded-degree model), then adk(G) > ϵdn. Yoshida and Ito [38] showed that a
d
k(G) ≤ 13ak(G).
Consequently, if G is ϵ-far from being k-edge-connected in the bounded-degreemodel, then ak(G) > ϵ13dn. This implies that
we can use Algorithm 4 (for testing k-edge-connectivity in the unbounded-degree model) for testing k-edge-connectivity
in the bounded-degree model (by running it with a distance parameter set to ϵ13 and with davg set to d).
The difference between the unbounded-degree case and the bounded-degree is that the number of edges between
t vertices is at most 2td (as opposed to t(t − 1)). The number of sampled vertices is still Θ( k
ϵ′davg ) (where ϵ
′ = ϵ13
and davg is d), but the BFS running time is now upper bounded by 4kϵ′ . Thus, the recursive formula for the running time
of Procedure 1 with an upper bound ℓ on the number of vertices and an upper bound t on the size of the edge-cut is
T (ℓ, t) = ℓ · T (ℓ, t − 1)+ O(ℓd). The base case T (ℓ, 0) = O(ℓd). The solution is T (ℓ, t) = O(ℓt+1d). We hence get that the
total complexity is O(( ck
ϵ′d )
k+1
d) = O(( c′k
ϵd )
k+1
d). This can be improved to O(( ck
ϵd )
k
d log( k
ϵd )) by using the same technique as
in Algorithm 2.
4.3. Simplifying the correctness analysis of the testing algorithm for undirected k-edge-connectivity
Here we present a simplification of one of the main building blocks of the analysis of the algorithms for testing k-edge-
connectivity in undirected graphs [21],where, for the sake of simplicity,wedealwith the unbounded-degree case (addressed
in [31]). While there are different algorithms for k = 2, k = 3 and k ≥ 4, which employ different algorithmic techniques,
they are all based on the claim that a graph that is far from being k-edge-connected contains ‘‘many’’ subsets C that are
‘‘small’’ and such that (for X def= V \ X):
• |E(C, C)| = r < k;
• for every C ′ ⊂ C , |E(C ′, C ′)| > r .
We say in this case that C is r-extreme.
The following theoremofWatanabe andNakamura [36] dealswith the augmentation problemof the k-edge-connectivity
property (where d(X) = |E(X, X)|).
Theorem 3 ([36]). An undirected graph G can be made k-edge-connected (for k ≥ 2) by adding at most m∗ new edges if and
only if
∑
(k− d(Xi)) ≤ 2m∗ for every subpartition {X1, . . . , Xt} of V .
By settingm∗ to ϵmwe get a necessary and sufficient condition for an undirected graph being ϵ-close to k-edge-connectivity.
By negating the condition we get a necessary and sufficient condition for being ϵ-far from the property of k-edge-
connectivity:
Corollary 13. An undirected graph G is ϵ-far from being k-edge-connected if and only if there exists a partition {X1, . . . , Xt} of
V for which
∑
(k− d(Xi)) > 2ϵm.
By applying Corollary 13 we can reach a similar conclusion as in Lemma 9:
Corollary 14. In a graph that is ϵ-far from k-edge-connectivity there are at least 2ϵmk disjoint subsets with an edge-cut smaller
than k.
Proof. The corollary immediately follows from the theorem: since each subset Xi that contributes a positive value to the
sum in the theorem contributes at most k, there are at least 2ϵmk subsets for which d(X) < k. 
Using a counting argument similar to the one applied in the proof of Claim 2 we get that:
Claim 15. There are at least ϵmk subsets of size at most
k
ϵdavg
with an edge-cut smaller than k.
In addition, the next claim follows from a simple inductive argument.
Claim 16. Each subset X with an edge-cut smaller than k contains a minimal subset X ′ ⊆ X, which is r-extreme for some r < k.
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Proof. The claim is proved by induction on the size of X . The base of induction: |X | = 1, the claim is trivially true. Induction
hypothesis: the claim is true for |X | < s. Induction step: |X | = s. If all subsets of X have an edge-cut of size at least k, then
X is ℓ-extreme for some ℓ < k. Otherwise, X contains a smaller subset X ′ ⊂ X with an edge-cut smaller than k, so we can
apply the induction hypothesis on X ′. 
We have established that a graph that is ϵ-far from k-edge-connectivity obeys the conditions that are necessary for the
correctness of the testing algorithm(s). Namely, it has ‘‘many’’ (at least ϵmk ) ‘‘small’’ (of size at most
k
ϵdavg
) subsets with an
edge-cut smaller than k, for which each strict subset has an edge-cut of size at least k. This simple (given the theorem
from [36]) proof is significantly more concise than the proof presented in [21].
5. k-vertex-connectivity
The last property we study is k-vertex-connectivity in digraphs. A digraph is k-vertex-connected if for every (ordered)
pair of vertices (u, v) there are k vertex-disjoint (directed) paths from u to v. Equivalently, a digraph is k-vertex-connected
if for every subset X: |Γ +(X)| ≥ k and |Γ −(X)| ≥ k.
As noted in the introduction, an algorithm for testing k-vertex-connectivity in undirected bounded-degree graphs for
k = 2, 3 was given in [19]. This result was generalized to any k in [37] (where the dependence on k is exponential).
In this section we describe and analyze a tester for digraphs, both for the bounded-degree case and for the unbounded-
degree case. In addition, we simplify the proof of the testing algorithm of undirected bounded-degree graphs. We also
provide a tester for the unbounded-degree case through this simpler analysis.
5.1. Testing k-vertex-connectivity in unbounded-degree digraphs
The idea behind the testing algorithm is similar to the one behind the testing algorithm for directed edge connectivity.
We can show that a graph that is far from being k-vertex-connected has ‘‘many’’ subsets that are ‘‘small’’ and have a vertex-
cut smaller than k. Our testing algorithm exploits this fact and tries to find at least one such subset, which provides evidence
that the graph is not k-vertex-connected.
Let us first present the main building block of the algorithm and then explain it in detail:
Procedure 2 (Deciding if a Vertex Belongs to a Small Set with a Small Vertex-Cut (input: v, ℓ, t , σ , F ) ).
If σ = − perform the following on outgoing edges, otherwise on incoming edges:
1. Perform a BFS from v with the restriction that no vertex in F is passed, until (ℓ + 1) vertices have been reached. Let X be the
set of vertices reached.
2. If the BFS reached a dead-end before reaching ℓ+ 1 vertices, then return True.
3. If t = 0, then return False.
4. For each vertex u ∈ X \ {v} run Procedure 2 with parameters v, ℓ. t − 1, σ and F ∪ {u}. If any execution returns True, then
return True. Otherwise, return False.
The main building block of the testing algorithm is Procedure 2 which is a variant of the algorithm ‘‘ExhaustSearch’’
presented in [37]. Similarly to the case of k-edge-connectivity, the procedure receives as input a vertex v, an upper bound,
denoted ℓ, on the number of vertices that should be reached, an upper bound on the size of the vertex-cut, denoted t , the
direction towork on, denoted σ (where σ ∈ {−,+}), and a forbidden subset of vertices, denoted F . The procedure is initially
called with t = k− 1 and F = ∅. The procedure decides if a given vertex v belongs to a subset S of size at most ℓ such that
|Γ σGV\F (S)| ≤ t (where Γ σGV\F (S) denotes the set of vertices that are endpoints of edges with direction σ that cross the cut
(S, S) in the subgraph of G induced by V \ F ). The procedure returns True if and only if the vertex v belongs to such a
subset. Otherwise, it returns False. The procedure works recursively, by repeatedly running a BFS from v. In each level of
the recursion it removes a single vertex it reached, and calls itself recursively with t − 1 as the upper bound on the size of
the vertex-cut.
Algorithm 5 (Testing k-Vertex-Connectivity in Unbounded-Degree Digraphs (input: ϵ and davg)).
1. Sample s = Θ( k
ϵdavg
) vertices uniformly at random.
2. For each sampled vertex v run Procedure 2 with parameters v, ℓ = 2k
ϵdavg
, t = k− 1, F = ∅ for both σ = − and σ = +.
3. If one of the executions of Procedure 2 returns True, then Reject.
4. If no execution returns True, then Accept.
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5.1.1. Establishing the correctness of Algorithm 5
At the core of our analysis is a theorem of Frank and Jordan [12]. In order to state it, we present a few definitions.
An ordered pair (X, Y ) where ∅ ≠ X, Y ⊂ V and X ∩ Y = ∅ is a one-way pair in a digraph G = (V , E) if there is
no edge in E with a tail in X and head in Y . The deficiency of a one-way pair, with respect to k-vertex connectivity, is
pdef(X, Y ) := (k − |V \ (X ∪ Y )|)+, where (x)+ := max {x, 0} for some real number x. Two pairs (X1, Y1), (X2, Y2) are
independent if either X1 ∩ X2 = ∅ or Y1 ∩ Y2 = ∅.
Theorem 4 ([12]). A digraph G = (V , E) can be made k-vertex-connected by adding at most m∗ new edges if and only if∑
(X,Y )∈F pdef(X, Y ) ≤ m∗ holds for every family F of pairwise independent one-way pairs.
By setting m∗ to ϵm we get a necessary and sufficient condition for a graph being ϵ-close to k-vertex-connectivity. By
negating the conditionwe get a necessary and sufficient condition for being ϵ-far from the property of k-vertex-connectivity:
Corollary 17. If a digraphG = (V , E) is ϵ-far frombeing k-vertex-connected, then there exists a familyF of pairwise independent
one-way pairs for which
∑
(X,Y )∈F (pdef(X, Y )) > ϵm.
The corollary implies that the (X, Y ) pairs for which pdef(X, Y ) > 0 are the ones in which the number of vertices that are
not in X ∪ Y is less than k. That is, there are less than k vertices that are neither in X nor in Y (otherwise pdef(X, Y ) = 0). Let
us examine the pairs for which pdef(X, Y ) > 0. The set of vertices that are not in X ∪ Y may have an incoming edge from
vertices in X or Y . No vertex in X can have an edge to a vertex in Y (according to the definition of a one-way pair), so the
vertices in X can have edges to less than k vertices outside of X . In addition, the vertices in V \ (X ∪ Y ) can have edges to
vertices in Y and no vertex in X can have an edge to a vertex in Y (again, according to the definition of one-way pair), so the
vertices in Y can have an incoming edge from at most k− 1 vertices. If we show that the pairs are disjoint, then we get that
there are ‘‘many’’ subsets with a bounded-size vertex-cut.
Thus, we wish to prove that the pairs in the family of pairwise independent one-way pairs are disjoint. The next
lemma refers to F = (X1, Y1), . . . , (Xr , Yr), a family of pairwise independent one-way pairs of G, for which pdef(F ) :=∑r
i=1 pdef(Xi, Yi) is maximized, and subject to this, |F | is minimized. Observe that the minimality of |F | implies that
pdef(Xi, Yi) = k− |V \ Xi ∪ Yi| > 0 for each (Xi, Yi) ∈ F .
Lemma 18 ([13]). If pdef(F ) ≥ 2k2 − 1, then the tails (X) are pairwise disjoint or the heads (Y ) are pairwise disjoint in F .
The lemma implies that if ϵm ≥ 2k2 − 1, then these pairs are pairwise disjoint. Otherwise, m < 2k2−1
ϵ
, and then the graph
is very small and can be queried completely.
This gives us the next corollary:
Corollary 19. A graph G that is ϵ-far from being k-vertex-connected has at least ϵm2k subsets of vertices of size at most
2k
ϵdavg
, such
that for each such subset S either |Γ +(S)| < k or |Γ −(S)| < k.
The corollary is proved by a simple counting argument (similar to the one in the proof of Claim 2).
Similarly to what was shown in the case of k-edge-connectivity, the next claim asserts that by traversing the vertices
reachable from v we can find a bounded-size vertex-cut. Its proof is very similar to the proof of Claim 10, and is hence
omitted.
Claim 20. If a vertex v belongs to a subset C for which Γ −(C) < k, then there exists a subset C ′ ⊆ C such that v can reach every
vertex in C ′ and Γ −(C ′) < k. Analogously, if a vertex v belongs to a subset C, for which Γ +(C) < k, then there exists a subset
C ′ ⊆ C such that every vertex in C ′ can reach v and Γ +(C ′) < k.
Before proving the correctness of the testing algorithm,we establish the correctness of Procedure 2. Once again, the proof
is very similar to the proof of Lemma 11, and is hence omitted.
Lemma 21. Suppose that Procedure 1 is given a vertex v that can reach, in the direction indicated by σ and without passing
through any vertex in F , a set of vertices C ′ such that |C ′| ≤ ℓ and |Γ σGV\F (C ′)| ≤ t. Then, the procedure returns True.
It is clear that the algorithm accepts any k-vertex-connected graph, since any subset of vertices has a vertex-cut of
size at least k. Thus, if the graph is k-vertex-connected, then the BFS executions (for every F they are called on, since
|F | ≤ k − 1) always reach more than 2k
ϵdavg
vertices. If the graph is ϵ-far from being k-vertex-connected, then with high
constant probability, at least one vertex from a small subset Xi (for which |Γ +(Xi)| < k or |Γ −(Xi)| < k) is sampled, causing
Procedure 2 to output True (based on Claim 20 and Lemma 21) and consequently the graph is rejected.
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5.1.2. The query complexity and running time of Algorithm 5
The proof of the next lemma is essentially the same as the proof of Lemma 12.
Lemma 22. The running time of Procedure 2 given an upper bound ℓ on the number of vertices and an upper bound t on the size
of the vertex-cut is O(ℓt+2).
The number of sampled vertices is Θ( k
ϵdavg
). For each sampled vertex, Procedure 2 is executed with an upper bound of
2k
ϵdavg
on the number of vertices and an upper bound k − 1 on the size of the vertex-cut. Setting ℓ = 2k
ϵdavg
and t = k − 1,
we get that the running time for each sampled vertex is O(( ck
ϵdavg
)k+1), where c > 1 is a constant. Therefore, the total query
complexity and running time are O(( ck
ϵdavg
)
k+2
). It is possible to improve the query complexity using the same technique as
in Algorithm 2 to O(( ck
ϵdavg
)
k+1
log( k
ϵdavg
)).
5.2. Testing k-vertex-connectivity in bounded-degree digraphs
In order to test k-vertex-connectivity in the bounded-degree model, we simply run Algorithm 5 (for the unbounded-
degreemodel) with the distance parameter set to ϵ′ = ϵ9 andwith davg set to d. It remains to prove that the algorithm rejects
with high constant probability any graph that is ϵ-far from being k-vertex-connectivity in the bounded-degree model.
Similarly to the analysis for k-edge-connectivity in bounded degree graphs, we denote by adk(G) the number of edge
modifications needed to make a bounded-degree graph G k-vertex-connected while preserving the degree bound, and by
ak(G) the number of edge additions needed tomake it k-vertex-connected while allowing any degree in themodified graph.
In what follows we show that adk(G) ≤ 9 · ak(G), which implies that we may indeed use Algorithm 5 for testing k-vertex-
connectivity in the bounded-degree model (by executing it with the distance parameter set to ϵ9 ).
The next theorem is useful in reducing vertex degrees while preserving the vertex-connectivity.
Theorem 5 ([26]). Let G = (V , E) be a k-vertex-connected digraph. If vertex v ∈ V has an indegree and an outdegree of at least
k+ 1, then there exists a pair of edges (s, v) and (v, t), such that removing those edges and adding the edge (s, t) preserves the
vertex-connectivity of the graph.
We say that a pair of edges as defined in the theorem is a splittable pair of edges with respect to v, and refer to the procedure
of replacing the two edges with the edge (s, t) as a split-off. We introduce one more term: the degree excess over d in a
graph H is
∑
v ((d
+
H (v)− d)+ + (d−H (v)− d)+) where (x)+ = max(x, 0) (while the degree excess over d of vertex v is
(d+H (v)− d)+ + (d−H (v)− d)+). We are now ready to bound the ratio adk(G)/ak(G).
Lemma 23. For every graph G with degree bound d we have that adk(G) ≤ 9 · ak(G).
Proof. Consider first adding ak(G) edges tomake the graph k-vertex-connected (without necessarilymaintaining the degree
bound), and let the resulting graph be denoted by G′. Since it is possible that the degrees of some vertices in G′ are higher
than d, we would like to remove all the excess over d by splitting edges incident to vertices with indegree or outdegree
greater than d. In order to perform the split-offs we further add edges to G′ and obtain a graph G′′ in which for every vertex
v that violates the degree bound the following inequality holds: min(d−G′′(v), d
+
G′′(v)) ≥ k+max(d−G′′(v), d+G′′(v))− d (since
in the splitting process we remove both one incoming edge and one outgoing edge). To this end (similarly to the proof of
Lemma 1), we define ‘‘ports’’. Each vertex has a number of ports that equals the absolute value of the difference between its
indegree andoutdegree inG′, namely,
d+G′(v)− d−G′(v). The port is an in-port or an out-port depending on thedirection of the
deficiency (e.g., if d+G′(v) > d
−
G′(v), then vertex v has out-ports). Nowwe define a complete bipartite graph T = (A∪B, A×B),
where A correspond to the out-ports, and B corresponds to the in-ports. Note that |A| = |B|, since∑v d+G′(v) =∑v d−G′(v),
and so −
v,d+
G′ (v)>d
−
G′ (v)
(d+G′(v)− d−G′(v)) =
−
v,d−
G′ (v)>d
+
G′ (v)
(d−G′(v)− d+G′(v)). (5)
It follows that there exists a perfect matching in T .
Since we are interested only in making sure that min(d−G′′(v), d
+
G′′(v)) ≥ k +max(d−G′′(v), d+G′′(v)) − d for each vertex v
that has an excess over d in G′, we add only edges that correspond to the matching edges in T that cover the ports of the
vertices with an (in or out) degree greater than d. We add the edges one by one. Once the inequality holds, we do not add
anymore edges, even if some ports are left unmatched. The resulting graph is G′′, and the new edges added are referred to as
‘‘thematching edges’’ (though thematching is in an auxiliary graph).We first claim that this addition of edges does not cause
any new degree violations, that is, that the set of vertices in G′′ with an indegree or an outdegree greater than d is the same
as in G′. To verify this, consider any vertex v such that d+G′(v) ≤ d and d−G′(v) ≤ d and d+G′(v) ≠ d−G′(v) (or else v would not
be part of the auxiliary graph T ). Assume, without loss of generality, that d+G′(v) > d
−
G′(v) so that the number of (out-)ports
that correspond to v in A is d+G′(v)− d−G′(v). But then, d−G′′(v) ≤ d−G′(v)+ (d+G′(v)− d−G′(v)) ≤ d (and d+G′′(v) = d+G′(v) ≤ d).
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We next claim that, since d+G (v) ≤ d and d−G (v) ≤ d, the number of matching edges added is at most 2ak(G). This is true
since each of the ak(G) edges added in the transformation from G to G′ may increase the excess over d by at most 1 for at
most two vertices, and each matching edge added (in the transformation from G′ to G′′) decreases the difference between
the indegree and the outdegree by 1 for at least one vertex. (We note that the difference between the current argument and
the one in the proof of Lemma 1, is that here we only add edges to vertices with a degree violation, while in the proof of
Lemma 1 the edges were added to all vertices with unequal indegree and outdegree.)
Now that the inequality min(d−G′′(v), d
+
G′′(v)) ≥ k + max(d−G′′(v), d+G′′(v)) − d holds for the vertices with degree bigger
than d, we can split edges until the indegree and outdegree of all vertices is atmost d. The total number of edgemodifications
made in the split-off process is at most 6ak(G). This is true because, as observed in the foregoing discussion, for each of the
ak(G) edges added in the transformation from G to G′, for at most two vertices, the excess over d is increased by 1. The
addition of the matching edges (in the transformation from G′ to G′′) ensures the inequality holds for vertices with a degree
excess. Each edge addition decreases by at least one the value of−
v∈V :v has degree excess over d
(k+max(d−G′(v), d+G′(v))− d−min(d−G′(v), d+G′(v)))+. (6)
This value is at most 2ak(G) in G′ and 0 in G′′, so at most 2ak(G) matching edges are added. The inequality holds, and the
total excess is at most 4ak(G) in G′′. In each split-off operation, the total excess is decreased by 2, so at most 2ak(G) split-offs
are performed. The number of edge modifications for each split-off is 3.
Summing over all edge additions and deletions, we get that adk(G) ≤ ak(G)+ 2ak(G)+ 6ak(G) = 9ak(G). 
It remains to bound the complexity of the resulting algorithm. Since the graph G has a degree bound d, the recursive
formula for the running time of Procedure 2 with an upper bound ℓ on the number of vertices and an upper bound t on the
size of the vertex-cut is T (ℓ, t) = ℓ · T (ℓ, t − 1)+ O(ℓd). The base case is T (ℓ, 0) = O(ℓd). Its solution T (ℓ, t) = O(ℓt+1d).
This gives a total query complexity and running time of O

( ck
ϵ′d )
k+1
d

, where c > 1 is a constant. Setting ϵ′ = ϵ9 gives
O

( c
′k
ϵd )
k+1
d

, for a different constant c ′. As in previous cases, it is possible to improve the query complexity and running
time to O

( ck
ϵd )
k
d log( k
ϵd )

using the same technique as in Algorithm 2.
5.3. Undirected k-vertex-connectivity
We observe that there is a simple reduction from the property of k-vertex-connectivity in undirected graphs to directed
graphs. Using this reduction we get a testing algorithm for undirected unbounded-degree graphs. The bounded-degree case
for d ≥ k + 1 follows by using the constant factor upper bound on the ratio adk(G)/ak(G) that is proved in [37] (where
here ak(G) and adk(G) are the same as defined previously except that we consider undirected vertex connectivity). We note
that there is also a direct analysis for testing k-vertex connectivity in undirected graphs, based on a theorem of Jordan and
Jackson [25], which somewhat simplifies the analysis given by Yoshida and Ito [37] (and extends it to unbounded-degree
graphs). For details see [30].
The reduction is as follows: given an undirected graph G = (V , E)we construct a digraph G′ = (V , E ′)with the same set
of vertices. For each undirected edge (u, v) ∈ E there are two directed edges in E ′: (u, v) and (v, u). In other words, each
edge in the undirected graph G becomes a pair of anti-parallel edges in the directed graph G′.
We prove that this transformation preserves the distance to the property. First observe that if the graph G is k-vertex-
connected, then clearly the digraph G′ is k-vertex-connected as well, since each path becomes two paths in opposite
directions. To show that if G is ϵ-far from k-vertex-connectivity then so is G′, we establish the contrapositive statement.
That is, suppose that the digraph G′ is ϵ-close to k-vertex-connectivity. That is, at most ϵm edges need to be added tomake it
k-vertex-connected. Adding the exact same edges (without a direction) to the graph Gmakes it k-vertex-connected as well.
The reason is that each undirected edge added in G can be used in two directions, while in G′ it is used in only one direction.
We conclude from this reduction that an undirected graph can be tested for k-vertex-connectivity using the testing
algorithm for k-vertex-connectivity in digraphs. The algorithm treats each undirected edge in G as a pair of anti-parallel
edges. The distance parameter ϵ remains the same, and hence the complexity is the same.
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