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Slip flow of gas in ideal porous media has been studied to characterize the 
dependence of the velocity slippage on parameters of its flow system. A 
systematic approach was used to validate the fluid flow simulations. Lattice 
Boltzmann Method (LBM) simulations, COMSOL Multiphysics (CM) simulations 
and the Separation of Variables (SOV) analytical method were all used within 
this study. 
Flow in 3D periodic array of spheres in the no-slip limit was first 
simulated to cross-validate LBM and CM. Results were compared using 
dimensional analysis. Simulation results agree with each other within 1.01 % to 
2.26%. Results were also compared with Hasimoto-Sangani-Acrivos' correlation 
(Sangani et al., 1981) and the agreement ranged from 0.48% to 4.28%. 
The Maxwell velocity slip boundary condition was simulated using LBM 
and CM and the result was compared to · SOV analytical solution for a steady 
state flow in a channel bounded by a moving wall with no-slip and a stationary 
wall with velocity slippage. Results from the SOV exact solution and the CM 
simulations were in 100% match, while the LBM simulations varied from the 
exact solution by 3%. However, the deviation between LBM and the exact 
solution decreases as more grid points are used. 
Multi-Parametric studies using CM were carried out on 2D periodic array 
of cylinders in the slip flow regime by varying Knudsen number, grain volume 
fraction and Tangential Momentum Accommodation Coefficient (TMAC). It was 
observed that velocity slip increased with increasing Knudsen number, increased 
with decreasing porosity, and increased with decreasing TMAC values. The 
Klinkenberg coefficient b was then established as a function of the Knudsen 
number, porosity, and TMAC. 
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Recent trends in the oil and gas industry show increased interest and 
motivation for exploiting what have generally come to be termed 
"unconventional" resources. Unconventional gas resources are generally 
characterized by very tight pores in the nanometer range with pore sizes as low 
as 10- 9 m and they have very low permeabilities. Evidence pointing to the 
existence of nanopores in mudrocks has been researched and presented 
. (Javadpour, 2009). The drive for cleaner energy has also brought the potential of 
unconventional gas resources into the limelight. Among these unconventional 
resources being targeted are shale gas, tight sands, and coal bed methane. 'These 
difficult to produce reservoirs will play an increasingly important role in gas 
production as. they are showing the potential to offset declining conventional gas 
production' (Javadpour et al., 2007). This has given rise to a plethora of new 
areas ofresearch and discovery for scientists and engineers alike. 
As with conventional resources which have been studied and theorized 
upon for a good number of years now, it is important to carry out research work 
on unconventional resources in order to provide explanations and predictions 
where possible of their behaviors and trends. The usefulness of modelling the 
physical behavior of reservoirs with the use of mathematical equations cannot be 
overemphasized. Reservoir simulation plays an important role in managing 
reservoirs. For conventional reservoirs, the behavior of the reservoir is usually 
studied by solving coupled equations of the mass balance equ!'l,tion and a 
simplified form of the momentum balance equation. A form of the mass balance 
equation used in reservoir simulation is shown in Eq.(1.1), with the velocity term 
-
' v ' being coupled to a simplified form of the momentum balance equation known 




later b = 0.97kc:;;?33 by Jones and Owens (1980); still another correlation is 
( I )-0.53 b = 0.0011 k00 ¢ by Sampath and Keighin (1982); and in 2009 Tanikawa 
and Shimamoto came up with b = 0.15k~ 0·37 . These correlations vary from each 
other and can yield significantly different predictions. It is thus useful to carry 
out fundamental studies to correlate the slip coefficient to characteristics of the 
flow system. Many attempts have been made to characterize the slip coefficient 
with the aid of simulations. However to date, most studies focused on channels 
and tubes. On one hand, it is necessary to study more complicated geometries 
because real porous media are not made up by channels and tubes; on the other 
hand, existing or newly developed numerical methods for slip flows need to be 
validated against established numerical and experimental data. 
1.1 RESEARCH OBJECTIVES 
It is the goal of this research project to conduct pore-scale simulations to 
characterize slip flow of gases in a simple porous media made up by channels and 
periodic arrays of cylinders and spheres. 
The key objectives of this study are: 
• Develop well defined systems to test and validate slip: These systems 
include: two-dimensional microchannels, periodic array . cylinders and 
spheres. 
• Generate and validate data set for slip flow through these systems using 
COMSOL Multiphysics (CM) and the Lattice Boltzmann Method (LBM) 
with a newly developed slip model. 
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1.2 SCOPE OF WORK 
This thesis is titled: "PORE-SCALE STUDY ON SLIP FLOW OF GASES 
IN POROUS MEDIA". 
Chapter 1 is the introductory chapter ( the current chapter) and it briefly 
highlights the need for our studies and the work that is to be shown in later 
chapters. Chapter 2 covers more detailed concepts of fluid flow equations and 
their limitations in the light of unconventional reservoirs. It highlights some of 
the solution schemes available for solving flow in nanopores. Also, some of the 
work that has been done by other researchers to better model fluid flow in 
nanopores is introduced. Chapter 3 gives a bottom-up approach to CM modelling. 
It also covers equations of flow and boundary condition which we implement in 
our CM models. Chapter 4 discusses the LBM, giving a summary of its origins 
and how LBM simulation works. In Chapter 5, we compare simulation results for 
3D p~riodic array of spheres in the no-slip limit for · ,C:M and LBM. The 
dimensional analysis scheme used to compare results is also presented in this 
chapter as well as how data from simulation results can be used to determine the 
permeability of the porous medium. Chapter 6 presents a channel flow with slip 
problem and its solutions using the separation of variables analytical technique, 
CM and LBM. Chapter 7 contains results from multi parametric simulations for 
2D periodic array of cylinders. At the end of Chapter 7, a correlation for the 
Klinkenberg's 'b' factor for our particular porous medium are presented. Chapter 
8, though it is the last chapter of the thesis, presents the earliest work done for 
this thesis to simulate slip flow through a 3D periodic array of spheres using an 
existing LBM method proposed by Jeong (2010); the study showed the method is 
invalid and unphysical, but nonetheless motivated us to seek more rigorous LBM 




2.1 THEORETICAL BACKGROUND 
It is beneficial to go over what has been done in the literature with regards 
to the modeling of gas flow with velocity slippage; this will provide useful insights 
into the history of the problem as well as to ensure that this research project 
maintains an innovative perspective. 
In computational fluid dynamics, obtaining the permeability of a porous 
medium is achieved by solving the equations governing the fluid flow that evolves 
into a steady state from specified initial conditions within the limits of prescribed 
boundary conditions (Chapman & Cowling, 1939). Most conventional macroscale 
fluid flow modeling generally assume "continuum", a phenomenon where the 
actual molecular motions are masked by a hypothetical continuum which makes 
the differential formulation of fluid flow possible. Specifically, any infinitesimal 
part/volume of the fluid isolated for consideration is assumed to have enough 
molecules and statistical fluctuations are not important. The assumption of 
continuum is the basis of the fundamental "Navier-Stokes" equation, where a 
momentum balance is taken over an infinitesimal elemental volume which is 
assumed to possess the properties of the bulk fluid (Panton, 1996; Streeter et al., 
1998; White, 1994). 
Under the governing assumption of continuum, the conservation of mass, 
energy and momentum is modeled by taking balance over a differential element 
of the system under consideration which leads to differential equations for the 
mass and momentum balance. A form of the mass balance equation ( aka 
continuity equation) is given as below in Eq.(2.1) (McCabe et al., 2005): 
5 
8P = -v(Vp )- p(v.v) 
8t 
(2.1) 
While the general form of the momentum balance is given in Eq.(2.2): 
( ~) 8 pv - ~ _ 
[)t + v.V(pv) =-VP+ pg- V.T (2.2) 
Where: v is the velocity vector with x, y and z components of u, v and w 
respectively; while T is the stress tensor (a symmetric matrix). 
These equations can be solved analytically or numerically once initial and 
boundary conditions are specified. However, when the continuum assumption 
begins to break down in a fluid flow system, attempting to characterize flow with 
this formulation becomes inaccurate or even invalid. 
Navier-Stokes formulation for fluid flow usually assumes a no-slip 
boundary condition on fluid-solid interface. It is assumed that fluid in immediate 
contact with the solid boundary of a channel has the same velocity as the 
boundary, i.e. there is no velocity slip at the boundary. As the velocity of the 
fluid increases from the walls to the bulk a shear is generated and this leads to 
shear stress which is, for Newtonian fluids, proportional to the fluid property 
known as viscosity and the shear rate. This shear stress provides resistance to 
flow and the average of local resistances leads to fluid-solid drag forces and 
pressure loss in flows through porous media (Streeter et al., 1998). 
The expression for shear stress ( constitutive equation) for a Newtonian 
fluid is given as in Eq.(2.3): 
(2.3) 
Where: l is the stress tensor, and µ is the dynamic viscosity of the fluid. 
6 
The no-slip boundary condition is expressed as in Eq.(2.4) 
;;1 = ;;1 
fluid at wall swjace solid 
(2.4) 
For very slow flows with very low inertial forces ( which is common in 
porous media), the non-linear terms become small and the flow equations are 
quasi-steady. Under these conditions, the Navier~Stokes momentum equation may 
be simplified to Eq.(2.5). Such flow is called "Stokes flow" (Streeter et al., 1998). 
- VP + pg - V:r = 0 (2.5) 
For the case of an isolated sphere moving through a bulk fluid, solution of 
the Stokes equation gives the Stokes law which relates the fluid-particle drag 
force 'F' to the particle's motion relative to the fluid. Stokes equation is shown in 
Eq.(2.6) 
F = 67rµav (2.6) 
Where: a - is the radius of the sphere; and v - is the relative velocity. 
When spherical particles are arranged into periodic arrays, they form a 
simple and idealized porous medium that is amenable for simulations and 
theoretical analysis. 
Hasimoto (1959) came up with correlations to 'calculate the drag force 
exerted by a fluid moving with a definite velocity through a periodic sphere 
assembly in simple, body and face-centered arrangements as a function of the 
volume fraction of the spheres with no-slip' (Sangani and Acrivos, 1981). The 
force acting on a particle in such an array is higher than the force acting on an 
isolated particle [Eq.(2.6)] due to the interaction among the particles. Hasimoto's 
correlation with the later extension by Sangani and Acrivos (1981) for calculating 
drag force for a simple cubic array is shown in Eq.(2.7): 
7 
H = F (2.8) 
61rµva 
Where: cp is the .grain volume fraction with respect to the cube; and v is 
the superficial velocity. 
The permeability for the periodic array of spheres can be easily calculated. 
A breakdown of how this is done and how data from simulations is processed is 
given in Chapter 5 (section 5.2). 
At the nano-scale however, velocity slip occurs and using Eq.(2.1) -
Eq.(2.7) to model the flow without accounting for non-continuum slip yields 
inaccuracies. To the best of our knowledge, while the slip correction to Eq. (2.6) 
has been established (Millikan, 1923), the slip correction to Eq.(2.7) has not yet 
been studied a.nd/ or reported. 
At this time, I would like to introduce a non-dimensional number known 
as the Knudsen number to help clarify the limits of the Na vier-Stokes equation 
and distinguish the slip flow regimes. 
The "Knudsen number" (Kn) is given as the ratio of the mean free path to 
a characteristic length associated with the flow as in Eq.(2.9). In terms of inter-
molecular collisions, every gas system is characterized by what is known as the 
"mean free path (A)" which is the "average distance a molecule travels before 
colliding with other molecules" (McCabe et al., 2005). While the characteristic 
length (L) should be chosen such "that it accommodates all length scales of the 
system including gradients of density, velocity, pressure and temperature within 







For the slip flow regime, a commonly" used boundary condition applied to 
solid walls is the Maxwell's first-order slip model is shown in Eq.(2.11) 
( Cercignani, 1990) 
_ 2 - av), OU 
1 
Us - a on wall 
V 
(2.11) 
Where: ~ is the "tangential momentum accommodation coefficient" 
(TMAC) which is dependent on gas-solid interactions and n is the unit normal. 
The choice of TMAC is important to applying this boundary condition. TMAC 
can have a value between 0.1 and 1, the lower limits indicating more of specular 
reflection at the boundaries while the upper limit indicates more of diffuse 
reflection at the boundaries. Some typical values chosen for TMAC are 0. 79 
(surface: air-fresh shellac), 0.87 (surface: helium-oil), 0.89 (surface: air-glass), 
0.895 (surface: air-oil), 0.92 (surface: CO 2-Oil) and 1 (surface: air-mecury) all 
values at 23°C (Millikan, March 1923). 
$11111.11 
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FIGURE 2.1: Schematic of Flow Regimes With Respect to the Knudsen Number 
and Preferred Solution Techniques. (Raabe, 2004). 
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"A wall-slip velocity is a non vanishing velocity on the pore walls" (Skjetne 
and Auriault, 1999). It is attributed to a situation in flow 'when spheres falling 
through a medium become so diminished in size that they begin to fall, so to 
speak, more and more nearly freely between the holes of the medium, i.e. between 
the molecules' (Millikan, March 1923). In other words, when the mean free path 
of the molecules begins to become significant compared to diameters of the flow 
channels such that rather than molecules constantly bombarding other molecules, 
they bombard the walls of the flow channel much more often which leads to the 
violation of the no-slip boundary condition near the wall. In essence, overall 
velocity is increased since the velocities near the wall are increased. 
Nowadays, we know that Millikan's conceptual picture is correct. Slippage 
near the wall is indeed generated by inhomogeneities. Near the wall, fluid 
molecules have insufficient number of collisions and hence fail to recover the no-
slip boundary condition. 
When the inhomogeneities are limited to the vicinity of the wall (finite but 
relatively low Knudsen numbers), slippage can be modeled by applying 
appropriate boundary conditions to the Navier-Stokes equation, e.g Eq.(2.11). 
However, as the pore size decreases, simply applying this boundary 
condition to the Navier-Stokes equation is not adequate and higher orders of the 
Boltzmann equation would be required, to replace the' Navier-Stokes equation, in 
conjunction with appropriate boundary conditions ( transitional flow regime) 
(Kim et al., 2008). 
Pore sizes in unconventional gas resources are in the range of 10-100 nm. 
If the Knudsen number of the flow system is then defined as in Eq.(2.9), it 
indicates that the Knudsen number would become larger as "the mean free path 
of the gas molecules approaches the characteristic length scale of the system" 
(Tang et al .. , 2008), in this case the pore size. 
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Since the Knudsen numbers encountered for flow of gas in unconventional 
reservoirs are typically finite (non-.zero), it is vital then to understand the 
consequences as it pertains to velocity slip. 
For this research, we will carry out pore-scale studies using COMSOL and 
the Lattice-Boltzmann Method (LBM). The LBM has been researched to a 
reasonable extent in literature, however the current task involves implementing a 
new velocity slip boundary condition into existing LBM models and validating 
the results. We will now review some relevant literature. 
Jeong (20iO) studied the permeability of micro-porous structures using a 
Lattice Boltzmann method based on the Bathnagar-Gross-Krook (BGK) collision 
parameter. He proposed a correlation between permeability, porosity and the 
Knudsen number for the geometry of staggered square cylinder configuration. In 
his work, he modeled two-dimensional (2D) and three-dimensional (3D) cases of 
flow (Jeong, 2010). He implemented slippage by increasing the relaxation 
parameter (tau -T) in-the LBM simulation. According to Jeong, T is related to 





This method however is not ideal as T also controls the viscosity of the 
lattice fluid by Eq.(2.13) 
µ = pc;.(T - ½) (2.13) 
Where: pis the density of the lattice fluid (36), c; is the square of the 
lattice speed of sound (1/3). 
Moreover, as we will show in Chapter 9, this method does not simulate the 
slip effect around a spherical particle properly. 
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In addition to Jeong, there are other Lattice-Boltzmann studies on slip 
flow. Homayoon et al. (2011) investigated a few methods of implementing slip 
into the LBM including those implemented by Ansumali et al. (2007) and Tang 
et al. (2008b) who implemented higher order LBM schemes and modification of 
the mean free path respectively. Homayoon et al. found flaws with those methods 
and thus implemented a method which relates the viscosity to a local Knudsen 
number and this helped characterize Knudsen numbers up to 1. (Ansumali et al. 
2007; Homayoon et al., 2011; Tang et al., 2008b). However, verification with 
experimental data and other simulations is still lacking and further studies are 
needed. 
2.2 EXISTING VALIDATION & CORRELATIONS 
In this study, we will focus on two-dimensional (2D) channels as well as 
idealized porous media made up by periodically arranged cylinders (2D) or 
spheres (3D). Analytical solution for channel flow can be derived easily and will 
be presented in Chapter 6. In this section, we will focus on existing results on 
three-dimensional (3D) flow around arrays of spheres because this system among 
all systems studied in this work bears the closest resemblance to a realistic porous 
medium with a well defined porosity and some contrast between pore bodies and 
pore throats. In addition, as mentioned earlier, when particles in the array are 
well separated, the flow approaches the limit of slip flow around an isolated 
sphere, a situation where correction to the Stokes law (2.6) has been well studied. 
The result for this particular limiting situation is further elaborated below. 
A notable researcher that carried out extensive experiments to understand 
slip flow was· R.A Millikan, a Nobel laureate for physics in 1923. He conducted 
experiments to measure the velocity of charged oil droplets falling through air. He 
chose to correlate his data using the 'Stokes law method since the slip coefficient 
from hydrodynamic theory ( l ) can be computed directly from a modification to 
13 
the Stokes equation' and the "Rotating cylinder method ... capable of giving 
accurate values of the coefficient of slip to one percent" (Millikan, 1923). His 
grand objective was to find the fundamental charge of an electron, in which he 
eventually succeeded and won the Nobel Prize, but along the way he found he 
had to tackle slip flow around isolated diminutive oil droplets whose size was not 
much larger than the mean free path of gas molecules. 
Millikan's extensive experimental studies for flow with Knudsen numbers 
ranging from 0.5 to 134 indicated that velocity slip due to molecular 
inhomogeneities occurred at higher Knudsen numbers and he modified Stoke's 
law as a function of the Knudsen number to incorporate the effect of the flow 
regime as in Eq.(2.14). It can be seen from the equation that for small Knudsen 
numbers (i.e when 1 >>> A'*Kn), the original Stoke's equation would be 
obtained: 
F = 61rµav 
(1 :+ [A'Kn]) 
(2.14) 
Where: A' - is a slip factor which varies from system to system; and Kn 
is the Knudsen number. 
In the limit of small Kn , A' can be regarded as being independent of Kn 
and a function of the nature of the particle ( roughness and geometry) and the 
gas-particle interactions (Millikan, July 1923). Millikan also recognized that with 
further increase in Kn, the slip factor can become a function of Kn. He came up 
with a correlation for A' as given in Eq.(2.15) 
A'= A+ B exp(-c/Kn) (2.15) 




Millikan called A the coefficient of slip in gases; c is the average molecular 
speed, c = 1.25 andB = 0.290 are the constants specific to Millikan's 
experimental setup and these values were found to agree within the experimental 
error of ± 2 percent or less with the theoretical equation. Millikan's data and 
correlation may be used to check the accuracy of pore-scale simulations. 
For the situation where spherical particles are arranged into a cubic array 
in the no-slip limit, Hasimoto's correlation as mentioned earlier in Eqs. (2. 7) and 
(2.8) gives the correction to Stokes law due to solid volume fraction. Eq.(2.8) can 
be rearranged into Eq.(2.17) 
F _.I_= 1 
61rµva H 
(2.17) 
As with Millikan's modification for an isolated particle [Eq.(2.14)], when 
slip flow starts to occur, Eq.(2.17) needs to have an additional term to account 
for the slippage. This term can be added in a form similar to Eq.(2.17) to give 
Eq.(2.18) 
F = H61rµva 
1 + [A' x Kn] (2.18) 
For periodic array of spheres with a finite solid volume fraction, we expect 
A' to be different from that in Millikan's work due to the interactions between 
the spheres. However, as the solid fraction of the array approaches zero, we 
expect that A' should approach those measured from Millikan's experiments. 
The observations and data generated for the periodic array of spheres with 
slip will be useful to the research community, as slippage in a periodic array of 
spheres, to our knowledge, has not been studied or reported. 
A summary of the existing correlations of relevance to our study is shown 




COMSOL MULTIPHYSICS MODELLING 
For this research project, mathematical modelling and simulation are used 
extensively. Hence, validation and cross-validation of simulation results are 
important for making inferences. One of the methods of simulation used is with 
the aid of COMSOL Multiphysics (CM). CM is a well established software 
a,pplication that helps in mathematically modelling and solving a variety of 
scientific and engineering problems ranging from steady state to transient 
problems at any desired level of spatial dimensionality. It numerically solves 
differential equations that describe the behavior of physical systems ranging from 
simple non-coupled phenomena to complex coupled physical pheIJ.omena using the 
Finite Element Method (FEM). 
CM has built-in physics interfaces and advanced support for material 
properties. It is possible to build models by defining the relevant physical 
quantities - such as material properties, loads, constraints, sources, and fluxes -
rather than by defining the underlying equations. CM then internally compiles a 
set of equations representing the entire model (COMSOL, 2010). 
Most of the model building, solving and processing of simulation results is 
done in a graphical user interface (GUI). CM organizes parts and pieces of the 
model in a hierarchical manner inside the "model builder" tab which is found on 
the left pane of the G UL CM allows building the geometry of physical models 
using its inbuilt drawing tools. Also, geometry drawings can be imported from 
other more specialized drawing software packages. For our case, all ·geometry 
drawing is done using CM's inbuilt drawing tools. 
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A summary of the procedure on how to develop and simulate our models 
in CM is provided below. The summary is not an attempt to cover all the details 
of CM modelling but serves to give an overview·. 
3.1 PROBLEM DEFINITION 
CM would only solve the physics which it is directed to solve, hence, a 
very important part of CM modelling is to select the appropriate physics of the 
problem. For our specific case, we deal with Stoke flow and vary the boundary 
conditions between no-slip and slip. Once the physics of the problem is known, 
CM application can be started. When CM starts up, basic information about the 
problem is input in the GUI in the following order: 
Dimension of model (OD, lD, 2D, 3D) 
Type of Physics (For our case- creeping flow) 
Type of study (Steady state / transient) 
CM shows the equations related to the selected physics to ensure it fits the 
physical problem trying to be modeled. The PDE for the creeping flow in CM is 
given in Eq.(3.1) 
0 = v'. -pl+µ( v'u + (v'u ( )-½11(\i'.u )I + F 
v'.(pu) = 0 
(3.1) 
Once these steps have been completed, the specifics of the model would. 
now start being built. 
3.2 PARAMETER DEFINITIONS 
CM allows for values related to any variable within the model to be 
assigned parameter names. This way, values that are used in several places can 
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easily be referenced by the parameter name assigned to them. Also when drawing 
the geometry, it is good practice to use parameter names rather than values so 
that when the values associated with the parameter names do change, one can 
simply update the drawing rather t~an starting all over. Using parameter names 
also allows for parametric studies which we use in this research work. 
3.3 MODEL GEOMETRY AND MATERIAL PROPERTIES 
The next step is t0 draw a physical representation of the system being 
modeled. CM provides a wide array of drawing tools similar to other popular 
computer aided design (CAD) software. For our case, we build objects in both 2D 
and 3D. The CAD objects and the operations that have been used include: circle, 
square, sphere, cube, and difference Boolean operation. 
Once the geometry drawing is done, materials for the objects and fluids 
flowing through them need to be defined and assigned to the domains and/ or 
boundaries within the geometry. For our case, we create a new fluid (LBMFluid) 
and assign it with density and viscosity after the flow domain is specified. 
3.4 INITIAL AND BOUNDARY CONDITIONS 
Once the geometry is in place, a collection of initial and boundary 
conditions are available to be selected either for domains or for boundaries 
according to the problem definition. For most simulations that used the creeping 
flow equations, we set the initial values of velocity to zero and use a volume force 
to drive the flow as is done in similar LBM simulations. Next, we specify 
conditions for the boundaries (slip/no-slip). The equation for CM's slip flow 
boundary condition Eq.(3.2) (viscous slip) is from Maxwell's first-order slip model 
previously given in Eq.(2.11). 
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(3.2) 
"The value of tangential momentum accommodation coefficient (TMAC) -
av is required while describing the Maxwell slip flow boundary condition for 
gases. Review shows that the value of TMAC is dependent on a number of 
parameters including nature of the gas, pressure of the gas, material of the 
surface, surface cleanliness and roughness, and surface temperature". (Agrawal et 
al., 2008). 
The periodicity of our geometry is also implemented in this step. More 
than one periodic boundary condition is required for the entire geometry since the 
periodic boundary condition is limited to on,e pair of boundaries per boundary 
condition. In this study, the symmetry boundary condition sometimes can be 
used interchangeably with the periodic boundary condition in CM. The choice of 
which one to use sometimes has an effect on the convergence when working with 
3D models; for 2D models there is no difference. 
3.5 MESHING AND SOLVING 
CM uses FEM to solve the PDEs associated with the defined problem. 
FEM is a method that can use unstructured meshes to handle physical systems 
that do not have perfectly straight surfaces but have curvatures and corners. CM 
provides a means of meshing the geometry by selecting suitable elements and 
sizes either for the geometry as a whole or for specific boundaries within the 
geometry. For the 2D cases, a triangular mesh is used while for the 3D cases, a 
tetrahedral mesh is used. Figures 3.1 and 3.2 show images from CM for 2D and 
3D geometries respectively. 
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After the meshing is complete, solver types are chosen to solve the physics. 
Depending on the nature of the problem, either linear or non-linear solvers are 
used. Also, the mesh sizes are varied for each simulation to ensure that the 
solution obtained is mesh-independent. 
3.6 POST-PROCESSING AND VISUALIZATION 
Once CM converges on a solution based on the predefined tolerance set in 
the solver section, the data generated become available for post-processing and 
visualization. CM provides easy ways to plot 3D volume / slice plots, 2D surface 
plots , and lD line graphs . A variety of model parameters can easily be selected to 
be plotted and studied. Volume integrals, surface integrals , maximum and 




FIGURE 3.1 : Pi cture from CM Showing 2D Geom etry with Triangular Meshing . 
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FIGURE 3.2: Picture from CM Showing 3D Geometry with Tetrahedral Meshing. 
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continuous Maxwell-Boltzmann velocity distribution is approximated by a set of 
discrete velocities; the fraction of molecules on each velocity level, however, is 
allowed to vary continuously. This treatment is conceptually similar to 
Boltzmann statistics with discrete energy levels and also similar in some way to 
quantum mechanics where energy levels are fixed but the occupancy of the levels 
is allowed to vary. 
Lattice Gas 
Lattice· Boltzmann· Gas 
FIGURE 4.1: Illustrative Difference between LBM and LGA (Raabe, 2004). 
Boltzmann's function can be understood by relating the probabilities 
P ( E:. ) and P,. ( E: ) of finding molecules occupying certain molecular states ' i' and 
1. Z J J . 
'j' with energies 'ci' and 'c.' respectively. There exists a summative probability 
J . 
for finding the two states simultaneously P;j ( E; + Ej). By the kinetic theory of 
gases, the molecules are assumed not to have attraction between themselves and 
therefore, their probabilities are independent (mutually exclusive events i.e. the 
occurrence of one event does not affect the probability of occurrence of the 
second event. An example is rolling a die and drawing a card from a d~ck in one 
trial. The outcome of the die throw does not affect the card drawn), this 
probability should also be the product of the individual probabilities as Eq.(4.1). 
p ii ( c; + c i) = pi ( c;) pi ( c .i) ( 4.1) 
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A function that has this additive and multiplicative property is the 
exponential function as seen in Eq.(4.2). This implies that the Boltzmann 
distribution function must be of an exponential form. 
( a+b) _ a b 
e =ee (4.2) 
From the kinetic'. theory of gases we know that the kinetic energy 
possessed by the gas molecules is directly proportional to the absolute 
temperature of the system (McQuarrie, 2000). Further, the probability P.; (Ei) 
decreases as Ei increases since molecules tend to occupy a molecular state with 
low energy than a high energy state, except in the rare case where the 
temperature in the system is high enough to supply all molecules with sufficient 
thermal energy to move them into higher molecular states. These considerations 
lead to the fundamental Boltzmann statistics as in Eq.(4.3) 
(4.3) 
Where: 'KB ' is known as the Boltzmann constant and expressed as the 
ratio between the universal gas constant and Avogadro's number (K 3 = RjNA );
the product 'K BT' represents the thermal energy of the system; while 'a: ' is a 
constant of proportionality which can be derived from the fundamental theories 
of probability. 
Since probabilities of all the different molecular states must all sum up to . 
unity, an expression can be written such that: 




Thus, Eq.(4.3) can be modified to include the expression for 'a' as: 
(4.5) 
The form given in Eq.(4.5) can also be written for system energy states in 
similar manner, and it is known as the Boltzmann statistics. It is the basis of 
statistical mechanics, and rigorous manipulation of the denominator known as the 
partition function is what allows the recovery of macroscopic equilibrium 
properties of physical systems (Bawendi M, Nelson K, 2008). Maxwell applied 
Boltzmann's ideas to the velocity distribution by making appropriate substitution 
for the system's energy with the equation for kineti"c energy [Eq.(4.6)] 
1 




When the system state is different from that described by Eq.(4.5), it 
would evolve toward that described by Eq.(4.5) over time and the evolution, 
dictated by inter-molecular collisions, is described by the Boltzmann transport 
equation. The Boltzmann transport equation describes how the Boltzmann 
particle distribution function changes with time within a phase space; where a 
phase space is defined as a space in which all possible states of a system are 
represented (McQuarrie, 2000). In other words, the Boltzmann transport 
equation, synonymous to kinetics, describes how a, system would approach states 
specified by the Boltzmann particle distribution function, synonymous to 
thermodynamic equilibrium (Chen and Doolen, 1998). Extensive studies have 
been carried out on the kinetic theory of gases and equations defining the 
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relationship between microscopic parameters and macroscopic quantities are well 
established just as is the case in classical thermodynamics. 
4.1 THE PROCESS OF THE LBM SIMULATION 
The lattice Boltzmann method simulates the streaming of molecules in a 
discretized phase space with simplified collision rules that are designed to recover 
the Navier-Stokes equation. Before the proper LBM algorithm starts, a node map 
for the specific domain within which LBM physics is to be simulated must be 
defined. The node map discretizes the spatial locations and includes the positions 
of all fluid nodes and their solid neighbors, the size of the simulation domain, and 
the connectivity of the fluid nodes which depends on the specific discretization of 
the velocity space. For more details on creating LBM node maps, samples of node 
map generating scripts for channel flow, periodic array of cylinders and periodic 
array of spheres which were written as part of this research work have been 
included in the appendix A. 
Once the node map is generated ( usually it is a text file that can be read 
usmg another script), the LBM algorithm can then begin with all velocity 
directions and interacting nodes properly defined. Another input file is used to 
supply other input parameters for the LBM simulation such as the collision 
method to be used and the relaxation time that determine the viscosity of the 
bulk fluid, the number of cycles and steps to execute during a simulation. 
At the start of LBM simulations, the phase space is well defined with the 
velocities and positions of all particles properly known from the node map. All 
pseudo-particles are assumed ,to be at rest/equilibrium conforming to the 
Maxwell-Boltzmann distribution. When a force is applied to the system, the 
system shifts from its initial equilibrium state and the overall goal of the LBM is 
to redistribute the velocities within the system so· the system re-attains the 
Maxwell-Boltzmann distribution which corresponds to a new steady-state with 
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applied forcing. Within the LBM, velocities are assigned weights based on their 
directions, the zero velocity having the highest weight (it has a value of 16 in 2D 
LBM and a value of 12 in 3D LBM), followed by the axial directions (it has a 
value of 4 in 2D LBM and a value of 2 in 3D LBM), while off-diagonal directions 
have the lowest weights (it has a value of 1 in both 2D and 3D LBM). The 
weights for the velocities in all directions are arranged into a vector which has a 
length of the number of velocities chosen for the particular problem. The sum of 
all weights gives the density of the lattice fluid, which equals 36 at equilibrium 
for both 2D and 3D LBM. 
'For each lattice time step, the lattice pseudo-particles propagate to 
adjacent lattice points and redistribute momenta through collisions. Also, the 
grids used for simulations have to satisfy certain symmetry conditions in order to 
recover hydrodynamic behavior with full rotational symmetry of space - Galilean 
invariance (Aaltosalmi, 2005; Raabe, 2004). The evolution of system dynamics in 
the LBM typically takes place in three successive steps, and the implementation 
of the three steps gives the various classifications of the method: 
• Advection/Propagation step 
• Bounce-Back step ( a boundary condition in general) 
• Collision step 
The advection step involves moving all pseudo-particles from their current 
nodes to the nearest neighbor nodes in the directions of their respective velocity 
vectors. The Bounce-Back step which is usually for no-slip flow implements the 
no-slip boundary condition for pseudo-particles that encounter a fluid-solid 
interface. The collision step involves the interactions between pseudo-particles 
arriving at the same node coming from different directions. (Raabe, 2004). 
A general mathematical representation of the LBM algorithm is shown in 
Eq. (4.8). It is a discretized form of the Boltzmann transport equation 
(Aaltosalmi, 2005; Chen and Doolen, 1998; Raabe 2004). 
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(4.8) 
Where: ;/4 represents the fraction of particles at node r at time t and i 
represents one of the lattice directions (number of velocities); n represents a 
model dependent collision operator that increases or decreases the density of 
particles that move along lattice direction i; .6. t is the lattice time step. 
Different lattice structures can be used to simulate velocity distributions 
used in LBM in 2D and 3D domains. A local velocity distribution is defined for 
every fluid node. · The arrangement of nodes and the velocities is typically 
represented by a four character alpha-numeric notation DxQy. The first two 
characters represent the dimensionality of the simulation (two dimensional cases 
as D2 or three dimensional cases as D3). The next two characters of the notation 
system represent the number of lattice nodes that a center node interacts with 
along the lattice direction ( equivalent to the number of velocities to 
approximate/discretize the velocity/momentum space). Common 2D models for 
the LBM include D2Q4 and D2Q9, while 3D models include D3Q15 and D3Ql9. 
For this research project, we will use the D2Q9 model for two dimensional 
simulations and the D3Q19 model for three dimensional simulations. Figures 4.2 
is a representation of typical 2D and 3D lattice grids for lattice Boltzmann 
simulations. 
f1 
I • _·' ; ,f l .; . ' ,.:.  . ,·),/ .. 
1 ..... ., 
FIGURE 4.2: Representation of typical 2D and 3D Lattice Structures. 
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For the 2D model (D2Q9), the lattice directions are: 
- [o 1-1 o o 1 1-1-1] 
Cif:lt = 
0 0 0 1 -1 1 -1 1 -1 
(4.9) 
While for the 3D model (D3Q19) the lattice directions arc: 
0 1-1 0 0 0 0 0 0 0 0 1 1-1-1 1 1-1-1 -
c;,.6.t=OO 01-10 011-1-10 0 O 01-1 1-1 ( 4.10) 
0 0 0 0 0 1-1 1-1 1-1 1-1 1-1 O O O 0 
A few methods have been developed for n which dc,als ,,·it li inter-particle 
collisions. In general, these methods modify the velocities of t II(' particles during 
the collision process in such a way that the evolution of t 11<' 111oments of the 
moments of the velocity distribution obeys the Navier-Stok<' <'quat io11. 
The Bhatnagar-Gross-Krook (BGK) method is t li<· :-.i1npkst form of 
collision operator using a single parameter to simulate collisio11 n·lm:ation toward 
the local equilibrium distribution. Its general form 1s gn·< ·11 l l\" Eq. ( 4.11) 
(Aaltosalmi, 2005; Chen and Doolen, 1998; Raabe 2004). 
(4.11) 
Where: 7 is a relaxation parameter related to t il<' Ouid ,·iscosity by 
Eq.(4.12); and l 0)(r,t) is the equilibrium distrihutio11 f1111C'tion given m 
Eq.( 4.13), which is chosen in such a way as to yield th<' r<'quin•d h<'havior of the 





wi is the weight of the velocity direction 'i' as described on page 28. 
Another method is the Multiple-Relaxation-Time (MRT) (Verhaeghe et 
al., 2009). Unlike the BGK method, the MRT method uses a collision matrix S 
and multiple relaxation times. The MRT evolution equation is as in Eq.(4.14). 
The LBGK is a special case of the MRT when the relaxation times are all equal 
and the collision matrix S = ( 1/ () I , where I is the identity matrix. 
Ir°( r+~6t,t+6t))-j(d( r,t)) =-B(lt,( r,t))-Ji0l( r,t))) (4.14) 
Where: parameters inside the ( I and I ) brackets denote row and 
column vectors respectively; and the matrix S has dimensions n x n , n 
representing the number of velocities. The MRT method incorp~rates definitions 
from the kinetic theory of gases for the moments of density, momentum, kinetic 
energy, and stress irito its collision parameter. 
MRT is better than BGK in terms of numerical accuracy and stability but 
has a higher computation cost. Our program uses MRT collision operator. 
Macroscopic quantities are recovered from the velocity moments of 
-
distribution/4. The density p, mome~tum pu and stress tensor ~ are recovered 
as in Eq.(4.15), Eq.(4.16) and Eq.(4.17) respectively as follows (Aaltosalmi, 
2005): 
n 
p ( r, t) = I: /4 ( r, t) (4.15) 
i=l 
n 
p ( r, t);;, ( r, t) = I: ci/4 ( r, t) (4.16) 
i=l 
n 
T a/3 ( r, t) = I: CiaA/3/4 ( r, t) ( 4.17) 
i=l 
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Where: n represents the number of possible velocities; a and /3 are 
spatial components of the velocity vector, 7 being the stress tensor. 
In this study, the node maps for the geometries are generated using the 
programming language Matrix Laboratory (MATLAB), and the fluid flow is 




VALIDATION OF LBM/COMSOL DATA IN THE NO-SLIP LIMIT 
5.1 COMPARISON BETWEEN LBM AND COMSOL 
MULTIPHYSICS SIMULATIONS (2D) 
To understand how pore-scale simulations can help model porous media 
flow, a connection between pore-scale parameters and macroscopic quantities 
needs to be established. The scheme for converting lattice quantities to real world 
quantities is dimensional analysis using the fundamental units of mass (M), 
length (L), and time ( t). First, equivalent fundamental units are defined and then 
other quantities are converted to dimensionless quantities using the fundamental 
units in the respective cases (either lattice or real). By the principles of 
dimensional analysis, dimensionless quantities in both lattice and real-worlds 
must be equal. As an example, Table 2 shows a ~ist of predetermined equivalent 
fundamental units between lattice and real world. From these quantities, 
dimensionless parameters can be established for lattice and real-world. For 
example, Eq.(5.1) may be used to relate .6.t in LBM to .6.t in real world. Note 
that ( .6.x) LEM = 1 and ( .6. t tEM = 1 
[ µ.6. t l 1 [ µ.6. t l 
p.6.x2 LEM = 6 = p.6.x2 REAL 
(5.1) 
Based on the dimensional analysis, we ran a base case of flow through 
periodic arrays of cylinders with no-slip boundary in CM and in LBM for cross-
validation. The parameters in Table 2 are set as input parameters in the LBM 
simulator and similarly the equivalent input parameters are set as input 
parameters in CM. The results from CM and LBM and the results agreed very 
well (1.6 - 2.7% deviation between results from both simulations). 
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TABLE 2: PREDEFINED STANDARD EQUIVALENTS 
LBM Parameters Real Parameter Equivalents 
Density (M) 3.60E+Ol Density (kg/m3) l.OOE+02 
Grid Spacing (L) l.OOE+oo Grid Spacing (m) l.OOE-07 






TABLE 3: CROSS-VALIDATION EXAMPLE BETWEEN LBM AND CM SIMULATIONS 
LBM Parametes Real Parameter Equivalents COMSOL Parameters 
Density 3.60E+Ol Density (kg/m 3) 1.00E+o2 Density {kg/m 3) l.OOE+o2 
Unit Length 1.00E+oO Unit Length (m) 1.00E-07 Unit Length (m) 1.00E-07 
UnitTime 1.00E+OO Unit Time (s) 1.67E-08 Unit Time (s) 1.67E-08 
Dynamic Viscosity 6.00E+OO Dynamic Viscosity (Kg/m/s) 1.00E-05 Dynamic Viscosity (Kg/m/s) 1.00E-05 
Body Force 1.00E-04 Body Force (N/m 3) 1.00E+DS Body Force {N/m 3) 1.00E+DS 
Pressure Difference 4.40E-03 Pressure Difference (N/m 2) 4.40E-01 Pressure Difference (N/m 2) 4.40E-01 
Average X Velocity 1.48E-03 Average X Velocity (m/s) 8.88E-03 Average X Velocity {m/s) 8.63E-03 
Maximum X Velocity 3.32E-03 Maximum X Velocity {m/s) 1.99E-02 Maximum X Velocity {m/s) 1.96E-02 
LBM Grid Properties REAL Grid Properties COMSOL Grid Properties 
Grain Radius 9.75E+oo Grain Radius {m) 9.75E-07 Grain Radius {m) 9.75E-07 
Side Length 5.00E+Ol Side Length (m) 5.00E-06 Side Length (m) S.OOE-06 
Grain Fraction 1.19E-01 Grain Fraction 1.19E-01 Grain Fraction 1.19E-01 
Table 3 highlights the results of the LBM simulation and its equivalent in 
real world. The real grid properties and parameters such as fluid density, 
dynamic force and pressure difference were then used as input parameters for a 
CM model and the results compared to' the expected results from dimensional 
analysis for the real world scenario. CM reported a maximum velocity of l.96E-2 
(m/s) [5.56E3 ft/day] which represents a 1.64% deviation from the LBM 
translated maximum velocity of l.99E-2 (m/s) [5.64E3 ft/day]. CM also reported 
an average velocity of 8.63E-3 (m/s) [2.45E3 ft/day] which represents a 2.79% 
deviation from the LBM translated average velocity of 8.88E-3 (m/s) [2.52E3 
ft/day]. Figures 5.1 - 5.6 are plots of the velocity in the x-direction, v,elocity in 
the y-direction, and pre1;,sure profiles ( density is related to the pressure in the 
case of the LBM simulations) from the LBM and CM simulations. It is seen that 
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FIGURE 5.1: Surface Plot of Velocity Field X Component from LBM Simulation. 
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FIGURE 5.2: Surface Plot of Velocity Field X Component from CM Simulation. 
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FIGURE 5.3: Surface Plot of Velocity Field Y Component from LBM Simulation. 
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Surface: Velocity field , y component lm/sl 
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FIGURE 5.5: Surface Plot of Density from LBM Simulation. 
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FIGURE 5.6: Surface Plot of Pressure from CM Simulation. 
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5.2 PROCESSING OF PORE-SCALE SIMULATION RESULTS (3D) 
To highlight the potential applications of the pore-scale simulation results, 
the following analysis is made to show how simulation results for porous media 
(in this specific case, a periodic array of spheres) in the form of force per particle 
can easily be translated to permeability. The relationship among the parameters 
is explained in detail. 
The grain volume fraction r.p of spheres within an array is calculated as in 
Eq.(5.2): 
(5.2) 
Where: d is the diameter of the grains, and L is the size of the simulation 
domain which equals the size of the periodic cell. 
Apparent permeability 'ka;p' is as defined in Eq.(5.3) 
k - _j!!}}_ 
app - f:l½ (5.3) 
Where: µ is fluid viscosity, v is superficial velocity, and ll½ is the 
pressure gradient. 
The force density applied to the fluid within the array to drive the fluid 
flow is taken as the force acting on the fluid divided by fluid volume. Fluid 
volume within the array is calculated as in Eq.(5.4) 
Fuid Volume ·- [ L3 - ¼ ,rd3 l (5.4) 
The force density 'f' is expressed as in Eq.(5.5) 
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(5.5) 
Where: Fis the total force acting on the fluid, which equals the force · 
acting on the sphere. 
Pressure drop '.6.P' across the simulation domain is related to F as in 
Eq.(5.6) 
Hence Eq.(5. 7) follows: 
F 
L3 
[L3 - !1rd3 J 









The pressure gradient within the fluid is related to pressure gradient 
within the whole porous medium by Eq.(5.9) 
[ .6.P J = ( l _ c.p) [dP ) 
L fluid dx porous medium 
(5.9) 
The pressure gradient across the whole porous medium can thus be related 
to LBM simulation parameters using Eq.(5.10) 
(5.10) 
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From this, apparent permeability can be calculated directly for LBM 
simulations as in Eq.(5.11) 
µv 
kapp = f (5.11) 
Similarly, results from COMSOL can be translated into apparent 
permeability using Eq.(5.12) 
k - µvL(l- ) app - !:::.P cp (5.12) 
In the limit of zero Knudsen number, apparent permeability is equal to 
Darcy permeability ( kd ). Rearranging Eq.(5.11) w~ arrive at Eq.(5.13) 
(5.13) 
Using Eq.(2.17) for cubic array of spheres, Eq.(5.13) can be further 
expressed into Eq.(5.14) recognizing that Hasimoto's correlation is a function of 
grain volume fraction and thus H = H(cp). 
L3 - 1:_id3 µv 
__ 6~-=H(cp) 
fr1rµavkd 
( 1 - cp) d2 
kd =-----
3,r H ( 9' ) [ 1 r 
From Eq. (5.8), substitution for [ 1 ]' can be made to give Eq. ( 5.15) 
k - -'-( 1_-_'P-"-) d_2 




5.3 LBM AND COMSOL 3D SIMULATION RESULTS IN THE NO-
SLIP LIMIT 
Simulations for periodic array of spheres were also made using both LBM 
and CM. In these simulations the sphere radii were varied but the cube/grid 
dimensions were kept as constants. The variation of the radii leads to different 
grain volume fractions, makes it possible to compare the simulation results with 
Hasimoto-Sangani-Acrivos' correlation which is a function of the grain volume 
fraction. The Hasimoto-Sangani-Acrivos' correlation is re-written here in 
Eq.(5.16) for easy reference. 
(5.16) 
These simulation results for the 3D periodic array of spheres from both 
LBM and CM have been tabulated and are presented below in Tables 4 - 7. 
TABLE 4: 3D PERIODIC ARRAY OF SPHERES LBM AND CM SIMULATION RESULTS - SPHERE RADIUS: 9.75E-7 m 
LBM Parametes Real Parameter Equivalents COMSOL Parameters 
Density 3.60E+Ol 3· Density (kg/m ) l.OOE+02 Density (kg/m 3) l.OOE+02 
Unit Length 1.00E+OO Unit Length-(m) 1.00E-07 Unit Length (m) l.OOE-07 
Unit Time l.OOE+OO Unit Time (s) l.67E-08 Unit Time (s) l.67E-08 
Dynamic Viscosity 6.00E+OO Dynamic Viscosity (Kg/m/s) l.OOE-05 Dynamic Viscosity (Kg/m/s) l.OOE-05 
Body Force 1.00E-05 Body Force (N/m 3) 1.00E+04 Body Force (N/m 3) l.OOE+04 
Pressure Difference 4.84E-04 Pressure Difference (N/m 2) 4.84E-02 Pressure Difference (N/m 2) 4.84E-02 
Average X Velocity 5.31E-04 Average X Velocity (m/s) 3.19E-03 Average X Velocity (m/s) 3.23E-03 
Maximum X Velocity 7.SOE-04 Maximum X Velocity (m/s) 4.68E-03 Maximum X Velocity (m/s) 4.73E-03 
LBM Grid Properties REAL Grid Properties COMSOL Grid Properties 
Grain Radius 9.75E+OO Grain Radius (m) 9.75E-07 Grain Radius (m) 9.75E-07 
Side Length 5.00E+Ol Side Length (m) 5.00E-06 Side Length (m) 5.00E-06 
Volume Fraction 3.llE-02 Volume Fraction 3.llE-02 Volume Fraction 3.llE-02 
Table 4 shows simulation results for a sphere radius of 975 nm. The average 
velocities reported had a 1.27% deviation while the maximum velocities varied by 
1.0%. Table 5 contains simulation results for sphere radius of 1075 nm. The 
simulation results also have reasonable agreement with the deviation in velocities 
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TABLE 5: 3D PERIODIC ARRAY OF SPHERES LBM AND CM SIMULATION RESULTS-SPHERE RADIUS: 10.7SE-7 m 
LBM Parametes Real Parameter Equivalents COMSOL Parameters 
Density 3.60E+ol Density (kg/m 3) l.OOE+02 Density (kg/m 3) l.OOE+02 
Unit Length l.OOE+oO Unit Length (m) l.OOE-07 Unit Length (m) 1.00E-07 
UnitTime 1.00E+oO UnitTime (s) l.67E-08 UnitTime (s) l.67E-08 
Dynamic Viscosity 6.00E+oO Dynamic Viscosity (Kg/m/s) 1.00E-05 Dynamic Viscosity (Kg/m/s) l.OOE-05 
Body Force 1.00E-05 Body Force (N/m 3) 1.00E+04 Body Force (N/m 3) l.OOE+04 
Pressure Difference 4.79E-04 Pressure Difference (N/m 2) 4.79E-02 Pressure Difference (N/m 2) 4.79E-02 
Average X Velocity 4.33E-04 Average X Velocity (m/s) 2.GOE-03 Average X Velocity (m/s) 2.64E-03 
Maximum X Velocity 6.75E-04 Maximum X Velocity (m/s) 4.0SE-03 Maximum X Velocity (m/s) 4.lOE-03 
LBM Grid Properties REAL Grid Properties COMSOL Grid Properties 
Grain Radius l.08E+Ol Grain Radius (m) 1.08E-06 Grain Radius (m) l.08E-06 
Side Length 5.00E+Ol Side Length (m) 5.00E-06 Side Length (m) 5.00E-06 
Volume Fraction 4.16E-02 Volume Fraction 4.16E-02 Volume Fraction 4.16E-02 
TABLE 6: 3D PERIODIC ARRAY OF SPHERES LBM AND CM SIMULATION RESULTS-SPHERE RADIUS: 15.7SE-7 m 
LBM Parametes Real Parameter Equivalents COMSOL Parameters 
Density 3.60E+Ol Density (kg/m 3) l.OOE+02 Density (kg/m 3) l.OOE+o2 
Unit Length l.OOE+OO Unit Length (m) 1.00E-07 Unit Length (m) 1.00E-07 
Unit Time l.OOE+oO UnitTime (s) l.67E-08 Unit Time (s) 1.67E-08 
Dynamic Viscosity 6.00E+OO Dynamic Viscosity (Kg/m/s) l.OOE-05 Dynamic Viscosity (Kg/m/s) l.OOE-05 
Body Force l.OOE-05 Body Force (N/m 3) l.OOE+04 Body Force (N/m 3) . 1.00E+04 
Pressure Difference 4.35E-04 Pressure Difference (N/m 2) 4.35E-02 Pressure Difference (N/m 2) 4.35E-02 
Average X Velocity 1.SSE-04 Average X Velocity (m/s) 9.29E-04 Average X Velocity (m/s) 9.44E-04 
Maximum X Velocity 3.54E-04 Maximum X Velocity (m/s) 2.12E-03 Maximum X Velocity (m/s) 2.lSE-03 
LBM Grid Properties . REAL Grid Properties COMSOL Grid Properties 
Grain Radius 1.58E+Ol Grain Radius (m) 1.58E-06 Grain Radius (m) 1.58E-06 
Side Length 5.00E+Ol Side Length (m) 5.00E-06 Side Length (m) 5.00E-06 
Volume Fraction l.31E-01 Volume Fraction 1.31E-01 Volume Fraction l.31E-01 
TABLE 7: 3D PERIODIC ARRAY OF SPHERES LBM AND CM SIMULATION RESULTS - SPHERE RADIUS: 20.7SE-7 m 
LBM Parametes · Real Parameter Equivalents COMSOL Parameters 
Density 3.60E+Ol Density (kg/m 3) l.OOE+02 Density (kg/m 3) l.OOE+o2 
Unit Length l.OOE+OO Unit Length (m) l.OOE-07 Unit Length (m) l.OOE-07 
UnitTime l.OOE+OO Unit Time (sl l.67E-08 Unit Time (s) l.67E-08 
Dynamic Viscosity 6.00E+OO Dynamic Viscosity (Kg/m/s) l.OOE-05 Dynamic Viscosity (Kg/m/s) l.OOE-05 
Body Force l.OOE-05 Body Force (N/m 3) l.OOE+04 Body Force (N/m 3) l.OOE+o4 
Pressure Difference 3.SOE-04 Pressure Difference (N/m 2) 3.SOE-02 Pressure Difference (N/m 2) 3.SOE-02 
Average X Velocity 4.33E-05 Average X Velocity (m/s) 2.60E-04 Average X Velocitv (m/s) 2.65E-04 
Maximum X Velocity l.89E-04 Maximum X Velocity (m/s) l.14E-03 Maximum X Velocity (m/s) l.lSE-03 
LBM Grid Properties REAL Grid Properties COMSOLGrid Properties 
Grain Radius 2.08E+Ol Grain Radius (m) 2.08E-06 Grain Radius (m) 2.08E-06 
Side Length 5.00E+Ol Side Length (m) S.OOE-06 Side Length (m) 5.00E-06 
Volume Fraction 2.99E-01 Volume Fraction 2.99E-01 Volume Fraction 2.99E-01 
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being 1.51 % and the deviation in maximum velocity being 1.17%. Table 6 is for 
sphere radius of 1575 nm. The deviations in velocity and maximum velocity are 
1.62% and 1.07% respectively. Table 7 shows simulation results for sphere radius 
of 2075 nm. Results show a 2.26% variation in average velocity, and a 1.48% 
variation in maximum velocity. 
The velocities from the simulations are substituted into the normalized 
Stokes' equation and then used to compare the simulation results to Hasimoto-
Sangani-Acrivos' correction to the Stokes' equation as is shown in Eq.(5.17). 
F = H 
61rµva 
(5.17) 
Table 8 is a summary of the data reduction undertaken for the 
comparison. 
TABLE 8: COMPARISON OF 3D PERIODIC SPHERICAL ARRAY SIMULATIONS WITH HASIMOTO·:iiiiliiiiil 
Net Force (REAL) 1.250E-12 · Viscosity RE L) 1.0 OE-05 
System Size (REAL) 5.000E-06 5.000E-06 5.000E-06 5.000E-06 
Grain Radius (COMSOL) 9.750E-07 l.075E-06 l.575E-06 2.075E-06 
Grain Fraction 3.106E-02 4.163E-02 l.309E-01 2.994E-01 
Velocity (COMSOL) 3.226E-03 2.640E-03 9.436E-04 2.655E-04 
Velocity (LBM) 3.186E-03 2.601E-03 9.286E-04 2.596E-04 
Normalized Stokes (COMSOL) 2.108E+OO 2.337E+OO 4.462E+OO l.204E+Ol 
Normalized Stokes (LBM) 2.135E+OO 2.372E+OO 4.534E+OO l.231E+Ol 
Hasimoto (H) 2.098E+OO 2.327E+OO 4.453E+OO l.154E+Ol 
Deviation 0.48% 0.40% 0.19% 4.28% 
Figure 5.7 shows a plot of data from Table 8 and is a comparison between 
simulation results for 3D array of spherical particles and Hasimoto-Sangani-
Acrivos' correction to Stokes' equation. The ordinate has data points for the 
normalized Stokes' drag from both LBM and CM simulations while the abscissa 
has data points for Hasimoto-Sangani-Acrivos' correction to Sto~es' equation 
which is purely dependent on the grain volume fraction ( cp) alone and not on any 
simulation parameters. The figure shows that simulation results agree very well 
with the Hasimoto-Sangani-Acrivos' correction to Stokes' equation. As can be 
seen from both Table 8 and Figure 5. 7, the highest variation of 4.28% between 
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simulation and the correlation occurs at the largest grain volume fraction 
corresponding to a sphere radius of 2075 nm. This is however expected as 
Sangani and Acrivos showed in their paper (1981). Figure 5.8 is a plot of LBM, 
CM and Hasimoto-Sangani-Acrivos' correlation on the ordinate while the abscissa 
has data points for the grain volume fraction. Figure 5.9 is a picture from 
Sangani and Acrivos' paper showing how their correlation compared with exact 
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Figure 5.7: Comparison Between 3D Spherical Array 
Simulations and Hasimoto's Correlation. 
Comparing Figures 5.8 and 5.9, it is seen that our simulation results for 
LBM and CM shown in Figure 5.8 do act in accord with the "Exact Results " line 
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Figure 5.8: Comparison of Hasimoto-Sangani-Acrivos' 
Correlation with Stoke Flow Simulations as Functions of Grain 
Volume Fraction. 
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CHAPTER 6 
SLIP FLOW IN A 2D CHANNEL - ANALYTICAL SOLUTIONS 
AND SIMULATIONS 
A simplified transient unidirectional moving wall channel flow problem, 
represented by flow between two walls is setup (Figure 6.1). At one of the 
boundaries, the no-slip boundary condition is applied while at the other 
boundary, the Maxwell first-order slip flow boundary condition is used. 
-C/ -C -C.C-CtC -C .C.C ,..,.... £ C ..-,c,.~ .C -C.:'" 
77 7 ?777 ;s 777_:; 7 ?_;_;_.> 7 PY 
FIGURE 6.1: Pictorial Representation of Simplified Channel Flow ~ith Slip. 





The Initial condition is given in Eq.(6.3) 
ui = 0 
t=O 
The first boundary condition is shown in Eq.(6.4) 






The second boundary condition is a form of the Maxwell first-order slip 
boundary condition [Eq.(2.11)] shown. in Eq.(6.5) 
u I = - 2 - av A au I 
y=H a 8y 
V y=H 
(6.5) 
6.1 ANALYTICAL SOLUTION TO MAXWELL'S FIRST-ORDER 
SLIP BOUNDARY CONDITION USING SEPARATION OF 
VARIABLES · 
The separation of variables method is used to derive an analytical 
expression for the velocity within the system. 
First a steady state solution is found by converting the problem to the 
form found in Eq.(6.6): 
? . 
µ a-uss = 0 
p 8y2 
(6.6) 
Direct integration of Eq.(6.6) would yield an equation in the form of 
Eq.(6.7) 
ff µ 82Uss - ffµ 82u = ff 8y 2 --+ u = Ay + B (6.7) p 8y2 p ss ss 
Applying the boundary conditions, we get expressions for coefficients A 
and B. Applying the first boundary condition - Eq.(6.4) yields Eq.(6.8). 
B=u 
0 
From Eq.(6.7), Eq.(6.9) follows. 





Therefore, applying the second boundary condition - Eq.(6.5) yields 
Eq.(6.10) 
(6.10) 
The steady state analytical expression for the velocity is as expressed in 
Eq.(6.11) 
(6.11) 
And can also be expressed in terms of Knudsen number as in Eq.(6.12) 
(6.12) 
Next a new variable is defined in Eq.(6.13) as the difference between the 
steady state and transient solutions. 
(6.13) 
And differentiating Eq.(6.13), the derivatives of the new variable defined 





au* µ a 2u* 
--=---ot P ay2 (6.14) 
Initial and boundary conditions for the new variable are then applied. 
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(6.15) 
u*I =ul -u =0 y=O y=O o (6.16) 
Eq.(6.16) indicates that the boundary condition at y=O is homogeneous. 
Further application of boundary continues as follows: 
*I I u H 
U y=H = U y=H + [ 2 - a o ]- Uo (6.17) 
-----"-v.,\+H 
av 
Substituting for ulHfrom Eq.(6.13) into Eq.(6.18) yields Eq.(6.19) 
H 
uo ---,---l 
I 2-av >..+H 
8u* = Uo + u* y=H ___ a.,...v __ --,-__ 
&y ,~H [ 2 ~ a, H H l [ 2 :, a, Al [ 2 a, a,, i l 
(6.19) 
Collecting terms together, we get Eq.(6.20) 
u * I = _ 2 - av .,\ au* 
y=H a 8y 
V y=H 
(6.20) 
This leaves us with a system with a homogeneous but mixed boundary 
condition to be solved. The transient solution has to be a function of both time 
and space thus the solution can be written in a general form as in Eq.(6.21) 
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u* = T(t)Y(y) 
From Eq.(6.21), deductions can be made as follows: 
au* = r'y 
at 










The time a1:1d space equations can then be solved separately using 
appropriate methods. The time-dependent part of Eq.(6.23) is solved by direct 
integration to give Eq.(6.24) which is an Eigenfunction. 
(6.24) 
The space dependent part is solved using solution methods for 2nd order 
differential equations. If the general form of a 2nd order differential equation is of 
the form in Eq.(6.25), a characteristic quadratic equation of the form in Eq.(6.26). 
can easily be solved to give the roots of the equation (m 1 and tn2) and the 
solution of the differential equation in the form of Eq.(6.27). 
a y" + by' + CY = 0 (6.25) 
am 2 + bm + c = 0 (6.26) 
(6.27) 
The space dependent part is expressed in Eq.(6.28) and its characteristic 
quadratic equation in Eq.(6.29). Solving the quadratic equation we. get complex 
roots as in Eq.(6.30) which is reduced based on Eq.(6.32). 
y" -=-e y (6.28) 
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m = ±j( 
ei 8 = cos 8 + j sin 8 
e-je = case - jsin8 
Eq.(6.31) thus yields Eq.(6.33) 






The general solution to the new variable is tlrns <'Xpn•ss<·d as in Eq.(6.34), 
to which the initial and boundary conditions can then ])(' appli1·d 
u* = e-evt ( Acos(y + Bsin(y) (6.34) 
Applying homogeneous boundary condition IEq.((i. Hi )I t lw value of the 
first constant A is arrived at, Eq.(6.35) 
A=O 
Eq.(6.36), an Eigenfunction in the 'y' coordi11att•. f'ull()\\':-. fru111 this. 
Y = Bsin(y 
Applying the boundary condition at 'H' we get Eq.(G.37). 
u* I = e-evt_Bsin(H 
y=H 
au* = (e-evt .B cos (H 
8y y=H 





For a non trivial solution, the trigonometric part of (6.38) has to be equal 
to zero. Hence, we arrive at Eq.(6.39) which yields an Eigen value problem with 
solutions existing for several values of ~ [ ~1, ( 2 , ( 3 , .•. ] . 
2-a 
tan(~H) = - v .\( (6.39) 
av 
Therefore, the solution for u* is Eq.(6.40) 
00 
u * = ~ e-~;vt Bn sin( ~nY) (6.40) 
n=l 
Applying the initial condition in Eq.(6.15) to Eq.(6.40), we arrive at 
Eq.(6.41) based on the trigonometric part being a "functional basis". 
H 
J u0 [( avy) ] -1 sin(nydy 
2 - av>. + avH 
B =~o'---------------n H (6.41) 
J sin 2 ( ~y) dy 
0 
Substituting for u· in Eq.(6.13), the solution to the real velocity profile is 
Eq.(6.42) 
Eq.(6.42) can be evaluated using MATLAB and then conipared to 
equivalent time-dependent CM and LBM slip flow models. However at this time, 
we restrict ourselves to comparison of ste~dy-state solutions Eq.(6.11) with CM 
and LBM. 
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6.2 ANALYTICAL SOLUTION RESULTS USING MATLAB AND 
COMSOL 
The steady state analytical solution given m Eq.(6.11) can be plotted 
easily in MATLAB with input parameters shown in Table 9. The values under 
the "real" column are with real units and are used in the MATLAB and the CM 
simulation to be presented later. Table 9 also shows the equivalent values of the 
parameters used in the LBM simulations which will be presented in the next 
section. These equivalent values were derived using the dimensional analysis 
scheme covered in Chapter 5. 
TABLE 9: PARAMETERS FOR CHANNEL SLIP FLOW (TMAC = 0.9) 
Parameters Units Real LBM Units 
Channel Width m l.OOE-07 l.GOE+Ol tJ.x 
Knudsen Number unitless S.OOE-02 5.00E-02 unitless 
Mean Free Path m S.OOE-09 8.00E-01 tJ.x 
Moving Plate Velocity m/s 4.00E-04 l.07E-03 tJ.x/ 6t 
The MATLAB script written for this problem has been included in the 
appendix B. Figure 6.2 shows the plot of dimensionless velocity with 
dimensionless channel width. The plot has been rendered dimensionless to 
facilitate comparison with the simulation results from C:tvI and LBM in Figures 
6.3 and 6.4 respectively. From the figure, it is seen that at the channel wall with 
the slip boundary condition, there is a non-zero velocity with a value of about 
0.0576. 
A CM model was also setup for the same problem using the parameters in 
Table 9. The model was setup as a lD model since the tangential velocity to the· 
direction of flow is zero. In CM, the flow module did not have a'predefined PDE 
matching the equation for this channel flow problem [Eq.(6.6)]. Therefore, we 
used a more general PDE from the heat transfer section of the lD module in CM 
with a convective heat transfer boundary condition that is also of a mixed type. 
(6.43) 
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The PDE used is given in Eq.(6.43). Looking at the equation, we set Q, 
Qvh, WP, and the velocity term in the left hand side (u) to zero. Then the 'k' 
term on the right hand side of the equation was set to µ/ p which then makes the 
PDE being solved of the same form as Eq.(6.6). The boundary condition specified 
for the moving wall is given by Eq.(6.44), i.e. a constant temperature (which for 
our case is the velocity of the moving wall). At the other wall with slip, the 
boundary condition specified is given by Eq.(6.45), with appropriate substitutions 
made for the values of k, h and Text to give the equation the same form as the 
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CM Solution Kn = 0.05, TMAC = 0.9 
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FIGURE 6.3: Plot of Channel Slip Velocity Results Using CM. 
From the CM application, data from the simulation results indicates a 
non-zero velocity of 0.0576 at the slip boundary, in perfect agreement with the 
analytical solution. 
6.3 SIMULATION RESULTS USING LBM 
A new LBM method for Maxwell slip boundary condition is implemented 
into a MATLAB script to simulate the same channel flow. The slip boundary 
condition implemented replaces the simple bounce-back scheme used when fluid 
particles encounter a solid boundary. This method is derived based on a previous 
work (Yin et al., 2006), where a specialized boundary condition was developed to 
simulate the "condition of zero tangential stress" or free-slip observed on gas-
liquid interfaces, Eq.(6.46). 
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(6.46) 
Where: n is the unit normal vector to slip boundary pointing into the 
fluid; o is the local fluid viscous stress tensor; and I is the unit tensor. 
For the Maxwell slip model, the tangential stress ;.u.(! - ;;) is no 
longer zero and is related to the slip velocity by Eq.(6.47) 
- 2 - a .A - ( --) 
Uslip = - V .-n.f!:_. I - nn 
av µ - -
(6.47) 
The stress tensor is related to the momentum flux (II) by Eq.(6.48) 
Where: c/ represents the square of the isothermal speed of sound in the 
lattice fluid which equals 1/3; As represets shear viscosity; and AB represents bulk 
viscosity. 
Figure 6.4 shows the results from the LBM simulation using the equivalent 
parameters shown in Table 9. The LBM simulation has its slip boundary as the 
lower plate, hence the reversed values on the abscissa. Also, the LBM simulation 
uses the center of each lattice grid as its node points rather than the edges and so 
the figure shows data points (circles) which were then fit with a straight line 
using the "polyfit" function in MATLAB. The results also show a non-zero slip 
velocity of 0.0593, which is a 3% deviation from the exact solution. It should be 
noted that the LBM method recovers the slip boundary condition at the node 
adjacent to the slip wall but not on the wall itself. As one can observe on the 
graph, the velocity at the node adjacent to the wall has the correct slip velocity. 
However, as the node is /J.x/2 away from the wall, linear extrapolation to the wall 
using polyfit undershoots the analytical solution. This error is common in most, if 
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not all, LBM boundary treatments; being first order in the spatial discretization, 
it will decrease as more refined mesh is used. 
LBM Solution Kn= 0.05, TMAC = 0.9 
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FIGURE 6.4: Plot of Channel Slip Velocity Results Using LBM. 
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[6'rr;avl . . H = 1 + [A'* Kn] (7.1) 
slip 
[fuFµaul. -[a! l . =l+[A * .kn] =} vs!ip =I+[A * Kn] (7.2) 
s/,ip vnµau no-slip v~slip 
The results from the CM simulations are thus treated by using this 
dimensionless velocity. 
7.1 GRAIN SIZE AND KNUDSEN NUMBER PARAMETRIC 
STUDY 
Figure 7.1 shows plots of normalized velocity at different grain volume 
fractions (GVF) as well as varying Knudsen numbers at a fixed TMAC value of 
0.9. From the figure, it can be seen that the normalized velocity does increase as 
the Knudsen number increases. The figure also shows that the slip coefficient (A') 
increases as the GVF increases. Since the GVF is simply one minus the porosity, 
the results confirm that the velocity slippage effect increases as the porosity of 
this simple porous medium decreases. In addition, as the porosity decreases, the 
dependence of the normalized slip velocity becomes slightly nonlinear, as can be 
observed in Figure 7.1. 
7.2 TMAC AND KNUDSEN NUMBER PARAMETRIC STUDY 
The TMAC as mentioned in Chapter 2, is a coefficient that is dependent 
on the surface properties of the particular porous medium and the interaction 
between the surface and the fluids flowing through. It can be determined 
experimentally, but it is also useful to determine its effect numerically as this will 
provide useful information on how sensitive its value would affect the rate of slip 
flow through porous medium. 
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+ GVF 0.131 
e GVF 0.299 
-- Linear (GVF 0.0311) 
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-- Linear (GVF 0.299) 
Figure 7.1 Slip Velocity as a Function of Grain Volume 
Fraction and Knudsen Number (TMAC = 0.9). 
TMAC and Knudsen number while the grain radius is kept constant at 975 nm. 
When the TMAC is high (0.7-0.9), in the slip flow regime the trends are 
approximately linear. When TMAC is low ( < 0.5), molecules conduct more 
specular reflections with the surface and do not transfer as much tangential 
momentum to the walls, leading to higher slip and flow rates. In this regime 
(TMAC < 0.5) the effect of mean free path (and the Knudsen number) becomes 
nonlinear and the linear sections are restricted to very low Knudsen numbers. 
When the TMAC values are 0. 7 and 0.9, the dependence of the slip-no-slip 
velocity ratio on the Knudsen number is approximately linear in O < Kn < 0.1. 
These values are also realistic based on the literature presented earlier in Chapter 
2. Figure 7.2 also shows that, if TMAC were lower ( < 0.5) , the dependence of 
the velocity ratio on Kn is no longer linear in O < Kn < 0.1 , and equations in the 































Figure 7.2: Slip Velocity as a Function of Accomodation 
Coefficient and Knudsen Number (Radius = 9.75E-7 m). 
7.3 STUDY OF THE SLIP COEFFICIENT (A') AS A FUNCTION 
OF GRAIN VOLUME FRACTION. 
From the values of the slip coefficient (A) in Figure 7.1 which correspond 
to the slope of the linear trend line fit, further study was carried out to see how 
the slip coefficient varies with the grain volume fraction and by implication with 
porosity. 
Figure 7.3 shows the plot of slip coefficient with GVF for all grain sizes 
that were studied. TMAC values of 0.9 and 0. 7 were plotted. It can be seen from 
the figure that the slip coefficient does increase with the GVF as mentioned and 
seen earlier from Figure 7.1. A 2nd order polynomial trend line fit was then 
applied to the data points and the equations of the trend lines are shown in the 
figure. It is seen that the magnitudes of the slip coefficients are larger for the 
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Figure 7.3: Slip Coefficient (A') as a Function of Grain Volume 
Fraction. 
The trend line equations can be re-written m terms of more common 
parameter notations for GVF and subsequently in terms of the porosity of the 
medium. Eq.(7.3) shows the functional relationship for a TMAC value of 0.9 
between the slip coefficient A and the GVF while Eq.(7.4) shows the relationship 
between the slip coefficient and porosity recalling that ¢ = 1 - c.p. 
A' = 268.55c.p2 + 47.706c.p + 3.3023 (7.3) 
A' = 268.55¢ 2 - 584.81¢ + 319.56 (7.4) 
Similarly , a relationship between the slip coefficient A and porosity for a 
TMAC value of 0. 7 is given in Eq. 
A' = 302.26¢ 2 - 661.43¢ + 363.54 (7.5) 
Further use for the slip coefficient would now be expatiated. Recalling 
Klinkenberg 's correlation given in Eq.(7.6), a relationship between the slip 
coefficient and Klinkenberg's 'b' can be established. 
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(7.6) 
By Darcy's equation, the ratio of the slip velocity to the no slip velocity 
which is what we have been utilizing from our simulation results is in fact 
equivalent to the ratio between the apparent permeability (ka) which occurs when 
there is slip and the liquid permeability which occurs when there is no slip (k=), 
Eq.(7.7) puts these words into a mathematical relationship. 
V k b 
slip = app = l + - = 1 + [ A' * Kn] 
Vno-slip koo p 
(7.7) 
Therefore, a relationship between the slip coefficient from our simulations 
A and Klinkenberg's 'b' is derived as in Eq.(7.8) 
b:;::: [A'* Kn]* P (7.8) 
The expression~ for Knudsen number given in Eq.(2.9) and for the mean 
free path of a gas system given in Eq.(2.10) can be substituted into Eq.(7.8) to 
arrive at Eq.(7.9) 
(7.9) 
For the specific case of our simulations, a correlation for Klinkenberg's slip 
factor (b) as a function of porosity for a TMAC value of 0.9 is given in Eq.(7.10) 
or by similar substitutions done in Eq.(7.9) b can be expressed as shown in 
Eq.(7.11). This highlights the potentials of our studies when it is extended to real 
porous media using the LBM. 
b = [ ( 268.55¢ 2 - 584.81¢ + 319.56) Kn] P (7.10) 
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b = ( 268.55¢ 2 - 584.81¢ + 319.56) Jz K ~T 
7rO rgrain 
(7.11) 
Further details of the results from the parametric studies have been 
presented in Table 10. Further studies can be carried out including how the slip 
coefficient varies with.GVF at other TMAC values so that a correlation can be 
set up. 
In the future when the newly developed LBM slip boundary condition is 
applied to more co:mplex geometries than the channel flow setup, the results from 
CM parametric simulations will be used for cross-validation. The LBM slip 
models will be tested to ensure the results are physical and mesh independent. 
Chapter 8, which included results from an early study, shows the importance of 
having mesh-independence as a requirement that any LBM slip flow models must 
satisfy .. The new LBM slip boundary condition can then be easily extended to 
_simulate slip flow in real porous media which is one of the· added advantages of 
















TABLE 10: RESULTS FROM PARAMETRIC STUDY SIMULATIONS FOR FLOY JHROUGH ZD PERIODIC ARRAY OF CYLINDERS IN THE SLIP LIMIT 
Kn Velocity Slip/NoSlip Grain Radius Acom Kn Velocity Slip/NoSlip Grain Radius Aocm Kn Velocity Slip/NoSlip Grain Radius Acom Kn 
5.00E-02 t.o3E:o:i" 3.42E,OO 9.00E-01 5.00E-02 1.09E-02 1.26E,OO 9.00E-01 5.00E-02 9.43E-03 1.32E,OO 9.00E-01 5.00E-02 
7.50E-02 1.33E-03 4.40E,OO 7.50E-02 1.19E-02 1.38E,OO 7.50E-02 1.05E-02 1.47E,OO 7.50E-02 
1.00E-01 1.53E-03 5.07E,OO 1.00E-01 1.28E-02 1.48E•OO 1.00E-01 1.13E-02 1.59E,OO 1.00E-01 
O.OOE,00 3.02E-04 1.00E,00 0.00E,00 8.63E-03 1.00E,00 0.00E,00 7.13E-03 1.00E,00 O.OOE,00 
2.50E-02 7.31E-04 2.42E,OO 2.50E-02 9.95E-03 1.15E,OO 2.50E-02 8.48E-03 1.1SE,OO 2.50E-02 
5.00E-02 1.17E-03 3.88E,OO 8.00E-01 5.00E-02 1.13E-02 1.31E,OO 8.00E-01 5.00E-02 9.91E-03 1.39E,OO 8.00E-01 5.00E-02 
7.50E-02 1.47E-03 4.85E,OO 7.50E-02 1.25E-02 1.44E,OO 7.50E-02 1.11E-02 1.55E,OO 7.50E-02 
1.00E-01 1.65E-03 5.46E,OO 1.00E-01 1.33E-02 1.54E•OO 1.00E-01 1.19E-02 1.67E,OO 1.00E-01 
0.00E,00 3.02E-04 1.00E,00 O.OOE,00 8.63E-03 1.00E,00 O.OOE,00 7.13E-03 1.00E,00 O.OOE,00 
2.50E-02 8.39E-04 2.78E,OO .2.50E-02 1.03E-02 1.19E,OO 2.50E-02 8.82E-03 1.24E,OO 2.50E-02 
5.00E-02 1.32E-03 4.37E,OO 7.00E-01 5.00E-02 1.19E-02 1.37E•OO 7.00E-01 5.00E-02 1.05E-02 1.47E,OO 7.00E-01 5.00E-02 
7.50E-02 1.60E-03 5.29E,OO 7.50E-02 1.31E-02 1.5tE,OO 7.50E-02 1.16E-02 1.63E,OO 7.50E-02 
1.00E-01 1.75E-03 5.SOE,00 1.00E-01 1.39E-02 1.S1E,OO 1.00E-01 1.24E-02 1.74E,OO 1.00E-01 
0.00E,00 3.02E-04 1.00E,00 O.OOE,00 8.63E-03 1.00E,00 O.OOE,00 7.13E-03 1.00E,OO O.OOE,00 
2.50E-02 9.75E-04 3.23E,OO 2.50E-02 1.07E-02 1.24E,OO 2.50E-02 9.25E-03 1.30E,OO 2.50E-02 
5.00E-02 1.48E-03 4.88E,OO 6.00E-01 5.00E-02 1.25E-02 1.45E,OO 6.00E-01 5.00E-02 1.11E-02 1.56E,OO 6.00E-01 5.00E-02 
7.50E-02 1.72E-03 5.68E,OO 7.50E-02 1.37E-02 1.59E,OO 7.50E-02 1.22E-02 1.72E,OO 7.50E-02 
1.00E-01 1.84E-03 6.0SE•OO 1.00E-01 1.45E-02 1.68E,OO 1.00E-01 1.29E-02 1.81E,OO· 1.00E-01 
O.OOE,00 3.02E-04 1.00E,00 O.OOE,00 8.63E-03 1.00E,00 0.00E,00 7.13E-03 1.00E,00 O.OOE,00 
2.50E-02 1.14E-03 3.79E,OO 2.50E-02 1.12E-02 1.30E,OO 2.50E-02 9.81E-03 1.38E,OO 2.50E-02 
5.00E-02 1.63E-03 5.38E,OO 9.75E-07 5.00E-01 5.00E-02 1.32E-02 1.53E,OO 1.0SE-06 5.00E-01 5.00E-02 1.18E-02 1.65E,OO 1.58E-06 5.00E-01 5.00E-02 
7.50E-02 1.82E-03 6.02E,OO 7.50E-02 1.44E-02 1.6SE,OO 7.50E-02 1.28E-02 1.80E,OO 7.50E-02 
1.00E-01 1.91E-03 6.32E•OO 1.00E-01 1.50E-02 1.74E,OO 1.00E-01 1.34E-02 1.88E•OO 1.00E-01 
0.00E,00 3.02E-04 1.00E,00 0.00E,00 8.63E-03 1.00E,00 O.OOE,00 7.13E-03 1.00E,00 O.OOE,00 
2.50E-02 1.35E-03 4.46E,OO 2.50E-02 1.20E-02 1.39E,OO 2.50E-02 1.0SE-02 1.48E,OO 2.50E-02 
5.00E-02 1.77E-03 5.85E•OO 4.00E-01 5.00E-02 1.40E-02 1.62E,OO 4.00E-01 5.00E-02 1.25E-02 1.7SE,OO 4.00E-01 5.00E-02 
7.50E-02 1.91E-03 6.31E,OO 7.50E-02 1.50E-02 1.74E,OO 7.50E-02 1.34E-02 1.87E,OO 7.50E-02 
1.00E-01 1.97E-03 6.50E,OO 1.00E-01 1.55E-02 1.BOE,00 1.00E-01 1.38E-02 1.93E,OO 1.00E-01 
O.OOE,00 3.02E-04 1.00E,00 0.00E,00 8.63E-03 1.00E,00 O.OOE,00 7.13E-03 1.00E,00 O.OOE,00 
2.50E-02 1.58E-03 5.22E•OO 2.50E-02 1.30E-02 1.50E,OO 2.50E-02 1.15E-02 1.62E•OO 2.50E-02 
5.00E-02 1.89E-03 625E•OO 3 OOE-01 5.00E-02 1.49E-02 1.72E•OO 300E-01 5.00E-02 1.32E-02 1.86E•OO 3.00E-01 5.00E-02 
7.50E-02 1.97E-03 653E,OO 7 50E-02 156E-02 180E,OO 7 50E-02 1.38E-02 194E,OO 7.50E-02 
1.00E-01 2.0tE-03 6 64E•OO 100E-01 159E-02 184E,OO 100E-01 1.41E-02 198E,OO I.OOE-01 
O.OOE,00 3.02E-04 t.1)0E•OO OOOE•OO H)E-03 100E•OO 0 OOE,00 7 13E-03 1.00E•OO O.OOE•OO 
2.50E-02 1.81E-03 5 98E,OO 2 J',(l(.(t2 14)E-02 16<.E,OO 2 50E-02 I 27E-02 179E,OO 2.50E-02 
5.00E-02 1.98E-03 6 55E,OO 2 O!JE,01 5 ()QE-02 1%E-02 181[,(10 2 OOE-01 5 OOE-02 1 J9E-02 195E,OO 2 OOE-01 5.00E-02 
7.50E-02 2.02E-Ol S6SE,OO 1 ",OE·O~ IE,11£.02 18~E•OO 7 50E-02 I 42E-02 199E,OO 7.50E-02 
1.00E-01 2.03E-03 6 7.)E,00 IOOE-01 I ~cE-02 187E,OO 100E-01 143E-02 2 01E,OO tOOE-01 
O.OOE,00 3.02E-04 1.00E,00 0 OOE,00 8 f.lE-03 IOOE,00 OOOE,00 7 13E-03 1.00E,00 O.OOE,00 
2.50E-02 1.98E-03 S.56E,OO 2 50E-02 157E-02 182E,OO 2.50E-02 1.39E-02 1.95E•OO 2.50E-02 
5.00E-02 2.03E-03 6.73E•OO 100E-01 5 OOE-02 1 €,2E-02 l.88E,OO 1.00E-01 5.00E-02 l.43E-02 2.0tE,00 1.00E-01 5.00E-02 
7.50E-02 2.04E-03 6.76E,OO 7 50E-02 1.6:JE-02 1.88E,OO 7.50E-02 1.44E-02 2.02E,OO 7.50E-02 














































TESTING OF LBM VELOCITY SLIP BOUNDARY CONDITION 
USING JEONG'S METHOD 
In the test simulations, a body force ( f) of lE-5 (lattice units) was used. 
The simulation returns average superficial velocity of the pore fluid. Jeong's 
method was published in 2010 in Transport of Porous Media, The method uses 
regular D2Q9 and D3Q19 LBM models, with a semi-implicit BGK-based collision 
operator. No special treatment was applied to the fluid-solid boundaries; the 
method assumes that the mean free path is proportional to the grid spacing !ix 
by the viscosity, and increases tau to increase Kn. Every new tau produces a new 
superficial velocity. The output data is then fit to Eq.(2.18) to· characterize the 
slope A'. 
Figure 8.1 and 8.2 show results obtained with L = 35 , a = 6.825 and 
L = 50, a= 9.75 respectively. For the case with L = 35, the position of the 
grain was varied randomly to suppress numerical noise and then flow was 
simulated using the LBM for a range of Knudsen numbers from 0.07 to 0.18. At 
first glance, the lines of best fit show slopes from 0.696 to 0. 7203 that are close to 
Millikan's data for slip coefficient. Millikan's data for the slope is from 0. 7004 for 
small Knudsen numbers to 1.164 for large Knudsen numbers (Millikan, July 
1923). For the case with L = 50, the sphere was placed in the center of the grid 
and simulated within the same range of Knudsen numbers. In reality, the case 
with L = 50 is merely a scale up of the case with L = 35 , which implies that the 
LBM results for these two. cases should yield the same slope. However, ,as shown 
in Figures 8.1 and 8.2, the slip coefficients for the two cases are different (0. 71 
and 0.60). In addition, the slip coefficient for the case with higher grid resolution 
( L = 50) decreased compared to that "from the case with lower resolution 
( L = 35) and became further deviated from Millikan's coefficients. This problem 
66 
was also be observed in Figures 8.3 ad 8.4 where for two identical systems with 
different grids the slip coefficient decreased from about 0.55 to 0.47. These 
observations imply that the slip phenomena generated using Jeong's method is 
dependent on the computational grid and as such it cannot be physical. Hence, it 
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Figure 8.2: 50~3 Box, Fixed Sphere Position with Radius 
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Figure 8.3: 49~3 BOX, Random Sphere Positions With 
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CONCLUSIONS AND FUTURE RESEARCH 
9.1 SUMMARIES AND CONCLUSIONS 
From the studies carried out and that have been presented in this thesis, 
the following are conclusions that can be stated. 
Simulating fluid flow in ideal porous media in the form of periodic arrays 
of cylinders and spheres is useful for understanding phenomena observed 
from flow in real porous media. 
From our simulation results, we see that Hasimoto-Sangani-Acrivos' 
correction to Stokes' drag for a periodic array of spheres is accurate for 
values of grain volume fraction up to 30%. Above 30%, their correlation 
gives lower values for Stokes' normalized drag force than exact solutions as 
provided by CM and LBM. 
CM's implementation of Maxwell's slip boundary condition gives 100% 
match with the exact solution while the LBM slip boundary condition 
implemented gave 3% error. The error comes from the design of the 
method that recovers the slip boundary at the fluid node adjacent to the 
boundary but not the boundary itself. The error decreases as more nodes 
are used to resolve the flow field. 
From our simulation results for 2D periodic array of cylinders, it has been 
shown that velocity slippage increases with increasing Knudsen number, 
increases with decreasing porosity, and increases with decreasing TMAC. 
When implementing the Maxwell slip boundary condition, our results 
showed that TMAC value between 0. 7-1 gave an approximate linear 
dependence of slip velocity on Knudsen number in O < Kn < 0.1, while 
values of TMAC below 0.7 produced a non-linear dependence of slip 
velocity on Knudsen number in O <Kn< 0.1. 
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Klinkenberg's slip factor (b) as a function of porosity ( ¢ ) in 0. 7 < ¢ < 
0.97 for a periodic array of cylinders was characterized at TMAC values of 
0.9 and 0.7 
9.2 FUTURE RESEARCH 
Beyond the time frame of this thesis, there is additional useful research to 
be carried out. A few of them would now be highlighted. 
The LBM slip boundary condition needs to be modified to be able to 
determine the normal for all points on the solid boundary pointing in the 
direction of the fluid for curved surfaces. This is different from the channel flow 
since the boundary is straight and the normal to all solid points is easier to 
determine. For ideal porous media of cylinders and spheres, the normal can be 
determined by using the direction of the radius. 
Additionally, the LBM slip boundary condition needs to be extended to 
cases when the curved surfaces are not perfect spheres or cylinders. A scheme of 
local coordinate transformation of a collection of-solid points can be developed to 
meet this objective. It is also possible to map the coordinates of these solid nodes 
and then determine the radius of curvature by fitting the positions using the 
surface of a sphere. 
With the existing slip flow data for the 2D periodic array of cylinders, the 
new LBM slip boundary condition developed for curved surfaces should be 
implemented so that multi-parametric studies similar to those done in this thesis 
using CM can be carried out for cross-validation. 
It is anticipated that the LBM slip boundary condition for irregularly 
curved surfaces would be more difficult to develop than that for ideal curved 
surfaces of cylinders and spheres. However, when the former is developed, a good 
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place to start testing its validity would still be on ideal porous media where data 
already exist. 
Figure 9.1 Examples of Real Porous Media Geometry Models in 2D and 3D. 
Simulations can then be run on more realistic porous media geometry 
models ( as in Figure 9 .1) generated using a stochastic model (V oronoi algorithm) 
or geometries obtained from SEM scans of real tight gas reservoir cores. The 





























Tangential momentum accommodation coefficient 
Slip coefficient 
Constant of proportionality for Boltzmann statistics. 
Klinkenberg's slip coefficient 
Bathnagar-Gross-Krook collision model in the LBM 
Average molecular speed 
Velocity vector in LBM 
Lattice speed of sound 
COMSOL Multiphysics 
Grain diameter 
Direct Simulation Monte Carlo 
Arrangement of nodes (D) and velocities (Q) in the LBM 
Collision diameter of gas mol,ecule 






















Particle distribution in the LBM 
Post-collision particle distribution in the LBM 
Pre-collision particle distribution in the LBM 
Equilibrium particle distribution in the LBM 
Number of particles with velocity v 
Fluid particle drag force 
Finite Element Method 
Graphical User Interface 
Grain Volume Fraction 
Vector of acceleration due to gravity 

































Multiple Relaxation Ti:tne collision model in the LBM 




Collision operator in the LBM 
Pressure 
Probability of energy state subscript 
Partial Differential Equation 
Density 
Porosity 
Grain volume fraction 
Volume specific source/ sink 
Position vector in the LBM 
Grain radius 
Collision matrix for the MR T collision model in the LBM 
Viscous stress tensor 
Time 
Unit lattice time in the LBM 
absolute temperature 
Tangential Momentum Accommodation Coefficient 



























Weight for velocity direction 'i' in the LBM 
Unit lattice length in the LBM · 
.Apparent 
Velocity direction 'i' in t~e LBM 
Lattice Boltzmann Method domain 
In the normal direction 
Value when a no-slip boundary condition is applied 
Physical domain 
Value when a slip boundary condition is applied 
At time t 
At the wall/boundary 
To infinite pressure 
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Superscripts 
( 0) Equilibrium state in the LBM 
new Post-collision state in the LBM 
old Pre-collision state in the LBM 
T Transpose of a vector 
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APPENDIX A: SAMPLES OF SCRIPTS USED TO BUILD NODE 
MAPS OF V ARYING GEOMETRY TYPES FOR LBM 
SIMULA TIO NS . 
Al : Channel Geometr y 
%chan nel. m 
%sc ript writ ten for as genera l a ca s e as p ossib le wi th only a few key 
%modifications required sho u ld the dimension change or number 
%of ve l ocities b e i ng co n sidered change . 
%%- - ---------------------- - -------- - ------- -- ----- - -- - ----- -- -- - -- - ----
% By : Mi dowa Gbed e do 
% MSc Petro l _e um Engineering Dept, Co l orado Sc hool of Mines 




c l c 
Lx = 8 0; %dimensions 
direction 
Ly = 2 0; %di mensions 
direction 
MatR = Ly; %setting 
dimensions 
Mate = Lx; %setting 
dimensions 
for the proposed channel 
for the proposed channel 
number of rows in MATLAB 
number of rows in MATLAB 
Dim= [MatR,MatC]; %dimension of LBM method. 
Qn = 9; %number of ve l ocities for LBM method . 
in the cartesian X 
in the cartesian y 
array to cartesian y 
array to cartesian X 
%% This block does the node mapping in the sequence : x+ , x -, y+, y -, 
x+y+ , 
%% x - y + , x +y -, x - y - . Boundary periodicity is taken care of within the 
loop . 
node map· = zeros ( (MatR*MatC), (Qn+length (Dim))); 
%arra y holding node map for D2Q9 LBM method. The additional c o lumns are 
%used to hold the cartesian coordinates of nodes taken as half the grid 
space, 
%which is a form of central difference formulation. 
coords = [ 0, 0; 0, 1; 0, - 1; 1, 0; - 1 , 0; 1, 1; -1 , 1 ; 1, -1 ; -1, - 1; J ; 
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%vector h olds the directi ons of a l l interacting nodes for an y current 
n ode . 
%(x , y ) n otations are s wi tched g o in g fr om real s p ace t o MATLAB ar r a y 
space 
for i=l: (MatR* Mat C) %l oo p until all nod es of ar r ay h a v e been analyse d 
i n linear 
%i ndex form. 
[m, ti ] 
r e t u r ni ng 
ind 2s ub(Di m,i ); %co nve rt li near index t o array in d e x 
%[r ow i nde x ,column i nde x] . 
u = [m, n] ; 
postn 
p osi t ion s 
ones(size (coords)); %array h o lding c u rr e nt it e r ati on nod e 
' u I 
%this lo op i mpl ements the po s it i ons o f a ll n od es b y merg in g t he 
%directio n s from ' u ' with the ' coords' nod e p o si t i on s vec tor . 
for j = 1 : length(postn) 
postn(j , :) = postn(j , :) .* u ; %first a l l nodes wit h dimen s ions of 
end 
nodes= postn + coords; %then track a ll node positions by add i tion . 
%% loop checks and adjusts for periodicity of th e boundari e s after 
as s igning 
%positions to al l the nodes . No negative nodes , No nodes greater than 
grid 
%size in both x a nd y direction s . It is assumed that no step greater 
than 
%+1 or - 1 in any direction is taken . Xis periodic, Y is so l id . 
for p=l: l ength(nodes) 
for q=l: l ength(Dim) 
if (q == l) %al l checks for the boundary in the ordinate 
dir e ction 
direction 
end 
if nodes(p , q) == MatR+l 
nodes(p , q) = 0 ; 
else %if they value is zero , it would be left as such 
nodes(p,q) = nodes(p,q); 
end 
if (q= =2) %all checks for the boundary in the absicca 
if nodes(p , q) == MatC +l 
nodes(p,q) = 1 ; 
elseif nodes(p , q)= = 0 
nodes(p,q) Mate ; 
else 






%this loop returns the (x,y)coordinates of the current reference 
node. 
node map(i,Qn +l ) = nodes(l,2) - 0.5; %makes node center of grid. 
node map(i,Qn +2) = nodes(l,1) - 0.5; %makes node center of grid. 
currnode zeros(l,Qn); %variable which would help in converting 
the 
%current nodes in multiple subscript format 
to 
%linear index format. 





ones(l,length(Dim)); %1xN- D vector to hold current 
curr.*nodes(r, :) ; %picks current node's subscript. 
if isempty(find(curr==O))== 0 









%% Writing data to lb node map.dat 
%up to columns f or velocities. 
%per the foramt for the fortran src code, a row vector is created with 
4 
%elements 
numnodes = Lx*Ly; %number of nodes 
wetperi 2*Ly; %wetted perimeter of solid boundary (circle) 
wetarea = 0; 
rowl = [numnodes, Lx, Ly, wetperi,wetarea]; 
fid = fopen( ' lb node map.dat ' , ' w ' ); 
fprintf(fid, ' %d\t\t %d\t\t %d\t\t %d\t\t %d\n ' , rowl(l), . . . 
rowl (2), rowl (3), rowl (4), rowl (5)); 
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[rw col] = s ize(node map); 
for v=l:rw 
end 
for w= l:col 
end 
if w == col 
fprintf(fid, '%d\n ' , node map(v,w)); 
e l se 
fprintf(fid, '%d\t\t ' , node map(v,w)); 
end 
fclose (fid); 
A2: Periodic Array of Cylinders (2D) 
%ci rcboundary.m 
%script written for as genera l a case as possib l e with only a few key 
%modifications requ i red s hould the dimension change or number 
%of ve l ocities being considered change. 
%%---------------------------------------------------------------------
% By : Midowa Gbededo 
% MSc Petroleum Engineering Dept, Colorado School of Mines 





Lx = 5 0; %dimensions 
direction 
Ly = 5 0; %dimensions 
direction 
MatR = Ly; %setting 
dimensions 
Mate = Lx; %setting 
dimensions 
for the proposed channe l 
for the proposed channel 
number of rows in MATLAB 
number of rows in MATLAB 
Dim= [MatR,MatCJ; %dimension of LBM method. 
Qn = 9; %number of velocities for LBM metho d . 
in the cartesian 
in the cartesian 
arra y to cartesian 
array to cartesian 
gridcell = zeros(MatR, MatC); %grid contai n ing fluid and solid. 





centx MatR/2; %centx and centy assign the center of the grid as the 
center 
centy = MatC/2; %of the circular boundar y , prom o tes s ymmetry. 
%% This block separates fluid part of array from solid boundary 
f o r i =l :MatR %array notation (m, n) is equivalent to cartesian notation 
(y , x) 
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for j= l :MatC 
postn = ((i-0.5) - centy)A2 + ((j - 0.5) - centx)A2; %Equ a ti o n o f a 
cir c le 
if postn > radA2 %checks if point is within o r outside circle 
gridce ll (i,j) 1; 
else 
gridcell(i,j) O; 
e n d 
e nd 
en d 
fluidnodes = find(gridcell); %map s indic i es of flui d/no n - zero n od es. 
nodenumbers = 1:length(fluidnodes); 
%% This b l ock does the n ode mapping in the sequence : xy , x+ , x -, y +, y-
' x+y+ , 
%% x +y - , x - y +, x - y - . Bo und ar y perio d i ci t y is taken ca r e of within t he 
l oo p. 
node map = zeros (length (fluidnodes), (Qn+length (Dim))); 
%array hold i ng node map for D2Q9 LBM method . The additiona l col umns are 
%used to hold the cartesian coordinates of nodes taken as half t he grid 
space, 
%whi c h is a f orm o f c e nt ra l dif f e re n c e form ul a t ion . 
coords = [ 0, 0; 0, 1; 0, -1 ; 1, 0; -1, 0; 1, 1; -1, 1; 1, -1; -1, -1; ] ; 
%vector holds the directions of a ll interacting nodes for any current 
node . 
%(x , y) notations are switched going from real space to MATLAB array 
space 
f o r i=l: (length(fluidnode s )) %l oop until a ll nodes of array h ave been 
ana l ysed i n linear 
%index form . 
[m, n ] = in d 2s ub( Di m, f l ui d nodes ( i )); %conv ert l in ear index to array 
ind ex returning 
%[ row index , column index ]. 
u = [m, n ]; 
postn 
positions 
ones (size (coords )); %array ho l ding c urr e nt iteration node 
'u I 
%this loop implements the positions of all nodes by merging the 
%directio ns from ' u ' with the ' coords ' node positions vector . 
for j = 1 :l engt h( postn ) 
post n( j , :) = post n (j , :) . *u ; %first all nodes with dimensions of 
e nd 
n odes postn + coords ; %then track a ll node positions by addition . 
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%% loop checks and adjusts for periodicity of the boundaries after 
assigning 
%posit i ons to all the nodes. No negative nodes, No nodes greater than 
grid 
%size in bot h x and y directions . It is assumed that no step greater 
than 
%+1 or - 1 in any direction is taken. 
for p=l:length(nodes) 
for q=l:length(Di m) 






if nodes( p ,q) == MatR +l 
nodes(p,q) = 1; 
elseif nodes (p, q ) == 0 
nodes (p , q ) MatR ; 
else 
nodes (p, q) 
end 
nodes (p, q); 
if (q==2) %al l checks for the boundary in t he absicca 
if nodes(p,q)== MatC+l 
end 
n odes(p,q) = 1; 
elseif nodes(p,q)== 0 
nodes(p,q) Mate; 
else 
nodes(p , q) 
end 
nodes (p , q ); 
%this loop returns the (x,y) coordinates of the current reference 
node . 
n ode map(i,Qn+l) = nod es (l, 2 ) - 0. 5 ; %makes node center of grid . 
node map(i,Qn +2) = nodes(l,1) - 0. 5; %makes node center of grid. 
currnode zeros(l,Qn); %variab l e which would help in converting 
the 
%current nodes in multiple subscript for mat 
to 
%l i near inde x format. 




c u rr 
ones (l,l ength(Dim)); %1xN-D vector to hold current 
curr .*n od es (r , :); %picks current node ' s s ub script . 






%(x,y) notations are switched going from rea l space to MATLAB 
%space, hence subscript 2 before 1. 
if r- =1 %chec ks index of all nodes except center node on the 
e l se 
en d 
%branch compares the index of the node with the values in 
%fluid nodes to check if its present in it. If it isn't, 
%then its solid region and thus its value wou ld be set to 0 
if (isempty(find(fluidnodes==currnode(r))) ) == 0 
currnode(r) = currnode(r); 
index= find(fluidnodes==currnode(r)); 
currnode (r ) nod enu mbers(index); 
else 
currnode(r) 0; %if index not in fluidnodes index then 
e nd 
inde x = find(fluidnodes== currnod e(r)); 
curr node(r) = nodenumbers(index); 
nod e map (i, (1 : Qn )) currnode; %ass ign lin ear index to current node 
map 
%up to columns for ve lo cities. 
e n d 
nod e map 
%% Writing da t a to lb node map . dat 
%per the f o ramt for the fortran src code , a row vector is created with 
4 
%elements 
numnodes = length(fluidnod es ); %n umber of n odes 
wetp e ri 2*pi*rad ; %wet t e d p erimeter of solid boundary (circle) 
wetarea = p i *ra d~2; 
rowl = [numnodes, Lx, Ly, wetperi, wetarea]; 
fid = fo p e n( ' lb node map . dat ' , ' w' ); 
f p rintf ( fi d , ' %d\t\ t %d\ t \t %d\t\ t %d\t\t %d\n ' , row l(l), ... 
row l (2 ), ro wl (3 ) , r owl (4 ), ro wl (5 )); 
[rw col] = size(node map); 
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for v = l:rw 
end 
for w= l:col 
end 
if w == col 
fprintf(fid, '%d\ n' , node map(v,w)); 
else 
fprintf(fid, ' %d\ t \ t' , node map(v,w)); 
end 
fclose (fid); 
A3: Periodic Array of Spheres (3D) 
%s phereboundary . m 
%sc r i pt writ t en f o r a s genera l a ca s e a s p os sible with on ly a few key 
%mod ifi cat i ons r e qu ired sho ul d t he dimension c ha nge or number 
%of ve l ocities being considered change . 
%%---------------------- - ---------------- - - ------ - - - - -- ------- - --------
% By : Mido wa Gbede do 
% MSc Pet r o l e um Eng i neeri ng De p t , Colo r ado Scho o l of Mine s 
%%---------------------------------------------------------------------
c l ose all 
c l ear a ll 
format s h ort 
c l c 
Lx = 50; %dimensions 
direction 
Ly = 5 0; %d i me ns i on s 
d i r e c t i o n 
Lz = 50; %di men s i o n s 
d irec t io n 
Mat R = Ly; %se t ting 
d imensi o ns 
Mate = Lx ; %se tt i ng 
di me n s i on s 
MatH = Lz ; %setti ng 
d i mensions 
for t h e proposed c hanne l in the 
for the pr oposed ch a nne l in t he 
for the pro p osed cha nn e l in t he 
number of ro ws in MATLAB arra y to 
nu mb er of ro ws i n MATLAB arr ay t o 
nu mb er of rows i n MATLAB array to 
Dim = [Mat R,Ma t C, Mat H]; %dime n sion of LBM do main . 
Qn = 1 9 ; %numbe r o f ve l oc i ties f o r LBM met h od . 
cartesian X 
car te s ian y 
car t es i a n z 
cartesi a n y 
car t e si a n X 
cartesia n X 
gridcel l 
indicies . 
ze r o s (MatR , Mate , MatH ) ; %domain containing fluid and so l id 
% phi= 0 . 0310593557697 155 ; %Grain Vol ume fraction 
(4 /3*pi*rA3 ) / (Lx*Ly* Lz ) 
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% rad= (3*phi*Lx*Ly*Lz/4/pi)A(l/3); %radius of sphere as a function 
grain volume fraction. 
rad = 9.75; %specifying grain radius directly 
centx = MatR/2; %centx, centy, centz assign the center of the grid as 
the center 
centy MatC/2; %of the circular boundary, promotes symmetry. 
centz = MatH/2; 
%% This block separates fluid part of array from solid boundary 
for k= l:MatH %array notat i on (m,n) is equivalent to cartesian notation 
(y,x) 
for i = l:MatR 
for j=l:MatC 
postn = ((i-0.5)-centy)A2 + ((j-0.5)-centx)A2 + + ((k-0 . 5)-





if postn > radA2 %checks if point is within or outside 




1; %Fluid node 
0; %Solid node 
fluidnodes = find(gridcell); %maps indicies of fluid/non-zero nodes. 
Returns an array of l's 
nodenumbers = 1:length(fluidnodes); %array of ascending node numbers 
%% This block does the node mapping in the sequence: xyz, x+, x-, y+, 
y -, +z, -z 
%% xy+z+, xy+z-, xy-z+, xy-z-, x+yz+, x+yz - , x - yz+, x - yz - , x+y+z, x+y-
z, 
%% x-y+z, x-y-z,. Boundary periodicity is taken care of within the 
loop. 
node map = zeros (length (fluidnodes), (Qn+length (Dim))); 
%array holding node map for D2Q9 LBM method. The additional columns are 
%used to hold the cartesian coordinates of nodes taken as half the grid 
space, 
%which is a form of central difference formulation. 
coords = [0,0,0; 0,1,0; 0,-1,0; 1,0,0; -1,0,0; 0,0,1; 0,0,-1; 1,0,1; 
1,0,-1; ... 
-1,0,1; -1,0,-1; 0,1,1; 0,1,-1; 0,-1,1; 0,-1,-1; 1,1,0; - 1,1,0; 1,-
1,0; -1,-1,0;]; 
%vector holds the directions of all interacting nodes for any current 
node. 
%(y,x,z) notations are switched going from real space to MATLAB array 
space 
91 
fo r i = l: (length(fluidnodes)) %l oo p u n til al l no de s of a rray ha ve b ee n 
a nal y se d in l in ea r 
%i nd ex form. 
[m, n, z] ind 2s ub(Dim,f luidn ode s(i)) ; %c onv er t l i ne ar i nde x to 
a r r a y i nd e x r e tur n ing 
%[row i ndex ,c olu mn ind e x, 
height i nd e x]. 
u = [m,n,z]; %t emp orar y v ari a ble ho l d i ng i nd i c ies of cur r e n t fl uid 
node 
postn ones(size(coords)); %initialize a r r a y h o l di n g curr e nt fl uid 
%node p o sit i on to l's 
%this l oop i mp l ement s the posit i on of cu rrent f lui d node by merging 
the 
%direc t ions from 'u' with the 'c oords ' inte r acting nodes position s 
vector. 
for j = 1:length(postn) 
postn .(j,:) = postn (j,:). *u; %multiplyi ng 1 ' s by u gives actua l 
cur r ent fluid 
%node positions 
e nd 
nodes = postn + coords; %then track all interacting node positions 
by addition. 
%% loop checks and adjusts f o r periodicity of the boundaries after 
assigning 
%positions to all the nodes. No negative nodes, No nodes greater than 
grid 
%size in x ,y and z directions. It is assumed that no st e p greater than 
%+1 or - 1 in any direction is take n . 
for p =l :length(nodes) 
fo r q = l:length(Dim) 




i f nodes(p,q) == MatR+l 
nodes(p,q) = 1; 
e l se i f nodes(p,q) == 0 
nodes(p,q) MatR; 
e l se 
n odes(p, q ) 
end 
nodes (p,q); 
if (q == 2) %all checks for the boundar y in the real abscissa 
i f nodes(p , q) == MatC+l 
nodes(p,q) = 1; 








nodes (p, q); 
direction 
if (q= =3) %all checks for the boundary in the real z 
if nodes(p,q) == MatH +l 
nodes(p,q) = 1; 
e l se i f nodes(p,q )== 0 
nodes(p,q) MatH; 
else 





%this loop returns the (x,y,z)coordinates of the current reference 
node. 
node map(i,Qn+l) = nodes(l,2) - 0. 5; %makes node center of grid. 
node map(i,Qn+2)= nodes(l,1) - 0. 5; %makes node center of grid. 
node map(i,Qn+3)= nodes(l,3) - 0. 5; %makes node center of grid. 
currnode zeros(l,Qn); %variable which would he l p in converting 
the 
%current nodes in multiple subscript format 
to 
%linear index format. 





ones(l,length(Dim)); %1xN-D vector to ho l d current 
curr.*nodes(r, :) ; %picks current node's subscript. 
array 
1st row 
currnode(r) = sub2ind(Dim,curr(l),curr(2),curr(3) ); 
%(x,y,z) notations are switched going from real space to MATLAB 
%space, hence subscript 2 before 1. 
if r-=1 %checks index of all nodes except center node on the 
%branch compares the index of the node with the values in 
%fluidnodes to check if its present in it. If it isn't, 
%then its solid region and thus its value would be set to 0 
if (isempty(find(fluidnodes==currnode(r))) )== 0 












0; %if i nd ex not in fluidnodes inde x then 
index= find(fluidnodes= =currnode(r)); 
currnode(r) = nodenumbers(i nd ex); 
node map (i, (1 :Qn)) cu r rnode; %assign li near index to current node 
map 
%up t o co l umn s for ve l oci t ie s . 
end 
node map 
%% Writing data to lb_node map . dat 
%per t he foramt for th e fortran src code, a row vector is created with 
4 
%elements 
numnodes = le n gt h( f l uid n odes ); %numb er of nod es 
wet area = 4 *p i *radA2 ; %area of sphere 
ro wl = [numn odes , Lx , Ly , Lz , we t a re a] ; 
f i d = fope n( ' l b node map3d . dat ' , ' w' ); 
f p rintf ( fid , ' %. Od\t\t %. Od\t\t %. Od\t\t %. Od\t\ t %.Od\n ' , row l( l ), ... 
rowl ( 2) , row l ( 3 ) , row l ( 4 ) , ro wl ( 5 ) ) ; 
[r w co l] = s i ze (n ode map ); 
for v=l : rw 
e nd 
for w= l: col 
end 
i f w == co l 
fprintf ( fid , ' %d\n ' , nod e map (v , w)); 
e l se 
f p ri nt f(fid, ' %d\t\t ' , n ode map (v , w)); 
end 
fclo se ( fid ); 
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APPENDIX B: MATLAB SCRIPT WRITTEN FOR THE EXACT 
SOLUTION OF CHANNEL FLOW WITH SLIP 
%Pl ateSl i p. m 
%Thi s script so lves the ana l ytica l solu t io n to t he p l ate slip flow 
p r ob l em 
%s e t up in Cha p t er 6 o f t h e t heis. 
%%- - --------- - -- - --------------- - ---------- - - - ---- - - - - - ----------------
% By : Midowa Gbe ded o 
% MSc Petro l e um Eng i neering Dept , Colorado Schoo l of Mines 
%%-- - -- - - ------- - ---- - - - ------ --- - - -------------------------- - - -- -- - - --
close all %c l eari ng works p ace 
c l ear all 
c l c 
%% Main Pa rt of Anal ytical Solu t ion 
H = l OOe -9 ; %ch a nn e l widt h (m) 
Kn= 0.0 5 ; %Knudsen number (dimension l ess ) 
mfp = Kn* H; %Mean Free Path (m) 
tmac = 0. 5 ; %Tangentia l Momentum Accomodation Coefficient 
y= 0 : (H/10) : H; %Di screti z i ng th e width o f the channe l 
Uo = 0 . 0004 ; %Ve l ocity of t h e mov in g p l ate (m/ s ) 
Uss = (Uo . *y/ (- (( 2- t mac ) *mfp / tmac ) - H) ) +Uo; %Ana l y t ical ex p ressio n for 
t he 
%Steady State velocity . 
Us l ip = Uss/ Uo; %Norma l i z in g the solu t ion to get a dimensionless 
v elocit y . 
%% Plotting the results 
p l o t (y . / H, Us l ip ) %Pl otting th e resu l ts , with normalized d i stance and 
ve l ocity . 
h old on 
grid on 
x l abe l( ' Normalized Channel Width ' ) 
yl a be l ( ' Normalized Velocity - Slip/No - Slip ' ) 
titl e ( ' Analytical Solution Kn = 0 . 05 , TMAC = 0 . 5 ' ) 
mi n (Us li p ) 
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