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Transition from difference to differential equation allows solving tridiagonal recurrence relations,
which appear, among other things, in analysis of the rotation of an overdamped Brownian particle
subjected to a periodic force. Replacement of the discrete integers in the Fourier series by continuum
is justified for large numbers, i. e. for small angles. For the simplest case of the sinusoidal force, our
solution, indeed, coincides with one obtained by expanding the sin in the original Fokker-Planck equation
(The Ornstein-Uhlenbeck limit). However, for slightly more complicate potential the expansion for small
angles does not transform the appropriate Fokker-Planck equation into the soluble. At the same time,
the method suggested allows solving the problem for all periodic potentials which have finite number of
terms in their Fourier series such as sin ( )m θ or cos ( ).m θ  Even and odd functions require slightly different
analysis, and are considered separately.
The current radio physics is essentially nonlin-
ear science. This is caused by using high power
generators being concerned with their arrange-
ment as well as with the effect of the radiation
produced on various objects. Nonlinear processes
occur in the natural conditions too.
Now, one can speak with assurance about the
occurence in Kharkov of the lead of nonlinear
radio physics which found the world recognition.
The first from the papers in which the complicat-
ed nonlinear problem was solved, and which can
be called the basic one, was the theory of mag-
netron built by S. Ya. Braude. He succeeded in
solving the system of nonlinear equations describ-
ing the electron motion in magnetron. This work
as is known was approved by L. D. Landau.
In present paper the new method is proposed for
solving the nonlinear problems describing the radio
physical phenomena including the behavior of the
nonlinear circuit with strong resistivity, the motion of
an electron in nonlinear resistive medium, et cetera.
The present problem is related to the same
field as the pioneer work of S. Ya. Braude.
1. Introduction
Many ordinary and partial differential equations
used in a practice after suitable expansion reduce
to tridiagonal recurrence relation of the form
1
d
d
n
n n n n n n
c Q c Q c Q c
t
− +
− += + + (1)
Some examples are listed in the Risken mono-
graph [1] (master equation with nearest-neighbor
coupling, the one  dimensional Shroedinger equa-
tion with an unharmonic potential, the Fokker 
Plank equation for lasers, and for the Brownian
particle moving in a periodic potential). The un-
known quantities nc  in Eq. (1) might be scalars or
column vectors. We restrict our analysis  to the
case of scalars; the extension to vectors should
present no problems.
Overdamped Brownian motion in a periodic
potential is a typical example leading to Eq. (1). Its
equation of motion has the following form:
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d ( ) ( ),
d
g a f t
t
θ
+ θ = + (2)
where ( )g θ  and a are the periodic and con-
stant forces acting on a particle, in addition
1 1( ) ( ) 2 ( ).f t f t D t t< >= δ −
The Fokker-Planck equation for the distribu-
tion function ( , ),P tθ  which corresponds to the
Langevin equation (2), has the following form:
( )
2
2
d ( ) .
d
P Pg a P D
t
∂ ∂
=  θ −  + ∂θ ∂θ (3)
If Eq. (3) has coefficients periodic in θ, then
its solution is also periodic in θ, and, therefore,
may be expanded in the Fourier series
( , ) ( )exp( ).
n
n
n
P t c t in
=∞
=−∞
θ = θ∑ (4)
Substituting the expansion of the periodic func-
tion ( )g θ  in the Fourier series
( ) exp( )
n
k
n
g d ik
=∞
=−∞
θ = θ∑ (5)
and (4) into (3), one obtains after simple transfor-
mation
2d ( ) .
d
k
n
n k n k
k
c Dn ina c in d c
t
=∞
−
=−∞
= − − − ∑ (6)
If the sum in Eq. (6) contains only a finite
number of terms or if this sum converges so
rapidly that one can restrict our analysis to a
finite number of terms, then Eq. (6) takes the
form of scalar (or vector) tridiagonal recurrence
relations (1) [1].
The equation of motion of an overdamped
pendulum subject to a constant and random torque
is the simplest example of an equation of the form
(2) (with ( ) sing θ = θ ):
d
sin ( ).
d
b a f t
t
θ
+ θ = + (7)
Eq. (7) describes many different phenomena,
such as motion of fluxons in superconductors [2],
motion of ions in superionic conductors [1] and
biological channels [3], charge density waves [4],
phase locking in electric circuits [3], mode locking
in ring laser gyroscopes [5], and the Josephson
junction [6].
The Fokker-Planck equation corresponding to
Eq. (7) has the form (3) (with ( ) sing θ = θ ):
2
2(sin ) ,
P P
a P D
t
∂ ∂ ∂
= θ − +
∂ ∂θ ∂θ
(8)
or the form (6) with the coefficients
1 1
1
2
d d
i−
= − =  and 0kd =  for 1k ≠ :
2
1 1
d ( ) ( ).
d 2
n
n n n
c bnDn ina c c c
t
+ −= − − − − (9)
The usual way to solve the tridiagonal recur-
rence relations of type (1) is by matrix continued
fractions (see [1] and references therein). The
aim of this note is to propose another method for
solving Eqs. (1), (9), namely, the transition from
a difference to a differential equation. Of course,
this method is not new, and it has been used
successfully, for example, in continuum approx-
imation of small oscillations near the equilibrium
positions for chains of equidistant particles with
nearest-neighbor interactions. However, this
method has never been applied to the equations
of a kind (9), which would be the aim of our
considerations.
Replacing the integers n in Eq. (9) by the
continuous variable, one can make the Taylor
expansion which gives
( )
3
1 1 3
22 .
3
n n
n n
c c
c c O
n n
+ −
 ∂ ∂
− ≅ +  ∂ ∂  (10)
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The error due to retaining only the first term in
the series expansion in (10) is of order of
13
3 2
2 12 ,
3 3
n nc c
nn n
−∂ ∂ 
≈ ∂∂    which strongly decreas-
es with n.
Substituting (10) into (9), one gets
2[ ] .n n n
c cbn Dn ina c
t n
∂ ∂
+ = − −
∂ ∂
(11)
Let us now turn to the general Eq. (6), assuming
that summation in this equation is restricted to some
max .k < ∞  Then, for max ,n k>  one can expand n kc −
in Eq. (6), 
22
2 ...,2
n n
n k n
c ck
c c k
n n
−
∂ ∂
≈ − + +
∂ ∂
 which
reduces Eq. (6) to the following form
max
max
2
k
n
k n
k k
c Dn ina in d c
t
=−
 ∂
= − − − − ∂   ∑
max max
max max
2
2
2( ) ( ) .2
k k
n n
k k
k k k k
c cinin kd k d
n n=− =−
∂ ∂
+
∂ ∂∑ ∑ (12)
Three combination of the Fourier coeffi-
cients kd  defined by (5), enter Eq. (12),
max
max
0 ,
k
k
k k
K d
=−
= ∑  max
max
1 ,
k
k
k k
K kd
=−
= ∑  and
max
max
2
2 .
k
k
k k
K k d
=−
= ∑  The calculations are slightly
different for the odd and even function ( ).g θ
For odd functions ( ),g θ  k kd d− = −  so that
0 0K =  and 
max
1
0
2 ,
k
k
k
K kd
=
= ∑  whereas for even
functions ( ),g θ  
max
0
0
2
k
k
k
K d
=
= ∑  and 1 0.K =
Therefore, for odd ( ),g θ  one can neglect the
last term in Eq. (12), and rewrite it as
2
1 .
n n
n
c cDn ina c inK
t n
∂ ∂ = − − − ∂ ∂ (13)
Whereas for the even function ( )g θ
2
2
0 2 2 .2
n n
n
c cinDn ina inK c K
t n
∂ ∂ = − − − + ∂ ∂ (14)
Analogous to Eq. (10), one concludes that the
relative error due to neglecting the next term in
the expansion in Eq. (14) is of the order
4 2
1
4 2 2
1 1 1( ) .
24 2 12
n nc c
n n n
−
∂ ∂
≈
∂ ∂
We consider in Sections 2 and 3 the simple
cases of purely deterministic and steady-state
overdamped pendulum, and compare our result
with the exact solutions, leaving to Section 4 the
analysis of (11). The general analysis of even
and odd functions ( )f θ described by Eqs. (13)
and (14) is performed in Sections 5 and 6. Final-
ly, some discussion and conclusions complete the
analysis.
2. Non-biased pendulum
Let us start with the simplest case, without
deterministic (a) or random ( ( ))f t  forces in
Eq. (7). Then, Eq. (7) takes the simple form,
d
sin 0,
d
b
t
θ
+ θ =  which allows the exact solution
0tan tan exp( ),
2 2
btθθ = − (15)
where 0( 0) .tθ = = θ
Eq. (8) with 0a D= =  transforms after in-
serting sinG P= θ  to a first order partial differ-
ential equation with constant coefficients and
characteristic equations of the form
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d d d
.
1 sin 0
t G
b
θ
= =
θ
(16)
The latter equations show that t and θ enter
the solution only in the combination
log tan ,
2
bt θ +     so that the solution of Eq. (8)
with a = D = 0 has the following form:
log tan
2
,
sin
f bt
P
 θ 
+     
=
θ
(17)
where ( )f z is an arbitrary function which is found
from the initial conditions.
If 0( , 0) ( ),P tθ = = δ θ − θ  then Eq. (17) gives
0
log tan
2( ) ,
sin
f  θ     δ θ − θ =
θ
(18)
which means that
1 1
0( ) sin 2tan (exp ) 2tan exp .2f z z z
− −
 θ  = δ − θ      
(19)
Substituting now (19) at value
log tan
2
z bt θ = =     into (17), one finds the coef-
ficients nc  in the Fourier series (4),
1sin 2 tan tan exp( )
2d exp( )
sinn
bt
c in
−
 θ     
= θ − θ ×
θ∫
1
02 tan tan exp( ) .2 bt
−
 θ δ − θ     (20)
Using the well-known relation,
[ ]
1
0
d( ) ( ) ( )
d
−ψ δ ψ θ −θ = θ = θ δ θ−θ θ 
% %
with 0( )ψ θ = θ%  one can perform integration in
Eq. (20) which finally gives
0
1 0
sin( , )
sin 2 tan tan exp( )
2
P t
bt−
θθ = × θ 
−    
2 0
2 0
1 tan exp( )
2
1 tan exp( 2 )
2
bt
bt
 θ 
+ −     ×
θ 
+ −  
1 0exp 2tan tan exp( ) .
2n
in bt− θ θ − −    ∑ (21)
The sum over n in the exponent of the latter
formula defines the delta-function which gives the
solution (15) while the pre-sum normalization fac-
tor equals to unity both for 0t =  and .t = ∞  Hence,
using the more complicated calculation, we ob-
tained the same solution, which follows immedi-
ately from the equation of motion, as it should be
since our calculation is exact.
Let us now solve the approximate Eq. (11)
and, then, compare the result obtained with the
exact one found both from the equation of motion
and from the Fokker-Planck equation.
The first-order partial differential Eq. (11) with
constant coefficients has the characteristic equa-
tions of the form
dd d
.
1 0
nct n
bn
= − = (22)
The latter equation is similar to Eq. (16), and
its solution can be found analogously to Eqs. (16)-
(21), which gives
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0( , ) exp[ ( exp( ))]
n
P t in btθ = θ − θ −∑ (23)
with the deterministic solution 0 exp( )btθ = θ −
which is the limiting case of the exact solution
(15) for small θ.
3. Steady-state case
In the steady-state limit, 0,nc
t
∂
=
∂
 Eq. (9) re-
duces to an ordinary equation in finite differences
2
1 1( ) ( ) 0,2n n n
bnDn ina c c c+ −− − − − = (24)
which can be solved rigorously. The continued-
fraction method was used for the solution of
Eq. (24) by Cresser et al. [7], while Ivanchenko
and Zilberman [8] noticed that Eq. (24) bears a
resemblance to the recurrence relation for the
Bessel functions of the imaginary argument [9],
1 12 ( ) [ ( ) ( )] 0.I z z I z I zν ν+ ν−ν + − =  Comparing the
latter equation with Eq. (24), one concludes that
(up to a normalized factor),
.n ia
n
D
b
c I
D+
 
≈    (25)
For the following discussion, we need the as-
ymptotic form of Eq. (25) for large numbers
.n ia D+  The latter can be obtained from the
integral representation of this function [9],
0
1( ) exp( cos )cos( )dI z z
pi
ν = θ νθ θ −
pi ∫
0
sin( )
exp( cosh )d .z t t t
∞
νpi
− − ν
pi ∫ (26)
For large ν one can neglect the second inte-
gral in (26), and the main contribution to the first
integral comes from small θ since for large θ
the kernel of this integral oscillates rapidly. In
line with this, one can extend the range of in-
tegration to infinity and expand the argument
2cos( ) 1 2.θ ≈ − θ  Then,
2exp( )( ) exp cos( )d
2 2
z zI z
∞
ν
−∞
 θ
= − νθ θ = 
pi  ∫
2exp( )
exp
22
z
zz
 ν
− 
pi   (27)
and, according to Eq. (25)
2
exp .
2n
aD n i
D
c
b
  
+    
≈ −   (28)
Let us solve now Eq. (24) by the transition
from a difference to a differential equation,
which gives
( ) .n n
cb Dn ia c
t
∂
= − +
∂ (29)
As is easy to see, the solution of Eq. (29)
coincides with the asymptotic (for large n) form
(28) of exact solution.
After checking the applicability of our approx-
imation by comparing with the known exact solu-
tions for the field-free and steady-state cases, we
proceed in the next Section to the analysis of the
general Eq. (11), for which the exact solution is
unknown.
4. Overdamped pendulum
The calculations to be described here are sim-
ilar to those performed in Section 2. Consider
Eq. (11), where a and b might be arbitrary func-
tions of t
2( ) ( ) .n n n
c cb t n Dn ina t c
t n
∂ ∂  + = − − ∂ ∂ (30)
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The characteristic equations associated with
Eq. (30) have the following form
2
dd d
.
1 ( ) ( )
nct n
nb t Dn ina t
= = −
+
(31)
The first equation in (31) defines the first con-
stant of integration
1
0
exp ( )d
t
C n b
 
= − τ τ   ∫ (32)
while from the second equation, one gets
2
0
exp ( )d
t
nc C n b
   
= − τ τ ×      ∫
2
1
0 0
exp d exp 2 ( )
t z
DC z b
  
− τ −      ∫ ∫
1
0 0
d ( )exp ( )d .
t z
iC za z b
 
τ τ    ∫ ∫ (33)
Taking Eq. (33) into account, according to the
theory of partial differential equations, the second
constant of integration
0
0
exp exp ( )d
t
nc in b
  
= − − τ τ θ ×      ∫
2
0 0 0
exp exp 2 ( )d d exp 2 ( )d
t t z
Dn b z b
     − − τ τ τ τ −              ∫ ∫ ∫
0 0 0
exp ( )d ( )exp ( )d .
t t z
in b za z b
      − τ τ τ τ              ∫ ∫ ∫
(34)
For the special case of time-independent a
and b, Eq. (34) reduces to
[ ]0exp exp( )nc in bt= − θ − ×
[ ] [ ]
2
exp 1 exp( 2 ) 1 exp( ) .
2
Dn inabt bt
b b
 
− + − − − −  
(35)
It is a matter of direct verification to confirm
that Eqs. (34) and (35) are solutions of Eq. (30)
with ( ),a a t=  ( )b b t=  and const,a =  const,b =
respectively.
Substituting Eq. (35) into Eq. (4), one obtains
the full solution of the Fokker Planck equation (8)
corresponding to the Langevin equation (7), while
Eq. (34) relates to the Langevin equation (7) with
the time-dependent coefficient. Recall that all these
solutions have been obtained on the assumption
that one can replace the difference in n tridiagonal
recurrence relations by differential equations. Now
we are in a position to understand the final results
of this assumption. It turns out that our final result
(35) coincides with the solution of the Ornstein-
Uhlenbeck process ( sin( )θ → θ  in the original
equation) which can be found in the book by Gar-
diner [10] for a = 0. Therefore, our approximation
describes the limiting case of small angles, as we
have already seen in the field-free case described
in Section 2.
Provided the distribution function ( , )P tθ  is
known, one can find all the correlation functions.
For our case, which reduces to the Ornstein-Uhlen-
beck approximation, the correlation functions are:
1( ) ( )t t< θ θ >  and 1cos[ ( )]cos[ ( )] ,t t< θ θ >  which
have been calculated in [10] and [7], respectively.
5. Odd potential
In two previous sections, we considered the
specific form of the periodic function ( ) sin ,g θ = θ
which is important for many applications. The
general case of the odd function ( )g θ  is described
by Eq. (13) which looks exactly like Eq. (30) upon
replacing b by 1ibK  and a by 0.a K+  Of course,
although these equations look similar, the accura-
cy of our approximation strongly depends on the
form of ( )g θ  since one assumes max .n k>
As an example, let us consider the special
case of 3( ) sin ( ),g θ = θ  which, in contrast to
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( ) sin( ),g θ = θ  does not reduce to Ornstein-
Uhlenbeck equation, and cannot be solved by
expansion in θ. Since this function is odd, 0 0.K =
Using the well-known relation [9]
[ ]3 1sin ( ) sin(3 ) 3sin
4
θ = − θ + θ (36)
one concludes that 3 3
1
8
d d
i−
= − = −  and
1 1
3
,
8
d d
i−
= − =  so that 1
1
.K
i
=  Since 1 1,iK =  the
final Eqs. (34) and (35) obtained in the previous
Section for ( ) sin( )g θ = θ  and n > 1 also apply for
3( ) sin ( )g θ = θ  for n > 3.
6. Even potential
The case of an even potential is described by
Eq. (14), which can be rewritten, after the sepa-
ration of variables ( , ) exp( ) ( )n nc n t t q n= −λ  as
2
02
2
2 d ( ) 0.
d n
i q i a nK Dn q
K nn
λ 
+ + + + =   (37)
The solution of Eq. (37) for the steady-state
case, 0,λ =  presents no problem since Eq. (37)
reduces to the differential equation for the Airy
function [11].
In the general case 0,λ ≠  one has to per-
form substitution 
d( ) ln[ ( )]
d
r n q n
n
=  which trans-
forms Eq. (37) into the Ricatti equation for ( )r n
of the form
2 2
0
d ( ) ,
d 2
Kr
r i a nK Dn
n i n
λ 
+ = + + +   (38)
after which one obtains the required solution
of Eq. (37),
( )d ( ) exp ( )d .dq r n r n nn − = −∫ (39)
In general, the solutions of Eqs. (38) and (39)
cannot be obtained by quadratures, and one has to
use the approximate or numeral methods.
For 2( ) cos ,g θ = θ 2 2 02 1 4,d d d= − = =  so
that in this case, 0 1 2K =  and 2 2.K =  To find
the approximate solution of Fokker-Planck equa-
tion (3) for arbitrary even periodic function ( )g θ
with a finite numbers of terms kd  in its Fourier
series (5) (till some maxk ), one has to find these
,kd  and calculate two numbers 
max
max
0 ,
k
k
k k
K d
=−
= ∑
and 
max
max
2
2
k
k
k k
K k d
=−
= ∑  in Eq. (37). The latter equa-
tion is justified for max .n k>
7. Conclusions
We have used the transition from difference to
differential equations as an approximate method of
solving tridiagonal recurrence equations. This well-
known method of replacing a discrete integer vari-
able n by a continuous variable has a relative error
of order of 
2
,n−  i. e. this approximation is justified
for large n, and the error is decreased with n.
According to expansion (4) in the Fourier series,
only small θ make an essential contribution to this
series for large n, compared with rapidly oscillating
large terms. It is no wonder, therefore,  that for the
overdamped pendulum without periodic and ran-
dom forces (Section 2), and in the presence of
these forces in the steady-state (Section 3) and in
the general time-dependent case (Section 4), our
method coincides with the exact solution in the limit
of small θ. The periodic force acting on the pendu-
lum has a simple form ( ) sin ,g bθ = θ  and after
replacing sinθ by θ in the Fokker-Planck equation,
the latter takes the Ornstein-Uhlenbeck form which
allows an exact solution. However, for a slightly
different form of a periodic force, say
2 1( ) sin ( ),mg −θ = θ  the expansion for small θ has
the form 2 1 2 1sin ( ) ,m m− −θ ≈ θ  and the appropriate
Fokker-Planck equation cannot be solved. Howev-
er, our method can be applied for arbitrary function
( ),g θ  leading to the first-order partial differential
Eq.(13) for odd functions ( )g θ  and to the second-
order partial differential Eq. (14) for even functions
( ).g θ  The coefficients in these equations contain
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a few simple combinations of the coefficients in
the Fourier expansions of ( )g θ  under the assump-
tion that these expansions contain a finite number
maxk  of terms, and the equations can easily be
solved, as we illustrated by a few simple examples
in Sections 5 and 6. Strictly speaking, our proce-
dure is applicable for max ,n k>  and it has a relative
error of order 
2
.n
−
 There are different ways to
improve the accuracy of our method. One way is
to restrict this procedure to the values of  n  that
are too small, min ,n n≥  where the accuracy is high
2
min( ),n−≈  and the coefficients 1... nc c  with minn n<
will be found from the appropriate tridiagonal re-
currence relations with the previously found 
min
.
nc
References
1. H. Risken. The Fokker-Planck Equation; Methods of
Solution and Applications, Second Edition. Berlin,
Springer-Verlag. 1996, Chapter 9-11.
2. B. Shapiro, I. Dayan, M. Gitterman, and G. H. Weiss.
Phys. Rev. 1992, B 46, p. 8416.
3. A. J. Viterbi. Principles of Coherent Communications.
New York, McGraw-Hill, 1966.
4. G. Gruner, A. Zavadowski, and P. M. Chaikin. Phys.
Rev. Letters. 1981, 46, p. 511.
5. W. Shleich, C. S. Cha, and J. D. Cresser. Phys. Rev.
1984, A 29, pp. 230.
6. A. Barone and G.Paterno. Physics and Applications
of Josephson Effect. New York, Willey, 1982.
7. J. D. Cresser, D. Hammonds, W. H. Louisell, P. Meystre,
and H. Risken. Phys. Rev. A. 1982, 25, p. 2226.
8. Yu. M. Ivanchenko and L. A. Zilberman. Zh. Eksp.
Teor. Fiz. 1968, 55, pp. 2395; Sov. Phys.-JETP. 1969,
28, pp. 1272.
9. I. S. Gradstein and I. M. Ryzhik. Table of Integrals,
Series and Products. Boston, Academic Press, 1994.
10. C. W. Gardiner. Handbook of Stochastic Methods.
Berlin, Springer-Verlag, 1997.
11. M. Abramowitz, I. A. Stegun. Handbook of
Mathematical Functions. New York, Dover, 1972.
ÀíàºŁç òðŁäŁàªîíàºüíßı
ðåŒóððåíòíßı æîîòíîłåíŁØ
â ŒîíòŁíóàºüíîì ïðŁÆºŁæåíŁŁ
Ô. `àææ, Ì. ˆŁòòåðìàí
ˇåðåıîä îò ðàçíîæòíîªî Œ äŁôôåðåíöŁ-
àºüíîìó óðàâíåíŁþ ïîçâîºÿåò ðåłŁòü òðŁ-
äŁàªîíàºüíßå ðåŒóððåíòíßå æîîòíîłåíŁÿ,
Œîòîðßå âîçíŁŒàþò, â ÷àæòíîæòŁ, ïðŁ àíàºŁ-
çå âðàøåíŁÿ ÆðîóíîâæŒîØ ÷àæòŁöß æ òðåíŁ-
åì ïðŁ íàºŁ÷ŁŁ ïåðŁîäŁ÷åæŒîØ æŁºß. ˙àìå-
íà äŁæŒðåòíßı ŁíäåŒæîâ â ðàçºîæåíŁÿı Ôó-
ðüå íåïðåðßâíßìŁ îïðàâäàí äºÿ ÆîºüłŁı
íîìåðîâ, ò. å. äºÿ ìàºßı óªºîâ. ´ ïðîæòåØ-
łåì æºó÷àå æŁíóæîŁäàºüíîØ æŁºß íàłå ðå-
łåíŁå äåØæòâŁòåºüíî æîâïàäàåò æ ðåłåíŁ-
åì, ïîºó÷åííßì ïóòåì ðàçºîæåíŁÿ æŁíóæà â
ïåðâîíà÷àºüíîì óðàâíåíŁŁ ÔîŒŒåðà-ˇºàíŒà
(ïðåäåº ˛ðíłòåØíà-ÓºåíÆåŒà). ˛äíàŒî óæå
â æºó÷àå íåæŒîºüŒî Æîºåå æºîæíîªî ïîòåí-
öŁàºà ðàçºîæåíŁå ïðŁ ìàºßı óªºàı íå äåºà-
åò æîîòâåòæòâóþøåå óðàâíåíŁå ÔîŒŒåðà-
ˇºàíŒà ðàçðåłŁìßì. ´ òî æå âðåìÿ ïðåäºà-
ªàåìßØ ìåòîä ïîçâîºÿåò ðåłŁòü çàäà÷ó äºÿ
âæåı ïåðŁîäŁ÷åæŒŁı ïîòåíöŁàºîâ, äºÿ Œîòîðßı
ðÿäß Ôóðüå æîäåðæàò Œîíå÷íîå ÷Łæºî æºàªà-
åìßı òŁïà sin ( )m θ  ŁºŁ cos ( ).m θ  ×åòíßå ºŁÆî
íå÷åòíßå ôóíŒöŁŁ òðåÆóþò íåæŒîºüŒî ðàçºŁ÷-
íîªî ïîäıîäà Ł ðàææìàòðŁâàþòæÿ îòäåºüíî.
Àíàº‡ç òðŁä‡àªîíàºüíŁı ðåŒóðåíòíŁı
æï‡ââ‡äíîłåíü ó ŒîíòŁíóàºüíîìó
íàÆºŁæåíí‡
Ô. `àææ, Ì. ˆ‡òòåðìàí
ˇåðåı‡ä â‡ä ð‡çíŁöåâîªî äî äŁôåðåíö‡àºüíî-
ªî ð‡âíÿííÿ äîçâîºÿ” âŁð‡łŁòŁ òðŁä‡àªîíàºüí‡
ðåŒóðåíòí‡ æï‡ââ‡äíîłåííÿ, ÿŒ‡ âŁíŁŒàþòü, çîŒ-
ðåìà, ïðŁ àíàº‡ç‡ îÆåðòàííÿ Æðîóí‡âæüŒî¿ ÷àæ-
òŁíŒŁ ç òåðòÿì ó ïðŁæóòíîæò‡ ïåð‡îäŁ÷íî¿ æŁºŁ.
˙àì‡íà äŁæŒðåòíŁı ‡íäåŒæ‡â ó ðîçŒºàäàíí‡ Ôóð”
íåïåðåðâíŁìŁ âŁïðàâäàíà äºÿ âåºŁŒŁı íîìåð‡â,
òîÆòî äºÿ ìàºŁı Œóò‡â. Ó íàØïðîæò‡łîìó âŁ-
ïàäŒó æŁíóæî¿äàºüíî¿ æŁºŁ íàłå ð‡łåííÿ æï‡âïà-
äà” ‡ç ð‡łåííÿì, îòðŁìàíŁì łºÿıîì ðîçŒºàäàí-
íÿ æŁíóæà ó ïî÷àòŒîâîìó ð‡âíÿíí‡ ÔîŒŒåðà-
ˇºàíŒà (ªðàíŁöÿ ˛ ðíłòåØíà-ÓºåíÆåŒà). ˛ äíàŒ
óæå ó âŁïàäŒó  äåøî æŒºàäí‡łîªî ïîòåíö‡àºó
ðîçŒºàäàííÿ ïðŁ ìàºŁı Œóòàı íå ðîÆŁòü â‡äïî-
â‡äíå ð‡âíÿííÿ ÔîŒŒåðà-ˇºàíŒà âŁð‡łóâàíŁì.
´îäíî÷àæ çàïðîïîíîâàíŁØ ìåòîä äîçâîºÿ” âŁð-
‡łŁòŁ çàäà÷ó äºÿ âæ‡ı ïåð‡îäŁ÷íŁı ïîòåíö‡àº‡â,
äºÿ ÿŒŁı ðÿäŁ Ôóð” ì‡æòÿòü Œ‡íöåâó Œ‡ºüŒ‡æòü
äîäàíŒ‡â, òŁïó sin ( )m θ àÆî  cos ( ).m θ  ˇàðí‡ ÷Ł
íåïàðí‡ ôóíŒö‡¿ âŁìàªàþòü äåøî ‡íłîªî ï‡äıîäó
‡ ðîçªºÿäàþòüæÿ îŒðåìî.
