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De nos jours, les pipelines haute performance sont de plus en plus utilisés dans les systèmes
temps-réel et il devient de plus en plus difficile de garantir que les programmes respecteront
leurs échéances. Certains éléments de l'architecture des processeurs récents ont des comporte-
ments dynamiques difficiles à modéliser pour le calcul de temps d'exécution pire-cas (WCET)
par méthode statique. Dans ce rapport nous étudions l'impact de la prédiction de branche-
ment dynamique sur le temps d'exécution pire-cas. Cet impact dépend de la valeur de la
prédiction (correcte ou mauvaise). Deux approches permettent de modéliser la prédiction de
branchement dynamique. L'approche locale consiste à estimer le nombre de mauvaises pré-
dictions pire-cas. Par approche globale, le calcul de la prédiction est décrit sous forme de
système de contraintes linéaires en nombres entiers. Nous présentons la construction de ce
système en fonction des différents mécanismes qui constituent un prédicteur de branchement
dynamique (indexation de la table de prédiction, conflits sur les entrées de cette table et calcul
de la prédiction par des compteurs). Nous détaillons deux modèles de prédicteurs de bran-
chement : le prédicteur bimodal et un prédicteur global 2-bits. Pour comparer la taille de ces
systèmes de contraintes nous proposons une mesure de la complexité de modélisation basée sur
le nombre de contraintes, le nombre de variables et l'arité du système. A partir d'une analyse
des résultats obtenus, nous précisons les limites des deux approches et dans quels contextes
elles sont bien adaptées.




The wider and wider use of high-performance processors as part of real-time systems
makes it more and more difficult to guarantee that programs will respect their deadlines.
While the computation of Worst-Case Execution Times relies on static analysis of the code, the
challenge is to model with enough safety and accuracy the behavior of intrinsically dynamic
components. In this report, we focus on the impact of dynamic branch prediction on the
worst-case execution time. We present two approaches to model this impact. Local approach
examines each branch individually to determine its worst-case number of mispredictions. In
the global approach, an ILP system of constraints describes the computation of the branch
prediction. Each part of the dynamic branch predictor can be modeled separately: BHT
indexing, conflicts on BHT entries and 2-bit counter computation of the prediction. We
introduce two branch predictor models: the bimodal predictor and a 2-bit global predictor.
We propose a way to compare the effort needed to build the system of constraints that we name
modeling complexity. This complexity is quantified as a function of: the number of constraints,
the number of variables and the system arity. We analyse the modeling complexity of some
branch predictors and we deduce the context of use that fit for the global approach. We
examine the differences between the two approaches.
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Les systèmes informatiques temps réel se différencient des autres systèmes informatiques
par la prise en compte de contraintes temporelles dont le respect est aussi important que
l'exactitude du résultat. Autrement dit le système ne doit pas seulement délivrer des résultats
exacts, il doit les délivrer dans des délais imposés. Les systèmes informatiques temps réel sont
aujourd'hui présents dans de nombreux secteurs d'activités : dans l'industrie de production
par exemple, au travers des systèmes de contrôle de procédé (usines, centrales nucléaires), dans
les salles de marché au travers du traitement des données boursières en temps réel, dans
l'aéronautique au travers des systèmes de pilotage embarqués (avions, satellites), ou encore
dans le secteur de la nouvelle économie au travers du besoin, toujours croissant, du traitement
et de l'acheminement de l'information (vidéo, données, pilotage à distance, réalité virtuelle,
etc.).
Lorsque les contraintes temporelles peuvent ne pas être respectées, on parle de temps-réel
souple. Par opposition dans les systèmes temps-réel stricts, une contrainte transgressée peut
entraîner une défaillance du système. Pour garantir le respect des contraintes temporelles, il
est nécessaire que :
 les différents services et algorithmes utilisés s'exécutent en temps borné. Un système
d'exploitation temps réel doit ainsi être conçu de manière à ce que les services qu'il
propose répondent en un temps borné ;
 les différents enchaînements possibles des traitements permettent que chacun de ceux-ci
ne dépasse pas ses limites temporelles (ou que seul un petit pourcentage ne dépassent
ces limites si le système est temps-réel souple).
Dans ce rapport, nous nous préoccupons du calcul d'une borne supérieure du temps d'exé-
cution des programmes exécutés dans les systèmes temps réel. Le temps d'exécution pire-cas
ou WCET (Worst-Case Execution Time) représente le plus grand temps d'exécution mesuré
ou calculé. Il peut être directement mesuré sur le matériel. Dans ce cas, on mesure différents
temps d'exécution pour un programme et le plus grand est pris en compte comme WCET.
Cependant, il est souvent impossible de mesurer tous les temps d'exécution possibles pour
un programme : il n'est donc pas toujours possible de garantir que le WCET mesuré soit
réellement une borne supérieure du temps d'exécution. Les méthodes de calcul dynamiques
ne peuvent donc pas être utilisées pour un système temps-réel strict.
Pour calculer un temps d'exécution pire-cas garanti, les méthodes statiques ont été intro-
duites. Ces méthodes calculent par analyse statique le temps d'exécution du programme en
tenant compte de l'impact de chaque élément de l'architecture : mémoires caches, pipeline
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d'exécution, prédiction de branchement... Ces éléments de l'architecture ont un comporte-
ment dynamique qui évolue au fur et à mesure de l'exécution des programmes. De ce fait,
leur analyse statique est complexe. Dans ce rapport, nous nous focalisons sur la prédiction de
branchement.
Les programmes contiennent souvent des tests de résultats intermédiaires pour lesquels
un traitement spécifique est effectué en fonction des résultats de ces tests. Par exemple, ces
tests peuvent permettre de gérer la répétition d'une partie de code. Ceci est mis en place au
moyen de "branchements conditionnels" (aussi appelés "rupture de séquence" ou "saut"). Ces
branchements entraînent un arrêt dans le flux d'exécution des instructions car il est nécessaire
de connaître le résultat du test pour continuer l'exécution du programme. La prédiction de
branchement est un mécanisme qui tente de prévoir le résultat du test. Si le branchement est
prédit "pris", l'instruction qui est la cible du saut commence son exécution avant d'obtenir le
résultat du test. Dans le cas inverse, le branchement est prédit "non-pris" et l'instruction en
séquence commence son exécution. Si la prédiction est correcte, l'attente du résultat du test de
branchement a été évitée. Lorsque la prédiction est mauvaise, l'exécution des instructions pré-
dites doit être annulée et l'exécution reprend en respectant le résultat du test de branchement.
La prédiction de branchement peut être effectuée avant l'exécution du programme et fixée pour
toute l'exécution (prédiction statique) ou évoluer au fur et à mesure de l'exécution (prédiction
dynamique).
L'analyse statique de la prédiction de branchement consiste à prévoir son impact sur le
temps d'exécution : pour chaque mauvaise prédiction, une pénalité est ajoutée au calcul du
temps d'exécution pire-cas. Si les branchements sont prédits de manière statique, on connaît
la direction prédite pour chaque branchement ce qui simplifie l'analyse. En ce qui concerne
la prédiction de branchement dynamique, à chaque exécution d'un branchement la direction
prédite peut être différente. La prédiction dépend du moyen utilisé pour calculer la prédiction.
Par exemple, un branchement peut être prédit en fonction des issues des derniers branchements
exécutés. Dans ce cas, pour prévoir quelle est la valeur de la prédiction d'un branchement (cor-
recte ou mauvaise), toutes les issues des derniers branchements exécutés doivent être connues.
L'évaluation du nombre de mauvaises prédictions nécessite donc une analyse plus approfondie.
Deux approches permettent de décrire l'impact de la prédiction dynamique de branche-
ment sur le temps d'exécution. L'approche locale calcule le nombre de mauvaises prédictions
pire-cas pour chaque branchement. L'approche globale décrit l'évolution de la prédiction de
branchement tout au long de l'exécution du programme. Le choix de l'approche dépend du
prédicteur modélisé.
L'approche locale propose l'évaluation du nombre de mauvaises prédictions rencontrées le
long du chemin d'exécution pire-cas. Ces nombres sont exprimés sous forme d'équations qui
dépendent de la structure algorithmique correspondant à l'instruction de branchement (boucle
ou structure du type if-then et if-then-else). Le nombre de mauvaises prédictions d'un bran-
chement correspond au nombre de pénalités de mauvaises prédictions qui doivent être prises
en compte pour représenter l'impact de la prédiction de branchement sur le temps d'exécution.
L'approche globale décrit le calcul de la prédiction par un système de contraintes en
nombres entiers. Pour prendre en compte l'impact de l'utilisation de la prédiction de bran-
chement, un modèle est construit pour chaque prédicteur de branchement. Ce modèle décrit
les contraintes à générer en fonction de l'ordre d'exécution entre les différents branchements
du programme. En résolvant le système de contraintes, on obtient une description du chemin
2
d'exécution pire-cas qui inclut le nombre d'exécutions de chaque branchement et le nombre
de mauvaises prédictions de chaque direction.
Dans ce rapport, nous commençons par décrire la prédiction de branchement. Dans les pré-
dicteurs statiques, les branchements sont classés en deux catégories pour distinguer ceux qui
sont prédits "pris" de ceux qui sont prédits "non-pris". Par exemple, cette classification peut
dépendre de la valeur de l'adresse de l'instruction cible. Les prédicteurs de branchement dyna-
miques utilisent différents mécanismes pour calculer la prédiction. De manière générale, une
table contient les prédictions des branchements à venir. Lorsqu'un branchement est exécuté,
la valeur de la prédiction est lue dans cette table. Les prédicteurs dynamiques se différencient
par : le calcul de l'index de cette table et la manière de la mettre à jour.
Ensuite, nous expliquons comment le temps d'exécution pire-cas peut être calculé. Pour
les méthodes statiques, nous détaillons chacune des étapes de l'analyse : analyse de flot, prise
en compte de l'impact du matériel et calcul du temps d'exécution pire-cas. Pour modéliser la
prédiction de branchement, il est nécessaire d'intégrer au calcul de temps d'exécution le coût
dû aux mauvaises prédictions. Nous terminons le chapitre 2 en expliquant comment est évalué
l'impact de la prédiction de branchement sous forme de pénalité de mauvaise prédiction.
Dans le chapitre 3, nous détaillons l'approche locale. Nous décrivons le calcul des équations
permettant de calculer le nombre de mauvaises prédictions pire-cas. Ce calcul dépend de la
structure algorithmique des branchements. Pour les branchements qui permettent la gestion
des boucles, nous exprimons des équations différentes en fonction de l'évolution du nombre
d'itérations. Pour les branchements de structure conditionnelle, les équations sont différentes
selon le temps d'exécution des deux chemins d'exécution qui sont empruntés dans le cas où
le branchement est "pris" ou "non-pris". Pour chaque structure algorithmique nous obtenons
un ensemble d'équations qui permettent de calculer le nombre de mauvaises prédictions. Dans
chaque cas, deux équations décrivent le nombre de mauvaises prédictions selon la direction du
branchement concernée. Pour cette approche, notre contribution est une extension des travaux
précédents. Pour les branchements de boucle, nous proposons une preuve de la validité des
équations du nombre de mauvaises prédictions dans le cas d'un nombre d'itérations variable.
De plus, nous détaillons le calcul des équations du nombre de mauvaises prédictions pour
une nouvelle catégorie de branchement de boucle. En ce qui concerne les branchements de
structure conditionnelle, nous adaptons les résultats obtenus pour qu'ils prennent en compte
l'expression d'une pénalité de mauvaise prédiction différente pour chaque direction de chaque
branchement.
Dans le chapitre 4, nous décrivons le calcul de l'impact de la prédiction de branchement
dynamique par approche globale. Nous présentons les modèles permettant la description, sous
forme de système de contraintes, de chaque caractéristique d'un prédicteur de branchement
dynamique. L'indexation de la table de prédiction peut être effectuée par différents moyens :
un modèle est crée pour décrire chaque cas. Il en est de même pour la mise à jour de la table
de prédiction ainsi que pour la description des éventuels conflits d'accès à cette table. Notre
contribution est composée principalement de trois éléments : nous présentons une amélioration
du modèle initial, nous décrivons un modèle de compteur 2-bits, puis, nous proposons deux
modèles complets de prédicteurs de branchement.
Nous introduisons, dans le chapitre 5, une mesure de la complexité de modélisation par
approche globale. En utilisant cette mesure nous comparons les différents modèles de pré-
dicteurs de branchement. Les systèmes de contraintes dérivés des modèles sont générés pour
plusieurs programmes exemples. Ce développement nous permet de comparer les tailles des
3
systèmes de contraintes en fonction des prédicteurs modélisés. Nous terminons en analysant
les différentes possibilités de modélisation de la prédiction de branchement en fonction des
exigences de modélisation : temps de calcul du WCET, prédicteur de branchement réel ou
adapté aux besoins du temps-réel.
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Chapitre 2
Prédiction de branchement et calcul
de temps d'exécution pire-cas
Dans ce rapport, nous présentons et comparons les méthodes de modélisation de la pré-
diction de branchement pour le calcul de temps d'exécution pire-cas. La prédiction de bran-
chement peut-être fixée pour la durée de l'exécution du programme ou modifiée à chaque
exécution d'un branchement. Quel que soit le mode de prédiction, son impact sur le temps
d'exécution dépend de la validité des prédictions réalisées.
Le calcul de temps d'exécution pire-cas peut être effectué par de nombreuses méthodes.
Modéliser la prédiction de branchement est principalement intéressant pour affiner le cal-
cul statique de temps d'exécution pire-cas. En l'absence de modélisation de la prédiction de
branchement, toute prédiction d'un branchement est considérée mauvaise. Cette hypothèse
surévalue le temps d'exécution pire-cas car un prédicteur de branchement est conçu pour
prédire correctement une majorité des occurrences des branchements.
Dans ce chapitre, nous allons préciser le contexte des travaux de modélisation de la prédic-
tion de branchement. Dans la section 2.1, nous nous intéressons, d'abord, aux branchements
et nous présentons les différentes méthodes de prédiction de branchement. En nous basant sur
quelques exemples, nous présentons les prédicteurs de branchement implantés dans les pro-
cesseurs embarqués. Ensuite, dans la section 2.2.1, nous précisons l'utilité du calcul de temps
d'exécution pire-cas et les différentes méthodes de calcul possibles. Dans la section 2.3, nous
expliquons comment l'impact de la prédiction de branchement est calculé. Nous montrons
que la prédiction de branchement statique ne nécessite pas de modélisation complexe. Nous
terminons en introduisant la modélisation de la prédiction dynamique qui est développée dans
la suite du rapport.
2.1 Prédiction de branchements
Dans cette partie, nous situons notre analyse. Nous commençons par préciser quel type de
branchement nous prenons en compte dans la suite de ce rapport. Ensuite, nous exposons les
différents modes de prédiction de branchement et en détaillons les plus simples.
5
2.1.1 Branchements
Les programmes ne sont pas constitués de séquences de code linéaires et ils contiennent de
nombreuses instructions de branchement. La figure 2.1(a) présente un code simple. Le code de
la figure 2.1(b) présente une traduction possible de ce code en langage d'assemblage. Il com-
porte deux instructions de branchement dont une instruction de branchement conditionnelle.
Fig. 2.1  Programme contenant des branchements
Notre travail ne concerne que les branchements conditionnels désignés simplement par
"branchements" dans la suite du texte.
Nous allons maintenant regarder comment une instruction de branchement est exécutée
dans un processeur. Pour cela, nous considérons que le processeur procède en quatre étapes
pour exécuter une instruction :
 le chargement : (étage "fetch") récupère le code de l'instruction en mémoire,
 le décodage : (étage "decode") permet de distinguer de quelle instruction il s'agit (addi-
tion, branchement, accès à la mémoire...),
 l'exécution : (étage "execute") est l'étape durant laquelle l'exécution de l'instruction est
effectuée,
 l'écriture des résultats : (étage "write") enregistre les résultats (dans les registres).
Lorsque le processeur utilisé n'est pas pipeliné, comme l'Intel 8086, l'exécution d'une sé-
quence d'instructions peut se dérouler comme sur la figure 2.2. Un rectangle représente un
cycle et les délimitations en gras entre deux cycles représentent un changement d'étape. La
coloration des rectangles désigne l'instruction concernée.
Dans un tel processeur, le traitement d'une instruction de branchement est effectué entiè-
rement avant de traiter l'instruction qui suit. De ce fait, au moment de charger l'instruction
qui suit une instruction de branchement, le résultat du test de branchement ainsi que l'adresse
de l'instruction à exécuter ensuite sont connus.
Lorsqu'un processeur est pipeliné, les étapes de traitement sont indépendantes et réalisées
dans les étages du pipeline. Dans un même cycle, chaque étage du pipeline peut être occupé
par une instruction différente. La figure 2.3 représente l'exécution de la séquence d'instructions
de la figure 2.2 dans un pipeline scalaire. En ce qui concerne l'instruction de branchement, la
nature de l'instruction n'est connue qu'à la fin de son décodage. C'est l'instruction en séquence
qui est chargée pendant le décodage de l'instruction de branchement. Lorsque l'instruction de
branchement est détectée, le traitement de l'instruction en séquence est arrêté car l'adresse de
l'instruction devant être exécutée à la suite du branchement n'est pas encore connue.
Cette adresse est connue à la fin de l'étage "execute". L'instruction suivante ne peut alors
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Fig. 2.2  Exécution d'un ensemble d'instructions dans un processeur non pipeliné
Fig. 2.3  Exécution d'un ensemble d'instructions dans un processeur pipeliné
commencer son traitement qu'au cycle 6. Si l'instruction en séquence est l'instruction sui-
vante, alors son chargement a déjà été effectué et le décodage commence au cycle 6. Dans
l'autre cas, l'instruction suivante se trouve à la cible du branchement : son chargement com-
mence au cycle 6. Une instruction de branchement crée donc un arrêt dans l'enchaînement des
instructions dans le pipeline (pas de chargement d'instructions aux cycles 4 et 5).
Pour pallier cet arrêt qui cause une perte d'efficacité dans l'exécution des programmes,
il faudrait connaître plus tôt l'adresse de l'instruction suivante. A défaut, la prédiction de
branchement permet de la prédire. La figure 2.4(a) présente l'exécution de la séquence d'ins-
tructions présentée sur la figure 2.2, lorsque le branchement est correctement prédit.
Même si la prédiction de branchement obtient de bons résultats, il n'existe pas de prédic-
teur permettant de garantir 100% des résultats. Lorsque l'instruction de branchement termine
l'étage d'exécution, le résultat du test de branchement est connu : si la prédiction est correcte
l'exécution continue (voir figure 2.4(a)). Dans le cas inverse, toutes les instructions chargées
après l'instruction de branchement doivent être "annulées" pour que l'exécution puisse re-
prendre à partir de l'instruction suivante correcte (voir figure 2.4(b)).
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Fig. 2.4  Exécution d'un ensemble d'instructions dans un processeur pipeliné utilisant la
prédiction de branchement
Sur notre exemple, la vidange des étages supérieurs du pipeline dure un cycle (cycle 6).
Pendant ce cycle, le traitement de l'instruction de branchement se termine. La pénalité de
mauvaise prédiction est de 4 cycles. Par rapport au cas où aucun système de prédiction de
branchement n'est utilisé (figure 2.3), une mauvaise prédiction coûte 1 ou 2 cycles (1 cycle
si l'instruction exécutée après la mauvaise prédiction est celle en séquence). Une prédiction
correcte présente un gain de 2 ou 3 cycles.
Le coût d'une mauvaise prédiction dépend du contexte d'exécution. En effet, si l'instruc-
tion 1 ne reste qu'un seul cycle à l'étage d'exécution, la pénalité d'une mauvaise prédiction
est diminuée d'un cycle. Le traitement des instructions présentes dans le pipeline lors du
chargement de l'instruction de branchement a une influence sur la durée du traitement de
l'instruction de branchement et sur la pénalité de mauvaise prédiction.
Un branchement peut être prédit de façon statique : dans ce cas, la direction à prédire est
décidée avant l'exécution du programme et sera la même tout au long de son exécution. Une
deuxième catégorie de prédicteur peut modifier la prédiction à chaque exécution du branche-
ment : la prédiction est dynamique. Dans les parties qui suivent, nous expliquons comment
l'adresse cible est connue ; puis, nous détaillons le fonctionnement de ces deux modes de pré-
diction.
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2.1.2 Le BTB (Branch Target Buffer)
L'adresse à laquelle est effectué le saut est codée dans l'instruction de branchement ou
calculée par cette instruction parallèlement au test de branchement. Lorsqu'on prédit un bran-
chement, on doit également déterminer cette adresse. En se basant sur le constat que l'adresse
cible ne varie généralement pas d'une exécution à l'autre d'un branchement (peu de branche-
ments indirects), une table enregistrant l'adresse cible des branchements est utilisée. Cette
table, nommée BTB (Branch Target Buffer), contient les adresses cibles des branchements.
Cette table est indexée par les bits de poids faible de l'adresse de l'instruction de branche-
ment. La taille du BTB est limitée, donc deux adresses d'instruction de branchement peuvent
indexer la même entrée. Pour garantir que l'adresse cible obtenue par lecture dans le BTB
est celle qui correspond au branchement en cours d'exécution, le BTB est étiqueté. Au char-
gement d'une instruction de branchement son type n'est pas connu : le BTB permet ainsi de
reconnaître qu'une instruction est un branchement (présence dans le BTB) [1].
Dans la suite de cette partie, l'adresse cible est considérée disponible dans le BTB. Dans
ce cas, les branchements sont prédits à chacune de leurs occurrences. Selon le mode de pré-
diction (statique ou dynamique) la prédiction est évaluée ou lue dans le code de l'instruction
de branchement ou dans une table de prédiction. Dans les deux sections suivantes, le calcul
de prédiction est présenté selon le mode de prédiction : statique puis dynamique.
2.1.3 Prédiction statique
La plus simple des heuristiques de prédiction statique prédit "non-pris" tous les branche-
ments et charge toujours l'instruction qui est en séquence [2]. Cette méthode très simple donne
d'assez mauvais résultats (65% des prédictions sont correctes)[3]. De ce fait, il est nécessaire
de chercher un algorithme de prédiction plus évolué.
L'heuristique BTFN (Backward Taken Forward Not-taken), assez répandue, différencie les
branchements par rapport à leur sens (avant ou arrière)[4]. La figure 2.5 présente le code
compilé d'une boucle "for" qui calcule la factorielle d'un nombre n initialisé à 10. Cette
boucle se termine par un branchement conditionnel vers l'étiquette "start". Dans le code du
programme l'instruction se trouvant à l'étiquette "start" a une adresse inférieure à celle de
l'instruction de branchement. Ce type de branchement se nomme "branchement arrière".
L'heuristique BTFN prédit "pris" tous les branchements arrière et "non-pris" les branchements
avant. Sur le code exemple le branchement sera toujours prédit "pris" : ce branchement est en
réalité "pris" 8 fois et "non-pris" à sa dernière occurrence. En utilisant la prédiction BTFN,
il est mal prédit une seule fois, lors de sa dernière exécution.
Fig. 2.5  Exemple de code d'une boucle avec branchement arrière
Cette heuristique obtient des résultats satisfaisants pour les branchements de boucle dont
la sortie de boucle est un branchement arrière. Cependant, pour les branchements de type
"if-then" ou "if-then-else" (voir exemple figure 2.1), qui ne sont pas biaisés comme les boucles,
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cette heuristique n'apporte pas d'avantage.
La prédiction statique peut aussi être à l'initiative du compilateur [5]. Dans ce cas, il insère
des instructions dans le code qui permettent de spécifier si le branchement suivant doit être
prédit "pris" ou "non-pris". La prédiction peut aussi être notée directement dans le code de
l'instruction de branchement. Dans ce cas, un des bits du code sert à signaler la prédiction du
branchement ("0" pour "non-pris" et "1" pour "pris").
Toutes ces techniques de prédiction statique peuvent être suffisantes pour des processeurs
ayant peu d'étages dans le pipeline car la pénalité en cas d'erreur n'est pas très élevée. Lorsque
la taille du pipeline est plus importante, les pénalités augmentent : il est intéressant d'affi-
ner la prédiction de branchement en la faisant évoluer au fur et à mesure de l'exécution du
programme.
2.1.4 Prédiction dynamique
Les prédicteurs de branchements dynamiques permettent d'obtenir une prédiction qui peut
être différente à chaque exécution du branchement. Un prédicteur dynamique simple consiste
à exprimer par un bit si le branchement est prédit "pris" (1) ou "non-pris" (0).
Lorsque le branchement est résolu, s'il est exécuté "pris" (respectivement "non-pris"), le
bit de prédiction prend la valeur "1" (resp. "0"). De cette manière, la prédiction est la dernière
direction exécutée.
Ce "compteur 1-bit" peut être ajouté dans le BTB ou contenu dans une table spécifique.
Cette table nommée BHT (Branch History Table) contient les compteurs 1-bit. Chaque comp-
teur a pour valeur celle de la direction (0 ou 1) exécutée par le dernier branchement qui a
accédé à ce compteur. La BHT est indexée par les bits de poids faibles de l'adresse de l'instruc-
tion de branchement [2]. Contrairement au BTB , cette table n'est généralement pas étiquetée.
De ce fait plusieurs branchements peuvent être prédits par le même compteur.
Fig. 2.6  Exemple de code de boucles imbriquées
L'exemple suivant montre que la prédiction par le biais d'un seul bit est limitée car elle ne
représente que la dernière occurrence du branchement. La figure 2.6 présente un code contenant
deux boucles imbriquées (le " !" signifie que R2 est mis à jour à chaque itération). La boucle
externe itère 15 fois. La boucle interne itère 3 fois et le branchement qui la contrôle est exécuté
60 fois : il est "pris" 3 fois puis "non-pris" et ce cycle se répète 15 fois. En considérant que le
bit de prédiction est initialisé à "1", le branchement est bien prédit à sa première exécution et
il le reste pour les 2 occurrences suivantes. Puis, à la sortie de boucle, le branchement est mal
prédit. Suite à cette exécution, le branchement est prédit "non-pris" et lorsque l'exécution
revient sur le corps de boucle pour itérer à nouveau 3 fois, une mauvaise prédiction a lieu
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sur la première itération. Ce schéma se répète 15 fois et 29 mauvaises prédictions ont lieu au
total (2 × 14 + 1). Le branchement est mal prédit toutes les deux exécutions environ (29/60
exécutions de ce branchement).
Fig. 2.7  Compteur 2-bits à saturation
Pour représenter mieux la tendance du branchement, on peut remplacer le bit de prédiction
par deux bits qui évoluent comme un compteur à saturation [2]. Ce compteur est présenté sur
la figure 2.7. Les états du compteur représentent les deux bits de prédiction et les transitions
sont les mises à jour après résolution du branchement. La prédiction est donnée par le bit de
poids fort. Les transitions représentées en pointillés sont celles qui sont effectuées suite à une
mauvaise prédiction.
Fig. 2.8  Prédicteur bimodal
Pour l'exemple de la figure 2.5, si l'état initial est "11", avec un compteur 2-bits, le nombre
de mauvaises prédictions est 15. En effet, il n'y a qu'une seule mauvaise prédiction à chaque
sortie de boucle. Le compteur reste à l'état "11" tant que la boucle itère car le branchement
continue à être "pris". Lors de la sortie de boucle, le branchement est prédit "pris" à tort et
cause un changement d'état du compteur qui passe alors dans l'état "10". Dans cet état le
branchement est prédit "pris" : lors de la prochaine exécution de la boucle, la prédiction est
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correcte dès la première itération et le compteur retourne à l'état "11".
Dans le prédicteur bimodal [6], les compteurs sont dans la BHT (Branch History Table)
(voir figure 2.8). La BHT est indexée à partir de l'adresse de l'instruction de branchement.
Lorsque le branchement est prédit "pris", l'adresse cible est lue dans le BTB. Dans le cas
inverse, c'est l'instruction en séquence qui est exécutée.
Fig. 2.9  Exemple de branchements dépendants
Les compteurs 2-bits ne tiennent pas compte du fait que l'issue d'un branchement peut
être liée à celle d'un ou plusieurs autres branchements comme dans la figure 2.9. Pour cela,
un "historique de prédiction" peut être utilisé. Cet historique contient les issues des derniers
branchements exécutés ou des dernières occurrences d'un même branchement. Lorsqu'un his-
torique est mis à jour par tous les branchements, on parle d'historique global. Dans le second
cas, l'historique est utilisé par un seul branchement : cet historique est local.
Dans le cas d'un historique global, un registre conserve l'issue de quelques branchements
passés. A chaque exécution d'un branchement, il est mis à jour par un décalage à gauche avec
insertion à droite de l'issue du branchement.
Le but de cet historique est d'affiner la prédiction en utilisant un compteur différent en
fonction du contexte. Le registre est alors utilisé pour indexer la BHT. Cependant, si seul le
registre d'historique est utilisé pour l'indexation, alors tous les branchements rencontrés avec
le même historique seront en conflit. Pour limiter les conflits, l'historique est combiné avec les
bits de poids faible de l'adresse de branchement [7].
La figure 2.10 présente deux prédicteurs globaux qui utilisent deux manières différentes
d'adresser la BHT :
 le prédicteur gselect concatène les bits de l'historique avec ceux de poids faible de
l'adresse de l'instruction de branchement,
 le prédicteur gshare effectue un "ou exclusif" entre l'historique et l'adresse de l'instruc-
tion pour calculer l'index de la BHT, ce qui permet de limiter davantage les interférences
dues à l'aliasing.
Lorsque l'historique est local [7], chaque branchement doit pouvoir accéder à un historique
différent. Dans ce cas, une table PHT (Pattern History Table) contient les dernières issues des
branchements. Pour chaque branchement, son adresse d'instruction est utilisé pour accéder à
un historique qui indexe à son tour la BHT. Un prédicteur local est plus précis car il permet
de retenir un motif d'exécution des boucles à petit nombre d'itérations ou d'un branchement
de type "if-then-else" réguliers. Cependant, du fait qu'il demande une deuxième table, ce
prédicteur est peu utilisé.
Plusieurs prédicteurs plus évolués qu'un "gshare" ont été proposés :
 prédicteur combiné : plusieurs prédicteurs calculent la prédiction et un choix est effectué
soit aléatoirement [6], soit par vote, pour obtenir la prédiction finale [8][9][10] ;
 prédicteur "agree" : la première direction exécutée est utilisée comme prédiction de base
et un compteur 2-bits précise si la prédiction de base est respectée ou non [11].
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Fig. 2.10  Prédicteur dynamique global : gselect et gshare
Ces prédicteurs nécessitent plusieurs tables de prédiction et/ou une logique complexe de calcul
de la prédiction : ils sont peu utilisés.
Les conflits sur les entrées des tables de prédiction ont un effet négatif non négligeable
sur le calcul de prédiction. Plusieurs travaux ont étudié les conflits et proposé des solutions
pour les limiter [11][12][8]. Les conflits sont liés aux capacités des tables de prédiction. Une
solution pour les diminuer est d'augmenter la taille de ces tables [13]. Cependant, la capacité
est limitée par les coût d'implantation tels que l'espace de stockage et les temps d'accès.
Nous ne détaillons pas les prédicteurs complexes que nous avons évoqués car ils sont
trop coûteux en tables de prédiction et en implantation pour être utilisés dans un processeur
embarqué. La section qui suit présente le mode de prédiction de quelques processeurs utilisés
dans des systèmes embarqués.
2.1.5 Prédiction de branchements dans les processeurs embarqués
ARM ARM PowerPC MIPS MPC
CortexA8 11 750 34K 405
Choix du Mode NON NON OUI OUI NON
de Prédiction







Taille de la BHT 4096 128 512 512 -
(unifié)
Index de la table historique (10 bits) PC PC PC -
+ PC (4 bits)
Compteur 2-bits 2-bits 2-bits 2-bits -
Tab. 2.1  Prédiction de branchement de 5 processeurs embarqués
Le tableau 2.1 présente les prédicteurs de branchement implantés dans cinq processeurs
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embarqués. Par manque de documentation à ce sujet, nous ne pouvons pas présenter l'as-
sociativité de la BHT pour ces prédicteurs. Un seul de ces processeurs utilise strictement la
prédiction statique : le MPC405 propose de prédire les branchements par l'heuristique BTFN
ou par une indication dans l'instruction de branchement.
A l'opposé, l'ARM CortexA8 [14] utilise uniquement la prédiction dynamique avec un
prédicteur gselect qui fonctionne avec une BHT de 4096 entrées.
Deux processeurs proposent un choix entre les deux modes de prédiction. Comme pré-
diction statique, le PowerPC 750 propose une prédiction par indication dans l'instruction de
branchement ; le MIPS34k prédit tous les branchements "pris". Lorsque la prédiction dyna-
mique est activée, ces deux processeurs utilisent un prédicteur bimodal avec une BHT de 512
entrées.
Dans l'ARM11, une unique table (nommée BTAC) contient l'adresse cible et la prédic-
tion (la BHT et le BTB sont unifiés). Cette table de 128 entrées utilise des compteurs 2-bits
pour calculer la prédiction.
De manière générale, nous remarquons que :
 la prédiction dynamique est souvent disponible (4 prédicteurs sur 5),
 la table de prédiction contenant les compteurs 2-bits est indexée par le PC unique-
ment (3 prédicteurs sur 4),
 la table de prédiction n'est pas très grande (moins de 512 entrées pour 3 prédicteurs
sur 4).
Nous venons de constater que les prédicteurs de branchement utilisés dans les processeurs
embarqués ne sont pas très complexes. Dans la suite de ce rapport, nous nous intéressons
principalement à des prédicteurs dynamiques simples : prédiction calculée par un compteur
1-bit ou 2-bits, BHT indexée par l'adresse de l'instruction (bimodal) ou par un historique
global. Nous allons maintenant expliquer en quoi consiste le calcul statique de pire-temps
d'exécution et comment l'impact de la prédiction de branchement sur le temps d'exécution
est pris en compte.
2.2 Calcul de temps d'exécution pire-cas
Dans cette partie, nous expliquons ce qu'est le temps d'exécution pire-cas et les diffé-
rentes méthodes de calcul existantes. Nous détaillons les étapes du calcul statique de temps
d'exécution pire-cas et les méthodes que nous allons utiliser dans ce rapport.
2.2.1 Temps d'exécution pire-cas
Le temps d'exécution pire-cas est le maximum des temps d'exécution possibles. Pour com-
prendre comment calculer le temps d'exécution pire-cas, nous allons d'abord nous intéresser à
ce qui cause des différences de temps d'exécution entre les exécutions d'un même programme.
La figure 2.11 présente une partie du code d'un programme qui permet d'affecter à une
variable x sa valeur absolue. Lorsque la valeur de x est négative, le corps de la structure
conditionnelle est exécuté. Si nous exécutons deux fois ce programme en modifiant la valeur
du paramètre x (négative puis positive), les deux temps d'exécution sont différents (supérieur
lorsque x est négatif).
Les programmes admettent en général des données en entrée : ces données proviennent
de valeurs numériques reçues par des capteurs ou de paramètres fixés par l'utilisateur. Le jeu
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Fig. 2.11  Exemple de code dont l'exécution est conditionné par la valeur d'une variable
de données en entrée d'un programme a un impact sur le temps d'exécution par le biais des
branchements conditionnels (lorsque la condition dépend d'une donnée en entrée).
Le nombre de jeux de données possibles peut être très grand. Même si l'intervalle de valeurs
d'une donnée est borné, le nombre de valeurs possibles peut être très grand, en particulier s'il
s'agit d'une donnée flottante. Si plusieurs données en entrée d'un programme ont un ensemble
de valeurs important, le nombre de jeux de données possible est plus grand encore. A chaque
jeu de données correspond un chemin d'exécution et donc un temps d'exécution. Le temps
d'exécution pire-cas est le plus grand temps d'exécution possible pour un programme. Le
chemin d'exécution qui correspond à ce temps est appelé "chemin d'exécution pire-cas".
Le calcul du temps d'exécution pire-cas est utilisé à plusieurs fins. Tout d'abord, il peut
permettre le dimensionnement d'un système. En effet, estimer le temps d'exécution pire-cas
d'un même programme exécuté sur deux processeurs différents peut permettre des compa-
raisons de matériel. Pour un type d'application donné, il peut être intéressant de connaître
quel processeur sera le plus efficace. Parfois il n'est pas nécessaire de trouver le processeur
le plus rapide mais seulement celui qui permet d'obtenir des temps d'exécution inférieur à
une certaine valeur. Dans ce cas, le calcul de temps d'exécution pire-cas permet de choisir le
matériel le mieux adapté.
Fig. 2.12  Utilisation du temps d'exécution pire-cas dans l'ordonnancement de tâches
temps-réel
Généralement, le calcul de temps d'exécution pire-cas est utilisé dans les systèmes em-
barqués temps-réel. Il existe deux catégories de systèmes temps-réel : stricts et souples. Pour
comprendre la principale utilisation du temps d'exécution pire-cas et la différence entre le
temps-réel strict et souple nous allons utiliser un exemple. La figure 2.12 présente l'ordon-
nancement de trois tâches (ordonnancement à priorité dynamique accordée à la tâche qui a
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sa date limite de fin d'exécution qui est la plus proche : EDF, Earliest Deadline First). Un
système temps-réel est soumis à des contraintes sur l'exécution des tâches :
 la période (P ) : tous les P cycles, la tâche est de nouveau activée,
 la date limite de fin d'exécution (D) : la nième occurrence de la tâche est activée au
temps R+ n.P et doit se terminer au plus tard au temps R+ n.P +D,
 le temps d'exécution pire-cas (C) : le temps d'exécution maximum d'une tâche.
Pour notre exemple, les tâches ont toutes une date de réveil (R) à partir de laquelle la tâche
est activée et une date limite (deadline) avant laquelle elles doivent finir leur exécution. Dans
un système temps-réel souple ces contraintes temporelles peuvent ne pas être entièrement
respectées sans causer de dégâts pour le système. Les systèmes temps-réel stricts obligent
à un respect garanti des contraintes. L'ordonnancement d'un système temps-réel consiste à
organiser les tâches pour qu'elles respectent toutes leurs contraintes temporelles. Dans la phase
d'ordonnancement le temps d'exécution pire-cas des tâches est pris en compte comme temps
d'exécution de référence. De cette manière, si une tâche respecte les contraintes temporelles
lors de la phase d'ordonnancement, alors elle respecte ses contraintes quel que soit son temps
d'exécution.
Dans la suite du rapport, nous appelons "WCET réel" le plus grand temps d'exécution
possible pour un programme (temps d'exécution pire-cas). Nous nommons "WCET estimé"
ou "WCET" le résultat obtenu par calcul du temps d'exécution pire-cas. Dans un système
temps réel strict, il est nécessaire d'obtenir un WCET estimé qui soit supérieur ou égal au
WCET réel. Cependant, si le WCET est surestimé, le temps alloué pour une tâche lors de
l'ordonnancement est plus important que nécessaire et peut entraîner, à tort, un verdict de
"non-ordonnançabilité". La figure 2.13 présente l'ordonnancement de tâches dont le WCET (C)
est surestimé d'un cycle (ordonnancement par EDF). Les tâches sont les mêmes que pour la
figure précédente. La surestimation de leur WCET entraîne une non-ordonnançabilité : les
échéances à t=9 pour les tâches 2 et 3 ne sont pas respectées et quelque soit l'ordonnancement
des tâches il y aura toujours un non-respect des échéances entre t=0 et t=9. Par cet exemple,
nous montrons combien il est nécessaire d'obtenir un WCET proche du WCET réel (dans le
meilleur des cas le WCET estimé est égal au WCET réel).
Fig. 2.13  Impact de la surestimation de WCET
Dans la suite de ce chapitre nous allons présenter les différentes méthodes qui permettent
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de calculer le WCET. Deux catégories de méthodes de calcul de WCET sont utilisées. Les
méthodes dynamiques sont basées sur des mesures du temps d'exécution du programme. Les
méthodes statiques utilisent le temps d'exécution de parties de code et calculent statiquement
le pire des scénarios d'exécution. L'impact des éléments de l'architecture du processeur (pipe-
line, caches et prédiction de branchement) peut être pris en compte soit dans ces scénarios,
soit dans l'estimation des temps d'exécution de parties de code.
2.2.2 Calcul dynamique
Les méthodes dynamiques de calcul cherchent à obtenir le WCET réel. Pour cela, la mé-
thode la plus directe est de mesurer tous les temps d'exécution possibles et le plus grand
d'entre eux est le WCET.
Pour obtenir le temps d'exécution d'un programme, il est possible d'utiliser un analyseur
logique ou un autre équipement externe, ou encore des compteurs internes tels que ceux
disponibles sur la gamme Pentium. Ces méthodes de mesure ne sont applicables que lorsqu'on
considère un processeur qui est disponible.
Lorsque l'on ne dispose pas du matériel cible, un simulateur au niveau cycle permet de
calculer le temps d'exécution. Il est nécessaire que ce simulateur soit suffisamment précis et
fiable pour obtenir un résultat qui corresponde à l'exécution réelle.
Que le temps d'exécution soit mesuré sur simulateur ou directement sur le matériel, les
mesures nécessitent la génération de jeux de tests. Ces jeux de tests sont un sous-ensemble
des jeux de données possibles car il est en général difficile d'envisager de mesurer le temps
d'exécution pour chacun des jeux possibles. De ce fait, il faut sélectionner un ensemble de
tests à effectuer :
 soit le programmeur peut avoir une idée des valeurs qui mènent à un temps d'exécution
important. Ces valeurs sont alors testées et le plus grand temps d'exécution est considéré
comme WCET [15].
 soit un algorithme peut générer des jeux de tests qui doivent conduire au WCET [16, 17].
Dans les deux cas, il n'est pas possible de garantir l'obtention d'un WCET supérieur ou égal
au WCET réel.
Un autre moyen de parcourir les chemins d'exécution sans tester tous les jeux de données
est l'exécution symbolique. Son principe est d'attribuer la valeur "inconnue" aux variables qui
sont dépendantes des données en entrée du programme [18]. La sémantique des instructions




T ← inconnu si A = inconnu ou B = inconnu
T ← A+B sinon
En ce qui concerne les branchements conditionnels, le test de branchement peut dépendre
d'une valeur inconnue. Dans ce cas, la condition prend la valeur "inconnue" lors du test du
branchement et les deux chemins sont analysés. Pour réduire le nombre de chemins à analyser,
un algorithme de jonction est utilisé.
Les annotations de l'utilisateur au sujet du jeux de données qui mènent à un temps d'exé-
cution important peuvent être erronées. Pour rendre le calcul efficace, simple et sûr, les an-
notations fournies par l'utilisateur doivent être évitées. Sans utilisation d'annotations, il est
difficile de tester tous les jeux de données possibles : le WCET obtenu ne peut pas être garanti
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supérieur ou égal au WCET réel. Pour cette raison, les méthodes de calcul de WCET par
analyse statique ont été introduites.
2.2.3 Calcul statique
Calculer dynamiquement le WCET consiste à mesurer le temps d'exécution du programme.
Le calcul statique de WCET se base sur des mesures (ou simulation) de parties de code du
programme pour lesquelles le WCET est calculable et garanti. Le code du programme est
représenté sous forme de graphe qui exprime le lien entre ces parties de code.
Dans cette section, nous présentons ces graphes. Nous décrivons les informations qui sont
nécessaires en supplément du graphe pour calculer le WCET. Ensuite, nous expliquons com-
ment l'impact sur le temps d'exécution de chaque mécanisme de l'architecture du processeur
peut être mesuré et pris en compte. Enfin, nous détaillons les méthodes de calcul statique du
WCET et nous décrivons brièvement les méthodes qui mélangent mesures et analyse statique
pour calculer le WCET.
2.2.3.1 Analyse de flot
2.2.3.1.1 Représentation du code
Deux représentations du code sous forme de graphe sont utilisées pour le calcul statique
de WCET : le graphe de flot de contrôle (CFG) et l'arbre syntaxique.
Fig. 2.14  Arbre syntaxique
L'arbre syntaxique représente la structure syntaxique du programme. Un n÷ud désigne
la structure algorithmique correspondante : séquence, boucle, structure conditionnelle. Nous
appelons "structure conditionnelle" une structure du type : "if-then" ou "if-then-else". Chacun
des n÷uds est parent des parties de code le constituant : test et corps de boucle par exemple.
Les feuilles de l'arbre syntaxique sont constituées de blocs d'instructions ayant un seul point
d'entrée et un seul point de sortie. La figure 2.14 présente l'arbre syntaxique du programme
dont le code est cité. L'arbre syntaxique se basant sur les structures algorithmiques, il est
construit à partir du code source du programme.
Le graphe de flot de contrôle est basé sur le code bas niveau du programme. Un bloc de
base est une séquence d'instructions ayant un seul point d'entrée et un seul point de sortie.
Le graphe représente les liens entre les blocs de base dans le programme. Lorsqu'un bloc se
18
Fig. 2.15  Graphe de flot de contrôle
termine par une instruction de branchement conditionnelle, alors deux arêtes permettent d'en
sortir. La figure 2.15 présente le graphe de flot de contrôle d'un code bas niveau qui pourrait
être le code compilé du programme de la figure 2.14.
2.2.3.1.2 Informations de flot supplémentaires
Représenter le code du programme et mesurer le temps d'exécution de chaque bloc d'ins-
tructions n'est pas suffisant pour calculer le WCET d'un programme. Si aucune information
au sujet du nombre d'itérations de la boucle n'est fournie, alors le temps d'exécution pire-
cas calculé peut ne pas être borné. Pour garantir un WCET fini et réaliste, les informations
supplémentaires suivantes doivent ou peuvent être fournies :
 la borne supérieure du nombre d'itérations de chaque boucle du programme ;
 le nombre d'exécutions de chaque branche d'une structure conditionnelle. Par exemple,
si le test du branchement porte sur la parité d'un nombre x dont la valeur croît de 1 (x =
x+1) entre deux exécutions de la structure conditionnelle, chaque branche est exécutée
en alternance : leur nombre d'exécutions est limité à M/2 + 1 (où M est le nombre
d'exécutions de la structure).
 des chemins infaisables peuvent être décrits. Par exemple, deux tests de branchements
conditionnels impliquant une même variable (x) peuvent s'exclure l'un l'autre : si x est
inférieur à 5, il ne peut pas être supérieur à 10.
Nous allons expliquer brièvement les deux principales méthodes de calcul automatique des
bornes de boucles. La difficulté est de calculer ces bornes lorsque les boucles appartiennent à
un ensemble de boucles imbriquées dont les nombres d'itérations sont liés les uns aux autres
ou modifiés dans le corps d'une autre boucle. Par exemple, le code de la figure 2.16 décrit
un tel nid de boucle : le nombre d'itérations de la boucle interne dépend de l'itérateur de la
boucle externe.
L'écriture, sous forme d'équation, de l'évolution de la variable d'itération de chaque boucle,
permet de calculer automatiquement certaines bornes de boucles [19]. En utilisant cette mé-
thode, il n'est pas possible de prendre en compte toutes les boucles : les tests de branchements
utilisant l'égalité et la différence sont pris en compte mais pas ceux utilisant des opérateurs
logiques. Cependant, des annotations ajoutées par l'utilisateur peuvent permettre de traiter
davantage de cas.
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Fig. 2.16  Boucle interne dont le nombre d'itérations dépend de la boucle externe
La deuxième méthode d'estimation des bornes de boucle utilise des intervalles de valeurs
et/ou une étude des incréments des itérateurs de boucle. Les outils BoundT1 et aiT2 utilisent
cette méthode. L'outil aiT utilise l'interprétation abstraite pour calculer les intervalles et
l'analyse de flot pour évaluer les bornes. De récents travaux [20] utilisent l'interprétation
abstraite pour étudier les mises à jour des variables d'incrémentation.
De manière générale, les bornes de boucles ne peuvent pas être calculées de manière au-
tomatique pour toutes les boucles. Ceci est directement lié au problème de l'arrêt (halting
problem) qui consiste, étant donné un programme informatique quelconque, à dire s'il finira
par s'arrêter ou non. Ce problème n'étant pas décidable, le calcul automatique de toute borne
de boucles est impossible. Cependant, le nombre de boucles dont l'évaluation n'aboutit pas
est de plus en plus limité. Pour ces boucles, des annotations sont demandées à l'utilisateur.
En ce qui concerne les chemins infaisables, plusieurs travaux utilisent l'exécution sym-
bolique pour les identifier [21][22]. En exécutant les programmes par exécution symbolique,
les variables dont les valeurs sont connues ou partiellement connues permettent de distinguer
certains chemins ou séquences de blocs qui sont impossibles ou qui s'excluent mutuellement.
Des chemins sont impossibles lorsque la valeur d'une variable ne peut jamais valider (ou
invalider) le test de branchement qui mène à ce chemin. Une autre catégorie de chemins s'ex-
cluent mutuellement : par exemple, dans le cas où les conditions d'exécution de deux chemins
sont :"x < 2" et "x > 3". Les chemins infaisables ainsi calculés sont exclus des prochains
chemins à tester. Certains travaux étendent l'exécution symbolique pour calculer les chemins
infaisables pour un langage haut-niveau spécifique [23], ou un langage temps-réel [24]. Une
autre manière d'exclure les chemins infaisables par exécution symbolique est de procéder à
l'inverse en calculant les chemins faisables [25].
D'autres travaux utilisent des contraintes pour sélectionner un ensemble de chemins in-
faisables [26]. Dans ces contraintes, les variables sont les blocs du CFG et les arêtes du CFG
dont la source est un bloc se terminant par un branchement conditionnel. Les contraintes
permettent de spécifier des liens entre ces variables. Par exemple, lorsque l'affectation d'une
variable dans le bloc i permet de connaître le résultat du test du branchement dans le bloc j,
la contrainte précisant que l'exécution du bloc i entraîne l'exécution de la direction de saut
du branchement du bloc j est : blki makes blkjumpj .
Chen et al. proposent de décrire les conflits entre deux chemins sous forme de couple bloc-
arête ou arête-arête [27]. Dans ces couples, le numéro de bloc correspond à une affectation




l'affectation ou qui s'excluent mutuellement. Par exemple, l'affectation x = 2 est en conflit
avec la branche qui est exécutée quand "x > 3" et les descriptions des deux branches "x > 3"
et "x < 2" sont en conflit.
La dernière méthode de calcul des chemins infaisables que nous évoquons utilise l'exécution
abstraite [28]. L'exécution abstraite se différencie de l'interprétation abstraite par sa façon
d'utiliser des ensembles de valeurs pour les variables au lieu de considérer chaque valeur
possible. Ils distinguent trois catégories de chemins infaisables : les "n÷uds infaisables" qui
sont des blocs de base dont le code n'est jamais exécuté, les "paires de n÷uds infaisables" qui
sont constituées de blocs de base dont les exécutions s'excluent mutuellement, et les "chemins
infaisables" qui sont des blocs de base jamais exécutés en séquence.
Nous avons décrit ci-dessus les graphes à partir desquels le calcul de WCET est effectué
et quelques méthodes de calcul des bornes de boucles et des chemins infaisables. Dans la suite
de cette partie, nous présentons les différents éléments de l'architecture d'un ordinateur qui
ont un impact sur le temps d'exécution et comment ils peuvent être modélisés pour le calcul
de WCET.
2.2.3.2 Analyse de bas niveau
Dans l'architecture des processeurs, certains éléments ou mécanismes ont un impact sur
le temps d'exécution : les mémoires caches (d'instructions et de données), l'exécution pipeli-
née et la prédiction de branchement. De manière générale, pour prendre en compte l'impact
de l'utilisation de ces éléments sur le temps d'exécution, la méthode la plus simple est de
considérer le pire des scénarios. Comme nous l'avons précisé dans les sections précédentes, il
n'est pas bénéfique d'obtenir un WCET trop surestimé. Pour cette raison, des travaux ont été
menés pour affiner l'impact de chaque élément ou mécanisme de l'architecture sur le temps
d'exécution.
2.2.3.2.1 Pipeline d'exécution
L'analyse de bas niveau a pour but de calculer le temps d'exécution de parties de chemins,
typiquement de blocs de base. Tant que les processeurs cibles étaient très simples, le temps
d'exécution d'un bloc de base pouvait être calculé de façon triviale en ajoutant les durées
des instructions qui le composaient indiquées par le constructeur. Les choses se sont compli-
quées un peu avec l'arrivée de processeurs comportant un pipeline puisqu'il fallait prendre
en compte le recouvrement entre les différentes phases de traitement des instructions. Des
techniques basées sur une représentation de l'état du pipeline par une table de réservation
ont alors été proposées [29]. Toutefois, cette représentation n'est pas suffisante pour exprimer
l'exécution d'une séquence d'instructions dans un pipeline superscalaire, a fortiori s'il exécute
les instructions dans le désordre. Or ce type d'architecture est parfois utilisé, y compris pour
des applications critiques, dans des systèmes embarqués gourmands en puissance de calcul.
Par ailleurs, ces architectures avancées provoquent une dépendance entre le temps d'exé-
cution d'un bloc de base et l'état du pipeline au début de l'exécution (disponibilité des res-
sources), c'est-à-dire ce qui a été exécuté avant le bloc. Lorsque l'on considère un processeur
ayant les bonnes propriétés (exécution dans l'ordre, pas d'unité fonctionnelle à latence longue,
etc ...), il peut être suffisant de n'examiner que les blocs de base prédécesseurs directs du
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bloc considéré et de calculer un coût d'exécution du bloc pour chacun de ses prédécesseurs
possibles (le coût d'exécution diffère du temps d'exécution en ce qu'il tient compte du recou-
vrement entre blocs successifs dans le pipeline). Malheureusement, ce n'est plus vrai dès que
l'on considère une architecture plus complexe : un bloc de base peut subir un effet temporel
de la part d'un bloc de base distant (c'est-à-dire exécuté bien avant lui). Ce phénomène a été
mis en évidence par Jakob Engblom [30] et est référencé sous le terme d'effet long. Ainsi, pour
être certain de calculer toutes les valeurs possibles du coût d'exécution d'un bloc de base, il
faudrait explorer tous les chemins possibles menant à ce bloc, ce qui, bien évidemment, va
à l'encontre des objectifs de l'analyse statique. C'est pourquoi, deux types d'approches ont
été proposées pour estimer le coût pire cas d'un bloc sans énumérer tous les chemins préfixes
possibles.
La première solution consiste à évaluer, par interprétation abstraite, tous les états possibles
du pipeline au début de l'exécution d'un bloc de base [31]. Pour chacun de ces états, on peut
calculer un coût d'exécution du bloc et la valeur maximale parmi tous les coûts possibles est
retenue pour calculer le WCET de l'application. L'autre technique consiste à exprimer l'exé-
cution d'un bloc par un graphe d'exécution dans lequel chaque noeud correspond à une étape
du traitement d'une instruction du bloc (typiquement son passage par un étage du pipeline) et
les arcs définissent les contraintes de précédences entre noeuds. Ce type de représentation a été
proposé par Li et al. [32] avec une technique d'analyse consistant à calculer les dates relatives
auxquelles les différents n÷uds peuvent être exécutés en posant des hypothèses pessimistes
sur l'historique (contexte d'exécution pire cas). Un autre algorithme de résolution permet-
tant d'affiner les coûts estimés en considérant l'impact des dates de libération de chacune des
ressources nécessaires au bloc a été proposé récemment [33].
2.2.3.2.2 Mémoires caches
Les caches d'instructions et de données sont les éléments dont l'utilisation a le plus d'impact
sur le temps d'exécution. Lorsque l'information recherchée (instruction ou donnée) n'est pas
contenue dans le cache, elle doit être chargée depuis la mémoire principale. Ce temps de
chargement est important. Il est donc nécessaire de modéliser les accès au cache pour calculer
l'impact sur le WCET. Pour cette modélisation, deux principales méthodes sont utilisées :
 les accès au cache sont classés en fonction de la possibilité que l'information recherchée
soit dans le cache,
 l'ordre d'accès aux mêmes lignes de cache est modélisé.
Les grandes lignes de ces deux types de méthodes sont expliquées dans cette section.
Un des classements des accès au cache d'instructions est organisé comme suit.
1. Si tous les accès au cache sont des succès (resp. des échecs), alors les accès sont classés
"always hit" (resp. "always miss").
2. S'il n'est pas possible de se prononcer sur le succès ou l'échec d'accès au cache, il est
classé "conflict".
3. En fonction de la comptabilisation (ou non) de la première occurrence d'une instruction
une classe différente peut être ajoutée pour spécifier que le premier accès est un échec
mais les suivants non.
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Une telle classification peut être obtenue par interprétation abstraite [34][35][36] ou simulation
statique [34][37][38] (réduction du nombre d'états du processeur possibles en utilisant des
informations obtenues pendant la phase de compilation). Un exemple de méthode est présenté
ci-dessous.
Dans [39], l'interprétation abstraite permet de calculer les ensembles May et Must. Ces
ensembles spécifient, pour chaque ligne de cache, son contenu possible (May) et certain (Must)
avant et après l'exécution d'un bloc de base. L'interprétation abstraite calcule tous les états
possibles du cache (Abstract Cache State). Ces états sont utilisés pour catégoriser les accès
au cache d'instruction. Ces catégories sont utilisées pour calculer le nombre d'échecs d'accès
au cache. Ces nombres d'échecs sont ensuite introduits dans une méthode de calcul statique
de WCET.
Fig. 2.17  Création des "l-block"
Le deuxième type de méthode consiste à décrire l'évolution du contenu du cache. Li et al. [40]
ont introduit les CCG (Cache Conflict Graph). Pour expliquer le fonctionnement de ces
graphes, il est nécessaire de comprendre que les instructions d'un même bloc de base ne
sont pas toutes dans la même ligne de cache. La figure 2.17 montre que les instructions d'un
bloc de base sont divisées en "l-blocks" qui sont contenus dans une ligne de cache. Sur cette
figure nous remarquons que deux l-blocks de deux blocs de base différents peuvent être dans
une même ligne de cache. Un CCG est généré pour chaque ligne de cache. Il permet de décrire
l'ordre d'exécution entre les l-blocks qui sont dans cette ligne. Ce graphe est ensuite décrit par
un système de contraintes en nombres entiers. La résolution de ce système permet d'obtenir
le nombre d'échecs d'accès au cache.
L'utilisation du cache de données est plus complexe à formaliser car les adresses des données
peuvent être calculées dans le code du programme. Il est donc nécessaire de déterminer l'adresse
avant de modéliser les accès. Un cache de données peut être modélisé par les CCG à partir
d'une analyse de flot calculant les adresses. Les CCG sont de formes différentes car deux
états sont générés pour une seule donnée : chaque donnée peut être lue ou écrite en mémoire
[40]. Il est aussi possible d'utiliser l'interprétation abstraite [41] (ou simulation statique [42])
pour l'étape d'analyse des adresses des données : toutes les valeurs possibles des adresses sont
calculées.
Pour contourner la difficulté de modélisation des caches, le gel de cache a été proposé. Ce
mécanisme permet de fixer le contenu du cache. Le cache peut être gelé pendant l'exécution
de quelques instructions [43] ou tout au long de l'exécution d'une tâche [44][45]. Le choix des
instructions (ou données) à charger avant le gel est effectué par un algorithme. Le principal
défaut de cette méthode est l'augmentation possible du temps d'exécution dû au fait que
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les instructions qui ne sont pas dans le cache sont chargées depuis la mémoire principale à
chacune de leurs exécutions. En ce qui concerne la modélisation, elle est déterministe et le
WCET obtenu n'est pas surestimé.
2.2.3.2.3 Prédiction de branchement
La prédiction de branchement n'est parfois pas modélisée car son effet est inclus dans le
temps d'exécution des blocs [46]. C'est le cas par exemple des méthodes qui utilisent l'in-
terprétation abstraite pour modéliser le pipeline. Dans ce cas, l'état du pipeline est calculé
en début et fin de bloc. La comparaison de ces deux états permet de calculer l'impact de
l'exécution des blocs précédents sur celle du bloc courant. Cet impact est inclus dans le temps
d'exécution des blocs. Ainsi, lorsqu'un bloc contient un branchement, son temps d'exécution
prend en compte le temps d'exécution de l'instruction de branchement. Les temps d'exécution
des deux blocs suivants prennent en compte l'impact qu'une mauvaise prédiction peut avoir
sur leur temps d'exécution. De ce fait, comme le temps d'exécution des blocs est calculé au
pire-cas, le branchement est toujours pris en compte comme mal prédit.
Nous souhaitons modéliser avec précision l'impact de la prédiction de branchement sur le
temps d'exécution pour affiner l'estimation du WCET. Dans la suite de ce rapport (à partir
de la section 2.3), nous nous focalisons sur la modélisation de cet élément de l'architecture :
l'impact des caches est ignoré.
2.2.3.3 Méthodes de calcul
Dans cette partie, nous décrivons comment les méthodes d'analyse statique permettent de
calculer le WCET. Ces méthodes se basent sur la représentation du code, l'analyse de flot,
l'analyse bas niveau et les temps d'exécution des blocs d'instructions. Après avoir présenté les
méthodes statiques nous expliquons comment le temps d'exécution pire-cas peut être calculé
par des méthodes qui combinent calcul statique et dynamique.
2.2.3.3.1 Méthodes basées sur l'arbre syntaxique
Fig. 2.18  Arbre syntaxique valué par les expressions du temps d'exécution obtenues par la
méthode "tree-based"
Deux méthodes ("tree-based" et "path-based") calculent le temps d'exécution pire-cas par
lecture du graphe représentant le code du programme (respectivement l'arbre syntaxique et
le graphe de flot de contrôle). Le parcours de l'arbre syntaxique s'effectue des feuilles à la
racine [47]. A chaque feuille est associé le temps d'exécution du bloc qui la compose. A chaque
24
n÷ud est associée une fonction qui calcule le temps d'exécution pire-cas des sous-arbres qui
le composent. A un n÷ud "séquence" est associée la somme des temps d'exécution. Pour un
branchement conditionnel de type if-then-else, les temps d'exécution des deux branches (then
et else) sont calculés et comparés : le temps d'exécution maximum est additionné au temps
de résolution du test de branchement pour constituer le temps d'exécution de la structure.
Enfin, pour une boucle, le nombre d'itérations maximum est utilisé. Le temps d'exécution
du corps de boucle est comptabilisé n fois où n représente la borne supérieure du nombre
d'itérations. Le test de boucle est comptabilisé n + 1 fois car il est exécuté à la sortie de
boucle. La figure 2.18 représente le calcul du WCET pour le programme exemple en utilisant
la méthode tree-based (ti est le temps d'exécution du bloc i). Le résultat obtenu par cette
méthode délivre le WCET à chaque structure algorithmique (n÷ud de l'arbre). Cet arbre dont
les n÷uds sont valués par leur WCET est nommé "timing-tree".
2.2.3.3.2 Méthodes basées sur le graphe de flot de contrôle
La méthode path-based utilise la représentation du code du programme sous forme de
graphe de flot de contrôle [37][38]. Comme nous l'avons précisé, à chaque bloc de base est
associé un temps d'exécution pire-cas. En considérant le graphe de contrôle comme un graphe
valué par les temps d'exécution des blocs de base, une recherche du plus long chemin est
possible. Les informations supplémentaires telles que le nombre d'itérations maximum sont
alors utilisées pour limiter le nombre d'occurrences d'un sommet ou d'un arc le long du chemin
le plus long. Les résultats obtenus ne correspondant pas toujours à un chemin d'exécution
possible, il est nécessaire de vérifier les résultats. Lorsque le chemin trouvé est impossible, il
est exclu du graphe et la recherche du chemin le plus long est à nouveau lancée.
Fig. 2.19  Graphe de flot de contrôle
La méthode IPET (Implicit Path Enumeration Technique) se base sur le graphe de flot de
contrôle duquel on peut extraire des chemins d'exécution. Pour le code de la figure 2.19, un
chemin d'exécution possible est : 0.1.2.4.6.1.2.4.6.1.3 où chaque chiffre représente l'exécution
du bloc de base correspondant. Le long de ce chemin, la boucle est exécutée deux fois et le bloc 4
est toujours exécuté dans la structure conditionnelle. Le chemin d'exécution décrit ainsi est
explicite car l'ordre d'exécution des blocs est spécifié. Au contraire, la méthode IPET manipule
des chemins d'exécution implicites décrits par le nombre d'occurrences de chaque bloc et arête
du graphe. Un chemin implicite ne contient pas d'informations sur l'ordre d'exécution des
blocs de base. Au chemin explicite ci-dessus correspond le chemin implicite spécifié par les
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nombres d'occurrences indiqués sur la figure 2.20.
Fig. 2.20  Description implicite d'un chemin d'exécution
La méthode IPET détermine le chemin implicite le plus long [48] en résolvant un système de
contraintes en nombres entiers qui lient les nombres d'occurrences des blocs et arêtes du graphe.
Chaque bloc est exécuté autant de fois que les arêtes qui permettent d'y accéder et autant de
fois que les arêtes qui en sortent. La figure 2.21 présente le système de contraintes qui décrit
le graphe de flot de contrôle du programme exemple. Les premier et dernier blocs (0 et 6) sont
exécutés une seule fois en début et en fin d'exécution du programme. Le nombre d'exécutions
des blocs qui constituent le corps de boucle est limité par la borne du nombre d'exécutions de
la boucle.
Ce système de contraintes permet de décrire le graphe. Le temps d'exécution du programme
peut maintenant être exprimé comme une fonction des temps d'exécution des blocs de base.
Nous utilisons les notations suivantes : ti est le temps d'exécution du bloc i et xi le nombre
d'exécutions de ce bloc. Le temps d'exécution du programme de la figure 2.15 est décrit par
l'expression :
T = x0.t0 + x1.t1 + x2.t2 + x3.t3 + x4.t4 + x5.t5 + x6.t6





où X est l'ensemble des blocs du programme.
Le WCET est le maximum obtenu pour cette expression conditionnée par le système de
contraintes. Un solveur ILP résout ce type de système de contraintes. Le résultat obtenu est
le chemin implicite pire-cas exprimé par la liste des nombres d'exécutions des blocs et arêtes
et le temps d'exécution correspondant à ce chemin pire-cas.
2.2.3.3.3 Méthodes intégrant davantage de mesures
Pour les méthodes statiques de base détaillées ci-dessus, des mesures sont effectuées unique-
ment pour évaluer le temps d'exécution des blocs. Les méthodes présentées ci-après intègrent
davantage de mesures à leur calcul de WCET. Nous commençons par expliquer le fonction-
nement des méthodes qui utilisent les mesures de temps d'exécution pour affiner le WCET
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Fig. 2.21  Système de contraintes de base de la méthode IPET
estimé. Puis, nous en présentons brièvement deux méthodes qui considèrent comme éléments
de base des parties de code plus importantes que les blocs de base.
Certains travaux utilisent des mesures plus approfondies pour affiner le calcul par méthode
statique. Kirner et al. s'appuient sur l'arbre syntaxique pour effectuer des mesures de temps
d'exécution des sous-arbres [49]. Ces mesures sont utilisées pour calculer des bornes du WCET.
Le WCET est finalement calculé par la méthode IPET en tenant compte des résultats des
mesures. Dans [50], le calcul est principalement basé sur des mesures du temps d'exécution
des programmes. L'analyse statique de partie de code est utilisée comme support pour calculer
le prochain chemin à tester.
Dans [51, 52], les probabilités sont utilisées pour affiner le WCET estimé. La première
étape de cette méthode consiste à définir des profils d'exécution des blocs de base par de
nombreuses mesures. Ces profils sont ensuite combinés en utilisant les probabilités pour obtenir
un profil de chemin. La méthode consiste à adapter la méthode "tree-based" en exprimant,
pour chaque structure algorithmique, comment les profils des sous-arbres sont pris en compte.
L'étape suivante permet de prendre en compte les dépendances entre les profils d'exécution
des blocs de base. Un WCET probabiliste est finalement calculé. Le but de cette méthode n'est
pas d'obtenir une borne supérieure du WCET, mais d'affiner le principe de marges de calcul
appliqué par certains industriels. En effet, pour être certain de prendre en compte un WCET
suffisamment large, une certaine marge est souvent ajoutée au WCET estimé. En incluant des
probabilités dans le calcul de WCET ces marges sont affinées. Le WCET obtenu n'est pas
garanti mais il peut être utilisé dans des systèmes temps-réel souples où les échéances peuvent
parfois être dépassées.
Les deux dernières méthodes que nous évoquons dans cette section intègrent davantage de
mesures en modifiant la granularité de l'étude. En effet, l'élément de base de l'analyse n'est
plus le bloc de base. Dans [53], des segments de programme sont constitués d'une séquence
d'instructions qui ne dépendent pas des valeurs des données en entrée du programme. Pour
calculer le WCET global, la méthode IPET est utilisée en se basant sur les segments à la place
des blocs de base. Petters prend en compte des ensembles d'instructions différents : les "blocs
de mesure" sont définis en fonction du nombre de chemins à explorer qu'ils contiennent [54]. Le
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but est de pouvoir mesurer de façon déterministe le temps d'exécution de ces blocs. Les blocs
de mesure sont spécifiques au matériel et le WCET global combine ces mesures de manière
spécifique à chaque processeur.
Toutes ces méthodes ont pour but de limiter la surestimation du calcul du WCET par
méthode statique. Cette surestimation est due à la difficulté de modéliser, par analyse sta-
tique, les comportements dynamiques des mécanismes de l'architecture du processeur. Dans
ce rapport nous cherchons à diminuer cette surestimation en affinant le calcul de l'impact de
la prédiction de branchement sur le temps d'exécution.
2.3 Impact de la prédiction de branchement sur le temps d'exé-
cution
Dans la section 2.1, nous avons présenté la prédiction de branchement. A partir de l'évo-
lution dans le pipeline d'une séquence d'instructions qui contient une instruction de branche-
ment, nous avons mis en évidence qu'une mauvaise prédiction cause un retard dans l'exécution
des instructions.
Pour le calcul de temps d'exécution pire-cas, nous voulons estimer l'impact de la prédiction
de branchement sur le temps d'exécution d'un programme. Dans cette section, nous expliquons
comment est pris en compte l'impact d'une mauvaise prédiction pour le calcul de temps
d'exécution pire-cas. Ensuite, nous détaillons comment la prédiction statique est modélisée par
analyse statique. Enfin, nous introduisons la problématique de la modélisation de la prédiction
dynamique et présentons les deux catégories d'analyses possibles.
2.3.1 Mauvaise prédiction
Le coût d'une mauvaise prédiction est la différence entre le temps d'exécution d'une sé-
quence d'instructions contenant un branchement mal prédit et le temps d'exécution de cette
même séquence d'instructions lorsque le branchement est correctement prédit. Ce coût est lié
au temps de résolution du branchement. Il dépend, d'une part des dépendances de données de
l'instruction de branchement elle-même et d'autre part du contenu du pipeline. Par exemple,
il peut dépendre de la nature des instructions en cours d'exécution (accès mémoire, opération
arithmétique,...). Si le test de branchement dépend de données dont le calcul est en cours,
l'exécution du branchement est retardée.
Pour modéliser la prédiction de branchement pour le calcul de WCET, toutes les méthodes
existantes cherchent à savoir combien de fois le branchement est bien prédit et combien de fois
il est mal prédit. Le coût de mauvaise prédiction, nommé pénalité de mauvaise prédiction, est
pris en compte dans le WCET estimé autant de fois qu'il y a de mauvaises prédictions.
Les premiers articles traitant de la modélisation de la prédiction de branchement pour le
calcul de WCET prenaient en compte le délai maximum dû à une mauvaise prédiction qui est
donné dans la documentation du processeur [55, 56].
Le coût d'une mauvaise prédiction dépendant du contexte d'exécution, cette pénalité glo-
bale peut être affinée. Pour chaque branchement, la pénalité est calculée comme suit. Consi-
dérons que le bloc i contient un branchement conditionnel et que les blocs j et k sont les deux
blocs qui peuvent être les successeurs de i. On mesure le temps d'exécution des séquences
lorsque le branchement est mal prédit (tmp(xi,xj) et tmp(xi,xk)), et lorsque le branchement est
correctement prédit (tcp(xi,xj) et tcp(xi,xk)). La pénalité est calculée en prenant en compte
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le maximum des différences entre les temps d'exécution des séquences en cas de prédiction
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Fig. 2.22  Différence du coût de mauvaise prédiction entre les deux branches d'un même
branchement
Dans [57], nous avons évalué le coût d'une mauvaise prédiction en fonction de la direction
du branchement qui est réellement suivie. Nous avons comparé la différence entre ces deux
coûts pour tous les branchements d'un programme (figure 2.22). Ces mesures ont mis en
évidence qu'une mauvaise prédiction n'avait pas le même impact selon la direction suivie et
que la différence entre les temps d'exécution des deux directions est comprise entre 0 et 7 cycles
pour les codes considérés (processeur superscalaire de degré 4 à ordonnancement dynamique).
Fig. 2.23  Modification du graphe de flot de contrôle pour prendre en compte un impact de
la prédiction de branchement plus précis
La figure 2.23 représente sous forme de graphe de flot de contrôle (voir partie 2.2.3.1) un
bloc de base dont la dernière instruction est un branchement conditionnel (i) et ses deux blocs
successeurs (j pour la direction "pris" et k pour "non-pris"). Ce modèle permet de prendre
en compte une mauvaise prédiction et la pénalité associée comme une occurrence de l'arête
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mal prédite. Ci-dessous est présentée l'expression du temps d'exécution pour le CFG de la
figure 2.23 :
T = ti.xi + tj .xj + tk.xk + tmi,j .mi,j + tmi,k.mi,k
où tmi,j est le coût d'une mauvaise prédiction de la direction i→ j, et mi,j est le nombre
de mauvaises prédictions de cette direction le long du chemin pire-cas.
Dans la suite de ce rapport nous adoptons ce modèle pour prendre en compte l'impact
d'une mauvaise prédiction. Prendre en compte l'impact de la prédiction de branchement sur le
temps d'exécution revient à estimer combien de fois chacune des quatre arêtes en sortie d'un
branchement est exécutée le long du chemin qui a le temps d'exécution le plus important.
Dans la section suivante, nous présentons comment les nombres d'occurrences de ces arêtes
sont estimés en fonction du type de prédiction de branchement utilisé (dynamique ou statique).
2.3.2 Prédiction statique
Le principe de prédiction statique consiste à attribuer une prédiction fixe à chaque bran-
chement. Selon l'heuristique de prédiction statique utilisée, le branchement est prédit pris ou
non-pris. La prédiction ayant la même valeur tout au long de l'exécution du programme, une
direction est soit toujours correctement prédite , soit toujours mal prédite.
De ce fait, le modèle introduit ci-dessus n'est pas utilisé dans son intégralité : si la direction
est prédite (resp. non-prédite), l'arête de prédiction correcte (resp. mauvaise) est la seule
possible pour cette direction. La figure 2.24 présente le modèle simplifié d'une partie de CFG
contenant un bloc terminant par un branchement conditionnel et ses blocs successeurs, dans
le cas où la direction i → j est prédite statiquement. Comme sur la figure 2.23, l'arête en
pointillés est mal prédite.
Fig. 2.24  Modifications du CFG en cas de prédiction statique
Avec un modèle à quatre arêtes en sortie d'un branchement conditionnel, la difficulté est
de comptabiliser pour chaque direction combien de fois sera exécutée chacune des arêtes le
long du chemin pire-cas. Pour la prédiction statique, comme il n'y a que deux arêtes, une fois
que les temps d'exécution respectifs y sont associés, le calcul est identique à celui qui serait
effectué sans prédiction de branchement.
Par exemple, avec la méthode IPET la résolution du système de contraintes attribue un
nombre d'exécutions à chacune des deux arêtes. Introduire la modélisation statique consiste
uniquement à modifier la mesure du temps d'exécution de chaque arête en tenant compte de
la prédiction de branchement. Le temps d'exécution pour l'ensemble de blocs du graphe de
flot de contrôle de la figure 2.24 est détaillé ci-dessous.
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T = ti.xi + tj .xj + tk.xk + tmi,k.xi,k
En conclusion, l'impact de la prédiction statique sur le temps d'exécution est facile à
prendre en compte pour le calcul de temps d'exécution pire-cas. Nous allons maintenant nous
focaliser sur la modélisation de la prédiction dynamique de branchement pour le calcul de
WCET.
2.3.3 Prédiction Dynamique
Contrairement à la prédiction statique l'intérêt de la prédiction dynamique réside dans le
fait que la prédiction d'un branchement évolue au cours de l'exécution du programme. Cela
permet une meilleure performance de prédiction. Du fait de l'évolution de la prédiction des
branchements, les quatre arêtes en sortie d'un branchement sont nécessaires. Elles permettent
de comptabiliser combien de fois chaque direction sera exécutée suite à une prédiction correcte
ou erronée. La figure 2.23 et l'expression du temps d'exécution qui permet de la décrire sont
donc adaptés pour modéliser l'impact de la prédiction de branchement dynamique.
Les premiers modèles prenant en compte la prédiction de branchement pour le calcul de
temps d'exécution pire-cas considéraient tous les branchements comme mal prédits. Cepen-
dant, l'impact de la prédiction de branchement était surévalué.
Par la suite le défi a été de rendre plus réaliste l'estimation du nombre de mauvaises pré-
dictions sur les deux directions d'un branchement. En fonction du prédicteur utilisé, plusieurs
méthodes permettent de modéliser la prédiction de branchement dynamique pour le calcul du
WCET. Ci-après, nous présentons une modélisation du BTB et nous classons les méthodes de
modélisation des prédicteurs dynamiques en deux catégories en fonction de l'analyse adoptée.
2.3.3.1 Modéliser l'accès au BTB
Colin et Puaut ont utilisé la simulation statique pour connaitre les conflits d'accès au
BTB [56]. Ils calculent le contenu du BTB avant et après l'exécution de chaque branchement. A
partir de ces états, ils classent les branchements en fonction des conflits qu'ils sont susceptibles
de rencontrer :
 "toujours D-prédit" : l'accès des branchements au BTB de cette catégorie est toujours
un échec. Les branchements, qui essuient un échec d'accès au BTB, sont prédits par une
prédiction statique par défaut.
 "always unknown" : pour les branchements de cette catégorie, il n'est pas possible de
déterminer si leur accès au BTB est un succès ou un échec. Par défaut ces branchements
seront considérés toujours mal-prédits.
 "premier D-prédit" : à sa première occurrence, un branchement de cette catégorie n'est
pas présent dans le BTB (prédit par défaut). Cette première exécution attribue l'entrée
du BTB à ce branchement et il n'est pas en conflit avec d'autres branchements pour le
reste de ces exécutions.
 "first-unknown" : pour la première exécution de ces branchements il n'est pas possible
de savoir si l'accès au BTB est un succès ou un échec. Les exécutions suivantes sont des
succès.
Une fois ce classement établi, un calcul des branchements en conflit est effectué. Lorsque deux
branchements sont en conflit (i et j), l'exécution du branchement i cause un échec d'accès
au BTB à la prochaine exécution du branchement j et inversement. Pour modéliser ce fait, à
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chaque branchement est associé un niveau algorithmique contenant un branchement en conflit
dont l'exécution cause un échec d'accès au BTB pour la prochaine exécution du branchement
considéré. Lorsque le branchement est prédit par défaut, il est prédit statiquement et une
branche est mal prédite à chacune de ces exécutions. Lorsque le branchement est présent
dans le BTB il est prédit dynamiquement. Une analyse du calcul de la prédiction peut alors
être effectuée pour évaluer le nombre de mauvaises prédictions pour chaque branchement. Le
résultat de cette analyse n'est pris en compte que pour les occurrences du branchement pour
lesquelles l'accès au BTB est un succès.
Tout ceci permet de prendre en compte les conflits sur les entrées du BTB. Les résultats de
ces analyses permettent d'ajuster le nombre de mauvaises prédictions de chaque branchement.
Par la suite, les travaux de modélisation de la prédiction dynamique se sont focalisés sur les
accès à la table de prédiction (BHT) et le calcul de prédiction. Pour ces travaux, tout accès au
BTB est considéré comme un succès. Tous les branchements conditionnels sont donc toujours
prédits.
2.3.3.2 Analyses locale/globale
Deux approches différentes sont utilisées pour analyser le calcul de la prédiction par pré-
diction de branchement dynamique.
L'approche locale base l'analyse sur chaque branchement selon la structure algorithmique
à laquelle il est associé. L'approche globale n'étudie pas chaque branchement mais utilise une
modélisation générique des branchements qui prend valeur au moment du calcul du temps
d'exécution. Dans cette partie, nous allons exposer les principales différences entre ces deux
analyses.
L'analyse locale consiste à borner le nombre d'exécutions des arêtes mal prédites par le
nombre maximum d'occurrences qu'elles peuvent avoir le long du chemin d'exécution pire-cas.
Cette analyse repose sur l'association de chaque branchement à la structure algorithmique à
laquelle il correspond. Le calcul des bornes du nombre d'exécutions le long du chemin pire-cas
peut être effectué de différentes manières. Par la suite nous appellerons WC-M (Worst-case
misprediction count) le nombre de mauvaises prédictions le long du chemin pire-cas.
Colin et Puaut calculent les WC-M en fonction de la structure algorithmique correspon-
dant au branchement [56]. Bate et Reutemann dans [58] ont affiné le calcul des WC-M des
branchements par rapport à la structure algorithmique. Ils se focalisent sur les WC-M pour les
branchements de type if-then-else et les branchements de boucle dont le nombre d'itérations
ne varie pas. Par la suite ces travaux ont été étendus [58, 57, 59] pour prendre en compte
une pénalité de mauvaise prédiction plus précise et un nombre d'itérations variable pour les
boucles. Ces calculs de WC-M sont basés sur des fonctions du temps d'exécution de chemin.
Ces approches locales sont détaillées dans le chapitre suivant.
L'analyse globale ne calcule pas directement les nombres d'occurrences des quatre arêtes.
Elle se base sur la modélisation du prédicteur pour anticiper son évolution et donc prévoir
combien de fois un branchement sera correctement prédit ou non. Cette analyse est effectuée en
utilisant la méthode IPET et en modélisant le fonctionnement du prédicteur par un système de
contraintes en nombres entiers. Li et al. ont tout d'abord décrit un prédicteur fonctionnant avec
historique global et un compteur de prédiction d'un bit [55]. Leur modélisation tient compte
des conflits possibles sur les entrées de la table contenant les compteurs. Nous avons décrit
l'évolution d'un compteur de prédiction 2-bits [60]. A partir de ces modèles et descriptions
nous avons proposé la modélisation par approche globale de deux prédicteurs de branchement :
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un prédicteur global 2-bits et un prédicteur local 2-bits (prédicteur bimodal) [61]. Ces modèles
sont détaillés dans le chapitre 4.
Les deux approches, locale et globale, n'utilisent pas les mêmes méthodes d'intégration au
calcul global du temps d'exécution pire-cas. Le résultat de l'approche locale est un ensemble de
bornes du nombre d'exécutions des arêtes mal prédites (WC-M). Leur valeurs sont ensuite inté-
grées dans le calcul du temps d'exécution au moyen d'une contrainte (mi→j ≤ wcmi→j) dans la






dans la méthode des "timing tree". De plus, cette approche locale, ne modélise que le calcul
de la prédiction. Les conflits possibles sur les entrées des tables de prédiction sont à calculer
par ailleurs.
Pour l'analyse globale, c'est le système de contraintes décrivant l'évolution du prédicteur
qui permet de contraindre les nombres d'exécutions des quatre arêtes sortantes d'un bloc
terminé par un branchement conditionnel. La méthode IPET est utilisée pour l'approche
globale. L'ensemble de contraintes décrivant l'impact de la prédiction de branchement est
ajouté au système de contraintes IPET de base. La résolution du système de contraintes fournit
le WCET et les nombres d'exécutions des arêtes mal prédites le long du chemin implicite ayant
le temps d'exécution le plus long.
Nous avons expliqué brièvement les différences entre l'analyse locale et l'analyse globale
de la prédiction de branchement. Les deux chapitres suivants présentent les modélisations de
la prédiction de branchement selon ces deux approches.
2.4 Conclusion
Dans ce chapitre, nous avons précisé les grandes lignes du contexte dans lequel la modélisa-
tion de la prédiction de branchement dynamique est effectuée. La modélisation de la prédiction
de branchement est utile pour affiner le temps d'exécution pire-cas calculé par méthode sta-
tique. Pour cela, l'impact de la prédiction de branchement est pris en compte sous forme de
pénalité de mauvaise prédiction. La valeur de cette pénalité peut être différente pour chaque
branchement et chaque direction du branchement. Modéliser la prédiction de branchement
revient à évaluer le nombre de mauvaises prédictions de chaque direction d'un branchement.
Pour la prédiction statique de branchement, une direction est toujours prédite donc sa mo-
délisation est équivalente à une estimation du nombre d'exécution de chaque direction d'un
branchement. En ce qui concerne la prédiction dynamique, deux approches permettent de mo-
déliser son impact sur le temps d'exécution. Les deux chapitres suivants présentent les deux
approches. Pour préciser le contexte de modélisation, nous rappelons ci-dessous les principaux
choix effectués.
 Les prédicteurs de branchement utilisés dans les systèmes embarqués étant peu com-
plexes, nous ne considérons que des prédicteurs simples : calcul de la prédiction par
des compteurs 1-bit ou 2-bits et indexation de la BHT par l'adresse de l'instruction de
branchement ou par un historique global.
 Les approches décrites dans la suite de ce rapport considèrent que l'accès au BTB est
un succès pour chaque occurrence des branchements. Dans ce cas, les branchements sont





Dans ce chapitre, le but est de décrire l'effet de l'évolution du compteur de prédiction, d'une
part sur la prédiction du branchement (prédiction correcte ou mauvaise) et, d'autre part, sur
le temps d'exécution. Pour cette étude, nous nous focalisons sur le calcul de la prédiction :
chaque branchement utilise un seul compteur qui lui est attribué (on ignore les conflits).
Fig. 3.1  Compteur 2-bits à saturation
La prédiction est désignée par l'état dans lequel se trouve le compteur au moment de la
prédiction. Si le compteur a été utilisé x fois, l'état dans lequel il se trouve maintenant dépend
de l'état initial et des x transitions qui ont été effectuées. Pour illustrer nos propos nous allons
utiliser la figure 3.1. Elle représente un compteur de prédiction 2-bits qui est étudié dans ce
chapitre. Les transitions suivant une mauvaise prédiction sont mises en valeur : la prédiction
étant différente de la direction exécutée, ces transitions résultent d'une mauvaise prédiction.
Pour comptabiliser le nombre de mauvaises prédictions pour le branchement, nous utilisons
le nombre de fois où une de ces transitions est réalisée. Nous appelons ces transitions du
compteur de prédiction : "transition mal prédite".
Lorsqu'un branchement est toujours mal prédit, toutes les transitions réalisées sont des
transitions mal prédites. Ce cas est rencontré lorsqu'un branchement est pris et non-pris en
alternance. L'évolution du compteur oscille entre les états 01 et 10. Les quatre scénarios
permettant d'atteindre cette alternance sont représentés sur la figure 3.2. Toutefois, la plupart
des branchements n'ont pas ce comportement et ce pire cas n'est pas toujours obtenu.
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Fig. 3.2  Scénarios menant au plus grand nombre de mauvaises prédictions
Dans cette partie, nous allons calculer le nombre de mauvaises prédictions possibles pour
un branchement conditionnel en fonction de la structure algorithmique à laquelle il correspond.
Deux structures sont étudiées :
 la boucle : nous appelons "branchement de boucle" le branchement dont le test décide
de l'itération ou de la sortie de la boucle,
 la structure conditionnelle de type "if-then-else" ou "if-then".
L'analyse locale est effectuée en trois étapes :
 les branchements sont classés en catégories,
 à chaque catégorie est associé le nombre de mauvaises prédictions des branchements
le long du chemin pire-cas, (ces nombres de mauvaises prédictions le long du chemin
pire-cas seront désignés par "WC-M" pour Worst-Case Misprediction count)
 les nombres de mauvaises prédictions sont pris en compte pour chaque branchement
dans le calcul du WCET.
Dans ce chapitre, nous présentons d'abord le calcul des WC-M (section 3.1). Nous ana-
lysons chaque WC-M et le type des branchements qui lui correspondent (section 3.2). Enfin,
nous expliquons comment les WC-M sont intégrés au calcul du WCET (section 3.3).
3.1 Calculer les nombres pire-cas de mauvaises prédictions
Dans cette section, nous détaillons les calculs de WC-M. Ces calculs dépendent de la
structure algorithmique. Nous commençons par présenter ceux relatifs aux branchements "de
boucle". Un branchement "de boucle" est un branchement dont la condition décide de la
sortie d'une boucle ou de son itération. Ensuite, nous étudions les calculs de WC-M pour les
structures conditionnelles (branchement de type "if-then-else" ou "if-then").
3.1.1 Boucle
Une boucle est un branchement biaisé. Le corps de boucle est exécuté n fois (n est le nombre
d'itérations) : le branchement de boucle exécute n fois la même direction avant d'exécuter
l'autre direction pour sortir de la boucle. Pour commencer nous allons définir les termes que
nous allons utiliser :
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 le nombre d'itérations de la boucle est le nombre de fois où le corps de boucle est exécuté
avant de sortir de la boucle.
 le nombre de répétitions de la boucle est le nombre de fois où un accès est effectué au
branchement de boucle en provenance de l'extérieur de la boucle.
Pour préciser ces termes, nous utilisons la figure 3.3. La boucle interne est répétée M fois
et, à chacune de ces répétitions, son nombre d'itérations est de n. Dans ce cas, le corps de
boucle est exécuté n∗M fois et le branchement de boucle est exécuté (n+1)∗M fois. Dans la
suite de ce rapport, nous considérons que la sortie de boucle s'effectue en prenant la direction
"pris". Le compteur étant construit de façon symétrique cette hypothèse n'a pas d'impact sur
les WC-M.
Fig. 3.3  Boucle répétée M fois et qui itère n fois
Dans cette partie, nous allons nous intéresser à différentes formes de boucles pour les-
quelles un WC-M différent peut être obtenu. Ces boucles sont différenciées par le nombre
d'itérations (n) de la boucle et sa variation au fur et à mesure des répétitions. Colin et Puaut
puis Bate et Reutemann ont étudié des boucles simples (non-répétées) et des boucles pour
lesquelles le nombre d'itérations (n) n'évolue pas au fur et à mesure des répétitions [56, 58, 62].
Nous avons étendu ces études en calculant la pire évolution du compteur avec un nombre d'ité-
rations variable [57, 63]. Ensuite, nous avons affiné ce résultat en considérant une variation
régulière de n (croissante ou décroissante) [59].
Comme expliqué dans le chapitre précédent, nous différencions les pénalités de mauvaise
prédiction selon la direction du branchement. Les WC-M des travaux précédents sont rela-
tifs à un coût global de mauvaise prédiction pour un branchement [56, 58]. Nous adaptons
leurs résultats et les exposons avec un impact différencié au niveau de la direction du branche-
ment [57]. Dans la suite, nous nommons wcmT le WC-M de la direction "pris" du branchement
et wcmNT celui de la direction "non-pris".
3.1.1.1 Boucle non-répétée
Colin et Puaut prennent en compte une pénalité de mauvaise prédiction à chaque sortie
de boucle [56]. Bate et Reutemann ont affiné le calcul des WC-M pour une boucle qui itère
n fois [58]. Le tableau 3.1 présente les WC-M obtenus pour tout état initial selon la direction
du branchement. Lorsque n est égal à zéro, le corps de boucle n'est pas exécuté : le test est
non-valide à sa première exécution. Les transitions mal prédites sont mises en valeur dans le
tableau.
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Init nombre d'itérations ( évolution du compteur 2-bits | nombre de mauvaises prédictions (wcmNT /wcmT ))
n = 0 n = 1 n = 2 n ≥ 3
00 00Ã 01 0/1 00→ 00Ã 01 0/1 00→ 00→ 00Ã 01 0/1 00 · · ·Ã 01 0/1
01 01Ã 10 0/1 01→ 00Ã 01 0/1 01→ 00→ 00Ã 01 0/1 01→ 00 · · ·Ã 01 0/1
10 10→ 11 0/0 10Ã 01Ã 10 1/1 10Ã 01→ 00Ã 01 1/1 10Ã 01→ 00 · · ·Ã 01 1/1
11 11→ 11 0/0 11Ã 10→ 11 1/0 11Ã 10Ã 01Ã 10 2/1 11Ã 10Ã 01 · · ·Ã 01 2/1
Tab. 3.1  Nombres de mauvaises prédictions rencontrées lors de l'exécution de n itérations
d'une boucle simple (Ã représente une transition causant une mauvaise prédiction)
Nous pouvons observer que le branchement est généralement mal prédit lors de la dernière
exécution du branchement (sortie de boucle). Les seuls cas, où la sortie de boucle est correcte-
ment prédite, se produisent lorsque la boucle n'itère pas (n = 0) ou itère une seule fois (n = 1).
Les WC-M les plus importants pour la direction "non-pris" sont rencontrés pour n ≥ 2 lorsque
l'état initial est 11 : le branchement est prédit comme sortant de la boucle ("pris") pendant
les deux premières itérations et la sortie de boucle est mal prédite.
Nous allons maintenant montrer comment Bate et Reutemann ont étudié le cas où la
boucle est répétée avec le même nombre d'itérations à chaque répétition [58, 62].
3.1.1.2 Boucle répétée avec un nombre d'itérations constant
Pour une boucle répétée M fois, le calcul du WC-M est basé sur les résultats obtenus avec
une boucle non répétée. Les scénarios d'exécution du tableau 3.1 servent de base. Le tableau 3.2
présente les WC-M obtenus pour chaque valeur de n et les scénarios correspondants. Dans la
colonne "répétitions" sont représentés les état initial et final pour chaque exécution de la
boucle. Une flèche représente n itérations et est valuée par le nombre de mauvaises prédictions
(NT/T).
Nous observons que le nombre de mauvaises prédictions le plus important est enregistré
pour n = 1. Dans ce cas, toute exécution du branchement est une mauvaise prédiction comme
présenté sur la figure 3.2. Nous constatons qu'une mauvaise prédiction est enregistrée à chaque
sortie de boucle sauf pour le cas où on sort de la boucle directement (n = 0). En se basant
sur ces résultats, nous avons étudié le cas général où n est variable d'une exécution à l'autre
de la boucle et l'état initial est quelconque [57, 63]. Ces études sont présentées dans la section
suivante.
n exécutions NT/T
0 00 0/1→ 01 0/1→ 10 0/0→ 11 0/0→ 11... 0/2
1 10 1/1→ 10 1/1→ 10... M/M
2 11 2/1→ 10 1/1→ 01 0/1→ 01... 3/M
≥ 3 11 2/1→ 01 0/1→ 01... 2/M
Tab. 3.2  WC-M obtenus pour la répétition d'une boucle qui itère n fois
3.1.1.3 Boucle répétée avec un nombre d'itérations quelconque
Dans cette partie, nous considérons un cas plus général où la boucle interne a un nombre
d'itérations variable d'une exécution à l'autre. Nous calculons l'évolution du compteur 2-bits
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pour M exécutions de la boucle interne. Cette évolution peut être représentée sous forme d'un
automate donné figure 3.4 : chaque transition représente une exécution de la boucle interne et
chaque état (les états start et end exceptés) représente une valeur possible du compteur 2-bits.
Chaque transition est annotée par un triplet < wi,mNT ,mT > : wi est le nombre de fois où
la transition est réalisée au cours de l'exécution du programme, mNT et mT sont les nombres
de mauvaises prédictions pour chacune des deux branches. Les transitions et les annotations
sont dérivées du tableau 3.1 : une transition réalisée indique que, pendant les n itérations
de la boucle, le compteur a évolué de l'état source à l'état cible. Par exemple, pour les deux
transitions sortant du sommet représentant l'état 01, elles ont pour cible l'état 01 et l'état 10
car, après l'exécution de la boucle, le compteur se trouve soit dans l'état 01 (n = 1, n = 2 et
n ≥ 3), soit dans l'état 10 (n = 0). Les transitions sortant de l'état start représentent l'état
initial du compteur. Cet état nous permet de prendre en compte un état initial quelconque :
une seule transition sortant de cet état est réalisée (
4∑
i=0
si = 1). Les transitions qui entrent
dans l'état end lient l'état final du compteur à l'état end. Comme pour l'état initial une seule
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                                 m    =nombre de mauvaises prédictions pour la branche NT
                                 m   =nombre de mauvaises prédictions pour la branche T
< wi , m    , m  >    wi = nombre d’occurences de la transition i dans un chemin d’exécution
Fig. 3.4  Évolution du compteur 2-bits pour une boucle imbriquée
Cet automate constitue un support pour calculer les bornes supérieures des nombres de
mauvaises prédictions. Nous considérons M exécutions de la boucle externe. A chaque exécu-





∀i, 0 ≤ xi ≤M (2)
3∑
i=0
ei = 1 et
3∑
i=0
si = 1 (3)
Nous allons tout d'abord calculer le nombre de mauvaises prédictions total (WC-M) pour
la branche NT . Il est donné par :
wcmNT = x0 + x3 + x4 + 2x6 + x8 + 2x9
A partir de l'équation (1) nous pouvons écrire :
wcmNT =M − x1 − x2 − x5 + x6 − x7 + x9 (4)
Comme l'état 11 n'est ni final ni initial, nous pouvons écrire :
x9 + x6 + e3 = s3 + x5
qui est équivalent à :
x9 + x6 − x5 = s3 − e3 (5)
L'équation (3) nous donne :
0 ≤ e3 ≤ 1 et 0 ≤ s3 ≤ 1
Donc, nous obtenons :
−1 ≤ s3 − e3 ≤ 1 (6)
Des équations (2) et (6) nous pouvons déduire :
x9 + x6 − x5 − x1 − x2 − x7 ≤ 1 (7)
Les équations (4) et (7), nous permettent de construire une borne supérieure de wcmNT :
wcmNT ≤M + 1
Cette borne peut être atteinte : elle l'est par exemple si la séquence des transitions réalisées
est s3, x8, x6, e2. Cette séquence correspond à une évolution du compteur pour laquelle :
 (s3) : l'état initial est 11 ;
 (x8) : lors de la première exécution de la boucle externe, la direction NT est mal prédite
une fois ;
 (x6) : lors de la deuxième exécution de la boucle externe, la direction NT est mal prédite
deux fois et la direction T est mal prédite une fois ;
 (e2) : l'état final est 10.
Nous pouvons borner le nombre de mauvaises prédictions pour la branche T de la même
manière. A partir de la figure 3.4, nous pouvons écrire :
wcmT = x0 + x1 + x2 + x3 + x4 + x6 + x9
et
wcmT =M − x5 − x7 − x8 (8)
L'équation (2) nous permet de déduire :
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−x5 − x7 − x8 ≤ 0
Et donc :
wcmT ≤M
Comme dans le cas précédent, cette borne peut être atteinte (par exemple pour la séquence
s3, x6, e2).
Les bornes maximales du nombre de mauvaises prédictions de chacune des branches d'un
branchement conditionnel d'une boucle imbriquée s'exécutant M fois sont :
wcmT ≤ M
wcmNT ≤ M + 1
Ces WC-M sont obtenus pour un nombre d'itérations variant d'une exécution à l'autre.
En observant les benchmarks (SNU) nous avons remarqué que n peut varier avec une certaine
régularité. Nous avons donc affiné le calcul de WC-M pour ce cas [59, 64].
3.1.1.4 Boucle répétée avec un nombre d'itérations variant régulièrement
La variation régulière de n que nous décrivons est une variation croissante par palier :
n = 0 pour M0 exécutions, puis n = 1 pour M1 exécutions, puis n = 2 pour M2 exécutions et
enfin n >= 3 pour M3 exécutions. Le nombre total de répétitions est égal à M :
M =M0 +M1 +M2 +M3
Par exemple, dans l'algorithme ci-dessous le nombre d'itérations de la boucle interne aug-
mente de un entre deux exécutions.
pour j de 0 à 15 faire
{
pour i de 0 à j faire
{
...
i = i+ 1
}
j = j + 1 ;
}
Les tableaux de la figure 3.3 montrent l'évolution du compteur pour chaque palier. La
construction de cet ensemble de tableaux est basée sur le tableau 3.1. L'état final et le nombre
de mauvaises prédictions sont donnés à partir de chaque état initial en répétant Mi fois i
itérations de la boucle.
Pour calculer les WC-M au total nous avons pris en compte le plus grand nombre de
mauvaises prédictions pour chaque direction et pour chaque valeur de n. En considérant le
pire-cas pour chaque n, les WC-M calculés sont valables dans le cas général. Par exemple les
deux cas ci-dessous sont pris en compte :
 n ne prend que des valeurs paires (M1 = 0) : n = 0 puis n = 2 puis n = 4...
 les valeurs de n sont décroissantes : n = 4 puis n = 3 puis n = 2 puis n = 1 puis n = 0.
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(a) État final du compteur 2-bits et nombre de mauvaises prédictions quand la boucle est répétée M0 fois avec 0
itération
état initial M0 = 1 M0 = 2 M0 ≥ 3
état final wcmNT wcmT état final wcmNT wcmT état final wcmNT wcmT
00 01 0 1 10 0 2 11 0 2
01 10 0 1 11 0 1 11 0 1
10 11 0 0 11 0 0 11 0 0
11 11 0 0 11 0 0 11 0 0
pire-cas − 0 1 − 0 2 − 0 2
(b) État final du compteur 2-bits et nombre de
mauvaises prédictions quand la boucle est répé-
tée M1 fois avec 1 itération
état initial M1 > 0
état final wcmNT wcmT
00 01 0 M1
01 01 0 M1
10 10 M1 M1
11 10 M1 0
pire-cas − M1 M1
(c) État final du compteur 2-bits et nombre de
mauvaises prédictions quand la boucle est répé-
tée M3 fois avec 3 itérations ou plus
état initial M3 > 0
état final wcmNT wcmT
00 01 0 M3
01 01 0 M3
10 01 1 M3
11 01 2 M3
pire-cas − 2 M3
(d) État final du compteur 2-bits et nombre de mauvaises prédictions quand la
boucle est répétée M2 fois avec 2 itérations
état initial M2 = 1 M2 > 1
état final wcmNT wcmT état final wcmNT wcmT
00 01 0 1 01 0 M2
01 01 0 1 01 0 M2
10 01 1 1 01 1 M2
11 10 2 1 01 3 M2
pire-cas − 2 1 − 3 M2
Tab. 3.3  Nombres de mauvaises prédictions pour une boucle répétéeMn fois avec n itérations
Les WC-M obtenus sont donnés par :
wcmT = MIN(2,M0) +M1 +M2 +M3
wcmNT = MIN(2,M3) +MIN(3,M2) +M1
Il est aussi possible de calculer la valeur des WC-M de manière plus précise en mettant en
correspondance l'état final du compteur, atteint après exécution de la boucle pour une valeur
de n, avec l'état initial pour la valeur de n suivante.
Nous allons détailler ces calculs de WC-M sur un exemple. Le code exemple suivant est
issu d'un programme de calcul de transformée de fourier.
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while (n > mmax)
{
istep = mmax¿ 1 ;




mmax = istep ;
}
Si la valeur de la variable n est de 300 et celle de mmax est initialisée à 1 alors la boucle
interne est répétée 8 fois (M = 8) où la boucle est itérée 1 fois, 2 fois, 4 fois, 8 fois, 16 fois, 32
fois, 64 fois, 128 fois, et 256 fois (M1 = 1,M2 = 1,M3 = 6).
Si nous utilisons la formule de calcul de WC-M pour un nombre d'itérations quelconque,
nous obtenons :
wcmT =M = 8
wcmNT =M + 1 = 9
En utilisant les formules de calcul pour une variation de n régulière nous obtenons :
wcmT =M1 +M2 +M3 = 8
wcmNT =MIN(2,M3) +MIN(3,M2) +M1 = 2 + 1 + 1 = 4
état M1 = 1 M2 = 1 M3 = 6 total
initial wcm état final wcm état final wcm état wcm
NT T initial NT T initial NT T final NT T
00 0 1 01 0 1 01 0 6 01 0 8
01 0 1 01 0 1 01 0 6 01 0 8
10 1 1 10 1 1 01 0 6 01 2 8
00 1 0 01 1 1 01 0 6 01 2 7
Tab. 3.4  Évolution du compteur et calcul de WC-M pour le programme exemple
L'équation des WC-M pour une variation régulière de n est calculée pour le cas général.
Elle représente une borne supérieure des WC-M pour des valeurs de Mi quelconque. Lorsque
les valeurs desMi sont connues il est possible d'affiner le résultat. Pour l'exemple, le tableau 3.4
représente l'évolution du compteur en fonction de l'état initial et les WC-M correspondant.
Le pire-cas est rencontré pour l'état initial 10, nous obtenons :
wcmT = 8
wcmNT = 2
Pour cet exemple, nous observons que le calcul des WC-M pour une variation régulière du
nombre d'itérations permet d'obtenir des WC-M plus précis. Ce résultat est davantage affiné
en calculant le nombre de mauvaises prédictions exact en tenant compte des valeurs des Mi.
Ainsi, en considérant les boucles à variation régulière du nombre d'itérations nous obtenons
des WC-M plus fin. Le fait d'exprimer les WC-M sous forme d'équation permet de décrire un
cas général qui peut être affiné par un calcul plus précis basé sur les tables 3.3. Nous avons
traité les boucles de manière générale et pour des cas simples ou spécifiques. Nous allons
maintenant calculer les WC-M pour les structures conditionnelles.
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3.1.2 Structure conditionnelle
A la différence des boucles, les structures conditionnelles ne sont pas toujours biaisées. De
manière générale on ne peut savoir quelle branche sera exécutée au moment de calculer le
WCET. Nous traitons de structures conditionnelles répétées comme sur la figure 3.5. L'exécu-
tion d'une direction entraîne l'exécution du chemin partant du branchement et allant jusqu'au
bloc x. Les quatre arêtes sortant du branchement débutent quatre chemins qui peuvent avoir
quatre temps d'exécution différents.
Fig. 3.5  Structure conditionnelle répétée
Les premiers travaux menés pour calculer les WC-M de structures conditionnelles sont ceux
de Colin et Puaut [56]. Ils mettent en évidence deux catégories de branchements de structure
conditionnelle qui mènent à deux cas de WC-M différents. Ces deux catégories dépendent de la
différence entre les temps d'exécution d'une branche de la structure conditionnelle par rapport
à l'autre. Par souci de simplicité d'écriture, nous considérons que la branche qui a le chemin le
plus long est issue de la direction T . Le compteur 2-bits à saturation étant construit de façon
symétrique, cette hypothèse n'a pas d'impact sur les WC-M.
3.1.2.1 Nombre de mauvaises prédictions maximum
Fig. 3.6  Évolutions du compteur qui causent une mauvaise prédiction à chaque occurrence
du branchement
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Pour une structure conditionnelle, les quatre scénarios de la figure 3.6 peuvent être ren-
contrés. Les WC-M obtenus sont :
wcmT = bn/2c+ 1
wcmNT = dn/2e − 1
où bxc est le nombre entier inférieur à x (x si x est un entier), dye est le nombre entier supérieur
à y et le chemin mal prédit dans la direction T a un temps d'exécution supérieur à celui de la
direction NT .
Dans les travaux de Bate et Reutemann [58], seuls les cas où l'état initial est 01 ou 10
sont pris en compte. Le résultat présenté ici est une version révisée des WC-M calculés dans
ces travaux. Nous prenons en compte le fait que l'état initial peut être 11 ou 00. Dans ces deux
cas, le nombre de répétitions n'est pas équitablement réparti entre les deux directions : sur
la figure 3.6 nous pouvons voir que dans ces deux cas la première direction est exécutée deux
fois avant de débuter l'exécution alternée. Si une des deux directions a un temps supérieur à
l'autre le temps d'exécution le plus grand est obtenu en exécutant deux fois cette direction
avant d'alterner entre les deux directions. Par exemple, pour l'état initial 11, la direction 0
est exécutée pour les deux premières occurrences du branchement (dans le pire des cas).
3.1.2.2 Temps d'exécution biaisé
Parfois, le nombre maximum de mauvaises prédictions ne peut pas être atteint pour une
structure conditionnelle. Ce cas est rencontré lorsqu'une direction a un temps d'exécution très
supérieur à l'autre. La différence est telle qu'il est plus coûteux d'exécuter cette direction
à chaque répétition de la structure. Le long du chemin pire-cas, cette direction est la seule
à s'exécuter. De ce fait, le nombre de mauvaises prédictions est limité par l'évolution du
compteur. La figure 3.7 présente l'évolution du compteur dans le cas où la direction "pris" est
toujours exécutée : les transitions sont valuées par leur nombre d'exécutions.
Fig. 3.7  Exécution de la direction "pris" M fois
Les WC-M correspondant sont :
wcmT = 0
wcmNT = 2
Considérons le cas suivant : une structure conditionnelle est répétée 10 fois et les temps
d'exécution de ses branches sont tT = 15, tNT = 6, mT = 17 et mNT = 8 où ti est le
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temps d'exécution de la branche lorsque la direction i est correctement prédite et mi le temps
d'execution de la branche lorsque la direction i est mal prédite. Le nombre maximum de
mauvaises prédictions est atteint si l'état initial est 00 et la direction T est mal prédite
deux fois puis les deux directions s'exécutent en alternance jusqu'à la fin. La direction T est
exécutée (mal prédite) 6 fois et la direction NT est exécutée (mal prédite) 4 fois. Dans ce cas,
le temps d'exécution total est de : 6 ∗ 17 + 4 ∗ 8 = 102 + 32 = 134. Lorsque la direction T est
toujours exécutée, elle est mal prédite deux fois puis correctement prédite 8 fois. Dans ce cas,
le temps d'exécution est : 17 ∗ 2 + 15 ∗ 8 = 34 + 120 = 154. Le cas où la direction T est tout
le temps exécutée est le pire cas.
En expliquant les valeurs possibles des WC-M pour une structure conditionnelle, nous
avons mis en évidence que le chemin le plus long n'est pas obligatoirement celui qui contient
le plus de mauvaises prédictions. Dans la section suivante, nous allons expliquer comment
nous pouvons différencier les structures conditionnelles qui obtiennent le temps d'exécution
le plus important lorsqu'elles exécutent leurs deux directions en alternance, de celles qui l'ob-
tiennent en exécutant toujours la même direction. Pour cela, nous allons calculer une condition
dépendant du temps d'exécution des branches d'une structure conditionnelle.
3.2 Classer les branchements
Nous avons montré que les WC-M dépendent, non seulement de la structure algorithmique,
mais aussi de la variation du nombre d'itérations pour les boucles ou du temps d'exécution
des deux branches pour les structures conditionnelles. Nous allons maintenant expliquer com-
ment, pour chaque branchement, on détermine le nombre de mauvaises prédictions pire-cas
qui lui correspond. La première étape de cette classification consiste à identifier la structure
algorithmique relative au branchement.
Les deux premiers articles qui ont introduit l'approche locale sont basés sur l'arbre syn-
taxique des programmes : chaque branchement est directement associé à une structure al-
gorithmique [56, 58]. A partir du graphe de flot de contrôle, l'identification des structures
algorithmiques est moins directe.
Par analyse structurelle, il est possible de retrouver les structures algorithmiques sur le
CFG [65, 66]. Le CFG est d'abord simplifié, puis, on recherche les structures de la figure 3.8.
Elles correspondent aux structures conditionnelles de type "if-then" et "if-then-else" et aux
structures de boucle.
Fig. 3.8  Modèles de structure algorithmique pour les analyses structurelles
A chaque structure algorithmique peuvent correspondre plusieurs WC-M. Pour trouver
les WC-M à associer au branchement, une analyse est nécessaire. Pour les branchements de
boucle, nous effectuons manuellement la répartition des branchements selon l'évolution du
nombre d'itérations. Une identification basée sur le calcul de bornes de boucles pourrait être
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envisagée car certaines méthodes de calcul décrivent la variation du nombre d'itérations par
une fonction mathématique [19].
Pour les branchements de structures conditionnelles, il faut calculer la condition qui permet
de connaître le comportement du branchement dans le pire cas : exécution des deux directions
en alternance ou exécution de la même direction le long du chemin pire-cas. Cette condition
dépend du temps d'exécution des deux branches et de la façon dont l'impact de la prédiction
de branchement est pris en compte (pénalité globale, pénalité par branchement ou pénalité
selon la direction du branchement). Pour expliquer les différents calculs de cette condition,
nous considérons : TT ≥ TNT où Ti est le temps d'exécution du chemin correspondant à la
direction i dans le cas où le branchement est bien prédit.
Colin et Puaut ne considèrent que le cas où une même branche est exécutée tout au long du
chemin pire-cas [56]. La condition qui permet de choisir quelle est la branche qui est exécutée
le long du chemin pire-cas est :
Si TT − TNT > p alors wcmT = 2 et wcmNT = 0
sinon wcmT = 0 et wcmNT = 2
où p est une pénalité globale.
Bate et Reutemann ont étendu cette condition en considérant le cas où les deux branches
sont exécutées en alternance le long du chemin pire-cas [58]. L'expression de la condition
dépend :
 des temps d'exécution des deux chemins TT et TNT ,
 du nombre de répétitions du branchement (n),
 de la pénalité de mauvaise prédiction (p), différenciée au niveau du branchement.
Les WC-M à considérer sont ceux qui décrivent une exécution exclusive d'une direction
lorsque la condition est vérifiée.
TT − TNT > 2p ∗ (1− 2/n)
où p est la pénalité associée au branchement. Dans le cas opposé, l'exécution est alternée entre
les deux directions.
Nous avons étendu ce résultat pour prendre en compte un impact de la prédiction de
branchement différent selon la direction du branchement [59].
Pour ce calcul nous utilisons les notations suivantes :
 tT et tNT sont les temps d'exécution des deux chemins lorsque la prédiction du bran-
chement est correcte ;
 mT et mNT sont les temps d'exécution des deux chemins lorsque le branchement est
mal prédit ;
 pT = mT − tT et pNT = mNT − tNT sont les pénalités de mauvaise prédiction associées
aux deux directions ;
 d = tT − tNT est la différence entre les temps d'exécution des deux chemins.
Nous considérons que le chemin T est celui qui a le temps d'exécution le plus long quand le
branchement est mal prédit.
mT ≥ mNT
Cette hypothèse de calcul n'implique aucune relation entre les deux pénalités et pT peut être
inférieure à pNT .
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Dans le cas où la branche qui a un temps d'exécution supérieur est exécutée à chaque ré-
pétition (et mal prédite deux fois), le temps d'exécution pire-cas de la structure conditionnelle
est donné par l'expression :
Tl = 2 ∗mT + (n− 2) ∗ tT
Le temps d'exécution lorsque les deux directions sont exécutées en alternance et le bran-
chement est toujours mal prédit, est donné par :
Ta = (bn/2c+ 1) ∗mT + (dn/2e − 1) ∗mNT
où n est le nombre de répétitions de la structure conditionnelle.
Nous nommons longer(mT ) la condition :
longer(mT ) =
{
d > pT + pNT si n est pair
d > (n−3n−1) ∗ pT + pNT si n est impair
Quand la condition est vérifiée, Tl est l'expression du temps d'exécution qui doit être prise
en compte dans le calcul de WCET. Les WC-M correspondants sont :
wcmT = 2
wcmNT = 0
Si la condition longer(mT ) n'est pas vérifiée, les WC-M à prendre en compte sont :
wcmT = bn/2c+ 1
wcmNT = dn/2e − 1
Nous présentons ci-dessous le calcul de la condition longer.
Si n est pair dn/2e = bn/2c = n/2 et l'équation de Ta peut être simplifiée :
Ta = (n/2 + 1) ∗mT + (n/2− 1) ∗mNT
La condition devient :
2 ∗mT + (n− 2)tT > (n/2 + 1) ∗mT + (n/2− 1) ∗mNT
Par définition : tT = d + tNT , mT = pT + tT = pT + d + tNT et mNT = pNT + tNT . En
remplaçant tT , mT et mNT par leur valeur, on obtient :
2 ∗ (pT + d+ tNT ) + (n− 2) ∗ (d+ tNT ) > (n/2 + 1) ∗ (pT + d+ tNT ) + (n/2− 1) ∗ (pNT + tNT )
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On en déduit :
n ∗ tNT + 2 ∗ pT + n ∗ d > (n/2 + 1) ∗ pT + (n/2 + 1) ∗ d+ (n/2− 1) ∗ pNT + n ∗ tNT
⇐⇒ 2 ∗ pT + n ∗ d > (n/2 + 1) ∗ pT + (n/2 + 1) ∗ d+ (n/2− 1) ∗ pNT
⇐⇒ (n− (n/2 + 1)) ∗ d > ((n/2 + 1)− 2) ∗ pT + (n/2− 1) ∗ pNT
⇐⇒ (n/2− 1) ∗ d > (n/2− 1) ∗ pT + (n/2− 1) ∗ pNT
⇐⇒ d > pT + pNT
Considérons maintenant que n est impair. Nous pouvons écrire :
bn/2c = n−12 dn/2e = n+12
La condition est :
2 ∗mT + (n− 2)tT > (n−12 + 1) ∗mT + (n+12 − 1) ∗mNT
Nous remplaçons tT , mT et mNT par leur valeur :
2 ∗ (pT + d+ tNT ) + (n− 2) ∗ (d+ t2) > (n+ 12 ) ∗ (pT + d+ tNT ) + (
n− 1
2
) ∗ (pNT + tNT )
⇐⇒ (n− (n+ 1
2
)) ∗ d > ((n+ 1
2
)− 2) ∗ pT + (n− 12 ) ∗ pNT
⇐⇒ (n− 1
2
) ∗ d > (n− 3
2
) ∗ pT + (n− 12 ) ∗ pNT
⇐⇒ d > (n− 3
n− 1) ∗ pT + pNT
Ainsi, nous obtenons l'expression de la condition longer(mT ) :
longer(mT ) =
{
d > pT + pNT si n est pair
d > (n−3n−1) ∗ pT + pNT si n est impair
Nous avons montré comment classer les branchements pour pouvoir leur attribuer des
nombres de mauvaises prédictions pire-cas. Nous allons maintenant expliquer comment ces
WC-M sont intégrés au calcul de WCET.
3.3 Intégration au calcul de WCET
Les expressions des WC-M que nous avons présentées dépendent des nombres de répéti-
tions et/ou d'itérations de la structure algorithmique (M et/ou n). Ces nombres sont calculés
par l'analyse de flot. En utilisant l'approche locale pour prendre en compte la prédiction de
branchement, l'analyse de flot doit être à nouveau effectuée après le calcul des WC-M pour
un niveau algorithmique.
Lorsque les WC-M sont associés à un branchement, ils modifient le nombre d'exécutions
initialement possible pour chaque direction du branchement. Par exemple, sur la figure 3.9 est
présentée une partie d'un CFG qui est répétée 10 fois. Les WC-M du branchement du bloc 1
vont soit fixer une direction qui sera toujours exécutée, soit attribuer des nombres d'exécutions
qui représentent une exécution de chacune des directions en alternance. Si l'exécution est
alternée, alors chaque direction est exécutée au plus 4 ou 6 fois (les WC-M sont : bn/2c+1 et
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dn/2e − 1). Le nombre maximum d'exécutions de cet ensemble de bloc (calculé par l'analyse
de flot) est de 10. Initialement, les WC-M des blocs 2 et 3 sont calculés pour un nombre
d'exécution de 10. Cependant, après calcul des WC-M pour le branchement du bloc 1, nous
savons que les branchements des blocs 2 et 3 ne sont exécutés que 4 et 6 fois. Il est donc
nécessaire de calculer à nouveau les WC-M pour les branchements des blocs 2 et 3. L'analyse
de flot doit être réalisée entre deux calculs de WC-M jusqu'à ce qu'il n'y ait plus de WC-M à
calculer.
Fig. 3.9  Exemple de code nécessitant un retour à l'analyse de flot
Nous allons, dans cette partie, analyser les différents moyens d'intégration des WC-M au
calcul de WCET. Nous expliquons comment les WC-M sont pris en compte dans la méthode
IPET.
3.3.1 Intégration à la méthode IPET
Dans le système de contraintes IPET, les nombres d'occurrences des arêtes qui sont exécu-
tées en cas de mauvaise prédiction sont représentées par les variables m
b
d→ où b est le bloc qui
contient le branchement et d la direction exécutée (non prédite). Les WC-M sont des bornes
supérieures de ces nombres d'occurrences. La contrainte ajoutée pour chaque WC-M peut se
présenter sous deux formes :




 soit le WC-M est pris en compte comme une bonne supérieure à ne pas dépasser ([57]) :
m
b
d→ ≤ wcmd(b)En effectuant une analyse de flot entre les calculs de WC-M, il n'y a pas de différence entre
les WCET obtenus en utilisant l'égalité ou l'inégalité dans les contraintes. Dans les deux cas,
le pire-cas est atteint, respectivement aux WC-M, le long du chemin d'exécution pire-cas.
Nous proposons un algorithme pour générer les contraintes relatives aux WC-M. Celui-ci
est basé sur les niveaux d'imbrications de structures algorithmiques. Les calculs de niveaux
d'imbrications sont basés sur la reconnaissance des structures algorithmiques. Les structures
algorithmiques qui sont en séquence sont au même niveau. Les boucles ou structures condi-
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tionnelles sont à un niveau inférieur par rapport aux instructions qui constituent leur corps. La
génération des contraintes s'effectuent du niveau d'imbrication le plus externe (0) au niveau
d'imbrication le plus interne. Une analyse de flot est effectuée entre le traitement de deux
niveau d'imbrication. Nous considérons les fonctions et variables suivantes :
 brchts(i) est un itérateur qui fournit les branchements dont le niveau algorithmique est i,
 wcm(b) est une fonction qui calcule les WC-M du branchement b et génère les contraintes
qui correspondent,
 niveauMax est le niveau algorithmique le plus interne (0 est le niveau algorithmique le
plus externe),
 analyse(i) effectue l'analyse de flot du niveau algorithmique i.
En utilisant ces notations, l'algorithme de génération est donné par :
pour i de 0 à niveauMax faire
{
analyse(i)





Sur la figure 3.9, si le bloc 1 est au niveau i alors les blocs 2 et 3 sont au niveau (i + 1).
Les WC-M du branchement du bloc 1 sont calculés en premier. Puis, l'analyse de flot est
effectuée et le nombre d'exécutions de chaque direction est calculé. Ensuite, les WC-M des
branchements des blocs 2 et 3 sont calculés en tenant compte de ces nombres d'exécutions.
3.4 Conclusion
Dans ce chapitre, nous avons expliqué comment l'impact de la prédiction de branchement
peut être pris en compte par approche locale. Cette approche locale se base sur des calculs
de WC-M. Nous avons détaillé les différentes valeurs possibles pour les WC-M en fonction
de la structure algorithmique et de l'évolution du nombre d'itérations (pour les boucles) ou
en fonction du temps d'exécution des branches (pour les structures conditionnelles). Pour
intégrer ces WC-M au calcul de temps d'exécution pire-cas, des analyses de flot sont effectuées
car l'attribution d'un WC-M modifie le nombre d'exécutions d'un sous-chemin. Nous avons
proposé un algorithme pour préciser dans quel ordre les contraintes intégrant les WC-M sont
générées. Nous allons maintenant nous focaliser sur l'approche globale. Elle permet de calculer






Dans ce chapitre, nous expliquons comment prendre en compte l'impact de la prédiction de
branchement sur le temps d'exécution en utilisant l'approche globale. Le but est de modéliser le
fonctionnement du prédicteur de branchement dans le modèle IPET. La résolution du système
IPET global délivre un WCET qui tient compte de l'impact de la prédiction de branchement.
Par l'approche globale, on décrit le fonctionnement de la table de prédiction (BHT) : l'index
permettant d'accéder à un compteur de prédiction et le calcul de la prédiction par ce compteur.
Les différents mécanismes dynamiques qui doivent être modélisés sont :
 le calcul de l'index : construction et évolution d'un historique de prédiction, définition de
l'index final en fonction de l'historique ou de l'adresse de l'instruction de branchement,
 l'évolution du compteur de prédiction : état initial, progression du compteur, prédiction,
état de la prédiction (correcte ou mauvaise),
 l'accès aux compteurs (conflits) : détermination des branchements qui accèdent au même
compteur, ordre d'exécution entre ces branchements.
Dans ce chapitre, nous présentons, dans la section 4.1, le premier modèle qui a été proposé
par Li et al. [55]. Il décrit un prédicteur global 1-bit (historique de prédiction, conflits et
calcul de la prédiction). Ensuite, nous introduisons notre modèle de compteur 2-bits et nous
proposons une amélioration de la modélisation de l'historique (section 4.2). Nous terminons
en détaillant deux modèles de prédicteurs 2-bits : le prédicteur bimodal et un prédicteur
global (section 4.3).
4.1 Modèle initial
Li et al. ont proposé un modèle pour un prédicteur global 1-bit présenté sur la figure 4.1 [55].
La BHT est indexée par un historique de deux bits et la prédiction est calculée par un compteur
1-bit. Dans cette partie nous expliquons la construction du système de contraintes en fonction
des aspects modélisés. Le tableau 4.1 présente les notations qui sont utilisées pour les variables
et ensembles du modèle complet (historique, conflits et prédiction).
Pour modéliser le calcul de la prédiction par le compteur 1-bit, il est nécessaire de connaître
quel est le compteur utilisé (adressage de la BHT) et l'état du compteur avant exécution du
branchement (dernier branchement à avoir utilisé ce compteur et direction exécutée par ce
branchement). Une fois que la prédiction est ainsi calculée, sa comparaison avec la direction
exécutée permet de déterminer si la prédiction est correcte ou mauvaise. Nous commençons
par expliquer comment est calculé l'index de la BHT. Puis, nous nous intéressons au conflits
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Fig. 4.1  Prédicteur global 1-bit
d'accès aux entrées de la BHT. Enfin, nous présentons le calcul du nombre de mauvaises
prédictions.
4.1.1 Historique global
Fig. 4.2  Ensemble des historiques possibles pour les blocs du programme exemple en fonction
de la valeur de l'historique initial
Dans cette section, nous expliquons comment l'évolution de l'historique de prédiction
est modélisé. Tous les historiques possibles pour un bloc sont calculés avant l'écriture des
contraintes. La figure 4.2 donne tous les historiques possibles pour les blocs du CFG exemple,
en fonction de la valeur de l'historique initial. Pour chaque historique possible, la variable xpib
où b est le numéro du bloc et pi l'historique, est créée. Cette variable représente le nombre
d'occurrences du bloc rencontré avec l'historique pi. La somme des nombres d'occurrences d'un
bloc avec chaque historique possible donne le nombre total d'occurrences du bloc. Ceci lie la
modélisation de l'historique au système IPET de base. Les variables représentant les nombres
d'exécutions du bloc avec un historique donné sont dérivées pour représenter le nombre de
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Fig. 4.3  Conditions d'obtention de l'historique 00 en fonction des blocs précédents et des
historiques engendrés pour les blocs suivants
Fig. 4.4  Évolution de l'historique pour le premier bloc exécuté
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Tab. 4.1  Notations
X ensemble des blocs de base du programme
E ensemble des arêtes du CFG
B ensemble des blocs qui se terminent par un branchement
D ensemble des directions possibles d'un branchement D = {0, 1}
Pb ensemble des blocs prédécesseurs du bloc b ∈ X
Sb ensemble des blocs successeurs du bloc b ∈ X
xb nombre d'exécutions du bloc b ∈ X
eb,s nombre d'exécutions de l'arête reliant les blocs b ∈ X : s ∈ Sb et eb,s ∈ E
m
b
d→ nombre de mauvaises prédictions du branchement en fin du bloc b ∈ B lorsquel'issue du branchement est d
Π ensemble de tous les historiques de h-bits possibles
Πb ensemble de tous les historiques de h-bits possibles pour le bloc b ∈ X
xpib nombre d'exécutions du bloc b ∈ X lorsque l'historique est pi
epib,s nombre d'exécutions de l'arête liant les blocs b et s(s ∈ Sb) lorsque l'histo-
rique avant l'exécution de b est pi
mpib nombre de mauvaises prédictions du bloc b ∈ B lorsque l'historique est pi
pi.d nouvelle valeur de l'historique pi après l'exécution d'un branchement dont
l'issue est d
p
d→ s vrai si p ∈ Ps et p ∈ B et la direction liant p à s est d
Bpi ensemble des blocs qui contiennent un branchement et peuvent être rencon-
trés avec l'historique pi
cpip,s nombre de conflits pour le bloc s ∈ B avec l'historique pi quand la dernière




nombre de conflits pour le bloc s ∈ B avec l'historique pi quand la dernière
occurrence de l'historique pi était au bloc p ∈ B dont l'issue était d
Bpistart ensemble des blocs contenant un branchement qui peut être le premier exé-
cuté avec l'historique pi
Bpiend ensemble des blocs contenant un branchement qui peut être le dernier exécuté
avec l'historique pi
Ppib ensemble des blocs contenant un branchement qui peut être le dernier
branchement exécuté avec l'historique pi avant l'exécution du bloc b ∈ B
(start ∈ Ppib si b ∈ Bpistart)
Spib ensemble des blocs contenant un branchement qui peut être le prochain bran-
chement exécuté avec l'historique pi après l'exécution du bloc b ∈ B (end ∈ Spib
si b ∈ Bpiend)
cpistart,b = 1 quand le bloc b ∈ Bpistart est le premier exécuté avec l'historique pi
cpib,end = 1 quand le bloc b ∈ Bpiend est le dernier exécuté avec l'historique pi
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mauvaises prédictions (mpib ).
Cet historique est mis à jour par décalage à gauche. La figure 4.3 présente l'évolution
permettant d'obtenir l'historique 00 et les historiques obtenus à partir de cet historique.
Les états du graphe représentent une valeur de l'historique. Lorsqu'une transition étiquetée lie
deux états cela signifie que : il existe un branchement qui est rencontré avec l'historique source,
ce branchement exécute la direction correspondant à l'étiquette de la transition et l'historique
cible est alors obtenu pour le bloc suivant. Lorsque la transition n'est pas étiquetée, le bloc
source ne contient pas de branchement conditionnel et l'historique est directement transmis
au bloc suivant. Ce graphe nous permet de souligner le fait que lorsqu'un bloc est rencontré
avec un historique pi, cet historique peut être généré à partir de deux historiques modifiés
(10 et 00 avec une mise à jour par un branchement dont l'issue est "0" sont les seuls moyens
d'obtenir la valeur 00 pour l'historique). La figure 4.4 présente l'évolution de l'historique pour
le premier bloc du CFG : l'état initial est quelconque.
Modéliser l'évolution de l'historique revient à décrire le graphe de la figure 4.3 : le nombre
d'occurrences de l'état central est égal à la somme des nombres d'occurrences des transitions
dont il est la cible , ainsi qu'à la somme des nombres d'occurrences des transitions dont il
est la source. Pour modéliser une transition, les arêtes du CFG sont utilisées : la variable epii,j
est crée où pi est l'historique avant l'exécution du bloc i et il existe une arête liant les blocs i
et j dans le CFG. En considérant le CFG exemple, les deux contraintes suivantes modélisent











Nous avons expliqué comment modéliser un historique de prédiction. Nous allons décrire
dans la section suivante comment cet historique est utilisé comme index de la BHT.
4.1.2 Conflits
Dans cette section, nous nous focalisons sur les blocs se terminant par un branchement.
La valeur de l'historique lors de l'exécution d'un de ces blocs permet d'indexer la BHT. Pour
un historique de 2-bits, la BHT contient quatre entrées (voir figure 4.1).
Deux branchements différents peuvent accéder à la même entrée de la BHT. Sur l'exemple
de la figure 4.2, les blocs 1 et 2 contiennent des branchements et ils accèdent tous deux à la
même entrée via l'historique 00 (voir figure 4.5). Lorsqu'un branchement accède à une entrée
de la BHT, il utilise le compteur qu'elle contient pour calculer sa prédiction et le met à jour en
fonction de son issue. Deux branchements accédant au même compteur modifient celui-ci tour
à tour. Pour modéliser les conflits sur les entrée de la BHT il est nécessaire de tenir compte
de l'ordre d'accès des branchements à chaque entrée de la BHT. La figure 4.5 montre toutes
les possibilités d'ordre d'exécution entre les blocs 1 et 2. Chaque état représente un historique
possible pour un branchement. Les transitions représentent les liens entre ces états en fonction
de l'issue du branchement source. Nous allons maintenant chercher tous les chemins possibles
qui mènent d'un état 00 à un autre état 00. Ces chemins sont décrits ci-dessous :
init : 00 ⇒ b1 : 00
b1 : 00 0→ b2 : 00
b2 : 00 0→ b1 : 00
b2 : 00 1→ b1 : 01 0→ b2 : 10( 1→ b1 : 01 0→ b2 : 10)n 0→ b1 : 00
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Fig. 4.5  Ordre d'exécution entre les blocs 1 et 2 en fonction de l'historique
où la partie parenthésée est répétée n fois (0 ≤ n) si la boucle itère n fois. En observant
les exécutions des blocs 1 et 2 rencontrés avec l'historique 00 on constate que :
 le bloc 1 est toujours le premier à être exécuté avec 00 ;
 lorsque le bloc 1 est exécuté avec 00, si la direction 0 est exécutée, le prochain bloc à
être exécuté avec l'historique 00 est le bloc 2 ;
 lorsque le bloc 2 est exécuté avec 00, si la direction 0 est exécutée, le bloc 1 est le
prochain bloc à être exécuté avec l'historique 00 ;
 lorsque le bloc 2 est exécuté avec 00, si la direction 1 est exécutée, le bloc 1 est le
prochain bloc à être exécuté avec l'historique 00 ;
 deux exécutions du bloc 1 avec 00 sont toujours séparées par une exécution du bloc 2
avec 00 ;
 le bloc 1 peut être le dernier bloc exécuté avec 00, s'il exécute la direction 1 ;
 le bloc 2 peut être le dernier bloc exécuté avec 00, s'il exécute la direction 1 ;
Pour exprimer les conflits observés lorsqu'un branchement est exécuté après un autre avec le
même historique, des variables sont introduites. Par exemple, c001,2 représente le nombre d'oc-
currences d'un chemin partant du bloc 1 avec 00 et arrivant au bloc 2 avec 00 sans exécuter
de branchements avec 00 entre ces deux branchements. Les contraintes sur le bloc 1 exécuté
avec 00 que nous venons d'exprimer textuellement, sont listées ci-dessous. Elles modélisent
les conflits, sur l'entrée 00 de la BHT, observés lors de l'exécution du bloc 1 et aussi ceux























Toutes ces contraintes sont à générer pour chaque historique possible pour un branchement.
Nous avons montré comment sont spécifiés les historiques possibles pour chaque bloc de base.
Puis, nous avons décrit le calcul des conflits entre branchements. Les variables créées décrivent
une situation d'exécution de branchement :
 le compteur utilisé
 le contexte d'exécution (issue du dernier branchement utilisant ce compteur)
 la direction exécutée
Pour chacune de ces situations d'exécution, la valeur de la prédiction est calculée (mauvaise
ou correcte).
4.1.3 Compteur de prédiction 1-bit
Lorsque la prédiction est calculée par un compteur 1-bit, l'issue d'un branchement consti-
tue la prédiction du prochain branchement accédant à ce compteur. De ce fait la prédiction
n'est pas "calculée" mais simplement lue et mise à jour. Il n'est donc pas nécessaire d'en mo-
déliser l'évolution. Dans cette partie nous allons expliquer comment le nombre de mauvaises
prédictions est calculé dans le modèle. Nous allons décrire ce calcul sur un exemple.
Fig. 4.6  Nombres d'occurrences de chaque prédiction et de chaque issue pour le branchement
d'un bloc i
La figure 4.6 décrit un branchement dont la prédiction est représentée par des flèches
entrantes et l'issue par des flèches sortantes. Les flèches sont valuées par leur nombre d'exécu-
tions. Pour cet exemple, nous allons calculer le nombre maximum de mauvaises prédictions.
La méthode utilisée consiste à comparer le nombre de fois où une direction est prédite avec le
nombre de fois où l'autre direction est exécutée. En effet, lorsque la direction 0 est mal prédite,
la direction 1 est prédite par erreur. Une direction ne peut pas être mal prédite plus de fois
qu'elle est exécutée. De même, elle ne peut pas être mal prédite plus de fois que de prédictions
de la direction opposée. Sur l'exemple, le branchement est prédit "pris" 4 fois donc il y a au
maximum 4 mauvaises prédictions de la direction opposée. Cette direction 0 est exécutée 5
fois : elle est comptabilisée mal prédite 4 fois. Pour la direction 1 elle peut être mal prédite 6
fois et est exécutée 5 fois : chacune de ses exécution est considérée mal prédite.
maxmp(0) = MIN(nbpred(1), nbissue(0))
maxmp(1) = MIN(nbpred(0), nbissue(1))
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Dans le modèle de Li et al., les nombres de mauvaises prédictions pris en compte sont calcu-
lés de cette façon. Ils considèrent les nombres de mauvaises prédictions maximum. Dans un
système de contraintes, le minimum entre deux valeurs est calculé de la façon suivante : si
m = MIN(a, b) alors m ≤ a et m ≤ b. Sur l'exemple, les contraintes générées pour le bloc 1

































Nous avons présenté le modèle de prédicteur global 1-bit proposé par Li et al. Le tableau 4.2
présente l'intégralité du système de contraintes.Ce modèle sert de base aux modèles générés
par la suite : les mécanismes de modélisations sont réutilisés, adaptés ou complétés. Dans ce
modèle, certains aspects sont améliorables d'un point de vue du prédicteur modélisé et/ou de
la complexité du système de contraintes :
 le compteur 1-bit est très simple et peu utilisé : nous proposons de modéliser un compteur
de prédiction 2-bits ;
 la comptabilisation du nombre de mauvaises prédictions est effectuée au pire-cas : nous
proposons d'évaluer le nombre exact de mauvaises prédictions le long du chemin pire-cas ;
 la valeur de l'historique sur les blocs ne contenant pas de branchement (et les arêtes
qui en sortent) est utilisée pour transmettre l'historique de bloc à bloc : nous proposons
de diminuer le nombre de contraintes et le nombre de variables en utilisant la valeur
de l'historique seulement pour les blocs contenant un branchement conditionnel et les
arêtes qui en sortent ;
 le prédicteur bimodal qui n'utilise pas l'historique mais l'adresse du branchement pour
indexer la BHT, est souvent utilisé dans les processeurs : nous proposons un modèle de
ce prédicteur.
Nous allons dans la section suivante expliquer comment nous avons modélisé un compteur
2-bits et comptabilisé de manière précise le nombre de mauvaises prédictions le long du chemin
d'exécution pire-cas. Ensuite, nous expliquons comment nous améliorons la modélisation de
l'historique.
4.2 Adaptation du modèle initial
Dans cette section, nous exposons notre contribution relative à l'approche globale. Nous
proposons une évolution de certains aspects du modèle initial : le compteur de prédiction et
l'historique de prédiction. Nous introduisons le modèle du compteur 2-bits. Dans ce modèle, le
calcul du nombre de mauvaises prédictions le long du chemin pire-cas est affiné. Ensuite, nous
présentons une amélioration de la modélisation du calcul de l'index de la BHT (historique).
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Tab. 4.2  Contraintes du modèle d'un prédicteur global 1-bit
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4.2.1 Modélisation du compteur de prédiction 2-bits
Dans cette section, nous nous focalisons sur le calcul de la prédiction. Dans le modèle
précédent, Li et al. modélisent un compteur 1-bit pour calculer le nombre de mauvaises pré-
dictions. Nous souhaitons modéliser un compteur 2-bits [60], constitué de quatre états. Pour
le compteur 1-bit, l'évolution du compteur n'est pas modélisée car elle est implicite : l'issue
du branchement précédent constitue la prédiction. La description du calcul de la prédiction
par un compteur 2-bits implique une connaissance de l'issue du branchement précédent et de
l'état dans lequel se trouve le compteur avant l'exécution du branchement précédent.
Pour expliquer la construction du modèle, nous considérons que le compteur évolue en
fonction du branchement contenu dans le bloc i et que ce branchement est le seul à utiliser le
compteur. Les variables nécessaires à cette modélisation sont présentées sur la figure 4.7. Le
nombre d'exécutions du bloc i lorsque le branchement est prédit par l'état c du compteur est
noté xci . L'état du compteur peut prendre une valeur dans l'ensemble C = {00, 01, 10, 11}. La
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Tab. 4.3  Contraintes qui modélisent le calcul de la prédiction par un compteur 2-bits pour




































































































































Fig. 4.7  Variables utilisées pour modéliser le calcul de la prédiction par un compteur 2-bits
pour le branchement du bloc i
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Fig. 4.8  Transitions mal prédites du compteur 2-bits
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direction du branchement prend une valeur dans l'ensemble D = {0, 1}. Le nombre d'occur-




Les deux variables xc⇒i et xc
i
d⇒
représentent l'état initial et la dernière transition du comp-
teur. L'état initial n'est pas fixé car il a une influence sur l'impact de la prédiction de bran-
chement et le nombre de mauvaises prédictions. En effet, l'état initial détermine la première
prédiction mais aussi les suivantes. Par exemple, si un branchement est résolu "pris" trois fois,
il est mal prédit zéro, une ou deux fois en fonction de l'état initial.
Le modèle du compteur 2-bits est présenté dans le tableau 4.3. Le nombre d'exécutions d'un
état est lié au nombre d'exécutions des transitions qui permettent de l'obtenir. Par exemple,
l'état 10 est obtenu :
 si c'est l'état initial,
 si le branchement lors de sa dernière occurrence était prédit "pris" (état 11 ) et finalement
résolu "non-pris" (transition "0"),
 si le branchement lors de sa dernière occurrence était prédit "non-pris" (état 01 ) et
finalement résolu "pris" (transition "1").
A partir d'un état, quatre transitions sont considérées :
 le branchement prédit par cet état est résolu "pris" (transition "1"),
 le branchement prédit par cet état est résolu "non-pris" (transition "0"),
 lors de la dernière utilisation du compteur, le branchement prédit par cet état est résolu
"pris" (transition finale "1"),
 lors de la dernière utilisation du compteur, le branchement prédit par cet état est résolu
"non-pris" (transition finale "0").
Ceci nous permet de décrire l'évolution du compteur. Ce compteur est utilisé pour calculer la
prédiction d'un branchement. Les modèles du compteur et du CFG sont liés par le nombre
d'occurrences du branchement qui correspond au nombre d'accès au compteur. Le compteur
est mis à jour à chaque exécution du branchement : le nombre d'écritures du compteur est la
somme des nombres d'occurrences des états. A chaque exécution d'une direction du branche-
ment, le compteur est mis à jour via l'utilisation d'une transition : les nombres d'exécutions
des directions et des transitions qui sont étiquetées par la même valeur ("0" ou "1") sont
égaux.
A partir de cette description du compteur, il faut calculer le nombre de mauvaises prédic-
tions pour chaque direction du branchement. Une direction est mal prédite si elle est exécutée
alors qu'elle n'était pas prédite. Sur le compteur, nous avons précisé que quatre transitions
mal prédites sont possibles suite à une mauvaise prédiction (elles sont en pointillés sur la fi-
gure 4.8). Le nombre d'exécutions de ces transitions donne le nombre de mauvaises prédictions
qui ont lieu le long du chemin pire-cas. La valeur de l'étiquette de la transition ("0" ou "1")
correspond à la direction qui est mal prédite.
Nous venons de décrire le modèle d'un compteur 2-bits utilisé par un branchement i.
Si ce compteur est utilisé par plusieurs branchements des modifications sont nécessaires. Le
principe de base reste similaire mais davantage de transitions lient deux états du compteur.
Deux modèles différents d'une utilisation multiple du compteur 2-bits vont être présentés dans
les modèles des prédicteurs bimodal et global 2-bits. Dans la section suivante nous proposons
une amélioration de la modélisation de l'historique.
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Fig. 4.9  Évolution de l'historique entre blocs contenant des branchements
Fig. 4.10  Évolution de l'historique pour l'exécution du premier branchement
4.2.2 Modifications de la modélisation de l'historique
La modélisation de l'historique proposée par Li et al. prend en compte une valeur de
l'historique pour chaque bloc de base [55]. Pour les blocs ne contenant pas de branchement,
l'historique n'est pas modifié par leur exécution. La valeur de l'historique pour de tels blocs
n'est utile dans la modélisation que pour transmettre l'historique du bloc précédent au bloc
suivant. Puisque l'historique n'est pas utilisé pour les blocs ne contenant pas de branchement,
il n'est pas nécessaire de le modéliser. Nous proposons de réduire le nombre de contraintes
et le nombre de variables à générer en prenant en compte la valeur de l'historique seulement
pour les blocs contenant un branchement conditionnel.
Les blocs qui contiennent des branchements conditionnels sont repérés par le nombre
d'arêtes en sortie du bloc (deux). Il est donc possible de connaître les blocs contenant un
branchement et d'établir la liste des branchement précédents et suivants pour chacun de ces
blocs. La figure 4.9 représente le nouveau schéma d'évolution de l'historique. Par rapport au
schéma d'origine, les transitions ne causant pas d'évolution de l'historique ont été supprimées.
Comme le graphe de flot de contrôle ne contient qu'un seul point d'entrée, l'historique
initial est utilisé par un seul branchement qui le modifie après son exécution. La figure 4.10
représente l'évolution de l'historique causée par la première exécution de ce branchement. Les
transitions en provenance d'une valeur initiale de l'historique sont exécutées au plus une fois
et une seule de ces transitions est exécutée (
∑
pi∈Π
xpi⇒a = 1 où a est le numéro du bloc contenant
le premier branchement). Nous notons B⇒a le singleton constitué du bloc contenant le premier
branchement exécuté.
La figure 4.11 présente les ensembles d'historiques rencontrés pour chaque branchement
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Fig. 4.11  Historiques possibles pour chaque branchement conditionnel en fonction de la
valeur initiale de l'historique
en fonction de la valeur initiale de l'historique. Le branchement du bloc 1 peut donc être
rencontré avec tous les historiques possibles en fonction de la valeur de l'historique initial. La
figure 4.12 présente l'évolution de l'historique à prendre en compte pour un branchement qui
peut être le dernier exécuté. La variable xpiz⇒ prend la valeur 1 lorsque le dernier branchement
rencontré est celui du bloc z et que l'historique utilisé lors de sa dernière exécution est pi. Nous
notons Bz⇒ l'ensemble des blocs contenant un branchement qui peut être le dernier exécuté.
Le système de contraintes permettant de modéliser l'historique est présenté dans le ta-
bleau 4.4 où Pb ⊂ B et Sb ⊂ B. Nous utilisons cette version simplifiée de la modélisation de
l'historique dans la suite du chapitre.
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Fig. 4.12  Évolution de l'historique lorsque le branchement peut être le dernier exé-
cuté (b ∈ Bz⇒)
Tab. 4.4  Système de contraintes modélisant l'historique




∀pi ∈ Πb,mpib ≤ xpib



























































4.3 Modèle complet de deux prédicteurs 2-bits
Nous avons présenté le modèle complet d'un prédicteur global 1-bit proposé par Li et al. [55].
Puis, nous avons proposé un modèle de compteur 2-bits et une amélioration du modèle de
l'historique global. En nous basant sur ces modèles, nous construisons les modèles de deux
prédicteurs de branchement dont la prédiction est calculée par des compteurs 2-bits [61] : le
prédicteur global et le prédicteur bimodal.
4.3.1 Modèle d'un prédicteur global 2-bits
Fig. 4.13  Prédicteur global 2-bits
Fig. 4.14  Ordre d'exécution entre les deux branchements en fonction de l'historique
La figure A.1 représente le prédicteur global que nous modélisons dans cette section. Ce
prédicteur utilise un historique global de deux bits pour indexer la BHT. La prédiction est
calculée en utilisant un compteur 2-bits. Lorsque le branchement est rencontré, un compteur
est accédé en fonction de la valeur de l'historique. Tous les branchements rencontrés avec
l'historique pi utilisent le compteur de l'entrée pi de la BHT.
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Fig. 4.15  Évolution du compteur de l'entrée 00 de la BHT
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Tab. 4.5  Système de contraintes du modèle d'un prédicteur global 2-bits

































































































































































































































La modélisation du prédicteur global 2-bits se base sur celles du prédicteur global 1-bit
et du compteur 2-bits. Pour modéliser l'historique, la modélisation présentée dans la section
précédente est utilisée. Les modélisations des conflits et des compteurs de prédiction sont
fusionnées car les branchements en conflit sur une entrée de la BHT font évoluer le même
compteur. Pour détailler notre explication la figure 4.14 représente l'ordre d'exécution entre
les deux branchements du programme en fonction de l'historique qu'ils utilisent. Sur cette
figure, lorsqu'un chemin existe entre deux états ayant le même historique, cela exprime que
l'état source utilise le compteur respectif avant l'état cible.
La figure 4.15 représente le schéma du compteur contenu dans l'entrée 00 de la BHT.
Par exemple, si le branchement du bloc 2 est exécuté avec l'historique 00 alors il utilise ce
compteur. Ce branchement du bloc 2 est prédit par l'état 10 du compteur :
 si le dernier branchement qui a accédé à ce compteur était celui du bloc 1 prédit par
l'état 11 et exécutant la direction 0,
 si l'état 10 est l'état initial du compteur et le branchement du bloc 2 est le premier à
être exécuté avec l'historique 00.
Le compteur présenté ci-dessus est un des compteurs contenu dans la BHT. Pour chaque
compteur, un ensemble de contraintes décrit son évolution en tenant compte des conflits. Le
système de contraintes modélisant un prédicteur global 2-bits est présenté dans le tableau 4.5
où xpi,cb est le nombre d'exécutions du bloc b lorsqu'il est prédit par l'état c du compteur de
l'entrée pi de la BHT.
4.3.2 Modèle d'un prédicteur bimodal
Fig. 4.16  Prédicteur bimodal
Un prédicteur bimodal indexe la BHT par l'adresse de l'instruction du branchement (voir
figure 4.16). Un branchement accède toujours au même compteur. Comme la BHT est limitée
en taille, deux branchements peuvent accéder à la même entrée de la BHT. De ce fait, deux
branchements peuvent être en conflit et utiliser le même compteur de prédiction.
Pour modéliser un prédicteur bimodal, il n'est pas nécessaire de modéliser le calcul de
l'index car il est dérivé de l'adresse de l'instruction de branchement (fixe pour toute la durée
de l'exécution). Les branchements ayant la même adresse utilisent le même compteur tout au
long de l'exécution du programme. Comme pour le modèle du prédicteur global 2-bits, les
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Fig. 4.17  Ordre d'exécution entre les branchements des blocs 1 et 2 lorsque les adresses
respectives des instructions de branchement indexent la même entrée de la BHT
Fig. 4.18  Évolution du compteur 2-bits en fonction des directions des deux branchements
en conflit
modélisations de l'évolution du compteur et des conflits sur les entrées de la BHT ne peuvent
pas être détaillées séparément car les conflits ont un impact sur l'évolution du compteur
de prédiction. Modéliser un prédicteur bimodal revient à décrire l'évolution des compteurs
en fonction des branchements qui les utilisent. En supposant que les deux branchements du
programme exemple sont en conflit, la figure 4.17 donne l'ordre d'exécution entre ces deux
branchements. L'évolution du compteur correspondant est présenté sur la figure 4.18.
Le système de contraintes décrivant un prédicteur bimodal est présenté dans le tableau 4.6.
Les notations suivantes sont utilisées :
 A est l'ensemble des adresses des entrées utilisées de la BHT,
 pi est l'index de la BHT calculé à partir de l'adresse de l'instruction de branchement.
Ce système est basé sur le modèle du compteur 2-bits et une version simplifiée du modèle des
conflits sur les entrées de la BHT. Chaque branchement utilisant toujours le même compteur,
les contraintes décrivant son évolution ne dépendent que des branchements qui utilisent le
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Tab. 4.6  Système de contraintes du modèle d'un prédicteur bimodal







































































































































même compteur. La modélisation du calcul de l'indexation de la BHT n'est pas nécessaire
car la valeur de l'index ne dépend que de l'adresse de l'instruction de branchement (pas
d'historique).
4.4 Conclusion
Dans ce chapitre nous avons présenté la modélisation de prédicteur dynamique par ap-
proche globale. Nous avons proposé la modélisation d'un compteur 2-bits et l'amélioration de
la modélisation de l'historique du modèle d'un prédicteur global 1-bit. Ces deux modélisations
sont utilisées dans les modèles complets de deux prédicteurs. Les prédicteurs décrits utilisent :
 un calcul de la prédiction par un compteur 1-bit ou 2-bits,
 une BHT indexé par :
 l'adresse de l'instruction de branchement ou,
 un historique global de prédiction de deux bits.
Ces modèles peuvent servir de base pour décrire d'autres prédicteurs. En annexe A est présenté
le modèle d'un prédicteur dont l'index de la BHT est calculé par une fonction "ou exclusif"
entre l'adresse de l'instruction de branchement et un historique de prédiction. Le modèle de
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ce prédicteur est très semblable à celui du prédicteur global 2-bits que nous avons développé.
La seule différence se situe dans le modèle de l'historique : l'historique calculé est différent de
l'index de la BHT utilisé dans les équations traitant les conflits et l'évolution du compteur
de prédiction. Les contraintes ajoutées spécifient pour chaque branchement que le nombre
d'occurrences du branchement avec un historique h est égal au nombre d'occurrences du
branchement avec l'index pi correspondant.
Dans le chapitre suivant, nous proposons un moyen de mesurer la taille d'un système de




Nous avons présenté deux approches différentes pour calculer l'impact de la prédiction
dynamique de branchement sur le temps d'exécution pire-cas.
L'approche locale prend en compte cet impact en évaluant le pire nombre de mauvaises
prédictions. Cette approche permet de modéliser le calcul de la prédiction effectué par un
compteur 2-bits.
L'approche globale permet de décrire davantage de prédicteurs. Les mécanismes d'histo-
rique de prédiction, calcul de prédiction par un compteur 1-bit ou 2-bits et les conflits sur les
entrées de la BHT sont descriptibles par cette approche. Tous les prédicteurs composés par
ces mécanismes sont donc modélisables par approche globale. Pour connaître les limites de
cette approche et comparer les modèles nous proposons la complexité de modélisation. Cette
mesure de complexité se base sur la taille du système de contraintes.
Dans ce chapitre, nous détaillons le calcul des fonctions de complexité pour les trois modèles
de prédicteur de branchement présentés dans le chapitre précédent (section 5.1). Ensuite,
nous expliquons comment nous avons généré automatiquement les systèmes de contraintes
correspondant à ces trois modèles. A partir des résultats obtenus, nous confirmons l'utilité
de la complexité de modélisation (section 5.2). Enfin, nous étudions les différentes possibilités
de traitement de la prédiction de branchement pour le calcul de WCET. Nous discutons de
l'approche la plus adaptée pour modéliser un prédicteur de branchement dynamique et nous
décrivons un prédicteur adapté à une utilisation dans les systèmes temps-réel (section 5.3).
5.1 Complexité de modélisation
La notion de complexité est souvent assimilée à la complexité algorithmique. Pour les
systèmes de contraintes ILP (Integer Linear Programming), la complexité est évaluée à partir
des performances de calcul des algorithmes de résolution mis en ÷uvre. La complexité permet
alors d'exprimer le temps de calcul et la capacité mémoire nécessaires en fonction de la taille
du problème et en fonction de l'outil de résolution. Au contraire, la complexité de modélisation
compare les systèmes de contraintes indépendamment du solveur utilisé [61].
Pour quantifier la complexité de modélisation, nous utilisons un triplet < C,V,A > où C
est le nombre de contraintes du système, V est le nombre de variables, et A l'arité du système.
L'arité d'une contrainte est le nombre de variables utilisées dans cette contrainte. L'arité du
système est l'arité maximum pour toutes les contraintes du système : le nombre maximum de
variables utilisées dans une même contrainte.
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Dans cette section, nous exposons les fonctions de complexité de modélisation pour les
trois modèles de prédicteurs de branchement présentés dans le chapitre 4.
Tab. 5.1  Ensembles dont l'arité est utilisée pour exprimer la complexité de modélisation
E Ensemble de toutes les arêtes du CFG
X Ensemble de tous les blocs de base du CFG
B Ensemble de tous les blocs de base contenant un branchement








lΠb Ensemble des historiques possibles pour le bloc b ∈ X
Πe Ensemble de tous les historiques possibles pour l'arête e ∈ E
Bpistart Ensemble des blocs contenant un branchement qui peut être le premier exé-
cuté avec l'historique pi
Bpiend Ensemble des blocs contenant un branchement qui peut être le dernier exé-
cuté avec l'historique pi
Spib Ensemble des blocs contenant un branchement qui peut être le prochain
branchement exécuté avec l'historique pi après l'exécution du bloc b ∈ B
(end ∈ Spib si b ∈ Bpiend)
Ppib Ensemble des blocs contenant un branchement qui peut être le dernier
branchement exécuté avec l'historique pi avant l'exécution du bloc b ∈ B
(start ∈ Ppib si b ∈ Bpistart)









B@start Ensemble des blocs contenant un branchement qui peut être le premier à
utiliser l'entrée @ de la BHT
B@end Ensemble des blocs contenant un branchement qui peut être le dernier à
utiliser l'entrée @ de la BHT
S@b Ensemble des blocs contenant un branchement qui peut être le prochain
exécuté, utilisant l'entrée @ de la BHT, après le bloc b ∈ B (end ∈ S@b si
b ∈ B@end)
5.1.1 Prédicteur global 1-bit
Le calcul des fonctions de complexité de modélisation s'effectue pour chaque contrainte
puis sur l'ensemble des contraintes. Le tableau 5.1 rappelle les notations des ensembles dont le
cardinal est utilisé pour calculer la complexité de modélisation. Pour préciser la construction
des fonctions de complexité pour le prédicteur global 1-bit, nous détaillons le calcul pour une
contrainte. Pour cette contrainte, nous allons évaluer combien de fois elle est générée pour
l'ensemble des blocs de base d'un programme, combien de variables sont utilisées dans cet
ensemble de contraintes dérivées et combien de variables au maximum sont utilisées dans
76







(8 + |Spib |)) +
∑
b∈X
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cette contrainte. Nous considérons la contrainte suivante :








Le nombre de contraintes dérivées est donné par les expressions de type "∀y ∈ Y " précédant
la contrainte. La complexité est calculée avec précision : lorsque deux expressions de dérivation
se suivent (par exemple, "∀b ∈ B,∀pi ∈ Πb") le calcul du nombre de contraintes dérivées
s'effectuent par une somme liant les deux ensembles de dérivation (
∑
b∈B
|Πb|). Pour la contrainte







Lors du calcul du nombre de variables, nous ne comptabilisons que les variables qui sont
introduites par cette contrainte : si elles ont déjà été utilisées dans d'autres contraintes, elles
ont été comptabilisées auparavant. Pour l'exemple, nous considérons qu'aucune variable n'a











Le calcul de l'arité de la contrainte exemple est évident car l'arité est fixe pour toute
dérivation de la contrainte :
A = 3
Pour calculer la complexité pour l'ensemble du modèle, les nombres de contraintes déri-
vées sont additionnés, un calcul du nombre total de variables différentes utilisées est effectué
et l'arité maximale est comptabilisée pour l'arité du système. L'expression de la complexité
de modélisation pour le modèle du prédicteur global 1-bit est donnée dans le tableau 5.2.
Cette complexité a été calculée avec le modèle initial de l'historique de prédiction : le nombre
d'historiques possibles pour chaque bloc de base et chaque arête du CFG ont un impact sur la
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complexité de ce modèle. Cette complexité correspond au modèle d'un prédicteur 1-bit avec
une BHT indexée par n bits d'historique de prédiction (n quelconque) car rien ne fixe la taille
de l'historique dans les équations de complexité de modélisation. Nous observons que l'arité
du système n'est pas fixe : en fonction du programme elle peut dépendre de quatre arités de
contraintes différentes. Il n'est pas possible de déterminer un maximum entre ces quatre arités
dans le cas général.
5.1.2 Prédicteur global 2-bits
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La complexité de modélisation d'un prédicteur global 2-bits est calculée de la même façon
que celle décrite pour le modèle du prédicteur global 1-bit. Les équations de complexité pour
le modèle de ce prédicteur sont exposées dans le tableau 5.3. Nous avons pris en compte le
modèle amélioré de l'historique de prédiction. Les historiques sont calculés uniquement pour
les blocs contenant un branchement (b ∈ B). Comme la précédente, cette expression de la
complexité de modélisation est indépendante de la taille de l'historique de prédiction.
5.1.3 Prédicteur bimodal












A = 1 + 4×max
@∈A
(|S@b |)
Par rapport aux complexités de modélisation exposées précédemment, la complexité de
modélisation du modèle de prédicteur bimodal est écrite en fonction d'ensembles différents.
La différence est due à l'indexation de la BHT par l'adresse de l'instruction de branche-
ment. L'expression de la complexité pour le modèle du prédicteur bimodal est donnée dans
la table 5.4. Nous observons que les équations de complexité contiennent moins d'opérandes
que dans les équations précédentes. Dans le prédicteur bimodal chaque branchement utilise
toujours le même compteur de prédiction : les contraintes dérivées de la description des conflits
ne le sont que pour un seul compteur ce qui simplifie le modèle.
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Les expressions des complexités que nous avons décrites permettent de connaitre la com-
plexité pour un modèle qui va être développé ou de comparer les complexités des modèles
lorsque les tailles des tables de prédictions sont fixées. Dans la section suivante, nous expli-
quons comment nous avons développé les modèles de prédicteur de branchement présentés
dans le chapitre 4. Nous nous appuierons donc sur les complexités mesurées pour comparer
ces trois modèles.
5.2 Évaluation
Pour l'implémentation de la génération des contraintes, nous avons utilisé l'outil OTAWA3
développé dans notre équipe de recherche. Cet outil permet de calculer le WCET de façon
modulaire. Dans cet outil, l'utilisateur peut choisir : la méthode de calcul de WCET, le pro-
cesseur sur lequel est exécuté le programme analysé, les méthodes de prise en compte de
l'impact des éléments de l'architecture (pipeline et caches)... Pour le programme de généra-
tion de contraintes, nous avons utilisés des fonctionnalités fournies par OTAWA : la génération
du système de contraintes IPET de base, l'analyse de flot...
Pour résoudre le système de contraintes, nous utilisons le solveur lp-solve4.
La modélisation des prédicteurs de branchement que nous avons effectuée a été introduite
dans OTAWA. Dans cette section nous décrivons les structures de graphes que nous avons
créées pour générer les contraintes. Puis, nous exposons et analysons les résultats obtenus.
5.2.1 Implémentation
Fig. 5.1  CFG du programme BS
Pour générer les contraintes, nous avons utilisé différents graphes fournissant les informa-
tions nécessaires à la dérivation d'une même contrainte du modèle pour un ensemble de blocs




Fig. 5.2  BHG du programme BS pour un historique 2-bits
 BBHG (Basic Block History Graph) : ce graphe décrit l'évolution de l'historique pour
l'ensemble des blocs de base du CFG ;
 BHG (Branch History Graph) : ce graphe décrit l'évolution de l'historique pour l'en-
semble des branchements (blocs de base contenant un branchement) ;
 BCG (Branch Conflict Graph) : ce graphe décrit l'ordre d'exécution entre les branche-
ments qui sont en conflit.
Pour expliquer la construction de ces graphes, nous allons utiliser le benchmark BS de
la suite SNU dont le CFG est donné sur la figure 5.1. Le BBHG est crée pour faciliter la
génération du modèle de Li et al.. Le BBHG du programme BS est présenté figure 5.3. Le
premier bloc du CFG est le bloc 0. Dans le modèle de Li et al., la valeur initiale de l'historique
est quelconque : dans le BBHG, quatre états sont dérivés pour le bloc 0 correspondant aux
quatre valeurs initiales possibles pour l'historique. Ces quatres états sont les points de départ
de toutes les évolutions possibles de l'historique de branchement. Par exemple, en partant
de l'état représentant le bloc 0 exécuté avec l'historique 00, on atteint l'état représentant le
bloc 1 avec le même historique 00 . Ensuite, comme le bloc 1 contient un branchement, chacun
des états le représentant permet d'atteindre deux états différents représentant les blocs 2 et 3
avec l'historique modifié par l'exécution de la direction correspondante (0 pour le bloc 2 et 1
pour le bloc 3). Tous les états du BBHG sont obtenus de cette façon à partir de l'évolution
de l'historique et de sa valeur à chaque bloc de base.
Le BHG est utilisé pour générer les contraintes correspondant au modèle amélioré de
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Fig. 5.3  BBHG du programme BS pour un historique 2-bits
Fig. 5.4  BCG du programme BS pour pour l'historique 01
l'historique que nous avons introduit (chapitre 4). Dans ce modèle, l'historique est modélisé
en décrivant ses valeurs successives uniquement sur les blocs contenant un branchement. Le
bloc 1 contient le premier branchement exécuté. Comme dans le BBHG, la valeur initiale de
l'historique est quelconque : dans le BHG, quatre états sont dérivés pour le bloc 1. Dans ce
graphe, uniquement les blocs contenant un branchement sont représentés : chacun des états a
deux arêtes en sortie. La figure 5.2 présente le BHG.
A partir de l'étude de ces graphes, des classes de branchements sont calculées. Elles re-
groupent les branchements qui peuvent être rencontrés avec le même historique. Le BCG de la
figure 5.4 représente l'ordre d'exécution entre les branchements des blocs 1 et 3 lorsqu'ils sont
exécutés avec l'historique 01. Ce graphe est construit par lecture du BHG ou du BBHG selon
le modèle de l'historique utilisé. Pour le prédicteur bimodal, les classes de branchements sont
calculées en fonction de l'adresse de l'instruction de branchement et les BCG sont construits
par lecture du CFG.
Nous venons de présenter les graphes qui sont utilisés pour générer le système de contraintes
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correspondant à un modèle de prédicteur de branchements. Nous allons maintenant exposer
les résultats obtenus.
5.2.2 Résultats
Fig. 5.5  Comparaison de l'évolution de l'arité et du temps de résolution du système de
contraintes
Dans cette section nous exposons les résultats obtenus pour les benchmarks SNU. Le
processeur modélisé a les caractéristiques suivantes :
 superscalaire de degré 2,
 pipeline de quatre étages,
 exécution dans le désordre,
 jeux d'instructions PowerPC,
 pas de mémoires caches.
Nous avons, tout d'abord, calculé la complexité de modélisation et comparé sa valeur au
temps nécessaire à la résolution du système de contraintes. La corrélation entre l'évolution
du temps de résolution et l'évolution de la complexité de modélisation est mise en évidence
dans les figures 5.5, 5.7 et 5.6 : le prédicteur est bimodal avec une BHT de 16 entrées (des
résultats similaires ont été obtenus pour les autres prédicteurs). Nous observons que le temps
de résolution a une croissance qui respecte celle de la complexité. Par exemple, le plus im-
portant temps de résolution est obtenu pour le programme fft1 : pource programme l'arité, le
nombre de contraintes et le nombre de variables ont une valeur supérieure à celle des autres
programmes. Ce résultat met en évidence que la complexité de modélisation ne représente pas
seulement le travail nécessaire pour générer le système et le réutiliser mais aussi la tendance
générale du temps de résolution du système de contraintes.
Nous allons maintenant comparer les complexités des différents modèles présentés dans
ce rapport. Nous avons exécuté le programme de génération des contraintes pour le prédic-
teur initial avec le modèle initial de l'historique de prédiction et avec le modèle amélioré. Le
tableau 5.5 expose les valeurs du triplet représentant la complexité de modélisation pour le
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Fig. 5.6  Comparaison de l'évolution du nombre de variables et du temps de résolution du
système de contraintes
Fig. 5.7  Comparaison du nombre de contraintes et du temps de résolution du système de
contraintes
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Tab. 5.5  Comparaison de la complexité de modélisation en fonction du modèle de l'historique
utilisé
benchmark modèle complexité
historique C V A
bs initial 248 194 5
amélioré 203 174 5
crc initial 1976 2073 18
amélioré 1671 1998 18
fft1 initial 8106 10993 53
amélioré 7471 10743 53
fibcall initial 100 73 4
amélioré 69 73 5
fir initial 3121 3736 26
amélioré 2694 3583 26
insertsort initial 250 217 5
amélioré 229 203 5
jfdctint initial 295 236 5
amélioré 250 214 5
lms initial 2690 3171 23
amélioré 2345 3055 23
ludcmp initial 2305 2726 23
amélioré 2156 2656 23
matmul initial 315 246 5
amélioré 268 229 6
minver initial 3664 4559 30
amélioré 3401 4452 30
qurt initial 1446 1262 13
amélioré 1157 1167 13
84
Tab. 5.6  Comparaison de la complexité de modélisation en fonction de la taille de l'historique
de prédiction
benchmark taille complexité
historique C V A
bs 2 bits 257 335 29
4 bits 603 876 77
crc 2 bits 3201 5643 181
4 bits 10325 21471 757
fibcall 2 bits 57 60 9
4 bits 81 108 17
fir 2 bits 5748 10759 241
4 bits 19834 47440 1065
fft1 2 bits 18987 35689 341
4 bits 80495 205351 2613
insertsort 2 bits 342 484 41
4 bits 1090 1736 141
jfdctint 2 bits 335 440 37
4 bits 903 1298 121
lms 2 bits 4920 9083 197
4 bits 15568 36037 973
ludcmp 2 bits 4623 8130 193
4 bits 18001 40687 1065
matmul 2 bits 355 450 41
4 bits 1137 1785 169
minver 2 bits 7701 13987 273
4 bits 30395 71918 1397
qurt 2 bits 1693 2503 61
4 bits 4275 7798 409
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prédicteur global 1-bit avec un historique de deux bits. Les résultats obtenus montrent que
la complexité de modélisation est moindre grâce à l'utilisation du modèle amélioré de l'histo-
rique de prédiction. Nous avons aussi constaté que plus la taille de l'historique est grande, plus
il devient intéressant d'utiliser la version améliorée du modèle de l'historique de prédiction.
Ceci se justifie par la croissance du nombre d'historiques possibles lorsque l'historique est de
taille plus importante. Cette augmentation du nombre d'historiques possibles en fonction de
la taille de l'historique peut s'observer en comparant les complexités de modélisation pour le
même programme et le même prédicteur mais avec deux tailles d'historique différentes. Le
tableau 5.6 présente les résultats obtenus pour le prédicteur global 2-bits avec un historique
de deux bits puis quatre bits.
Nous nous intéressons, maintenant, à la différence entre les complexités de modélisation des
quatre prédicteurs : prédicteur global 1-bit, prédicteur bimodal, prédicteur global 2-bits indexé
par l'historique et prédicteur global 2-bits indexé par l'historique et l'adresse de l'instruction
de branchement (voir tableau 5.7).




bs global 1-bit 456 438 17
bimodal 100 122 9
global 2-bits 603 876 77
XOR 2-bits 280 358 29
crc global 1-bit 5202 7093 18
bimodal 555 683 13
global 2-bits 10325 21471 757
XOR 2-bits 2253 3431 69
fibcall global 1-bit 107 125 17
bimodal 42 42 9
global 2-bits 81 108 17
XOR 2-bits 123 142 17
fir global 1-bit 8628 14384 24
bimodal 910 1187 29
global 2-bits 19834 47440 1065
XOR 2-bits 3708 6663 129
fft1 global 1-bit 28261 56649 55
bimodal 1957 2545 29
Suite page suivante . . .
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...Suite de la page précédente
benchmark prédicteur complexité
C V A
global 2-bits 80495 205351 2613
XOR 2-bits 82749 206717 2615
insertsort global 1-bit 692 682 17
bimodal 85 92 9
global 2-bits 1090 1736 141
XOR 2-bits 366 520 41
jfdctint global 1-bit 674 619 17
bimodal 98 100 9
global 2-bits 903 1298 121
XOR 2-bits 347 444 33
lms global 1-bit 7093 11180 21
bimodal 861 1130 17
global 2-bits 15568 36037 973
XOR 2-bits 16125 36034 949
ludcmp global 1-bit 7587 12031 46
bimodal 734 988 17
global 2-bits 18001 40687 1065
XOR 2-bits 3233 5436 117
matmul global 1-bit 764 741 17
bimodal 156 174 9
global 2-bits 1137 1785 169
XOR 2-bits 365 430 21
minver global 1-bit 11918 20690 32
bimodal 1134 1510 21
global 2-bits 30395 71918 1397
XOR 2-bits 5384 10002 157
qurt global 1-bit 2692 3096 17
bimodal 662 880 17
global 2-bits 4275 7798 409
XOR 2-bits 5384 10002 157
Pour ces mesures, nous avons considéré une BHT de 4 entrées (historique de quatre bits).
87
Nous avons proposé un modèle de prédicteur utilisant un compteur 2-bits car ce compteur est
davantage utilisé dans les processeurs. La modélisation de ce compteur 2-bits demande une
description de l'évolution du compteur qui n'est pas nécessaire pour un compteur 1-bit. Ceci
explique la différence entre la complexité des prédicteurs globaux 1-bit et 2-bits.
Lorsque l'historique est fusionné à l'adresse de l'instruction de branchement par le biais
de la fonction XOR, le nombre de conflits est diminué et nous observons de ce fait une nette
diminution de la complexité. Sur l'ensemble des résultats, le prédicteur bimodal conserve une
complexité nettement moins importante que celle d'un prédicteur global.
Fig. 5.8  Précision du WCET apporté par la modélisation des prédicteurs de branchement
Nous terminons cette section en comparant les WCET obtenus avec modélisation de la
prédiction de branchement ou sans modélisation (toute occurrence d'un branchement est une
mauvaise prédiction). Nous avons mesuré la précision gagnée par modélisation de la prédiction
de branchement. La figure 5.8 expose le rapport entre le gain de précision et le WCET total.
Certains temps d'exécution pire-cas ne sont pas fournis : ces résultats n'ont pas été obtenus
car l'outil de résolution du système de contraintes n'a pas réussit à résoudre les systèmes de
contraintes trop complexes.
Nous observons que la modélisation de la prédiction de branchement permet d'affiner le
WCET. Ainsi, le WCET peut être affiné jusqu'à 25%. Ceci met en évidence l'importance de
la modélisation fine de la prédiction de branchements. Les minimums de gain sont obtenus
pour le programme "jfdctint" qui ne contient que trois branchements de boucles qui sont
en séquence : ce petit nombre de branchements justifie que le gain relatif à la prédiction de
branchement soit faible sur ce programme. De manière générale, la prise en compte de la
prédiction de branchement permet d'affiner le WCET de façon non négligeable.
Les résultats exposés mettent en évidence qu'il est grandement plus aisé et plus précis de
modéliser un prédicteur bimodal qu'un prédicteur global. Malgré le calcul de la prédiction par
un compteur 2-bits, le prédicteur bimodal présente une complexité nettement moins impor-
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tante que pour les prédicteurs globaux. Ceci se justifie par la nécessité de modéliser l'évolution
de plusieurs compteurs de prédiction lorsqu'un historique de prédiction est utilisé pour indexer
la BHT. L'indexation par un "ou exclusif" entre l'adresse de prédiction et la valeur de l'his-
torique limite le nombre de conflits. Le modèle de ce prédicteur a donc une complexité de
modélisation inférieure à celle des autres prédicteurs globaux décrits dans ce rapport. Dans
la section suivante, nous allons analyser la modélisation de la prédiction de branchement avec
différents points de vue.
5.3 Prédiction de branchement et temps-réel
La modélisation de la prédiction de branchement dynamique est possible et nous l'avons
montré dans ce rapport. Cependant, en fonction des objectifs fixés, ce ne sont pas les mêmes
méthodes de modélisations qui vont être utilisées.
Lorsque l'on souhaite modéliser avec précision la prédiction de branchement dynamique, on
peut utiliser l'approche dynamique qui permet de décrire différents mécanismes d'indexation
de la BHT et de calcul de la prédiction en prenant en compte les conflits sur les entrées de
la BHT. Ainsi, pour les prédicteurs dynamiques utilisés dans les processeurs embarqués dont
nous avons présenté les caractéristiques dans le chapitre 2, nous pouvons décrire comment ils
peuvent être modélisés par approche globale :
 le PowerPC 750 et le MIPS 34K utilisent des prédicteurs bimodaux, ils peuvent donc
être modélisés par approche globale en utilisant le modèle de ce prédicteur présenté dans
le chapitre 4 ;
 l'ARM Cortex-A8 utilise un prédicteur global 2-bits avec une fonction d'indexation de
la BHT qui dépend de l'historique et de l'adresse de l'instruction de branchement : nous
avons précisé comment le modèle d'un tel prédicteur peut être aisément dérivé du modèle
du prédicteur global 2-bits ;
 l'ARM 11 contient les deux bits d'historique dans le BTB : le modèle du prédicteur
bimodal peut être utilisé pour décrire ce prédicteur en ajoutant un impact différent
lorsqu'un conflit est constaté car le BTB et la BHT doivent être décris conjointement
dans ce cas.
L'approche globale permet donc de décrire les prédicteurs dynamiques. Cependant, nous
avons constaté une grande différence entre les complexités de modélisation des prédicteurs
bimodal et global. Il est donc plus adapté d'utiliser un prédicteur bimodal dans les processeurs
embarqués pour que la prédiction de branchement puisse être modélisée avec précision tout
en limitant la complexité de la modélisation.
En analysant les complexités de modélisation, nous avons vu que la modélisation des
conflits sur les entrées de la BHT est un facteur important de la croissance de la complexité.
Pour cette raison, nous décrivons dans cette section différentes propositions pour éviter les
conflits.
L'approche locale ne décrit que le calcul de la prédiction. Cette approche ne peut être
prise en compte que si parallèlement les conflits sont modélisés ou évités. Lorsque les conflits
sont évités, l'approche globale revient à dériver le modèle du compteur 2-bits pour chaque
branchement. La modélisation de la prédiction de branchements peut donc être simplifiée si
les conflits sont évités.
Bate et Reutemann prennent en compte une indexation de la BHT par l'adresse de branche-
ment. Ils proposent donc de modifier l'adresse de l'instruction de branchement en augmentant,
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par insertion de "nop", l'adresse de ces instructions [62]. Par ce moyen, il n'est pas toujours
possible d'éviter les conflits, en particulier si la taille de la BHT est plus petite que le nombre
de branchements. Bate et Reutemann proposent deux solutions dans ce cas : éviter les conflits
lorsqu'ils ont un impact sur le chemin d'exécution pire-cas, ou classer les branchements et ne
modéliser que ceux qui sont "facile à prédire". Dans la deuxième solution, les branchements
"difficile à prédire" sont considérés mal prédits tout au long de l'exécution du programme.
Il y quelques années, Patil et Emer [67] ont proposé de réduire les risques de conflits en
combinant prédiction statique et prédiction dynamique : seuls certains branchements sont
pris en compte par le prédicteur dynamique, et se voient allouer une entrée dans la table de
prédiction. Les autres branchements sont prédits de manière statique, la direction prédite étant
calculée par le compilateur pour chaque branchement. Ainsi, on peut contrôler le contenu de la
table de prédiction et empêcher les conflits. L'heuristique de prédiction statique utilisée dans
un tel prédicteur peut permettre d'affiner le WCET global [68][64]. Un tel prédicteur "mixte"
repose sur la possibilité de maîtriser le mode de prédiction pour chaque branchement. Alors que
la plupart des processeurs imposent un mode de prédiction commun à tous les branchements,
le processeur IA-64 d'Intel offre cette possibilité, grâce à des extensions (branch hints) des
instructions de contrôle :
.spnt prédiction statique : non pris
.sptk prédiction statique : pris
.dp prédiction dynamique
En utilisant cette sélection du type de la prédiction de branchement à chaque branchement,
il est possible de faire en sorte qu'il n'y ait aucun conflit. Pour la sélection des branchements à
prédire dynamiquement, nous proposons une heuristique basée sur les niveaux de boucles, les
temps d'exécution des branches et les structures algorithmiques. Un calcul des branchements
en conflits est effectué pour chaque entrée de la BHT. Parmi les n branchements utilisant la
même entrée de la BHT, celui ou ceux qui sont exécutés dynamiquement est/sont choisi(s)
par une heuristique qui respecte les points suivants :
 Deux branchements peuvent être prédis dynamiquement en utilisant la même entrée de
la BHT s'ils sont dans deux corps de boucles qui sont en séquence et non répétées (non
imbriquées dans une autre boucle).
 Une boucle est prioritaire par rapport à une autre boucle si elle est plus interne.
 Une boucle est prioritaire par rapport à un branchement de structure conditionnelle.
 Parmi deux branchements de structure conditionnelle, si un seul des deux branchements
ne vérifient pas la condition longer il est prioritaire.
 Parmi deux branchements de structure conditionnelle, si aucun ou tous respectent la
condition longer alors celui qui est plus interne est prioritaire. S'ils sont de même niveau
de boucle, le choix arbitraire de celui qui a l'adresse d'instruction inférieure est effectué.
La condition longer utilisée dans l'heuristique est celle présentée dans le chapitre 3. Cette
heuristique est construite pour prédire, de façon statique, en priorité les branchements pour
lesquels la prédiction dynamique n'est pas efficace. Cependant, la répartition des branche-
ments sur les entrées de la BHT est fonction de l'adresse de l'instruction de branchement :
lorsque plusieurs branchements pour lesquels la prédiction dynamique est efficace utilisent la
même entrée de la BHT, l'utilisation de cette heuristique cause une augmentation du temps
d'exécution du programme. En facilitant la modélisation de la prédiction de branchement,
nous pouvons altérer l'efficacité de son utilisation.
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5.4 Conclusion
Dans ce chapitre, nous avons présenté la complexité de modélisation de la prédiction de
branchement. Ce type de complexité met en valeur la taille du système de contraintes et
la difficulté de compréhension d'un tel système. Nous avons généré les contraintes dérivées
des trois modèles de prédicteurs de branchement présentés dans le chapitre précédent. En
comparant le temps de résolution du système de contraintes avec les valeurs du triplet de la
complexité de modélisation, nous observons une évolution similaire : le temps de résolution
croit avec la complexité de modélisation.
Les résultats observés ont aussi mis en évidence que les prédicteurs globaux sont très
complexes à modéliser par rapport au prédicteur bimodal. En évitant les conflits sur les entrées
de la BHT, la modélisation peut être davantage simplifiée.
Pour modéliser un prédicteur de branchement dynamique, si les conflits sont évités, l'ap-
proche locale et l'approche globale sont utilisables. Prendre en compte les conflits et décrire






Dans ce rapport, nous décrivons différentes méthodes de calcul de l'impact de l'utilisation
de la prédiction de branchement dynamique sur le temps d'exécution. Nous avons présenté
ces méthodes selon l'approche utilisée pour la modélisation de la prédiction de branchement.
Pour ces deux approches, l'impact de la prédiction de branchement sur le temps d'exécution
est pris en compte pour chaque direction des branchements.
Par approche locale, on calcule combien de fois les pénalités doivent être prises en compte
pour décrire le pire-cas. Le calcul du nombre de mauvaises prédictions pire-cas (WC-M) est
effectué pour chaque branchement en fonction de sa structure algorithmique. Les deux caté-
gories de structures algorithmiques étudiées sont : les boucles et les structures conditionnelles.
Nous avons affinés les équations de WC-M en tenant compte :
 de la variation du nombre d'itérations des boucles : nombre d'itérations constant, nombre
d'itérations qui varie sans régularité, nombre d'itérations qui varie régulièrement,
 du temps d'exécution des deux chemins d'exécution pour une structure conditionnelle :
adaptation du calcul de la condition calculant le WC-M approprié.
Pour chaque branchement, l'évaluation de l'expression des WC-M de ses deux directions s'ef-
fectue en tenant compte des résultats de l'analyse de flot. L'approche locale ne prend pas en
compte les conflits sur les entrées des tables de prédiction : ils doivent être évités ou modélisés
par ailleurs.
Par approche globale, l'évolution de la prédiction est décrite par un système de contraintes.
Nous avons divisé le calcul de la prédiction en trois parties : le calcul de l'index de la table de
prédiction (BHT), le calcul des conflits sur chaque entrée de la BHT, le calcul de la prédiction
par le compteur de prédiction utilisé. Ces trois mécanismes ne sont pas distincts car les conflits
dépendent de la fonction d'indexation de la BHT et le compteur de prédiction évolue en
fonction des branchements qui l'utilisent (branchements en conflit). Nous avons décrits les
modèles de ces trois mécanismes séparément. Puis, nous avons présentés les modèles de trois
prédicteurs de branchement. Le modèle d'un prédicteur n'est pas une séquence des modèles
des trois mécanismes : certaines contraintes sont modifiées pour prendre en compte l'influence
d'un autre mécanisme et certaines contraintes sont ajoutées pour lier les trois modèles. Par
approche globale, il est possible de modéliser les prédicteurs de branchements avec précision.
Pour pouvoir comparer des systèmes de contraintes, la complexité algorithmique est un
élément de comparaison qui dépend de l'algorithme de résolution utilisé. Nous proposons un
système permettant de mesurer la taille du système indépendamment de l'outil de résolution
utilisé. La complexité de modélisation est exprimée sous forme de triplet : < C,V,A >. Ce
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triplet est composé du nombres de contraintes du système (C), du nombre de variables du sys-
tèmes (V) et de l'arité du système (A). Pour chaque modèle de prédicteur de branchement que
nous avons présenté, nous avons exprimé la complexité de modélisation en fonction d'entités
mesurables à partir du code du programme : par exemple, la taille du programme (nombre de
blocs de base ou nombre de branchements) et le nombre de conflits.
Pour comparer les modèles, nous avons développé les systèmes de contraintes correspon-
dant pour plusieurs programmes. Ces tests ont mis en évidence la taille importante des
systèmes de contraintes modélisant les prédicteurs de branchement utilisant un historique.
Lorsque le temps de calcul du WCET n'est pas limité, l'utilisation de l'approche globale est
adaptée pour modéliser la prédiction de branchement dynamique. Nous avons montré que son
utilisation permet d'affiner le WCET jusqu'à 25%. Lorsque le calcul de temps d'exécution
pire-cas doit être effectué rapidement, il est préférable de limiter la complexité de modélisa-
tion. Dans ce cas, il est nécessaire que le prédicteur soit simple. Le prédicteur bimodal est le
prédicteur dynamique qui a la complexité la moins importante. Un moyen pour simplifier le
modèle d'un prédicteur de branchement dynamique consiste à éviter la source de complexité
la plus importante : les conflits d'accès aux entrées de la BHT.
Dans nos futurs travaux, nous souhaitons étoffer la modélisation par approche globale et
intégrer, à la modélisation de la prédiction de branchement, l'impact de son utilisation sur les
autres mécanismes de l'architecture des processeurs. Tout d'abord, nous nous intéressons au
lien entre modélisation du calcul de la prédiction de branchement et modélisation des accès au
BTB. Pour cela, nous envisageons d'utiliser l'approche globale pour développer un modèle du
BTB. L'accès à cette table est similaire à celui de la BHT du prédicteur bimodal (indexation
et conflits). Le BTB étant étiqueté avec l'adresse des instructions de branchement, un autre
modèle doit être développé pour représenter le cas où l'accès au BTB est un échec. En cas de
succès d'accès au BTB, les modèles que nous avons présentés sont utilisables pour décrire le
calcul de la prédiction (si le prédicteur modélisé utilise une BHT). Parfois le BTB contient les
compteurs de prédiction, dans ce cas, le modèle du BTB devra être liée à celui de l'évolution
du compteur 2-bits.
Par ailleurs, nous ne tenons pas compte de l'influence de l'utilisation des mémoires caches
ou du pipeline d'exécution sur la prédiction de branchement et nous ignorons l'impact de l'uti-
lisation de la prédiction de branchement sur ceux-ci. Par la suite, nous souhaitons évaluer ces
impacts. En particulier, lorsqu'une mauvaise prédiction a lieu, l'exécution du mauvais chemin
peut avoir une influence sur l'état du cache et celui du pipeline. Nous souhaitons effectuer,
dans les différents travaux sur les caches et pipeline, une analyse de la façon de prendre en
compte cette exécution du mauvais chemin. A partir de cette analyse et de nos travaux, nous
envisageons d'affiner la prise en compte de l'impact de la prédiction de branchement sur les
autres mécanismes du processeur.
Par ailleurs, les conflits sur les entrées de la BHT sont plus complexes à modéliser s'il y a
de nombreux branchements qui partagent une entrée. Pour simplifier la complexité, on peut
envisager un découpage du graphe de flot de contrôle en plusieurs parties au sein desquelles
le nombre de conflits serait réduit ou inexistant. Ce découpage sous-entend une étude des
liaisons entre les parties de CFG : prise en compte d'un pire-cas ou calcul des différents états
possibles.
Toutes ces pistes d'études peuvent permettre d'affiner la modélisation de la prédiction de
branchement. Le but commun est de définir les caractéristiques d'un prédicteur "prédictible" :
c'est-à-dire adapté à un contexte de temps-réel strict où la modélisation de son comportement
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est nécessaire. Au-delà de la prédiction de branchement, l'analyse de la complexité de modéli-
sation peut être adaptée à l'étude de la prévisibilité d'autres mécanismes du processeurs (tels
que les caches d'instruction et de données) ou à l'évaluation des programmes qui sont destinés
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Fig. A.1  Prédicteur global 2-bits indexé par l'historique de branchement et l'adresse de
l'instruction de branchement. La fonction permettant de construire l'index est un "ou exclusif".
Tab. A.1  Complexité de modélisation pour le modèle du prédicteur global 2-bits indexé par
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Tab. A.2  Système de contraintes du modèle d'un prédicteur global 2-bits pour lequel la
BHT est indexée par l'historique pi et l'adresse de l'instruction de branchement. L'index est
noté λ et l'ensemble de tous les index possibles est noté Λ tel que λ = pi ⊕@.
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Détail du calcul des fonctions de
complexité
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Dans cette annexe, nous précisons le détail du calcul des fonctions de complexité de modé-
lisation. Pour chaque contrainte (ou groupe de contrainte) nous calculons le nombre de fois elle
est dérivée, le nombre de nouvelles variables introduites et le nombre maximum de variables
utilisées dans cette contrainte. Les nombres totaux de contraintes et de variables, présentées
dans le chapitre 5, sont obtenus en effectuant la somme du contenu de la colonne correspon-
dante. Pour l'arité, le résultat maximum est conservé pour représenter l'arité du système :
l'arité du système est l'arité maximale des contraintes du système.
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Tab. B.1  Calcul de la complexité de modélisation du prédicteur global 1-bit
Contraintes Complexité de modélisation
C V A
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Tab. B.2  Calcul de la complexité de modélisation du prédicteur global 2-bits
Contraintes Complexité de modélisation
C V A
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Tab. B.3  Calcul de la complexité de modélisation du prédicteur bimodal
Contraintes Complexité de modélisation
C V A



































































































































































Tab. B.4  Calcul de la complexité de modélisation du prédicteur global 2-bits indexé par
l'historique XOR l'adresse de l'instruction de branchement
Contraintes Complexité de modélisation
C V A
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