The Shannon Sampling Theorem is generalized for signals with arbitrarily varying bandwidth and non-equally spaced sampling. The sampling kernel is expressed explicitly in terms of the bandwidth. It is shown that such signals are equivalent to fields on certain spaces with an ultraviolet cutoff. This includes a type of short-distance structure which has been discussed for space-time at the Planck scale in the context of string theory and quantum gravity.
The Shannon Sampling Theorem describes a useful property of signals whos frequency spectrum is bounded. The theorem asserts that in order to record a signal with bandwidth ω max it is sufficient to measure the signal at discrete and equidistant points in time, t n , with spacing s = t n+1 − t n = 1/2ω max , where n runs through all integers. The Shannon sampling formula then allows the reconstruction of the signal φ(t) at all times t from its sampled values φ(t n ):
The "lattice" of sampling times {t n } can be chosen arbitrarily from the one-parameter family {t n (α)} of all those sampling lattices which have the required spacing s, namely t n (α) = α + n/2ω max . The ability to recover a continuous curve from its values at discrete sampling points has found applications ranging from pure mathematics, where it may e.g. be used to derive series expansions of functions, to the experimental sciences and engineering, where it is used, e.g., in digital-analog conversion. Various generalizations of the sampling theorem have been worked out and standard references are, e.g., [1] . For recent work see, e.g., [2, 3, 4] and references therein.
In the present paper, the aim is to improve sampling efficiency by using time-varying sampling rates to sample classes of signals with a time-varying bandwidth. In the literature, several methods of non-equally spaced sampling are known, in particular, Gaussian and Lagrangian interpolation, interlaced sampling, or Kramer's, Papoulis' or Paley-Wiener's sampling theorems, see, e.g., [1, 2] . These, however, are either specialized or do not provide a direct handle on the time-varying bandwidth. The sampling theorem which we develop here allows the use of arbitrarily varying sampling rates to sample signals with a corresponding directly specified time-varying bandwidth.
The present work arose, unexpectedly, from investigations into the possible shortdistance structures of space-time at the Planck scale, see e.g. [5, 6] . Indeed, one of the main findings of the present paper is that classes of signals with time-varying bandwidth are mathematically equivalent to fields on ultraviolet-regular spaces of the type fuzzy-A in terms of the classification presented in [6] .
The generalized sampling theorem
We begin by noting that there are consistency conditions which restrict the choice of bandwidth curve ω max (t). Intuitively, this is because the bandwidth ω max (t), by posing a limit on how much signals can vary around time t, also poses a limit on how much the bandwidth ω max (t) itself can vary around time t. More precisely, we will find that |d/dt ω max (t)| < 4 ω max (t)
2 . Indeed, the bandwidth and its derivative at a certain discrete set of times, τ n , already determine the bandwidth curve ω max (t) for all t:
In order to specify a class of signals we first choose data {t n } to define the bandwidth curve ω max (t) at the discrete set of times τ n = (t n + t n+1 )/2, i.e. at the center of each lattice interval, as the inverse of the spacing:
Secondly, we also specify the bandwidth's derivative, dω max /dt(τ n ), at the times τ n . To this end, a natural parametrization will be in terms of variables {t ′ n }, as:
Due to consistency constraints, the choice of data {t n } and {t ′ n }, i.e. the choice of ω max (t) and d/dt ω max (t) at the discrete times τ n = (t n + t n+1 )/2 already determines the bandwidth curve ω max (t) for all t. The main result of the present paper is the theorem that signals of the class with bandwidth ω max (t) can be recovered for all t from their values sampled at the times {t n } through the sampling formula
with the sampling kernel G(t, t n ):
Here, (−1) z(t,tn) provides a sign factor such that G(t, t n ) is differentiable in t, namely, z(t, t n ) is the number of sampling points t i in the interval [t, t n ] if t < t n or the number of t i in the interval [t n , t] if t n < t, and z = 0 if t n = t. The same class of signals can be sampled also on any other lattice, say {t n }, for which K r,s = (G(t r , t s )) r,s is invertible. The sampling formula then reads:
The conditions on the choice of the data {t n } and {t ′ n } are t n+1 > t n , and t ′ n > 0 for all n, and |t n | → ∞ for n → +∞ and/or for n → −∞, and
Reducing the sampling problem to a problem in functional analysis Let us reconsider the class of signals with constant bandwidth ω max , defined as consisting of all signals φ(t) whos Fourier transformφ(w) is strictly bandlimited, i.e. for which there is a ω 0 (φ) < ω max so thatφ(ω) = 0 for all |ω| > ω 0 (φ) (and whos derivative d/dωφ(ω) is square integrable). We observe that, if φ(t) obeys the bandlimit, so does tφ(t). This is because the Fourier transform of the multiplication operator T : T φ(t) = tφ(t) is the differentiation operator, whos action changes the support of the spectrum only infinitesimally. Based on this observation it is possible to define the same class of bandlimited signals without referring to the signals' Fourier transform, namely as the representation of the operator T on the space of functions for which the scalar product
is independent of α. Here, {t n (α)} is the family of sampling lattices with spacing s, as defined above. Choosing the spacing s of the sampling lattices {t n (α)} is equivalent to choosing the bandwidth ω max , through ω max = 1/2s. Clearly, multiplying a signal φ(t) with the time variable, φ(t) → tφ(t), always affects the bandwidth of the signal only infinitesimally, independently of the chosen bandwidth. This fact can be used for the definition of time-varying bandwidths:
We define a class of signals with time-varying bandwidth as the representation of the multiplication operator T on the space of functions φ(t) for which the scalar product Eq.8 is independent of α, with respect to a family {t n (α)} of lattices with time-varying spacings. We will find that for all admissible {t n (α)} the lattice spacing is a well-defined function of time, s(t), and this will allow us to define the band-width curve as ω max (t) := 1/2s(t). Our definition coincides with the usual characterization of the band-width as the width of the Fourier spectrum whenever the usual characterization is applicable, i.e. whenever the bandwidth is locally approximately constant. Technically, the α-independence of the scalar product implies the existence of isometries, G, between the l 2 -Hilbert spaces over each of the lattices of the family {t n (α)}. Thus, our definition characterizes a class of signals as the set of φ(t) which obey the equations
for all α, α ′ . Eqs.9,10 also determine G, which is the sampling kernel: For all t which occur in the family of lattices, Eq.9 expresses the signal φ(t) in terms of its values φ(t n (α)), sampled at (any choice of) sampling lattice {t n (α)}. However, consistency conditions on the possible time-dependence of the bandwidth are to be expected and indeed, not for all choices of families of lattices {t n (α)} do Eqs.9,10 possess solutions G and φ. We will find that each admissible family of sampling lattices {t n (α)} will already be determined by giving one sampling lattice, say {t n } = {t n (0)}, and its derivative {t T , on its domain D T is clearly a symmetric operator, i.e. φ|T |φ ∈ IR for all |φ ∈ D T . However, T is not self-adjoint, not even on any invariant subspace, i.e. T is simple symmetric. Assume, e.g., some signal φ t 0 (t) ∈ D T is eigenvector to the eigenvalue t 0 , i.e. that T φ t 0 (t) = tφ t 0 (t) = t 0 φ t 0 (t). Then φ t 0 (t) = 0 for all t = t 0 . Thus, φ t 0 (t) vanishes on all but one lattice. The scalar product can be evaluated, equivalently, on each lattice, thus φ t 0 (t) = 0 for all t. Clearly, the adjoint, T * , has one (up to phase) nondegenerate and normalized eigenvector |t ∈ H for each t.
This reduces the sampling problem to the study of simple symmetric operators whos self-adjoint extensions have purely discrete, nondegenerate spectra and thus deficiency indices (1, 1). Since T is simple symmetric with equal deficiency indices we are indeed describing an example of a fuzzy-A geometry in the terminology of [6] .
The indices (1, 1) imply that there exists a U(1)-family of self-adjoint extensions T (α) of T , yielding a family of eigenbases {|t n (α) }. Using that the identity in the Hilbert space can be resolved in each of these eigenbases, the sampling theorem now becomes the insertion of a resolution of the identity into the scalar product φ(t) = t|φ t|φ = n t|t n (α) t n (α)|φ (11) with the sampling kernel being G(t, t n (α)) = t|t n (α) . All admissible families of lattices {t n (α)} will be found parametrizable such that the t n (α) are differentiable, strictly monotonically increasing functions of α, obeying, say, t n (α + 2π) = t n+1 (α), and, while each lattice may be semibounded, each family covers all of IR. The strict monotonicity of the t n (α) implies that, for a given family {t n (α)}, there is exactly one lattice interval centered around each point t. Let us denote the length of this interval by s(t). Through s(t), we define the time-varying bandwidth as ω max (t) := 1/2s(t). Vice versa, given ω max (t), the family {t n (α)} can be reconstructed, up to trivial reparametrization of α. Eq.3 and the bound |d/dt ω max (t)| < 4 ω max (t)
We remark that we here obtain one-parameter resolutions of the identity in terms of an overcomplete and continuously parametrized set of normalizable vectors,
while coherent states and wavelets, see e.g. [8] , are typically characterized, analogously, by two-parameter resolutions of the identity.
Proof of the Sampling Theorem
Our strategy is to define a self-adjoint operator T (0) with the lattice {t n } as its spectrum, then to use the data {t ′ n } to specify a simple symmetric restriction T of T (0), and finally to construct its U(1)-family of self-adjoint extensions T (α). The scalar product of their eigenvectors yields the desired sampling kernel G(t, t n ). To this end, consider the self-adjoint operator
on its domain D T (0) , and its unitary Cayley transform
which is defined on the entire Hilbert space H =D T (0) . We restrict U(0) to a simple isometric operator S = U(0)| H⊖C|v + by taking from its domain one dimension spanned by a normalized vector |v + ∈ H. The inverse Cayley transform then yields a simple symmetric operator
iff the so-defined D T is dense and contains no eigenvectors. In the {|t n }-basis, the condition v + | ((T (0) + i)|φ ) = 0 reads n v + |t n (t n + i) t n |φ = 0. Thus, for D T to be dense, |v + must be chosen such that n | v + |t n (t n + i)| 2 is divergent, since otherwise all of D T would be orthogonal to a vector in H. The condition that there are no eigenvectors in D T implies that |v + must be chosen such that v + |t n = 0 for all n. The second deficiency space is of course spanned by |v − = U(0)|v + . Now a U(1)-family of self-adjoint extensions T (α) of T is obtained as the inverse Cayley transforms of the unitary extensions U(α) of S:
The choice of a spectrum {t n } = {t n (0)} and a deficiency vector |v + thus determines a family of self-adjoints T (α) and unitaries U(α) with their eigenbases {|t n (α) } (up to phases). The t n (α) are strictly monotonic since each eigenvalue of T * is nondegenerate and no eigenvector can be in the domain of two self-adjoint extensions.
The aim is to calculate the sampling kernel, i.e. the scalar products of the eigenvectors of the unitary and self-adjoint extensions. To this end, let |t r (α) be a normalized eigenvector of the operators U(α) and T (α). Then:
Thus,
where we defined
and f n := (t n + i) t n |v − . Note that also f n = (t n − i) t n |v + . We require the sampling kernel to be real, i.e. t|t n (α) ∈ IR. To this end, we first use the freedom of phase of the eigenvectors |t so that N(t) ∈ IR for all t, which leaves a residual phase freedom of ±1. Further, we must also require that all f n ∈ IR, which is a restriction on the possible choices of deficiency vectors |v + . The remaining freedom in the phases of the eigenvectors we can use such that all f n ≥ 0. The constraints on the choice of |v + are therefore in one-to-one correspondence to the following constraints on the choice of coefficients f n : All f n > 0, 
Clearly, such f n only exist if |t n | → ∞ for n → ∞ and/or for n → −∞, reflecting the functional analytical fact that only semibounded or fully unbounded symmetric Since this equation must coincide with the Shannon formula, Eq.1, we can conclude that π 2 sin 2 (πx) = +∞ n=−∞ 1 (x − n) 2 which provides an example of a series expansion deduced with the new method. Note that setting x = 1/2 we obtain the expansion π = +∞ n=−∞ (n − 1/2) −2 . It is clear that the scope for practical applications of the new sampling theorem can be widened, within the methods described here, to include the insertion of accumulation points and pieces of continuous spectra into sampling lattices. It remains to address, however, important issues such as the generalization of convergence improvement through over-sampling.
Further, we showed that signals with varying bandwidth are equivalent to fields on fuzzy-A type spaces with a spatially varying ultraviolet cutoff. This implies that the present results can provide detailed information on certain candidates for the structure of space-time at the Planck scale, see [6] . These include, in particular, the stringy uncertainty relations which have been widely discussed in the context of string theory and quantum gravity, see e.g. [7] . A detailed study on this correspondence is in progress.
