Abstract -This paper presents a comparative study of Field Programmable Gate Array (FPGA) implementation of standard multipliers using Verilog HDL. Multiplier is a good candidate for digital signal processing (DSP) applications such as finite impulse response (FIR) and discrete cosine transforms (DCT) and so on. Significant reduction in FPGA resources, delay, and power can be achieved using Reduced Wallace multipliers with Koggestone adder instead of standard parallel multipliers.
Introduction
A binary multiplier is an electronic circuit used in digital electronics, such as computer, to multiply two binary numbers. It is built using binary adders. A variety of computer arithmetic techniques can be used to implement a digital multiplier. Most techniques involve computing a set of partial products, and then summing the partial products together. For high speed multiplications, a huge number of adders or compressors are to be used to perform the partial product addition Fast multipliers are essential parts of digital signal processing systems. When the operands are interpreted as integers, the product is generally twice the length of operands in order to preserve the information content. This repeated addition method that is suggested by the arithmetic definition is slow that it is almost always replaced by an algorithm that makes use of positional representation.
The speed of multiply operation is of great importance in digital signal processing as well as in the general purpose processors today. In the past, multiplication was generally implemented via a sequence of addition, subtraction, and shift operations. Multiplication can be considered as a series of repeated additions. The number to be added is the multiplicand, the number of times that it is added is the multiplier, and the result is the product. Each step of addition generates a partial product. In most computers, the operand usually contains the same number of bits.
It is possible to decompose multipliers into two parts. The first part is dedicated to the generation of partial products, and the second one collects and adds them. The major speed limitation in any adder is in the production of carries. Basically, carry save adder is used to compute sum of three or more n-bit binary numbers.
Booth Multiplier
A multiplier has two stages. In the first stage, the partial products are generated by the booth encoder and the partial Product generator (PPG), and are summed by compressors. We used the modified Booth encoding (MBE) scheme proposed in [15] . It is known as the most efficient Booth encoding and decoding scheme. To multiply X by Y using the modified Booth algorithm starts from grouping Y by three bits and encoding into one of {-2, -1, 0, 1, 2}. Table I shows the rules to generate the encoded signals by MBE scheme and Fig. 1 (a) shows the corresponding logic diagram. The Booth decoder generates the partial products using the encoded signals as shown in Fig. 1 (b) .
The modified Booth algorithm reduces the number of partial products by half in the first step as shown in the figure 1.
Figure.2 Generated Partial Products and Sign Extension Scheme
In the second stage, the two intermediate products are added to form the final product through the Modified Carry Save Adder. It employs a booth encoder block, compression blocks, and an adder block. X and Y are the input buffers. Y is the Multiplier which is recorded by the booth encoder and X is the multiplicand. PPG module and compressor form the major part of the multiplier. Modified carry save adder is the final adder used to merge the sum and carry vector from the compressor module. The truth tables are shown in Table 1 . In our design we described Booth function as three basic operations, as "direction", "shift", and "addition". Direction determines whether the multiplicand is positive or negative, shift explains whether the multiplication operation involved shifting or not and addition means whether the multiplicand is added to partial product or not.
DADDA Multiplier Architecture
The Dadda Tree multiplier has the same general stages as the Wallace Tree. However, unlike the Wallace Tree, Dadda multipliers do not attempt to reduce as many partial products in each layer but rather, perform as few reductions as possible. This makes the Dadda multiplier less costly in the reduction stage but contain longer numbers in each stage, requiring larger carry-save adders (CSA).
For this design, formation of partial products was done using the same method as in the Wallace Tree multipliers. As for the reduction stage, a series of generalized recursive steps Were used to determine the heights of each stage and the number of additions required to achieve each stage height as described in the following:
. D is the height of the matrix for the jth stage. Repeat until the largest j stage is reached in which the original N height matrix contains at least one column that has more than d dots.
2. In the jth stage from the end, place (3, 2) and (2, 2) counters as required to achieve a reduced matrix. Only columns with more than dj dots as they receive carries from less significant (3, 2) and (2, 2) counters are reduced.
3. Let j = j -1 and repeat step 2 until a matrix with a height of two is generated. This should occur when j= 1.
Binary Multiplier Using High Speed Compressors
For higher order multiplications, a huge number of adders or compressors are to be used to perform the partial product addition. We have reduced the number of adders by introducing Special kind of adders that is capable to add five/six/seven bits per decade. These adders are called compressors. Binary counter property has been merged with the compressor property to develop high order compressors. Uses of these compressors permit the reduction of the vertical critical paths. An 8×8bit multiplier has been developed using these compressors. A 16-bit multiplier is constructed by using Wallace tree architecture, the architecture has been shown in Figure 3 .
Partial products are added in five stages. Adders and different compressors are used to minimize the stage operations. Compressors and adders are used carefully so that minimum number of outputs would be generated. Consider the column number ten where ten bits are added at the first stage. These ten bits could be added by using two 5-3 compressors, but that will generate six (three of each compressor) outputs, instead of this we have used one 7-3 compressor and one full adder that generate five outputs only (three of compressor and two of full adder) that eventually decrease the number of bits for the next stage.
It is to be mentioned that each compressors (4-3 to 7-3) has three outputs of bit position jth, (j+1). Than d (j+2) th [12] . Now if a compressor is used in column no six (say) then its jth output goes to the circuit of column no six and (j+1) th bit goes to the circuit of column no seven and the rest output goes to the circuit of column no eight of the next stage. Thus our compressors reduce vertical critical path more rapidly than conventional compressors
Architecture for Different Compressors
The block diagrams of 4-2 and 5-3 compressors with the entire sub units are shown in Figure  4 .a and Figure 4 .b. Each Figure contains three circuit blocks: two adder blocks and another circuit block that performs the parallel addition operation. Here five bits are processed through one half adder and one full adder [12] .
Figure.3 Modified 4-2 compressor
Figure. 4 Block diagram of 5-3 compressor
Proposed Method of Reduced Complexity Wallace Multiplier
It is the modified version of Wallace multiplier. It has less half adders than the normal Wallace multiplier .The partial products are formed by N2 AND gates. The partial products are arranged in an "inverted triangle" order. The modified Wallace reduction method divides the matrix into three row groups [13] .
i. Use full adders for each group of three bits in a column like the conventional Wallace reduction. ii.
A group of two bits in a column is not processed, that is, it is passed on to the next stage (in contrast to conventional method). Single bits are passed on to the next stage as in the conventional Wallace reduction. iii.
The only time half adders are used is to ensure that the number of stages does not exceed that of a conventional Wallace multiplier. For some cases, half adders are only used in the final stage of reduction. 
Modified Carry save Adder
The 16-bit conventional CSA [3] has 17-half adders (H) and 15-full adders (F). Since the Ripple Carry Adder (RCA) is used in the final stage, this structure yields large carry propagation delay. To reduce the delay, the final stage of CSA is divided into 5 groups as shown in Fig 2. The first group includes n 1+log 2 n-bit value and other groups include log 2 nbit value, where n is the bit size of the adder. The divided groups are listed as follows:
Depending on c4 of the first group, the second group Mux gives the final result without the carry propagation delay from c4 to c7; depending on c7 of the second group final result, the third group Mux gives the final result without the carry propagation delay from c7 to c10; depending on c10 of the third group final result, the fourth group Mux gives the final result without the carry propagation delay from c10 to c13 and depending on c13 of the fourth group final result, the fifth group Mux gives the final result without the carry propagation delay from c13 to s17.
Figure6: Modified Carry save Adder
From the above diagram the term c4 to x17 propagate to following figure 7. The main advantage of this logic is that each group computes the partial results in parallel and the multiplexers are ready to give the final result "immediately" with the minimum delay of the Mux. When the Cin of each group arrives, the final result will be determined "immediately". Thus the maximum delay is reduced in the carry propagation path. This same logic has been used for 32 and 64-bit adder structures to achieve higher speeds. The area indicates the total cell area of the design and the total power is sum of leakage power, internal power, net power and dynamic power. The proposed result shows that the Modified Carry Save Adder (MCSA) [3] has reduced area, delay and consumes lesser power than CSA. In the above diagram,instead of using normal multiplexer,go for proposed architecture by using adders for that getting better speed and area.The proposed multiplexer shown in below. 
Results and Conclusion
We design all multipliers using Hardware Description Language (HDL) for 8-bit unsigned data. To get power and speed report, we use XILINX ISE 10.1 as synthesis tool and ModelSim XE III 6.3c for simulation. FPGA-Spartan III is used for implementation. The MCSA adder with fixed block size was implemented in 8x8 multiplier architecture. It gives better result than conventional adders in terms of speed and power consumption as shown in the Table- 2. The Simulation Result of the proposed multiplier is shown in figure 8 . 
