. A universe of Concepts in six-dimensional feature hyper-space. The ovals in the diagram depict individual Concepts. Each individual Concept is described by their defining 6-dimensions. The cluster of Concepts shows the groups formed by similar Concepts represented by a Convex cluster of Concepts, and the cluster centers depicts the most generic Concept of the cluster. in other domains such as information retrieval [44] . It intends to capture the information representation 153 and how it is processing. According to the theory, long-term Memory is represented by nodes and 154 associative links between them, forming a semantic network of Concepts. The links characterized 155 by a weight denotes the associative or semantic relation between the Concepts. The model assumes 156 activating one Concept implies the spreading of activation to related nodes, making those memory Concept creation is a cognitive process to create representation of a newly identified concept.
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In RANs this cognitive process is simulated by creating a new layer of concepts dynamically. Each 208 constituent node in the new layer symbolically acts as an abstract representative of their respective 209 categories identified in the CI process.
Step-2 in Figure 4 shows the newly created layer (Layer-1), 210 that has 3 nodes (N 1 , N 2 and N 3 ), corresponding to 3 classes (i.e. Iris-setosa, Iris-virginica, and 211 Iris-Versicolor) of IRIS data (see Figure 3 ), identified in CI operation. Learning is an important cognitive process it acts as a relationship to associate concepts. In RANs 214 modeling, learning is simulated by an assignment operation. As aforestated in Section 3.2 that each 215 node in the new layer is an Abstract representative of categories identified in CI process, thus we learn 216 association among the two-layer such that it substantiates the Abstract representation by the nodes at 217 the new layer. Since CRDPs (see Section 3.1) are the most apparent choice as an Abstract representative 218 of a cluster (and adhere to the inspiration from prototype theory); consequently, the CRDPs assigned 219 as an association between the two layers.
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Equation 1 shows the general learning in the form of a matrix, where W is the learned Inter-Layer Weight (ILW) between node j at new layer (i.e., Layer-1 in Figure 4 ) and node i at input layer (i.e., Layer-0). The set of ILWs, from one node j at new layer to all input nodes i, are the values of CRDP of j th cluster center (i.e., C j ) identified in CI process. For instance, cluster center C 1 (see Figure 3 ) forms the weight vector [W 1,1 , W 1,2 , W 1,3 and W 1,4 ] (ILWs shown by 4 yellow lines in Step 3 Figure 4 ) between the node N 1 at Layer-1 and all four input nodes S 1 , S 2 ,S 3 and S 4 at Layer-0.
Where j=1, 2, ..., n A , and i=1, 2, ..., n a . This upward activation propagation is a geometric reasoning operation, i.e., a non-linear projection 223 of an i-dimensional input data vector a i , into a j-dimensional output vector A j (see Step 4 in Figure 4 ).
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The UAP operation is carried out in two stages, in the first stage the geometric distance operation takes 225 place, and in the second stage, geometric distance is translated to establish a similarity relation. In the first phase of the UAP mechanism we determine the geometrical distance between the learned weight vectors (see Equation 1) and an input instance a i . The numerator of Equation 2 shows a function to calculate the Euclidean distance between the j th weight vector and input vector a i . The denominator of Equation 2 shows the relation that normalizes 2 the calculated distance between [0, 1].
And consequently, j normalized Euclidean distances d j are obtained between all j weight vectors and 228 input instance a i . In the second phase the calculated normalized distance is transformed to obtain a similarity 231 relation such that following requirements are fulfilled:
In RANs modeling Equation 3 is used as the Similarity Translation Function to determine the similarity 236 relation of the previously calculated distance. The non-linearity of STF is depicted in Figure 5 , 237 indicating that the similarity value reduces drastically when the normalized Euclidean distance is 238 larger than 0.05 (or 5% dissimilar). In RANs modeling the activation values are, by definition, real values in the [0, 1] interval -in an n-dimensional space the maximal possible euclidean distance between any two points is
Algorithm 1 Upwards Activation Propagation algorithm
Input: Vector [a 1 , a 2 , ..., a n a ] as input at layer l.
Output: New activation vector [A 1 , A 2 , ..., A n A ] in layer l + 1.
for Each node A j in layer l + 1 do Calculate Normalized Euclidean Distance:
Transform d j through STF Equation 3:
The first three steps generate the RANs model (see Figure 4 ), later, in the fourth step, this model RANs model, as shown in Figure 9 , displays the various operating characteristic and the observed Area
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Under Curve for all the classes of IRIS data. In this experiment, it is worth mentioning the application 309 of RANs modeling for data dimension transformation and data visualization. In Figure 7 we can 310 observe that the dimension of Layer-0 is four, whereas the size of the other layers either expands or 311 reduces when the network grows. This dimension transformation operation is helpful in addressing Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 31 January 2020 doi:10.20944/preprints202001.0375.v1 Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 31 January 2020 doi:10.20944/preprints202001.0375.v1 The proof of concept of RAN's modeling as a Machine Learning classifier was also provided with 430 eight UCI benchmarks. It was identified that RAN's approach performed satisfactorily displaying [c1, c2, c2, c1, c2, c3, c3] for 7 test instances, then for node n1 label will be [1, 0, 0, 481 1, 0, 0, 0] where 1 represents class c1, and 0 depicts others (i.e. c2, and c3). This method is optional and useful when the input data is labeled. With this mechanism, we 492 associate an identifier to every Abstract Concept node N j . Having generated the RANs model with CI, 493 then trough CC, ILL, input data is sorted label-wise, and perform UAP operation. The propagated data 494 is inspected class-wise, and label node N j with a class-name for which it got the maximum count of the propagated data, it is observed that node N 1 received highest activation 74-times, whereas, with remaining 26 cases other nodes experienced maximum activation, therefore, we recognize node N 1 as 498 representative of class-X. True-Labels are identified by mapping each class of the input instance directly 499 to its respective node representative Observed-Labels are obtained by propagating every test-instance 500 through UAP operation, inspecting which Abstract node received the highest activation for that 
