A higher order analogue of the classical Carathéodory-Julia theorem on boundary derivatives is proved.
Introduction
We denote by S the Schur class of analytic functions mapping the open unit disk D into its closure. We will write z → t 0 if a point z approaches a boundary point t 0 ∈ T nontangentially and we will write z → t 0 if z approaches t 0 unrestrictedly in D. We start with the classical Carathéodory-Julia theorem ( [4, 5] and also [9, Chapter 4] and [8, Chapter 6] ). Theorem 1.1. For w ∈ S and t 0 ∈ T, the following are equivalent: which will be referred to as to a Schwarz-Pick matrix, is positive semidefinite for every n 0 and z ∈ D.
We extend this notion to boundary points as follows: given a point t 0 ∈ T, the boundary Schwarz-Pick matrix is P w n (t 0 ) = lim z → t 0 P w n (z) (n 0), (1.2) provided the limit in (1.2) exists. It is clear that once the boundary Schwarz-Pick matrix P w n (t 0 ) exists for w ∈ S, it is positive semidefinite. Now let us assume that w ∈ S has nontangential boundary limits Note that the matrix (1.4) appeared first in [6] in the context of boundary interpolation for Schur class functions.
We denote the lower right corner in the Schwarz-Pick matrix P w n (z) by d w,n (z) := 1 (n!) 2 ∂ 2n ∂z n ∂z n 1 − |w(z)| 2 1 − |z| 2 (1.6) and formulate a higher order analogue of Theorem 1.1.
Theorem 1.2.
For w ∈ S, t 0 ∈ T and n ∈ Z + , the following are equivalent:
(1) lim inf where P w n (t 0 ) is the matrix defined in (1.4) .
Moreover, when these conditions hold, the limits in (1.7) and (1.8) are equal and furthermore,
Note that equality (1.10) was established in [6] under assumptions of the nature different from the one of Carathédory-Julia. Equality (1.10) enables one to compute boundary Schwarz-Pick matrices in terms of boundary values of w and of its derivatives, which in some cases (e.g., if w is rational) is much easier to do than to use the original definition (1.2) of P w n (t 0 ). On the other hand, (1.9) imposes certain restriction on the boundary limits (1.3).
When n = 0, Theorem 1.2 reduces to Theorem 1.1 with statement (3) excluded. A higher order analogue of this statement has been studied in [2, Section 9] and will be recalled in Section 5.
The paper is organized as follows. In Section 2 we discuss the de Branges-Rovnyak spaces of analytic functions and their reproducing kernels. Section 3 deals with boundary analogues of these reproducing kernels that (as it will be shown) make sense only if condition (1.7) is satisfied. The proof of Theorem 1.2 is presented in Section 4. Some further results related to Theorem 1.2 are briefly reviewed in Section 5.
De Branges-Rovnyak spaces and their reproducing kernels
In this section we recall definitions of Hilbert spaces L w and H w associated to a Schur function w and discuss their properties that we will need in what follows. We use the standard notation L 2 for the Lebesgue space of square integrable functions on the unit circle T; the symbols H Let w be a Schur function and let
The space L w is the range space W 1/2 (L 2 ⊕L 2 ) endowed with the range norm. In more detail: for every element f in L w , there exists a unique g f ∈ L 2 ⊕ L 2 which is orthogonal to Ker W (t) for almost all t ∈ T and such that f = W 1/2 g f . This unique g f will be denoted by g f :
where m(dt) stands for the normalized arc length Lebesgue measure on T. Since
Here the inverse means that we choose an arbitrary vector function g(t) satisfying f (t) = W (t)g(t). This g does not necessarily have to be in L 2 (C 2 ). However, the integrand in (2.1) does not depend on the choice of such g(t) if h ∈ L w and the integral is finite. 
in the sense that
, and z ∈ D. More generally, the kernels
serve to evaluate derivatives:
Now we introduce the vector-valued functions
defined for z ∈ D and t ∈ T and more generally, the vector-valued functions
for j ∈ Z + . For j = 0 they coincide with (2.7) and (2.8). Upon differentiating (2.7) and (2.8) with respect toz and z, respectively, and making use of (2.4) and (2.5) we come to the following explicit formulas for K (j ) z and K (j ) z :
where w (z) are the Taylor coefficients from the expansion
Formulas (2.10) and (2.11) define K 
14)
Proof. First we note that by formulas (2.10) and (2.11), the functions
are bounded a.e. on T for every fixed z ∈ D and, therefore, K
, it is readily seen from the formulas (2.13) and
Upon substituting the Taylor expansion (2.12) for w into (2.15) we arrive at 
Since f − belongs to H − 2 , by Definition 2.1, and w(z) * k z belongs to H − 2 , the second term on the right-hand side equals zero, while the first term equals f + (z), by (2.3). Thus,
where the second relation is verified in much the same way as the first one. Reproducing properties (2.17) follow from (2.19) upon differentiating the integrals with respect to parameters z andz. 2
z be the functions defined in (2.9), and let z and ζ be two points in D. Then
Proof. By the first formula in (2.19) and by definition (2.7),
On the other hand, by the first formula in (2.9),
and substituting the first of the two last formulas into the second gives (2.20). The proof of (2.21) is quite similar. Making use of the formula (2.18) for K (i) z,+ , we get, again by the first reproducing property in (2.17), that
Remark 2.4. Upon setting = j = n and ζ = z in formulas (2.20) and (2.21) in Lemma 2.3 we get
where d w,n (z) is given by (1.6), and thus, condition (1.7) tells us that lim inf
Remark 2.5. Formulas (2.20) allows us to rewrite the defining formula (1.1) for P w n (z) as
and thus, to realize the Schwarz-Pick matrix as the Gram matrix of the system of the functions {K
We conclude this section with three lemmas needed in the subsequent analysis. The first lemma gives a convenient representation of kernels K z be the functions defined in (2.10) and (2.11), respectively. Then Proof. The function
obviously belongs to L w . We use the formula (2.1) to compute the L w inner product between g and an arbitrary function f =
Since f ∈ H w , we have P H w f = f and hence,
The first reproducing property in (2.17) now gives f, P H w g H w = f, K
z H w and since f is arbitrary, the first equality in (2.25) follows. The proof of the second equality is quite similar. 2 
Proof. Since the space L w is invariant under multiplication by a bounded scalar function, it follows that h z belongs to L w . Furthermore, by (2.1) and (2.27),
Now the assertion follows by the Dominated Convergence theorem, since for every z in the nontangential neighborhood
of t 0 , and for every t ∈ T, we have
and therefore,
Boundary reproducing kernels
In this section we study boundary analogues K z , defined in (2.10) and (2.11). The central result is Theorem 3.1. As a byproduct of this theorem we will get the proof of (1) ⇒ (2) in Theorem 1.2. We will need the boundary analogues of the kernels (2.4) and (2.5):
The following nontangential boundary limits exist:
(2) The functions
3) 
(3.5) (4) The following nontangential limit exists and 
We will establish more explicit formulas for F and F . We start with F . Since it belongs to H w , we can use reproducing properties (2.19) to get
9)
|ζ | < 1, which can be written, on account of (2.13) and (2.14) as
10)
It follows from (3.11) and the formula (2.5) fork ,z that
and thus, the limit on the right-hand side exists for every |ζ | < 1. Since the coefficients of a polynomial of degree n are determined by its values at n + 1 points and depend on these values continuously, the existence of the latter limit implies that the sequences {w (z i )} converge for = 0, . . . , n. Letting
we can rewrite (3.10) and (3.11) as
Since F ∈ H w , we have F − ∈ H 2 − and therefore, the function f (z) := F − (z)/z belongs to H 2 + . By a well-known property of H 2 + functions, lim z → t 0 (z − t 0 )f (z) = 0 which can be written, on account of the formula (3.15) as
and rewritten, by the definition (3.1) ofk ,t 0 as
The latter equality implies (see, e.g., [2, Corollary 7.9] ) that the nontangential limits (3.2) exist and are equal to the numbers w 's introduced in (3.13).
Upon setting ζ = t ∈ T in (3.14) and (3.15) and taking into account thatt ·k j,t 0 (t) * = k j,t 0 (t) for t ∈ T, we get the following expression for F :
Since, as we have just seen, the numbers w 0 , . . . , w n are equal respectively to the nontangential boundary limits w 0 (t 0 ), . . . , w n (t 0 ) from (3.2), the expression on the right-hand side of (3.16) is identical with that in (3.3) . Thus, F = K (n) t 0 and the desired membership K (n) t 0 ∈ H w follows, since F belongs to H w by construction (3.7). Now we introduce the auxiliary function
where, as it is readily seen from (3.16), 
On the other hand, since g 2 ∈ H 2 + (which is clearly seen from (3.18)), we have by Lemma 2.7
Upon taking into account the special form (3.17) of g 1 and invoking the first formula in (2.25) we conclude from (3.20
t 0 which proves the first convergence in (3.5). Repeating the same arguments for F in (3.7) shows that F is equal to the kernel K (n) t 0 given by (3.4) and that the kernels K (n) z converge to K (n) t 0 in norm of H w as z approaches t 0 nontangentially. This completes the proof of the three first statements in the theorem. Finally, by (3.5) and (2.23), 
Proof. Inequality lim inf
is obvious since the first limit allows z to approach t 0 unrestrictedly in D, while the second limit is nontangential. To prove the reverse inequality, assume that {z j } is a sequence that leads to the limit inferior in (1.7), so that the sequence of numbers
converges to the limit inferior. In particular, the sequence is bounded. Then there exists a subsequence of the sequence {z j } (that is still denoted by
Since the limit in (1.
H w by (3.6), then, by the latter inequality, it does not exceed lim inf z→t 0 d w,n (z), which completes the proof. 2 
where the kernels K (j ) z and K (j ) z are defined in (2.10) and (2.11).
Proof. We will prove the part concerning the kernels K (j ) t 0 . Using the following recursive relation
verification of which is straightforward, we can show that
t 0 ∈ L w and it follows from (3.22) that
Furthermore, by (3.22) ,
Comparing the bottom components in (3.22) we get
and thus, the assumption K (j )
∈ H w which completes the proof of (3. Proof. First we note that the kernels (3.1) satisfy relations
Verification is straightforward and rests on definitions (3.1) and (1.5) (see [2, Proposition 10.4] for detail). Using these relations we have
where the first equality is obtained upon replacing the kernels k ,t 0 by the corresponding expressions from (3.28), the second equality is the result of changing the order of summation, the third equality is just the substitution := j − and the last equality holds by definition (3.27). Now we plug in (3.28) and (3.29) into (3.3) to express the kernel K (j ) t 0 in terms ofk i,t 0 's rather than k i,t 0 's: 
On the other hand, since K (j ) t 0 ,+ belongs to H 2 + , we have
Making use of the formula (3.30) for K (j ) t 0 ,+ and the definition (3.1) ofk i,t 0 we conclude from (3.32) that
Substituting (3.31) into the latter asymptotic equality and using r and i instead of j − i lead us to
The expression on the left-hand side is a polynomial p(z) = 2j i=0 p i (z − t 0 ) i and the above condition implies that p i = 0 for i = 0, . . . , j . Thus,
which on account of (3.27), can be written equivalently as (using again j − i instead of i)
The latter relations express equality of the ij th entries in the matrix identity (3.25) for 0 i j n. Due to the upper triangular structure, all the remaining entries on the left-hand side and on the right-hand side of (3.25) are zeros; thus, equality (3.25) follows. Equality for the top diagonal entries in (3.25) reads: w 0 Ψ 00 w * 0 = Ψ 00 which is equivalent (since Ψ 00 = t 0 = 0) to |w 0 | = 1. This completes the proof of statement (1) of the theorem.
To verify (3.26), we will use the formulas (3.30) and (3.4) for the boundary kernels K (j ) t 0 and K (j ) t 0 . Due to the common left factor 1 w w * 1 in these formulas, it suffices to verify equalities
for j = 0, . . . , n. Equality of the bottom components is self-evident. The top components are also equal since
will discuss this problem in more detail and we will describe all its solutions at another opportunity. By (4.11) and (4.12), equalities w j (t 0 ) = f j (t 0 ) hold for j = 0, . . . , 2n + 1 and we apply If P w n (t 0 ) 0 is singular, then w is a finite Blaschke product of degree equal the rank of P w n (t 0 ). Therefore, (2) holds as well. This completes the proof. 2
Final remarks
Theorem 1.2 imposes conditions on (and establishes relations between) the quantities of two different types: the ratio 1−|w(z)| 2 1−|z| 2 and its partial derivatives, on one hand (statements (1)- (3)), and angular boundary limits of derivatives of w, on another hand (statement (4)). Condition (1.7) is apparently the weakest condition of the first type that implies all other statements in Theorem 1.2. We will discuss briefly to what extent conditions in statement (4) on angular boundary derivatives can be relaxed in order to guarantee the condition (1.7) to hold true. Note that in the proof of (4) ⇒ (2) (at the end of Section 4) we did not use the fact that w is a Schur class function. In other words, condition (1.8) holds true for any function w analytic on D for which the angular boundary limits (4.11) exist and satisfy conditions (1.9). Actually, the positivity assumption about P w n (t 0 ) in (4.13) can be dropped. where P w n (t 0 ) is defined in (4.13). Then condition (1.8) holds true.
The proof will be presented elsewhere. Finally, we note that another higher order analogue of the Carathéodory-Julia theorem different from our Theorem 1.2 appears in [2, Section 9] in the context of matrix-valued Schur functions. In the present scalar valued case, the results from [2, Section 9] can be formulated as follows. 
