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The minimum spanning tree problem is one of the most fundamental algorithmic graph
problems and OBDDs are a very common dynamic data structure for Boolean functions.
Since in some applications graphs become larger and larger, a research branch has
emergedwhich is concernedwith the design and analysis of so-called symbolic algorithms
for classical graph problems on OBDD-represented graph instances. Here, a symbolic
minimum spanning tree algorithm using O(log3 |V |) functional operations is presented,
whereV is the set of vertices of the input graph.Moreover, the computation of the transitive
closure is investigated and it is proved that there can be an exponential blow-up from input
to output size. Furthermore, answering an open problem posed by Sawitzki [37] it is shown
that every symbolic OBDD-based algorithm for theminimum spanning tree problem needs
exponential space (with respect to the OBDD size of the input graph). This result even holds
for planar input graphs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
A spanning tree of a connected undirected graph Gwith real edge weights is a minimum spanning tree if its weights, i.e.,
the total weight of its edges, is minimal among all total weights of spanning trees of G. Constructing a minimum spanning
tree is a well-known fundamental problem in network analysis with numerous applications. Besides the importance of the
problem in its own right, the problem arises in solutions of other problems (see, e.g., [24] for a nice survey on results from
the earliest known algorithm of Borůvka [11] to the invention of Fibonacci heaps and [2] for a survey and empirical study
on various minimum spanning tree algorithms). Since modern applications require huge graphs, explicit representations
by adjacency matrices or adjacency lists may cause conflicts with memory limitations. If time and space resources do not
suffice to consider individual vertices, one way out could be to deal with sets of vertices and edges represented by their
characteristic functions. Ordered binary decision diagrams, denoted OBDDs, introduced by Bryant in 1986 [13], are well
suited for the representation and manipulation of Boolean functions, therefore, a research branch has emerged which is
concerned with the design and analysis of so-called symbolic algorithms for classical graph problems on OBDD-represented
graph instances (see, e.g., [3,4,21–23,25,34–38], and [42,43]). Symbolic algorithms have to solve problems on a given graph
instance by efficient functional operations offered by the OBDD data structure. Although the worst-case complexity of
symbolic algorithms is usually worse than that of corresponding explicit algorithms, symbolic algorithms have already been
successfully applied as heuristics in areas like model checking and circuit verification (see, e.g., [15]). The main purpose is
not to beat explicit algorithms on graphs which can be represented explicitly but to solve problems for very large structured
graphs in reasonable time and space. The maximum flow problem in 0–1 networks has been one of the first classical
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fundamental graph problems for which a symbolic algorithm has been presented [25]. Hachtel and Somenzi were able
to compute a maximum flow for a graph with more than 1027 vertices and 1036 edges in less than one CPU minute. The
algorithm has been experimentally analyzed on a data set derived from graphs modeling systems in verification and on
a data set of random graphs but a theoretical analysis of its performance with respect to the running time is missing. In
several applications the usability of OBDD-based algorithms is justified by experiments on benchmark inputs (see, e.g.,
[26,44]). In order to analyze the behavior of symbolic OBDD-based heuristics theOBDD size of all Boolean functions occurring
during the execution of an algorithmhas to be respected, since the time and space usage of a functional operation depends on
the sizes of the OBDD operands. The analysis of intermediate OBDDs is often a difficult task because of the missing structure
of the represented functions. Therefore, the number of functional operations used by an algorithm has often been used as
a rough measure of efficiency. In [3,4] an algorithm for strongly connected component decomposition of directed graphs
is presented and analyzed by counting the number of the so-called symbolic steps that consist of sequences of functional
operations. Moreover, in [33] an analysis of its performance on practical verification examples and a comparison with other
algorithms is described. In [21,23] an improved algorithm for strongly connected components has been shown which uses
only a linear number of symbolic steps. Introducing the so-called spine sets the authors have presented a framework to tackle
problems which are usually solved by algorithms based on depth first search. Spine sets are maximum chordless paths and
play a similar role as the ordering defined by a depth first search traversal of the input graph. To demonstrate the usefulness
of their approach spine sets have also been applied for the computation of biconnected components in undirected graphs
[22]. An experimental evaluation of their algorithms ismissing. The focus of the algorithmspresented in [3,4,21–23] has been
to prevent the computation of the transitive closure of the input graph which has been observed to be expensive in some
applications and to keep the number of Boolean variables on which the functional operations in the algorithms are defined
as low as possible. A different approach has been taken in [34–36,42,43] developing symbolic algorithms for the all-pairs
shortest-paths problem, the maximum flow problem in 0–1 networks, and topological sorting using a well-known method
called iterative squaring. Here, the authors did not pose any strict constraint to the number of variables of intermediate
OBDDs manipulated, in order to obtain polylogarithmic over-all running time and space usage for graphs with very special
properties like grid graphs. The first true running time analysis of a symbolic algorithm for a fundamental graph problem
has been proved in [42,43], where a topological sorting algorithm has been presented that uses O(log2 |V |) functional
operations. The over-all running time for directed grid graphs is O(log4 |V | · log log |V |). The maximum flow algorithm
for 0–1 networks in [36] usesO(log2 |V | ·val(Fmax)) functional operations, where val(Fmax) is the value of a maximal flow in
the input graph, but on grid graphs the over-all running time is only O(log3 |V | · log log |V |), whereas the algorithm in [25]
needs Ω(|V |1/2 log |V |) time. The motivation in [35] has been to transform popular methods like Dijkstra’s algorithm and
the Bellman–Ford method for the computation of all-pairs shortest-paths from the explicit into the symbolic setting and to
compare their performance in experiments. Although the algorithms perform efficiently on some instances, their running
time is always at least linear in the depth of the shortest-paths tree. Therefore, in [34] an algorithm has been presented that
enables polylogarithmic running time independent of the input graph’s diameter. The algorithm performs O(log2(|V | · B))
functional operations on graphs with maximum edge weight B. Based on the framework for the analysis of symbolic
algorithms presented in [42,43] it has been shown that the over-all running time and space usage is polylogarithmic with
respect to |V | and B for graphs whose characteristic Boolean functions can be represented by small OBDDs like grid graphs.
Besides the algorithmic aspects the complexity of graph problems with respect to the dimension of the symbolic input
representation is interesting. In [1,20,31] it has been shown that graph problems typically get harder when their input is
implicitly represented by circuits. Since there are Boolean functions like some output bits of integer multiplication whose
OBDD complexity is exponentially larger than its circuit size [5,14], these results do not directly carry over to problems on
OBDD-represented inputs. However, in [18] it has been shown that even the very basic problem of deciding whether two
vertices s and t are connected in a directed graph G, the so-called graph accessibility problem GAP, is PSPACE-complete
on OBDD-represented graphs. Nevertheless, as already mentioned above OBDD-based algorithms are successful in many
applications and already in [18] it has been pointed out that worst-case hardness results do not adequately capture the
complexity of the problems on real-world instances. Therefore, one aim is to find precise characterizations of the special
cases that can be solved efficiently and on the other hand to find simple instances that are hard to process in order to
investigate the limits of symbolic graph algorithms. In [37] exponential lower bounds on the space complexity of OBDD-
based algorithms for the single-source shortest paths problem, the maximum flow problem, and a restricted class of
algorithms for the reachability problem have been presented. Recently, a general exponential lower bound on the space
complexity of OBDD-based algorithms for the reachability problem and exponential lower bounds on the space complexity
of symbolic algorithms for the maximummatching and the maxflow problem in 0-1-networks have been shown [6–8]. The
results are not very astonishing but the proofs present worst-case examples which could be helpful to realize which cases
are difficult to process.
Due to the problem’s rich area of applications the minimum spanning tree problem has received a considerable amount
of attention for explicit graph representations. The best currently known upper bound on the complexity of the minimum
spanning tree problem in the explicit setting was established in [16], where an algorithm that runs on input G = (V , E) in
timeO(|E|α(|E|·|V |)) has been presented. Here,α is the inverse of the Ackermann function. In [32] an optimal algorithmhas
been given but nothing better than O(|E|α(|E| · |V |)) is known about the running time. An expected linear time algorithm
has been shown in [28]. For restricted graph classes problems could be easier and for the explicit setting already in [17] a
linear time algorithm for minimum spanning trees on planar graphs has been presented.
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Here, answering an open question posed by Sawitzki (see Table 1, page 785 in [37]), our main result is that OBDD-based
representations of (unique)minimum spanning trees can be exponentially larger than the OBDD representation of the input
graph even if the input graph is planar. Despite the exponential blow-up from input to output size in the implicit setting,
it is still possible that there exists an OBDD-based algorithm that solve the minimum spanning tree problem polynomially
with respect to the number of vertices of the input graph and often with sublinear space. In the paper we present a symbolic
algorithm that uses a polylogarithmic number of functional operations with respect to the number of vertices of the input
graph.
The paper is organized as follows. In Section 2 we define some notation and review some basics concerning OBDDs,
symbolic graph representations, graphs, and the minimum spanning tree problem. Section 3 contains a symbolic minimum
spanning tree algorithm that uses O(log3 |V |) OBDD-operations, where V is the set of vertices of the input graph. Since
this algorithm uses a submodule findTransitiveClosure that computes all connected vertex pairs in a given tree, the
computation of the transitive closure in the implicit setting is investigated in Section 4. We improve the result that the
transitive closure is not computable in polynomial space [6] and demonstrate that an exponential blow-up from input to
output size is even possible if the inputs are trees. Afterward, in Section 5 we show that symbolic OBDD-based algorithms
for the minimum spanning tree problem need exponential space with respect to the size of the implicit representation of
the input graph even if the graph is planar. Note, that we do not introduce new methods in order to prove the exponential
lower bound on the implicit representation of the minimum spanning tree but the merit of the result is the presentation of
a very simple input graph for which an exponential blow-up from input to output size can be observed. Finally, we finish
the paper with some concluding remarks.
2. Preliminaries
In order to make the paper self-contained we briefly recall the main notions we are dealing with in this paper.
2.1. Ordered binary decision diagrams
When working with Boolean functions as in circuit verification, synthesis, and model checking, ordered binary decision
diagrams are one of the most often used data structures supporting all fundamental operations on Boolean functions, like
binary operators, quantifications or satisfiability tests, efficiently. (For a history of results on binary decision diagrams see,
e.g., the monograph of Wegener [41]).
Definition 1. Let Xn = {x1, . . . , xn} be a set of Boolean variables. A variable ordering π on Xn is a permutation on {1, . . . , n}
leading to the ordered list xπ(1), . . . , xπ(n) of the variables.
In the following a variable ordering π is sometimes identified with the corresponding ordering xπ(1), . . . , xπ(n) of the
variables if the meaning is clear from the context.
Definition 2. Aπ-OBDD on Xn is a directed acyclic graph G = (V , E)whose sinks are labeled by the Boolean constants 0 and
1 and whose non-sink (or decision) nodes are labeled by Boolean variables from Xn. Each decision node has two outgoing
edges one labeled by 0 and the other by 1. The edges between decision nodes have to respect the variable ordering π , i.e., if
an edge leads from an xi-node to an xj-node, thenπ−1(i) < π−1(j) (xi precedes xj in xπ(1), . . . , xπ(n)). Each node v represents
a Boolean function fv ∈ Bn, i.e., fv : {0, 1}n → {0, 1}, defined in the following way. In order to evaluate fv(b), b ∈ {0, 1}n,
start at v. After reaching an xi-node choose the outgoing edge with label bi until a sink is reached. The label of this sink
defines fv(b). (For an example of a π-OBDD see Fig. 1.) The width of a π-OBDD is the maximum number of nodes labeled by
the same variable. The size of a π-OBDD G is equal to the number of its nodes and the π-OBDD size of a function f is the size
of the minimal π-OBDD representing f . The π-OBDD of minimal size for a given function f is unique up to isomorphism. A
π-OBDD is called reduced, if it is the minimal π-OBDD.
Let g be a Boolean function on the variables x1, . . . , xn. The subfunction g|xi=c , 1 ≤ i ≤ n and c ∈ {0, 1}, is defined as
g(x1, . . . , xi−1, c, xi+1, . . . , xn). It is well known that the size of an OBDD representing a function f that depends essentially
on nBoolean variables (a function g depends essentially on a Boolean variable z if g|z=0 ≠ g|z=1)may be different for different
variable orderings and may even vary between linear and exponential size with respect to n.
Definition 3. The OBDD size or OBDD complexity of f is the minimum of all π-OBDD(f ).
The size of the reduced π-OBDD representing f is described by the following structure theorem [39].
Theorem 4. The number of xπ(i)-nodes of the minimal π-OBDD for f is the number si of different subfunctions f|xπ(1)=a1,...,
xπ(i−1)=ai−1 , a1, . . . , ai−1 ∈ {0, 1}, that essentially depend on xπ(i).
B. Bollig / Theoretical Computer Science 447 (2012) 2–12 5
Fig. 1. A π-OBDD for the Boolean function ADD4,4 which computes the most significant bit of the binary addition of two 4-bit numbers x = (x3, . . . , x0)
and y = (y3, . . . , y0), where π is x3, y3, x2, . . . , x0, y0 .
Theorem 4 implies the following simple observation which is helpful in order to prove lower bounds. Given an arbitrary
variable ordering π the number of nodes labeled by a variable x in the reduced π-OBDD representing a given function f is
not smaller than the number of x-nodes in a reduced π-OBDD representing any subfunction of f .
Now, we briefly describe a list of important operations on data structures for Boolean functions and the corresponding
time and additional space requirements for OBDDs (for a detailed discussion see, e.g., [41]). In the following let f and g be
Boolean functions in Bn on the variable set Xn = {x1, . . . , xn} and Gf and Gg be π-OBDDs for the representations of f and g ,
respectively.
- Evaluation: Given Gf and an input b ∈ {0, 1}n, compute f (b). This can be done in time O(n).
- Replacements by constants: Given Gf , an index i ∈ {1, . . . , n}, and a Boolean constant ci ∈ {0, 1}, compute a π-OBDD for
the subfunction f|xi=ci . This can be done in time O(|Gf |) and the π-OBDD for f|xi=ci is not larger than Gf .
- Equality test: Given Gf and Gg , decide, whether f and g are equal. This can be done in time O(|Gf | + |Gg |).
- Satisfiability count: Given Gf , compute |f −1(1)|. This can be done in time O(|Gf |).
- Synthesis: Given Gf and Gg and a binary Boolean operation⊗ ∈ B2, compute aπ-OBDD Gh for the function h ∈ Bn defined
as h := f ⊗ g . This can be done in time and space O(|Gf | · |Gg |) and the size of Gh is bounded above by O(|Gf | · |Gg |).
- Quantification: Given Gf , an index i ∈ {1, . . . , n}, and a quantifier Q ∈ {∃,∀}, compute a π-OBDD Gh for the function
h ∈ Bn defined as h := (Qxi)f , where (∃xi)f := f|xi=0 ∨ f|xi=1 and (∀xi)f := f|xi=0 ∧ f|xi=1. The computation of Gh can be
realized by two replacements of constants and a synthesis operation. This can be done in time and space O(|Gf |2).
In the rest of the paper quantifications over k Boolean variables (Qx1, . . . , xk)f are denoted by (Qx)f , where x =
(x1, . . . , xk).
Sometimes it may be useful to reverse the edges of a given graph. Therefore, we define the following operation (see,
e.g., [37]).
Definition 5. Let ρ be a permutation on {1, . . . , k} and f ∈ Bkn be defined on variable vectors x(1), . . . , x(k) ∈ {0, 1}n. The
argument reorderingRρ(f ) ∈ Bkn with respect to ρ isRρ(f )(x(1), . . . , x(k)) = f (xρ(1), . . . , xρ(k)).
Given a π-OBDD Gf representing the function f ∈ Bkn a reordering can be done by renaming the variables followed by at
most kn so-called jump-up operations. The operation jump-up(i, j), 1 ≤ j < i ≤ n, causes the variable at position i to jump
at position j while the variables at positions j, . . . , i − 1 are shifted one position downward. A jump-up operation can be
realized by two replacements of constants followed by a synthesis step (see, e.g., [10]).
2.2. Symbolic OBDD-based graph representations and the minimum spanning tree problem
In the following for z = (zn−1, . . . , z0) ∈ {0, 1}n let |z| := n−1i=0 zi2i. Let G = (V , E) be a graph with N vertices
v0, . . . vN−1. The edge set E can be represented by an OBDD for its characteristic function, where
XE(x, y) = 1⇔ (|x|, |y| < N) ∧ (v|x|, v|y|) ∈ E, x, y ∈ {0, 1}n, and n = ⌈logN⌉.
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If G is a weighted graph, i.e., there exists a function c : E → {1, . . . , B}, where B is the maximum weight, the definition
of the characteristic function of G’s edge set is extended by XE(x, y, d) = 1 ⇔ (v|x|, v|y|) ∈ E ∧ c(v|x|, v|y|) = |d| + 1,
d = (d0, . . . , d⌈log B⌉−1). Undirected edges are represented by symmetric directed ones. In the rest of the paper we assume
that B and N are powers of 2 since it has no bearing on the essence of our results. It is well known that for every variable
ordering π the size of the reduced π-OBDD for a given function f ∈ Bn is upper bounded by (2+ o(1))2n/n (see, e.g., [12]).
Moreover, it is not difficult to prove that the size is also upper bounded by O(n · |f −1(1)|). Therefore, the characteristic
functionXE of an edge set E ⊆ V × V can be represented by OBDDs of size O(min(|V |2/ log |V |, |E| log |V |)).
By simple counting arguments it is easy to see that almost all graphs on N vertices cannot be represented by OBDDs
of polylogarithmic size with respect to N . On the other hand, it is quite obvious that very simply structured graphs, e.g.,
grid graphs, have a small OBDD representation. Therefore, in [29,30] the question has been investigated whether succinct
OBDD representations can be found for significant graph classes. OBDD-represented graphs on N vertices are typically only
defined on logN Boolean variables in comparison to other implicit graph representationswhere at least c logN bits for some
constant c > 1 are allowed [27,40]. One of the reasons is that the number of variables for intermediate OBDDs during the
computation of a symbolic algorithm can be seen as a performance parameter because multiplying the number of variables
on which a function essentially depends by a constant c enlarges the worst-case OBDD size asymptotically from S to Sc .
(See, e.g., [19] for the importance to keep the number of variables as low as possible.)
A graph is called planar if it can be drawn in the plane so that its edges intersect only at their ends. A sequence of vertices
vi1 , . . . , vik is said to be a path from u tow of length k− 1 in an unweighted graph G = (V , E), u, w ∈ V , if vi1 = u, vik = w,
and (vij , vij+1) ∈ E, j ∈ {1, . . . , k− 1}. Given two vertices u andw in V , we say that u reachesw, if there exists a path from u
tow in G. The distance between two vertices u andw in G is the number of vertices minus 1 on a shortest paths from u tow
in G. The diameter of G is themaximum distance on all vertex pairs in G. For an edge weighted graphwe define the diameter
in a similar way (using the assumption that each edge in G has weight 1). A connected component CC in G is a subgraph in
G in which for any two vertices there exists a path from one vertex to the other one and no more vertices or edges (from G)
can be added while preserving its connectivity. In other words CC is a maximal connected subgraph. A spanning tree in G
is a subgraph in G that contains all vertices in V and is a tree. A minimum spanning tree (MST) of an undirected weighted
graph G = (V , E) is a minimum total weight subset of E that forms a spanning tree of G. In the symbolic setting the MST
problem is the following one. Given an OBDD for the characteristic function of the edge set of an undirected weighted input
graph G, the output is an OBDD that represents the characteristic function of a minimum spanning tree in G. In order to
obtain small size representations, we may distinguish the problem to represent only the edges or the weighted edges of a
minimum spanning tree symbolically. The proof of Theorem 9 in Section 5 works for both.
3. A symbolic minimum spanning tree algorithm
Here, we present a symbolic OBDD-based algorithm for the minimum spanning tree problem. Given an implicitly
represented edge weighted graph G = (V , E, d) the task is to compute an implicit representation for a minimum spanning
tree in G. The idea is to use Borůvka’s well-known algorithm for the computation of minimum spanning trees on explicitly
defined input graphs and to adapt it to the implicit setting. Since symbolic algorithms have to deal with sets of vertices and
edges in order to save time and space, we deal with a parallel variant of Borůvka’s algorithm. Although we assume that the
reader is quite familiar with Borůvka’s algorithm, we briefly recall the method in the following.
The edges of a minimum spanning tree in G are iteratively computed. We start with an empty set of edges. Each vertex
v ∈ V can be seen as a connected component of size 1with respect to the edges already computed for theminimumspanning
tree. In each iteration for each connected component Ci the edge with the smallest weight with respect to the remaining
edges incident to another different connected component C ′i is parallel computed. If such an edge is not unique, we choose
for every connected component an edge in an appropriate way. The chosen edges are added to the already computed edges
of the minimum spanning tree. Afterward, the computation of the connected components with respect to the edges in the
current minimum spanning tree is updated. The computation terminates if there is only one connected component. The
correctness of this method follows directly from the correctness of Borůvka’s algorithm.
Since sometimes we have to choose an edge out of a given set of edges, we define an ordering< on the Boolean encoding
of edges of a given graph. For (x, y, d), (x′, y′, d′) ∈ X−1E (1) we define (x, y, d) < (x′, y′, d′) iff one of the following
requirements is fulfilled:
- |d| < |d′|,
- |d| = |d′| and min(|x|, |y|) < min(|x′|, |y′|), or
- |d| = |d′|, min(|x|, |y|) = min(|x′|, |y′|), and max(|x|, |y|) < max(|x′|, |y′|).
The ordering of the edges can easily be described by a Boolean function Pn in the followingway: Pn((x, y, d), (x′, y′, d′)) =
1⇔ (x, y, d) < (x′, y′, d′), where Pn is defined on all Boolean inputs not only on ((x, y, d), (x′, y′, d′)), (x, y, d), (x′, y′, d′) ∈
X−1E (1). It is not difficult to show that Pn can be represented by OBDDs of constant width 9 and therefore linear size with
respect to the variable ordering
dlog B−1, d′log B−1, . . . , d0, d
′
0, xn−1, x
′
n−1, yn−1, y
′
n−1 . . . , x0, x
′
0, y0, y
′
0.
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(Remember, B is the maximum weight of an edge in the input graph.) Next, we present a well-known algorithm for the
problem transitive closure, the computation of an OBDD representing all connected vertex pairs for a graph symbolically
represented by an OBDD. The algorithm uses the method of iterative squaring.
algorithm findTransitiveClosure(XE(x, y, d))
(1) R(x, y)← (x = y) ∨ (∃d)XE(x, y, d)
(2) repeat
(3) R′(x, y)← R(x, y)
(4) R(x, y)← (∃z)(R′(x, z) ∧ R′(z, y))
(5) until R(x, y) = R′(x, y)
(6) return R(x, y)
It is easy to see that O(log2 |V |) = O(n2) functional operations are sufficient. There are at most log |V | iterations since
the diameter of each graph on |V | vertices is at most |V | − 1 and for each iteration O(log |V |) quantifications are necessary.
Finally, we present our symbolic algorithm for the computation of a minimum spanning tree in a given input graph.
algorithm findMinimumSpanningTree(XE(x, y, d))
(1) MST (x, y, d)← 0
(2) repeat
(3) R(x, y)← findTransitiveClosure(MST (x, y, d))
(4) C(x, y, d)← XE(x, y, d) ∧ R(x, y)∧
(∃y′, z, d′(R(x, z) ∧XE(z, y′, d′) ∧ R(z, y′) ∧ Pn((d′, z, y′), (d, x, y))))
(5) C(x, y, d)← C(x, y, d) ∨ C(y, x, d)
(6) MST ′(x, y, d)← MST (x, y, d)
(7) MST (x, y, d)← MST ′(x, y, d) ∨ C(x, y, d)
(8) until MST (x, y, d) = MST ′(x, y, d)
(9) return MST (x, y, d)
In the explicit setting it is often a good idea to workwith contracted graphs during the computation of a graph algorithm,
because the running time mostly depends on the number of vertices and edges of the considered graph. In the implicit
setting the situation is different. The representation size for a subgraph can be larger than the representation size for the
graph as in Section 5 our worst-case instance for the maximum spanning tree problem will show. Therefore, our algorithm
works in each iteration withXE(x, y, d).
Lemma 6. Given the characteristic function of the edge set of an undirected weighted graph G = (V , E, c) the algorithm
findMinimumSpanningTree computes the characteristic function of a minimum spanning tree using O(log3 |V |) functional
operations.
Proof. At the beginning the set of already computed edges for the minimum spanning tree is empty (1). In each iteration
the transitive closure on the graph of the already determined edges for the minimum spanning tree is computed, in other
words the connected components are determined and R(x, y) = 1, iff the two vertices encoded by x and y belong to the
same connected component. A new edge (u, v) is added in (4), if the two vertices u and v do not already belong to the same
connected component and there exists no smaller edge according to the ordering given by Pn that connect a vertex in the
connected component C of u to a vertex of another connected component C ′, C ≠ C ′. Since undirected edges are represented
by two directed ones, the set of the new computed edges of the minimum spanning tree is updated in (5) and afterward
added to the set of the already computed edges of the minimum spanning tree. The computation stops if no new edge can
be added because the minimum spanning tree is complete. Altogether the correctness of the algorithm follows from the
correctness of Borůvka’s algorithm.
Since in each iteration the number of connected components is at least halved, the number of iterations is at
most log |V |. Furthermore, in each iteration there is a constant number of synthesis, negation, and equality operations,
O(log |V |) quantifications, and a reordering operation that can be realized by O(log |V |) jump-up operations. Moreover,
there is an algorithm for the computation of the transitive closure on the graph of the already computed edges for the
minimum spanning tree using O(log2 |V |) functional operations. Summarizing the number of operations for the algorithm
findMinimumSpanningTree is O(log3 |V |). 
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The number of functional operations is a roughmeasure for the running time of an algorithm in the implicit setting since
the cost of an operation like synthesis depends on the size of the participating OBDDs. In [6] it has been shown that the
problem transitive closure is not computable in polynomial space with respect to the size of an implicitly defined input
graph. Nevertheless, the situation during the computation of the algorithm findMinimumSpanningTree is a special one,
since the input graphs forfindTransitiveClosure are trees and it could be that in this case the problem is easier to solve.
(Note, that we do not distinguish between trees and a forest.) However, we will see in the next section that the transitive
closure is not computable in polynomial space even if the inputs are restricted to trees. The question arises whether there
exists at all OBDD-based minimum spanning tree algorithms using polynomial space with respect to the OBDD size of the
input graph. In Section 5 we give a negative answer and prove that an exponential blow-up from input to output size is
possible for the minimum spanning tree problem in the implicit setting.
4. On the complexity of the transitive closure on OBDD-represented trees
In this section we demonstrate that there can be an exponential blow-up from input to output size for the computation
of the transitive closure of trees in the implicit setting.
Theorem 7. Symbolic OBDD-based algorithms for the computation of the transitive closure need exponential space with respect
to the size of the implicit representation of the input even if the inputs are trees.
Proof. The proof strategy is the following one. We define an input graph F = (V , E) that consists of two trees and show
that the OBDD size ofXE is polynomial. Afterward we prove that the OBDD size for the transitive closure of F is exponential.
In order to do so we encode in some sense a difficult function into our trees. Therefore, we start with the definition of a
function with exponential OBDD complexity which is well known in the BDD literature.
Definition 8. The hidden weighted bit function HWBn : {0, 1}n → {0, 1} computes the bit bsum on the input b =
(b1, . . . , bn), where sum :=ni=1 bi and b0 := 0.
Bryant [14] has introduced this function as a very simple version of a storage access function, where each variable is
control and data variable. He has also already shown that the OBDD complexity of HWBn is Ω(2(1/5−ϵ)n) which has been
slightly improved up toΩ(2n/5) in [9].
(1) The definition of the input graph F = (V , E):
The forest F = (V , E) consists of two trees and there are 2n vertices vi, i ∈ {0, . . . , 2n − 1}. In the following let
bℓ = (bℓn−1, . . . , bℓ0) be the binary representation of an integer ℓ ∈ {0, . . . , 2n − 1}. There exists an edge between a vertex
vi and vj if one of the following requirements is fulfilled:
(i) i = 2n − 1, j = 20 + 2k, k ∈ {1, . . . , n− 1} (or vice versa),
(ii) i = 0, j = 2k, k ∈ {1, . . . , n− 1} (or vice versa),
(iii) i = 20 + 2k, k ∈ {2, . . . , n− 2},n−1ℓ′=1 bjℓ′ = k, and bjk = 1 or k = n− 1,n−1ℓ′=1 bjℓ′ = n− 1, and bj0 = 0 or k = 1 andn−1
ℓ′=1 b
j
ℓ′ = 1 and bj0 = bj1 = 1 (or vice versa),
(iv) i = 2k, k ∈ {1, . . . , n− 2},n−1ℓ′=1 bjℓ′ = k and bjk = 0 (or vice versa).
The idea for the construction of F is that the vertex v2n−1 is connected via two edges to vertices encoded by 1-inputs of
HWBn−1. The implicit representation of the edge set of the input is small since we use some intermediate vertices to give
some information but in the transitive closure of F the vertex v2n−1 cannot use this information.
(2) The polynomial upper bound on the size of the OBDD representation forXE :
The characteristic function of the edge setXE depends on 2n Boolean variables ((xn−1, . . . , x0), (yn−1, . . . , y0)) and can
be represented by OBDDs of size O(n3) according to the variable ordering x0, y0, x1, y1, . . . , xn−1, yn−1.
Applying Theorem 4 it is sufficient to prove that for every i ∈ {1, . . . , 2n} there are only O(n2) different subfunctions
obtained by replacements of the first i variables with respect to the considered variable ordering. Loosely speaking, different
useful information lead to different subfunctions. Therefore, we have to consider which information we have to know in
order to decide whether the function value is 1. There are four disjoint sets of edges according to the requirements (i)–(iv).
In the following the roles of the x- and the y-variables can be exchanged without always mentioning it.
The set of edges described by the requirement (i) or (ii) can be represented by OBDDs of constant width according to
arbitrary variable orderings. If x0 = y0 = 1, the remaining x-variables and exactly one of the remaining y-variables have
to be 1. Similarly, if x0 = y0 = 0, the remaining x-variables and exactly n − 2 of the remaining y-variables have to be 0.
Therefore, we only have to count the number of x- and the number of y-variables fixed to 1 separately and there are only
four possibilities.
The requirements (iii) and (iv) can be checked by OBDDs of widthO(n2). If x0 = y0 = 1 or x0 = y0 = 0we know towhich
tree a possible edge of the input has to belong. We count the number of the remaining x- and the number of the remaining
y-variables fixed to 1 separately. Only more than one x- or more than one y-variable can be replaced by 1, otherwise the
function value is 0. If x0 = y0 = 1 and there exists a position k, where xk = yk = 1, it is verified whether the sum of the
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variables in {x1, . . . , xn−1} replaced by 1 is k and the sum of the variables in {y1, . . . , yn−1} fixed to 1 is 1 (or vice versa). If
there are two positions k and k′, where xk = yk′ = 1 and xk′ = yk = 0, the function value is 0. If x0 = y0 = 0 and there exists
a position k, where xk = yk = 1, the function value is 0. The number of the already tested x- and the number of the already
tested y-variables fixed to 1 is counted. If the sums are less than 2, the positions of the variables set to 1 has to be stored in
order to decide whether the function value is 1. Since there are only O(n2) possibilities which x- and which y-variable is set
to 1, width O(n2) is sufficient to store all useful information in the OBDD.
If x0 = x1 = y1 = 1 and y0 = 0 (or x0 = 0 and x1 = y0 = y1 = 1), the function value is 0. If x0 = x1 = 1 and
y0 = y1 = 0, it is checked whether there exists a position k where yk = 1 and the sum of the remaining y-variables is 0,
xk = 0 and the sum of the variables in {x1, . . . , xn−1} fixed to 1 is k.
If x0 = 1, x1 = y0 = y1 = 0, it is inspected whether there exists a position kwith xk = yk = 1, the sum of the remaining
x-variables is 0, the sum of the variables in {y1, . . . , yn−1} is k or whether there exists a position k with yk = 1, xk = 0, the
sum of the remaining y-variables is 0 and the sum of the x-variables in {x1, . . . , xn−1} is k. Similarly, the case x0 = y1 = 1,
x1 = y0 = 0 can be dealt with. In all other cases the function value is 0 Altogether width O(n2) is sufficient to store the
possible number of already tested x- and y-variables fixed to 1 or the positions of the variables in case only one of the x- or
y-variables is set to 1.
OBDDs for the characteristic function of edges described by requirement (i) or (ii) and for the edges defined by (iii) or
(iv) can be combined by an∨-synthesis in order to obtain an OBDD forXE . The size of the resulting OBDD is O(n3), since the
width of the first OBDD is bounded by a constant.
(3) The exponential lower bound on the size of OBDDs for the characteristic function of the transitive closureXTC in F :
The subfunction of XTC , where all x-variables are replaced by 1 and y0 is set to 0, is equal to the function HWBn−1.
Therefore, the OBDD size ofXTC isΩ(2n/5). 
5. On the complexity of the minimum spanning tree problem on OBDD-represented graphs
In this section we demonstrate that there can be an exponential blow-up from input to output size for the minimum
spanning tree problem even for planar graphs in the symbolic setting.
Theorem 9. Symbolic OBDD-based algorithms for the minimum spanning tree problem need exponential space with respect to
the size of the implicit representation of the input graph even if the input graph is planar.
Proof. Our proof structure is similar to the proof of Theorem 7. First, we define a planar input graph G = (V , E, c) for the
minimum spanning tree problem. The size of the corresponding OBDD representation for the characteristic function of the
weighted edge set is polynomial with respect to the number of Boolean variables. Afterward we prove that the symbolic
OBDD representation of the unique minimum spanning tree in G needs exponential space. Therefore, every OBDD-based
algorithm solving the minimum spanning tree problem needs exponential space with respect to its input length.
(1) The definition of the input graph G:
The graph G = (V , E) consists of 2n+2 vertices vi,j, i ∈ {0, . . . , 3}, j ∈ {0, . . . , 2n − 1}. In the following let bℓ =
(bℓn−1, . . . , b
ℓ
0) be the binary representation of an integer ℓ ∈ {0, . . . , 2n − 1}. There exists an edge between a vertex vi1,j1
and a vertex vi2,j2
- with weight 1 if one of the following requirements is fulfilled:
- i1 = 3, j1 = 0, and i2 = 1, j2 ∈ {0, . . . , 2n − 1} (or vice versa),
- i1 = 3, j1 ≠ 2n − 1, i2 = 3, and j2 = 2n − 1 (or vice versa),
- i1 = 3, j1 = 2n − 1, i2 = 0, and j2 ∈ {0, . . . , 2n − 1} (or vice versa),
- with weight n+ 1 if i1 = 1, i2 = 2, and j1 = j2 (or vice versa),
- with weight i, 1 ≤ i ≤ n, if i1 = 0, i2 = 2,n−1k=0 bj1k = i, bj1i−1 = 1, and j1 = j2 (or vice versa). (Note, that ifn−1k=0 bj1k = i
and bj1i−1 = 0 or j1 ≠ j2, there is no edge between v0,j1 and v2,j2 .)
Fig. 2 shows the structure of the input graph G. Obviously, G is planar and the minimum spanning tree in G is unique.
The important property of G is that an edge between a vertex v1,j1 and a vertex v2,j2 is in the minimum spanning tree if
j1 = j2, and the binary representation of j1 respectively j2 corresponds to an input that belongs to HWB−1n (0). Therefore, the
characteristic function of this edge set is a difficult function but in our input graph this edge set is in some sense hidden such
that the characteristic function of the edge set of the input graph can be represented by OBDDs of small size. Fig. 3 shows
the minimum spanning tree in G. The vertices v3,j, j ≠ 2n − 1, are only auxiliary vertices in order to obtain a number of
vertices which is a power of 2.
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Fig. 2. The weighted input graph G. In the first two columns (on the left side) are the v3,·-vertices (without v3,2n−1 and v3,0) and the vertex v3,2n−1 , the right
vertex is v3,0 , on the left side of v3,0 are the v1,·-vertices, next on the left side are the v2,·-vertices. The other vertices are the v0,·-vertices.
Fig. 3. The minimum spanning tree in G.
(2) The polynomial upper bound on the size of the OBDD representation forXE :
Let x11, x
1
0, x
2
n−1, . . . , x
2
0 be the variables of the Boolean encoding of a vertex vi,j, where x
1
0 and x
2
0 denote the least significant
bits, the x1-variables represent i and the x2-variables j. In the rest of the proof we assume that n + 1 is a power of 2
because it has no bearing on the essence of our result. Let d = (dlog(n+1)−1, . . . , d0) be the binary representation of
the edge weight |d|. The characteristic function XE of the edge set depends on 2n + 4 + log(n + 1) Boolean variables
((x11, x
1
0, x
2
n−1, . . . , x
2
0), (y
1
1, y
1
0, y
2
n−1 . . . , y
2
0), (dlog(n+1)−1, . . . , d0)). Our aim is to prove thatXE can be represented byOBDDs
of size O(n3) according to the variable ordering
dlog(n+1)−1, . . . , d0, x11, y
1
1, x
1
0, y
1
0, x
2
n−1, y
2
n−1, . . . , x
2
0, y
2
0.
Since there are n + 1 different weights, the first part of the OBDD is a complete binary tree of size O(n). In the second
part of the OBDD we distinguish three different disjoint edge sets, between v1,·- and v2,·-vertices, between v0,·- and v2,·-
vertices, and the remaining edges.We prove that each of them can be represented by OBDDs of small size. Since the different
edge sets can be identified by the assignments to the x1- and y1-variables which are tested at the beginning of the OBDD, it
suffices to add the OBDD sizes in order to obtain an upper bound on the OBDD complexity ofXE . (Note, that we can also use
the well-known result on the worst-case complexity of the synthesis operation, here the∨-operation, that the width of the
OBDD forXE can be asymptotically bounded above by the product of the widths of the OBDDs for the three different edge
sets. Since for two of them the width is a constant we are done.)
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- If x10 = 0, x11 = 1, y10 = 1, and y11 = 0 (or vice versa), it is checked whether x2i = y2i . This is a simple equality check which
can be done in linear size.
- If x11 = x11 = 1, y10 = 1, and y11 = 0, it is checked whether |x2| = 0. (If x10 = 1, x11 = 0, y10 = y11 = 1, the roles of the
x- and y-variables are exchanged.) If x10 = x11 = 0, y10 = y11 = 1, it is checked whether |y2| = 2n − 1. (If x10 = x11 = 1,
y10 = y11 = 0, the roles of the x- and y-variables are exchanged.) If x10 = x11 = y10 = y11 = 1, it is checked whether
|x2| = 2n − 1 and |y2| ≠ 2n − 1 (or vice versa). Altogether the set of edges can be represented in linear size.
- If x10 = x11 = 0, y10 = 0, and y11 = 1 (or vice versa) and the edge weight is i, i.e., |d| = i− 1, the number of x2-variables is
counted. The function value is 1 if
n−1
k=0 x
2
k = i, x2i−1 = 1, and y2k = x2k , 0 ≤ k ≤ n− 1. Since we only have to distinguish
i+1 different values for |x2|, this can be done by an OBDD of widthO(n) if the edgeweight is fixed. As there are n possible
edge weights, the considered edge set can be represented by OBDDs of width O(n2) and size O(n3).
Summarizing, we have seen thatXE can be represented by an OBDD of size O(n3).
(3) The exponential lower bound on the size of OBDDs for the characteristic function of the minimum spanning treeXMST
in G:
Here, we use some ideas presented in [8] for maximum matchings with exponential OBDD complexity (but in G there
exist maximummatchings with 2n + 2 edges that can be represented by OBDDs of linear size).
Due to our definition of G the minimum spanning tree contains an edge between a vertex v1,j1 and a vertex v2,j2 ,
j1, j2 ∈ {0, . . . , 2n − 1} iff the binary representation of j1 respectively j2 corresponds to an input that belongs to HWB−1n (0)
and j1 = j2. Our aim is to adapt the ideas for the exponential lower bound on the OBDD size of HWBn presented in [14].
Therefore, we consider the subfunction ofXMST , where all d-variables are replaced by 1, with other words the edgeweight is
set to n+1, and x10 = 1, x11 = 0, y10 = 0, and y11 = 1. Letπ be an arbitrary but fixed variable ordering. In the following our aim
is to prove that the considered subfunction ofXMST has exponentialπ-OBDD size. As a result we can conclude that the size of
any OBDD for the representation ofXMST needs exponential size. A pair (x2ℓ, y
2
ℓ), ℓ ∈ {0, . . . , n− 1}, is called (x, y)-pair and
x2ℓ a partner of y
2
ℓ and vice versa. Now,we define a cut in the variable ordering after for the first time for exactly (3/5)n (x, y)-
pairs there exist at least one variable. T contains the variables before the cut according to π and B the remaining variables.
Let PH be the set of all pairs (x2i , y
2
i ), i ∈ {n/2, . . . , (9/10)n−1}, and PL be the set of all pairs (x2j , y2j ), j ∈ {n/10, . . . , n/2−1}.
Obviously, T contains at least for n/5 pairs in PH or at least for n/5 pairs in PL at least one variable. W.l.o.g. we assume that
T contains at least for n/5 pairs in PL at least one variable. In the following we only consider assignments where variables
that belong to the same (x, y)-pair are replaced by the same constant. We consider all assignments to the variables in T ,
where exactly n/10 pairs in PL are replaced by 1, all other variables in T are set to 0. There are at least
 n/5
n/10
 = Ω(n−1/22n/5)
different assignments. Using Theorem 4 it is sufficient to prove that these assignments lead to different subfunctions. For
this reason we consider two different assignments b and b′ to the variables in T . Let (x2ℓ, y
2
ℓ) be an (x, y)-pair for which at
least one variable is replaced differently in b and b′. W.l.o.g. x2ℓ−1 is set to 0 in b and to 1 in b
′. Now, we consider the following
assignment br to the variables in B. The variables for which there is a partner in T are replaced by the assignment to the
partner according to b. The remaining variables are replaced in such a way that there are exactly ℓ− n/10 pairs that are set
to 1. This can be done because there are (2/5)n pairs for which both variables are in B and ℓ ≤ n/2. Obviously, the function
value of the subfunction induced by b on br is 1. The function value for the subfunction induced by b′ on br is 0 because
either |x2| ≠ |y2| or x2 ∈ HWB−1n (1).
Altogether, we have shown that the OBDD complexity ofXMST is at least Ω(n−1/22n/5). Since our input graph is planar
we have shown that already the minimum spanning tree problem for planar graphs needs exponential space in the OBDD
setting. 
Furthermore, we obtain the following result.
Corollary 10. Symbolic OBDD-based algorithms for the single source shortest paths problem need exponential space with respect
to the size of the implicit representation of the input graph.
In [37] it has been shown that the single source shortest paths problem needs exponential space in the symbolic setting.
Here, we sketch another proof for this result that leads to a slightly larger lower bound using our planar input graph G. The
input is an OBDD forXE defined above and an OBDD for the characteristic function of the vertex v3,2n−1. Let D be the set of
all solution pairs (v, ω) ∈ V × N such that a shortest path from v3,2n−1 to v has weight ω. Here, the weight of a path from a
vertex to another one is the total weight of the edges that belong to the considered path. The output OBDD has to represent
the characteristic function XD. A shortest path from v3,2n−1 to a vertex vi,j in G, 0 ≤ i ≤ 3 and j ∈ {0, . . . , 2n − 1}, has
distance n+ 3 iff i = 2 and the binary representation of j is an element in HWB−1n (0). Therefore, if we replace the distance
variables by the binary representation of n+ 3, x11 = 1, and x10 = 0 we obtain an OBDD for HWBn. Since the π-OBDD size of
a subfunction of a given function cannot be larger than the π-OBDD size of the function and the OBDD size of a function is
the same as the OBDD size of the negated function, we are done.
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Concluding remarks
One aim in the symbolic setting is to find advantageous properties of real-world instances that cause an essentially better
behavior than in the worst-case. In [36,43] symbolic algorithms for maximum flow in 0-1 networks and topological sorting
have been presented and afterward analyzed for a restricted graph class. It has been shown that these algorithms only need
polylogarithmic running time with respect to the number of vertices of given grid graphs. These results rely on the fact that
the width of intermediate OBDDs during the computation is restricted since the input graphs are very structured. It is open
whether constant input OBDDwidth is sufficient to guarantee polynomial space complexity for theminimum spanning tree
problem. Furthermore, it is open whether there exists an OBDD-based algorithm for the computation of the weight of a
minimum spanning tree which works in polynomial space with respect to the size of the implicit input.
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