In this article, we propose a new methodology based on a (log) semi-nonparametric (log-SNP) distribution that nests the lognormal and enables better fits in the upper tail of the distribution through the introduction of new parameters. We test the performance of the lognormal and log-SNP distributions capturing firm size, measured through a sample of US firms in [2004][2005][2006][2007][2008][2009][2010][2011][2012][2013][2014][2015]. Taking different levels of aggregation by type of economic activity, our study shows that the log-SNP provides a better fit of the firm size distribution. We also formally introduce the multivariate log-SNP distribution, which encompasses the multivariate lognormal, to analyze the estimation of the joint distribution of the value of the firm's assets and sales. The results suggest that sales are a better firm size measure, as indicated by other studies in the literature.
Introduction
Studies of firm size distribution have raised great interest among researchers in the fields of physics and economics [1] [2] [3] [4] . This topic is relevant because knowledge about the shape of the firm size distribution can provide researchers and policymakers with information about the levels of industrial concentration and economic cycles that is useful in implementing competition policies [5] [6] [7] .
In a pioneering study on firm size, Gibrat [8] found that firm size could be described by the lognormal distribution. Since then, several studies have supported the use of this distribution [1] [9] . However, different types of distributions have been proposed. Some empirical studies have argued that the size distribution can be adjusted according to a Pareto or power-law distribution [10] [11] or that it can be well estimated based on Zipf's law [12] .
A strand of the empirical literature has thus sought to examine the application of lognormal and Pareto or power-law distributions using firm size data as cross-sectional data [13] [14] [15] . However, there is evidence that, on some occasions, a poor approximation of the empirical distributions of the firm size in the upper tail, which typically exhibit greater asymmetry as a small number of large firms exist alongside a large number of smaller firms [1] [12] [16] , is obtained.
For example, in their article, Stanley et al. [1] find that the size distribution for a series of firms listed in the US stock market has a good fit with the lognormal distribution, with the exception of the upper tail. In this case, the lognormal distribution overestimates the size of the large firms. On the other hand, Goddard et al. [15] examine firm size among banks and credit unions based on Zipf's law. Their study rejects Zipf's law as a descriptor of the firm size distribution in the upper tail.
The differences obtained in applying these types of firm size distributions have led researchers in this area to discuss the stability of a single firm size probability model over time and across industries and countries [5] [17] [13] [14] [18] . These discrepancies likely occur because the distributions that are traditionally used to model data with very thick tails have the disadvantage of relying on very few parameters for capturing the entire shape of the firm size distribution, including its right tail [18] . In this regard, Newman [19] and Martínez-Mekler et al. [20] state that few processes in the real world follow the Pareto or power-law distribution across their entire range and, in particular, these types of distributions do not fit the smaller values of the variable being measured.
Meanwhile, the common point of departure under the hypothesis of Zipf's law is to assume that the firm size distribution is well described by a Pareto or power-law distribution above a certain minimum threshold [21] [15] [16] [22] . In this manner, if we seek to study the growth of smaller firms compared to that of larger firms, then we cannot use a Pareto or power-law distribution because the small firms are found in the upper tail, below the threshold value [2] [23] .
With the objective of modeling the firm size distribution, we propose to use seminonparametric approximations (SNP) based on Edgeworth and Gram-Charlier expansions.
These distributions have been applied in very diverse fields in which precision in measuring distribution tails is important for correctly measuring the occurrence of extreme values (for examples of applications in thermodynamics, astronomy, finance and scientometrics, see Kuhs [24] , Blinnikov and Moessner [25] , Mauleon and Perote [26] and Cortés et al. [27] , respectively).
In this article, for the first time, we propose to use these distributions to model the firm size distribution, and in particular, we propose logarithmic transformations of an SNP distribution (log-SNP), which are extensions of a lognormal distribution that enable an approximation of any empirical distribution through the introduction of additional parameters. With this transformation, we seek to maintain the parameter flexibility of the Gram-Charlier distributions while restricting the domain of positive values. We find that in comparison to the lognormal distribution, the log-SNP distribution provides a better fit in modeling the firm size distribution using different levels of industrial aggregation. We also show that the log-SNP distribution allows us to obtain a better fit in the upper quantiles without having to impose a minimum threshold. This aspect is important because understanding the behavior of the largest firms and those with the greatest weight in the market is essential for analyzing the economy as a whole [23] . Additionally, we extend the log-SNP to the multivariate context by providing an expression for the bivariate log-SNP distribution, whose marginal densities act as univariate distributions of the log-SNP. The advantage of developing a multivariate framework is based on the fact that more efficient estimations are obtained, making it possible to jointly analyze the behavior of variables that are highly correlated and testing differences in marginal specifications through traditional linear restrictions tests -likelihood ratio (LR), Wald or Lagrange multipliers (LM). This paper is structured as follows. Section 2 provides the definitions and main characteristics of both univariate and bivariate log-SNP distributions. Section 3 compares the performance of these distributions to their nested lognormal counterparts for studying the size of a sample of US firms in different industries and analyzes 'sales' and 'assets' for measuring firm size. The final conclusions are summarized in the last section.
Log-SNP distribution
This section defines the log-SNP probability density function (PDF) and provides a straightforward extension of this distribution to the multivariate case. Because this distribution is a logarithmic transformation of the so-called Gram-Charlier (or SNP) distribution, we begin by defining this class of densities and reviewing some of its main properties.
Definition 2.1:
The Gram-Charlier density of a random variable ! " is a general class of densities of the type [28] . Moreover, despite its apparent complexity, the Gram-Charlier PDF is very tractable due to the orthogonality of the Hermite polynomials, which satisfy, among other properties, the following:
For instance, the cumulative distribution function (CDF) and the moment generating function (MGF) can be computed, respectively, as follows: 2 For a description of the positivity region in terms of skewness and kurtosis, see Jondeau and Rockinger [39] . Alternatively, Gram-Charlier can be defined as # * ! " ; % = ((! " )1 " (! " ) 5 , though at the cost of an increasing complexity. However, the positive formulation can be represented in terms of a larger expansion of the type defined in (1) -see León et al. [40] -and maximum likelihood estimation algorithms necessarily converge to values that guarantee a well-defined PDF. ,
Consequently, the log-SNP is the exponential transformation of a Gram-Charlier distributed variable, i.e., Y " = exp (! " ), where ! " is distributed according to the PDF (1), which has also been "location-scale" transformed so that the lognormal distribution is a particular case (for % & = 0). The resulting density presents the same parameter flexibility as the Gram-Charlier but is defined only on the positive real axis. The properties of this distribution can be easily obtained from those of the Gram-Charlier -for further details, see
Ñíguez et al. [29] and [30] . In particular, central moments can be obtained directly from the MGF of the Gram-Charlier distribution -equation (4) -as follows:
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Both the Gram-Charlier and the log-SNP can be extended to the multivariate case in different ways. This paper defines the multivariate log-SNP PDF in terms of the so-called multivariate Edgeworth-Sargan density defined by Perote [31] . In what follows and without loss of generality, we describe the bivariate case, which is applied in next section. ,
where s q is a multivariate lognormal distribution -Aitchinson and Brown [32] s q; µ, S = 4 5p; 9 ; : c 9 c : 48r 
( ! " is the standard normal and
The marginal densities of this multivariate log-SNP are distributed as the univariate log-SNP -equation (5) -and therefore, empirical applications are very tractable because the parameter estimates of the marginals can be used as initial values for the joint estimation maximum likelihood (ML) procedures, and the relationship between (sample) moments and density parameters can be exploited for this purpose.
Distribution of firm size

Data description and statistics
Our study is conducted using a group of firms in the have accounting data for the review period were excluded. Only companies that were active during this period (total assets and positive operating results) were considered. Firms with no available Standard Industrial Classification (SIC) code were also excluded. Given these criteria, a total sample of N=2,349 firms per year was used. Table 1 contains the descriptive statistics for each of the four groups of industries examined in this study. The table shows the temporal behavior at the moments of distribution, calculated to the fourth order. In particular, the third and fourth central moments provide useful information regarding the shape of the distribution, in addition to the average and standard deviation. In general, the firm size distribution presents positive skewness, with a very large presence of small firms. The positive kurtosis also shows that the upper tail of the distribution is heavier than that observed in a lognormal distribution.
In the long term, for the groups of firms in Non-manufacturing and Finance, Insurance and Real Estate industries, the four moments exhibit a slight increase. However, in the Manufacturing industry, the tendency is reversed by the year 2013. In general, observing the Economy-wide category during the period studied, the firm size distribution became less dispersed around the average, less skewed toward the small firms and less thick at the tails. The results of the estimation show that all of the models sufficiently capture the mean and standard deviation of each of the groups of industries; these statistics are represented by the location parameters µ and scale parameters s, respectively. As shown, the p-values indicate that these parameters are highly significant for both distributions. However, as shown in Panel B, for the log-SNP distribution, the ! " parameters are also highly significant for the majority of the years and industries. Analyzing the Akaike Information Criteria (AIC), which penalizes the inclusion of additional parameters for the distributions, it is found that this criterion is consistently lower for the log-SNP, which suggests that modeling based on this distribution is clearly superior. Table 6 corroborates these effects for the Manufacturing industry, calculating the empirical and estimated upper quantiles under the lognormal and log-SNP for confidence levels of 10%, 5% and 1%. 5 We provide the results for a single industry here, conducting the analysis for the remaining industries and obtaining qualitatively similar results.
6 Analyzing the tendency of the values at the upper tail of the distribution for sales during the period studied, it is observed that the flexible parametric structure of the log-SNP distribution allows for a better fit of the expected values. The interpretation of the values from this table highlights the errors induced in the estimation of the firm size distribution by the use of traditional parametric distributions such as the lognormal.
The log-SNP bivariate distribution: Sales vs. assets
Firm size can be measured by different variables: sales, assets, employees, or benefits, among others [34] [35] [7] . This diversity of measures suggests that there is no single best indicator of size and that the selection primarily depends on the available data [36] . To shed light on the robustness of the results obtained above, we take the size of the value of the total assets of firms in Manufacturing as an additional measure. Table 7 shows the descriptive statistics for this variable during the entire period studied. As shown in the table, the firm size distribution measured based on the variable of assets shows positive asymmetry, with the presence of a very high quantity of small firms and a low number of large firms. The shape of the distribution suggested by these statistics is consistent with that observed using the sales variable. However, the kurtosis also shows that the upper tail of the distribution is even thicker than that exhibited for the sales variable. Table 8 Tables 1 and 7 , they mark a break in the tendency of the moments of distribution due to the global financial crisis. Specifically, using ML, we estimate the parameters of the bivariate case of the densities of the lognormal and log-SNP distributions described in the above sections. We implement the estimation in a sequential manner, beginning with the simplest univariate density, the lognormal, and recursively add the parameters whose results served as initial values.
Regarding the results, Panel A of the table gathers the estimated parameters for the lognormal distribution, and Panel B displays the estimated parameters for the log-SNP distribution. As shown, we only estimate the parameters ! #$ and ! %$ (i = 1 assets, i = 2 sales), reinforcing the fact that the densities must be expanded to higher polynomials to capture the probabilistic mass at the extreme end of the tails. Note that for both distributions, all parameters are significant. Regarding the estimated correlation, & is also significant, and although this parameter does not exactly capture the correlation between the two variables, a very high dependency between them is observed. Comparing the Bayesian Information Criterion (BIC), which penalizes the inclusion of additional parameters, for the two distributions, it is found that this criterion is consistently lower for the bivariate log-SNP distribution. This finding suggests that as in the univariate case, the model based on this distribution is clearly superior.
Additionally, we performed the Wald test to analyze the relationship between the estimated parameters in the log-SNP distribution. The results obtained are found in Table 9 .
Note that, in general, for the two years selected, the null hypothesis of equal values of the counterpart coefficients in both marginals is rejected, which indicates that, although the series are highly correlated, significant differences regarding the behavior of the extreme values can be found. However, for 2009, the difference between the ! #$ parameters is significantly equal to zero. As shown in Figure 3 , in 2009, the value of the assets measured in logarithms became more symmetrical with respect to the previous year, which also resulted in a minor difference between the location parameters ' $ and the scale parameters ( $ . According to Pascoal et al. [22] , a possible explanation for this behavior is that assets act as a survival mechanism in times of economic instability. Additionally, a reduction in sales in addition to large fixed costs can lead to heavy losses that immediately result in a reduction in assets (which can act as a safety net in adverse economic situations), which can lead to new sales losses. As a result, this behavior can also imply a reduction in the difference between large and small firm sizes. In this manner, the value of sales appears to be a better firm size measure compared to other measures, as indicated in the literature [37] [22] . The results show that the lognormal distribution tends to consistently overestimate the expected values at the upper tail of the distribution. This finding raises the need to propose other flexible distributions that allow for the gathering of more reliable information regarding the level of industrial concentration and economic cycles and, therefore, the implementation of competition policies. Taking different aggregation levels by economic activity, our study shows that the log-SNP provides a better fit for the distribution of firm sizes. Meanwhile, it is more flexible than the lognormal when the data are very skewed and there are possible jumps in the upper tail due to the extreme observations. We are also the first to develop an expression for the density of the multivariate log-SNP distribution and to analyze the estimation of the distribution together with the value of the assets and sales of the firms. This distribution nests the multivariate lognormal and has marginal log-SNP densities, which facilitates the estimation procedures. The results suggest that sales are a better firm size measure, as has been determined in previous studies. Despite the high correlation between the value of a firm's assets and sales, in periods of financial crisis, assets can act as a safety net for survival in the face of economic instability. This fact could lead to distorted conclusions in the analysis of the behavior of the distribution of firm sizes based on this variable.
