Deviations of a random walk in a random scenery with stretched
  exponential tails by van der Hofstad, Remco et al.
ar
X
iv
:m
at
h/
04
11
36
1v
2 
 [m
ath
.PR
]  
9 A
ug
 20
05
D EV IAT IO N S O F A R A N D O M W A LK IN A R A N D O M SC EN ERY
W IT H ST R ET C H ED EX PO N EN T IA L TA ILS
R emco van der H ofstad1,N ina G antert2 and W olfgang K onig3
1Departm entofM athem aticsand Com puter Science,
Eindhoven University ofTechnology,
PostBox 513,5600 M B Eindhoven,The Netherlands.
r.w.v.d.hofstad@tue.nl
2Institutfur M athem atische Statistik,UniversitatM unster
Einsteinstrasse 62,D-48149 M unster,Germ any
gantert@math.uni-muenster.de
3M athem atisches Institut,UniversitatLeipzig,
Augustusplatz10/11,D-04109 Leipzig,Germ any
koenig@math.uni-leipzig.de
(August7,2005)
A bstract: Let (Zn)n2N0 be a d-dim ensionalrandom walk in random scenery,
i.e., Zn =
P n  1
k= 0
YSk with (Sk)k2N0 a random walk in Z
d and (Yz)z2Zd an
i.i.d.scenery,independent ofthe walk. W e assum e that the random variables
Yz have a stretched exponentialtail. In particular,they do not possess expo-
nentialm om ents. W e identify the speed and the rate of the logarithm ic de-
cay ofP(1
n
Zn > tn) for allsequences (tn)n2N satisfying a certain lower bound.
Thiscom plem ents resultsof[G K S05],where itwas assum ed thatYz hasexpo-
nentialm om ents ofallorders. In contrast to the situation [G K S05],the event
f1
n
Zn > tng isnotrealized by a hom ogeneousbehaviorofthe walk’slocaltim es
and thescenery,butby m any visitsofthewalkerto a particularsiteand a large
value ofthe scenery at that site. This re ects a well-known extrem e behavior
typicalforrandom variableshaving no exponentialm om ents.
M SC 2000.60K 37,60F10,60J55.
Keywords and phrases.Random walk in random scenery,localtim e,largedeviations,stretched
exponentialtails.
1.Introduction
1.1 T he m odel
LetS = (Sn)n2N0 bearandom walk on Z
d startingattheorigin (m oreprecisely,S = (Sn)n2N0 is
asequenceofpartialsum sofi.i.d.Zd-valued random variables).De ned on thesam eprobability
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space,letY = (Yz)z2Zd bean i.i.d.sequenceofrandom variables,independentofthe walk.W e
referto Y astherandom scenery.Then theprocess(Zn)n2N de ned by
Zn =
n  1X
k= 0
YSk; n 2 N;
where N = f1;2;:::g;is called a random walk in random scenery (RW RS),som etim es also
referred to astheKesten-Spitzerrandom walk in random scenery,see[K S79].An interpretation
isasfollows. Ifa random walkerpaysYz unitsatany tim e he/she visitsthe site z,then Zn is
thetotalam ounthe/shepaysby tim en  1.W edenoteby P theunderlyingprobability m easure
and by E thecorresponding expectation.
Therandom walk in random scenery hasbeen introduced and analyzed fordim ension d 6= 2by
H.K esten and F.Spitzer[K S79]and by E.Bolthausen [B89]ford = 2.Undertheassum ptions
thatthe walk is in the dom ain ofattraction ofBrownian m otion and thatY0 has expectation
zero and variance 2 2 (0;1 ),theirresultsim ply that
1
n
Zn  an =
8
><
>:
n 
1
4 ifd = 1;
( n
logn
) 
1
2 ifd = 2;
n 
1
2 ifd  3:
(1.1)
M oreprecisely, 1
nan
Zn convergesin distribution towardssom e non-degenerate random variable.
The lim itis G aussian in d  2 and a convex com bination ofG aussians (butnotG aussian)in
d = 1. This can be roughly explained as follows. In term s ofthe so-called localtim es ofthe
walk and itsrange,
‘n(z)=
n  1X
k= 0
1lfSk= zg; R n = fS0;S1;:::;Sn  1g; n 2 N; z 2 Z
d
; (1.2)
therandom walk in random scenery m ay beidenti ed as
Zn =
X
z2R n
Yz‘n(z): (1.3)
Hence,conditionally on therandom walk,Zn is,fordim ension d  3,asum ofO (n)independent
copies of nite m ultiples ofY0,and hence it is plausible that n
  1=2Zn converges to a norm al
variable. The sam e assertion with logarithm ic corrections isalso plausible in d = 2. However,
in d = 1,Zn isroughly a sum ofO (n
1=2)copiesofindependentvariableswith variancesoforder
O (n),and thissuggeststhe norm alization in (1.1)aswellasa non-G aussian lim it.
In this paper,we analyse deviations f1
n
Zn > tng for sequences (tn)n ofpositive num bers
satisfying tn  an,by which we m ean thatlim n! 1 tn=an = 1 . The problem ofdeviations of
the random walk in random scenery and also ofthe continuousversion,Brownian m otion in a
random scenery on Rd,have gained interest in recent years. O ne reason is that the interplay
between thetrajectory and them edium displaysarich behaviorand isthereforem athem atically
appealing.Furtherm ore,thecontinuousversion ofthisproblem appearsin theasym ptoticanal-
ysisofdi usionsin a G aussian shear ow drift(see [CP01],[Ca04],[AC03b]and the references
cited therein). Furtherm ore,there is a tight m ethodologicalrelationship to the parabolic An-
derson m odel(see the survey in [G K 05]),whereone studiesthe asym ptoticsofthe exponential
m om ents ofthe random walk in random scenery,in the continuous setting or in the spatially
discrete,buttim e-continuous setting. In fact,precise logarithm ic asym ptoticsforthe decay of
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the probability off1
n
Zn > tng correspond to m om ent asym ptotics ofthe parabolic Anderson
m odelwith suitably rescaled scenery.
Them ain question isthedescription ofthe‘optim al’behaviorofthewalk and ofthescenery
to m eet the event f1
n
Zn > tng in the ‘cheapest’way. So far,only random sceneries having
exponentialm om ents ofallordershave been considered In [AC03a],the random sceneries are
bounded,and in [G K S05],therandom scenerieshaveexponentialm om entsofallorders.In these
cases,ifthe tailofthe scenery decays fast enough w.r.t.the dim ension,it turnsout that the
optim albehaviorishom ogeneousin thesensethat,in a certain centered ballwith n-dependent
radius,allthe walker’s localtim esand allthe scenery valuesgrow unboundedly,each with its
appropriatespeed.Theexponentialdecay rateoftheprobability off1
n
Zn > tng ischaracterized
in term s ofa variationalproblem . Ifthe tailofthe random sceneries decays slower (but still
having exponentialm om entsofallorders),the optim alstrategy isdi erent,we referto [AC05]
forrecentresults.
1.2 O ur m ain result
In the present paper, we study the deviation problem in the case where the scenery has a
stretched exponentialtail.In particular,itdoesnothave any positive exponentialm om ents.It
is known that the cheapest way for a sum ofi.i.d.stretched-exponentialrandom variables to
attain a hugevalueisto m akejustoneofthesevariablesashugeasrequired,and theothersdo
not contribute. O urm ain resultshows that a sim ilar picture appears for the random walk in
random scenery.
W e turn to a description of the results of this paper. O ur assum ptions on the random
i.i.d.scenery (Yz)z2Zd are the following:
C entering A ssum ption. Therandom variable Y0 satis es
E[Y0]= 0; E[Y
2
0 ]= 
2
< 1 ; (1.4)
and
TailA ssum ption. There is a constantq 2 (0;1) and a slowly varying function D :(0;1 )!
(0;1 )such that
logP(Y0 > t)   D (t)t
q
; ast! 1 : (1.5)
M oreover,the m ap t7! D (t)tq  1 iseventually decreasing,and
(a)= lim
t! 1
D (ta+ o(1))
D (t)
2 (0;1 ) existsfor every a 2 (0;1): (1.6)
(W e write bt  ct for t ! 1 iflim t! 1 bt=ct = 1.) In fact,(1.6) im plies that D is slowly
varying. Consequently,(a) is a power ofa,but we are not going to use this fact. The Tail
Assum ption saysthattheuppertailsofthescenery variablesareofW eibulltype,m odulo som e
technicalregularity assum ption,and they have no positive exponentialm om ent.
O urassum ptionson the random walk are the following. For d  2,the walk is assum ed to
be recurrent.In d = 2,we furtherm ore assum e thatsupk2N kP(Sk = 0)< 1 .Furtherm ore,we
assum ethatthe lim its
K d =
8
<
:
lim
n! 1
n 
1
2E[‘n(0)] ifd = 1;
lim
n! 1
1
logn
E[‘n(0)] ifd = 2;
(1.7)
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existin (0;1 ).Thisincludesthecaseofsim plerandom walk with K 1 = 2
  1=2 and K 2 = 1=.
Let
n(t)=
8
>>>>><
>>>>>:
n
q
q+ 2t
2q
q+ 2

D (nt2)( 1
q+ 2
)
 1
q+ 2
ifd = 1;
 
(q+ 1)nt
 q
q+ 1(log n
tq
)
 
q
q+ 1

D (nt)( 1
q+ 1
)
 1
q+ 1
ifd = 2;
(nt)
q
q+ 1

D (nt)( 1
q+ 1
)
 1
q+ 1
ifd  3:
(1.8)
O urm ain resultisthefollowing:
T heorem 1.1. Fix d  1 and a sequence (tn)n2N ofpositive num berssuch that
tn  n
  r for som e r<
(
1  q
4  q
ifd = 1;
1  q
2
ifd  2:
(1.9)
Then,as n ! 1 ,
logP(Zn > ntn)   n(tn)
8
>><
>>:
 
4K 21=q
 2q
q+ 2(2+ q) ifd = 1;
(K 2=q)
q
q+ 1(1+ q) ifd = 2:
(  1
q
logf0)
q
q+ 1(1+ q) ifd  3;
(1.10)
where f0 = P(Sn = 0 for som e n 2 N)isthe return probability ofthe random walk.
Note thatin (1.9)only a lowerbound on tn isim posed. O urassum ptionson tn leave a gap
to the scale an ofthe lim itlaw in (1.1). W e think thatthe resultpersiststo a widerrange of
tn’s,butnotto sequencestn thatare too close to an.Form ore detailed com m ents,we referto
Section 4.
1.3 O utline ofthe proof
An explanation ofTheorem 1.1 and ofits proofis as follows. Recallthat stretched exponen-
tialrandom variableshave the characteristic property thata sum ofn independentcopieshas
the sam e large deviation behavior as just one ofthem . That is, for i.i.d.random variables
Y1;Y2;Y3;::: having thesam e distribution asourscenery variables,we have,fort> 0  xed,
logP
 
nX
i= 1
Yi> nt
!
 logP(Y0 > nt)   (nt)
q
D (n); n ! 1 : (1.11)
Thisis proved in [Na69];the (critical) upperbound in (1.11)is also a consequence ofLem m a
2.1 below.Fortherandom walk in random scenery with stretched exponentialtails,itturnsout
in our rstresultthatthelargedeviation behaviorofZn =
P
zYz‘n(z)isalso governed by just
onesum m and:
P roposition 1.2.Underthe Centering Assum ption and the TailAssum ption,forany sequence
(tn)n2N satisfying (1.9),and for any "> 0,
lim sup
n! 1
1
n(tn)
log
P(Zn > ntn)
P(Y0‘n(0)> ntn(1  "))
 0 (1.12)
and
lim inf
n! 1
1
n(tn)
log
P(Zn > ntn)
P(Y0‘n(0)> ntn(1+ "))
 0: (1.13)
D EV IATIO N S O F A RW R S W ITH STR ETCH ED EX PO N EN TIA L TA ILS 5
Hence,itsu cestoidentify thelargedeviation behaviorsof 1
ntn
Y0 and of‘n(0)and tocom bine
the two in an appropriate m anner. For doing this,it is convenient to introduce a new scale
function 1  n  ntn and to look at large deviation principlesfor
n
ntn
Y0 and
1
n
‘n(0). Itis
clear from the TailAssum ption that n
ntn
Y0 satis es a large deviation principle on (0;1 ) with
rate function y 7! yq and speed (ntn=n)
qD (ntn=n),i.e.,asn ! 1 ,
logP(n
ntn
Y0 > y)   y
q

ntn
n
q
D
 
ntn
n

; y > 0: (1.14)
Furtherm ore,them oderate deviationsforthe localtim e ‘n(0)are identi ed asfollows.
Lem m a 1.3. Letn  n for any dim ension d 2 N,and
p
n  n in d = 1,logn  n in
d = 2,and 1  n in d  3.Then,asn ! 1 ,
logP(‘n(0)> n)  
8
>><
>>:
K 21
2n
n
ifd = 1;
K 2
n
log
n
n
ifd = 2;
  (logf0)n ifd  3;
(1.15)
where K d isdened in (1.7),and f0 = P(Sn = 0 for som e n 2 N)isthe return probability.
Itrem ainsto pick n such thatthe two speedsin (1.14)and (1.15)coincide,i.e.,such that

ntn
n
 q
D

ntn
n


8
>><
>>:
2n
n
ifd = 1;
n
log
n
n
ifd = 2;
n ifd  3:
(1.16)
Thisisguaranteed by thechoice
n =
8
>>>>>>><
>>>>>>>:
n
q+ 1
q+ 2t
q
q+ 2
n

D (nt2n)(
1
q+ 2
)
 1
q+ 2
ifd = 1;
(ntn)
q
q+ 1

(
1
q+ 1
)D (ntn )log
n
t
q
n
q+ 1
 1
q+ 1
ifd = 2;
(ntn)
q
q+ 1

D (ntn)(
1
q+ 1
)
 1
q+ 1
ifd  3;
(1.17)
where we have also used (1.6). The speedsofthe two principlesin (1.14)and (1.15)are then
both equalto the speed n(tn) in (1.8). It rem ains to com bine the two principles for Y0 and
‘n(0),which iselem entary.Thisendstheexplanation oftheproofofTheorem 1.1.W eseethat
theeventfZn > ntngisoptim ally m etby scenerieshavingY0 oforderntn=n and random walks
having ‘n(0)ofordern with n in (1.17).
The proofofProposition 1.2 is in Section 2,and the proofLem m a 1.3 and the com pletion
ofthe proofofTheorem 1.1 are in Section 3. In Section 4,we give som e open questions and
conjectures.
2.A pproximation of Zn by Y0‘n(0)
In Section 2.2 we prove Proposition 1.2. Asan im portantpre-step,we give a generalization of
(1.11)forweighted sum sofrandom variablesin Section 2.1.
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2.1 A conditionalestim ate
The following lem m a can be seen asa conditionalupperestim ate forrandom walk in random
scenery,given the random walk.
Lem m a 2.1. Assum e (Yi)i2N is a sequence ofi.i.d.random variables satisfying the Centering
Assum ption and the TailAssum ption.Fix a sequence (tn)n ofpositive num berssatisfying (1.9),
and abbreviate m n = nt
(2  q)=(1  q)
n . Then,for any  > 0,any suciently large n,every r 2
f1;:::;ng and any choice ofl1;:::;lr 2 [1;1 ) satisfying
P r
i= 1
li = n and L  m axi= 1;:::;rli 
[ntn ^ m n]
1  ,
P
 
rX
i= 1
liYi> ntn
!
 exp

 

ntn
L
 q
D
 
ntn
L

(1  4")

: (2.1)
Rem ark: the proof given below only uses the fact that D is slowly varying and not the
(stronger)property (1.6).
P roof. W e begin with
P
 
rX
i= 1
liYi> ntn
!
 P

L m ax
1 i r
Yi> ntn

+ P
 
rX
i= 1
liYi> ntn;m ax
1 i r
(liYi) ntn
!
: (2.2)
W ith thehelp of(1.5),the rstterm on ther.h.s.of(2.2)can,foralllargen and allr2 f1;:::;ng,
beestim ated by
P

L m ax
1 i r
Yi> ntn

 nexp

 

ntn
L
 q
D (ntn
L
)(1  ")

: (2.3)
For estim ating the second term on the r.h.s.of(2.2),we use the M arkov inequality. For any
 > 0 (to bedeterm ined later),
P
 
rX
i= 1
liYi> ntn;m ax
1 i r
(liYi) ntn
!
 e  ntn
rY
i= 1
E
h
eliYi1lfliYi ntn g
i
= e  ntn
rY
i= 1


(1)
i
(n)+ 
(2)
i
(n)

;
(2.4)
where

(1)
i
(n)= E
h
eliYi1lfliYi<   1g
i
and 
(2)
i
(n)= E
h
eliYi1lf  1 liYi ntn g
i
: (2.5)
Fix i2 f1;:::;rg. W e have to estim ate 
(1)
i
(n) and 
(2)
i
(n). Using  rst the inequality eu 
1+ u+ u2 foru < 1 and then 1+ u  eu,and taking into accountthatE[Yi]= 0 and E[Y
2
i ]= 
2,
wehave

(1)
i
(n) 1+ 2l2iE[Y
2
i ] e
2l2
i
2
: (2.6)
To estim ate 
(2)
i
(n),we use the following estim ate,which is valid for any random variable X
and any  > 0 and 0 < T1 < T2 < 1 ,
E
h
eX 1lfT1 X  T2g
i

T2Z
T1
esP(X > s)ds+ eT1P(X  T1): (2.7)
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Hence,

(2)
i
(n) 
ntnZ
  1
esP(liYi> s)ds+ eP(liYi 
  1): (2.8)
W e now determ ine = n by
n =
1
ntn

ntn
L
 q
D (ntn
L
)(1  2"): (2.9)
Note that lim n! 1 n = 0. Recalling our assum ption in (1.5),we obtain,for alllarge n,all
r2 f1;:::;ng and alli2 f1;:::;rg,

(2)
i
(n) n
ntnZ

  1
n
en se  D (s=li)(1  ")s
ql
  q
i ds+ e1  D (
  1
n l
  1
i
)(1  ")
  q
n l
  q
i : (2.10)
W e are going to estim ate the integralon the righthand side of(2.10). W e claim that,forany
large n 2 N and all1  i r n,
ns  D (
s
li
)(1  ")

s
li
q
   "D (s
li
)

s
li
q
forany s2 [  1n ;ntn]: (2.11)
De ne f(s)= D (s)sq  1,then the claim in (2.11)isequivalentto
(1  2")f(s=li) nli; forany s2 [
  1
n ;ntn]: (2.12)
W e note that
inf
s2[
  1
n ;ntn ]
s=li (nli)
  1
 (nL)
  1 = (1  2")  1f(ntn
L
)  1 ! 1 asn ! 1 ; (2.13)
since ntn
L
! 1 by the assum ption that L  (ntn)
1  , and f(s) ! 0 as s ! 1 . Recall
that f is eventually decreasing by our TailAssum ption. Hence, s 7! f(s=li) is decreasing
in [  1n ;ntn]for allsu ciently large n. Therefore,to prove the claim ,it is enough to verify
nli  (1  2")f(s=li) 0 only fortherightend-point,s= ntn.Forthis,we note that
nli  (1  2")f(
ntn
li
) (1  2")[f(ntn
L
)  f(ntn
li
)] 0;
again by m onotonicity off.Thisprovesthe claim in (2.11).
W e pick som e eq2 (0;q).Hence,forn large enough,we obtain,using (2.11),the substitution
u = s=li,and theestim ateD (u)u
q  ueq forlargeu,(thelatterfollowssinceD isslowly varying)
n
ntnZ

  1
n
en se  D (s=li)(1  ")s
ql
  q
i ds nli
ntn =liZ
(n li)
  1
e  "D (u)u
q
du  nli
1Z
(n li)
  1
e  "u
eq
du
=
nli
eq
1Z
(n li)
  eq
t
eq  1  1e  "tdt e
 
1
2
"(nli)
  eq
:
(2.14)
G oing back to (2.10),we have,using thatn ! 0 and nli nL ! 0,

(2)
i
(n) e
 
1
2
"(nli)
  eq
+ e1  D (
  1
n l
  1
i
)(1  ")(n li)
  q
= o((nli)
2) forn ! 1 ; (2.15)
uniform ly in i.Hence,forn large enough,

(1)
i
(n)+ 
(2)
i
(n) e
2
n l
2
i
2 + "2nl
2
i
2
 e(1+ ")
2
n l
2
i
2
: (2.16)
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Therefore,using theinequality
P
r
i= 1l
2
i 
P
r
i= 1liL = nL and recalling thechoiceofn in (2.9),
rY
i= 1


(1)
i
(n)+ 
(2)
i
(n)

 exp
 
(1+ ")2n
2
rX
i= 1
l
2
i
!
 exp
 
(1+ ")2n2q  1t2q  2n L
  2q+ 1
D (ntn
L
)2(1  2")2

 exp

22

ntn
L
 q
D (ntn
L
)1
tn
 
ntn
L
q  1
D (ntn
L
)

= exp

22

ntn
L
 q
D (ntn
L
)

L
m n
1  q
D (ntn
L
)

;
(2.17)
where we recallthat m n = nt
(2  q)=(1  q)
n . By our assum ption that L  m
1  
n ,and since D is
slowly varying,therighthand sidecan beestim ated,foralllargen,againstexp("
 
ntn
L
q
D (ntn
L
)).
Using thisin (2.4)and recalling (2.9),we obtain that
P
 
rX
i= 1
liYi> ntn;m ax
1 i r
(liYi) ntn
!
 exp

 

ntn
L
q
(1  3")D (ntn
L
)

(2.18)
Togetherwith (2.3)and (2.2),wearrive attheassertion. 
2.2 P roofofP roposition 1.2
W e begin with (1.12).Pick n asin (1.17).W e again use the abbreviation m n = nt
(2  q)=(1  q)
n .
Denote by Ln = m axz2Zd ‘n(z)the m axim allocaltim e ofthe random walk.Fix a sm all > 0.
Estim ate
P(Zn > ntn) P(Ln > m
1  
n )+ P(Zn > ntn;Ln  m
1  
n ): (2.19)
O bservethat
P(Ln > m
1  
n ) P(‘n(z)> m
1  
n forsom e z 2 Z
d
;jzj n) (2n + 1)dP(‘n(0)> m
1  
n );
since x 7! ‘n(x) is stochastically m axim alin x = 0. W e now choose  > 0 so sm allthat
m
1  
n  n. Thisispossible because of(1.9). Then,with the help ofLem m a 1.3 and (1.17),
wesee thatthe  rstterm in (2.19)isnegligible:
lim sup
n! 1
1
n(tn)
logP(Ln > m
1  
n )=   1 :
In order to treat the second term in (2.19),we apply Lem m a 2.1 to Zn,recalling (1.3),and
condition on the localtim es ofthe random walk (recall(1.2)). Fix " > 0 so sm allthat (1 
5"=q)q < 1  4".W econdition on ‘n( )and obtain from Lem m a2.1,foralllargen,on theevent
fLn  m
1  
n g,
P(Zn > ntn j‘n)= P
 
X
x2R n
Yx‘n(x)> ntn


‘n
!
 exp

 

ntn
Ln
q
D (ntn
Ln
)(1  4")

: (2.20)
Using again theTailAssum ption,we obtain,foralllarge n,
P(Zn > ntn j‘n) P
 
Y0Ln > ntn(1  5"=q)

‘n

: (2.21)
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Integrating over‘n on the eventfLn  m
1  
n g,we conclude that
P(Zn > ntn;Ln  m
1  
n )
X
x2R n
P
 
Y0Ln > ntn(1  5"=q);Ln = ‘n(x);Ln  m
1  
n

 (2n + 1)dP (Y0‘n(0)> ntn(1  5"=q)):
(2.22)
Thisim plies(1.12).
W e turn now to the proofof (1.13). Abbreviate fZn =
P
x2R n nf0g
Yx‘n(x) and pick som e
"2 (0;1=(22)).Then we have
P(Zn > ntn) P

Y0‘n(0)> ntn(1+ ");fZn >   "ntn

 E
h
P
 
Y0‘n(0)> ntn(1+ ")

‘n

1lfLn  "3nt2n gP
 
fZn >   "ntn

‘n
i
:
(2.23)
Using theChebyshev inequality,we estim ate the lastterm asfollows.
P

fZn >   "ntn

‘n

= 1  P

fZn    "ntn

‘n

 1 
1
("ntn)
2
Var(fZn

‘n)
= 1 
1
("ntn)
2
X
z2R n nf0g
‘n(z)
2

2
 1 
2
"2
Ln
nt2n
:
(2.24)
Hence,on fLn  "
3nt2ng,we have P(
fZn >   "ntn

‘n)
1
2
forallsu ciently large n.Thisgives
in (2.23)
P(Zn > ntn)
1
2
P
 
Ln  "
3
nt
2
n;Y0‘n(0)> ntn(1+ ")


1
2
h
P(Y0‘n(0)> ntn(1+ "))  P
 
Ln > "
3
nt
2
n
i
:
(2.25)
W e estim ate P(Ln > "
3nt2n) n
d
P(‘n(0)> "
3nt2n). In ourproofofTheorem 1.1 in Section 3.2
below we willsee thatP(Y0‘n(0)> ntn(1+ ")) e
  O (n (tn )). O bserve that(nt2n)
1    n for
som e > 0.Indeed,thisholdsassoon astn  n
  r with r< (4+ q)  1 in d = 1 and r< (2+ q)  1
in d  2,and this is im plied by (1.9). Therefore,Lem m a 1.3 im plies that P(Ln > "
3nt2n) is
m uch sm allerthan P(Y0‘n(0)> ntn(1+ ")).Hence,thelastlineof(2.25)can beestim ated from
below by 1
4
P(Y0‘n(0)> ntn(1+ ")),and thiscom pletesthe proofof(1.13). 
3.M oderate deviations for the local time,and the proof of T heorem 1.1
W eprovethem oderatedeviationsstatem entforthelocaltim e‘n(0)(Lem m a1.3)in Section 3.1,
and we com plete the proofofTheorem 1.1 in Section 3.2.
3.1 P roofofLem m a 1.3
The statem ent (1.15) in d = 1 follows from [C01,Theorem 2]with f(X k)= 1lfX k= 0g,a(n)
K 1
p
n,p = 1
2
.
In d = 2,it follows from [G Z98,Theorem 1]. In the notation in [G Z98],g(n)= E[‘n(0)]
K 2logn and n =  (n)g(n). W e note that in [G Z98],it is assum ed that n 7!  (n) is non-
decreasing.However,an inspection oftheproofshowsthatthe m onotonicity isnotused atall,
butonly that (n)doesnotvanish asn ! 1 .
In d  3,theproofof(1.15)iseasily doneasfollows.LetT0 = 0 < T1 < T2 < ::: denotethe
subsequenttim esatwhich thewalkerhitstheorigin,i.e.,Ti= inffn > Ti  1:Sn = 0g fori2 N.
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Then f0 = P(T1 < 1 ),and we have
P (‘n(0)> n) P

lim
m ! 1
‘m (0)> n

= P(Tn < 1 )= f
n
0 ; (3.1)
which isthe upperbound in (1.15).To prove the lowerbound,note that,forn ! 1 ,
P (‘n(0)> n) P

Ti  Ti  1 <
n
n
8i= 1;:::;n

= P(T1 <
n
n
)n = (f0   o(1))
n
= f
n
0 e
o(n );
(3.2)
since n
n
! 1 .Thiscom pletesthe proofofLem m a 1.3. 
3.2 P roofofT heorem 1.1
From now on,we pick n asin (1.17)and n(tn)asin (1.8)with t= tn. Recallthat(1.16)is
satis ed,and notethatn(tn)isgiven by (1.8).From (1.14),wein particularhave,asn ! 1 ,
logP

n
ntn
Y0 > y

   y
q
n(tn); y > 0: (3.3)
Replacing n in (1.15)by xn forsom e x > 0,we obtain thelarge deviation statem ent
lim
n! 1
1
n(tn)
logP

1
n
‘n(0)> x

=   I‘(x); x > 0; (3.4)
whereI‘(x)= K 1x
2 in d = 1,I‘(x)= K 2x in d = 2 (recall(1.7))and I‘(x)=   xlogf0 in d  3
(recallthatf0 isthe return probability).
Thelarge deviation principlesin (3.3)and (3.4),togetherwith [DZ98,Ex.4.2.7],im ply that
the distributions of 1
ntn
Y0‘n(0) satisfy a large deviation principle on (0;1 ) with speed n(tn)
and rate function
eI(s)= inf
y;x2(0;1 ):yx> s
[yq + I‘(x)];
thatis,
lim
n! 1
1
n(tn)
logP (Y0‘n(0)> sntn)=   eI(s); s> 0: (3.5)
Therefore,itrem ainsto determ ine eI(1).Itisnothard to see that eI(1)isequalto the constant
on therighthand sideof(1.10).Hence,Proposition 1.2 com pletestheproofofTheorem 1.1. 
4.H euristics for small deviations
Let us discuss the necessity ofour assum ption in (1.9),which leaves a gap to the scale an
ofthe lim it law in (1.1). W e believe that our m ain result in (1.10) persists to a wider range
oftn’s,butnotallthe way down to an. The m ain reason isthatone way to realize the event
fZn > ntng isto lettherandom walk behavelikefreerandom walk,whilethescenery variables
on the range ofthe walk are allofordertn.Asitturnsout,fortn su ciently close to an,this
strategy yieldsa lowerbound on P(Zn > ntn)thatislargerthan the asym ptoticsin Theorem
1.1.In particular,we seethatLem m a 2.1 (which isan im portantingredientofthe proofofthe
upperbound of(1.10))breaksdown in thisregim e.
Let us explain this m ore closely, rst in the case d  3. Ifn 
1
2  tn  n
  (1  q)=(2  q),in
contrastto Lem m a 2.1 with r = n and L = 1,a sum ofi.i.d.random variableswith tailsgiven
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by (1.5) satis es a m oderate deviation principle ofcentrallim it theorem (CLT) type [EL03],
thatis,
lim
n! 1
1
nt2n
logP
 
nX
i= 1
Yi> ntn
!
=  
1
2
: (4.1)
Hence,we obtain a lower bound forlogP(Zn > ntn)ofordernt
2
n by requiring thatthe walk’s
rangeisofordern (thishasprobabilitye  O (1))and thatthesceneryperform saCLT typem oder-
atedeviation on theverticesin therange.Furtherrestrictingtn tosatisfyn
 
1
2  tn  n
  1=(q+ 2),
we have found a cheaperstrategy than the one ofTheorem 1.1,since nt2n  (ntn)
q=(q+ 1).This
shows that the asym ptotics in (1.10) doesnot hold for allan  tn  n
  r with r  1
q+ 2
(this
upperbound on r issm allerthan thelowerbound on r in (1.9)).W e expectthatford = 2,the
sam e argum entappliesapartfrom logarithm ic corrections.
In onedim ension,thesituation isslightly di erent.W eobtain a lowerbound forP(Zn > ntn)
by additionally requiring thatthe walk’srange and m ostofthe localtim esin thisrange are of
ordern
1
2. The probability forthisisagain e  O (1). Conditionally on thisbehaviorofthe walk,
Zn isin distribution roughly equalto n
1=2
P n1=2
i= 1
Yi. Using (4.1),we see that,forn
 
1
4  tn 
n 
1
2
(1  q)=(2  q),theconditionalprobability offZn > ntng isnotsm allerthan expf  O (n
1=2t2n)g.
Furtherrestricting to n 
1
4  tn  n
 
1
8
(2  q),we have found a cheaperstrategy than the one of
Theorem 1.1.Indeed,the exponentialspeed in Theorem 1.1 isnq=(q+ 2)t
2q=(q+ 2)
n ,which ism uch
largerthan thespeed n1=2t2n weobtained above.Thisshowsthattheasym ptoticsin (1.10)does
nothold forallan  tn  n
  r with r 1
8
(2  q)(thisupperbound on r isagain sm allerthan
the lowerbound on r in (1.9)).
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