Abstract. Saturation of a Kerr-type nonlinearity in the nonlinear Schrödinger equation (NLSE) can be regarded as a singular perturbation which regularizes the well-known blow-up phenomenon in the cubic NLSE. An asymptotic expansion is proposed which takes into account multiple scale behavior both in the longitudinal and transverse directions. In one dimension, this leads to a free boundary problem reduction where the solitary wave acts solely to reflect impinging waves and is accelerated by an elastic transfer of momentum. In two dimensions, we find that interaction of a solitary wave and an adjacent wave field is governed by behavior of certain eigenfunctions of the linearized fast-scale operator. This leads to an outer solution with a free logarithmic singularity, whose position evolves by virtue of a large transfer of momentum between the ambient and solitary waves. However, for a certain value of wave power, we find there is essentially no interaction and the solitary wave is asymptotically transparent to the ambient field. We test our results by numerical simulation of both the full equation and free boundary reductions. The generalized nonlinear Schrödinger equation (NLSE) (1)
The generalized nonlinear Schrödinger equation (NLSE) (1) iψ z + Δψ + F (|ψ| 2 )ψ = 0, ψ(x, z) : R n × [0, ∞) → C arises in nonlinear optics, fluid dynamics, plasma physics, and Bose-Einstein condensates [45] . It is a generic envelope equation which describes nonlinear propagation of a wave packet whose Fourier components are roughly of a single frequency. The z coordinate describes the direction of propagation (or, in some applications, is the time coordinate), and the Laplacian applies to the transverse coordinates.
The most widely studied version of (1) involves the cubic nonlinearity F (|ψ| 2 )ψ = |ψ| 2 ψ. In one dimension, this equation has a well-known integrable structure [42] . For dimensions n ≥ 2, it has long been understood [27] that singular behavior of the form ||ψ|| ∞ → ∞ is possible. This singularity has been analyzed at length [48, 54, 45, 16, 29, 30, 14, 36, 31] .
The unphysical nature of singular solutions can be ameliorated by regularizing the equation in a number of ways (see [12] and references therein for a review). For example, the addition of group velocity dispersion leads to temporal pulse splitting and avoids the collapse singularity [10, 32] . Physical effects such as plasma generation may also arrest the singularity [22, 4] . There are also a variety of mathematical treatments which continue the solution past the singularity [35, 34, 15] .
Perhaps the most common regularization of (1) involves replacing the cubic nonlinearity with one that saturates at high intensities (see [7] for a review). Wave collapse in this case can lead to the formation of stable solitary waves rather than singularities [47, 33] . The limit of small saturation was studied by Merle [34] , who showed that a solve these scales adequately. It is therefore natural to seek a reduced set of equations which have the small scales removed. This paper uses multiple scale analysis and asymptotic matching techniques, as well as numerical experiments, to study the effect of a singular perturbation induced by small nonlinearity saturation. We have two aims in doing this. The first is to consider the "scattering" effect of a high-intensity solitary wave on an ambient, slowly varying wave field of modest intensity. The second is the opposite: we ask if high-intensity solitary waves are modulated in the presence of an external wave field.
We find that the interaction of solitary and ambient waves are governed primarily by an eigenfunction which arises from linearization about the solitary wave. For one transverse dimension, the eigenfunction grows linearly in the far field, which by matching provides a reflective boundary condition and a slow-scale transfer of momentum. In two dimensions, the relevant eigenfunction may or may not grow logarithmically, and this difference leads to qualitatively different scenarios. In the logarithmic case, an expansion which accommodates singular behavior in the outer solution is sought, which is coupled to the motion of the singularity by transfer of momentum between the solitary and ambient waves.
The paper is organized as follows. Some basic properties of the nonlinear Schrö-dinger equation are reviewed in section 1. In section 2 we introduce the singular perturbation and the expansion which we use. The case of one transverse dimension is discussed in section 3, wherein a free boundary reduction is obtained and verified numerically. Section 4 discusses the case of two transverse dimensions. A free singularity problem is derived and compared to the full evolution equation (1) numerically.
Properties of the generalized nonlinear Schrödinger equation.
The literature on mathematical aspects of (1) is extensive (see, e.g., [45] ). Our work will specialize to a class of nonlinearities F (|ψ| 2 ) = |ψ| 2 − γ|ψ| 2K with K > 1. It has been shown that under broad circumstances this type of regularization is sufficient for global (in z) well-posedness [18, 24, 34] . Some of the other properties of (1) which will be required are reviewed below.
Conservation and symmetry.
By analogy to the quantum mechanical interpretation, equation (1) has several conserved quantities. The most relevant here are power I and momentum Π, (2) I = |ψ| 2 dx, Π = 2Im ψ * ∇ψdx, where throughout integrals are over R n unless otherwise specified. In particular, the power and momentum densities obey the conservation laws
where the power flux is (4) j = −2Imψ∇ψ * and the (quantum mechanical) stress tensor is
where Id is the identity tensor and G(|ψ| Another useful property concerns symmetry of the NLSE (1) under Galilean transformations. This asserts that if ψ(x, z) is a solution, so is
where v 0 represents the velocity of a moving reference frame.
Solitary waves.
Equation (1) admits solitary waves of the form ψ = exp(iΛz)Ψ(x; Λ), where the real-valued intensity profile Ψ satisfies
Properties of this equation are well established (see, e.g., [3] ). In particular, it has been shown that solutions of (7) are necessarily radially symmetric [45] . Of course, in general, the NLSE has a variety of nonsymmetric solutions (see, e.g., [53] ). For dimension n = 1 and specific nonlinearity
solutions of (7) can be found explicitly [47] and comprise a continuous family
for 0 < Λ < 3/16. For n = 2 solutions must be obtained numerically, but there is still a continuous family for 0 < Λ < Λ max where Λ max ≈ 0.15. Figure 1 shows the profiles (7) for dimensions n = 1 and n = 2. Due to the Galilean and other symmetries of (1), a more general class of solitary waves can be formed:
In dimensions n = 1 and n = 2, there is a one-to-one correspondence between the parameters Λ, v and the conserved quantities I and Π. of the solitary wave is a function of Λ alone,
and the momentum is a function of v and Λ,
Stability of solitary waves.
Solitary waves of the form (10) often occur for a wide variety of initial conditions and may possess a strongly stabilizing property. Stability (in the orbital sense) can be analyzed by perturbing ψ = ψ sol + exp(−iΩz + iΛz)ψ (x) to obtain a linear problem for ψ which has been studied at length. It turns out that there exists at most one eigenvalue Ω with nonzero imaginary part [21, 37] . In addition, if the Vakhitov-Kolokolov criterion dI 0 /dΛ > 0 is met [47] , there are no such eigenvalues. Figure 2 shows the dependence of the power I 0 on Λ for the particular nonlinearity (8).
Although we limit our study to the case where there are only stable solitary waves, long-lived neutral modes can sometimes play a role in the nonlinear setting. Bound eigenfunctions for |Ω| < Λ, often called internal modes [38] , may also be present, but there is a large range in Λ where no such bound states occur [44] . Unlike continuous modes which rapidly disperse away, internal modes persist and only decay because of nonlinear harmonic generation, which transfers energy to the dispersive part of the spectrum.
2. Saturation of the nonlinearity as a singular perturbation. As explained in the introduction, there is a great practical need to understand the role of high-intensity solitary waves and ameliorate the difficulty associated with the small scales they introduce. This section develops a framework which exploits a separation of scales using a combination of matched and multiple scale asymptotics. Downloaded 03/10/17 to 150.135.210.208. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
To investigate the role of saturation of the nonlinearity in (1), we consider nonlinearities of the form F (|ψ| 2 ) = |ψ| 2 − γ|ψ| 2K with K > 1 an integer (expressions such as these arise, for example, in modeling multiphoton ionization [44] ). The basic idea here is to regard the term γ|ψ| 2K ψ as a singular perturbation of the cubic NLSE. The problem can be made suitable for an asymptotic expansion by writing the the nonlinear term as
1.
For this particular class of nonlinearities, the family of (high-intensity) solitary waves can be written
where the radial profile U (r, λ) satisfies
and the scaled parameter is λ = 2 Λ. The effect of the singular perturbation on solitary waves by themselves is clear. Provided λ = O (1), they are narrow, rapidly oscillating structures with large amplitude.
2.1.
A hybrid matched/multiple scale expansion. If a solitary wave (or many of them) is combined with a small amplitude wave field, a modulation of the solitary wave via nonlinear interaction might be expected. Conversely, the solitary wave may act as a reflector or source for the wave field. These effects will be quantified by a combination of multiple scale techniques.
We suppose that away from the solitary wave, where |ξ| 1, ψ and its derivatives are O (1). In dimension n = 1 and a special case for dimension n = 2, the outer solution can be simply expanded powers
The general two-dimensional case requires a special treatment because of the necessity to match logarithmically growing terms in the inner expansion. Details are given in section 4.2. It might be expected that the modulation of the solitary wave, via evolution of the wave parameters, occurs on some slow scale Z = α( )z with α( ) to be determined. By virtue of (14) there is also a fast scale for oscillations, which is accounted for by introducing the phase
. This phase variable is equivalent to the exponential factor in a WKB-type expansion, and is calibrated by the assumption that u is 2π-periodic in θ. The slowly varying factor φ(Z) is needed to accommodate a potential modulation effect that would result from evolution of λ. The inner spatial coordinate is ξ = [x − x 0 (z, Z)]/ , where the Z dependence accounts for the possible acceleration by modulation of momentum.
The inner solution, valid where |ξ| −1 , will be labeled u = u(ξ, θ, z, Z), so that (1) becomes
where v = [∂ z + α( )∂ Z ]x 0 and the spatial operators are with respect to ξ. In one dimension and the two-dimensional special case (section 4.1), u is expanded: The more general two-dimensional case will be expanded as follows:
where the order function χ( ) has the property χ( ) k for k ≥ 1 and will be determined by matching (see section 4.2).
Modulation of solitary wave parameters.
One goal of the approximation procedure is to extract the slow-scale dynamics dλ/dZ, dv/dZ. Although these terms eventually appear explicitly in the expansion of (17) (at orders α( ) 2 and α( ) 3 , respectively), it is both more lucid and tractable to expand (3) directly. Since the wave parameter λ and the scaled leading order power I 0 (λ) are in one-to-one correspondence, modulation of λ can be achieved by flux of power from the inner to the outer solution. Similarly, the solitary wave velocity can be related to flux of both power and momentum.
For later use, we record the conservation laws (3) written in terms of the inner expansion variables. In the moving frame of reference, the expression for power density flux becomes
where
Integration of (20) and (21) over a disk of radius r gives (using the divergence theorem)
As is always assumed in asymptotic matching, we suppose that r = |ξ| can be taken to ∞ at the same time as → 0, in such a way as to leave only the leading order terms on each side of these expressions. For purposes of clarity, this double asymptotic limit will be denoted → 0, r → ∞.
Form of the expansion equations.
The leading order term u 0 is a solution to the unperturbed equation (the O ( −1 ) terms in (17))
By the assumption that u is periodic in θ, u 0 may be an unperturbed solitary wave
where Θ = Θ(z) is the slowly evolving part of the phase, which is needed to accommodate the velocity-dependent phase term in (14) . The fast phase variable is then recovered from integrating φ (Z) = λ(Z). Downloaded 03/10/17 to 150.135.210.208. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
There is a subtle technical issue which arises from ambiguities in the leading order solution. In (25) , the introduction of λ is not well defined, since replacing λ with λ+ λ would yield an equally valid leading order solution u 0 = e iθ+iΘ U (ξ; λ + λ ). This differs by an O ( ) quantity from the original, and this difference would be incorporated into higher terms in the expansion; for example, u 1 would be modified by an amount −λ e iθ+iΘ U λ , which is the O ( ) term in the difference of u 0 − u 0 . To eliminate this ambiguity, the parameter λ is defined (for a given solution family ψ = ψ(·; )) so as to eliminate the U λ component from all correction terms by the orthogonality condition (26) Re
In a similar vein, the phase variable Θ and inner coordinate ξ can be uniquely defined if one assumes the orthogonality relations
and (28) Re
which eliminate the phase and translation symmetries. The remaining expansion terms have the form Lu n = e iΘ R n , where the linear operator
acts on functions of θ and ξ. By periodicity in θ, one can Fourier expand η and the right-hand sides R n as
which decomposes the operator into components having the form
where for notational convenience η k =η(ξ, k, ·). For k = 1, the k and 2 − k modes are coupled in a pairwise fashion, whereas the k = 1 mode is uncoupled. We note that (31) is linear only for the real and imaginary parts separately. It is also useful to observe that the linear operator acting on (the real or imaginary parts of) the coupled subsystem for η k and η 2−k is self-adjoint with respect to the inner product
Nullspace of the linearized operator.
In order to implement both Fredholm-type conditions as well as asymptotic matching, a detailed study of the operator L is required. Since the outer solution ψ by assumption does not have rapid oscillations, L is regarded here as acting on sufficiently smooth functions η : R n ×[0, 2π) → C which are 2π-periodic in θ and whose Fourier components satisfy (33) lim On the other hand, standard matching conditions (e.g., (49) ) in general require logarithmic or polynomial growth in the nonoscillating componentη(ξ, 0). By virtue of the decomposition (31), the kernel of L can be studied by looking at each coupled subsystem separately.
For k = 1, writing the complex Fourier component η 1 = ν + iμ, the corresponding nullspace components solve
Regarding the solution U = U (|ξ|) of (15) as a function of ξ, spatial differentiation of this equation gives solutions of (34) as ν = ∇U (|ξ|). The second equation (35) is in fact the same as the one for the solitary wave profile (15) . It follows that the nullspace of L has "symmetry" eigenmodes
which correspond to symmetries of the underlying equation.
The coupling of the k = 0 and k = 2 Fourier components give rise to a system involving η 0 and η 2 . Decomposing (η 0 , η 2 ) = (ν 0 + iμ 0 , ν 2 + iμ 2 ), it follows that the corresponding nullspace components solve
and
subject to boundary conditions lim |ξ|→∞ (ν 2 +iμ 2 ) = 0. Note that any solution (ν 0 , ν 2 ) to (37)- (38) means that (μ 0 , μ 2 ) = (ν 0 , −ν 2 ) is a solution to (39)- (40) . In terms of the original operator, it follows that the nullspace has elements
which will be called "interaction modes," since they are responsible for transmitting asymptotic matching information between the solitary wave and outer solution wave field. For dimension n = 1, the system (37)-(38) has a pair of linearly independent solutions (ν 0 , ν 2 ) = (P, Q) and (ν 0 , ν 2 ) = (P ,Q). These can be chosen so that (P, Q) has even symmetry in ξ and [P ,Q] has odd symmetry ( Figure 3) . Some of these solutions have been computed numerically for the nonlinearity (8) using an elementary shooting method and are shown in Figure 3 .
In two dimensions, the solutions of (37)- (38) can be sought by separating variables in coordinates (r, ϕ), where r = |ξ| and ϕ is the polar angle. For (ν 0 , ν 2 ) = cos(mϕ) P m (r), Q m (r) , m = 0, 1, 2, . . . , this leads to Purely radial solutions with m = 0 can be found by imposing P 0 (0) = 0 = Q 0 (0) and Q 0 (∞) = 0, where the former conditions are required by smoothness at the origin. A shooting method similar to the one-dimensional case was used to find these solutions ( Figure 4 ). For m = 1, smoothness of solutions of (37)- (38) at the origin require P 1 (0) = 0 = Q 1 (0) instead; computations of these are given in Figure 5 . While it is possible to find modes for m ≥ 2, these are not required in what follows.
Matching to the outer wave field will require the ξ → ∞ asymptotics of the nullspace eigenfunctions. In one dimension, as |ξ| → ∞ both P,P satisfy ν 0 ∼ 0, and as a consequence the far-field behavior is simply linear. For two dimensions, one has
which generically leads to the behavior P m ∼ r m if m ≥ 1 and logarithmic behavior for m = 0. For one-dimensional and radially symmetric (m = 0) eigenfunctions, the far-field behavior can therefore be written as
where the coefficients a and m are unique up to scaling. We have computed the ratio m(λ)/a(λ) in the case of nonlinearity (8) there is no logarithmic far-field behavior; this allows us to ignore logarithmic terms in the expansion. In contrast, when λ ≈ 0.092, the far-field behavior has a = 0. In one dimension, both the odd and even eigenfunction components P,P have a nonzero ratio of m/a. This will have strong implications for matching to the outer solution.
3. Dimension n = 1. We now specialize to the case of one transverse dimension. The goal is to find a free boundary problem satisfied by the outer solution. This has the effect of analytically eliminating the small scales present in the rapidly oscillating solitary wave, while retaining information about the wave parameters.
The correction term at order in (17) is
The most general solution which incorporates possible nullspace components is
where, using the orthogonality relations (27) , (28) , the constants β, μ = 0. Since both Downloaded 03/10/17 to 150.135.210.208. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php P,P have linear growth for large |ξ|, these terms cannot be matched to the outer solution. It follows that A = 0 =Ã, and by matching to the value of the outer solution one obtains a free boundary condition ψ 0 (x 0 ) = 0. To leading order, the ambient wave will therefore be reflected off of the solitary wave.
The next order equation is Lu 2 = e iΘ R 2 , where
This equation admits a particular solution:
Notice that imposing the orthogonality condition (26) recovers the slow variation in phase Θ z = v 2 /4 in the unperturbed moving solitary wave (14) . The remaining part of the solution for u 2 involves nullspace terms as in (46) . In particular, since both P,P have linear behavior in the far field, there is necessarily a superposition of these which accommodates matching to the outer solution, which requires The modulation of solitary wave parameters can now be computed using (22) and (23) . Applying the double limit → 0, r → ∞, the power and (scalar) momentum of the inner solution in (22) , (23) are to leading order
respectively. The (scalar) momentum flux (21) is T m ∼ 2|u 2x | 2 for → 0, |ξ| → ∞. With the choice of slow scale α( ) = , the leading order momentum balance (22) can be found using (49), giving
This means that an ambient wave will transfer momentum to the solitary wave analogous to an elastic collision. On the other hand, by virtue of the fact that u 1 is exponentially decaying, the leading order power flux is
In principle this could be evaluated by higher order matching to the outer solution, but it is enough to observe that power modulation is dI 0 /dz = O ( 2 ), which is slower by a factor of than momentum transfer.
In summary, the leading order problem for ψ ≈ ψ 0 satisfies a free boundary problem 
Numerical verification.
We now compare the full and reduced model equations using numerical computations. The numerical methods employed for (1) are a modification of a well-known conservative scheme [41] , whose details are given in Appendix A.
The free boundary problem (52) can be reformulated so that the free boundary is no longer dynamic. By a change of variables y = x − x 0 (z),ψ(y, t) = ψ(y + x 0 (z), z) satisfies
This problem can be solved numerically in each subdomain (−∞, 0), (0, ∞) separately, with v(z) updated at each timestep.
To compare the free boundary reduction to the original NLSE (1), the initial conditions for (53) were chosen to represent an initially stationary solitary wave at zero and an ambient wave field with a modulated Gaussian profile
For the singularly perturbed equation (1) with the cubic-quintic nonlinearity (8), the initial condition was the same except a solitary wave was added:
where λ = 0.08. To ensure that the Gaussian profile interacts with the solitary wave, it is initially centered at x c = −5 with v g = 2. Both simulations were conducted on an interval [−15, 15] using Neumann boundary conditions. The solitary wave position x 0 (z) was computed for both (1) and (53) . In the latter case this was obtained by integrating v(z). Figure 7 shows the evolution of this quantity for several different values of . In general, the two models have improving agreement as is decreased. The difference between the outer solutions was also computed, defined as the L 1 norm of the difference on a set excluding the solitary wave region I = (−15, 15)/(x 0 − 10 , x 0 + 10 ), Figure 8 shows the evolution of this quantity. Again, the agreement between the two models improves with decreasing .
Dimension n = 2.
In two dimensions, it was observed that the behavior of the eigenfunction component P 0 can be either constant or logarithmic in the far field, depending on the parameter λ. We separate these two cases to emphasize the qualitative difference between them. The imaginary part of the e iθ mode of this equation reads
which has a particular solution, 
where, using the orthogonality relations (27) , (28) 
The real part of the e iθ component satisfies
There is a particular solution corresponding to the right-hand side terms
where again the orthogonality condition (26) recovers the slow phase Θ. The Fourier decomposition of the equation for u 2 gives a coupled system for the k = 0, 2 modes
where u 2k =û 2 (k, ·) and Only the terms which do not decay exponentially will be needed to determine the far-field behavior which appears in the leading order expression for momentum flux.
Expansion for m(λ) = 0 .
The possibility of logarithmic behavior for ξ → ∞ resulting from the eigenfunction component P 0 would suggest an expansion in powers of 1/| ln |. This not a practical approach, however, since many terms in such an expansion would be required for a suitably accurate approximation. A better alternative, formulated by Ward, Henshaw, and Keller [50] , implicitly sums the logarithmic contributions in such an expansion. The outer solution is expanded,
where ψ 0 has a logarithmic singularity at x 0 . The asymptotics of the singularity and the order function χ( ) will be uniquely determined by matching.
The expansion term u 1 satisfies the same equation as before, and the most general solution is given by (56). On the other hand, one has u 1 ∼ e iΘ Am(λ) ln |ξ| for large |ξ|, which would require an O (| ln |) term in the outer solution. Since this possibility has been eliminated by the hypothesis that the outer solution has O (1) amplitude, it follows that A = 0.
The logarithmic order term u † satisfies Lu † = 0, and so the solution will be (after applying orthogonality conditions)
Since, as |ξ| → ∞,
With the choice
relation (68) gives the required singularity condition
Given any outer solution ψ 0 with a logarithmic singularity at x 0 , it can be decomposed as 
Construction of such a G is explained below in the context of numerical implementation. It follows from (69) that
which determines the singularity constant A † . For the expansion term u 2 , the right-hand side of the corresponding linear equation is e iΘ R 2 , where
which has the same particular solution given previously in (59). The complete solution for u 2 has nullspace components cos(mϕ)[P 1 (r) + e 2iθ Q 1 (r)] and sin(mϕ)[P 1 (r) + e 2iθ Q 1 (r)], which grow linearly as ξ → ∞. In this case, matching to the outer solution is facilitated by the decomposition (70), which gives
For u † † and u † † † the corresponding right-hand sides R † † and R † † † split the nonlinear contributions in (57):
These lead to a systems similar to (60)-(61) for the k = 0, 2 Fourier modes, labeled u † †0,2 and u † † †0,2 . The corresponding solvability argument is somewhat different. Suppose that the far-field behavior of u † †0 is
As before, we multiply the real and imaginary parts of the linear system for u † †0,2 by the nullspace vectors [P 0 , Q 0 ] and [P 0 , −Q 0 ], respectively. Integrating both sides on a disk of radius r gives (after using the Green's identity)
By virtue of (77) this implies a(λ)C 1 − m(λ)C 2 = 0, with a similar result holding for u † † † . It follows that there exist constants A † † , A † † † so that (22) is
Since u 0 has radial symmetry, using (56), the leading order momentum on the lefthand side of (23) is
The case m(λ) = 0 and corresponding expansion are discussed first. To begin with, we illustrate the roles of the expansion terms by considering a more general situation,
With the choice of slow scale Z = z, the modulation of the power (22) is therefore asymptotically
In terms of the expansion, the momentum flux in the scaled moving frame (21) is asymptotically
Using (83) and the far-field behavior (66), the double limit → 0, |ξ| → ∞ yields
where CId represents the ξ-independent isotropic part whose flux integral is zero. The momentum flux (23) then evaluates to
The results (84) and (87) can be checked using Galilean symmetry; see Appendix B.
In the case of m(λ) = 0, (64) gives M = 0 in (83). This means that the leading order power and momentum fluxes are zero, at least on the timescale Z = z. Although it may happen that matching to correction terms in the outer solution might yield modulation on an even slower scale, this possibility is not pursued here. 
For large |ξ|, applying (79) and (80) shows that the term in brackets is strictly real. It follows that solitary wave power is modulated, at most, on a slow timescale Z = z.
On the other hand, the leading order momentum flux (21) is (89)
With u † ∼ M ln |ξ| and ∇u 2 ∼ B as ξ → ∞, this becomes (90)
The matching conditions (72) and (74) imply that B = ∇ψ R (x 0 ) and M = ψ R (x 0 ), and therefore with the choice Z = χ( ), momentum balance in (23) yields
Free singularity problem.
For the m = 0 case, the preceding two sections indicate that the dynamics can be described by a reduced problem which couples a singular outer solution to the position of the solitary wave. This problem can be summarized as a "free singularity problem" for unknowns ψ, A, x 0 :
where the subscripts have been dropped and the phase factor has been absorbed into A. Logically this is to be solved with an initial condition ψ(x, 0) which obeys the singularity condition, along with position and velocity initial data x 0 (0) and x 0 (0). We are not aware of any existence results for problems of this type. On the other hand, there does seem to be a reliable numerical implementation, which is described next.
Numerical verification.
Two-dimensional computations of the original equation (1) with the cubic-quintic nonlinearity (8) have been conducted. The same numerical methods used for the one-dimensional problem and outlined in Appendix A were implemented for (92). All computations were performed on a square domain
2 , where L = 20, endowed with periodic boundary conditions. The initial condition used in all the tests below is an exact solitary wave, combined with a traveling, dispersing Gaussian wavepacket The fixed parameters were x 0 = (−2, 2), x a = (2, −2), v a = (−2, 2), E = 0.5, and W = 3.
We first illustrate the difference between the logarithmic and nonlogarithmic cases. The parameters were = 0.025, and both λ = 0.04 and λ = 0.077 were tried. The former gives a ratio m(λ)/a(λ) equal to −0.25, whereas the latter gives a ratio which is roughly zero. Figures 9 and 10 show the evolution of (1) for the two different cases. The qualitative predictions of the analysis are born out: there is strong interaction when m(λ) is far from zero, and essentially no interaction when m(λ) ≈ 0. In the former case, some momentum is imparted to the solitary wave in the direction of motion of the wavepacket.
A quantitative comparison between the full equation (1) and the free singularity problem (92) was also conducted. Here λ = 0.04 is fixed and was varied, using the same initial condition (95) as before. For the free singularity problem, the initial condition was just the Gaussian wave ψ(x, 0) = w(x).
Although the decomposition (70) could employ any smooth function G with the correct asymptotic behavior, we have found good performance using the Laplacian modified Green's function. This function G(x, x 0 ) = G 0 (x − x 0 ) is obtained from solving the problem
In practice, this is obtained numerically by a decomposition into a singular and a regular part, where the first equation is subject to periodic boundary conditions. The regular part G R is easily found in the context of a Fourier pseudospectral discretization, and suitably shifted so that G R (0) = 0. Then G(x, x 0 ) is computed by table lookup for G R (x − x 0 ) combined with the exact expression for S.
We now turn to how the singularity constant A is computed. Given x 0 (z) at some step z, the four grid points nearest to x 0 can be used to produce a bilinear interpolation of ψ − A(z)m(λ)χ( )G(x, x 0 (z)) called ψ RB (x, z; A) ≈ ψ R . Using (93), the unknown coefficient A then solves the linear problem
Determining A allows construction of the regular part ψ R of the solution, which is needed to evaluate the acceleration term (94).
Solutions of (1) at values = 0.025, 0.0125, 0.00625 were compared to the numerical solution of (92)-(94). As in the one-dimensional case, the displacement of the solitary wave was computed as a function of z during the collision period, clearly indicating a transfer of momentum ( Figure 11) .
We have also computed the difference between the singular solution ψ S solving (92)-(94) and the solution of the original NLSE (1) for various . This difference was defined similarly to the one-dimensional case as Figure 12 shows the evolution of this quantity for various . The agreement between the two models improves with decreasing . 
5.
Conclusion. This paper considers a singular perturbation of the cubic nonlinear Schrödinger equation. In two dimensions, this perturbation has the effect of alleviating the well-known self-focusing singularity. Small saturation leads to solitary wave solutions with fine-scale behavior in all dependent variables. Such a situation poses enormous difficulty for numerical simulation. The asymptotic analysis presented herein removes the fine scales completely, leading to free boundary (in one dimension) and free singularity (in two dimensions) problems which are considerably more numerically tractable. These can be viewed as a type of nonlinear stability result for Downloaded 03/10/17 to 150.135.210.208. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php solitary waves since the perturbations evolve under a genuinely nonlinear equation (see (92)).
We have excluded a variety of phenomena in this study. In problems involving optical propagation, time dependence may arise from group velocity dispersion. Depending on the sign of the dispersion, this effect may arrest the self-focusing singularity [32] . Another excluded effect is the possibility of internal modes [38] , which are long-lived transient oscillations of solitary waves. These were never observed in our simulations, perhaps because they exist over a limited range of parameters.
Our methodology is likely extensible for a variety of problems which involve localized coherent structures interacting with a slowly varying environment. We have obtained results similar to those presented here for a modified NLSE which includes a delayed nonlinear response associated with Raman scattering [19] . In this case, the delay term gives nontrivial modulation of solitary wave power, which was not observed here.
Partial differential equations with dynamic free singularities like the one derived appear to be an entirely new class of free boundary evolution. We are not aware of any specific rigorous or heuristic analysis of such problems. A more thorough understanding of this class of equations is a challenge for future research.
provided, using (97)- (98) Note that I is pure imaginary, whereas k and J can be put into polar form,
which, plugging into (102), leads to
Note that I is formally of size O (h), and since ψ e − ψ 0 = O (h), it follows that φ J is also O(h). Altogether, this means that φ k = O (h) and k = 1 + O (h), as required.
Appendix B. Galilean symmetry of modulation equations.
Here we verify that the modulation equations (84) On the other hand, using the transformed version of (84) and (103) 
