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Abstract
We study the problem of computing general static-arbitrage bounds for European basket options; that is, computing
bounds on the price of a basket option, given the only assumption of absence of arbitrage, and information about prices
of other European basket options on the same underlying assets and with the same maturity. In particular, we provide
a simple efficient way to compute this type of bounds by solving a large finite non-linear programming formulation of
the problem. This is done via a suitable Dantzig-Wolfe decomposition that takes advantage of an integer programming
formulation of the corresponding subproblems. Our computation method equally applies to both upper and lower arbitrage
bounds, and provides a solution method for general instances of the problem. This constitutes a substantial contribution
to the related literature, in which upper and lower bound problems need to be treated differently, and which provides
efficient ways to solve particular static-arbitrage bounds for European basket options; namely, when the option prices
information used to compute the bounds is limited to vanilla and/or forward options, or when the number of underlying
assets is limited to two assets. Also, our computation method allows the inclusion of real-world characteristics of option
prices into the arbitrage bounds problem, such as the presence of bid-ask spreads. We illustrate our results by computing
upper and lower arbitrage bounds on gasoline/heating oil crack spread options.
Key words: option pricing, robust optimization, Dantzig-Wolfe decomposition, semiparametric bounds, large scale
optimization.
1. Introduction
Computing bounds for option prices under incom-
plete market conditions or an incomplete knowledge of
the distribution of the price of the underlying assets is
a widely studied pricing technique, where in contrast
to parametric pricing techniques, such as Monte Carlo
simulations or “Black-Scholes pricing,” strong assump-
tions about the underlying asset price distribution are
not required. These type of semiparametric bounds pro-
vide a mechanism for checking consistency of prices,
and to provide estimates for option prices in incomplete
market conditions, or regardless of any model specifics.
Also, these bounds are useful when the number of un-
derlying assets makes the computation of parametric
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prices numerically challenging, or when the scarcity of
data makes it difficult to make distributional assump-
tions about the future assets returns. For example, the
first condition applies to the problem of pricing com-
plex spread options (see, e.g., [2]) and index options.
The latter condition is typical in Actuarial Science ap-
plications and some real option problems.
Here, we consider a particular class of semipara-
metric bounds. Specifically, we study the problem of
computing general static-arbitrage bounds for Euro-
pean basket options; that is, computing bounds on the
price of a basket option, given the only assumption of
absence of arbitrage, and information about prices of
other European basket options on the same underly-
ing assets and with the same maturity. The problem of
computing this type of static-arbitrage bounds has re-
ceived a fair amount of attention in recent years. Of
particular relevance to our work are the articles by
[1,3,4,6,7,11,9,10,15] and [18]. (Throughout the article
we will make more precise references to their work as
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we present our results.) Here, we provide a simple effi-
cient way to compute general static-arbitrage bounds for
European basket options by solving a large finite non-
linear programming formulation of the problem. This is
done via a suitable Dantzig-Wolfe decomposition that
takes advantage of an integer programming formula-
tion of the corresponding subproblems. Our computa-
tion method equally applies to both upper and lower
arbitrage bounds, and provides a solution method for
general instances of the problem. This constitutes a sub-
stantial contribution to the related literature, in which
upper and lower bound problems need to be treated dif-
ferently, and which provides efficient ways to solve par-
ticular static-arbitrage bounds for European basket op-
tions; namely, when the option prices information used
to compute the bounds is limited to vanilla and/or for-
ward options, or when the number of underlying assets
is limited to two assets. Also, our computation method
allows the inclusion of real-world characteristics of op-
tion prices into the arbitrage bounds problem, such as
the presence of bid-ask spreads.
The reminder of the article is organized as follows.
In Section 2., we formally introduce the problem of
computing general static-arbitrage bounds for European
basket options, and review how the problem can be for-
mulated as a finite non-linear program. In Section 3., we
show how this non-linear programming formulation can
be solved via a suitable Dantzig-Wolfe decomposition.
In Section 4., we discuss the solution of the related super
or sub-replicating portfolio strategy. In Section 5., we
illustrate the effectiveness of our solution approach by
computing upper and lower arbitrage bounds on gaso-
line/heating oil crack spread options. We finish in Sec-
tion 6., discussing some straight-forward extensions of
the presented results, and future work.
2. Formulation of general static-arbitrage bound
problem
Consider the problem of computing sharp lower and
upper static-arbitrage bounds on the price of a European
basket option, given information on the prices of other
European basket options with the same maturity, with-
out making any assumptions other than the absence of
arbitrage. Finding the sharp lower static-arbitrage bound
for the price of a basket option can be formulated as the
following optimization problem (see, e.g., [3]):
inf
pi
Epi[(w
0 ·X −K0)+]
s.t. Epi[1] = 1
Epi[(w
j ·X −Kj)+] = pj, j = 1, ..., r
pi a distribution in D. (1)
The corresponding sharp upper static-arbitrage bound
can be formulated as follows:
sup
pi
Epi[(w
0 ·X −K0)+]
s.t. Epi[1] = 1
Epi[(w
j ·X −Kj)+] = pj, j = 1, ..., r
pi a distribution in D.
(2)
In (1) and (2), the multivariate random variable
X := (X1, . . . , Xn) represents the prices at matu-
rity of the n underlying assets in the basket of in-
terest. The given vectors wj ∈ IRn, and constants
Kj ∈ IR, j = 0, 1, . . . , r, respectively represent
the weights of the underlying assets and the strike
price of the basket options involved in the prob-
lem. The corresponding payoffs of the basket options
are (wj · x − Kj)+ := max{0,
∑n
i=1 w
j
i xi − Kj},
j = 0, 1, . . . , r, where we are using the conventional
dot (·) product of vectors, and lower-case x ∈ IRn+
to represent an outcome of the random asset prices
at maturity X . Problem (1) (problem (2)) minimizes
(maximizes) the expected payoff of a target basket
option – defined by weights w0, and strike K0 – over
all underlying asset price distributions (pi) with support
set D ⊆ IRn+ that replicate the given basket option’s
prices pj , j = 1, . . . , r; that is, the discounted expected
payoffs of the given options match the observed prices.
Following [3], we implicitly assume that all the op-
tions have the same maturity, and that without loss of
generality, the risk-free interest rate is zero; or equiva-
lently, we compare the prices in the forward market (at
maturity). The static-arbitrage bound problems (2) and
(1) are feasible if the given basket option’s prices are
arbitrage free (for further details on feasibility see [15,
Proposition 1]).
The problem of computing sharp static-arbitrage
bounds has received a fair amount of attention in re-
cent years. Typically, the problem is studied in the
case when the support set D = IRn+ (non-negative asset
prices). In particular, [7, Section 4] derived a closed-
form solution to the upper bound problem (2) in the
special case when the weights of the basket of interest
are non-negative (i.e., w0 ∈ IRn+), and the given option
prices are composed by forward and any number of
vanilla options on each of the underlying assets (i.e.,
for j = 1, . . . , r, wj has a single non-zero component
equal to 1). This result was re-derived by [1, Section
3]. The latter results in turn generalize the results of
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[3, Proposition 4], and [11] who derive a closed-form
solution to problem (2) in the special case when the
weights of the basket of interest are non-negative and
the given option prices are composed of a forward and
one vanilla options on each of the underlying assets.
[9, Section 3] solve problem (2) for the special case
in which the target option is a two-asset spread option
(i.e., n = 2, and the weights defining target basket
option are of opposite signs), and the given option
prices are composed by forward and vanilla options on
each of the underlying assets. Less general results have
been derived for the lower bound problem (1). In par-
ticular, Laurence and Wang [11] provide closed-form
solutions for problem (1) in the two-asset case given
forward prices of the assets and prices of one vanilla
call option for each asset. Hobson et al. [6] present a
numerical procedure for the special case with only two
assets, given information about prices for a continuum
of vanilla call options for each asset. A. d’Aspermont
and L. El Ghaoui [3] give an efficient linear program-
ming formulation for the computation of the lower
static arbitrage bound for the special case when only
one vanilla call per asset is known. Laurence and Wang
[10] solve problem (1) for the special case in which the
target option is two-asset spread option, and the given
option prices are composed by forward and vanilla op-
tions on each of the underlying assets. Pena at al. [15]
generalize some of the latter results by giving tractable
linear programming formulations for problem (1) in
the special case of two assets and any number of given
basket option prices (not necessarily vanilla options),
as well as for the special n-asset case when only a
forward and/or a vanilla call per asset is given.
In what follows we show how to efficiently solve the
general arbitrage bounds problems (1) and (2) when the
support set is given by box constraints:
D := [0, u1]× [0, u2]× · · · × [0, un], (3)
where ui > 0, i = 1, . . . , n are given bounds on the
asset prices at maturity. That is, instead of the typical
choice in the related literature of considering that the
underlying asset prices at maturity can take any non-
negative value, here we consider that the asset prices
at maturity have some given upper bound; that is, rul-
ing out asset price distributions where prices are un-
bounded.
Problems (1) and (2) are semi-infinite programs (in-
finite dimensional variable with finite number of con-
straints). However, it is well-known that these problems
can be reformulated using a finite (although in gen-
eral very large) number of variables and constraints (for
recent examples of these finite formulations, see e.g.,
[3,10,15]). In particular, when the support set D is de-
fined by the box constraints (3), it is simple to show
that problems (1) and (2) can be reformulated as finite
non-linear programs by using the following remark.
Proposition 1 Let I be an index set, and Ri : i ∈ I be
a partition of D. For any (piece-wise linear) function
f : D → IR such that f restricted to Ri is linear for
each i ∈ I , we have that
Epi[f(X)] =
∑
i∈I
Epi[f(X)|X ∈ Ri]pi(X ∈ Ri)
=
∑
i∈I
f [Epi (X |X ∈ Ri)]pi(X ∈ Ri).
If Ri is convex and bounded then for each i we have
Epi[X |X ∈ Ri] ∈ Ri.
Remark 1 Proposition 1 implies that given a suitable
partition of the support set D, one can, without loss of
generality, assume that the underlying asset price dis-
tribution (pi) in problems (1) and (2) is atomic, with one
atom located in each of the sets defining the partition
of D. In other words, thanks to the piece-wise linearity
of the basket option payoffs, the probability distribution
in a region can be “concentrated” into a single point
in the region.
In order to continue our discussion, let us introduce
the following notational conventions. Let J := {J ⊆
{0, 1, . . . r}} be the set of all subsets of the index set
{0, 1, . . . , r} (where r is the number of given basket
option prices in problems (1) and (2)). Also, let W be
the (r+1)× n matrix whose j-th row is the vector wj
for all j ∈ {0, 1, . . . , r},K := (K0,K1, . . . ,Kr)T , and
u := (u0, u1, . . . , ur)
T
. Given v ∈ IRr+1, and J ∈ J ,
let vJ ∈ IRJ denote the vector formed by the entries
vj with j ∈ J . Likewise, for a matrix M with rows
indexed by {0, 1, . . . , r} and J ∈ J , let MJ denote
the matrix formed by the rows of M indexed by J .
Finally, For J ∈ J , we shall write Jc as a shorthand
for {0, 1, . . . , r} \ J .
A suitable partition (recall Proposition 1) of the sup-
port set D in (3) can be obtained by considering regions
of the possible asset price values at maturity (i.e, re-
gions in D), in which each of the given basket options,
as well as the target option, are either always out-of-the-
money or always in-the-money in the region. Note that
in such regions the payoff of all the options in the prob-
lem are linear: either 0 if the option is out-of-the money,
or (wj · x−Kj) if the option is in-the-money. Specifi-
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cally, we define the following partition for D in (3):
RJ := {x ∈ IR
n : WJx ≥ KJ ,WJcx ≤ KJc ,
~0 ≤ x ≤ u
}
,
(4)
for all J ∈ J . Note that in (4), J represents the set
of options that are in-the-money in region RJ , and Jc
represents the set of options that are out-of-the-money
in region RJ . Clearly, RJ is convex and bounded for
all J ∈ J .
From now on, we will concentrate our discussion on
the solution method for the lower bound problem (1);
which has been the more challenging problem in the lit-
erature (as noted e.g., in [11,15]). The slight differences
in the solution method for the upper bound problem (2)
will be addressed in Section 3.1.. Using Remark 1, to-
gether with the partition (4), one can reformulate prob-
lem (1) as the following non-linear program:
min
∑
J∈J :0∈J
(
w0 · xJ −K0
)
tJ
s.t.
∑
J∈J
tJ = 1 (5a)
∑
J∈J :j∈J
(
wj · xJ −Kj
)
tJ = pj j = 1, . . . , r
(5b)
xJ ∈ RJ , J ∈ J (5c)
tJ ≥ 0, J ∈ J (5d)
Above, for all J ∈ J , xJ and tJ respectively repre-
sent the position of the atom and the probability of the
atom in region RJ of the partition of D.
The main difficulty in solving (5) is the size of the
problem (the non-linearity could be tackled by defining
new variables uJ := xJ tJ ); namely, the problem has
(r + 1 + n)|J | = O((r + n)2r) constraints, and (n+
1)|J | = O(n2r) variables. To deal with the size of the
problem we exploit the block structure of constraints
(5c) and (5d) by solving the problem via a suitable
Dantzig-Wolfe decomposition that is discussed in the
next section.
3. Dantzig-Wolfe decomposition
In this section, we apply a Dantzig-Wolfe decompo-
sition approach (see, e.g., [12, Section 3.9]) to solve the
non-linear formulation of the lower bound problem (5).
This is done by designating the constraints (5a), (5b) as
the “hard” constraints that will define the master prob-
lem, and designating the constraints (5c), (5d) as the
“easy” constraints that will define the subproblems.
In order to specifically define the master problem
and corresponding subproblems we proceed in typical
fashion. Namely, for each J ∈ J let {xˆJ,k : k =
1, . . . , NJ} be the set of extreme points of RJ (recall
that from (4), RJ is a polytope). Then problem (5) can
be written as
min
∑
J∈J :0∈J
(
w0 ·
(
NJ∑
k=1
λJ,kxˆ
J,k
)
−K0
)
tJ
s.t.
∑
J∈J
tJ = 1
∑
J∈J :j∈J
(
wj ·
(
NJ∑
k=1
λJ,kxˆ
J,k
)
−Kj
)
tJ = pj
j = 1, . . . , r
NJ∑
k=1
λJ,k = 1 J ∈ J
λJ,k ≥ 0, tJ ≥ 0 J ∈ J .
(6)
Using tJ,k := tJλJ,k, the problem above is equivalent
to:
min
∑
J∈J :0∈J
NJ∑
k=1
(
w0 · xˆJ,k −K0
)
tJ,k
s.t.
∑
J∈J
NJ∑
k=1
tJ,k = 1
∑
J∈J :j∈J
NJ∑
k=1
(
wj · xˆJ,k −Kj
)
tJ,k = pj
j = 1, . . . , r
tJ,k ≥ 0, J ∈ J , k = 1, . . . , NJ .
(7)
With the “decomposed” formulation (7) of the lower
bound problem (5), we can now state the Dantzig-Wolfe
decomposition solution algorithm.
Given a subset of the extreme points of RJ , for all
J ∈ J :
X :=
⋃
J∈J {x˜
J,k : k = 1, . . . ,MJ} ⊆⋃
J∈J {xˆ
J,k : k = 1, . . . , NJ}
(where for some J , MJ could possibly be zero, in-
dicating that no extreme points from region RJ are in-
cluded in the subset of extreme points X ), define the
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master problem
min
∑
J∈J :0∈J
MJ∑
k=1
(
w0 · x˜J,k −K0
)
tJ,k
s.t.
∑
J∈J
MJ∑
k=1
tJ,k = 1
∑
J∈J :j∈J
MJ∑
k=1
(
wj · x˜J,k −Kj
)
tJ,k = pj
j = 1, . . . , r,
tJ,k ≥ 0, J ∈ J , k = 1, . . . , NJ .
(MX )
Given τ , ρ := (ρ1, . . . , ρr) and J ∈ J define the sub-
problem
min
(x · w0 −K0)I0∈J − τ −
∑
j∈J,j>0
ρj(x · w
j −Kj)
s.t. x ∈ RJ
(Qτ,ρJ )
where the indicator function I0∈J is 1 if 0 ∈ J , and 0
otherwise.
Note that both the master problem (MX ), and the
subproblems (Qτ,ρJ ) are linear programs for all J ∈ J
. Therefore, to solve (7) we use the following Dantzig-
Wolfe (DW) algorithm, where tol > 0 is the user pro-
vided error tolerance, and X0 is a subset of the extreme
points of RJ , for all J ∈ J , such that (MX0) is feasi-
ble. (Such X0 can be found by running a Phase I ver-
sion of the DW algorithm, where the objective in the
master problem is to minimize the infeasibility in the
price replicating constraints.)
Dantzig-Wolfe algorithm
(1) SET X := X0, and REPEAT = TRUE.
(2) WHILE REPEAT DO
(2.1) SOLVE (MX ), LET τ ∈ IR be the shadow
price of the first equality cons-
traint of (MX ), and ρ ∈ IRr be the
shadow prices of the r price re-
plicating equality constraints
of (MX ).
(2.2) LET Qτ,ρJ ∗ be the optimal value of
(Qτ,ρJ ). FIND J∗ ∈ J such that J∗ =
argmin{Qτ,ρJ
∗
: J ∈ J }.
(2.3) IF Qτ,ρJ ∗ ≤ −tol
LET X := X ∪ {argQτ,ρJ∗ }.
ELSE
REPEAT = FALSE
(3) RETURN the tol-optimal value MX ∗ of
(MX )
As shown in detail in Section 4. (see equation (12)),
the DW algorithm above returns a value that is within
the user provided error tolerance tol of the optimal
value of (1). However, since the size of J is generally
exponential on r, it is prohibitively expensive to exe-
cute STEP (2.2) above by solving the |J | linear pro-
gramming subproblems. Instead, we use a mixed in-
teger programming formulation of the subproblems in
order to efficiently execute STEP (2.2) of the DW algo-
rithm. Specifically, consider the following mixed inte-
ger program related to the subproblems (Qτ,ρJ ), where
ρ0 := −1, and M ′j,Mj > 0, j = 0, 1, . . . , r are large
enough given constants.
min −τ −
∑r
j=0 ρj(w
j · zj − yjKj)
s.t. wjx ≥ Kj −M ′j(1− yj) j = 0, 1, . . . , r
wjx ≤ Kj +M ′jyj j = 0, 1, . . . , r
z
j
i ≥ xi −Mj(1− yj)
i ∈ {1, . . . , n}, j ∈ {0, 1, . . . , r} : ρjw
j
i ≤ 0
z
j
i ≤Mjyj
i ∈ {1, . . . , n}, j ∈ {0, 1, . . . , r} : ρjw
j
i ≥ 0
0 ≤ zji ≤ xi ≤ ui
i = 1, . . . , n, j = 0, 1, . . . , r
yj ∈ {0, 1} j = 0, 1, . . . , r.
(P ρ)
Solving (P ρ) is equivalent to executing STEP (2.2),
provided that
Mj > max{u1, . . . , un},
and
M ′j > max


∑
i∈{1,...,n}:wj
i
>0
w
j
iui −Kj,
∣∣∣∣∣∣
∑
i∈{1,...,n}:wj
i
<0
|wji |ui −Kj
∣∣∣∣∣∣

 ,
for j = 0, 1, . . . , r. Specifically, if x∗, y∗j , z
j
i
∗
is the
optimal solution of (P ρ) with objective value P ρ∗,
then in STEP (2.2) of the DW algorithm, J∗ = {j ∈
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{0, 1, . . . , r} : y∗j = 1}, andQ
τ,ρ
J
∗ = P ρ∗, and in STEP
(2.3) of the DW algorithm, argQτ,ρJ∗ = x∗. This follows
by noticing that the “big-M constraints” in (P ρ) ensure
that for any J ∈ J , if one replaces yj = 1 if j ∈ J ,
and yj = 0 if j 6∈ J , for j = 0, 1, . . . , r in (P ρ), then
the resulting linear program is equivalent to (Qτ,ρJ ).
Loosely speaking, solving (P ρ) is much more effi-
cient than solving (Qτ,ρJ ) for all J ∈ J , because doing
the latter is equivalent to solving (P ρ) by enumerating
all the possible 0−1 solutions in (P ρ). In practice, cur-
rent MIP solvers are typically able to solve MIP by enu-
merating only a small number of 0− 1 solutions (com-
pared to the total number of possible 0− 1 solutions).
3.1. Upper bound problem
Thus far, we have concentrated our discussion on the
lower bound arbitrage problem (1). This is because un-
like related results in the literature, our computation
method applies similarly for the upper bound arbitrage
problem (1). In fact, in order to solve the upper bound
problem (2), one only needs to change the discussed so-
lution method for the lower bound arbitrage problem (1)
as follows:
• In (5), (7), (MX ), (Qτ,ρJ ) change min 7→ max
• In STEP (2.2) change argmin→ argmax.
• In STEP (2.3) of the Dantzig-Wolfe algorithm change
≤ −tol 7→ ≥ tol
• In (P ρ) change min 7→ max, and in the first set
of “big-M” constraints for the zji variables, change
ρjw
j
i ≤ 0→ ρjw
j
i ≥ 0, and in the second set of ‘big-
M” constraints for the zji variables, change ρjw
j
i ≥
0→ ρjw
j
i ≤ 0.
4. Super-replicating and sub-replicating portfolios
Problems (1) and (2) respectively have the following
associated duals (see, [8]):
sup
τ,ρ
τ +
r∑
j=1
pjρj
s.t. τ +
r∑
j=1
ρj(w
j · x−Kj)
+ ≤ (w0 · x−K0)
+
for all x ∈ D
ρ ∈ IRr, τ ∈ IR,
(8)
and
inf
τ,ρ
τ +
r∑
j=1
pjρj
s.t. τ +
r∑
j=1
ρj(w
j · x−Kj)
+ ≥ (w0 · x−K0)
+
for all x ∈ D
ρ ∈ IRr, τ ∈ IR,
(9)
The dual problem (8) (problem (9)) has a natural in-
terpretation: it aims to find the most expensive (cheap-
est) portfolio of positions in cash (τ ) and positions in the
given basket options (ρ) with payoff (wj ·S−Kj)+, j =
1, . . . , r that sub-replicates (super-replicates) the pay-
off of the basket option of interest with payoff (w0 ·
S −K0)+. It is easy to see that weak duality holds be-
tween (1) and (8), and between (2) and (9). Furthermore,
thanks to the compactness of the support of the asset
price distribution D considered here (see (3)), strong
duality also holds between these problems.
Proposition 2 Let D be as in (3). Then the optimal
values of (1) and (8), and of (2) and (9) coincide.
Proof. Follows from general convex duality results (see,
e.g., [16,17]), as it is discussed in [19, Sec. 4, Proposi-
tion 4.2]. 2
The choice of labels for the variables in (8) and (9) is
not accidental. In fact, it is easy to see that from the val-
ues of τ and ρ obtained at the end of the DW algorithm
discussed in Section 3., one can construct a feasible so-
lution for the sub-replicating problem (8), whose ob-
jective value is within the user provided error tolerance
tol of the optimal value of (8). The same follows for
the super-replicating problem (9) with the correspond-
ing modified DW algorithm explained in Section 3.1..
To see that this is the case for the sub-replicating prob-
lem (8), let τ∗ and ρ∗ be the values of the shadow prices
τ and ρ, of the master problem (MX ∗) obtained at the
end of the DW algorithm. From the stoping rule of the
algorithm (STEP (2.3)) it follows that for all J ∈ J ,
and for all x ∈ RJ
−tol ≤ (x · w0 −K0)I0∈J − τ∗−∑
j∈J,j>0
ρ∗j (x · w
j −Kj)
m
−tol ≤ (x · w0 −K0)+ − τ∗−
r∑
j=1
ρ∗j (x · w
j −Kj)
+
m
(τ∗ − tol) +
r∑
j=1
ρ∗j (x · w
j −Kj)
+
≤ (x · w0 −K0)+
(10)
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that is, the pair (τ∗ − tol, ρ∗) is a feasible solution for
(8) with objective value (τ∗− tol)+∑rj=1 pjρ∗j . From
this, and the fact that (τ∗, ρ∗) is the optimal solution of
the linear programming dual of (MX ∗) with objective
value τ∗ +
∑r
j=1 pjρ
∗
j , it follows that:
τ∗ +
r∑
j=1
pjρ
∗
j =M
∗
X ∗ ≥ opt. value of (1) =
opt. value of (8) ≥ (τ∗ − tol) +
r∑
j=1
pjρ
∗
j ,
(11)
where M∗X ∗ denotes the optimal value of (MX ∗). From
(10), (11), it follows that (τ∗− tol, ρ∗) is a feasible so-
lution for (8), whose objective value is within the user
provided error tolerance tol of the optimal value of (8).
From (11), it also follows that the DW algorithm re-
turns a value M∗X ∗ that is within the user provided error
tolerance tol of the optimal value of (1). Specifically:
0 ≤M∗X ∗ − optimal value of (1) ≤ tol. (12)
A similar “tol-optimality” follows for the upper bound
problem when the modified DW algorithm of Sec-
tion 3.1. is used.
5. A simulated numerical experiment
We next present a simulated computational experi-
ment that illustrates some of our results. The objective
of the experiment is to highlight two of our main contri-
butions. First, that unlike current results in the literature,
our proposed method allows to efficiently compute up-
per arbitrage bounds for European basket options, when
given prices of other Europen basket options that are
not restricted to be forward, call, or put options. Second,
that our approach allows the computation of the corre-
sponding lower arbitrage bound. As will be seen from
our results, the possibility to use given prices that are not
restricted to be vanilla options; for example, exchange
options, can result in much tighter arbitrage bounds.
Related numerical results are presented in [3,7],
where the authors provide extensive numerical exper-
iments comparing static-arbitrage pricing techniques
and parametric pricing techniques (such as Monte Carlo
simulations) for basket options.
Here, we compute upper and lower arbitrage bounds
on the price of a crack spread option. Quoting [2, Sec-
tion 2.3], “A crack spread is the simultaneous purchase
or sale of crude against the sale or purchase of refined
petroleum products... They were introduced in October
1994 by the NYMEX with the intent of offering a new
risk management tool to oil refiners. These spreads are
computed on the daily futures prices of crude oil, heat-
ing oil, and unleaded gasoline.” In particular, we com-
pute upper and lower arbitrage bounds on the price of
a 3:2:1 crack spread call option with strike K0, whose
payoff is given by (following [2, Section 2.3]):
p3:2:1(K0) =(
2
3 [UG]T +
1
3 [HO]T − [CO]T −K0
)+
,
where [UG]T , [HO]T , and [CO]T denote the prices
at maturity time T of a futures contract of unleaded
gasoline, heating oil, and crude oil, respectively. First,
we will compute upper and lower arbitrage bounds on
the price of 3:2:1 crack spread call options, when given
information about unleaded gasoline, heating oil, and
crude oil forward and call option prices. The payoffs of
these options are given by:
p1:0:0(K) = ([UG]T −K)+
p0:1:0(K) = ([HO]T −K)+
p0:0:1(K) = ([CO]T −K)+.
The forward option payoffs are obtained when K = 0.
Second, we will compute upper and lower arbitrage
bounds on the price of 3:2:1 crack spread call options,
when given information about unleaded gasoline, heat-
ing oil, and crude oil future and call option prices, as
well as information about the price of a 1:1:0 gasoline
crack spread call option with strike 0 (i.e., a exchange
option), whose payoff is given by (following [2, Section
2.3]):
p1:1:0 = ([UG]T − [CO]T )
+
,
and information about the price of a 1:0:1 heating oil
crack spread call option with strike 0 (i.e., a exchange
option), whose payoff is given by (following [2, Section
2.3]):
p1:0:1 = ([HO]T − [CO]T )
+
.
To set up the upper and lower bound problems, we sam-
ple the given option price values, by assuming that the
underlying commodity prices distribution follows a cor-
related multivariate lognormal distribution (see, e.g., eq.
(15) in [3]). In particular we use a riskless interest rate
r = 0; option maturity T = 5 months; current com-
modity prices in dollars per gallon [UG]0 = 1.7809,
[HO]T = 1.9544, and [CO]T = 1.7105; volatilities
σUG = 0.3532, σHO = 0.3364, σCO = 0.3376; and
correlations ρUG,CO = 0.86, ρHO,CO = 0.88. These
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values are based on July 2009 estimates for Decem-
ber 2009 future energy commodity prices. Thus, using
Black-Scholes formula we obtain the given vanilla op-
tions prices shown in Table 1 that will be used to com-
pute the arbitrage bounds for the 3:2:1 crack spread call
options. The strike values are obtained by multiplying
the current commodity price by 0, 0.5, 0.8, 1.0, 1.2, 1.5,
to obtain for each commodity a forward option, two
(2) out-of-money call options, one (1) at-the-money call
option, and two (2) in-the-money call options.
Similarly, using Magrabe’s formula (see [13]), we
obtain the given spread options prices shown in Table
2 that will be used to compute the arbitrage bounds for
the 3:2:1 crack spread call options.
Finally, we set
uUG = uHO = uCO = 3max{[UG]0, [HO]0, [CO]0},
and we let K0 range between [0.4K∗0 , 1.6K∗0 ], where
K∗0 =
(
2
3 [UG]0 +
1
3 [HO]0 − [CO]0
)
is the at-the-
money strike for the 3:2:1 crack spread call option.
With this data, we use the DW algorithm presented
in Section 3. to obtain the bounds in Figure 1. The
DW algorithm was implemented in MATLAB, and uses
ILOG-CPLEX Callable Library with its default
settings to solve all the corresponding linear programs,
and integer programs; and TOMLAB to interface with
ILOG-CPLEX on a INTEL CORE 2 DUO, 3GB RAM
computer. The time necessary to compute any of the
bounds is under 3 seconds.
As it can be seen from Figure 1, for the 3:2:1 crack
spread call options, the ability to use given prices that
are not restricted to be vanilla options; such as spread
options, results in much tighter arbitrage bounds than
when only given vanilla option prices are used. Further-
more, the computation time of around 3 seconds shows
the efficiency of the DW algorithm. Note that the for-
mulation given in (5) for this 3:2:1 crack spread call op-
tion problem, where the number of underlying assets is
n = 3, the number of given option prices is r = 20, and
|J | = 2(20+1), would have (20 + 1 + 3)2(20+1) ≈ 50-
million constraints, and (3+1)2(20+1) ≈ 8-million vari-
ables (recall the discussion at the end of Section 2.).
6. Concluding Remarks
In practice, among others due to the presence of trans-
action costs, instead of option prices being uniquely de-
fined, they display a so-called bid-ask spread. The pres-
ence of bid-ask spreads can be taken into consideration
by modifying the lower arbitrage bound problem (1) as
follows:
inf
pi
Epi[(w
0 ·X −K0)+]
s.t. Epi[1] = 1
Epi[(w
j ·X −Kj)+] ≤ paskj , j = 1, ..., r
Epi[(w
j ·X −Kj)+] ≥ pbidj , j = 1, ..., r
pi a distribution in D,
(13)
where paskj represents the ask (buying) price, and pbidj
represents the bid (selling) price of the given options
(satisfying paskj ≥ pbidj ) for j = 1, ..., r. It is not diffi-
cult to see that following for problem (13) a similar pro-
cedure to the one outlined in Section 2. and Section 3.,
one obtains a DW algorithm to efficiently solve the ar-
bitrage bound problem (13). Furthermore, the shadow
prices obtained at the end of the DW algorithm will pro-
vide the optimal solution to the sub-replicating problem
(dual) corresponding to (13); which is given by:
sup
τ,ρ,ρask,ρbid
τ +
r∑
j=1
(paskj ρ
ask
j − p
bid
j ρ
bid
j )
s.t. τ +
r∑
j=1
ρj(w
j · x−Kj)
+ ≤
(w0 · x−K0)+ for all x ∈ D
ρ = ρask − ρbid
ρ ∈ IRr, ρask, ρbid ∈ IRr+ τ ∈ IR,
(14)
where now ρask (ρbid) indicates the amount of given
options in which to have long (short) positions on the
sub-replicating portfolio. Notice that it is not possible to
know a priori whether a given option will have a short or
long position. This extension applies in similar fashion
to the corresponding upper arbitrage bound problem in
the presence of bid-ask spreads.
Using bid-ask prices in the computation of the up-
per/lower arbitrage bounds (and super/sub-replicating
strategies) gives a more practical value to the arbitrage
pricing approach. In particular, this resolves a major
limitation in previous approaches (see, e.g., [3,7]) that
used mid-market prices (e.g., the average of the bid and
ask prices) as the “nominal” option prices. Such approx-
imation systematically underestimates the actual buying
prices and overestimates the actual selling prices. It is
then not surprising that the market data used in [5, 12]
requires a fair amount of “cleaning” to rule out appar-
ent arbitrage opportunities created by these estimates
(see [7, Section 6.2]). By contrast, the model herein that
takes into account bid-ask spreads does not suffer from
this limitation.
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Table 1
Vanilla Options
Unleaded Gasoline Heating Oil Crude Oil
p1:0:0(0) = 1.7809 p0:1:0(0) = 1.9544 p0:0:1(0) = 1.7112
p1:0:0(0.8904) = 0.9897 p0:1:0(0.9772) = 1.0733 p0:0:1(0.8556) = 0.9405
p1:0:0(1.4247) = 0.6887 p0:1:0(1.5635) = 0.7325 p0:0:1(1.3690) = 0.6428
p1:0:0(1.7809) = 0.5469 p0:1:0(1.9544) = 0.5730 p0:0:1(1.7112) = 0.5034
p1:0:0(2.1371) = 0.4386 p0:1:0(2.3453) = 0.4523 p0:0:1(2.0534) = 0.3978
p1:0:0(2.6713) = 0.3206 p0:1:0(2.9316) = 0.3229 p0:0:1(2.5668) = 0.2845
Table 2
Spread Options
Unleaded Gasoline–Crude Oil Heating Oil–Crude Oil
p1:0:1 = 0.3198 p0:1:1 = 0.4070
Fig. 1. Arbitrage bounds for 3:2:1 crack spread call options with strikes between [0.05, 0.21]: ‘− ∗ −’ indicates the bounds
obtained when given the prices of the vanilla options in Table 1; ‘−o−’ indicates the bounds obtained when also additionally
given the prices of the spread options in Table 2.
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A basic implementation of the DW algorithm pre-
sented here can effectively compute general upper/lower
arbitrage bounds for European basket options in the
commodity, energy, and currency markets – where bas-
ket options are most commonly traded – , thanks to the
small number of assets involved in such basket options
(typically less than ten assets). Currently, we are work-
ing on developing and testing a more sophisticated im-
plementation of the DW algorithm presented here, in
order to address the calculation of general upper/lower
arbitrage bounds for index options where the number
of assets involved in the baskets are of orders of mag-
nitude larger than the basket options in the commod-
ity, energy, and currency markets. In particular, we are
working on the following enhancements for the basic
implementation of the DW algorithm. First, notice that
at the beginning of the DW algorithm’s execution there
is no need to solve (P ρ) to optimality (i.e., finding a
feasible solution with desirable reduced cost is enough).
Second, it is not difficult to provide a warm-start fea-
sible solution to speed up the solution time of (P ρ).
Third, and more importantly, thanks to the block-ladder
structure of (P ρ) (i.e., no constraint in (P ρ) contains
variables yj and yj′ , or zj and zj
′
, with j 6= j′), a Ben-
ders decomposition algorithm (see, e.g., [14, Sections
II.3.7 and II.5.4]) can be used to solve (P ρ). Specifi-
cally, in (P ρ) label the x variable as the complicating
variables, and the zj , yj , j = 1, . . . , r variables as the
non-complicating variables to solve (P ρ) via a Benders
decomposition algorithm. Then, the Benders subprob-
lem (obtained by fixing the values of the complicating
variable x in (P ρ)) can be decomposed into r problems
(i.e., as many as given basket option prices), each with a
single binary variable. Since each Benders subproblem
has a single binary variable, a Benders decomposition
algorithm similar to the one presented by [5, Section
4] can be used to solve (P ρ), with a Benders restricted
master problem that is a linear program on the compli-
cating variable x.
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