Topic models are widely used for thematic structure discovery in text. But traditional topic models often require dedicated inference procedures for specific tasks at hand. Also, they are not designed to generate word-level semantic representations. To address these limitations, we propose a topic modeling approach based on Generative Adversarial Nets (GANs), called Adversarial-neural Topic Model (ATM). The proposed ATM models topics with Dirichlet prior and employs a generator network to capture the semantic patterns among latent topics. Meanwhile, the generator could also produce word-level semantic representations. To illustrate the feasibility of porting ATM to tasks other than topic modeling, we apply ATM for open domain event extraction. Our experimental results on the two public corpora show that ATM generates more coherence topics, outperforming a number of competitive baselines. Moreover, ATM is able to extract meaningful events from news articles.
Introduction
Topic models Blei (2012) underpin many successful applications within the field of Natural Language Processing (NLP). Variants of topic models have been proposed for different tasks including topic-associated sentiment analysis Lin and He (2009) and event extraction from social media Zhou, Chen, and He (2014) . However, topic models typically rely on mean-field variational inference or collapsed Gibbs sampling for model learning. A small change to the modeling assumption requires the re-derivation of the whole inference algorithm, which is mathematically arduous and time consuming.
In recent years, word embeddings have gained an increasing interest thanks to their improved efficiency in representing words as continuous vectors in a low-dimensional space Mikolov et al. (2013) ; Joulin et al. (2016) ; Bojanowski et al. (2016) ; Athiwaratkun, Wilson, and Anandkumar (2018) . The resulting embeddings encode numerous semantic relations (similarity or analogies). But the traditional topic models could not generate such word-level semantic representations.
To overcome these limitations, Neural Variational Document Model (NVDM) Miao, Yu, and Blunsom (2016) used a hidden layer to reconstruct the document by generating the words independently and employed a semantic matrix to represent the word embeddings. However, the use of Gaussian prior over topics may lead to incoherent topics being generated. On the contrary, Srivastava and Sutton (2017) proposed LDA-VAE, a neural topic model based on the variational autoencoder (VAE), in which the logistic normal distribution was used as the prior for topic generation. But the proposed model is not able to produce word-level semantic representations.
In this paper, we propose the Adversarial-neural Topic Model (ATM) based on adversarial training. The principle idea is to use a generator network to learn the projection function between the document-topic distribution and the document-word distribution. Instead of providing an analytic approximation, as in traditional topic models, the ATM uses a discriminator network to recognize if the input document is real or fake and helps the generator to construct a more realistic document from a random noise drawn from a Dirichlet distribution. Due to the flexibility of neural networks, the generator is capable of learning complicated non-linear distributions. And the supervision provided by the discriminator in the adversarial training phase will help generator to capture the semantic patterns embedded in the latent topics. Besides, the connection weights between the embedding layer and the word distribution layer of the generator also encodes the semantic information and naturally provides distributed representations of words.
Our contributions are summarized below:
• We propose a novel Adversarial-neural Topic Model (ATM), which is, to the best of our knowledge, the first attempt of using adversarial training for topic modeling.
• Unlike traditional topic models, ATM is able to not only extract topics from text, but also naturally produce word embeddings encoding the semantic relations among words.
• Experimental results on two public datasets show that ATM outperforms the state-of-the-art approaches in terms of topic coherence measure. In addition, the result on the open domain event extraction dataset verifies the portability of ATM.
Related Work
Our work is related to two lines of research, neural-based topic modeling and the Generative Adversarial Nets.
Neural-based Topic Modeling
To overcome the difficult exact inference of topic models based on directed graph, Hinton and Salakhutdinov (2009) modified the Restricted Boltzmann Machines and proposed a replicated softmax model (called RSM). Inspired by the variational autoencoder, Miao, Yu, and Blunsom (2016) used the multivariate Gaussian as the prior distribution of latent space and proposed the Neural Variational Document Model (NVDM) for text modeling. More recently, to deal with the inappropriate Gaussian prior of NVDM, Srivastava and Sutton (2017) proposed LDA-VAE which approximated the Dirichlet prior using a logistic normal distribution. They also presented ProdLDA which further improved topic coherence.
Generative Adversarial Nets
As a neural-based generative model, the Generative Adversarial Nets Goodfellow et al. (2014) have been extensively researched from both theoretical and practical aspects. Theoretically, Nowozin, Cseke, and Tomioka (2016) used the Fenchel conjugate to define the F-divergence and proposed the F-GAN to generalize its optimization objective. To precisely measure the distance between two high dimensional distributions, Arjovsky, Chintala, and Bottou (2017) defined the Earth Mover's Distance (Wasserstein distance) and gave a computational method based on the weight clipping mechanism. Along this line, Gulrajani et al. (2017) improved the Wasserstein GAN by adding a gradient penalty loss and promoted the stability of adversarial training.
In practical applications, many variants of GAN have been developed for NLP tasks. Such as text generation, a hot research area in NLP. The sequence generative adversarial network (SeqGAN) proposed in Yu et al. (2017) incorporated a policy gradient strategy to optimize the generation process. Based on the policy gradient, Lin et al. (2017) proposed the RankGAN to capture the rich structures of language by ranking and analysing a collection of human-written and machine-written sentences. To overcome the mode collapse when dealing with discrete data, Fedus, Goodfellow, and Dai (2018) proposed the MaskGAN which used an actor-critic conditional GAN to fill in missing text conditioned on the surrounding context. Along this line, Wang and Wan (2018) proposed the SentiGAN to generate texts of different sentiment labels. Besides, Miyato, Dai, and Goodfellow (2016) ; Li and Ye (2018) improved the performance of semi-supervised text classification using adversarial training, Zeng et al. (2018) ; Qin, Xu, and Wang (2018) designed GAN-based models for distance supervision relation extraction.
Despite many successful applications using GAN-based approaches, none of these approaches tackles the topic modeling problem. We propose the first GAN-based topic model called ATM, which differs from the existing approaches to neural topic modeling in the following aspects: (1) Unlike NVDM and LDA-VAE which uses either Gaussian prior or logistic-normal prior for latent topics, ATM uses the Dirichlet prior instead;
(2) A generator network is used to learn the projection function between the documenttopic distribution and the document-word distribution, which essentially captures the semantic patterns among latent topics rather than generating text sequences; (3) ATM is able to generate word-level semantic representations as a side product. 
Adversarial-neural Topic Model
We propose the Advesarial-neural Topic Model (ATM) as shown in Figure 1 . The proposed ATM contains three main components: (1) the document sampling module shown at the top of Figure 1 , which defines the representation mapping function and samples a real document d r ∈ R V from an input text corpus;
(2) the generator G takes a topic distribution θ sampled from a Dirichlet prior as input and generates the corresponding fake document d f ; (3) the discriminator D takes d f and d r as input and discriminates the fake document from the real ones, whose output is subsequently used as a learning signal to update the parameters of G and D. We explain the design and function of each of these modules in more details below.
Representation Mapping
Each document d is represented by a normalized V -dimensional vector weighted by TF-IDF. More concretely:
where V is the vocabulary size, n i,d denotes the number of times the i-th word appears in document d, |C| denotes the total number of documents in the corpus, and |C i | is the number of documents containing the i-th word. With this representation, each document in the corpus could be regarded as a multinomial distribution over V words, and each dimension reflects the semantic coherence between the i-th word and the document d.
Network Architecture
The G network contains three layers, the K-dimensional document-topic distribution layer, the S-dimensional embedding layer and the V -dimensional document-word distribution layer as shown in Figure 1 . First, the G network takes a randomly sampled topic distribution θ as input and transforms it into a document-word distribution. To model the multinomial property of the document-topic distribution, θ is drawn from Dir( θ| α):
is the number of topics, θ k ∈ [0, 1] denotes the proportion of topic k in the document and K k=1 θ k = 1. Then, G projects θ into the S-dimensional (set to 100 in experiments) semantic space through the embedding layer based on equations :
where W s ∈ R S×K is the weight matrix and b s represents the bias term of the embedding layer, a s is the state vector activated by the LeakyReLU function parameterized with leak, BN denotes batch normalization and o s is the output of the embedding layer.
Finally, G transforms o s to a V -dimensional multinomial distribution d f using :
where W w ∈ R V ×S learns the semantic word embeddings and b w represents the bias term, h w is the state vector and o i w denotes the probability of i-th word in d f . Likewise, we design the discriminator as a three layer fully connected network. The D network employs the d f and the d r as input and outputs a scalar as shown in Figure  1 . A higher D out means that the discriminator is prone to consider the input data as a real document and vice versa.
Training
The fake document d f and the real document d r shown in Figure 1 could be viewed as the random sample from two V -dimensional dirichlet distribution P g and P r . And the training objective of ATM is to let the generated distribution P g approximate the real data distribution P r as much as possible. Thus, the choice of divergence that measures the distance between two distributions is crucial for effective training of ATM.
The original GAN Goodfellow et al. (2014) used the Jensen-Shannon divergence as the optimization objective. However, Arjovsky, Chintala, and Bottou (2017) argued that the divergences which GANs typically minimize are potentially not continuous with respect to the generator's parameters, leading to mode collapse and training difficulty. They proposed instead using the Earth-Mover distance (also called Wasserstein-1) which is defined as the minimum cost of transporting mass in order to transform the distribution P g into the distribution P r . Further, Gulrajani et al. (2017) improved the Wassertein-1 with a gradient penalty strategy which performed more stable. We follow their work and define the objective of ATM as:
where L d and L gp denote the loss of discriminator D and the gradient penalty, respec-Algorithm 1 Training procedure for ATM Input: K, λ, n d , m, α 1 , β 1 , β 2 Output: the trained generator network G. 1: Initial D parameters ω d and G parameter ω g 2: while ω g has not converged do 3:
for t = 1, ..., n d do 4:
for j = 1, ..., m do 5:
Sample d r ∼ P r , 6:
Sample a random θ ∼ Dir( θ| α)
7:
Sample a random number ∼ U [0, 1]
8: 
, ω g , p a ) 18: end while tively, λ is the gradient penalty coefficient,d could be obtained by sampling uniformly along a straight line between a real document d r and a generated document d f , and Pd is the distribution from whichd is sampled.
Based on the model structure and the optimization objective described above, the training procedure for ATM is given in Algorithm 1. Here, n d denotes the number of discriminator iterations per generator iteration, m represents the batch size, α 1 is the learning rate, β 1 and β 2 are other hyper-parameters of Adam optimizer Kingma and Ba (2014) , and p a denotes {α 1 , β 1 , β 2 }. We use the default values of λ = 10, n d = 5, m = 512. Moreover, the α 1 , β 1 and β 2 are set to 0.0001, 0 and 0.9 respectively.
Topic Generation
The trained generator G learns the projection function between the document-topic distribution and the document-word distribution. That is, given a topic distribution θ d for a document d, G is able to generate the corresponding word distribution.
To generate the word distribution of each topic, we use ts (k) , a K-dimensional vector, as the one-hot encoding of the k-th topic. For example, ts (1) = [1, 0, 0, 0, 0] in the five topic number setting. We could then obtain the word distribution φ k for topic k using:
Experiments
We evaluate our proposed ATM on two tasks, topic extraction and open domain event extraction. We first describe the datasets and the baseline approaches, and then present the topic coherence evaluation results for the topic extraction task. Finally, we discuss the results of using ATM for open domain event extraction to validate the feasibility of applying ATM for tasks other than topic modeling.
Experimental Setup
Two publicly accessible datasets, Grolier 1 and NYtimes 2 datasets, are used for topic coherence evaluation, and an event dataset built based on the Global Database of Events, Language, and Tone (GDELT) 3 is used for event extraction. Details are summarized below:
• Grolier dataset 1 is built from Grolier Multimedia Encyclopedia, and its content covers almost all the fields in the world.
• NYtimes dataset 2 is a collection of news articles published between 1987 and 2007, and the dataset has a wide range of topics, such as sports, politics, economy, etc.
• Event dataset. We crawl and parse the GDELT Event Database 3 containing articles published on the first day of May in 2014.
We choose the following five models as the baselines: Figure 2 : Average topic coherence on Grolier and NYtimes with five topic settings [20, 30, 50, 75, 100] among topics whose coherence values are ranked at the top 50%, 70%, 90% and 100% positions.
• LDA Blei, Ng, and Jordan (2003) , is a topic model that generates topics based on word co-occurrence patterns from documents. We implement the LDA model and set the Dirichlet prior of the document-topic distribution α = 50/K and the Dirichlet prior of the topic-word distributions β = 0.01, following what have been suggested in Griffiths and Steyvers (2004) .
• NVDM Miao, Yu, and Blunsom (2016) , is an unsupervised text modeling ap- [20, 30, 50, 75, 100] .
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proach based on variational autoencoder. We use the original implementation 4 .
• LDA-VAE Srivastava and Sutton (2017) , is a neural topic model based on variational autoencoder. We use the implementation in the paper 5 .
• ProdLDA Srivastava and Sutton (2017) , is a variant of LDA-VAE, in which the distribution over individual words is a product of experts rather than the mixture model used in LDA. The original implementation is used.
• LEM Zhou, Chen, and He (2014), is a Bayesian modeling approach for open domain event extraction. It treats an event as a latent variable and models the generation of an event as a joint distribution of its individual event elements (org, loc, per, key) 6 . We implement the algorithm with the default configuration.
For the NYtimes dataset, we random select 100,000 articles and remove the low frequent words. For the Event dataset, we use the Stanford Named Entity Recognizer 7 Finkel, Grenager, and Manning (2005) for identifying the named entities (Location, Organization and Person). In addition, we remove common stopwords and only keep the recognized name entities and the tokens which are verbs, nouns, or adjectives from these event documents. The statistics of the processed corpora are shown in Table 1 .
Topic Coherence Evaluation
Typically topic models are evaluated based on the likelihood of held-out documents. However, as pointed out in Chang et al. (2009) , higher likelihood of held-out document does not necessarily correspond to human judgement of topic coherence. In this subsection, we follow Röder, Both, and Hinneburg (2015) and choose five coherence metrics to evaluate the topics generated by models. They are C P (a metric based on a sliding window, a one-preceding segmentation of the given words and the confirmation measure of Fitelson's coherence), C A (a metric based on a context window, a pairwise comparison of the given words and an indirect confirmation measure that uses normalized pointwise mutual information and the cosine similarity), UCI (a metric based on a sliding window and the pointwise mutual information of all word pairs of the given topics), NPMI (an enhanced version of UCI using the normalized pointwise mutual information) and UMass Mimno et al. (2011) (a metric based on document cooccurrence counts, a one-preceding segmentation and a logarithmic conditional probability as confirmation measure). For all these five metrics, higher value implies more coherent topic. In our evaluation, we choose the top 10 words to represent each topic and compute the topic coherence using the Palmetto library 8 .
To compare the performance of the proposed approach, experiments are conducted on Grolier and NYtimes with five topic number settings [20, 30, 50, 75, 100] . The average coherence values are listed in Table 2 and each value is computed by averaging the average topic coherences (all the topics are used) over five topic number settings. Besides, we calculate the average topic coherence among topics whose coherence values are ranked at the top 50%, 70%, 90%, 100% positions. For example, to calculate the average UCI coherence of ATM @ 70%, we first compute the average UCI coherence with the select topics whose UCI values are ranked at the top 70% positions for each topic number setting, and then average the five averaged coherence values. The corresponding results are shown in Figure 2 . It can be observed from Figure 2 that the proposed model outperforms the LDA, NVDM, LDA-VAE and ProdLDA in general.
To explore how topic coherence results vary with different topic numbers, we show in Figure 3 the average topic coherence of two datasets vs. different topic number settings. We can observe that ATM achieves better results compared to other baselines most of the time with 20, 30, 50 or 75 topics. However, when the topic number is 100, the performance gap between ATM and LDA diminishes and in some cases (e.g., C P and C A for the Grolier dataset), ATM gives slightly worse results compared to LDA, though it still largely outperforms all the other baselines. This might attribute to the increased network complexity due to the larger topic number setting. From the above topic coherence evaluation results, it is clear that ATM is able to extract more coherence topics compared to baselines. To verify this qualitatively, we show examples of topics from all the models in Table 3 . These topics correspond to 'airline', 'trade', 'music', 'election' and 'film' respectively. Words that do not seem to belong to its corresponding topic are highlighted in italic. It can be observed that the number of less semantically relevant words somewhat correlates with the coherence results observed earlier in Table 2 and Figure 2. Unlike traditional topic models, the proposed ATM could learn the semantic embeddings of words apart from generating coherent topics. The weights matrix W w ∈ R V ×S contains the word-level semantic information, and each row could be viewed as the corresponding word embedding. Thus, we select the topic words of six topics from a 50-topic run on the NYtimes corpus and use the Principal Component Analysis (PCA) to project their word embeddings into a two-dimensional space. The visualization of these topic words is shown as Figure 4 . We can clearly see that the words related to the 'trade' topic are grouped at the lower right corner, and the topic words of 'religious' are displayed at the top region. Besides, the words related to the topics 'music' and 'film' are close to each other, which is not surprising, since these topics are closely related. 
Open Domain Event Extraction
To further prove the feasibility of porting ATM to tasks other than topic modeling, we apply it for open domain event extraction. For this task, an event is represented in a structured form as < org, loc, per, key > 6 Zhou, Xu, and He (2015) , with each of the elements in the quadruples represented by a list of words.
We use the pre-identified named entities 7 , verbs, nouns and adjectives to construct the word set of organization, location, person and keywords. When using ATM for event extraction, these four word sets and the event-specific word distribution are used to generate the related topics. For example, the organization topic of an event could be obtained by sorting the words in the organization word set based on the corresponding probabilities in the event-specific word distribution learned by ATM. Table 4 shows the example events extracted by ATM and LEM where the relevant words are highlighted in bold. It can be observed that ATM performs comparably with LEM. However, while LEM required the model-specific inference algorithm to be derived, ATM did not need any modification of its network architecture or parameter estimation procedure.
To validate the correctness of the extracted events, we retrieve the title of articles using the event-related words from ATM and obtain the following results:
• Missing Malaysia Airlines flight MH370: Government report suggests official search for plane did not begin until four hours after disappearance.
• Saudi Arabia finds 26 more cases of MERS, Egypt reports first sufferer.
• India's defence experts and politicos condemn Pak Army Chief's Kashmir statement.
• Top BJP leaders, Rajnath Singh, MM Joshi, Sushma Swaraj to campaign for Narendra Modi in Varanasi
• Turkey May Day protests hit by tear gas near Taksim Square -Panorama.
It is clear that the retrieved titles indeed correspond well with the extracted events by ATM.
Conclusions
We have proposed a novel topic modeling approach based on adversarial training. The proposed approach, ATM, models the topics with Dirichlet prior and employs the generator network to learn the semantic patterns among latent topics. Apart from automatically generating latent topics from a text corpus, it could also produce word-level semantic representations as a side product. The experimental comparison with the stateof-the-art methods show that ATM achieves improved topical coherence results. Moreover, the feasibility of porting ATM for tasks other than topic modeling has been verified for open domain event extraction. In the future, we plan to extend the ATM to cope with the data sparsity in short text. And another direction we are interested in exploring is to develop dynamic and correlated topic models based on adversarial training.
