Time-point relaxation Runge-Kutta methods for ordinary differential equations  by Bellen, A. et al.
Journal of Computational and Applied Mathematics 45 (1993) 121-137 
North-Holland 
121 
CAM 1273 
Time-point relaxation Runge-Kutta methods 
for ordinary differential equations 
A. Bellen * 
Dipartimento di Scienze Matematiche, Uniuersitli di Trieste, Italy 
Z. Jackiewicz ** 
Department of Mathematics, Arizona State University, Tempe, AZ, United States 
M. Zennaro * 
Dipartimento di Matematica Pura ed Applicata, Universitri di L’Aquila, Italy 
Received 11 September 1991 
Revised 15 February 1992 
Abstract 
Bellen, A., Z. Jackiewicz and M. Zennaro, Time-point relaxation Runge-Kutta methods for ordinary 
differential equations, Journal of Computational and Applied Mathematics 45 (1993) 121-137. 
We investigate convergence, order, and stability properties of time-point relaxation Runge-Kutta methods for 
systems of ordinary differential equations. These methods can be implemented in Gauss-Jacobi, or Gauss- 
Seidel modes denoted by TRGJRK(k) or TRGSRK(k), respectively, where k stands for the number of 
Picard-Lindelof iterations. As k --f ~0, these modes tend to the same one-step method for ordinary differential 
equations called diagonal split Runge- Kutta (DSRK) method. It is proved that these methods are convergent 
with order min{k, p), where p is the order of the underlying Runge-Kutta method. Recurrence relations 
resulting from application of TRGJRK(k), TRGSRK(k) and DSRK methods to the two-dimensional test 
system u’ = Au - pu, U’ = pu + Au, t 3 0, where A and p are real parameters, are derived and stability regions 
in the (h, p&plane are plotted for some methods using a variant of the boundary locus method. In most cases 
stability regions increase as the number of Picard-Lindeldf iterations k becomes larger. 
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1. Introduction 
It is the purpose of this paper to investigate convergence, order, and stability properties of 
time-point relaxation Runge-Kutta (RK) methods for the numerical solution of systems of 
ordinary differential equations (ODES) 
i 
Y(=fi(t> Yl> Y27***7Ym)? tE [tO7 T]> 
YiCtO) =Yi,OT 
(1.1) 
i=1,2 , . . . , m, where the functions fi : [w x IF!” + Iw are assumed to be sufficiently smooth. To 
describe the idea of this approach, consider the grid to < t, < * . - < t, = T and assume that 
the approximations qi(t) to the components yJt> of the solution y(t) to (1.1) are already 
computed for t E [to, t,]. To compute qi(t) for t E [t,, t,+I] we consider first continuous-time 
iterations 
d 
zyp =fj(t, yp,..., Y,“_i’, Yq, Yi”,i’, . ..> y:-‘>, t E [tn, tntll~ (1.2) 
i=l,2 ,..., m, q=1,2 ,..., where y’=[yF ,..., yi]’ is a given initial guess. Usually, y:(t) = 
qi(tn). Next, we compute approximations qp to ~4, i = 1, 2,. . . , m, by applying continuous RK 
methods to the above system with y,?’ replaced by r,+‘-‘, j # i. This process can be continued 
a fixed number of times, say for q = 1, 2,. . . , k, or until convergence. In the former case, we 
define vi(t) = q:(t), t E [t,, t n+l], and in the latter case we define qi(t) = lim,,,q$t). In 
practice, we stop the iterations until some measure of the difference between two successive 
approximations is less than a given tolerance. Once vi(t) are computed for t E [t,, tn+l] the 
process can be repeated on the next interval [t, + 1, t, + *I. 
Following [7] we will call the methods obtained by the approach described above the 
time-point relaxation RK methods. This approach is a variant of the waveform relaxation (WR) 
technique introduced in [5,6] for time-domain analysis of large electrical circuits (see also [lo] 
for a survey of this technique). In WR technique the continuous-time iterations are defined on 
the whole interval [to, T] or on fixed subintervals of [to, T] called windows. Using the above 
terminology the time-point relaxation is a special case of waveform relaxation in which the size 
of each window is equal, to the stepsize of the integration of a numerical method (in our case, 
RK method). 
Numerical methods based on waveform relaxation or time-point relaxation techniques are 
well suited for implementation on computers with parallel architectures. This is due to the fact 
that (1.2) is a decoupled system of ODES and one can assign one equation or group of 
equations to each processor and integrate them simultaneously by reading inputs from other 
equations or subsystems from an earlier iteration sweep. The large size of the systems arising in 
applications as well as the progress in parallel computing and emergence of new computer 
architectures have made these new methods competitive with the classical approaches to the 
numerical solution of ODES (compare also the discussion in [8,9]). 
The iterations (1.2) are of Gauss-Jacobi type. In the next section we also consider other 
types of iterations such as Gauss-Seidel. Such iterations in time-point relaxation strategy are 
no longer suitable for efficient implementation on parallel computers. However, in this paper 
we are not interested in a particular implementation, but in studying its convergence, order, 
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and stability properties. We define time-point relaxation RK methods which are discretized 
iterations resulting from application of continuous RK methods to the corresponding systems of 
continuous-time iterations and analyze their convergence and order properties. In Section 3 we 
use the two-dimensional test system 
U’=hU-/UU, v’=j_&u +Au, (1.3) 
t > 0, with two real parameters A and p, to investigate stability properties of time-point 
relaxation RK methods. Since the stability region in the (h, PI-plane of the system (1.3) is 
equal to the stability region of the basic test equation y ’ = (y, where 5 = A + ip is a complex 
parameter, this analysis allows us to compare stability regions with respect to (1.3) of various 
modes of time-point relaxation RK methods with regions of absolute stability of the underlying 
RK methods. A large selection of plots of stability regions with respect to (1.3) obtained by a 
variant of the boundary locus method is presented in [3], some examples are also given in 
Section 4. Finally, in Section 5 we analyze, compare and discuss the relative merits of various 
modes of time-point relaxation RK methods based on the data presented in [3] and in Section 
4. We also discuss how the type of interpolation used in the underlying continuous RK methods 
affects these stability properties. 
2. Continuous-time and discretized time-point relaxation iterations 
Assume that an approximation q(t) to the solution y(t) of (1.1) is already computed on the 
interval [to, f,]. To extend it on the interval [t,, tn+r] we will define first continuous-time 
iterations and then apply continuous Runge-Kutta (CRK) methods to the resulting systems of 
ODES. Let 
uj= [Y,, Y2,...&1], vi= [Yi+lY Yj+*7***,Ym]7 
i=1,2 , . . . , m, where u1 = v, = @. The (continuous-time) time-point relaxation Gauss-Jacobi 
(TRGJ) and Gauss-Seidel (TRGS) iterations are defined respectively by 
TRGJ iteration : 
i= 1, 2,..., m, t E it,, &+J 
TRGS iteration : 
q=1,2,. * . * 2 
i 
!!fg =f;( t, @(t), Y:(t), q-‘(t)), 
Yp(t,) = 77i(fn)7 
i= 1, 2,. ..,m, tE[t,, tn+J, 4=1, T.... 
P-1) 
(2.2) 
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In the above formulas, uf and uf are defined similarly as ui and u,. 
Consider the v-stage CRK method with interpolation given by Natural Continuous Exten- 
sions (NCES) defined in [ll]. These are the methods of the form 
(2.3a) 
17(L+1) = rl(tn) + h 2 V(t, + c,h, X)9 
s=l 
(2.3b) 
77(4I + Oh> = +J + i-z Ii W).f(~, + C,k y,), (2.3~) 
s=l 
r= 1, 2,. . . , Y, 8 E [O, 11, yt = 0, 1,. . . , N - 1. Here, h = h,,, = tn+l - t,, c, = Cr=, urs, and for 
notational convenience we have suppressed the dependence of Y, on n. We recall from [ll] 
that the functions b,(B) in (2.3~) are polynomials of degree d, [i(p + 01~ d <p, where p is the 
order of the method (2.3a), (2.3b) and [i(p + 111 stands for the integer part of i<p + 1). These 
functions satisfy the conditions b,(O) = 0, and b,(l) = b,, s = 1, 2,. . . , v, so that the piecewise 
polynomial function q(t) is continuous on the whole interval of integration and (2.3~) includes 
(2.3b) as a special case. This function q(t) will be referred to as an NCE of the numerical 
solution {q( to>, fq( t,>, . . . , q(tN)) defined on the grid It,, t,, . . . , tN). The Butcher tableau 
representation of (2.3) is 
Cl a11 aI2 a.0 % 
c2 a21 a22 .** a2lJ 
CIA . 
and we have b(1) = b = [b,, b,, . . . , bJT. 
Applying CRK method (2.3) to the systems (2.1) and (2.2) we obtain discretized time-point 
relaxation iterations which will be denoted by TRGJRK and TRGSRK, respectively. Put 
a?(t) = [q?(t), rl;(t),...,&(t)], P:(t) = [rli4+1(f), $+2(t), *. Y 77%)17 
i=l,2 ). . . , m, a;lw = p:(t) = @, and assume that the initial guess q’(t) such that q’(t,> = 
7)(t,) is given. Usually, q’(t) 3 ydt,), t E [t,, tn+l 1. Then these iterations take the following 
form. 
TRGJRK method: 
Y:i = r&z) + h k arsfi(tn + c,h , a:-+, + c,h), Ys’i, kT1(t, + Q)), 
s=l 
77P(L + Oh> 
(2.4a) 
= qi(tn) + h k b,(qf,(t, + c,h, ap-‘(t, + c,h), XTi, Pi”-l(t, +c,h))~ 
s=l 
(2.4b) 
Y = 1, 2,. . . , v, i = 1, 2,. . . , m, 0 E [O, 11, q = 1, 2,. . . ; 
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TRGSRK method: 
yr’ti = qi(tn) + h k arsfi(tn + csh, aq(t, + c,h), KS, PP-‘(t, + c,h)), 
s=l 
$(t, + oh) 
= ~ik) + h ii W).fi( tn + CA 4(t,j + c,h), K:i, PY-‘(t,, + Q)), 
s=l 
(2Sa) 
(2Sb) 
r = 1, 2,. . . , v, i = 1, 2,. . . , m, 8 E [O, 11, q = 1, 2,. . . . 
Using standard contraction principle arguments we can show that for sufficiently small h the 
methods (2.4) and (2.5) are well-defined and have the same limit as q - OCJ. This limit method 
depends on the dimension m of the system (1.1) and is given by 
Y,,i = rli(tn) + h 2 arsfi( t, +c,h, zi(tn +C,h)> Y,,i, Di(t, +c,h)), (2.6a) 
s=l 
%(b + oh) 
= qi(fn) + h 2 ‘s(@)f,( t, +C,h, zi(tn +c,h), Y,,i, Fi(t, +C,h))> 
s=l 
(2.6b) 
r = 1, 2,. . . , v, i = 1, 2,. . . , m, 0 E [O, 11, where 
Zi(l) = [171(t), rl#), . . . ,17i&l(q] 7 Ei(t) = [7i+*(t)9 77i+2(f)7m*‘TFm(t)]* 
In [2] the method (2.6) was obtained as a limit, as the iteration index q goes to infinity, of the 
numerical waveform relaxation iterations, i.e., the iterations of the type (2.4) or (2.51 defined on 
the whole interval of integration [t,, Tl or on fixed subintervals of it called windows. This 
method was called the DSRK method and we will use the same name for it in this paper. 
The time-point relaxation methods can be implemented with a fixed number of iterations, 
say k, or in the mode of correcting to convergence. In the former case, 77(t) = q“(t), t E [t,, t,], 
and we also define q(t) = q“(t) for t E [t,, tn+l], where q k is computed from (2.4) or (2.5) for 
q = 1, 2,. . . ) k. This mode will be denoted by TRGJRK(k) and TRGSRK(k), respectively. In 
the latter case we iterate until, for example, 
ll77%+1) - F(tn+l)ll i TOL, (2.7) 
where TOL is a given tolerance, and define q(t I= qQ(t), t E [t,, t, + 1]. The number of 
iterations Q may, of course, differ from each other on different intervals [ tj, tj+l], j = 
0, 1 , . . . , N - 1. This mode will be denoted by TRGJRK(co) and TRGSRK(m), respectively. 
Observe that this mode corresponds to different strategies of solving (2.6) for q(t) by the 
method of successive approximations. Assuming that qq-l is given, we solve (2.6a) with (Zi, pi> 
replaced by (ay-l, py-‘) or (cup, j3pP1>, for the approximations Yrqi to Fri. Then vq is 
computed by (2.4b) or (2.5b) and this process is continued until the stopping criterion (2.7) is 
satisfied. 
If the underlying RK method (2.31 is explicit, then Y2i in (2.4a) or (2.5a) depends only on the 
already computed values of Ys$ s = 1, 2,. . . , r - 1. The situation is more complicated if the 
method (2.3) is implicit, since in this case YrTi are defined by the systems of nonlinear equations 
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(2.4a) or (2.5a). These systems can be solved again by the method of successive approximations 
or by some variant of the Newton method. 
The following theorem investigates the order of convergence of the time-point relaxation RK 
methods. This is a far-reaching generalization of the result given in [l] for the time-point 
relaxation Heun method. 
Theorem 2.1. Assume that the function f in (1.1) is sufficiently smooth, the v-stage RK method 
(2.3a), (2.3b) h as nodal order p, and the interpolant (2.3~) is an NCE of degree d. Then the 
time-point relaxation RK methods TRGJRK(k) and TRGSRK(k) have nodal order min{k, p}. 
Moreover, the approximate solution q q defined by (2.4b) or (2.5b) with q’(t) = q’Yt,>, 
t E [t,, tn+l], satisfies the properties similar to the properties of NCEs, i.e., 
and 
sup 
/I 
$(y(t) - +(t))/i = O(hmin(q,d)) (2.8) 
t,<t<t,+1 
1 jrn+l:(x)-f-( y(x)  q4(x)) dx = O(hmin(q+lYp+l)), f” (2.9) 
as h + 0, q = 0, 1,. . . , k, for every sufficiently smooth matrix-valued junction G(x). 
Proof. The proof of this theorem is quite long and is omitted here. We refer to [3] for details. 
0 
Remark. Passing with k to infinity in (2.8) and (2.9) we can conclude that the approximate 
solution y(t) defined by (2.6) satisfies the properties of the NCEs, i.e., 
SUP II y’(t) - 7’(t) II = O(hd) 
and 
fm+lG(~)(y'(~) - ij’(x)) dx 
as h + 0, for every sufficiently smooth matrix-valued function G(x). In particular, it follows 
that the DSRK method (2.6) has order p. These facts were proved before in [2]. 
3. Stability analysis of time-point relaxation RK methods 
In this section we investigate stability properties of time-point relaxation RK methods with 
respect to the two-dimensional test system (1.3). Assume that approximations r](t) and ,$( t) to 
u(t) and v(t) are already computed on the interval [to, t,] and consider the continuous-time 
TRGJ iterations 
d 
-u4 = Au9 - +$4-l, 
dt 
d (3.1) 
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t E [t,, tn+l], u*(t,) = q(t,), u”(t,> =t(t,>, q = 1, Z,.. . . Here, qq and .$” are continuous 
approximations to u* and uq, respectively, and q’(t) = q(t,), to(t) = t(t,>, t E [t,, tn+l]. 
An application of the CRK method (2.3) to (3.1) leads to 
Uq = q,e + hhAUq - hpAtq-‘, 
Vq = [,e + hpAqqel + hhAVq, 
(3.2a) 
and 
4’1, 2, 
q;+l = q,, + hAbTUq - hpbTt$q-‘, 
5 ,“+1 = 5, + hpbTqq-l + hhbTVq, 
(3.2b) 
i 
qq n+lv = q,, + hhbT(B)Uq - hpbT(8)tq-1, 
5 ;+. = 5, + h,ubT(B)qq-1 + hhbT(B)Vq, 
. . ,0 E [0, 11, where e = [l, 1,. . . , llT E [w” and 
q:+,j := q’(t, + oh), 5 ;+@ := tq( t, + oh), 
u* = [ul”, u;,.. .) uyT, vq = [Vl”, v;,. ..,vyT, 
q”= [q:+c,, q:+C*Y*~q:+C]T~ Y 5” = [ 5n4+c1P 5,“+,,, . . .Y 5,4+cJT- 
(3.2~) 
Define the v x v matrix B by 
Evaluating (3.2~) for 8 = cl, c2,. . . , c, yields 
i 
qq = qne + hABUq - hpBlqel, 
5” = .$,e + hpBqq-’ + hABVq, 
q = 1, 2,. . . . Let 
G,=I,@b’, A,=I#A, B,=I,@B, 
G,=S,@bT, A,=S,@A, B,=S,@B, 
(3.2~‘) 
where 
I=1 0 
2 
[ 1 0 1’ s2=; -:,, [ 1 
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and 6~ stands for Kronecker (tensor) product of matrices. Then putting x = hh and y = hp, 
(3.2a), (3.2b) and (3.2~‘) can be rewritten in the form 
W4 = (I, @ e)o, +xA,W~ + yA+Fl, (3.3a) 
6 1 = a, +xG,W4 +yG+F1, (3.3b) 
aq=(I,~e)a,+xBoW4+yBla4-‘, (3.3c) 
q = 1, 2,. . . . Assume that I,, -x4, is nonsingular. Then 
W~=(I~"-xL40)-1(I*c3e)un+y(I*v-xL40)-'Alu~-1, 
and substituting this into (3.3~) we obtain 
@ = Q&-l + R(I, @ e)a,, (3.4) 
q=1,2 , . . . , where 
Q :=Y(& +&,(L -do)-%), R :=Izv +xB,(I,, -x/i,)-‘. 
The sequence a* is convergent as q + 03 if and only if p(Q) < 1 (p(Q) stands for the spectral 
radius of Q) and the region CGJ in which the iterations (3.4) are convergent is given by 
CGJ = {(x, Y): P(Q) < 1). 
Using the properties of the Kronecker product it can be verified that 
Q = S, @ (yB(I, ++, -+‘A)), 
and since the eigenvalues of the Kronecker product are products of the eigenvalues of the 
factors, it follows that 
CGJ = ((x, y): p(yB(I,+x(l, -+‘A)) < 1). 
Since o” = (I2 8 e)a,, the solution to (3.4) is 
i 
q-1 
uq= Qq+ xQiR 
i=O 
(3.5) 
q=1,2 )... . Substituting (3.5) into (3.3b) it follows after some computations that 
& = M,GJu,, 
q=1,2 ,**‘, where the amplification matrix My” is given by 
M,GJ=~~+xG~(~~~-XAO)-~(~~~~) 
(3.6) 
q-2 
Qq-' + c Q’R 
i=o 
(3 J) 
q=l, 2,... . Assuming that the sequence { u,4, I};=0 is convergent as q + m, we have also 
u,m, I= MS,, , (3 3 
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where a;+ 1 = lim, ,,v,“, 1 and M, is given by 
M,=I,+xG,(I,,-~,)-‘(I,~e) 
+y(G, +xGl#,, -~4,,-~Ai)(1~~ - Q)-‘R(I, 8 e). 
The region of absolute stability of the method TRGJRK(k) is defined by 
&%?y := {(x, y): a,=a,k+Oas n+m}. 
(3.9) 
Similarly, the region of absolute stability of the method obtained as 4 -+ 03 in (2.51, i.e., the 
DSRK method (2.6), is defined by 
& := {(x, y): a,=o,“+Oas n-+m}. 
It follows from (3.6) and (3.8) that these regions are characterized by 
&kGJ = {(x, y): p(A4~“) < I} and A, = {(x, Y): P(M,) < 1) 
Consider now the continuous-time TRGS iterations 
1 
d 
&z.P = ALP - /Ltq-‘, 
d 
(3.10) 
-uq = /Lqq + ALP, 
dt 
t E tt,, tn+J, zm,> = q(t,), u%,> = 5(t,>, 4 = 1, 2, * * *, with q’(t) = $t,>, to(t) = .&,>, t E 
[t,, tn+ll. 
An application of the CRK method (2.4) to (3.10) leads to 
i 
Uq = q,e + hhAUq - hpAtq-l, 
Vq = [,e + hhAqq + hhAVq, 
i 
rl ztl = q,, + hhbTUq - hpbTtq-‘, 
5 ,“+1 = 5, + h,ubTqq + hhbTVq, 
(3.11a) 
(3.11b) 
and 
qq nto = q, + hhbT(B)Uq - hpbT(B)tq-‘, 
5” = 5, + hpbT(0)qq + hAbT(B)Vq, a+0 
(3.11c) 
q = 1, 2,. . . ) 8 E [0, 11, where all the quantities appearing above are defined as in the previous 
case of TRGJ iterations. Evaluating (3.11~) for 8 = cl, c2,. . . , c, yields 
i 
qq = q,e + hABUq - hpBtqdl, 
5” = [,,e + hpBqq + hABVq, 
(3.114 
q = 0, 1,. . . . Let 
130 
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el=,fl @bT, 2, = g1 @A, B,=S,@B, 
6,=i2@bT, &=$@A, &=S,@B. 
Then (3.11a), (3.11b) and (3.11~‘) can be rewritten in the form 
W4 = ( Z2 8 e)a, +x4,,Wq + yAIa4-’ + yi2cq, (3.12a) 
a:+ 1 =a, +xG,Wq +yGIaq-’ +yG&, (3.12b) 
uq = (Z2 8 e)a, +xZ?,Wq + yZ?,@-l+ y&(~~, (3.12~) 
q=1,2 )... . Suppose that Zzu -aA, is nonsingular. Eliminating Wq from the system (3.12) 
leads to 
aq= Q,( Z2 8 e)a, + Q2aqe1 + Q3aq, 
a,“,, =M,u_, +M,uq-’ + Mpq, 
q=1,2 , . . . , where 
Ql =L +4&, -d,-‘, Qz =Y(& +x&,&, -d,)-‘A,), 
Q3 =y(B,+xB,(Z,,-xA,)-‘A,), Ml=Z~+xG,(Z~v-xA,)-l(Z~@e), 
M2 =y(G1 +xGo(ZzV -xA,)-%,), M, =y(c, +xGo(Zzy -xA,JIA,). 
Suppose further that the matrix ZzV - Q3 is nonsingular. Then 
04, Quq-l + Z?( I, @ e)u, (3.13) 
and 
e+1= (Mz +%d)u q-1 + (MI + M3Z?(Zz @ e))un, (3.14) 
q=1,2 , . . . , where 
d = (Zzv - QJ’Q,, i = (L - Q,)-‘e,. 
The sequence u 4 defined by (3.13) is convergent as q + 03 if and only if p(Q) < 1, and the 
convergence region C GS of the iterations (3.13) is given by 
CGS = ((x, y): p(Q) < l}. 
The solution to (3.13) is 
q-1 
uq= Qq+ C Q’R (Zz@e)un, 
i=O I 
q=1,2 ,... . Substituting (3.15) into (3.141, it follows that 
a,“,, = Mya,,, 
(3.15) 
(3.16) 
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q=1,2 3 * * * 3 where the amplification matrix MqGs is defined by 
i i 
9-2 
MGS=M,+ M3i+(M2+M3q (p-l+ c pIi 
4 
(I*&?). 
i=O II (3.17) 
It can be verified that if (x, y) E CGS, then lim q _M~ = M,, where the matrix Mm is defined 
by (3.9). 
The region of absolute stability of the method TRGSRK(k) is defined by 
&%?FS :={(X, y): a,=fl,k+Oas n-+a}, 
and it follows from (3.16) that 
&Fs = {(x, y): p(Mk”“) < l}. 
In [3] regions of absolute stability Mp and &‘Fs are presented for various TRGJRK(k), 
TRGSRK(k) methods corresponding to CRK methods up to order 5 and k = 1, 2, 3 and 4 if 
the order p G 4 and for k = 1, 2, 3, 4 and 5 if p = 5. These regions were obtained as contour 
plots of the surface (x, y, p(MFJ)) or (x, y, p(MF’)) corresponding to p(MFJ) = 1 or p(MF’) 
= 1, respectively. We also presented convergence regions C GJ CGS and the regions of absolute , 
stability of the DSRK methods which are obtained by passing with k to infinity in the formulas 
which define TRGJRK(k) or TRGSRK(k) iterations. In Section 4 these regions are presented 
for two examples. 
4. Stability regions of explicit time-point relaxation RK methods 
In this section we present stability plots for some TRGJRK(k), TRGSRK(k) and DSRK 
methods obtained from explicit continuous RK methods of order p = 2 and p = 4. In [3] many 
more examples are analyzed corresponding to explicit RK methods up to order 5 and various 
continuous extensions. 
Example 4.1. p = 2. The general form of the two-stage explicit RK method of order 2 is (see 
141) 
O 
-I- 
c2 c2 
(44 
4 b2 
where c2 # 0, b, = 1 - 1/(2c,), b, = 1/(2c,). We also consider the continuous extensions 
corresponding to linear or quadratic interpolation. In the former case, 
b#> = V, b,( 0) = b,e, (4.2) 
8 E [0, 11, and in the latter case, 
bl(e) = (b, - 1)02 + 8, b,(8) = b2e2, (4.3) 
8 E [0, 11, compare [ll]. 
It is easy to check that the iterations (3.4) corresponding to TRGJRK(k) methods are 
convergent if and only if I yb,(c,) I < 1. Hence, the convergence region is I y I < 2 for linear 
interpolation (4.2) and I y I < 2/I c2 I for quadratic interpolation (4.3). It can be also verified, 
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although the computations are more complicated in this case, that the condition 1 yb,(c,) 1 < 1 
is also necessary and sufficient for convergence of the iterations (3.13) corresponding to 
TRGSRK(k) methods. 
To analyze the amplification matrix Mk GJ for TRGJRK(k) methods, it is convenient to 
distinguish the following four cases where the number of iterations k is 4Z+ 1, 41+ 2, 4Z+ 3 
and 41+ 4, I= 0, 1,. . . . Long and tedious calculations lead to the following expressions for 
MPJ. 
Case I. k = 4Z+ 1, 1 = 0, 1, . . . . Then 
MGJ _ 1 +x + ix2 - $qql +xb,(c,)) -y(l+ 3X + $X(X -Y2b2(C2))) 
41+1- 
[ 
y(l+ ;x + $X(x -y2b2(cz))) 1 1 +x + 3x2 - $$(l +xb2(c2)) ’ 
where 
a= 
(1 +~~z(c2))(1 - (Yb2(c2))4’) 
1+ (Yb,(C2)J2 * 
Case II. k = 4Z+ 2, 1 = 0, 1,. . . . Then 
MGJ = 
[ 
1 +x + $X2 + +yy -y(l + $r + $) 
41+2 
y(l + ix + ip) 1 1+x+;x2++yy ’ 
where 
p = (1+~~2(c2))[+ + (Yb2(C2))4tr2) -Y2~2(C2)(l - W2(c,)14’)] 
1 + (Yb2(C2))2 
> 
(1 +xb,(c,))[ -Y(l + (Yb2(C2))41t2) -xyG2)(l - (Yb2(c,))41)] 
Y= 
1+ (Yb2(C2N2 
Case III. k = 4Z+ 3, I = 0, 1,. . . . Then 
1 +x + $X2 - $y2(1 +xb2(c2)) -y(l+ ix + $5(X -Y2b2(C2))) 
y(l + +x + is(x -y2b,(c2))) 1 +x + $2 - $y2(1 +xb2(c2)) 1 ’ 
where 
s = (1 +xb,(c,))(l+ (Yb2(C2))41+2) 
1+ (Yb2(C2)12 . 
Case IV. k = 4Z+ 4, 1 = 0, 1,. . . . Then 
jj.fGJ = 
1 +x + 3x2 + $qy -y(l + ;x + $) 
4lf4 
y(l + ;x + ;p) 1 +x + ix2 + $y 
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Fig. 4.1.1. Stability regions of two-stage TRGJRK (a) 
interpolant; cl 
where 
(b) 
2.5 - 
k=3 
2___~_____ . . . . . . 
Y 
___.... -----.._____ 
1.5 
0 
-3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1 
x 
and TRGSRK (b) methods for k = 1, 2, 3 and 4, linear 
= 0, c2 arbitrary. 
BE 
(1 +xb,(c,))[x(1- (yb*(c2))41+4) -Y2b2(C2)(l + (Yb(c2))41+2)] 
1 +Yp2(C2)J2 
7 
q= 
(1 +xb*(c2))[ -Y(l- (Yb2(C2))41+4) -vb,(c*$ + (Yb2(C2))41+2)] 
1 + (Yb2(C2)12 
Observe that if linear interpolation is used, then b,(c,) = b,c, = i and the amplification 
matrices MkGJ, k = 1, 2,. . . , are independent of the parameters of the RK method. Hence, 
stability properties of TRGJRK(k) methods are, in this case, the same as stability properties of 
the time-point relaxation Heun method Cc2 = 1) investigated in [l]. 
Stability plots for TRGJRK(k) and TRGSRK(k) methods for k = 1, 2, 3 and 4 are presented 
in Figs. 4.1.1-4.1.3 for arbitrary c2 in case of linear interpolation and for c2 = i and c2 = 3 in 
case of quadratic interpolation. For comparison, we also plotted on all the figures stability 
regions of the underlying RK methods (dashed line), and stability regions of the DSRK methods 
which correspond to k = m, In addition, we plotted by dash-dotted line the regions in which the 
iterations are convergent. 
Example 4.2. p = 4. We consider the four-stage RK methods of order 4 given by 
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4 
3.5 
3 
2.5 
I I I 0’ I I -3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1 -3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1 
x x 
Fig. 4.1.2. Stability regions of two-stage TRGJRK (a) and TRGSRK (b) methods for k = 1, 2, 3 and 4, quadratic 
interpolant; Cl = 
.___ 
0, c2 = $. 
T 
k=l 
2.5 
0.5 
L 
k-4 
1.5 
1 k-4 
(4 
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Y 2 
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Fig. 4.1.3. Stability regions of two-stage TRGJRK (a) and TRGSRK (b) methods for k = 1, 2, 3 and 4, quadratic 
interpolant; c1 = 0, c2 = $. 
(4 
Fig. 4.2.1. Stability regions of four-stage TRGJRK (a) and TRGSRK (b) methods for k = 1, 2, 3 and 4, quadratic 
interpolant; c1 = 0, c2 = +, cs = +, cq = 1. 
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x 
Fig. 4.2.2. Stability regions of four-stage TRGJRK (a) and TRGSRK (b) methods for k = 1, 2, 3 and 4, cubic 
interpolant; c1 = 0, c2 = +, c3 = +, cq = 1. 
(b) 
compare [4]. We also consider continuous extensions corresponding to quadratic and cubic 
interpolation. These are (see [ll]) 
b@) = 3(2c, - l)b#* + 2(2 - 3cj)bie, 
i = 1, 2, 3, 4, and 
I!@) = 2(1 - 4b,)03 + 3(3b, - l)# + 8, 
t+(e) = 4(3~, - 2)b,e3 + 3(3 - 4c,)b,e2, 
i = 2, 3, 4. Stability plots of the corresponding TRGJRK(k) methods are 
and 4.2.2(a) and for TRGSRK(k) methods in Figs. 4.2.1(b) and 4.2.2(b). 
5. Concluding remarks 
(4.5) 
(4.6) 
given in Figs. 4.2.1(a) 
In this paper we investigated convergence, order, and stability properties of time-point 
relaxation RK methods for ODES. These methods can be implemented in TRGJRK(k) and 
TRGSRK(k) modes, where k stands for the number of Picard-Lindelof iterations. As k -+ 00, 
these modes tend to the same one-step method for ODES which is called diagonal split 
Runge-Kutta (DSRK) method. 
We have formulated in Section 2 the result that TRGJRK(k) and TRGSRK(k) are 
convergent and the order of convergence is min{k, p), where p is the order of the underlying 
RK method. Moreover, the approximate solutions, which are defined on the whole interval of 
integration, satisfy the properties similar to the properties of Natural Continuous Extensions 
defined in [ill (compare Theorem 2.1). 
In Section 3 we investigated stability properties of time-point relaxation RK methods with 
respect to the two-dimensional linear test system (1.3) with two real parameters A and p. 
Recurrence relations resulting from application of TRGJRK(k1, TRGSRK(k) and DSRK 
methods to this system are derived and stability regions in the (A, F&plane are plotted in 
Section 4 for two examples using a variant of the boundary locus method. 
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Analyzing the plots presented in [3] and in Section 4 for TRGJRK(k) methods, as well as 
other plots of stability regions corresponding to higher values of the iteration index k which 
are not presented here, we observe that, in general, stability properties improve as the iteration 
index k becomes larger. This improvement is quite significant for small values of k, say 
between 1 and p or p + 1, where p is the order of the underlying RK method, and not so 
dramatic for larger values of k. However, the stability regions corresponding to different values 
of k usually do not form a monotonic sequence and they do not always entirely contain the 
stability region of the underlying RK method. Similar conclusions are valid for TRGSRK(k) 
methods, although in this case the trend is not so easy to observe due to the fact that these 
regions are quite irregular. We also observe that the stability regions corresponding to 
TRGJRK(k) and TRGSRK(k) methods seem to converge to the intersection of the stability 
region of the DSRK method and the region of convergence of the iterations. 
We have demonstrated in Section 4 that the regions in which the iterations (3.3) and (3.12) 
are convergent as well as the stability properties of TRGJRK(k) and TRGSRK(k) methods 
corresponding to the explicit two-stage RK formula (4.1) of order 2 provided with linear 
interpolation (4.2) are independent of the coefficients of this formula. Hence, these conver- 
gence regions and stability properties are the same as in the case of time-point relaxation Heun 
methods which were thoroughly analyzed in [l] in TRGJRK(k) mode. In Fig. 4.1.1 these 
regions are presented for k = 1, 2, 3 and 4. In [l] stability plots for TRGJRK(k) methods are 
given for the value of the iteration index k up to 12. 
If we consider quadratic interpolation (4.3) instead of linear interpolation (4.2), then the 
regions in which the iterations are convergent as well as stability regions depend on the 
parameter c2. In Figs. 4.1.2 and 4.1.3 these regions are plotted for c2 = i and c2 = 5. As k + ~0, 
stability regions of both TRGJRK(k) and TRGSRK(k) methods approach the intersection of 
the stability region of the corresponding DSRK method with their convergence regions which 
decrease as c2 increases. 
For the methods corresponding to explicit four-stage RK methods of order 4 we considered 
the quadratic interpolant (4.5) and cubic interpolant (4.6) and found out that TRGJRK(k) and 
TRGSRK(k) methods corresponding to the formula given by (4.4) have similar stability 
properties for both interpolants (compare Figs. 4.2.1 and 4.2.2). 
We refer to [3] for the analysis of additional examples corresponding to continuous explicit 
RK methods up to order 5. 
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