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ABSTRACT 
Due to diminishing of natural resources and greenhouse effect, renewable energy is 
wildly used through the world. In South Australia (SA), the total wind power generation 
provides up to 40% of power supply to the consumer in 2019, and the rooftop solar PV 
generation installed capacity is steadily increase. Whereas, due to the uncertain and 
variability features of these renewable generation, their impact on power system 
planning and operation is significant and needs to be considered. This thesis introduces 
a novel power system planning tools based on the “so called” collocation method to 
handle uncertainties and variability. The proposed approach includes three major parts: 
power system uncertainties modelling; probabilistic power flow (PPF) computation; and 
guidelines for practical applications in power system planning. 
First part of the thesis presents methods for power system uncertainties modelling. As 
an example, uncertainties of SA power network are considered. They include system 
demand, PV generation, wind power generation, and operation of interconnectors to 
Victoria (VIC). Historical data is used to construct probabilistic models to represent 
uncertainties. For system demand, available data are directly used to construct a 
probabilistic model. Typical type of PV generation in SA is roof top which are evenly 
spread in each region. Variability patterns of PV generation are highly related to 
weather and seasons. In addition, those patterns are correlated with the system demand 
as well. Hence, in our study, the PV generation data are combined with the system 
demand data. In modelling wind power generation, wind speed data acquired from 
nearby weather stations are used. Mapping of wind speed data to corresponding wind 
power generation data is proposed by applying collocation method. Uncertainty in 
operation of the interconnectors between SA and VIC is accounted for by considering the 
tie-line as system demand. 
The second part of the thesis details the PPF computation by using collocation method. 
The traditional deterministic power flow (DPF) computation method does not consider 
the probabilistic nature of power system uncertainties, therefore, the calculation results 
from DPF computation may unrealistically assess the power system performance. Hence, 
it is imperative to change the DPF computation method to include the impact of those 
system uncertainties. The commonly used PPF simulation method, the Monte Carlo 
 
viii 
Simulation (MCS), can calculate accurate simulation results but with expense of high 
computational burden. To overcome this limitation, collocation method is used to 
improve the computational efficiency. In this thesis, two collocation methods are 
proposed to account for different circumstance of PPF analysis. Historical data of SA 
power system is used to evaluate the practicability and feasibility of those methods. 
First of those two proposed methods is Probabilistic Collocation Method (PCM) which is 
based on the orthogonal polynomials and the Gaussian quadrature integration. This 
mathematical method is based on multivariate interpolation on a regular grid. Its 
computational efficiency is highly affected by the system dimension. When a system 
with a small number of uncertainties is considered, the PCM computation is faster than 
the MCS. However, for high number of system uncertainties the computation time is 
large and comparable to the MCS method. To overcome this limitation, another 
collocation method is introduced to solve high dimension PPF analysis, named the 
Sparse Grid Interpolation (SGI). In this interpolation method only a small subset of 
regular grid collocation points is used. This approach vastly improves the computation 
efficiency when handling high dimension PPF computation. 
In the last part of thesis, the demonstration and guidelines for practical applications of 
collocation method in power system planning are presented. Comparing with the MCS 
method, the significant advancement in computation efficiency in solving PPF model of 
SA makes this method makes this method favourable for practicing engineers. In this 
part, not just the historical power system data of SA are used, but also the forecasted 
data. Objective is to predict the impact of varying and increasing demand and generation 
with uncertainties to the transmission network operation. Computational effectiveness 
and practicability of the proposed novel methodology is evaluated via comparison with 
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Chapter 1           
         
INTRODUCTION 
 
HIS chapter is intended to provide a brief introduction on power system 
modelling, simulation and planning. The motivation for the research conducted 
in this doctorate thesis is presented. The original contribution is presented and 
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1.1 Introduction and motivation 
Due to the decreasing of natural resources and greenhouse effect, the renewable energy 
is in the spotlight around the world and becomes a significant part in power generation 
[1]. In South Australia (SA), since 2000, the total install capacity of wind generation is up 
to 2142MW, and about 1078 MW of rooftop solar photovoltaic (PV) generation is spread 
through the major regions of state since 2009, In recent years, new solar farms have 
been proposed [2]. Those installed renewable generation provided up to 49% of power 
supply to the consumer in 2018-19 [3]. However, because of the fluctuating and 
intermittent features of those renewable resources, due to wind speed and solar 
irradiation, they cannot be scheduled and dispatched as with traditional synchronous 
generators, therefore this will affect planning and operating a power system [4]. In 
addition, traditional power system time-varying, such as system demand, are deeply 
associated with human living habits, and they are varying daily and seasonally [5]. In 
this view, as a conventional power flow analysis method, the deterministic power flow 
(DPF) analysis lacks modelling of the probabilistic nature of power system uncertainties. 
Therefore, to resolve this issue, probabilistic power flow (PPF) analysis was firstly 
introduced in 1974 [6], [7]. Although PPF analysis is still computationally similar to 
conventional power flow calculation as DPF, it does not just calculate the values of 
system variables such as bus voltages, power flows, frequency, etc., but also has the 
ability to quantify the probability of the impact of uncertain inputs to the power system 
variables [6], [7]. 
Currently, a variety of methodologies, each with pros and cons, are proposed to solve 
PPF problem. These methods can be classified into three groups: numerical methods, 
analytical methods and approximate methods. 
The commonly used numerical method is Monte Carlo simulation (MCS) method. This is 
a conceptually simple and straightforward method which can reveal the stochastic 
behaviour of system random variables. The MCS method consists of repeatedly running 
the same model with different system inputs (i.e. samples) that follow known 
probability density functions (PDFs). One common way to select the MCS samples is 
simple random sampling (SRS) [8]. By randomly selecting the samples from the 
population, the MCS-SRS can easily depict the accurate stochastic behaviours of the 
desired outputs. However, the computation cost of this method is quite heavy due to 
large amount of simulation points involved to achieve high accuracy simulation results. 
Chapter 1 Introduction 
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To further improve the computation efficiency, Latin hypercube sampling (LHS) is 
applied to MCS. This method is adopted for PPF analysis with success [9]-[11]. 
Comparing with SRS, with the same amount of sampling points, the LHS can cover more 
of the sampling space of inputs, therefore, the PDFs of those inputs are better 
represented, thus higher simulation accuracy can be achieved.  On the other hand, to 
achieve the same accuracy of the simulation results as MCS-SRS, less sampling points are 
involved into the simulation by using MCS-LHS, hence the computation efficiency is 
improved. For high-dimensional system simulation, or higher accuracy results, the Latin 
supercube sampling (LSS) is introduced which can more precisely capture the statistical 
information of desired output variables [12], [13]. 
The second group of PPF analysis approaches, named the analytical methods, have been 
also extensively applied to power system probabilistic analysis. Those methods mainly 
comprise of: the fast Fourier transform (FFT) method [14]; the multilinear algorithm 
based method [15]; the cumulant method combined with 3 types of expansions which 
are Gram-Charlier expansion [16]-[18], Cornish-Fisher expansion [17], [18] and 
Edgeworth expansion [18]. Compared to MCS method, instead of spending large amount 
of computation time on DPF model, the analytical method uses mathematical 
expressions to solve the PPF computation, therefore, it is faster than numerical method 
in solving the PPF cases, the main concerns in this approach are the complexity of 
building the mathematical expressions and the accuracy limited by assumptions and 
approximations [7]. 
The last type of PPF analysis method is named the approximation method, and it uses a 
similar numerical mechanism as MCS. A typical approximate method, the point 
estimation method (PEM) was first introduced to deal with probabilistic analysis in 
general [19], [20], and then it was applied to handle PPF computation [21]-[24]. The 
PEM uses deterministic sampling technique to solve probabilistic problems, with fewer 
samples required. It can achieve similar accuracy as using MCS method, but less 
computational effort is involved. The PEM normally just provides the statistical 
moments (e.g. mean and standard deviation) of desired outputs, instead of complete 
statistical features (i.e. PDF). Computation cost depends on the number of system 
uncertainties. Besides PEM, another approximate method, named collocation method, is 
introduced to handle power system probabilistic analysis [25]-[37]. Two typical 
collocation methods are probabilistic collocation method (PCM) and sparse grid 
1.1 Introduction and motivation 
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interpolation (SGI) method. The PCM was mainly adopted to solve various power system 
probabilistic problems [25]-[31], such as evaluating the impact of uncertainties in power 
system dynamic simulation [25]-[27]; small disturbance analysis [28], [29]; handling 
power system damping and voltage collapse analysis [30]; uncertainty quantification in 
state estimation [31]; and it starts to be used in handling the PPF analysis [32], [33]. 
Similar as the PEM, the PCM can provide the statistical moments, moreover, the 
complete random samples of desired outputs can also be delivered. Because the 
computation cost of the PCM is highly affected by system dimension [31], and it is 
normally used to deal with low dimension system. To overcome this limitation, the SGI 
method was introduced which can provide the complete statistical features of selected 
system outputs and it is computationally efficient in solving low to moderate 
dimensional problems [31], [34]-[40]. Furthermore, based on the SGI, the dimension 
adaptive sparse grid interpolation (DASGI) method is developed to handle high 
dimensional PPF computation [37], [40]. In [37], the IEEE test system was used to show 
that the DASGI has similar accuracy as MCS but striking time savings. Furthermore in 
[40], the DASGI is implemented for PPF of South Australian transmission system. This is 
the first practical demonstration of DASGI where effectiveness and feasibility of solving 
realistic power system PPF problems were evaluated. 
Another significant factor that affects the accuracy of PPF analysis is the inherent 
dependent relationship between system uncertainties. In most of presented research 
[6], [7], [9]-[11], [13]-[18], [21]-[24], the dependence between the uncertainties is 
neglected; or only linear dependence is assumed. In reality, the dependences between 
system uncertainties are nonlinear [37], [40]-[43], hence, ignoring the dependence or 
using linear approximation may cause misleading results. To address this issue, the 
Copula theory is applied [37], [41]-[44]. The Copula describes the inherent nonlinear 
dependence of random variables based on their uniformed marginal probability 
distribution. Instead of using the PDFs, the cumulative distribution functions (CDFs) of 
the variables are used to generate marginal univariate distributions, and then according 
to a specified Copula function, the nonlinear dependences are created. Combined with 
DASGI [37] or previously used MCS method [41]-[44], the Copula method is a proper 
and efficient way to build nonlinear dependences between power system uncertainties. 
In [33] and [40], the newly developed PCM based system uncertainties correlation 
modelling method can not only mathematically describe the interdependent 
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relationship between uncertainties but also has the ability to reduce the number of 
system uncertainties, hence further improving the computation efficiency by using the 
collocation method to conducting the PPF analysis. 
To summarise: the MCS based PPF analysis methods discussed above can achieve high 
accuracy of desired outputs with complete statistical features revealed, however, the 
computation cost is very high. Therefore, analytical methods and early approximation 
methods are introduced to overcome this limitation. Further improvements are the 
collocation methods, belonging to the class of approximation methods. The two types of 
collocation method are: the PCM (normally used to provide the statistical moments 
when dealing with power system probabilistic analysis) and the SGI method that 
improves the PPF computation efficiency. 
The collocation methods are a unique, fast methods which are both computation 
efficiency and accurate. Therefore, the motivation of this PhD research work is to choose 
the collocation method as the basic PPF analysis method to do probabilistic analysis of a 
realistic power transmission network. Based on the characteristics of the two typical 
collocation methods, the PCM is used to conduct low dimensional PPF computation, 
while the SGI is applied to high dimension case. Meanwhile, the PCM is also developed to 
build the system uncertainties model, such as the dependent model of uncertainties 
related to wind power generation. This new proposed dependence modelling method 
has the ability to reduce the system dimension, hence, the computation cost is furtherly 
decreased.           
1.2 Statement of original contributions 
This thesis presents several original contributions within two themes: the modelling of 
correlated system uncertainties and the PPF computation. The contributions are: 
• Based on the PCM, a stochastic correlation model of the wind speeds in 
neighbouring wind farms is built. This model has the ability to reduce the number 
of system uncertainties. By constructing a polynomial mapping equation, the 
wind speeds in a wind farm can be represented by the wind speeds of the 
neighbouring wind farm, hence, the number of system uncertainties is reduced, 
therefore, lower PPF computation cost can be achieved by using collocation 
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method. The details of the proposed modelling method are presented in a journal 
publication [33]. 
• The PCM is applied in running the PPF computation. This method has similar 
simulation patterns as MCS. However, a new simulation model, named as a 
polynomial mapping equation, is constructed to replace the DPF model to handle 
the PPF simulation. This surrogate model has extremely low computation cost 
which results in significant improvement in the PPF simulation speed. The 
comparison between simulation results obtained using the PCM and those based 
on the MCS is presented in a conference [32] and journal publication [33]. 
• By using wind farms historical data, the realistic model of wind power generation 
is constructed via application of the PCM. The PCM directly generates a 
polynomial mapping from sampled wind speed data to wind generation power 
data. The factors affecting the actual wind power generation, such as wind 
turbine parameters, atmospheric temperature, etc., are not needed to be 
considered separately. The details of wind power generation modelling are 
presented in a journal publication [38]. 
• The SGI method is adopted to solve realistic power system PPF computation. 
Based on the SA power system historical data and aggregated transmission 
network model, the SGI is compared with MCS method in both accuracy and 
computation efficiency. The simulation results demonstrate the incredible time 
savings when using SGI method with similar accuracy achieved. Furthermore, the 
SGI method is applied to test probabilistic planning approach in transmission 
service provider ElectraNet, and the results are presented at the CIGRE Session 
2018 in Paris [39]. With this method, a network planner can, for each 
contingency, calculate the probability of constraints and load shedding 
occurrences and predict the impact of load shedding. 
• Based on the PCM, multivariate PDFs method is introduced to construct more 
general system uncertainties correlation model. Without any additional complex 
analysis step, this method is more practical to handle large number of 
interdependent uncertainties in realistic power system case. Furthermore, in 
combination with the DASGI method, the computation cost of PPF calculation is 
significantly reduced, therefore, making the method more practical and 
competent to handle high dimensional PPF analysis with dependences among 
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input variables. The proposed correlation modelling method is presented in a 
journal publication [40]. 
1.3 Thesis structure 
The thesis structure is shown in Figure 1.1. The thesis consists of seven chapters, and 
summaries of each chapter are provided below. 
Chapter 1 provides a state of art introduction on probabilistic power system modelling, 
simulation and planning. The motivation of the research presented in this thesis is 


















Figure 1.1. The tree diagram of the thesis. 
Chapter 2 describes the basic theories behind the proposed PPF analysis methods which 
include PCM and SGI. Based on the orthogonal polynomials and the Gaussian quadrature 
integration, the PCM creates the polynomial mapping from uncertain inputs to desired 
outputs. This arbitrary mapping can easily reveal the statistical characteristics, and 
furthermore, the complete random samples of desired outputs or their PDFs can be 
delivered. It is shown that the PCM is more competent in handling low or medium 
system dimension cases compared to the MCS. The SGI, introduced by Sergey A. Smolyak 
[49], is discussed in the chapter. It is based on a special way of tensor product grid and 
can handle large number of dimensions. Similar as the PCM, the SGI-based method has 
the ability to provide the statistic features and entire PDFs of selected outputs. 
Chapter 3 proposes the power system uncertainties modelling technique. Based on the 
SA power system historical data, the uncertainties considered here are divided into two 
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types: system demands and wind farms generation. In order to capture more statistic 
features of system uncertainties, the Gaussian Mixture Model (GMM) is applied to the 
historical data. The method has the ability to present an accurate approximation to the 
non-Gaussian distributions. By using the PCM, the realistic relationship between wind 
speed and wind power are constructed. Moreover, the interdependences between 
system uncertainties are considered, and two uncertainty correlation modelling 
methods are proposed which are all based on the PCM. Those proposed uncertainty 
correlation modelling methods can reduce the number of system uncertainties. 
Therefore, they make the collocation method be more competent to handle higher 
dimensional PPF analysis. 
Chapter 4 details the PPF computation based on the PCM. The SA regional aggregated 
transmission network model is used to verify the proposed PPF analysis methods. The 
PCM generates using a small number of samples (i.e. collocation points) a polynomial 
mapping equation to substitute the DPF model. Now, rather than calling the DPF model 
for every simulation sample, a surrogate model is used where the computation time is 
dramatically reduced. However, the collocation points selected for the PCM will 
exponentially increase when increasing the number of system uncertainties (i.e. 
problem dimension). To make the PCM be more practical and competent to handle PPF 
analysis, the PCM based uncertainty correlation model is combined with the PCM. This 
approach has the ability to reduce the number of system uncertainties, hence, further 
improving the computation efficiency of the PCM to solve the PPF computation. 
Chapter 5 shows another PPF computation method based on the DASGI approach. To 
overcome the limitation of the PCM in handling high dimension in PPF computation, the 
DASGI method is applied to the SA regional aggregated transmission network model. 
Compared with the conventional SGI method, the DASGI further reduces the 
computation cost for handling the PPF analysis. Similar as the PCM, instead of using the 
DPF model, the DASGI method creates a surrogate model which has incredible 
computation efficiency. Meanwhile, combined with the PCM based correlation model, 
the computation burden is further reduced which makes the DASGI method more 
competent to solve high dimension PPF problem. 
Chapter 6 presents a practical application of the SGI method in probabilistic power 
system planning. According to the high computation efficiency and accuracy, the SGI 
method is adequate to handle power system economic planning. Based on the SA 
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regional aggregated transmission network model, the case study shows how to properly 
justify a network investment and to calculate the expected unserved energy as a 
measure of the worth of the investment. It is shown that for this practical task the SGI 
method can achieve high computation efficiency as compared to the MCS method. 
Chapter 7 concludes the thesis and presents the outlook of the directions for the future 
research.
1.3 Thesis structure 
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Chapter 2           
           
THEORY BEHIND THE COLLOCATION 
METHODS 
 
HE collocation methods proposed to solve the PPF computation problem in this 
thesis are the Probabilistic Collocation Method (PCM) and the Sparse Grid 
Interpolation (SGI) method. The fundamental background mathematics of the 
PCM are the orthogonal polynomials and the Gaussian quadrature integration. Whereas, 
the SGI method is based on the Smolyak’s construction for a sparse grid interpolation.  
The outcome of both methods is construction of a surrogate model which has the ability 
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2.1 Probabilistic Collocation Method 
The PCM was first developed to construct a global climate model [45]-[46] by creating a 
polynomial mapping between the uncertain inputs and the desired outputs. It can 
reduce the order of model with only few properly selected simulation points. The 
coefficients of this polynomial mapping equation are computed by using those 
collocation points. The basic mathematical methods used in the PCM are the orthogonal 
polynomials and the Gaussian quadrature integration [47]. 
2.1.1 Orthogonal Polynomials 
Inner product in the space of polynomials is defined as 
 ⟨𝒈(𝒙), 𝒉(𝒙)⟩ = ∫ 𝒇(𝒙)𝒈(𝒙)
𝑫
𝒉(𝒙)𝒅𝒙, (2.1) 
where  𝑓(𝑥) is a nonnegative weight function defined within the space D. According to 
the definition of inner product, a pair of polynomials is said to be orthogonal only if their 
inner product equals zero. Then a set of orthogonal polynomials H is defined as, 
 < 𝒉𝒊, 𝒉𝒋 >= {
𝟏,    𝒊 = 𝒋
𝟎,    𝒊 ≠ 𝒋
, (2.2) 
where ℎ𝑖  is a polynomial of order 𝑖. For each order 𝑖,  ℎ𝑖  has exactly 𝑖 roots within the 
space of 𝐷. These roots are the crucial part of constructing the PPF polynomial mapping 
equation. 
2.1.2 Gaussian Quadrature Integration 
Gaussian quadrature integration solves the integral by evaluating the output value of 
each properly selected input point, and multiplying with proper weight, then applying 





𝒊=𝟏 ), (2.3) 
where weight function 𝑓(𝑥) determines the constant coefficient 𝑓𝑖 , and 𝑔(𝑥𝑖) is the 
evaluated output value on point 𝑥𝑖  in region 𝐷, where the 𝑥𝑖  are the roots of the 
orthogonal polynomials set H. The Eq. (2.3) is exact for the 𝑔(𝑥) expressed by a 
polynomial with order less than or equal to (2𝑛 − 1). This polynomial of order (2𝑛 − 1) 
can be represented based on orthonormal polynomials ℎ𝑖  with constant coefficients 𝑎𝑖 
and 𝑏𝑖, 
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𝒈(𝒙) = 𝒉𝒏(𝒙)(𝒂𝒏−𝟏𝒉𝒏−𝟏(𝒙) + ⋯+ 𝒂𝟎𝒉𝟎(𝒙)) + 𝒃𝒏−𝟏𝒉𝒏−𝟏(𝒙) + ⋯+
𝒃𝟎𝒉𝟎(𝒙), (2.4) 
Normally ℎ0(𝑥) is a constant. So, if Eq. (2.4) is multiplied by ℎ𝑛(𝑥) on both sides, the 
integral can be determined by the definition of orthogonal polynomials as, 
 
∫ 𝒇(𝒙)𝒉𝒏(𝒙)𝒈(𝒙)𝑫 𝒅𝒙 = ∫ 𝒇(𝒙)𝒉𝒏(𝒙) (𝒉𝒏(𝒙)(𝒂𝒏−𝟏𝒉𝒏−𝟏(𝒙) + ⋯+𝑫
𝒂𝟎𝒉𝟎(𝒙)) + 𝒃𝒏−𝟏𝒉𝒏−𝟏(𝒙) + ⋯+ 𝒃𝟎𝒉𝟎(𝒙))𝒅𝒙 =
∫ 𝒇(𝒙)𝒉𝒏(𝒙)𝒉𝒏(𝒙)(𝒂𝒏−𝟏𝒉𝒏−𝟏(𝒙) + ⋯+ 𝒂𝟎𝒉𝟎(𝒙))𝒅𝒙𝑫 +
∫ 𝒇(𝒙)𝒉𝒏(𝒙)𝒃𝒏−𝟏𝒉𝒏−𝟏(𝒙)𝒅𝒙𝑫 +⋯+ ∫ 𝒇(𝒙)𝒉𝒏(𝒙)𝒃𝟎𝒉𝟎(𝒙)𝒅𝒙𝑫 =
∫ 𝒇(𝒙)𝒉𝒏(𝒙)𝒉𝒏(𝒙)(𝒂𝒏−𝟏𝒉𝒏−𝟏(𝒙) + ⋯+ 𝒂𝟎𝒉𝟎(𝒙))𝒅𝒙𝑫 +
∫ 𝒇(𝒙)𝒉𝒏(𝒙)𝒃𝟎𝒉𝟎(𝒙)𝒅𝒙𝑫 = ∫ 𝒇(𝒙)𝒉𝒏(𝒙) (𝒉𝒏(𝒙)(𝒂𝒏−𝟏𝒉𝒏−𝟏(𝒙) + ⋯+𝑫
𝒂𝟎𝒉𝟎(𝒙)) + 𝒃𝟎𝒉𝟎(𝒙))𝒅𝒙, 
(2.5) 




𝒅𝒙 = ∫ 𝒇(𝒙)𝒉𝒏(𝒙)𝒂𝒏−𝟏𝒉𝒏−𝟏(𝒙)𝒅𝒙𝑫 +⋯+
∫ 𝒇(𝒙)𝒉𝒏(𝒙)𝒂𝟎𝒉𝟎(𝒙)𝒅𝒙𝑫 + ∫ 𝒇(𝒙)𝒃𝟎𝒉𝟎(𝒙)𝒅𝒙𝑫 = 𝒃𝟎 ∫ 𝒇(𝒙)𝒉𝟎(𝒙)𝒅𝒙𝑫 . 
(2.6) 





𝒊=𝟏 ) = 𝒃𝟎, (2.7) 
thus, the integration can be easily solved. 
2.1.3 The PCM – one uncertain parameter 
Based on the theories of Gaussian quadrature integration and orthogonal polynomials, 
given an uncertain parameter 𝑥 with known PDF 𝑓(𝑥), and the output of interest is 
denoted as 𝑔(𝑥), it intends to construct a polynomial mapping to illustrate the 
relationship between the input 𝑥 and the output 𝑔(𝑥). In the context of the PCM, the 
approximate  𝑔(𝑥) can be approximated by 
 ?̂?(𝒙) = 𝒌𝟎
′ + 𝒌𝟏
′ 𝒙 +⋯+ 𝒌𝒏−𝟏
′ 𝒙𝒏−𝟏, (2.8) 
where 𝑘𝑖
′ are constant coefficients. Instead of monomials in the Eq. (2.8), the 𝑔(𝑥) can be 
represented as the sum of orthogonal polynomials ℎ𝑖(𝑥), 
2.1 Probabilistic Collocation Method 
Page 14   
 ?̂?(𝒙) = 𝒌𝟎𝒉𝟎(𝒙) + 𝒌𝟏𝒉𝟏(𝒙)⋯+ 𝒌𝒏−𝟏𝒉𝒏−𝟏(𝒙), (2.9) 
where the coefficients 𝑘𝑖  of ?̂?(𝑥) are obtained by using the collocation points which are 
the roots of ℎ𝑛(𝑥). The linear system of equations for 𝑛 collocation points 𝑥𝑖  is formed 














If setting ℎ0(𝑥) = 1, and 𝑓(𝑥) represents the PDF of the uncertain input, and then 
according to Eq. (2.7), the mean of 𝑔(𝑥) is 
 𝑬𝒈(𝒙) = 𝑬?̂?(𝒙) = 𝒌𝟎, (2.11) 
Furthermore, the variance of 𝑔(𝑥) can be calculated, 
 𝝈𝒈(𝒙)
𝟐 = 𝝈?̂?(𝒙)
𝟐 = ∑ 𝒌𝒊
𝟐𝒏−𝟏
𝒊=𝟏 . (2.12) 
Once this polynomial mapping equation is constructed, the complete PDF of desired 
output can also be delivered. 
The general procedures for the one uncertain parameter PCM approach are summarized 
in 5 steps: 
- Obtain the probability density function (PDF) of each uncertain input. 
- Generate the collocation points (samples) based on corresponding orthogonal 
polynomials. 
- Solve the deterministic model with those collocation points. 
- Construct the polynomial mapping equation (i.e. interpolant). 
- Obtain the stochastic features of desired outputs through numerical 
interpolation and integration. 
2.1.4 The PCM – multi-parameter problem 
When the uncertain parameters are more than one, there are two possible cases: 
independent multivariate PCM and correlated multivariate PCM [26], [48]. In our work, 
the correlation model of system uncertainties is first constructed, and then the rest of 
those uncertainties are treated as independent, hence, in our work, only independent 
Chapter 2 Theory behind the collocation methods 
   Page 15 
multivariate case of PCM is considered. 
If there are 𝑚  uncertain parameters 𝑥1 , 𝑥2 , …, 𝑥𝑚  in the system, where the 
corresponding independent PDFs are denoted as 𝑓𝑋1(𝑥1) , 𝑓𝑋2(𝑥2) , …, 𝑓𝑋𝑚(𝑥𝑚) 
respectively, then the output of interest 𝑔(𝑥1, 𝑥2, … , 𝑥𝑚) can be approximated by [48], 










𝒊=𝟏 , (2.13) 
where 𝐵𝑘1,…,𝑘𝑚  are constant coefficients. 
For a single uncertain parameter case, the number of coefficients of ?̂?(𝑥)  is 𝑛 
(𝑘0, 𝑘1, ⋯ 𝑘𝑛−1), so at least 𝑛 collocation points are needed to solve for those coefficients. 
For 𝑚 uncertain parameters case, to solve for all of the coefficient 𝐵𝑘1,…,𝑘𝑚 , ∏ 𝑛𝑖
𝑚
𝑖=1  
collocation points are required, and those collocation points are the roots of 
corresponding orthogonal polynomials ℎ𝑛𝑖
𝑖 (𝑥𝑖).  
The PCM of multi-parameter problem has the same procedures as the signal uncertain 
parameter case, whereas number of the required collocation points needed to solve the 
coefficients of the mapping equation are exponentially increasing. Therefore, more 
computational effort is needed to generate multi-parameter mapping model. The 
computation efficiency of the PCM is decreasing while increasing the number of system 
uncertain parameters. Hence, the PCM is suitable to deal with low dimensional system 
analysis. 
2.2 Sparse Grid Interpolation 
In order to overcome the limitation of the PCM, the Sparse Grid Interpolation method is 
introduced to solve high dimensional power system probabilistic problems. The SGI was 
first proposed by Sergey A. Smolyak in 1963 [49] and it is used to integrate or 
interpolate high dimensional functions. Similar as the PCM, the SGI method picks up 
proper collocation points to generate a surrogate model to replace the time-consuming 
DPF model, therefore, dramatic computation time saving is achieved. 
2.2.1 Full Grid Interpolation 
Most of the probabilistic power system analysis problems are multivariate. The basic 
approach in solving such problems is using the full grid sample input data (i.e. the tensor 
product grid) to the method extends the univariate interpolation to multivariate 
2.2 Sparse Grid Interpolation 
Page 16   
interpolation, and it is formed as [50] 
 (𝑼𝒊𝟏⋯𝑼𝒊𝒅)(𝒇) = ∑ ⋯∑ (𝒂𝒋𝟏
𝒊𝟏
⋯𝒂𝒋𝒅









where multi-index 𝑖 = (𝑖1, … , 𝑖𝑑) determines the 𝑖th interpolation level and 𝑗1, … , 𝑗𝑑 are 
interpolation point indices for each dimension, while for each dimension the number of 
interpolation points is represented by  𝑛1 ,…,  𝑛𝑑 , and 𝑥𝑗1
𝑖1 ,…,  𝑥𝑗𝑑
𝑖𝑑  are (𝑗1, … , 𝑗𝑑) th 
interpolation point on 𝑖th interpolation level of each dimension with corresponding 
interpolation basis polynomials represented by  𝑎𝑗1
𝑖1 ,…, 𝑎𝑗𝑑
𝑖𝑑 . The tensor product is 
denoted by , therefore, 𝑥𝑗1
𝑖1
⋯𝑥𝑗1
𝑖1  is a tensor product grid of input data. However, 
this general full grid tensor product interpolation has very high computational burden 
since the total number of interpolation points will exponentially increase when 
increasing the number of input variables, the so-called curse of dimensionality [36]. 
2.2.2 Sparse Grid Interpolation 
To break the so-called curse of dimensionality, the SGI is developed introduced as the 
Smolyak’s construction [49]. Instead of applying the general full grid tensor product, the 
Smolyak’s algorithm extends the univariate interpolation formulas to the multivariate 
case with a special way of tensor product. The Sparse Grid interpolant 𝐴(𝑞, 𝑑) is 
constructed with a relatively small number of collocation points, and it is shown as 
 𝑨(𝒒, 𝒅) = ∑ (∆𝒊𝟏⋯∆𝒊𝒅)|𝐢|≤𝒒 , (2.15) 
where 𝑞 is determined by the sum of interpolation level 𝑙 and the dimension 𝑑, 𝑖 is a 
multi-index defined as in Eq. (2.14), and |𝐢| equals to 𝑖1 +⋯+ 𝑖𝑑, and incremental 
interpolant ∆𝑖 is given by 
 ∆𝒊= 𝑼𝒊 − 𝑼𝒊−𝟏, (2.16) 
with initial condition ∆1= 𝑈1 and 𝑈0 = 0. For 𝑞 ≥ 𝑑, 𝐴(𝑞, 𝑑) can be expressed by 
 𝑨(𝒒, 𝒅) = ∑ (−𝟏)𝒒−|𝐢| ∙ (𝒅−𝟏
𝒒−|𝐢|
) ∙ (𝑼𝒊𝟏⋯𝑼𝒊𝒅)𝒒−𝒅+𝟏≤|𝐢|≤𝒒 . (2.17) 
So 𝐴(𝑞, 𝑑) is a portion and a linear combination of tensor product operators where only 
a small number of collocation points are used to construct it, therefore the computation 
cost is strikingly reduced. Hence, comparing with full grid interpolation, the SGI is more 
capable to solve high dimension cases, where this is only possible and give advantage for 
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smooth functions [36], [51]-[52]. In the PPF problem, the smoothness of the solution 
with random input data is expected, so this is not limited by this problem. 
2.2.3 Dimension Adaptive Sparse Grid Interpolation 
Based on the standard SGI, Dimension Adaptive Sparse Grid Interpolation (DASGI) is 
developed to further reduce the computation effort in dealing with high dimension 
problems. Instead of treating all dimensions equally, the DASGI has the ability to 
automatically detect the importance of each dimension, and then putting more effort on 
the more important ones [34]-[37]. The core concept of DASGI is transforming the nodal 
basis to multivariate hierarchical basis [35], and the hierarchical multivariate 
interpolation formula is formed as [37], 





𝐢 is a hierarchical basis functions, multi-index 𝑖 = (𝑖1, … , 𝑖𝑑) determines the 𝑖th 
interpolation level and 𝑗 = (𝑗1, … , 𝑗𝑑) is interpolation point indices for each dimension, 
𝜔𝐣
𝐢 is defined as hierarchical surpluses which are the difference of the function values 
between two consecutive interpolation levels. For continuous functions, the hierarchical 
surpluses decrease to zero when the interpolation level increases to infinity. Hence, the 
hierarchical surplus is fundamental ideal on implementation of adaptive processing of 
DASGI. 
The general procedures for the DASGI approach are summarized in 4 steps [36]: 
a. Set the Smolyak construction level 𝑙 = 0. 
b. For d-dimensional problem, build the corresponding sparse grid on level 𝑙, 
defined as 𝐴𝑑+𝑙,𝑑: 
- Calculate the function value of initial collocation points. 
- Add new generated neighboring points into active index. 
- Make 𝑙 = 𝑙 + 1. 
c. Check the operation condition: 𝑙 ≤ 𝑙𝑚𝑎𝑥 and that active index is not empty: 
- Save the active index into old index set. 
2.3 Conclusions 
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- Calculate the corresponding hierarchical surplus of each collocation point in the 
old index set. 
- Add the old index set to 𝐴𝑑+𝑙−1,𝑑, update to new adaptive sparse grid 𝐴𝑑+𝑙,𝑑. 
- If each collocation point in the old index set, the corresponding 𝜔𝐣
𝐢 ≥ 𝜀 (accuracy 
requirement), make 𝑙 = 𝑙 + 1, repeat step c again, otherwise, skip to step d. 
d. Obtain the stochastic features (i.e. PDF) of desired outputs using the system 
uncertain inputs data. 
For high dimension cases, sparse grid interpolation reduced the required number of 
collocation points in constructing the surrogate model, hence, much higher computation 
efficiency is achieved, even more, DASGI is developed to further improve the ability of 
handling high dimension problems. Therefore, DASGI is the most competent method to 
solve high-dimensional power system parametric problems. 
2.3 Conclusions 
This chapter describes the basic mathematical theories behind the methods adopted in 
our work: these are the PCM and the SGI. Although these two methods are based on 
different theories, they all intend to construct an efficient surrogate model to replace 
traditional DPF model, therefore the PPF computation cost will be reduced. Each method 
has its pros and cons: based on the orthogonal polynomials and the Gaussian quadrature 
integration, the PCM is a simple method with less computation effort involving in 
generating the surrogate model, whereas it is highly affected by the system dimension. 
Hence the PCM is more competent in solving low or medium dimension PPF analysis. 
The SGI developed according to the Smolyak’s algorithm breaks the so-called curse of 
dimensionality and is adequate to solve the PPF problem with large number of uncertain 
parameters. 
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Chapter 3           
            
POWER SYSTEM UNCERTAINTIES 
MODELLING 
 
HIS chapter describes how to model uncertainties in power systems. As an 
example, the SA power system historical data are used to construct the system 
uncertainties’ model. These uncertainties are mainly divided into two types 
which are system demands and wind farms generation. Normally the system demand is 
following normal distribution and the wind speed can be model by Weibull distribution. 
However, in practical applications these uncertainties are not strictly following those 
known PDFs. Therefore, the Gaussian Mixture Model (GMM) method which has the 
ability to approximate any non-Gaussian distribution, is introduced. Moreover, the 
dependences between system uncertainties should be considered. To address this issue, 
two correlation modelling methods are used and described in this chapter. These two 
proposed correlation modelling methods can reduce the number of system uncertainties 
which makes the collocation method more computationally competent in handling 
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3.1 Introduction 
To obtain the PDF of desired power system state variable, the PPF requires the PDF of 
the system uncertainties to be known, so accurate modelling of the system uncertainties 
is a critical part of PPF analysis. The main power system uncertainties considered in our 
work are system demand and wind farms generation. The system demand is typically 
following normal distribution [53]. Based on measured wind speed data, wind speed can 
be modelled using two-parameter Weibull distribution [54]-[59]. However, in some 
practical cases the PDF of system demand and wind speeds are not following any known 
distribution, so Gaussian Mixture Model (GMM) is used which gives an accurate 
approximation to the non-Gaussian distributions [38], [40], [57] - [59]. The commonly 
used methods to transfer wind speed to wind power are:  
- methods based on wind-power curve: in most cases a simplified linear, 
quadratic or power-law curves are used [54]; 
- methods based on theoretical wind-power formula [55]-[56]: those methods are 
based on empirical analysis and may not be suitable or accurate for a real 
system. 
Overcoming the limitation of commonly used wind power model, the PCM is proposed to 
obtain realistic relationship between wind speed and wind generation power [32], [38]. 
The PCM was first used in the field of global climate modelling [46], [60]-[61] which 
aims to map the uncertain parameters to desired outcomes with a lower order 
polynomial by properly choosing simulation points. The simulation results indicate that 
the PCM has high accuracy and low computation cost in handling non-linearities. Based 
on this feature, the PCM is applied to construct the wind power generation model. 
In practical applications, the inherent dependences between system uncertainties are 
needed to be considered to obtain more realistic computation results. Hence, 
constructing the correlation model is another challenging task of a PPF analysis. In our 
work, the correlations between system demands and between neighbouring wind farms 
are considered. The copula theory is first applied [37], [41]-[44] to model the nonlinear 
dependences. Based on the uniform marginal probability distribution of the dependent 
uncertainties, the Copula has the ability to construct these nonlinear dependent 
relationships between those correlated system uncertainties. This method is verified in 
[37], [41]-[44] and present as a proper and efficient way to build nonlinear dependences 
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between power system uncertainties. In our work, according to different scenarios, two 
correlation modelling methods are introduced: 
- small number correlated uncertainties modelled using PCM with Fuzzy logical 
optimization [32]-[33]; 
- large number correlated uncertainties modelled using a special multivariate 
PDFs modelling method based on PCM [40]; this approachis applied to our 
example SA power system to build the correlation models. 
Besides building the nonlinear dependent relationship between the uncertainties, those 
newly developed methods can also reduce the number of system uncertainties, hence 
further improving the computation efficiency by using the collocation method to 
conduct the PPF analysis. 
The remainder of this chapter is organised as follows, Section 3.2 describes the power 
system uncertainties modelling, in which the modelling method and types of system 
uncertainties are detailed. Interdependence of the power system uncertainties is 
considered and modelled in Section 3.3. 
3.2 Power system uncertainties modelling 
There are 6 regions in SA transmission system [2]. They are Eyre Peninsula (EP), Yorke 
Peninsula (YP), Mid North (MN), Metropolitan (MET), Riverland (RL) and South East 
(SE). There is an interconnector between SA and Victoria. The uncertainties of SA power 
network considered in our work include system demand, interconnector power flow, PV 
generation and wind farms generation. 5 years historical data with half hourly 
resolution are used to construct the stochastic model. Currently, common type of PV 
installation in SA is roof top panels which are approximately evenly spread across each 
region. Hence in our study, the PV generation is combined with corresponding regional 
demand data to simplify the system model. 
3.2.1 Gaussian Mixture Model 
The Gaussian Mixture Model (GMM) is a weighted sum of finite Gaussian distribution 





𝟐 𝟐𝝈𝟐⁄ ), (3.1) 
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where, 𝜇 and 𝜎 are the mean value and standard deviation, respectively. Then, for a one-
dimensional random variable X, the PDF of 𝑓𝑋(𝑥) in the form of GMM is defined as [63], 
 𝒇𝑿(𝒙) = ∑ 𝒂𝒌
𝒏
𝒌=𝟏 𝒇𝑮𝒂𝒖𝒔𝒔(𝝁𝒌,𝝈𝒌)(𝒙), (3.2) 
where 𝑎𝑘, 𝜇𝑘 and 𝜎𝑘  are, respectively, the weight function, mean and standard deviation 
of the 𝑘th Gaussian components. Since the PDF is non-negative and its integral over the 
sample space equals to unity, the weight function has the condition of ∑ 𝑎𝑘
𝑛
𝑘=1 =1. 
Furthermore, the mean and the variance of the variable X can be expressed as [64],  
 𝝁𝑿 = ∑ 𝒂𝒌
𝒏
𝒌=𝟏 𝝁𝒌, (3.3) 
and 
 𝝈𝑿
𝟐 = ∑ 𝒂𝒌
𝒏
𝒌=𝟏 (𝝈𝒌
𝟐 + (𝝁𝒌 − 𝝁𝑿)
𝟐). (3.4) 
Figure 3.1. shows an example of a random variable X modelled by a GMM with five 
components. The constructed GMM is sum of the individual weighted Gaussian 
components. Apparently, although each component is following Gaussian distribution, 
the sum of these components is non-Gaussian distribution. 
 
Figure 3.1. GMM approximation with 5 components. 
The common procedure to fit a GMM model has the following steps: 
a. Obtain the frequency histogram of the data which counts the number of data 
dropping into each range represented with Bins. 
b. Compute the discrete probability 𝑃𝑖  of each Bins as 𝑃𝑖 = 𝑓𝑖/𝑓𝑡𝑜𝑡𝑎𝑙 , where 𝑓𝑖  is the 
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number of data located in the 𝑖th Bin, 𝑓𝑡𝑜𝑡𝑎𝑙  is the total number of data. 
c. Set a minimum number of Gaussian components 𝑚, solve each parameter of those 
Gaussian components by using expectation maximization (EM) algorithm. This is an 
iterative method to find the maximum likelihood estimates of the parameters of the 
Gaussian components for given data [65]. 
d. Compute the coefficient of determination 𝑅2 which indicates how well a statistical 
model fits data [66], in regression, the 𝑅2 measures the goodness of fit of the 
regression predictions approximating the sampled data point. And then increase the 
number of Gaussian components to 𝑚 + 1, repeat step c with new number of 
Gaussian components, compute 𝑅2 again and compare with previous one, repeat 
this step until the difference value 𝑅𝑚+1
2 − 𝑅𝑚
2  is below the setting threshold value ∆. 
The coefficient of determination 𝑅2 is formed as, 








where 𝑦𝑖 is the probability of sampled data, 𝑓𝑖  is the corresponding probability of 
estimated curve, and ?̅? is the mean value of 𝑦𝑖. The value of 𝑅
2 is close to 1 indicates that 
the regression line is more perfectly fitting the data. There is no unified specification on 
this goodness of fit metric, so by considering the computation efficient and the 
complexity of the model, the threshold value is set to ∆= 0.002, just for demonstrating 
the procedures of constructing the GMM. Considering the computation cost, the 
maximum number of Gaussian components 𝑚 is set up to 7. 
3.2.2 System demand 
For demonstration purpose, the region MET is divided into two aggregated sub regions, 
MET1 and MET2, respectively. And the demand data of sub region MET1 of MET is used 
to demonstrate the GMM processing. 
First, the frequency histogram of demand data is generated and then the corresponding 
discrete PDF is shown in Figure 3.2. Based on the discrete PDF, following the GMM steps 
above, when the number of Gaussian components 𝑚 = 5, the difference of two 
consecutive 𝑅2 is below the threshold value ∆= 0.002.  
The Figure 3.3. shows the estimated PDF with blue solid line which is matching well the 
discrete PDF shown in Figure 3.2. with the 𝑅2 = 0.9999. It is composed of 5 Gaussian 
components shown in Figure 3.3. using dashed lines. The same steps are applied to 
other regional demand data, the values of 𝑅2 for each 𝑚 and the difference of two 
consecutive 𝑅2 are shown in Table 3.1. 
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Figure 3.2. Discrete PDF of demand in MET1. 
 
Figure 3.3. GMM estimated PDF of demand data of MET1. 
In Table 3.1, all the values of 𝑅2 close to 1 are shaded. This indicates that the estimated 
results based on the GMM can match well the discrete PDFs generated by sampled data. 
Except the region EP, all the differences between two consecutive 𝑅2 are below the 
threshold value of 0.002. In the region EP, the values of 𝑅2 at 𝑚 = 2 and 𝑚 = 3 are 
identical which indicates that further increase of the number of Gaussian components 
will not improve modelling accuracy. Hence, 𝑚 = 2 is chosen for the region EP model to 
reduce the complexity. 
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Table 3.1 The 𝑹𝟐 and the difference with previous 𝑹𝟐 at each 𝒎 of regional 
demand data by GMM. 
Region 
𝑅2 (difference with previous 𝑅2) 








































































   
 
3.2.3 Interconnector 
There are two interconnectors between SA and VIC which are Murraylink (located 
between the region RL of SA and Red Cliffs of VIC) and Heywood interconnector (located 
between the region SE of SA and Heywood of VIC), and they provide exchange of 
electrical power between two states. In our project, the Murraylink interconnector data 
has been combined and modelled with the demand data of region RL of SA, so only the 
Heywood interconnector is considered here. 
 
Figure 3.4. GMM estimated PDF of Interconnector data. 
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The Heywood interconnector power is represented as a system load of SA. When 
exporting power from SA, the interconnector power is a positive load to SA, otherwise, it 
acts as a negative load to SA. The estimated PDF by GMM compared with the sampled 
discrete PDF is shown in Figure 3.4. The GMM of the Interconnector is composed of 3 
Gaussian components with different coloured dashed lines; the 𝑅2 = 0.9998, and the 
values of 𝑅2 at each value of 𝑚 are shown in Table 3.2.  
Table 3.2 𝑹𝟐 and difference with previous 𝑹𝟐 at each 𝒎 of Interconnector data by 
GMM. 
Region 
𝑅2 (difference with previous 𝑅2) 










   
 
In Table 3.2, similar as for the region EP shown in Table 3.1, the values of 𝑅2 at 𝑚 = 3 
and 𝑚 = 4 are identical which indicates that further increase of the number 𝑚 does not 
increase accuracy. Hence, 𝑚 = 3 is selected. 
3.2.4 Wind farms generation 
The wind power generation is extremely depended on wind speed, and the wind power 
is not typically following any known distributions, hence, the common procedures to 
model wind power generation include wind speed modelling and wind speed to wind 
power converting. The wind speed normally follows two-parameter Weibull 
distribution. In our work, instead of using Weibull distribution, the already presented 
GMM method is applied to fit wind speed data. The PCM is applied to construct the 
realistic relationship between wind speed and wind power. In this approach, the wind 
speed data and wind power data of YP region are used to explain the procedures of 
modelling.  
3.2.4.1 Wind speed modelling 
The similar GMM procedure used to model the system demand and interconnector 
power are applied to wind speed data of YP region. The estimated PDF modelled by 
GMM is compared with the sampled discrete PDF and shown in Figure 3.5. To meet the 
selected threshold value ∆= 0.002, 5 Gaussian components are used, and the final 𝑅2 =
0.9991, which is very close to 1, is obtained. This value of 𝑅2 indicates that the estimated 
PDF is well matched the wind speed data. The estimated PDF, shown by blue solid line in 
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Figure 3.5. is compared with Weibull distribution shown by red solid line with the 
parameters to (𝜆 = 5.603, 𝑘 = 2.329). The comparison shows that, to some degree, it 
has similar trend and shape of Weibull distribution, whereas, it pays more attentions to 
the details and gives more accurate description of the actual wind speed data. The 
values of 𝑅2 corresponding to each value of 𝑚 are shown in Table 3.3. Similar as 
discussed above, when the 𝑚 = 5, the value of ∆ reduces below the set threshold value 
before reaching the maximum number of Gaussian components. 
 
Figure 3.5. GMM estimated PDF of wind speed data of YP region. 
Table 3.3 𝑹𝟐 and difference with previous 𝑹𝟐 at each 𝒎 of wind speed data of YP 
region fitted by GMM. 
Region 
𝑅2 (difference with previous 𝑅2) 














3.2.4.2 Wind power modelling 
Based on the PCM theory, details of modelling the relationship between wind speed and 
wind power are:  
a. Obtaining the orthogonal polynomials set of wind speed. The orthogonal 
polynomials set can be generated by using Gram-Schmidt processing [47] with 2 
steps: first generating the monic orthogonal polynomials as shown in Eq. (3.6), 
where (𝑝0, 𝑝1… , 𝑝𝑛) is the monic orthogonal polynomials set, and the PDF of 𝑥 is 
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chosen as the weight function of the inner product; second generating the orthogonal 





































Based on the Eq. (3.6) and (3.7), with the estimated PDF of wind speed in YP region 








𝒉𝟏(𝒗) = 𝟎. 𝟒𝟏𝟎𝟒𝒗 − 𝟐. 𝟎𝟎𝟔𝟔
𝒉𝟐(𝒗) = 𝟎. 𝟏𝟐𝟓𝟑𝒗𝟐 − 𝟏. 𝟑𝟗𝟔𝟔𝒗 + 𝟑. 𝟎𝟖𝟗𝟒
𝒉𝟑(𝒗) = 𝟎. 𝟎𝟑𝟐𝟐𝟐𝒗𝟑 − 𝟎. 𝟓𝟗𝟖𝟗𝒗𝟐 + 𝟑. 𝟏𝟐𝟎𝟗𝒗 − 𝟒. 𝟐𝟐𝟎𝟑
𝒉𝟒(𝒗) = 𝟎. 𝟎𝟎𝟕𝟑𝟔𝟎𝒗
𝟒 − 𝟎. 𝟏𝟗𝟗𝟎𝒗𝟑 + 𝟏. 𝟕𝟓𝟕𝟐𝒗𝟐 − 𝟓. 𝟕𝟒𝟓𝟖𝒗 + 𝟓. 𝟒𝟎𝟎𝟏
⋮
, (3.8) 
where ℎ0, … , ℎ4 are orthogonal polynomials set, 𝑣 is the wind speed of YP region. The 
roots of each orthogonal polynomial are the collocation points used to construct the 
mapping polynomial. 
b. Constructing the mapping equation between wind speed and wind power. From Eq. 
(2.8), in our study, the input 𝑥 is the wind speed 𝑣, and the output ?̂?(𝑥) is the wind 
power 𝑔(𝑣). For nth order PCM, 𝑛 + 1 coefficients 𝑘𝑖=(0,1,…𝑛)
′  are required which can 
be computed from the roots of ℎ𝑛+1(𝑥), Eq. (3.8). Because the actual wind power 
generation is not only just affected by wind speed but also some other factors, such 
as wind turbine parameters, atmospheric temperature, etc. Therefore, for same wind 
speed at different sampling time point, the acquired wind power data may different. 
Based on wind speed and wind power data of YP region, each root is generated from 
orthogonal polynomial, the paired wind power data of those roots are actually in a 
range instead of a constant value as shown in Table 3.4. For instance, constructing 
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the 1st order PCM: 2 coefficients are computed by 2 wind speed roots (3.1m/s and 
8.2m/s) obtained from ℎ2(𝑣); the corresponding acquired wind power data at each 
wind speed root is varying in a range. 
Table 3.4 Wind speed and paired wind power in YP region. 
YP Wind speed roots (m/s) Paired wind power range (MW) 
PCM-linear 
3.1 0 to 40 
8.2 32 to 85 
PCM-quadratic 
2.1 0 to 10 
5.7 5 to 70 
10.3 56 to 86 
⋮ 
First, the mean values of those paired wind power data at each wind speed are used 
to solve for the coefficients of PCM mapping equation, the first few of polynomial 
equations are computed as, 
 {
𝒈𝟏(𝒗) = 𝟗. 𝟖𝟑𝟔𝟏𝒗 − 𝟏𝟒. 𝟓𝟕𝟑𝟖
𝒈𝟐(𝒗) = 𝟎. 𝟏𝟗𝟖𝟏𝒗
𝟐 + 𝟔. 𝟏𝟎𝟕𝟐𝒗 − 𝟔. 𝟐𝟒𝟔𝟔
⋮
, (3.9) 
where 𝑔𝑛(𝑣) is nth order PCM mapping equation. 
c. Comparing the PCM approximation results with sampled data. The stochastic 
characters of generated wind power data from PCM can be calculated and compared 
with sampled wind power data, shown in Table 3.5. 
 
Table 3.5 Expected value, variance and standard deviation of wind power in YP 
region. 
YP E σ2 σ 
Sampled data 31.2072 685.1636 26.1756 
PCM-linear 33.5867 566.8610 23.8088 
PCM-quadratic 29.1681 435.6809 20.8730 
PCM-3rd order 31.1973 478.4241 21.8729 
PCM-4th order 31.2153 490.1828 22.1401 
PCM-5th order 31.2162 489.4592 22.1237 
PCM-6th order 31.2002 486.7785 22.0631 
PCM-7th order 31.2161 492.9828 22.2032 
From Table 3.5, when the order of PCM is higher than 3, the mean values are very 
close to the actual value. This shows that the higher orders of polynomial model will 
capture more nonlinear features of the realistic relationship between wind speed 
and wind power. Relative error of those mean values compared with the mean of 
sampled data are shown in Figure 3.6. 
Although the mean values of the higher order PCM are very close to the actual one, 
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the variance and standard deviation are significant different comparing with the 
actual value. This is caused by applying the mean value of paired wind power data at 
each wind speed root to compute the coefficients of the PCM mapping equation in 
step b. Hence, optimization needs to be implemented upon PCM results. 
 
Figure 3.6. Relative error of estimated mean values. 
d. Optimization. The Figure 3.6 shows that, when the order of PCM mapping equation is 
higher than 3, by further increasing the order of mapping equation will not 
significantly give better estimated results. Therefore, with considering the 
computation cost the 3rd PCM approximation results are used to illustrate the 
optimization method.  
 
Figure 3.7. Histogram of sampled wind power and estimated wind power. 
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In addition to choosing the mean of wind power data for the calculation as detailed 
in step b, the ±σ (standard deviation) of corresponding wind power data are applied 
to the calculation as well. The histogram of generated wind power using mean, +σ 
and -σ are compared with the actual data are shown in Figure 3.7. 
The grey bar plot is the sampled wind power data shown in Figure 3.7. When using 
mean value of wind power at each collocation point, the estimated value shown in 
red dashed line is mainly located in the middle range (comparing with sampled 
data). Whereas, applying ±σ (standard deviation) of corresponding wind power data 
to the calculation, shown as green and blue dashed line, make up for the lost features 
in the lower and higher wind power range. 
Based on fuzzy logic theory, a set of membership functions are generated to model 
the true values of each of the input variables [67]. In our application those 
membership functions are applied to the 3 estimated wind power data (estimated by 
mean value and ±σ) to model the optimized values. First, the wind power range is 
divided into small sections, each with an interval of 5 MW. And then the ratio of the 





𝒊=𝟏 = ∑ 𝑪−𝛔𝒊𝒑−𝛔_𝒊𝑾𝑷−𝛔_𝒊
′𝒏







where 𝑛 is the number of sections, 𝑝𝑖 is the probability of actual wind power 𝑊𝑃𝑖 , 
𝑝−σ_𝑖 is the probability of estimated wind power 𝑊𝑃−σ_𝑖
′  by using -σ value mapping, 
𝑝𝑚_𝑖  is the probability of estimated wind power 𝑊𝑃𝑚_𝑖
′  by using mean value mapping, 
𝑝+σ_𝑖 is the probability of estimated wind power 𝑊𝑃+σ_𝑖
′  by using +σ value mapping. 
Based on fuzzy logic theory, 𝐶−σ𝑖 , 𝐶𝑚𝑖  and 𝐶+σ𝑖 are non-negative coefficients with 
constrain condition of 𝐶−σ𝑖 + 𝐶𝑚𝑖 + 𝐶+σ𝑖 = 1. 
To solve three coefficients in Eq. (3.10) for each section, three equations are needed, 
they are defined as: constrain condition of 𝐶−σ𝑖 + 𝐶𝑚𝑖 + 𝐶+σ𝑖 = 1; for each interval, 
𝑝𝑖𝑊𝑃𝑖 , 𝑝−σ_𝑖𝑊𝑃−σ_𝑖
′ , 𝑝𝑚_𝑖𝑊𝑃𝑚_𝑖
′  and 𝑝+σ_𝑖𝑊𝑃+σ_𝑖
′  are available; assuming those 
coefficients  have similar ratio as the 3 probabilities (𝑝−σ_𝑖, 𝑝𝑚_𝑖  and 𝑝+σ_𝑖). 
With fuzzy logic optimization, the Table 3.6 shows the estimated wind power by 
optimized PCM has similar stochastic characteristic as sampled data. The histogram 
of both estimated wind power and sampled data is shown in Figure 3.8. 
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Table 3.6 Expected value, variance and standard deviation of wind power after 
optimization in YP region. 
Yorke Peninsular E σ2 σ 
Sampled data 31.2072 685.1636 26.1756 
PCM-3rd order 31.2077 672.2942 25.9286 
 
Figure 3.8. Histogram of sampled wind power and estimated wind power after 
optimization. 
To compare the similarity of two histograms, the frequency histogram similarity index 
(FHSI) [37] is used to indicate how accurate is estimation compared to reference data. 
The FHSI is defined as, 


















) × 𝟏𝟎𝟎% (3.11) 




 are values of reference histogram 
indicating the location of each Bin interval with corresponding probability of this Bin. 
𝐵𝑖𝑛𝑖
𝑒𝑠𝑡 and 𝑃𝑖
𝑒𝑠𝑡 represent values of estimated histogram. This quantified value indicates 
the percentage of similarity of two histograms with higher value standing for higher 
accuracy of the estimated data. The FHSI of Figure 3.8 is 97.33% indicating the 
optimized PCM mapping results have excellent ability to represent the reference data. 
The same mapping procedures can be applied to other wind farms modelling. In this 
thesis, due to the confidential reason, most of the wind farms generation data are not 
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public, so the assumption made here is that all the wind turbines in other wind farms 
have the same characteristics as in the wind farms of YP region. 
3.3 Power system uncertainties correlation modelling 
In our work, based on the PCM, two types of system uncertainties correlation modelling 
methods are developed to suit different scenarios:  
- for small number of correlated system uncertainties, an optimization is applied 
to each paired correlated uncertainties, then one of this paired data can be 
expressed by the another data with a polynomial mapping, hence reducing the 
number of the system uncertainties;  
- for large number of correlated system uncertainties, the multivariate PDFs 
modelling method is introduced to present the dependent uncertainties, hence 
reducing the system dimensions.  
Because the computation efficiency of collocation methods is highly affected by the 
system dimension, hence, both those correlation modelling methods aim to reduce the 
system dimensions, therefore improve the computation efficiency when using 
collocation method to solve PPF analysis. 
3.3.1 Small amount of interdependent uncertainties modelling 
The similar procedure as illustrated in section 3.2.4.2 (i.e. the PCM combined with Fuzzy 
logic optimization) is adopted to model the interdependent system uncertainties. 
Correlated wind farms data in SA is used to demonstrate this proposed method. In South 
Australia, most of the wind farms are installed in 3 regions, EP, MN and SE [2], and the 
location of those wind farms are shown in Figure 3.9. 
Wind source data from weather stations of Snow Town and Clare of MN, which are close 
to the wind farms Snow Town (33.69°S, 138.13°E) and Waterloo (34.00°S, 138.90°E) 
shown in the red dashed circle in Figure 3.9 respectively, are used to illustrate the 
procedure of correlation modelling. The acquired data from Bureau of Meteorology 
Australia [68], with the resolution of 30 minutes, are used to generate the correlation 
model.  
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Figure 3.9. Locations of wind farms in SA. 
To quantify the dependence between random variables, product moment correlation 
coefficient (also called linear or Pearson correlation) is first applied which can measure 
the linear interdependence between the uncertainties [69]. However, if the 
interdependent random variables include a nonlinear transformation, such as wind 
speed converted to wind power, then the product moment correlation coefficient 
method needs to be modified as discussed in [42]. To efficiently solve problems that 
involve nonlinearity, rank correlation method is introduced [69]. This method defines a 
product moment correlation of ranks of random variables. The Spearman’s rank 
correlation coefficient (also called the Spearman’s rho) is applied when evaluating the 





for random variables X and Y with the corresponding ranks variables 𝑟𝑋 and 𝑟𝑌 (X and Y 
are in ordinal order) respectively, the rank correlation coefficient 𝜌𝑋,𝑌 equals to the 
covariance of the rank variables divided by the standard deviations of the rank 
variables. In here, for the wind speed data of two close weather station, Snow Town and 
Clare, the 𝜌 = 0.6031 which confirms the correlation between the two wind speed data 
of close weather stations. 
The wind source data of Clare are chosen as the input data to construct the correlation 
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model. Following the steps shown in section 3.2.4.2, before the optimization, for 
demonstration only, the stochastic characteristics of the estimated wind speed of Snow 
Town by applying the PCM-Linear and PCM-Quadratic are listed in Table 3.7. From Table 
3.7, similar results are obtained compared with Table 3.5, the mean values of the 
estimated data are close to the sampled data, whereas, the variance is large. Therefore, 
the same optimization procedure is applied to the modelling. The PCM-Quadratic 
approximation is used, and the stochastic characteristics of optimized wind speed 
estimation are listed in Table 3.8. 
Table 3.7 Expected value, variance and standard deviation of estimated wind 
speed in Snow Town. 
Snow Town E σ2 σ 
Sampled data 5.7527 5.1616 2.2719 
PCM-Linear 5.7017 1.5454 1.2431 
PCM-Quadratic 5.7366 1.6895 1.2998 
The adjusted results of both mean and variance values are almost exactly reproduced 
comparing with the sampled wind speed data of the Snow Town. Hence, with this 
polynomial mapping model, instead of representing both wind speed data in Clare and 
Snow Town as uncertain parameters, if wind speed in Clare is a uncertain parameter 𝑥, 
the wind speed in Snow Town is modelled as an output of the polynomial mapping 𝑓(𝑥). 
In this way, the number of system uncertain parameters are reduced. This method is 
also suitable for constructing correlation model of other correlated system parameters 
by repeating the procedure.                              
Table 3.8 Expected value, variance and standard deviation of estimated wind 
speed after optimization in Snow Town. 
Snow Town E σ2 σ 
Sampled data 5.7527 5.1616 2.2719 
PCM-Quadratic 5.7576 5.2508 2.2915 
This PCM based correlation modelling method has the ability to directly reduce the 
system dimensions which makes the collocation method more computationally 
competent in PPF analysis. However, for this method the intermediate optimization is 
required. Modelling via optimization of each pair of interdependent uncertainties makes 
the computation burden to be quite heavy if a large number of interdependent 
uncertainties is considered. Therefore, it is more appropriate to handle small to medium 
number of interdependent uncertainties using this method. 
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3.3.2 Large number of interdependent uncertainties modelling 
In order to overcome the limitation of the PCM combined with optimization modelling 
method, the multivariate PDFs method is introduced. To describe the details of this 
correlation modelling method, two correlated system load data, denoted by Ma and Mb, 
are chosen from the region MET. The corresponding rank correlation coefficient can be 
calculated by using (3.12) which equals to 0.6725. Based on the core concept of the PCM, 
the correlation model between two uncertainties is built. The PCM approach constructs 
the polynomial mapping. The reference data 𝑥𝑖  is input to the mapping function and the 
output is estimate of correlated data as shown in Eq. (2.13). In this way, the number of 
system uncertainties is reduced. In the method presented here, Ma is set as reference in 
creating the correlation model. The details of the correlation modelling procedure are 
similar as in section 3.2.4.2 with few modifications to adapt the proposed multivariate 
PDFs method. The steps include: 
a. The Box-Cox transformation is applied to the uncertainties data first [70]. This 
power transformation makes the data more normal distribution like, and it is formed 
as [70], 
 𝒚(𝛌) = {
𝒚𝛌 − 𝟏
𝛌
,    𝛌 ≠ 𝟎
𝐥𝐨𝐠 (𝒚),   𝛌 = 𝟎
. (3.13) 
For uncertainty y, the 𝜆 is the transformation parameter. If 𝑦 < 0, then Eq. (3.13) is 
modified to [70], 




,      𝛌𝟏 ≠ 𝟎
𝐥𝐨𝐠(𝒚 + 𝛌𝟐),    𝛌𝟏 = 𝟎
, (3.14) 
where 𝑦 + λ2 > 0. The suitable value of 𝜆 can be determined by plotting maximum 
likelihood function 𝐿𝑚𝑎𝑥(𝜆) against 𝜆. Details of this procedure can be found in [70]. 
The Box-Cox function of MATLAB [71] is the efficient way to find the proper value of 
𝜆. The PDFs of uncertainties Ma and Mb after application of the with Box-Cox 
transformation are shown in Figure 3.10. 
b. Based on the PDF after the Box-Cox transformation of Ma, 𝑓𝐵𝐶(𝑚𝑎), the first set of 
orthogonal polynomials can be generated by using Gram-Schmidt processing [47],  
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𝒉𝟏(𝒎𝒂) = 𝟐. 𝟗𝟑𝒎𝒂 − 𝟔. 𝟐𝟒,
𝒉𝟐(𝒎𝒂) = 𝟓. 𝟗𝟐𝒎𝒂𝟐 − 𝟐𝟓. 𝟐𝟒𝒎𝒂 + 𝟐𝟔. 𝟏𝟗,
𝒉𝟑(𝒎𝒂) = 𝟗. 𝟖𝟒𝒎𝒂𝟑 − 𝟔𝟐. 𝟕𝟗𝒎𝒂𝟐 + 𝟏𝟑𝟎. 𝟎𝟓𝒎𝒂 − 𝟖𝟕. 𝟐𝟐,
𝒉𝟒(𝒎𝒂) = 𝟏𝟐. 𝟖𝟐𝒎𝒂𝟒 − 𝟏𝟎𝟓. 𝟐𝟏𝒎𝒂𝟑 + 𝟑𝟏𝟒. 𝟎𝟖𝒎𝒂𝟐 − 𝟒𝟎𝟑. 𝟏𝟒𝒎𝒂 + 𝟏𝟖𝟕. 𝟎𝟖,
⋮
, (3.15) 
where the roots of each orthogonal polynomial, ℎ0, ℎ1, … , ℎ𝑛+1, are the collocation 
points used to generate the mapping polynomial. 
 
Figure 3.10. PDFs of Ma and Mb (normalized using maximum value of each system 
load) and with the Box-Cox transformation. 
 
Figure 3.11. PDFs of paired data (normalized using maximum value of each system 
load). 
c. The coefficients of nth order PCM can be computed from the roots of ℎ𝑛+1(𝑥). For 
each time point, the corresponding uncertainty data Ma and Mb are selected as a pair 
of input and output respectively. Whereas, for same values of Ma, the Mb is not a 
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constant value, and then, the calculated roots vary in a range which is similar to the 
case described in section 3.2.4.2. In here, as an example, details of constructing the 
linear mapping are demonstrated. For 𝑛 = 1, the roots of ℎ2 = (𝑚𝑎) are used to 
calculate the coefficients of the linear mapping equation, denoted as 𝑚𝑎1 and 𝑚𝑎2. 
The corresponding PDFs of paired data for each root are shown in Figure 3.11. 
d. As shown in Figure 3.11 the paired outputs to the roots are not constant, hence, 
choosing any single value of those paired uncertainty data Mb as an output to 
construct the polynomial mapping will cause error. Instead of implementing the 
optimization step as described in section 3.2.4.2, a multivariate PDFs method is 
applied where the PDF of accurate polynomial mapping results is represented by the 
sum of the multivariate PDFs. Instead of selecting one point as an output, based on 
the PDFs of paired data, several points are chosen as outputs. To preferably capture 
all the stochastic features of the output, the selecting principles are: 
- The maximum probability density value or adjacent ones should be selected; 
- Based on the probability density, evenly select points through the whole range of 
the data in one direction (e.g., from lower value of data to higher value of data); 
- Keep the same selecting criterion for all paired data. 
In the procedure, the maximum probability density value is chosen as reference 
point, and evenly select other points on both sides of the reference point with the 
same declining ratio to the maximum probability density value. Those selecting 
criteria are applied to all other paired data. If 𝑚 (𝑚 is odd number) points are 
selected, then the probability of generated output 𝑚𝑏








𝒑𝒊 ,            𝒊 ≤
𝒎+ 𝟏
𝟐
𝟒(𝒎− 𝒊 + 𝟏)
(𝒎+ 𝟏)𝟐







Therefore, the probability of calculated output 𝑝𝑚𝑏
′  is the sum of 𝑚 probabilities 
𝑝𝑖 (𝑖 = 1,2, … ,𝑚) which are obtained by each selected point multiplied by their ratio.  
For example, if choosing 𝑚 = 5, then the 5 points for the paired data from Figure 
3.11 are shown in Figure 3.12. The points P1, P2, …, P5, that are determined by their 
probabilities which have certain ratio to the maximum probability value, as defined 
in selection criterion. 
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Figure 3.12. Selected point 𝒎 = 𝟓 case based on the PDFs of paired data. 
e. For each paired point P𝑖 (𝑖 = 1,2, … ,5) , the linear mapping equation can be 
generated, denoted as 𝑚𝑏,𝑖
′ = 𝑔𝑖(𝑚𝑎), based on the historical data of Ma, the 
estimated M𝑏,𝑖
′  is calculated. Furthermore, the corresponding 𝑝𝑖 = 𝑝𝑚𝑏,𝑖
′  is obtained, 
and then according to Eq. (3.16), the 𝑝𝑚𝑏
′  is calculated. The estimated 𝑝𝑚𝑏
′  after 
inverse Box-Cox transformation is compared with the original data probability 𝑝𝑚𝑏  
as shown in Figure 3.13. 
 
Figure 3.13. Frequency histogram of original data Mb and estimated data by linear 
mapping. 
Based on the multivariate PDFs method, in Figure 3.13, the PDF of estimated data 
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(red asterisk) is sum of the 5 PDFs (coloured solid line) which are obtained by using 
the linear mapping equations. Each linear mapping equation is generated by using 
the corresponding selected points. According to Eq. (3.11), the FHSI of Figure 3.13 is 
97.01% which shows the estimated data has higher similarity to the original data. 
 
Figure 3.14. The FHSI of different number of selected points m for linear mapping. 
 
Figure 3.15. The FHSI of different number of selected points m for higher order 
mapping. 
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Repeating steps d and e, the FHSI with different numbers  𝑚 can be calculated. The 
Figure 3.14 shows the FHSI of 𝑚 = 1, 3,… , 9 where the FHSI is increasing with higher 
number 𝑚. However, when 𝑚 ≥ 5, for further increase of 𝑚, change in of FHSI is 
negligible. 
For higher order mapping, steps c to e are repeated. The values of FHSI of 𝑚 = 1, 3,… , 9 
for each order are shown in Figure 3.15. It shows that by increasing the order of 
mapping higher values of FHSI can be achieved. This means higher accuracy of estimated 
results can be achieved. This improvement is more effective when dealing with lower 
value of 𝑚, whereas, when the number of points 𝑚 ≥ 5, further increasing the number of 
points will not significantly give higher values of FHSI. Therefore, with considering the 
computation cost, the 2nd order mapping with 𝑚 = 7 is applied to other correlated data 
and the corresponding FHSI is calculated. 
3.4 Conclusions 
This chapter described the methodology used to construct the power system 
uncertainties models as well as the uncertainties correlation models. The PPF analysis is 
based on accurate probabilistic models of system uncertainties, and in realistic practical 
cases, most of the system uncertainties sampled data are not following any known 
probability distribution. Hence the GMM is applied to the sampled data which is able to 
construct the probabilistic model with high accuracy. Meanwhile, instead of using typical 
theoretical wind power generation model, the PCM is introduced to model the realistic 
relationship between wind speed and wind power. Moreover, combined with fuzzy logic 
optimisation, the estimated wind power by the PCM has high accuracy comparing with 
the sampled data.  
The interdependent relationships between uncertainties are considered in this chapter. 
In order to adequately handle the correlated uncertainties, two correlation modelling 
methods are introduced to model the dependences of the correlated uncertainties. They 
are: the PCM-based method (including optimization) for modelling of small number of 
interdependent uncertainties; the multivariate PDFs method for modelling large number 
of interdependent uncertainties. Both of these modelling methods aim to reduce 
dimension of the problem, hence, to improve the computation capability of collocation 
method in dealing with PPF analysis. 
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Chapter 4           
         
PROBABILISTIC POWER FLOW 
COMPUTATION USING PROBABILISTIC 
COLLOCATION METHOD 
 
HIS chapter describes how to use the Probabilistic Collocation Method to solve 
power system PPF problem. Instead of using deterministic power flow model to 
solve for large number of simulation points as in Monte Carlo approach, the PCM 
has the ability to properly select small number of collocation points to generate a 
polynomial mapping model which is computationally efficient compared to non-linear 
power flow computation. When this surrogate polynomial model is constructed, all 
randomly generated simulation points, as in Monte Carlo method, are applied to this 
model. Simplified SA power system network model and corresponding historical data 
are used in demonstrating the proposed novel approach. The proposed technique 
incorporates correlation modelling method to improve accuracy of the PCM in PPF 
computation. Both single output and multiple output cases are tested and results were 
presented in this chapter. The results show the efficiency and the accuracy of the PCM in 
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4.1 Introduction 
In SA, the renewable generation provided up to 49% of power supply to the consumer 
[3]. Due to the highly uncertain and variable features of those renewable resource, the 
PPF analysis method, such as MCS method, is developed to obtain more realistic results 
of the power flow computation. However, the computation burden of MCS is quite high, 
hence, to overcome this limitation, the PCM is proposed in our study to handle the PPF 
computation. 
According to [25]-[33], the PCM obviously shows the ability of not just solving 
probabilistic problems but also handling PPF computation. The PCM can provide the 
statistical moments or complete random samples of desired outputs with high accuracy 
and incredible computation efficiency. Whereas, as described in section 2.1.4, when 
using the PCM to handle multi uncertain parameters case, the computation cost is 
exponentially increasing when the number of system uncertain parameters increases. 
Hence, in our study, the aim is to reduce the number of the system uncertainties, 
therefore it makes the PCM more competent in solving the PPF problem.  
The approach of improving the capability of the PCM to handle the PPF computation is 
achieved by the correlation modelling method detailed in section 3.3.1. This method is 
based on the PCM theory as well. Base on this method, a polynomial mapping equation is 
constructed to express the relationship between those uncertainties and PPF problem 
solutions. One of the correlated uncertainties can be expressed by the other using a 
mapping equation, therefore, the number of the total uncertainties is reduced. Base on 
this approach, the case study demonstrates the advantage of the PCM as far as possible. 
The PCM combined with the proposed correlation modelling method to handle 
uncertainties in PPF analysis is illustrated in this chapter. 
The remainder of this chapter is organised as follows, first the information of the testing 
system is described in Section 4.2. Based on this testing system, Section 4.3 details 
simulation method applied in the PPF computation. Then, the simulation results are 
obtained and discussed in Section 4.4. The summary of our proposed PPF simulation 
method is presented in Section 4.5. 
4.2 Aggregated SA power system model 
As described in section 3.2, the SA power system network can be divided into 6 regions. 
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In this chapter, based on the acquired historical regional data, an aggregated load flow 
model of SA is constructed to illustrate the computation efficiency and accuracy of using 













Figure 4.1. The aggregated SA power system. 
Each bus in Figure 4.1 represents one region of SA, they are: bus 1 - YP, bus 2 - EP, bus 3 
- MN, bus 4 - MET, bus 5 - RL and bus 6 - SE. Those 6 buses are connected with 270 kV 
transmission lines. In here, for demonstration purpose, 7 uncertain parameters are 
assumed in this aggregated system to compare the PCM with traditional MCS method. 
The uncertainties for each bus are summarized in Table 4.1. 
Table 4.1 Type and number of uncertainties of 6 buses SA aggregated power 
network. 
Regions Bus number Demand Wind farms Total 
YP Bus 1  1 1 
EP Bus 2  1 1 
MN Bus 3  2 2 
MET Bus 4 1  1 
RL Bus 5 1  1 
SE Bus 6  1 1 
Total number of uncertainties 7 
All the uncertainties shown in Table 4.1 are modelled by the method proposed in section 
3.2. The wind speed correlation in region MN, and correlation between the region MN 
and YP, are considered. With a small number of interdependent uncertainties case, the 
correlation modelling method developed in section 3.3.1 is applied to model wind 
speeds from neighbouring wind farms in region MN, and the correlated wind speeds 
between two adjacent regions. Meanwhile, because only the wind power data of region 
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YP is considered, so during the simulation, the bus 1 and bus 3 are combined into one 
bus. The SA power network parameters can be found in [3]. 
4.3 Simulation methods 
The MATLAB-based DPF simulation tool MATPOWER [72] is called to solve power flow 
problem for each sample of uncertainties data. The simulation includes MCS and PCM, 
the details of each simulation are: 
a. MCS with Copula 
The MCS is a straightforward PPF simulation method with high accuracy and 
normally used as benchmark to verify the effectiveness of other methods. Rather 
than using whole set of the original data, based on the PDFs of the system 
uncertainties, the MCS generates moderate number of simulation points to obtain 
high accurate estimation of results. The commonly used Copula method is adopted 
to formalize dependences between correlated uncertainties.  
Generate random 



















Figure 4.2. Block diagram of the MCS with Copula. 
The processing block diagram is shown in Figure 4.2. By using the system historical 
Chapter 4 Probabilistic Power Flow Computation using Probabilistic Collocation Method 
   Page 47 
data, the PDFs of the system uncertainties are first obtained, and then transferred to 
the CDFs which are in the range between 0 and 1. Further processing steps are split 
into two branches:  
1) for independent uncertainties, by randomly generating numbers between 0 and 
1, the MCS points are created through solving CDFs−1 with those random 
numbers; 
2) for dependent uncertainties, through the Copula function, the MCS points are 
generated.  
Moderate number of simulation points 𝑁 = 40000  (sampled from system 
uncertainty space 40000 times) are generated and used as input to DPF model. The 
DPF model is called to calculate the desired outputs until all simulation points have 
been applied. Whereupon the histograms of the selected outputs are generated. 
b. PCM with proposed correlation modelling method 
Instead of calling DPF model for every simulation point, the PCM technique with 
properly select small number of collocation points is used to generate polynomial 
mapping model. Then all the simulation points are applied to the polynomial 
mapping model. Since computation time of this model compared to DPF is 
negligible, incredible time saving in the simulation is achieved.  
The processing block diagram is shown in Figure 4.3. The basic simulation steps of 
the PCM is presented, and it includes 2 main steps:  
1) The step 1 is based on the proposed collocation modelling method; the 
correlated data are modelled using a polynomial mapping, hence reducing the 
number of the system uncertainties. Further on, based on the PDF of reduced 
uncertainty space, another mapping function is formulated to represent input-
output relation of PPF problem. This procedure is also based on the orthogonal 
polynomials and Gram-Schmidt process orthogonalization, as describe before. 
This mapping model (i.e. surrogate function) has shorter computation time 
compared to the original DPF model.  
2) The step 2 is based on the MCS. Instead of using the DPF model, the surrogate 
model from step 1 is applied. Sample points are generated from the reduced 
system uncertainty space, and number of 𝑁 = 40000 samples (sampled from 
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system uncertainty space 40000 times) is used for computing with the MCS. All 













Step 1 Step 2
Generate random 















Figure 4.3. Block diagram of the PCM with proposed correlation modelling 
method. 
4.4 Simulation results and discussion 
In the simulation example a quadratic PCM is used in constructing the surrogate model. 
A single uncertain parameter requires 𝑛𝑖 = 3  simulation points to evaluate the 
coefficients of the mapping polynomial. Total required simulation points for multi 
uncertain parameters PCM equals to ∏ 𝑛𝑖
𝑚
𝑖=1 . Without the correlation model, when 𝑚 =
7, the total number of collocation points is 37 = 2187. With the correlation model, the 
total number of uncertainties is reduced from 𝑚 = 7 to 𝑚 = 5, and then the total 
number of simulation points is only 35 = 243. The collocation points required to 
construct the mapping polynomial is determined by two factors which are the order of 
the PCM and the number of uncertainties. Therefore, when the order of the PCM is fixed, 
the collocation points are exponentially increasing with higher number of system 
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uncertainties, hence, reducing the number of system uncertainties will significantly 
reduce the number of simulation points needed in constructing the mapping equation. 
Total number of collocation points when considering correlation model is nearly 
reduced to one tenth compared to the case when correlation model is not used. In other 
words, much less computation effort is required to generate the mapping equation when 
correlations between uncertain parameters are considered. 
The MCS method is able to generate all system outputs after simulation, although not 
every output is of interest to the user. The PCM is also capable to deal with multiple 
outputs, whereas more computational effort needs to be involved. Hence, in this section 
single output and multiple outputs cases are demonstrated to compare those two PPF 
simulation methods. In order to compare the similarity of two histograms, the FHSI as 
expressed in Eq. (3.11) is used to indicate accuracy of the histogram generated by PCM 
comparing with the one generated by MCS. 
4.4.1 PCM with single output 
In this section, to compare the two PPF simulation methods, the active power flow 𝑃4 
which is power flow from bus 4 in Figure 4.1 is used. Following the block diagram shown 
in the section 4.3, the histograms of the desired output 𝑃4 calculated with different 
simulation methods are shown in the Figure 4.4. The PCM based simulation results 
curve is overlapping with the one obtained by MCS. Using Eq. (3.11), Index 𝐹𝐻𝑆𝐼 =
97.68% indicates the similarity of the two histograms is high, in other words, the 
simulation result based on PCM is matching well with the one from the MCS. 
Furthermore, this confirms that with only few collocation points the constructed 
polynomial mapping model is computationally competent in mapping the inputs to 
desired output with similar accuracy as MCS. 
The total computation time of the MCS is composed by 𝑁𝑀𝐶𝑆 × 𝑡𝐷𝑃𝐹, where 𝑁𝑀𝐶𝑆 is the 
number of MCS points and 𝑡𝐷𝑃𝐹 is the simulation time for each input point which is 
processed by DPF model. While the computation time of the PCM includes two parts: 
1) In the step1, time of constructing polynomial mapping model equals 
𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 × 𝑡𝐷𝑃𝐹 + 𝑡𝑜𝑡ℎ𝑒𝑟 , where  𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 × 𝑡𝐷𝑃𝐹  is time of using the 
collocation input points to compute corresponding outputs upon DPF model, and 
𝑡𝑜𝑡ℎ𝑒𝑟  is the time to generate the polynomial mapping model based on 
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collocation input points and corresponding outputs;  
2) step 2, the time of creating the frequency histogram of desired output based on 
the polynomial model which equals to 𝑁𝑀𝐶𝑆 × 𝑡𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙, where 𝑡𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙 is 
the simulation time for each input point according to the generated polynomial 
mapping model.  
 
Figure 4.4. Histograms of 𝑷𝟒 using MCS and PCM. 
The values of all computation times are summarised in Table 4.2. 
Table 4.2 Computation time of 6 buses SA power network with single output. 
 MCS PCM 
NMCS 40000 40000 
Ncollocation - 243 
Step 1 
tDPF (s) 0.0158 0.0158 
tother (s) - 0.001 
Step 2 tpolynomial (s) - 1.22 × 10−5 
tTotal (s) 631 4.33 
The The values of all computation times are summarised in Table 4.2. 
Table 4.2 shows the total simulation time of PCM is less than 1% of the MCS which 
means the PCM has striking computation efficiency without much trading off the 
accuracy comparing with MCS. The simulation time of PCM for each step are about 3.84s 
and 0.49s respectively. So, step 1 occupies about 90% of the total simulation time which 
is due to high computation cost of DPF simulation, and this also further verifies the 
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computation efficiency of PCM by properly using relatively small amount of simulation 
points 𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛. Because 𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 is determined by the number of uncertainties in 
the system, hence, with higher number of uncertainties involved into the PCM, 
𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 will exponentially increase, therefore more computation effort is needed at 
step 1 and more complicated polynomial mapping model will be created. This indicates 
that the computation efficiency of the PCM is decreasing while increasing the number of 
uncertainties. With the same number of 𝑁𝑀𝐶𝑆 , the simulation time of step 2 is 
determined by 𝑡𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙. In here, the 𝑡𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙 is about 10
3 smaller than 𝑡𝐷𝑃𝐹, hence, 
for the same number of inputs 𝑁𝑀𝐶𝑆, the time saving is incredible. Because more 
complicated polynomial mapping model will increase 𝑡𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙, therefore, increasing 
the number of uncertainties will increase the simulation time of step 2 as well. However, 
if increasing the number 𝑁𝑀𝐶𝑆 to obtain more accurate simulation results, the time 
saving will be significantly increased. With 7 uncertainties and single output case, the 
PCM shows incredible time savings compared with the MCS method. Although the 
advantage of PCM may not be significant for large dimensions of uncertainty space, it is 
still a preferable method in the PPF computation. 
4.4.2 PCM with multiple outputs 
In this section, the active power flows, 𝑃2, 𝑃3, 𝑃4, 𝑃5 and 𝑃6, as outputs, are used to 
compare both proposed methods. These power flows are power flows from each bus 
shown in Figure 4.1. The Table 4.3 shows the computation times of MCS and PCM. With 
the same number of MCS points and uncertainties, the time of MCS method is almost the 
same as single output case as shown in The values of all computation times are 
summarised in Table 4.2. 
Table 4.2 which confirms the numbers of desired outputs will not affect the computation 
time of MCS method. The time spent on step 1 of PCM is also nearly the same as single 
output case, whereas, the 𝑡𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙 of multiple outputs case is about 2 times larger 
compared to the single output case. Because the PCM generates different polynomial 
mapping models for each desired output, then for step 2, the interpolation for each 
output must be running in sequence, hence, higher computation time is needed to solve 
for more outputs. In here, with 7 uncertainties, the 𝑡𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙 is still far less to 𝑡𝐷𝑃𝐹, so 
the simulation time of step 2 is barely affecting the total simulation time even with 
higher number of desired outputs. For large number of uncertainty dimensions, 
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𝑡𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙 will become larger, and then for large number of desired outputs, the further 
increase in 𝑡𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙 may not be significantly smaller than 𝑡𝐷𝑃𝐹 which means the time 
saving may not be as remarkable as for lower dimensions. In this case, the computation 
efficiency can be improved by dividing the simulation into several groups (with different 
sub-sets of outputs) and running parallel processing on few computers simultaneously. 
Table 4.3 Computation time of 6 buses SA power network with multiple 
outputs. 
 MCS PCM 
NMCS 40000 40000 
Ncollocation - 243 
Step 1 
tDPF (s) 0.0158 0.0158 
tother (s) - 0.001 
Step 2 tpolynomial (s) - 2.21 × 10−5 
tTotal (s) 631 4.73 
The FHSIs of the case with multiple outputs is shown in Table 4.4. The values are varying 
around 96% to 99% which indicates that the PCM has almost the same accuracy as MCS 
in handling the PPF computation, whereas PCM has much smaller computation cost than 
the MCS. Moreover, to obtain higher accuracy of desired outputs, higher number of MCS 
sampling points can be applied to the system, and this will further increase the 
simulation time difference between the MCS and PCM due to relatively smaller 
𝑡𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙 compared with 𝑡𝐷𝑃𝐹. 
Table 4.4 FHSIs of PCM with multiple outputs. 
FHSI PCM 
Power flow 𝑃2 96.83% 
Power flow 𝑃3 99.36% 
Power flow 𝑃4 97.68% 
Power flow 𝑃5 99.16% 
Power flow 𝑃6 99.01% 
4.4.3 Factors affecting the computation time of the PCM 
According to the block diagram shown in Figure 4.3, the computation time of the PCM is 
split into two steps and shown in Table 4.2 and 4.3. In step 1, a polynomial mapping 
model is constructed by using the collocation points, and in step 2, the MCS random 
simulation points are applied to this polynomial mapping model. It is not necessary to 
repeat step 1 to construct the polynomial mapping model unless the operation 
conditions of the system significantly change. Hence, the polynomial mapping model 
generated by PCM has incredible computation efficiency which indicates that in practical 
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situations it is possible to deal with real-time power system operation and guide 
operators in control tasks and scheduling. The factors affecting the time saving in using 
the PCM compared to MCS are summarized in Table 4.5. 
Table 4.5 Factors affecting the time saving in using the PCM compared to MCS. 
Factors 
       Time saving 
increase ↑, decrease ↓ 
Number of uncertainties ↑             ↓ 
Number of outputs ↑             ↓ 
Number of MCS points ↑             ↑ 
Power system size ↑             ↑ 
In order to construct the polynomial mapping model, the collocation points need to be 
obtained first. Whereas the collocation points are exponentially increasing while more 
system uncertainties are involved, which means more computation effort is needed to 
generate the polynomial mapping model. Hence, as shown in Table 4.5, the PCM has 
higher computational efficiency with lower number of uncertainties. Because the PCM 
generates different polynomial mapping models for each desired output, to obtain all the 
histograms of the desired outputs more computation time is required. Hence the total 
computation time is increasing when solving multiple outputs cases. To achieve high-
accuracy simulation results, for a specified number of system uncertainties, more MCS 
sample points may be adopted, as the simulation time of using the polynomial mapping 
model is much smaller than applying the DPF model, therefore the total time saving of 
using the PCM compared to MCS increases. In here, for demonstration purpose, the 
testing system is relatively small with small amount of system uncertainties, whereas 
the realistic power grid of SA will be larger than this with more system uncertainties, 
and more correlated data are involved into the model. Because for larger size of power 
system, the 𝑡𝐷𝑃𝐹 will dramatically increase, however, 𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 stays relatively small 
comparing to 𝑁𝑀𝐶𝑆, and 𝑡𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙 is also much smaller than 𝑡𝐷𝑃𝐹, hence, the simulation 
time of MCS will increase faster than PCM, and this will lead to the obvious time saving 
when using PCM for increasing size of power system network. Although the total 
computation cost of the PCM is not as low as for the small size power system, with the 
proposed correlation modelling (as shown in Section 3.3.1), the computation efficiency 
will be improved by reducing the number of system uncertainties.        
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4.5 Conclusions 
In this chapter, a simplified SA power transmission network with historical system data 
is applied to demonstrate the application of the PCM in handling the PPF computation. 
To verify the computation efficiency of the PCM, the MCS method as a benchmark is 
adopt to the testing system as well. Because the computation efficiency of PCM is highly 
associated with the system dimension, the proposed correlation modelling method (as 
described in Section 3.3.1) is applied to model the interdependent system uncertainties 
and reduce the number of system uncertainties. This approach makes the PCM more 
computationally competitive in solving the PPF problem. Although a relatively small 
aggregated SA load flow model is used in this case studies, the simulation results clearly 
show the striking time savings and computation accuracy of the PCM in handling both 
single output and multi outputs cases compared to the MCS. With the proposed 
uncertainties correlation modelling method, the number of system uncertainties is 
reduced which improves the effectiveness of the PCM in dealing with higher dimension 
system simulation. Due to the high accuracy of the PCM, this method is adequate to 
handle the power system simulations. Moreover, when the polynomial mapping model 
created by the PCM is set up, the incredible time savings of this proposed model 
compared to the DPF model gives the chance to run the probabilistic power system 
simulations in real-time and guide operator in daily power system operation and 
scheduling. 
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Chapter 5           
         
PROBABILISTIC POWER FLOW 
COMPUTATION USING SPARSE GRID 
INTERPOLATION METHOD 
 
HIS chapter describes how to use Sparse Grid Interpolation (SGI) method to 
solve power system PPF problem. The computation mechanism of SGI method is 
similar to the PCM, where instead of using deterministic power flow model, a 
surrogate model is constructed to run every Monte Carlo simulation point. Comparing 
with the DPF model, this surrogate model has striking high computation efficiency. Only 
small number of collocation points are required to generate this surrogate model. By 
using the simplified SA power system network and historical data, the case with 
independent uncertainties is presented first and then the correlation modelling method 
is incorporated in the final case study. Both of those case studies verify the computation 
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5.1 Introduction 
The PCM presented in Chapter 4 shows the computation efficiency of handling PPF 
computation. The PCM is a simple and cost-effective simulation method, but this method 
can be affected by increase in input-space (i.e. uncertain parameter space) dimension. 
To overcome this limitation, the SGI method, or the optimized DASGI method, is 
introduced. The capability of the SGI to solve high dimensional PPF problems is verified 
in [31], [34]-[40]. Combined with the Copula theory [37], the SGI can accurately solve 
the interdependent uncertainties cases. According to the case studies in the literature, 
the SGI is potentially superior in dealing with the PPF computation for either 
independent uncertainties or correlated uncertainties. 
In our study, the aim is to use the SGI method to solve the practical PPF problems of the 
SA power system. Hence, the same aggregated SA power system network as shown in 
Figure 4.1 is applied in testing the SGI method. Since the SGI method is more 
computationally competent to solve high dimensional cases, a larger number of 
uncertainties will be considered in the SA network model. Meanwhile, both independent 
uncertainties and correlated uncertainties cases of power system PPF analysis are 
demonstrated. Although comparing with the PCM the SGI is more adequate to handle 
high dimension PPF computation, the computation cost still increases when using the 
SGI with higher system dimensions. Therefore, for correlated cases, a proper correlation 
modelling method is used as described in section 3.3.2. According to this correlation 
modelling method, the total number of system uncertainties is reduced, therefore, 
further increase the computation efficiency of the SGI method. 
First, for independent uncertainties case, the SGI method is applied, and the simulation 
results are compared with the MCS method. For correlated uncertainties case, due to 
more uncertainties involved, the optimized DASGI method which includes the 
correlation modelling method is applied, and the results are compared with both the 
MCS with Copula and DASGI with Copula. Both of those simulation results confirm the 
computational efficiency and accuracy of the SGI method and the correlation modelling 
method. 
The remainder of this chapter is organised as follows, Sections 5.2 details the 
information of the testing system. The simulation methods are described in Section 5.3 
in terms of different case study scenarios. The simulation results are obtained and 
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compared in Section 5.4. Discussion and conclusions are presented in Section 5.5. 
5.2 Aggregated SA power system model 
In this section, based on the same aggregated SA power system network as shown in 
Figure 4.1, the aggregated SA power system network with large number of uncertainties 
is shown in Figure 5.1. Type and number of uncertain variables for each bus are listed in 











Bus 1 – Yorke Peninsula
Bus 2 – Eyre Peninsula
Bus 3 – Mid North
Bus 4 – Metropolitan
Bus 5 – Riverland
Bus 6 – South East
WFS – Wind Farms




Figure 5.1. The aggregated SA power system with large number of uncertainties. 
Table 5.1 Number of uncertainties of 6 buses SA aggregated power network; 
uncertainties are independent. 






EP Bus 1 1 2  3 
YP Bus 2 1 1  2 
MN Bus 3 2 9  11 
MET Bus 4 3 1  4 
RL Bus 5 1   1 
SE Bus 6 1 6 1 8 
Total number of uncertainties in the system 29 
In Table 5.2 another case study is presented where the number of the wind farms is kept 
the same as in the case shown in Table 5.1. Large number of the uncertain demands in 
region MN and MET are involved in the second case, therefore increasing the number of 
the uncertainties. Besides this, the inter connector in region RL is included separately 
from demand data. The study case in Table 5.2 includes uncertain variables that are 
correlated. 
All the uncertainties shown in Table 5.1 and 5.2 are modelled by the method detailed in 
section 3.2. For the interdependent uncertainties case, the correlation modelling method 
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demonstrated in section 3.3.2 is applied to correlated data. All other SA power network 
parameters can be found in [3]. 
Table 5.2 Number of uncertainties of 6 buses SA aggregated power network; 
uncertainties are correlated. 






EP Bus 1 1 2  3 
YP Bus 2 1 1  2 
MN Bus 3 11 9  20 
MET Bus 4 15 1  16 
RL Bus 5 1  1 2 
SE Bus 6 1 6 1 8 
Total number of uncertainties in the system 51 
5.3 Simulation methods 
The DPF simulation tool is MATPOWER [72] as before. It is called to solve power flow 
problem for each sample of input data. The toolbox of SGI [73] is used to conduct the SGI 
simulation. For independent uncertainties case, basic SGI method is applied and 
compared with the MCS. The simulation results obtained when using either of the 
methods are also compared with the results from the reference simulation (computed 
with original SA power network historical data), and in this way the accuracy of those 
PPF methods is verified. And then those PPF methods are used to evaluate the efficiency 
and accuracy of our proposed correlation modelling method in correlated uncertainties 
case. For the second case that includes correlated uncertainties, due to higher number of 
uncertainties involved, more efficient SGI method described in section 2.2.3 and named 
DASGI is applied. In the second case that includes correlation, the Copula method is 
applied to construct correlation model and combined with MCS and DASGI; the 
presented multivariate PDFs modelling method in section 3.3.2 is applied in DASGI to 
construct the surrogate model. The accuracy of the proposed DASGI approach with 
correlation modelling method will be evaluated by comparing the simulation results 
with MCS and DASGI using Copula.  
5.3.1 Independent uncertainties case 
The simulation for independent uncertainties case includes reference data simulation, 
MCS and SGI. Details of each simulation are: 
a. Reference data simulation 
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The reference data simulation is based on the 5 years’ historical data set with half 
hourly resolution, so each uncertainty has 48 data points for one day, and then the 
total simulation points of 5 years are around 𝑁 = 90000. The simulation based on 
this reference data is used to compare the accuracy of the PPF methods, either MCS 
or SGI. The Figure 5.2 shows the block diagram of reference data simulation, where 
the simulation inputs are system uncertainties historical data listed in Table 5.1 and 
each uncertainty has identical number of points 𝑁. For each point the DPF model is 
called to obtain corresponding desired simulation outputs such as power flow 
between buses, bus voltages and so on. Repeating the process until all those data 













Figure 5.2. Block diagram of reference data simulation. 
b. MCS 
MCS is a straightforward PPF simulation method with high accuracy. Rather than 
using whole set of the original data, MCS generates relatively small amount of 
simulation points and obtains high accuracy results compared with the reference 
data. The processing block diagram is shown in Figure 5.3.  
In MCS method PPF input samples are generated by passing the uniformly 
distributed random numbers between 0 and 1 through CDFs−1 function. Then the 
DPF model is called to calculate the desired outputs until all simulation points have 
been applied. Then the histograms of desired outputs are generated. 
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Figure 5.3. Block diagram of MCS. 
c. SGI 
Instead of calling DPF model for every simulation point, the SGI uses small number 
of collocation points to generate surrogate model of the DPF model. Then all the 
simulation points are applied to this surrogate model. Hence, strikingly reduced 




















Figure 5.4. Block diagram of SGI. 
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As shown in Figure 5.4, running the SGI simulation includes 2 main steps:  
1) In the first step, based on Smolyak algorithm, a small subset of collocation points 
from system uncertainties historical data are generated to construct the 
surrogate model of the DPF; this mapping model has shorter computation time 
when comparing with the original DPF model;  
2) In the second step, all the MCS sample points are applied to the surrogate model 
to calculate desired outputs. 
5.3.2 Correlated uncertainties case 
The simulation for correlated uncertainties case includes the MCS with Copula, the 
DASGI with Copula and the DASGI with proposed multivariate PDFs modelling method 
in section 3.3.2. Details of each simulation are: 
a. MCS with Copula 
The procedures of MCS combined with Copula simulation method is the same as the 
one presented to evaluate the computation efficiency of the PCM. The details can be 
found in section 4.3 point a. The block diagram of the MCS with Copula is shown in 
Figure 4.2. 




























Figure 5.5. Block diagram of DASGI with Copula. 
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Similar as the basic SGI method, based on a relatively small number of collocation 
points, a surrogate model that replace DPF is developed. The block diagram of 
DASGI with Copula is shown in Figure 5.5. 
The DASGI method includes 2 steps:  
1) In the first step, the simulation points are generated as with MCS method with 
Copula, and then based on the Smolyak algorithm, a small number of collocation 
points are used to construct a surrogate model of DPF;  
2) In the second step, instead of using DPF model, MCS sample points are applied to 
the surrogate model to compute desired outputs. The theorical details of DASGI 
simulation method can be found in [37]. 
c. DASGI with multivariate PDFs 
Comparing with Copula method, in addition to accurately modelling the dependence 
between uncertainties, the proposed multivariate PDFs method, described in section 
3.3.2, is able to reduce the number of system uncertainties. Therefore, this method 
combining with the DASGI can further increase the computation efficiency of DASGI 






































Figure 5.6. Block diagram of DASGI with multivariate PDFs. 
As shown in Figure 5.6, this method includes 2 steps:  
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1) In the first step, the multivariate PDFs method replaces the Copula method to 
generate the correlation model, and then based on the selected number of 
mapping points 𝑚, 𝑚 surrogate models are constructed at the same time;  
2) In the second step, these 𝑚 corresponding surrogate models are running in 
parallel to generate desired outputs. Those simultaneous simulations can be 
solved by parallel computation techniques or by using multi CPU cores.  
Based on this proposed correlation modelling method, due to reduced number of 
system uncertainties, the computation cost of generating and running those 
surrogate models in steps 1 and 2 is smaller than the DASGI with Copula method. 
5.4 Simulation results and discussion 
As a typical collocation method, the SGI has similar computation mechanism as the PCM, 
therefore the SGI method is also capable of handling multiple outputs, but the 
computational burden is increasing when more outputs are required. Hence, in our case 
study, for either independent uncertainties case or correlated uncertainties case, both 
single output and multiple outputs cases are included and discussed. Meanwhile, the 
FHSI as expressed in Eq. (3.11) is used to indicate how accurate are the histograms 
generated by SGI or DASGI method comparing with those generated by the MCS. 
5.4.1 SGI for independent uncertainties case 
In total, 29 system uncertainties are considered in the aggregated SA power 
transmission network shown in Figure 5.1. Power flows from each of the buses are used 
as outputs in PPF. Those outputs are used to compare the SGI method and MCS method. 
5.4.1.1 SGI with single output 
In here, the power flow 𝑃31 which is power flow from bus 3 to bus 1, is used to compare 
accuracy of methods tested.  
The Figure 5.7 shows the histograms generated by refence data simulation, MCS and SGI. 
Both tested methods fit well the reference results which indicates the feasibility of using 
those methods to handle PPF computation. The SGI curve is overlapping well with MCS 
results which confirms that with only few collocation points the constructed surrogate 
model is capable to map the inputs to desired output with similar accuracy as the MCS. 
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In Table 5.3, the values of FHSIs for both MCS and SGI are compared. These values are 
approximately 96%, which confirms that the SGI has the same computation accuracy as 
MCS. However, the computation cost is hugely different, as illustrated in Table 5.4. 
 
Figure 5.7. Histograms of 𝑷𝟑𝟏 using reference, MCS and SGI. 
Table 5.3 The FHSI of MCS and SGI with single output. 
FHSI MCS SGI 
Power flow 𝑃31 96.14% 96.13% 
Table 5.4 Computation time of 6 buses SA power network with single output. 
 MCS SGI 
NMCS 10000 10000 
Ncollocation - 145 
Step 1 
tDPF (s) 0.0145 0.0145 
tother (s) 16.8 0.3 
Step 2 tinterpolation (s) - 1.1 × 10−5 
tTotal (s) 161.9 2.5 
The total computation time of MCS is composed of 𝑁𝑀𝐶𝑆 × 𝑡𝐷𝑃𝐹, where 𝑁𝑀𝐶𝑆 is the 
number of MCS points and 𝑡𝐷𝑃𝐹 is the simulation time for each input point which is 
determined by DPF model. While the computation time of SGI includes two parts:  
1) In the step 1, time of constructing surrogate model equals 𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 × 𝑡𝐷𝑃𝐹 +
𝑡𝑜𝑟𝑡ℎ𝑒𝑟, where 𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 × 𝑡𝐷𝑃𝐹 is time to generate the pairs of collocation input 
points and corresponding output using DPF model, 𝑡𝑜𝑟𝑡ℎ𝑒𝑟  is the time to 
construct the surrogate model based on collocation points;  
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2) In the step 2, based on the surrogate model, the time of creating the frequency 
histogram of desired output is 𝑁𝑀𝐶𝑆 × 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛. 
The Table 5.4 shows that the total simulation time of SGI is only about 1.5% of MCS 
which means SGI has striking computation efficiency without trading off the accuracy 
comparing with MCS. The 𝑡𝑜𝑡ℎ𝑒𝑟 of SGI is not significantly affecting the total time, 
however, the 𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 and 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 are the critical parts to enable much lower 
computation cost comparing with MCS. The 𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 is determined by the number of 
uncertainties in the system which is relatively small comparing with 𝑁𝑀𝐶𝑆, this results in 
less computational effort on generating the surrogate model. However, with higher 
number of uncertainties involved into the SGI computation, 𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛  will 
exponentially increase leading to more complex surrogate model, hence more 
computation time is needed at step 1; the computation efficiency of SGI is decreasing 
when increasing the number of uncertainties. 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 is another core part of SGI 
computation which determines the efficiency of generating desired output comparing 
with MCS. In this power system case study, the 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 is 10
3 smaller than 𝑡𝐷𝑃𝐹, 
hence, for the same 𝑁𝑀𝐶𝑆 points the time saving is incredible. And with increasing 
number of 𝑁𝑀𝐶𝑆 to obtain more accurate simulation results, this time saving will 
significantly increase as well. However, 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 is directly determined by surrogate 
model which means more complexity of surrogate model will cause more computation 
time for each simulation point, in other words, 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 is higher with more 
uncertainties considered in the system. With this 29 uncertainties and single output 
case, the SGI has striking computation time savings comparing with MCS. Although the 
advantage of SGI may not be so significant for large number of uncertainties, it is still a 
method of choice in PPF computation. 
5.4.1.2 SGI with multiple outputs 
In this section, power flows between 6 buses, 𝑃31, 𝑃32, 𝑃43, 𝑃54 and 𝑃64, are used as 
output variables in comparison of tested methods. The computation time is listed in 
Table 5.5. With the same number of MCS points and uncertainties, the time of MCS is 
almost the same as single output case shown in Table 5.4 which confirms that the 
number of desired outputs will not affect the computation time of the MCS. The time 
spent on step 1 of SGI is not significantly different between single and multiple outputs 
cases, whereas, the 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 of multiple outputs case is nearly 10 times larger 
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compared to single output case. Because SGI generates different surrogate models for 
each desired output, in step 2, the interpolation for each output must be computed in 
sequence, hence, higher computation time is needed to solve for more outputs. In here, 
with 29 uncertainties, the 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 is far less to 𝑡𝐷𝑃𝐹, so even with higher number of 
desired outputs, the SGI is still computationally efficient compared to MCS. However, for 
large number of uncertainty dimensions, 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 will become larger as well, and 
then for multiple outputs of large uncertainty dimensions’ case, the further increased 
𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 may not be significantly smaller than 𝑡𝐷𝑃𝐹. 
Table 5.5 Computation time of 6 buses SA power network with multiple 
outputs. 
 MCS SGI 
NMCS 10000 10000 
Ncollocation - 145 
Step 1 
tDPF (s) 0.0145 0.0145 
tother (s) 16.8 0.4 
Step 2 tinterpolation (s) - 0.9 × 10−4 
tTotal (s) 161.9 3.5 
Table 5.6 The FHSIs of MCS and SGI with multiple outputs. 
FHSI MCS SGI 
Power flow 𝑃31 96.14% 96.13% 
Power flow 𝑃32 94.46% 94.46% 
Power flow 𝑃43 93.35% 93.33% 
Power flow 𝑃54 98.40% 98.40% 
Power flow 𝑃64 96.83% 96.81% 
With 10000 MCS points, both MCS and SGI have the limited resolution to capture 
probabilistic features of all outputs, hence, the FHSIs of multiple outputs shown in Table 
5.6 are varying around 93% to 98%. The FHSIs of SGI are almost the same as the MCS 
which indicate SGI has the same accuracy as MCS to handle the PPF computation. The 
SGI has much smaller computation cost compared to MCS. Moreover, to obtain high 
accuracy of desired outputs, higher number of MCS points can be applied to the system, 
and this will further increase the simulation time difference between MCS and SGI due to 
relatively smaller 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 compared with 𝑡𝐷𝑃𝐹. 
5.4.2 SGI for correlated uncertainties case 
In the correlated uncertainties case (i.e. the second case), as shown in Table 5.2, more 
uncertainties are considered. Total number of uncertainties is 51. The optimised SGI 
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method, named as DASGI method, is applied to solve this high dimensional PPF problem. 
Based on the same aggregated SA power transmission network shown in Figure 5.1, the 
power flows from each buses, are used as outputs to illustrate the performance of the 
methods tested. The results are showing comparison between the MCS with copula, the 
DASGI with copula and the DASGI with multivariate PDFs method. 
5.4.2.1 DASGI with single output 
The Figure 5.8 shows the frequency histograms of power flow from bus 2 to bus 3 
generated by the three simulation methods. The simulation results from proposed 
DASGI-multivariate PDFs method are overlapping well with the results calculated by 
both MCS-Copula and DASGI-Copula methods which indicates the feasibility of the 
introduced method to solve PPF problem. 
 
Figure 5.8. Histograms of 𝑷𝟐𝟑 using MCS-Copula, DASGI-Copula and DASGI-
multivariate PDFs. 
The accuracy for the two DASGI methods, presented by using the FHSI, is shown in Table 
5.7.  
Table 5.7 The FHSIs of two DASGI method with single output comparing with 
MCS method. 
FHSI DASGI-Copula DASGI-multivariate PDFs 
Power flow 𝑃31 96.93% 96.65% 
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Comparing with the MCS-Copula method, both DASGI methods have superior accuracy 
where the FHSIs are all over 95%, which again confirms that the proposed DASGI-
multivariate PDFs method has similar computation accuracy as DASGI-Copula method. 
Although the proposed method has similar accuracy as DASGI-Copula method, due to 
reduced number of system uncertainties involved into the DASGI model the 
computational burden is smaller. The simulation time of three methods for the main 
part of PPF computation are determined by different elements, which are: 
a. MCS with Copula 
𝑁𝑀𝐶𝑆 × 𝑡𝐷𝑃𝐹, where 𝑁𝑀𝐶𝑆 represents the number of MCS points, and 𝑡𝐷𝑃𝐹 is original 
simulation time by applying each simulation point to DPF model. 
b. DASGI with Copula 
Two steps:  
1) In the step 1, constructing the surrogate model, 𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 × 𝑡𝐷𝑃𝐹 + 𝑡𝑜𝑡ℎ𝑒𝑟, first, 
𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 collocation points are selected and applied to the DPF model to 
obtain 𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 corresponding outputs, and then, based on these paired data 
the interpolation procedure can generate a simplified surrogate model with 
extra time cost 𝑡𝑜𝑡ℎ𝑒𝑟;  
2) In the step 2, generating desired output, 𝑁𝑀𝐶𝑆 × 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛, instead of using 
original DPF model, all the MCS points are applied to this surrogate model to 
evaluate the interpolated values at these simulation points. 
c. DASGI with multivariate PDFs 
The same simulation steps are used as DASGI with Copula method, depending on the 
number of PDFs 𝑚, 𝑚 surrogate models are constructed and running in parallel, 
hence, the related time cost for 1 surrogate model is considered in the comparison. 
The Table 5.8 shows the simulation times of the three methods, where both DASGI 
methods have relatively smaller computational burden comparing with the MCS 
method. They benefit from the surrogate model with much shorter simulation time than 
DPF model. Small amount of collocation points is used to construct the surrogate model, 
and this enables reduction of the computation cost. Therefore, 𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛  and 
𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 are the core parts to determine computation cost of DASGI. Because 
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𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 is directly proportional to the number of system uncertainties, hence, the 
time cost of DASGI-multivariate PDFs method for step 1 is smaller than the method with 
Copula due to reduced number of system uncertainties resulting in the required 
𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛down to 119 from 303. Meanwhile, simplified surrogate model is constructed 
according to this system with reduced dimension, leading to further computation cost 
savings in step 2. As a result, the total time cost of proposed method is less than half of 
the time spent on Copula method. With this single output case, DASGI has striking 
computation cost reduction compared to MCS. Moreover, the proposed method further 
increases the computation efficiency by reducing the system dimension. 
Table 5.8 Computation time of 3 simulation methods with single output. 
 MCS-Copula DASGI-Copula DASGI-multivariate PDFs 
NMCS 10000 10000 10000 
Ncollocation - 303 119 
Step 1 
tDPF (s) 0.0169 0.0169 0.0169 
tother (s) - 0.374 0.163 
Step 2 tinterpolation (s) - 4.47 × 10−4 2.07 × 10−4 
tTotal (s) 169.8 10.0 4.3 
 
5.4.2.2 DASGI with multiple outputs 
The DASGI method can also handle multiple outputs cases at the expense of extra 
computational effort. In this section, all the power flows in the region MN are 
considered. In section 5.4.2.1, MCS-Copula, DASGI-Copula and DASGI-multivariate PDFs 
methods are compared, so in this section, those three methods are compared as well. 
Table 5.9 Computation time of 3 simulation methods with multiple outputs. 
 MCS-Copula DASGI-Copula DASGI-multivariate PDFs 
NMCS 10000 10000 10000 
Ncollocation - 303 119 
Step 1 
tDPF (s) 0.0169 0.0169 0.0169 
tother (s) - 0.504 0.288 
Step 2 tinterpolation (s) - 1.04 × 10−3 5.46 × 10−4 
tTotal (s) 169.8 16.1 7.8 
In total, 16 desired outputs are calculated and the computation time for each method is 
listed in Table 5.9. In the MCS method, the simulation time will not be affected by the 
number of desired outputs with certain number of MCS points selected, therefore, the 
simulation time listed in Table 5.9 is the same as the one shown in Table 5.8. However, 
increasing the number of desired outputs will affect the computation time of both DASGI 
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methods. In step 1, one surrogate model is paired to one output, hence, increasing the 
number of desired outputs will require more surrogate models to be constructed, 
therefore, larger 𝑡𝑜𝑟𝑡ℎ𝑒𝑟 is required as shown in Table 5.9. This is nearly twice longer 
time than time required for the single output case. In step 2, for the same reason, extra 
time is needed to evaluate the interpolated values for each output based on the MCS 
points. So, comparing with Table 5.8, 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 is increasing. In here, the 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 
is still relatively smaller than 𝑡𝑃𝐷𝐹, hence the total computation time of both DASGI 
methods are still far less than the time required for MCS method. However, in the case of 
further increase of outputs, the computation efficiency of DASGI may not be 
improvement over the MCS method. 
The computation accuracy measure of both DASGI methods is represented as FHSIs and 
it is shown in Figure 5.9. Comparing with the MCS method, both DASGI methods have 
acceptable accuracy with all the FHSIs over 95%. The FHSIs of DASGI-multivariate PDFs 
method are very close to the results calculated by DASGI-Copula method which indicates 
that the proposed method has similar accuracy as commonly used DASGI-Copula 
method. Whereas, as reported in Table 5.8 and 5.9, the proposed method further 
reduces the computation cost. 
 
Figure 5.9. The FHSIs of both DASGI methods for the power flows in MN. 
5.4.3 Factors affecting the computation time of the SGI based method 
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The computation time for SGI based method, as shown in Table 5.4, 5.5, 5.8 and5.9, is 
mainly affected by factors 𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 and 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 where 𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 is determined 
by the number of uncertainties and 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 is determined by both the number of 
uncertainties and the system size. Therefore, with certain number of system 
uncertainties, 𝑁𝑐𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 is not change, and increasing the size of power system will lead 
to the increasing of 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛. Meanwhile for MCS method 𝑡𝐷𝑃𝐹 will increase as well, 
as 𝑡𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 is much smaller than 𝑡𝐷𝑃𝐹, hence, the simulation time of the MCS will 
increase faster than for the SGI based method, and this will lead to more simulation time 
savings of SGI based method with large power systems. In [37], the simulation results of 
IEEE 39-bus and 118-bus testing system show that with identical number of system 
uncertainties the time savings is increasing as increasing the system size. 
In conclusion, the factors affecting the time saving of SGI compared to MCS is 
summarized in Table 5.10. 
Table 5.10 The factors affecting the time saving from SGI based method to MCS 
method. 
Factors Time saving 
increase ↑, decrease ↓ 
Certain number 
of uncertainties 
Number of outputs ↑ ↓ 
Number of MCS points ↑ ↑ 
Power system size ↑ ↑ 
Certain size of 
system 
Number of uncertainties ↑ ↓ 
Number of outputs ↑ ↓ 
Number of MCS points ↑ ↑ 
The SGI based PPF computation method constructs the surrogate model to replace the 
traditional DPF model which significantly reduced the computation cost when solving 
PPF problems. Whereas, from Table 5.10, the system dimension and number of desired 
outputs apparently limit the advantage. Hence, in correlated uncertainties case study, 
reducing the number of system uncertainties is the most direct and effective way to 
improve the capability of SGI based method in dealing with high-dimensional problems 
or multiple outputs cases. Therefore, with the proposed correlation modelling method, 
Table 5.8 and 5.9 show the shorter computation time is achieved comparing with the 
one with Copula method without much trade off in accuracy. Meanwhile, once the 
surrogate model is generated, it is only needed to be updated when the operation 
conditions of the system are modified. 
5.5 Conclusions 
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5.5 Conclusions 
In this chapter, upon the SA power system historical data and the system uncertainties’ 
probabilistic model, the case studies of using SGI based method to handle PPF 
computation are demonstrated. Both, independent uncertainties and correlated 
uncertainties cases are considered.  
For independent uncertainties case, the basic SGI is used as the key PPF computation 
method and compared with MCS. All the simulations are based on the aggregated SA 
power system network which has high significance in evaluating the capability of the SGI 
method in practical “real life” systems. The SGI method constructs surrogate model to 
replace the traditional DPF model. This gives striking time savings in solving PPF 
problems. Both the single output and multiple outputs cases indicate, comparing with 
MCS, that the SGI has incredible time saving without trading off the accuracy. Although 
SGI is highly affected by the number of uncertainties and desired outputs, this method is 
still the best for lower and medium uncertainty dimensions of input space in PPF 
computation. 
For correlated uncertainties case, more system uncertainties are involved, hence, the 
DASGI method, which is developed from standard SGI method to further reduce the 
computation effort in dealing with high dimension problems, is applied to the SA power 
system model. Furthermore, multivariate PDFs method is introduced to model 
dependences between power system uncertainties. The aim of the proposed method is 
to reduce dimension of the problem, hence, to improve the capability of DASGI method 
in dealing with high-dimensional and multiple outputs cases. Comparing with the Copula 
correlation modelling method, the simulation results from both single and multiple 
outputs indicate that the proposed method improves the computation efficiency of 
DASGI method without much trade off in accuracy. The study confirms that the DASGI 
combined with multivariate PDFs method is capable to solve PPF problems with high-
dimensional input space. 
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Chapter 6           
         
PROBABILISTIC POWER SYSTEM 
PLANNING 
 
HIS chapter demonstrates a practical application of using collocation method to 
manage the uncertainty in the power flow studies and power system planning of 
realistic transmission network. Nowadays, the impact of uncertainties to the 
power system makes the PPF analysis more valuable compared with the DPF analysis. In 
the previous chapters, the Sparse Grid Interpolation deterministic sampling technique is 
proved as the most competent and efficient method to solve the probabilistic power flow 
problem. Therefore, in this chapter, according to the historical and forecasted power 
system data for the SA transmission grid, and based on the SGI deterministic sampling 
technique the PPF model is constructed and intended for use in probabilistic planning 
studies. Meanwhile, the effectiveness and practicability of this proposed methodology 
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6.1 Introduction 
Due to the large number of wind farms installed in South Australia and the variability of 
wind speed and consequently output power of those plants, a significant increase of 
uncertainty is expected to impact network planning and operation. Meanwhile, the 
number of installed rooftop PV generation is growing year by year, furthermore, 
multiple solar farms are also introducing more uncertainties to transmission system 
planning. The traditional Deterministic Power Flow model that is currently used has the 
limitation of considering the probabilistic nature of power system uncertainties. In 
addition, when performing deterministic planning based on the DPF model, the 
probability of a contingency event occurring is not taken into account. The deterministic 
approach simply requires that the network continues to provide an adequate and secure 
supply of electricity to customers for any contingency from the pre-selected list. This 
planning methodology can deliver a higher level of network redundancy, which may not 
be needed for many customers. 
Probabilistic Power Flow analysis was first presented in 1974 [6], and is widely used in 
probabilistic planning nowadays. The PPF analysis not only calculates values of system 
variables (e.g. bus voltages), but also quantifies the probability of those variables being 
impacted by uncertain inputs [6]. 
As described in previous chapters, the most common approach in solving the PPF model 
is based on the Monte Carlo probabilistic sampling technique. This method is a 
straightforward method with high accuracy. However, it requires a large number of 
simulation samples, and therefore has a very high computation cost and computation 
time. This limitation is not always acceptable in practical studies of large transmission 
networks, which have many sources of uncertainty. Hence, an alternative to the MCS 
based on a deterministic sampling technique, named Sparse Grid Interpolation, is 
proposed and detailed in Chapter 5. This method is suitable for solving high dimensional 
problems with high accuracy and low computation cost. Implementation of this 
sampling method enables PPF analysis with a high computation efficiency compared to 
the MCS technique. 
According to the PPF model, the proposed probabilistic planning methodology is based 
on an economic cost-benefit analysis, where the economic viability of each proposed 
network augmentation is evaluated [74]. In this context and under significantly 
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increasing uncertainty, use of the PPF model as a main tool for computation in 
probabilistic planning is seen to be of great potential importance for the South 
Australian transmission grid operator. By using the PPF model a network planner can, 
for each contingency, calculate the probability of constraints and load shedding 
occurrences and predict the impact of load shedding. The Expected Unserved Energy 
(EUSE) can be computed, and for a known Value of Customer Reliability (VCR), a balance 
can be found between delivering secure and reliable supply of electricity and 
maintaining reasonable costs for customers [39], [75], [76]. 
The remainder of this chapter is organised as follows, Section 6.2 details the information 
of the testing system and different case study scenarios. Based on the simulation results, 
the probabilistic power system planning is presented in Section 6.3. Conclusions are 
presented in Section 6.4. 
6.2 Deterministic sampling technique for PPF model computation 
The SA transmission network, shown in Figure 5.1, is applied to the PPF analysis. It 
consists of 6 buses, each bus representing one region of SA. The total number of the 
system uncertainties is 20, as listed in Table 6.1. 
Table 6.1 Number of uncertainties of 6 buses SA aggregated power network. 








EP Bus 1 1 1 1  3 
YP Bus 2 1 2   3 
MN Bus 3 1 2 1  4 
MET Bus 4 1 1   2 
RL Bus 5 1 1 1 2 5 
SE Bus 6 1 1  1 3 
Total number of uncertainties in the system 20 
In this section, the purpose of running PPF computation is to test the deterministic 
sampling technique in the application of power system planning. The renewable 
generation has significant impaction on power system planning and operation. So, the 
testing data used here considers not just wind farms but also the newly installed solar 
farms. All the uncertainties are represented using PDFs constructed using the method 
demonstrated in Section 3.2. Besides representing the demand and wind power 
generation as system uncertainties, the uncertainty of the inter connector between SA 
and VIC is accounted for by considering it as a system demand. The solar farm data is 
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combined with regional system demand. 
The deterministic sampling technique applied here is based on the SGI method. To verify 
accuracy and computation efficiency of this technique, the MCS is used as benchmark 
technique. Good feature of MCS is its high accuracy, but as a trade-off the computation 
burden is quite high. The processing block diagram shown in Figure 5.3 details the basic 
steps involved in MCS.  
As shown in the Figure 5.3, the MCS calls the DPF model for every simulation point to 
generate outputs, which leads to the high computation cost. Instead of using for every 
simulation point DPF model, the deterministic sampling method separates the 
simulation into 2 steps, as shown in Figure 5.4. A surrogate model of the DPF is 
constructed based on a small number of collocation points. This input-output mapping 
model has higher computation efficiency compared with the original DPF model. Then 
applying all the MCS points to this surrogate model, the desired outputs are computed. 
As discussed in previous chapters, the SGI based deterministic sampling method has the 
drawback that each desired system output requires a respective surrogate model. 
Therefore, increasing the number of desired outputs leads to a growing computation 
time when creating all the corresponding surrogate models. However, due to the 
relatively small computation cost of each surrogate model compared with the original 
DPF model, the deterministic sampling method is still computationally more efficient 
compared to the MCS method in the case of multiple outputs. The power flow between 
two buses of the SA network is used to demonstrate both single output and multiple 
outputs cases. 
6.2.1 Single output case 
The power flow 𝑃31 which represents the power flow from bus 3 to bus 1, is used to 
compare the PPF computation methods. The Figure 6.1 shows the PDF of the simulation 
results of both the deterministic sampling method and the MCS method. 
The PDF obtained by using the deterministic sampling method closely maps the results 
computed by using the MCS method with a relative error of around 1.04 × 10−4, 
indicating the feasibility of applying the SGI method to accurately determine PPF, while 
also enormously improving computation efficiency, as illustrated in Table 6.2. 
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Figure 6.1. PDFs of 𝑷𝟑𝟏 calculated using Monte Carlo (MCS – bold line) and 
deterministic sampling (SGI - dots). Results are normalized using maximum 
power flow (pu base). 
Table 6.2 Computation times of the PPF model of aggregated power network in 
SA of single output case. 
 Monte Carlo Deterministic sampling 
Simulation time (s) 161.9 2.5 
The total computation time of deterministic sampling method is only about 1.5% of the 
simulation time using the MCS method. This is because the computational effort in 
running surrogate model generated by the deterministic sampling method is much less 
than the computation effort of running the traditional DPF model. 
6.2.2 Multiple outputs case 
For multiple outputs case, the power flows between 6 buses, 𝑃31, 𝑃32, 𝑃43, 𝑃54 and 𝑃64, 
are used to compare each method. The relative error of each power flow computed by 
the deterministic sampling method compared to the MCS method is shown in Table 6.3. 
Table 6.3 Relative error of each power flow computed by deterministic 
sampling method comparing with the MCS method. 
Power flow 𝑃31 𝑃32 𝑃43 𝑃54 𝑃64 
Relative error 1.04 × 10−4 1.06 × 10−4 2.26 × 10−4 1.01 × 10−4 3.01 × 10−4 
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The relative errors of the power flows shown in Table 6.3 vary, depending on accuracy 
of the corresponding surrogate model. Although some of the relative errors are larger, 
which is caused by selecting collocation points or interpolating, all the relative errors 
are less than 10−3, confirming the accuracy of the proposed method compared to the 
MCS method. The simulation time is shown in Table 6.4. 
Table 6.4 Computation times of the PPF model of aggregated power network in 
SA of multiple outputs case. 
 Monte Carlo Deterministic sampling 
Simulation time (s) 161.9 3.5 
With 5 desired outputs, the computation cost of the deterministic sampling method is 
about 2% of the MCS method. Compared to the single output case, although the number 
of desired outputs is increased by 5 times, the simulation time only increases by about 
1.4 times; this is attributed to the computational efficiency of the surrogate model. 
The accurate simulation results and improved computation cost demonstrated above 
show the effectiveness, efficiency and accuracy of deterministic sampling method 
comparing with the commonly used MCS method. Adopting the proposed simulation 
technique in probabilistic power system planning will lead to significant practical 
benefits. 
6.3 Probabilistic power system planning 
As a basis for economic planning, a probabilistic planning approach is applied to 
evaluate power system risks and to decide whether an investment maximises the net 
present value of the market benefit. The proposed deterministic sampling method has 
an incredible time saving in PPF computation without a significant reduction in accuracy. 
Therefore, the hugely reduced computation cost makes the method well suited to handle 
either operational or expansion planning tasks, and to help facilitate day to day 
operation of the system. 
To adequately justify a network investment, the expected unserved energy is selected as 
an output parameter. It is defined as the amount of energy that is expected to be 
unsupplied in a year due to network constraints. According to PPF computation results 
calculated in previous section, the power flow 𝑃31 is used to demonstrate the application 
in probabilistic planning study. Based on the computed PDF of 𝑃31, and only considering 
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the magnitude of the power flow, the CDF of 𝑃31 is obtained, and it is shown in Figure 
6.2. 
 
Figure 6.2. The CDFs of 𝑷𝟑𝟏 calculated using Monte Carlo (MCS – bold line) and 
deterministic sampling (SGI - dots). Results are normalized using maximum 
power flow (pu base). 
In this case study, the CDF is used to evaluate the probability of exceeding a notional 
thermal rating of the transmission lines between buses 1 and 3. As seen in the previous 
section, the deterministic sampling method has almost equivalent accuracy compared 
with MCS results; hence, the CDF calculated by the deterministic sampling method fits 
well the MCS results, and the results of the deterministic sampling method and 
surrogate model may be directly used in probabilistic planning studies. 
Based on the CDF shown in Figure 6.2, if the notional thermal rating between buses 1 
and 3 is 0.88pu (using maximum power flow as a base), then the probability of 
exceeding the thermal rating is 0.00134. According to this simulation result, for a 1-year 
time period, the final result is 11.7 hours of expected overload per year. 
In addition, the expected unserved energy can be calculated by determining the area 
above the thermal rating line and below the CDF curve of power flow shown in Figure 
6.2. So, about 50MWh of expected unserved energy is calculated. 
Finally, the minimum amount of energy at risk is assessed, and that is needed to 
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economically justify a network investment. To overcome the above constraint, a new 
275kV transmission line would be installed in parallel with the existing transmission 
lines between bus 1 and bus 3. Assuming an equivalent annual cost over this additional 
line’s expected life of around $2.5 million per annum [75] and a Value of Customer 
Reliability (VCR, representing customers’ willingness to pay for reliability of electricity 
supply) of $26880/MWh [76] yields a minimum required expected unserved energy to 
justify the investment: $2.5 million/$26880 = 93MWh, which is higher than the actual 
value previously determined. Therefore, this investment is not yet economically justified. 
However, if the power system demand is forecast to grow by 0.5% each year, calculating 
the CDFs of the power flow 𝑃31 for the next 10 years, the curves are obtained as shown 
in Figure 6.3. 
 
Figure 6.3. The CDFs of 𝑷𝟑𝟏 calculated using Monte Carlo (MCS – bold line) and 
deterministic sampling (SGI - dots) based on 10 years forcasting. Results are 
normalized using maximum power flow (pu base). 
The Figure 6.3 shows the simulation results obtained by using deterministic sampling 
method, based on historical data (SGI), and forecasting year 1 (SGI+1), forecasting year 2 
(SGI+2), …, and forecasting year 10 (SGI+10). The results match well the corresponding 
MCS results (dots), and show that with growing load, the probability of exceeding the 
thermal rating is increasing. Hence, the expected unserved energy becomes larger over 
time, as shown in Table 6.5. 
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Table 6.5 Expected unserved energy with 0.5% yearly load increasing rate 
between bus 3 and bus 1 of aggregated power network in South Australia. 





1 2 3 4 5 6 7 8 9 10 
Time 
(h) 
11.7 12.4 14.1 15.8 16.7 18.9 20.1 21.9 23.0 23.8 25.4 
Expected unserved 
energy (MWh) 
50 67 71 89 92 100 122 130 155 160 172 
As the load grows, both the demand at risk above the thermal rating and the period of 
exposure are increasing. After 5 years, the total duration of predicted overload has 
increased to 18.9h, compared to 11.7h based on the historical data. The calculated 
expected unserved energy in year 5 is up to 100 MWh, which exceeds the economic 
threshold value of 93MWh, and now, the cost of adding parallel transmission line 
capacity is justified. This indicates that an investment to build a new transmission line 
between bus 3 and bus 1 will become justified 5 years after the initial exposure. 
While the above case studies do not consider the increasing penetration of renewable 
generation in South Australia, and assumes this transmission capacity is the only 
constraint in the system, the principle is well demonstrated. The proposed deterministic 
sampling method and application of surrogate model has the same practical accuracy as 
the MCS method, whereas the computation cost is greatly reduced. 
6.4 Conclusions 
In this chapter, the deterministic sampling technique, which is based on the SGI method, 
is introduced to PPF computation and power system probabilistic planning. Based upon 
historical data and an aggregated model of the SA transmission system, the PPF 
computation results obtained by using the proposed method have been compared with 
the commonly used MCS method. A similar accuracy of simulation results is obtained by 
both methods, while the deterministic sampling method and surrogate model shows a 
striking improvement in computation efficiency. Results from a small probabilistic 
planning case study have been used to demonstrate use of the PPF model. Due to high 
computing efficiency, the proposed method is expected to be adequate to handle large 
and challenging probabilistic planning tasks. An example area in which the method may 
prove particularly suitable is for performing planning studies of future potential 
constraints on renewable generation output that may need to be properly addressed. A 
vastly reduced computation cost of the proposed technique compared to the MCS 
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method will improve the feasibility and practicality of performing probabilistic planning 
studies of the large transmission network. 
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Chapter 7           
          
CONCLUSIONS AND FUTURE WORK 
 
HIS chapter concludes the thesis by firstly reviewing and summarising the 
results and findings of each chapter. Two types of collocation methods, the 
probabilistic collocation method and sparse grid interpolation method, are 
proposed to handle the PPF analysis. In addition, the sparse grid interpolation method is 
applied to power system planning. This chapter also presents the possible future 
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7.1 Conclusions 
The power transmission network is embedded with large number of uncertain factors, 
such as the system demand which is deeply associated with human living habit, the 
renewable generation which has fluctuation and intermittent feature, etc. Deterministic 
power flow analysis lacks models that consider the probabilistic nature of those power 
system uncertainties. Hence, to overcome this issue, the probabilistic power flow 
analysis was introduced. According to the literature review, variety of PPF analysis 
methodologies have been developed, and each comes with pros and cons. Among those 
methods, the collocation method shows potentially incredible computation efficiency 
and high accuracy while solving the PPF problems. Besides that, the collocation method 
has the ability to construct the correlation model of interdependent uncertainties. 
Furthermore, this correlated uncertainty modelling method further increases the 
capability of collocation method in handling high dimensional PPF analysis. According to 
those features of collocation method, the aim of this thesis was to use the collocation 
method as basic for PPF analysis, and to solve a realistic power transmission network 
problem. In addition, objective was to verify the effectiveness and computation 
efficiency of this method. 
It is noted that a deep and thoughtful understanding of the theories behind the 
collocation method is prerequisite to conduct the PPF analysis. Therefore, in Chapter 2 
the basic theories behind the collocation method are described. In our study, two types 
of collocation method are adopted, and they are probabilistic collocation method (PCM) 
and sparse grid interpolation (SGI) method. The PCM is based on orthogonal 
polynomials and the Gaussian quadrature integration. Whereas, the SGI method is based 
on Smolyak’s construction in multi-dimensional interpolation. Although these two 
methods are based on different theories, they all intend to construct a cost-effective 
surrogate model to replace traditional DPF model. Hence, the PPF computation 
efficiency is strikingly improved with those models. The computation efficiency of both 
collocation techniques is affected by the parameter space dimension. The PCM can build 
up the input-output mapping equation between uncertain inputs to desire outputs with 
less computation effort than MCS, however this method is highly affected by input 
parameter space dimension, hence, it is more suitable for low or medium dimension PPF 
analysis. To solve high dimensional cases, the SGI method breaks the so-called curse of 
dimensionality and is more computationally competent than the PCM, whereas more 
Chapter 7 Conclusions and Future Work 
   Page 85 
complicated steps are applied to construct the surrogate model comparing with the PCM. 
Based on the pros and cons of those methods, in our study: the PCM is applied to solve 
low dimension PPF cases, and to reveal the relationship between interdependent 
uncertainties; and the SGI method is used to high dimensional PPF analysis to achieve 
better computation efficiency. 
Based on the review in Chapter 2, the accuracy of constructing the surrogate model is 
highly depended on the accuracy of probabilistic model of the system uncertainties. 
Therefore, the Chapter 3 presented details of power system uncertainties modelling. In 
our study, the historical data of South Australia power system are used, and the system 
uncertainties mainly considered in our work are system demand and wind farms 
generation. In previously proposed method, the system demand and wind speed are 
modelled using normal distribution and Weibull distribution respectively. However, 
based on our research, in some realistic cases the PDF of neither system demand nor 
wind speed is following any known distribution. Hence, Gaussian Mixture Model (GMM) 
is applied to our work which gives an accurate approximation to the non-Gaussian 
distributions. The constructed PDFs of those uncertainties are compared with the 
original data which confirms the ability of the GMM method to model the non-Gaussian 
distributions. Meanwhile, instead of using either typical wind power curve or theoretical 
wind power formula, according to the features of PCM, the realistic relationship between 
wind speed and wind power generation is constructed by using the PCM. 
Besides the system uncertainties modelling, another challenge in our work was to 
consider the interdependences between system uncertainties which is significantly 
affecting the analysis. Based on the literature review, the Copula theory is a proper and 
efficient method to construct the nonlinear dependent relationship between correlated 
data. In addition, according to different scenarios, two PCM based correlation modelling 
methods are proposed, and their applications are demonstrated. They are:  
- for small number of correlated uncertainties, PCM combined with Fuzzy logical 
optimization;  
- for large number of correlated uncertainties, a special multivariate PDFs modelling 
method which is also based on PCM is applied to build the correlation models.  
Comparing those two novel methods with the Copula method, besides accurately 
revealing the nonlinear relationship between correlated uncertainties, both of those 
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newly developed methods have the ability to reduce the number of system 
uncertainties, hence further improve the computation efficiency in conducting the PPF 
analysis. 
With the power system uncertainties model and the correlation model, the two types of 
collocation method based PPF analysis are detailed in Chapter 4 and Chapter 5. First, the 
PCM based PPF analysis is presented in Chapter 4. In order to verify the effectiveness 
and efficiency of the PCM, a simplified SA power transmission network is used to 
demonstrate how the PCM handles PPF computation. According to the basic theories 
behind the PCM, this method is highly affected by the parameter space dimension. Hence, 
in our study, for small number of correlated uncertainties, the proposed correlation 
modelling method is incorporated to reduce the system dimension, thus making the 
PCM more computationally competent to solve the PPF problems. Meanwhile, because 
for every desired output a separated input-output mapping model is required, by 
increasing number of desired outputs will lead to higher computation cost. So, in our 
case studies, both single output and multiple outputs cases were demonstrated. The 
results are compared with the MCS method, and they clearly show the computation 
efficiency is vastly improved even with multiple outputs case. Once those input-output 
mapping models are created, the power system simulation can be run in real-time, and 
that can guide operator in daily power system operation and scheduling. 
The only limitation of PCM analysis method is that when input parameter space 
dimension increases the computation cost will exponentially increase. To overcome this 
issue, another collocation method, so-called SGI method, is applied to our study. Details 
were provided in Chapter 5. Based on the same aggregated SA power system network, 
the SGI method is first applied to solve independent uncertainties case. Similar as the 
PCM, for each desired output, the SGI method needs to construct the surrogate model 
separately, therefore, the computation cost will increase when more outputs are 
required. Thus, in our study, both single output and multiple outputs cases are 
considered. By comparing with the MCS method, with incredible computation time 
saving of the surrogate model, the SGI method achieves similar computation accuracy as 
the MCS results. Furthermore, the number of the system uncertainties is increased 
which include more correlated data. In other to mitigate the effect of increasing of 
parameter space dimension, the DASGI method, which is developed from the standard 
SGI method, is applied to further improve PPF analysis. Besides this, for large number of 
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correlated uncertainties, the proposed novel correlation modelling method is applied to 
the system as well. To verify the effectiveness and accuracy of this PPF analysis method 
that includes a novel correlation model, results are compared with the one obtained 
with the Copula modelling method. The simulation results from both single and multiple 
outputs indicate that the proposed correlation modelling method combined with the 
DASGI has high computation efficiency without much trade off in accuracy and confirms 
its ability of solving higher dimensions of parameter input space in PPF computation. 
In Chapter 4 and Chapter 5 the effectiveness and efficiency of the collocation method are 
verified. For large power system, the SGI method is more computationally competent to 
conduct the PPF computation. To extend the application of SGI method, Chapter 6 
demonstrates applying this method to the power system planning. The proposed 
probabilistic planning methodology, discussed in this chapter is based on an economic 
cost-benefit analysis, where the economic viability of each proposed network 
augmentation is evaluated. In this context and under significantly increasing 
uncertainty, use of the proposed PPF model, as a main tool for computation in 
probabilistic planning, is seen to be of great potential importance for the South 
Australian transmission grid operator. By using this PPF model a network planner can, 
for each contingency, calculate the probability of constraints and load shedding 
occurrences and predict the impact of load shedding. Furthermore, the Expected 
Unserved Energy can be computed, and with a known Value of Customer Reliability, a 
balance can be found between delivering secure and reliable supply of electricity and 
maintaining reasonable costs for customers. An example area in which the method may 
prove particularly suitable is for performing planning studies of future renewable 
generation and associated system constrains. A vastly reduced computation cost of the 
proposed technique compared to the MCS method will improve the feasibility and 
practicality of performing probabilistic planning studies of large transmission networks. 
7.2 Future work 
This thesis proposed a generic approach of applying collocation method based PPF 
analysis to SA transmission network. Several possible research studies can be carried 
out using this thesis as a starting point. They are described in the following paragraphs: 
• Large power system PPF computation: Comparing with the commonly and 
wildly used MCS method, the significant advantage of the collocation method is 
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its computation efficiency. It is expected that such method will be adequate to 
handle large-size power system. When increasing the size of the power system, 
the computation cost of using MCS method will increase faster than when using 
the collocation methods, hence, this advantage will become more conspicuous. 
Although through the literature review, the ability of collocation method in 
handling large power system PPF computation has been verified, those are all 
based on theoretical testing system. More efforts and attentions should be on 
large real-size power system. Based on the theoretical evaluation, the 
experimental validation will be the next step to justify the practical effectiveness 
of this newly developed PPF analysis methodology. Moreover, more efficient 
programming languages should be considered to further increase the ability of 
collocation method to handle realistic power system PPF analysis. 
 
• Evaluate impact of uncertainties in power system planning: In our 
probabilistic power system planning study, a generic case study is detailed which 
shows the effectiveness and efficiency of collocation method in dealing with 
probabilistic power system planning. However, it only demonstrates a small part 
of that area. With the increasing of renewable generation, the impact of those 
uncertain power system injections will be a challenge to power system planning 
studies. Properly evaluating the impact of those uncertainties to the power 
system will help the planner to figure out future potential constrains on 
renewable generation outputs. Furthermore, the steady state power system 
security assessment can also be conducted based on this impact studies. 
 
• Integrating with power system simulation software: In the current work, 
system simulation has been done for steady state conditions. The dynamic and 
transient analysis of power system is another important type of simulation where 
large number of uncertainties should be considered. The power system 
simulation software, such as PowerWorld, PSS/E and so on, are the proper way 
to implement those dynamic and transient analysis. These tools are used in a 
wide range of planning and operational studies. Therefore, the question is, how 
to integrate the collocation methods with those software tools instead of 
combining them with MCS, and to how to improve the simulation speed 
compared with MCS. Meanwhile, the programming languages used in writing 
those software tools are more efficient than MATLAB and it is expected that the 
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overall probabilistic versions of such tools will be computationally faster 
compared to results presented in this thesis. 
 
• Power system uncertainties quantification: Besides applying the collocation 
method to conduct the PPF analysis, this method can also be employed to 
quantify the power system uncertainties. In dynamic simulation of power system, 
a single machine infinite bus system and SA transmission network can be used to 
test this approach. Compared with MC method, the collocation method applies a 
small number of collocation points which could provide the possibility to reduce 
the number of required simulations. And in state estimation, according to the 
small number of collocation points applied to the simulation, the collocation 
method has the ability to quantify many power system uncertain variables with 
relatively lower computation cost. This approach can also be compared with MC 
method. Meanwhile the collocation method can be applied to study the 
uncertainty in transient behaviour of power system. Furthermore, based on the 
aggregated model of SA transmission network or a larger real-size power system, 
an index for identification of key uncertain parameters can be demonstrated. 
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