Abstract. Motivated by the fact that the Green's function for the Helmholtz equation in 2D space is the Hankel function, we modified the traditional ansatz of geometrical optics by replacing the exponential function with the Hankel function. With the new ansatz, the leading order amplitude in the asymptotic expansion captures the amplitude change of the solution more accurately than the traditional one in the case where there is a point source on the boundary. This allows us to extend the inverse algorithm developed in Ji and McLaughlin ([7]) for the recovery of the Lamé parameter µ from the shear wave displacement field to the case where the shear wave propagation can be modeled by a simplified 2D wave equation and the boundary source becomes a point source in the simplified 2D space.
Introduction
By using an ultrafast ultrasonic imaging system and the cross-correlation technique ( [6] , [14] ), the temporal profile of the shear wave displacement generated either by a vibrating system located at the body surface ( [3] , [11] ) or by the ultrasonic radiation force focused inside the tissue ( [1] , [12] ) can be measured everywhere in the interior as the wave propagates through the medium. In Ji and McLaughlin ( [7] ), we develop an algorithm for solving the inverse problem: find the spatially varying shear wave stiffness parameter, µ, from interior displacement data. Our algorithm is based on the standard geometrical optics expansion when the shear wave propagation in an elastic medium can be modeled by a 2D wave equation with a plane wave source. If we assume the boundary term contains a dominant central frequency, τ , in that case, the differential equation model and the boundary , and the geometrical optics expansion is given by
Here µ is the Lamé parameter, c 0 is the background wave speed andĝ is the Fourier transform of the boundary source in time domain. Equation (1.3) represents the out-going Sommerfeld's radiation condition. Heuristically, this expansion succeeds even in the near field since when µ ≡ 1 then a 0 ≡ u 0 , a constant, φ = 1/µx 1 and a n ≡ 0, n = 1, 2, · · · is an exact solution. One expects then that when µ is nearly a constant such an expansion will give a reasonable approximation to the true solution.
In the problem we consider here, the propagating wave is modeled by a 2D wave equation with dominant central frequency, τ , and a point source resulting in the model and our goal is to find the stiffness parameter µ = µ(x) from the interior displacement u = u(x). Equations (1.5) and (1.6) can be used to model a shear wave propagation in 3D space when µ does not vary in one direction e.g. x 3 axis and a shear stress is applied on the boundary along a line in that direction. Then, the x 3 component of the shear wave displacement vector satisfies equations (1.5) and (1.6) in the x 1 -x 2 plane. In the recent remote palpation experiments done by Bercoff etc. ( [1] ) and Sarvazyan etc. ( [12] ), equation (1.5) is also used to model the propagation of the beam axis displacement of the shear wave in the plane normal to the focused ultrasound beam that is used to excite the shear wave. Although the point source considered in remote palpation is an internal source, the inverse algorithm we develop in this paper can be applied without any modification.
The expansion with the Hankel function
The exact solution to equations (1.5) and (1.6) is given in terms of the Hankel function of the first kind as iĝ(τ )H (1) 0 (κr)/4 when µ ≡ 1 where r = |x| is the radial distance. In the far-field, this function is well approximated by the geometrical optics expansion (1.4) but in the near field there are larger discrepancies if only the first few terms of the expansion are used in the approximation (see Figure 1 (top)). Such discrepancies will cause problems if we develop an algorithm to solve the inverse problem to recover µ in the near field based on a geometrical optics expansion and model (1.5)-(1.6). We recall that Ji and McLaughlin ( [7] ) successfully used the geometrical optics representation to develop an algorithm to solve the inverse problem to recover µ in the near field for the model (1.1)-(1.2). However, in that case, the geometrical optics formula as mentioned in the introduction, gives an exact solution when µ ≡ 1.
Here we make the following proposal. Noting that
we propose for the 2D point source model an asymptotic expansion of the solution of (1.5)-(1.6) in the form
where H (1) m , m = 0, 1, are the Hankel functions of the first kind and θ is the angle of the polar coordinate (r, θ) for the point x.
Equation (2.3) represents the outgoing wave in 2D space. When µ is constant, we have an exact representation for the solution, u, by setting φ = 1/µ r, b = 0, a 0 ≡ u 0 , some constant and a n ≡ 0, n = 1, 2, · · · . After substituting (2.3) into (1.5) with a and b expanded as in (2.4) and (2.5), we get from the highest order term the same eikonal equation
and from the lower order terms the transport equations for the coefficients in the expansion for a where T a and T b are linear differential operators of order ≤ 2
In Ji and McLaughlin ( [7] ), the equations satisfied by φ and a 0 were used to develop a differential algebraic system to solve simultaneously for φ, its transverse derivatives, and µ where a 0 is approximated by the amplitude of the measured displacement. Here we follow a similar outline, however, with several new technical features. In the case of a point source, we have a wave whose front is nearly circular and so here we use a polar coordinate system x 1 = r cos θ and x 2 = r sin θ .
In these coordinates, the gradient operator, ∇, expressed with respect to Euclidian components, and the Laplacian operator, , are given by 
where the operators ∇ and are given in polar coordinates in (2.13) and (2.15). 
Let a 0 , a n , b 0 and b n be the solutions to the transport equations (2.22 
)-(2.25) with initial conditions
satisfies the Helmholtz equation
in the region that is covered by the characteristic curve x(s; y, ξ). The remainder r N +1 is a C ∞ function that is independent of κ ([8]).
For the point source with constant µ, we can choose the phase function φ to be 1/µ r and the leading order amplitude a 0 to be some constant while the lower order amplitude a n ≡ 0, n = 1, 2, · · · . In this case, u = a 0 H (1) 0 exactly ( Figure 1 (bottom)). Since the Hankel function captures the exact decay of |u| as a function of the distance to the source, the change in |a 0 | is expected to reveal the change in µ more accurately than the conventional geometrical optics expansion. To see the improvement of the ansatz (2.3) using the Hankel function over the ansatz (1.4) of geometrical optics when µ varies, the simulated data, |u|, is compared to the leading order amplitude, |a 0 |, in the case of the traditional geometrical optical expansion and |a 0 H (1) 0 (κφ)| in the case of Hankel expansion respectively in Figure 3 where a 0 is calculated differently based on the two different ansatz. The stiffness contrast in this example is about 100%.
Recovering µ
Here we will develop a differential algebraic system that will form the crux of our algorithm for finding µ. The system will consist of equations (2.17)-(2.21) together with two more differential equations for ∂θ/∂θ 0 and ∂ 2 φ/∂θ 2 where θ 0 is the initial angle for the characteristic curve, and in addition an algebraic equation derived from (2.22), the equation satisfied by the amplitude a 0 . Ultimately, we are going to recover µ as a function of the angle θ for each fixed r so that µ is recovered circle by circle around the point source. We, therefore, assume
for some fixed 0 > 0. This condition ensures that r increases with s and so eliminates grazing rays, that is, it requires all rays to radiate away from the origin.
In the Appendix, a sufficient condition on µ that guarantees the satisfaction of (3.1) is given. With the requirement (3.1) satisfied, we change the evolving variable from s to r and rewrite the characteristic ODEs (2.17)-(2.21) as
where by (2.6) (3.5)
Due to the singularity at the source, (3.2)-(3.4) are integrated from r = r 0 , a small distance away from the source. We also assume that µ ≡ constant ≡ µ 0 in this small neighborhood. With this assumption, we know that φ(r 0 , θ) ≡ 1/µ 0 r 0 from (2.3) and the fact that the Green's function of the 2D wave equation in homogeneous medium is the Hankel function, i/4H
If we know µ, then equations (3.2)-(3.4) and (3.6) can be solved uniquely with the requirement (3.1), for θ, p 2 and φ. In order to solve the inverse problem to find µ, we need an additional equation relating µ to the displacement data |u|. We will obtain this equation using the transport equation (2.22) for a 0 if we approximate a 0 by |u|. However, we will see that this new equation is both algebraic and contains a new variable ∂θ/∂θ 0 . This will lead us to augment the equations (3.2)-(3.4) with the algebraic equation together with differential equations for ∂θ/∂θ 0 and ∂ 2 φ/∂θ 2 . Our next task then is to obtain the algebraic equation that relates µ to the leading order amplitude, a 0 , along the bi-characteristic curve, (θ(r; θ 0 , ξ 2 ), p 2 (r; θ 0 , ξ 2 )), where
are the initial values ( [8] ) and in the case of a point source, ξ 2 = 0. We start with the transport equation (2.22) which, in the polar coordinate system and in the new evolving variable, r, has the following form
We then recognize that
by considering (2.17)-(2.21) and (3.7) together where
Equation ( 
Then differentiating (3.2) with respect to θ 0 , we obtain
where Ψ is the same function as defined in (3.9). From (3.8) and (3.10), we obtain the algebraic equation that relates µ to a 0 along the ray, (r, θ(r; θ 0 , ξ 2 )):
is really a quadratic equation for 1/µ since p 1 = 1/µ − p 2 2 /r 2 and so we rewrite (3.11) as
which can then be solved to get
where
Since there are two choices for 1/µ in (3.13), we must take care to make the correct choice. At r = r 0 , we should choose the + sign in front of Proof. From (3.13) and the definition of D in (3.14), we have
which is a quadratic equation in terms of µp Equation (3.13) together with the explicit sign choice given above provides an explicit formula for calculating 1/µ provided that all the terms on the right side of the equation are known. These include the bi-characteristics, θ = θ(r; θ 0 , ξ 2 ) and p 2 = p 2 (r; θ 0 , ξ 2 ) , the phase function, φ, the Jacobian, J, and the amplitude, a 0 . If we ignore all the lower order terms in (2.3), the amplitude, a 0 , can be estimated from the displacement data, u,
There is no contribution from the b terms since its leading term b 0 is set to be zero initially and then stays zero by the transport equation (2.9). This makes a 0 the only leading order term in (2.3). For θ, p 2 , φ, J, and 1/µ, we have the differential algebraic system (3.2)-(3.4), the initial conditions (3.6), (3.10), and (3.13). This system, however, is not closed unless we know
We, therefore, combine the ODE system (3.2)-(3.4), the initial conditions (3.6), (3.10) , and the algebraic equation (3.13) for 1/µ with an ODE for A which we derive next.
Taking the first derivative of the eikonal equation (2.6) with respect to θ, we get 
with the initial conditions 
The unknowns in the ODE-algebraic system are
To give a clear view of the relations between the various unknowns in the system, we rewrite it in the abstract form
showing explicitly that the right hand side of (3.26) depends on the derivative of 1/µ in the angular direction. This feature makes it impossible to solve the differential algebraic system along a single ray.
To overcome this difficulty, we parameterize 1/µ and solve simultaneously along at least as many rays as we have unknown parameters. Our plan is to put 1/µ(r, ·) at each half circular layer, |x| = r (0 ≤ θ ≤ π), in the space of piecewise smooth polynomials called B-splines. To construct the B-spline space for each layer on the interval [0, π], we first need a sequence of breaks on [0, π]. The sequence of breaks is then used to create the knot sequence over which the B-spline basis is constructed. For a brief review of the B-spline theory, please refer to Ji and McLaughlin ( [7] ) or ( [13] ). To simplify our discussion, we shall use for all the layers the same one sequence of breaks
and assume that it is fine enough to provide a good approximation of the target function, 1/µ(r, ·), at each r. For the knot sequence, a standard choice is to repeat the two end points 0 and π exactly k times but keep all the internal breaks Z 2 , · · · , Z M −1 simple so that, in this case, the knot sequence is {z
The resulting B-spline will have k − 2 continuity at each internal break and k − 1 continuity on each subinterval [Z j , Z j+1 ]. The dimension of the B-spline space is then
be the basis for the B-spline space at |x| = r. We keep the evolving variable, r, to indicate the possible dependence of the knot sequence on r although it is the same for all r ≥ r 0 in our discussion. In practice, one may want to use a finer sequence of breaks in a region where there is a higher contrast of stiffness. With
, we can then write as a finite approximation
To determine the coefficients {c
in (3.28), at least N sampling points are needed at each circular layer, r. Initially, a set of sampling points S 0 = {θ
is the solution to the ODE system (3.19)-(3.23) or in the abstract form (3.26) with initial condition
Then, the set of sampling points needed for computing the vector coefficient, c, in (3.28) at r > r 0 is
and we obtain c by solving the least-square problem 
where |u (i) | = |u(r, θ (i) )| is the amplitude of the displacement data along the i-th ray.
The least-square problem (3.30) has a unique solution for the coefficient, c, provided that M T M in (3.31) is non-singular. According to B-spline theory, this is guaranteed as long as the set of sampling points, S r defined in (3.29), satisfies the Schoenberg-Whitney condition. That is, there exists a subsequence 0 ≤ θ
To make sure that the components of c remain bounded, we enforce a stronger condition than the Schoenberg-Whitney condition by replacing the interval R i in (3.33) with the interval
where δ is some small number. Let
We rewrite (3.28) as
to emphasize the dependence of c on the solution to the ODE (3.26) and the data u. With (3.35), the derivatives of 1/µ are simply given by
Inserting (3.35) and (3.36)-(3.37) into (3.26), we get a closed ODE system of finite dimension for V :
and
and where 1/µ, ∂ ∂θ (1/µ) and ∂ 2 ∂θ 2 (1/µ) are given by (3.35), (3.36) and (3.37). The initial condition for V is then
The questions of existence and uniqueness for the ODE system (3.38) and (3.39) are addressed in the same way as in Ji and McLaughlin ([7] ) by assuming:
( 
Proof. We only need to show that v = (θ, p 2 , J, A)
T is bounded when the assumptions 1-4 are satisfied. From assumption 1, the boundedness of θ and p 2 is obvious. Integrating equation (3.21), we obtain We make one more comment before we present the numerical results. As the characteristic rays approach a caustic they become closer together. This has two negative effects. The first is that it creates the undesirable property of oversampling in that region and the second is that near caustics the solution |u| is not well approximated by |a 0 H (1) 0 |. We illustrate this in Figure 7 (top). In this case, the requirement that D ≥ 0 can be violated when we replace |a 0 | by |u|/|H (1) 0 |. We also don't want to stop the algorithm just because one of our assumptions for Theorem 3.2 is violated along one ray. For that reason, we eliminate rays systematically when one of the assumptions 1-3 is violated along those rays (see Figure 7 (bottom)). As shown in the proof for Theorem 3.2, such a strategy prevents the rays we are using for our computation from approaching the caustic.
Note also that the opposite problem can occur. The rays may spread out and create under sampling so that assumption 4, i.e. the Schoenberg-Whitney condition, is violated. In this case, we would add rays, a simple task at any value ofr where we determine the initial values for the new rays by interpolation.
Numerical experiment
The data u(τ, x) is obtained by taking the Fourier transform in time of the solution, w(t, x), to the 2D wave equation and the wave equation is solved in a domain with Neumann boundary condition that is chosen large enough so that no reflections can occur from its boundary during the chosen time interval. For the stiffness function µ, we use the Gaussian distribution
. The size of the region where µ is significantly different from 1 is roughly 2ω 1 × 2ω 2 (see Figure 2) .
For our first synthetic experiment, we use the following parameters The stiffness in the top example is not strong enough to form caustics in the given region while the stiffness in the bottom example is strong enough to form caustics there.
for µ. The stiffness in this example is not so strong. In fact, there are no caustics in the domain with such mild stiffness (see Figure 2 ). Using the same µ, Figure 3 shows the comparison between |u(τ, x)| and |a 0 (x)H
0 (κφ)| where a 0 is given by
Equation (4.8) is derived from the algebraic equation (3.11) that relates µ to a 0 along the ray. For this figure, the values of (θ, p 2 , J) in the right-hand side of (4.8) and the phase φ are computed by solving the ODE system (3.19)-(3.23) with the same exact µ as (4.7) known. We then solve the inverse problem to recover µ from the exact a 0 and |u(τ, x)| shown in Figure 3 To test the stability of the inverse algorithm, we add random noise to the displacement data, w(t, x). Since the amplitude of the wave decays to the order of 1/ √ r as it moves away from the point source, the noise level is chosen according Figure 5 . Snapshot of the wave as it travels through the target medium. Top: the original data without noise. Bottom: random noise is added according to (4.9) with γ = 0.05.
to the displacement when the wave is half way through the target domain. Let w max = max x∈Ω |w(t * , x)| be the maximum displacement at t = t * . We add noise in the following way (4.9)w(t, x) = w(t, x) + γw max σ(t, x) Figure 6 . The recovered µ (bottom) fromũ(τ, x) (top) which is the Fourier transform of the noisy data,w(t, x), in (4.9) with γ = 0.05.
where γ is the percentage of noise and σ(t, x) is a random number generated in Matlab from the normal distribution with mean zero, variance one and standard deviation one. In our numerical example, we choose t * = 0.0345 s. A snapshot of the wave at this moment is shown in Figure 5 . After taking Fourier transform ofw in time to getũ(τ, x), we recover µ fromũ. The result is shown in Figure 6 . 
0 | (black and blue curves) becomes significant as the rays (red curves) approach the caustics. Bottom: The black-solid line represents the recovered µ. The semitransparent surface is the true µ. The red curves are the recovered rays. The inverse algorithm ignores those rays (broken red curves) when they fail to produce a real solution to the quadratic equation (3.12) .
Note that there is no preliminary filtering of either the original data,w(t, x), or its Fourier transform,ũ, before we use it in our inverse algorithm. The distance between the breaks for the construction of the B-splines can be adjusted to be larger in order to minimize the influence of noise. As we remarked in Ji and McLaughlin ( [7] ), solving the least-square problem (3.30) with more sampling points than the breaks has a smoothing effect.
For the second experiment, we increase δµ max from 1 to 3 so that caustics are formed in the target domain (see Figure 2) . In this case, the exact amplitude a 0 grows to infinity at these caustics while the solution u(τ, x) to the Helmholtz equation (1.5) is finite. Therefore, the idea of using |u| to approximate |a 0 H (1) 0 | gives a poor approximation around these points (see Figure 7) . In fact, the mismatch between |u| and |a 0 H (1) 0 |, due to the strong contrast of stiffness, becomes significant so that it fails to produce a real solution to the quadratic equation (3.12) for 1/µ before the caustics start to appear at r = 6. As we mentioned before, we get around this obstacle and continue our algorithm by simply stopping those rays in our B-spline interpolation. If Figure 7 is examined closely, it can be seen that the regions around the caustics are cut off. In this way, we also prevent the rays from going through the caustic.
From Theorem (A.1), a more restricting but independent of ray path condition is given by max Ω ∂µ ∂θ ≤ 0 (min
where Ω is some region of interest.
