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ABSTRACT 
Let V be an n-dimensional Euclidean vector space, and let V(“‘) be the corre- 
sponding m-th completely symmetric space over V equipped with the induced inner 
product. The purpose of this paper is to prove the following conjecture of H. A. 
Robinson: if T is a linear operator on V cm) and ( Tz, z) = 0 for every decomposable 
element z of Vcm), then T is skew-symmetric. 
INTRODUCTION 
Let V be an n-dimensional inner product space. Let g V be the m-th 
tensor power of V. Denote the set of decomposable tensors in $ V by D, 
i.e.: 
D={u1~u2~...~~~:ui~V,i=1,2 ,..., m}. 
The space V induces an inner product on 6 V which satisfies (ui @u, 
a., . @urn, u,@Ju,@* * * c3um)=IIy_1 (ui, ui) for any two decomposable 
tensors. Watkins [6] proved that if V is a unitary space and T EHom( 5 V, 
g V) satisfies (Tz, .z) = 0 for every z E D, then T=O. The real analogue of 
this result does not hold. Bronson [l] and Watkins [6] gave examples where 
V is a Euclidean space, T EHom( g V, 5 V), and its quadratic form 
vanishes on D, but T is not skew-symmetric. 
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Robinson [5] investigated this point and found out that in the real case, if 
T is symmetric, then (Tz, z) = 0 for every z E D if and only if T belongs to the 
subspace spanned by operators of the form T,@ T,@ - - . 63 T,, where Ti E 
Hom(V, V), i=l, 2 ,..., m, the number of Tj which are skew-symmetric is 
even and positive, and the remaining Ti are all symmetric. 
In the same paper Robinson also conjectured the following: let V be a 
Euclidean n-dimensional vector space and denote by V(*) the mth com- 
pletely symmetric space corresponding to V, that is, Vcrn) is the symmetry 
class of tensors corresponding to the symmetric group S,,, and the character 
x~ 1 (cf. [4, Chapter 21). Suppose that T EHom( V(“), V(“‘)) and that the 
quadratic form of T with respect to the induced inner product on V@‘) 
vanishes on the decomposable elements of V(“‘). Then T is skew-symmetric. 
It is our purpose to prove this conjecture. 
Other results that are related to those described above can be found in 
PI, [31, [51, PI. 
MAIN RESULT 
In this section we prove our main result. We use throughout the defini- 
tions, notation, and results given in [4]. 
Given two positive integers m and n, let G,,,, denote the totality of 
nondecreasing sequences (Y = (o(l), a(2), . . . , a(m)), so that o(i) is an integer 
and 1 <o(i) <n, i = 1, 2,. . . , m. The sequences in G,,,_ are ordered in the 
lexicographic order. Given any sequence w, w E G,,,, and an integer t, 
1 < t <n, let m,(o) denote the multiplicity of t in w, and let v(w) = l37, ,m,(w)!. 
Let V be an n-dimensional Euclidean vector space, and suppose that 
E={e,, e,,..., e,,} is an orthonormal basis of V. Let V(“) be the mth 
completely symmetric space over V equipped with the induced inner prod- 
uct. A typical decomposable element of V(“) is denoted by u1.u2* . . urn, 
where vi E V, i = 1, 2,. . . , m. We write e: = e,(,)*e,(,)* 1 . e+,) for any (Y E 
G m,n. The orthonormal basis E induces an orthonormal basis 
E.={ds] ei:crEG,,,}forV(“‘). 
Suppose that 
” 
vi = x xiiei, i=l,2 ,..., m. 
i=l 
Then we denote by X = (xii) E R m,n the m X n matrix whose entries are the 
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coordinates of or, v2,. . . ,v,, and by ~8) its ith column. If x = vr*vs. . * vmr then 
z has the expansion 
where 
c =LperX[(l,2,...,m)(a]. a 
u(a) 
Here per X [( 1,2,. . . , m) la] denotes the permanent of the m X m matrix whose 
element in the i, j position is equal to xi,=( /), i, i = 1,2, . . . , m. 
Suppose that T E Hom( V(“‘), V’“‘). Let 
be the matrix that represents T relative to the orthonormal basis E’. If 
z= Vr’Ua’ * * v,, then it follows easily from (2), (3), and the orthonormality of 
the basis E ’ that 
xperX[(1,2,..., m)(a]perX[(I,2,...,m)lP]. (4 
We can now state the main result. 
THEOREM. Let V be an n-&men&ma1 Euclidean vector space. For 
m > 2 bt V(“‘) be the mth completely symmetric space over V equipped with 
the induced inner product. Zf T EHom( V(“), V@‘)) and satisfies (Tz, z) = 0 
fw evey decomposable element x of V(“‘), then T is skew-symmetric. 
Proof. By (4) it clearly suffices to prove that given an 
real matrix A = (a,), $,II/ E G,,,, such that 
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for any mX n real matrix X= (xif), then A is skew-symmetric. We may 
rewrite this statement slightly and prove that if A is a real upper triangular 
matrix and satisfies 
(5) 
for any m x n real matrix X, then A = 0 (here 9 < 4 if and only if + precedes 
I/ in the lexicographic order). 
The proof of the theorem is by a double induction on m and n. The 
theorem was proved for the case m =2 by Robinson [S, Theorem 91, so 
consider the general case for m > 3. The case n = 1 is trivial, and so assume 
n>2. 
The case n = 2. The choice x 0) = 0 clearly implies that a(=, . .a), (=, .s) = 0. 
Now suppose that aus = 0 for all pairs (Y, /3 E G,,, such that (Y < j3 and 
ml(o) =max{m,(a),ml( /I?)} <k, where k > 0. Denote by e, the ith standard 
unit column vector in R m. Choose x(l) = X( e, + e2 + * . . + e, + J where X E R 
is arbitrary, and choose @) so that all its entries are positive. For this choice 
it follows immediately from (5) that there exist nonzero numbers 
go,g l~““&c+l such that 
&J~(l~2...2),(22...2) ~k+1+gl~(l,..12...2),(12...2)~ k+2 
- 
!%+I It+1 
+ .‘. +gk+1a 
(1~2...2),(1~2.‘.2) 
h2k+2,0 
I-+1 IX+1 
Note that terms involving sequences o such that ml(o) > k + 1 vanish by the 
choice of x(l). Since A is arbitrary, it follows that uas = 0 whenever cy, j3 E 
G m,n, (Y < p, and ml(a) = k + 1. Hence the case n =2 is proved. 
The case of an arbitrary n. We may now assume n > 3. By the induction 
hypothesis the result holds for all lower values of m, and for the given m for 
all lower values n. 
GiIen any sequence 6 = (6(l), 6(2), . . . , 6(n)) of nonnegative integers such 
that x 6(i)=2m, let 
i-l 
(ml(~)+ml(~).m2(9)+m2(~),...,m,(~)+m,(rCI))=6}. (6  
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Suppose that X E R”‘,“. Let hi,&, . . . , A,, be real numbers, and define 
Y ERrn*” by y(*)=x,x(‘), i=1,2 ,**a, n. It follows from (5) applied to the 
matrix Y that 
where the first sum ranges over ah 6 = (S(l), S(2), . . . , S(n)) such that Cq, ,6(i) 
= 2m, and 6(i) is a nonnegative integer, i = 1,2,. . . , n. Since A,, A,, . . . , h, are 
arbitrary, we get 
for every X ERm*“. 
Hence, by (7), we may assume that the matrix A is upper triangular, and 
that in addition there exists 6 (as described above) such that uus =O 
whenever (a,p) B F,, that is, the only possible nonzero entries of A belong to 
positions (a,P) in the matrix such that (a, p) E F6. 
Hence we may assume that (a,p) E Fe, and have to prove that amp =O. 
Suppose first that there exists i. 1 < j < n, such that mJa) = mi( p) = 0. 
Choose x(r)=O. The induction hypothesis for n - 1 implies that uaP = 0. 
Therefore we can assume m,(a) + m,( p) > 0, i = 1,2,. . . , n. 
Consider first the case that there exists i, 1 < j <n, such that n+(a) >0 
and m/(p)>O. Given any wEG,,, such that mi(w) >0, denote by w/i the 
sequence in G,,,_ I,n obtained from w by deleting i exactly once. We choose 
now the first component of x (0 to be equal to 1, and the first component of 
x(*) for any i#j to be zero (ah other entries of X remain arbitrary). For this 
choice it is clear that 
i 
0 
perX[(1,2,...,m)lw]= 
if mj(w)=o, 
mj(o)perX[(2,3,...,m)(w/i] if mJw)>O. 
Hence, it follows from (7) that 
2 
(+.+)ES 
mi(+)mj(+)u,,perX[ (2,. . ., +4/i] perX[ (2,. . , m)lJl/i] =a 
TM)>0 
mt(49 >o
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We can now apply the induction hypothesis for m - 1, since there is no 
restriction on the choice of entries of X in rows 2,3,. . . , m. As indicated, the 
only nontrivial contributions come from pairs (p,$ such that (+,$) E F, and 
mf($) >0, m,(G) >O. The element aaa will now contribute to the summand 
that corresponds to the a/i, p/i position in the new quadratic expression 
obtained, and no other a+$ such that (+,$) E F6 will contribute to this 
summand (recall that we have a++ = 0 if (+, 4) @ F6). Hence, by the induction 
hypothesis, aa0 = 0. 
It remains to consider the case that for each i, i = 1,2,. , . , n, m*(a) = 0 or 
m,(p)=O. Since n>3 and m,(a)+m,(fi)>O, i=1,2,...,n, there exist l<k 
<I <n such that mk(a) > 0, ml(a) > 0 or m,( p) > 0, 9(p) > 0. Suppose that 
the first possibility occurs, for the proof in the second case is similar. Hence 
mk( p) = ml( /3) = 0. Given any w E G,,,, let w( k, I) be the sequence obtained 
from w by (i) replacing each occurrence of 1 with k, (ii) replacing i with i - 1 
for 2 + 1 < i <n, and (iii) reordering the sequence to produce a nondecreasing 
sequence. Now choose X so that x @)=~(~).L.et YbethemXn-lrealmatrix 
obtained from X by deleting x(‘). It follows from (7) that 
(++x&,PeqP~2~ ...ym)l+(k,Z)] per Y[ PA.. . ,m)lJ/(kz)] -0 
for every Y ERm*n-l. Clearly aaa will now be the coefficient of the term in 
the a(k, Z), /3( k, I) position of the new quadratic form obtained, and no other 
a++ with (+,\cl) E F6 will contribute to the same position. The induction 
hypothesis for n - 1 implies that amp = 0. This completes the proof. n 
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