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Insights into one-body density matrices using deep learning
Jack Wetherella,b‡, Andrea Costamagnac,d,e,b, Matteo Gattia,b,c, and Lucia Reininga,b
The one-body reduced density matrix (1-RDM) of a many-body system at zero temperature gives direct access to many observables, such
as the charge density, kinetic energy and occupation numbers. It would be desirable to express it as a simple functional of the density or
of other local observables, but to date satisfactory approximations have not yet been found. Deep learning is the state-of the art approach
to perform high dimensional regressions and classification tasks, and is becoming widely used in the condensed matter community to
develop increasingly accurate density functionals. Autoencoders are deep learning models that perform efficient dimensionality reduction,
allowing the distillation of data to its fundamental features needed to represent it. By training autoencoders on a large data-set of
1-RDMs from exactly solvable real-space model systems, and performing principal component analysis, the machine learns to what extent
the data can be compressed and hence how it is constrained. We gain insight into these machine learned constraints and employ them to
inform approximations to the 1-RDM as a functional of the charge density. We exploit known physical properties of the 1-RDM in the
simplest possible cases to perform feature engineering, where we inform the structure of the models from known mathematical relations,
allowing us to integrate existing understanding into the machine learning methods. By comparing various deep learning approaches we
gain insight into what physical features of the density matrix are most amenable to machine learning, utilising both known and learned
characteristics.
1 Background and Objectives
The development of modern technology is driven by our under-
standing of the behavior of systems at the quantum mechani-
cal level. Theory and numerical calculations play an important
role in the development of this understanding. However, real
materials consist of interacting particles, which gives rise to the
vastly unfavourable computational and memory scaling required
to solve the underlying equations. If we could solve the many-
body Schrödinger equation for the ground-state wavefunction
and store such an object, observables could be calculated as ex-
pectations values, but this is not possible for systems of interest.
The Hohenberg-Kohn theorems within density functional theory
(DFT) tell us that we can instead describe any observable in terms
of the much more manageable electron density1, but the form of
almost all such functionals is unknown.
The one-body reduced density matrix (1-RDM) can be thought
of as an intermediate quantity between these two extremes. As
with the density, it avoids the problem of having to store a func-
tion of all the spin and spacial coordinates of the system. For a
N-electron spin-resolved system at zero temperature the 1-RDM
is given by
γ(r,r′) = N
∫
Ψ(r,r2,r3, . . .)Ψ∗(r′,r2,r3, . . .)dr2dr3 . . . . (1)
Its diagonal is the charge density n(r) = γ(r,r). The expectation
value of any local or non-local one-body operator in terms of the
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density matrix is
O[γ] =
∫
O(r,r′)γ(r,r′)drdr′. (2)
In particular, the kinetic energy K of the many-body system reads
K[γ] =− }
2
2m
∫
∇2 γ(r,r′)
∣∣
r=r′ dr
′. (3)
While reduced density matrix functional theory (RDMFT)2–12
performs a constrained minimisation of the total energy E over
the 1-RDM, it would be possible to perform the minimisation over
the density itself if we could express the 1-RDM as functional of
the density. This would allow for direct minimisation of the en-
ergy within DFT without the need for a Kohn-Sham (KS) aux-
iliary system13, which introduces orbitals14. Therefore it would
be highly desirable to find the functional γ[n], as this would allow
these key quantities to be themselves expressed as functionals of the
charge density. The search for such a functional does not have to
be completely blind. In particular, the density matrix is an object
that is subject to many constraints2. Not all functions f (r,r′) are
valid density matrices, in the sense that they can be computed
from the ground state wavefunction of a Hamiltonian with a lo-
cal and static potential. The knowledge of constraints is crucial
when building functionals, as it considerably reduces the domain
of legitimate functionals one must search over15.
In the data science community, there is an exponential growth
of modern machine learning methods, that each day are being
applied to successfully solve increasingly difficult problems with
astonishing accuracy. Such problems were previously thought to
be impossible to solve numerically, in particular in the field of im-
age processing. As the 1-RDM stored on a numerical grid is essen-
tially an image, with a dominant spacial structure, the question
naturally arises: Can these methods be used to gain new insights
into the 1-RDM and help us find the functional we desire?
Machine learning is becoming increasingly utilised in the field
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of condensed matter physics16–34. In particular, machine learn-
ing has been shown to yield impressive results for the computa-
tion of the exchange-correlation potential within DFT. In a recent
work35, small exactly solvable molecules are used to train a ma-
chine learning model for the exchange-correlation potential. The
authors demonstrate that this can then be used to predict the
properties of more complex molecules. This exploits the holo-
graphic density principal of molecules36, which suggests that the
behaviour at a given part of a large molecule (for example a bond)
is also present in a small molecule. Machine learning is also
widely utilised within condensed matter physics, and has been
shown to be able to perform the Hohenberg-Kohn mapping from
the external potential to the charge density directly using kernel
ridge regression37.
We wish to augment machine learning models with our current
approaches, such that only the smallest possible parts, which are
the most difficult to approximate, have to be learned. This raises
three fundamental questions: Can machine learning give insights
to the 1-RDM, in particular constraints? Can machine learning al-
gorithms optimised for image processing learn the functional γ[n],
and can we integrate this with pre-exiting physically-based models
so we need only learn the neglected phenomena, and if so which part
is the most amenable to machine learning?
2 Machine Learning Methods
Deep learning is a powerful method within machine learning that
is used to perform very high dimensional and extremely non-
linear fitting using a large data-set on powerful hardware. We
now introduce the deep learning methods that we utilise to an-
swer our proposed questions, and how in particular they relate to
physical problems faced in quantum chemistry.
2.1 Deep Neural Networks
Deep neural networks are numerical models that are trained to
recognise patterns and relationships between data. For our pur-
poses we will use them to perform generalised regression. If we
have a labeled data-set of known inputs {x} and known outputs
{y} a deep neural network can learn any non-linear map f : x→ y,
that can make predictions on novel x values. This is learned
through the process of gradient descent, where the parameters
of the network are adjusted to minimise the error of predictions
made on known data. With proper structuring the inputs and out-
puts can be of any form: images, functions, numerical values etc,
and the model with enough complexity can learn any arbitrarily
non-linear mapping.
The simplest type of neural network we will utilise is the mul-
tilayer perceptron (MLP)38, illustrated in figure 1. A MLP is com-
posed of layers of perceptions, each holding one value, computed
as a weighted linear sum of its inputs {x} passed through some
non-linear activation function σ : σ (∑iwixi+b), where {w} are
the weights of the layer and b is the perception’s bias. It is the
many layers of these perceptrons, each a non-linear combina-
tion of all the perceptrons in the previous layer, that allows the
network to learn highly intricate relationships. During training
the weights and biases are adjusted through gradient descent, af-
ter being randomly initialised, until the error with respect to the
known data is minimised.
Fig. 1 An illustration of a multilayer perceptron (MLP)39. The circles
represent the layers of perceptrons, that are fully connected between
layers. The red and blue lines represent the values of the weights of each
layer (one set of {wi} for each perceptron), where blue indicates a positive
weight, and red a negative weight. Each perceptron also has a bias b that
is not shown. It is these weights and biases that are adjusted during the
training via gradient descent. The middle two layers are termed hidden
layers as they are not directly connected to the inputs or outputs. With a
sufficient number of perceptrons in the hidden layers, this network can in
principal learn any arbitrarily complex mapping from the 8 input values,
to the 1 output value y1 = f (x1,x2, . . . ,x8).
2.2 Autoencoders
Autoencoders (AE) are deep neural networks that are trained to
perform efficient generalised data compression40. They consist
of a neural network that is trained to reproduce exactly its own
input data as output data fAE : x→ x. A single hidden layer acts
as a bottleneck, containing fewer perceptions than in the input
and output layers, compressing the data to a latent space. The
two parts of the autoencoder can be separated into the encoder
fE : x→ x′ and decoder fD : x′→ x, where x′ has a smaller dimen-
sionality then x.
The amount to which data can be compressed depends on its
features. For example, images of only faces can be compressed
significantly more than general images, as they are more heav-
ily constrained. Therefore the use of AEs can be thought of as
domain-specific data compression, as the network learns the un-
derlying features of a specific data-set (domain), and so learns
to exploit these in order to achieve a greater degree of compres-
sion. In general, there is a deep connection between compression
and constraints: the more data is constrained, the more it can be
compressed losslessly. We propose training an autoencoder on the
1-RDM in order to inform: to what extent it can be compressed,
the nature of the compression, and how one can extract these
constraints. In particular, we would hope the AE would learn the
1-RDM γ(r,r′) can be compressed to a latent space of the dimen-
sionality of its diagonal n(r).
In principle we could use a MLP with a bottleneck layer as our
deep autoencoder. However, this would be onerously expensive
and inefficient, for the same reasons MLPs are rarely used for im-
age processing: they do not exploit the spacial structure, treating
each pixel of data totally independently from the rest. Instead,
density matrices do have strong spacial structure: for example,
for the most common external potentials they are continuous and
smooth. Therefore, we utilise convolutional autoencoders (CAE)
to learn the constraints of the 1-RDM. CAEs convolve several ker-
nels over the two dimensional input image using element wise
multiplication41,42. These values are then passed to some non-
linear activation function σ . This can be thought of as ’scanning’
over the image with a filter representing a particular feature. The
resultant values describe the similarity between a region of the
image and the feature of interest. It is this that exploits the spacial
structure of the image. This process is repeated until the spacial
information of the image has been converted from real space to
a 1-dimensional feature space. This is our bottleneck layer. This
process is then reversed using transpose convolutions layers (that
perform the inverse operation) until the image is recovered. This
is illustrated in figure 2. It is the kernels of this network that are
adjusted throughout training, until the input image can be recon-
structed as the output to a required tolerance over the data-set.
This then allows us to learn arbitrarily non-linear constraints of
the 1-RDM, and find a latent feature space where the 1-RDM as
a functional of the density may be simpler. We employ CAEs to
learn constraints and develop approximate functionals for the 1-
RDM on a large data set.
Fig. 2 Illustration of a convolutional autoencoder (CAE)39. The 2 di-
mensional input image is convolved with kernels reducing the spacial
dimensions and increasing the number of features until the data is to-
tally reduced to a feature latent space with far fewer degrees of freedom
that the original image. This compression can be achieved as the im-
age contains some intrinsic structure, as opposed to totally random pixel
values. This process is then inverted with transpose convolutional layers
until the original image dimension is recovered. This network is trained
by adjusting the kernels through gradient descent until the output im-
age reproduces the input image to a given tolerance over the training
data-set.
2.3 Principal Component Analysis
The simplest autoencoder we can imagine is dimensional reduc-
tion via principal component analysis (PCA)43. PCA consists of
computing the linear transform to an orthogonal space that is de-
signed such that each component is ordered by its variance44.
This is illustrated in figure 3. If the variance of a given com-
ponent is zero, that component can be neglected such that the
original data is recovered exactly upon the inverse transforma-
tion. Good approximations are obtained when components are
neglected whose variance is small. It is important to note that the
PCA is a strictly linear transformation, and so can only determine
linear constraints in data (in contrast to CAEs).
We will now introduce how PCA is performed on a data-set
PC1PC2
Fig. 3 A simple illustration of principal component analysis (PCA). The
blue dots show a set of paired data points {(xi,yi)}. The PCA applied
to this data yields an orthonormal basis shown by the two black arrows.
They are ordered by their variance, with principal component 1 (PC1)
being the component of most variation. If we then use this to perform a
lossy compression we simply discard the principal component 2 (PC2) and
perform the inverse transform, yielding the reduced data points shown in
green.
consisting of T NxN matrices. We begin by considering element t
of our data-set:
γ(t) =

γ(t)N1 · · · γ
(t)
NN
...
. . .
...
γ(t)11 . . . γ
(t)
1N
 ∈ RN×N . (4)
In order to represent this matrix, it is possible to define a N2-
dimensional basis, each component of which points to a different
entry of the matrix
Be = {|er〉}N2r=1 = {|er[i, j]〉}Ni, j=1
This basis leads to the ‘flattened’ version of the original matrix,
represented as the following vector:
|γ(t)〉=
N
∑
i, j=1
〈er[i j]|γ(t)〉 · |er[i j]〉=
N
∑
i, j=1
γ(t)i j |er[i j]〉 (5)
or, also
γ(t) =
[
γ(t)11 γ
(t)
12 · · · γ
(t)
NN
]
∈ RN2 . (6)
Out data-set of T such vectors is then denoted:
Γ=

γ(1)
...
γ(T )
 (7)
The disposal of this data-set allows us to define a new basis with
which it is possible to describe the γ-vectors. The PCA is then
considered a linear numerical method to determine the following
two sets of quantities:
• |γ0〉: The mean matrix. The knowledge of this allows writing
each matrix under analysis in terms of its variations from the
mean |γ〉= |γ0〉+ |γ˜〉. This is termed the mean-adjusted ma-
trix. The mean matrix components in the previously defined
basis read
(γ0)i j =
1
T
T
∑
t=1
γ(t)i j .
• Bpca = {|pi〉}N2i=1: A new basis, corresponding to the princi-
pal components (or principal directions). They are the nor-
malized eigenvectors of the covariance matrix
C =
1
T −1Γ
†Γ=
N2
∑
r,r′=1
cr,r′ |er〉〈er′ |
cr,r′ =
1
T −1
T
∑
t=1
(γ(t)r − (γ0)r)(γ(t)r′ − (γ0)r′).
The eigenvalues of such a matrix are termed the variances
{σ2i }N
2
i=1. The principal components are the directions along
which, in the data-points, there are the most informative
variations with respect to the average matrix (see figure 3).
They are sorted by importance depending on the value of
the associated eigenvalue.
The knowledge of the data-set in this form implies that, by solving
the eigenequation, one can determine the coefficients 〈er|pi〉 in
the expansion
|pi〉=
N2
∑
r=1
〈er|pi〉|er〉. (8)
Each 1-RDM can be expressed in this new basis in an expansion
called principal components decomposition:
|γ〉= |γ0〉+
N2
∑
i=1
〈pi|γ˜〉 · |pi〉. (9)
The main property of PCA is that the existence of linear con-
straints in between the features of the object under analysis (en-
tries of the matrix) leads to vanishing eigenvalues, associated to
non-informative principal components. This allows the compres-
sion of the information by using a number ν <N2 of components.
For example, if the matrix is symmetric γ(t)i, j = γ
(t)
j,i ∀t, the data can
be compressed to ν ≤ N(N+1)2 , and the matrix can be fully repre-
sented using a reduced number of principal components
|γ〉= |γ0〉+
ν
∑
i=1
〈pi|γ˜〉 · |pi〉. (10)
3 The data-set
In order to investigate to what extent deep learning can answer
our questions of interest, we construct a large training and test-
ing data-set of external potentials, charge densities and 1-RDMs.
To generate the data-set we use the iDEA code45,46. This exactly
solves the many-body Schrödinger equation for finite systems of
up to four electrons interacting via a softened Coulomb interac-
tion on a one-dimensional real-space grid given any arbitrary lo-
cal external potential. In addition, it provides implementations
of many widely-used approximate methods47. After computing
the exact many-body wavefunction, any required observables can
be obtained via expectation values directly. The model systems
solved by the iDEA code have in the past been used to develop
improved approximations to DFT48,49, many-body perturbation
theory50, as well as investigating the nature of exact potentials51,
where the model systems have been shown to well describe cru-
cial features as that of real three-dimensional molecules52.
The training data is composed of a large family of randomly
generated two-electron systems in their spin-resolved ground-
state. For each system we: construct a randomly generated
smooth potential V (x) for which we determine the exact ground-
state many-body wavefunction. From this we compute the charge
density n(x) and 1-RDM γ(x,x′). We also, for the same po-
tential, compute the charge density and 1-RDM using purely
non-interacting electrons (NON) and unrestricted Hartree-Fock
(UHF). As these are finite systems in the ground state, the 1-
RDMs are real-valued functions. We define the external potential
as a sum of randomly distributed Fourier components within a
large confining potential53:
V (x) = Dx10+T
N
∑
n=1
(
ancos
(npix
L
)
+bnsin
(npix
L
))
, (11)
where L= 15(a.u.)∗ is the width of system, N = 3 is the number of
Fourier terms, D= 10−11 is the damping factor of confining term
and T = 0.1 is damping factor of Fourier terms. an and bn are
generated randomly with a uniform distribution from − 2L3 to 2L3 .
We generated a data-set of 50,000 systems for 2, 3, 4, 6, and 62
grid points.
Figure 4 shows the first five elements of the 50,000 test sys-
tems in the data-set with 62 grid points. The systems display a
wide range of potentials, densities and 1-RDMs, exhibiting a wide
range of localisation and correlation. We use this data-set to train
and test our deep learning models.
4 Learning Constraints
4.1 Constraints of the charge density
We will now investigate to what extent the machine can learn fun-
damental principles. Not all functions of two variables f (x,x′) are
1-RDMs due to its constraints, and so we now investigate to what
extent the machine can learn such constraints. To begin we will
focus on the simplest example possible. We will use the data-set
of only 2-points, as it makes it possible to visualise and quantify
all the relationships between the data. We will first see if we can
use PCA to learn the known constrains of the charge density. As
the space only contains 2 points, the density is represented by 2
values n1 = n(x1), n2 = n(x2). The following are two known con-
straints:
1. n1+n2 = N∆x
∗Hartree atomic units: me = }= e= 4piε0 = 1.
Fig. 4 The first 5 elements of the 50,000 systems in the data-set. Row 1 shows the randomly generated (as defined by equation 11) external potential
V (x), the interacting charge density n(x), and purely non-interacting charge density nNON(x). These potentials give rise to a wide range of density
shapes, locations and overlaps. Row 2 shows each of the systems exact 1-RDM γ(x,x′), where the dotted lines indicate the diagonal x= x′. This can
be contrasted with row 3, showing the purely non-interacting 1-RDM γNON(x,x′). All quantities are given in a.u.
2. n1 > 0 and n2 > 0.
Applying PCA to the data-set we find the components shown
in figure 5(a). The principal components have the variances
[2.19× 10−3,4.19× 10−16]. The PCA has encoded some physical
insight: the first principal component describes that if an amount
of charge is removed from one spacial position, it must be added
to the other spacial position. This describes the charge is free to
move along the x-axis. Component 2 describes adding and remov-
ing charge from the system. As the variance of this component is
(numerically) zero, it indicates that the amount of charge must be
the same as the average system, therefore illustrating the conser-
vation of particle number. The range of these components in the
data-set gives us the positivity condition. This shows that in this
simple case, PCA can be used to encode both of the constraints
on the density, due to their linearity. We see this trend continues
to the 3, 4, 6, and 62 grid point data-sets: the PCA finds that a N
point system can be reduced to at least
N→ N−1 (12)
components losslessly, as the final component is entirely deter-
mined by the linear normalisation condition. Therefore the points
of the density lie in a N dimensional-flat plane.
When considering the solution to a quantum system we as-
sume V (x) can take any form that gives a valid solution of the
Schrödinger equation. But in reality, when studying a class of
systems, such as molecules, the range of external potentials is
much smaller, simply determined from the atomic positions and
charges. These potentials are constrained by the atomic nature
of matter within the Born-Oppenheimer framework. Constrain-
ing V (x) in this way has the effect of also constraining the ob-
servables - maybe some of these constraints are linear. If there
are additional linear constraints, they will be found by PCA. Our
62-point data-set has a characteristic well defined structure, as it
is formed from a Fourier series and confining potential, in addi-
tion to the usual smoothness and continuous requirements of the
charge density. This is in contrast to the 2 point case where po-
tential is essentially 2 independent random values, where there
is no concept of smoothness. The inset of figure 5 (b) shows the
logarithm (to the base 10) of the variance of each component in
the 62-point case. This shows that only 41 components are neces-
sary to describe the density to numerical accuracy, much smaller
than N− 1 (61). This has captured these additional linear con-
straints. Figure 5 (b) shows how the structure of the density is
assembled from adding successive principal components. Only
15 are needed to reduce the error to 10−6 (a.u.). This illustrates
that using a constrained class of external potentials, in addition to
the usual smoothness constraints, leads to additional constraints
in the charge density, which in turn leads to additional linear con-
straints that can be extracted using PCA.
4.2 Constraints of the density matrix
We now apply the PCA to the 1-RDM. We would expect the PCA to
learn the same linear constraints as for the density, as the 1-RDM
contains the density along its diagonal. Moreover, the PCA should
learn the additional linear constraint of symmetry, so altogether:
1. ∑i γii = Ndx
data
a)
b)
Fig. 5 PCA being applied to the charge density. Panel (a) shows the
density data values of the 2-point data-set along with the two orthogo-
nal principal components (PC). PC1 corresponds to the charge moving
between the two points, and PC2 corresponds to changing the net value
of charge. From the variances [2.19×10−3,4.19×10−16] we see that the
PCA has learned that the density is constrained by the total charge. By
looking at the data this way we can see clearly that this is a linear con-
straint that the PCA can capture exactly. The inset in panel (b) shows
the logarithm (to the base 10) of variance of the PCA components for
the 62-point data-set. The horizontal grey dotted line illustrates floating
point numerical precision, and the vertical indicates the 42 components
needed to obtain such accuracy. Panel (b) shows an example 62-point
density of various numbers of included principal components, along with
the exact density for comparison.
2. γii > 0 ∀i
3. γi j = γ ji ∀i, j.
Where again we consider the 2-point case, and so the 1-RDM
is represented by 4 values γ11 = γ(x1,x1), γ12 = γ(x1,x2), γ21 =
γ21(x2,x1), γ22 = γ(x2,x2). We will write these in ‘flattened’ form.
γi j→ γr[i j]. (13)
In this way, the 1-RDM becomes a 4-dimensional vector, and so, in
our case, the four elements of the 1-RDM are denoted γ11→ γr=1,
γ12 → γr=2, γ21 → γr=3, γ22 → γr=4. Where γr=1 and γr=4 are the
diagonal elements. We apply PCA to this 2-point data-set of 1-
RDMs. We observe that this yields 2 components with non-zero
variance. These are shown in figure 6 (a), and compared to the
components of the density obtained in section 4.1. We see that
the component 1, corresponding the direction of maximum vari-
ance in the data-set, is exactly the same as the corresponding den-
sity component, with no non-zero value in the off-diagonal terms.
This can be thought as moving along the flat density plane. It is
this term (along with the fact that the component changing the
net charge has a variance of zero) that captures the first 2 con-
straints, as in section 4.1. Component 2 has no non-zero values
in the diagonal, but only values in the off-diagonal terms. As indi-
cated by arrow pair 1, the two off-diagonal terms have the same
value, this has captured the symmetric constraint. The PCA de-
scribes: if you set γ12 by a given value, you must set γ21 to exactly
the same value.
We now apply the PCA to the 4-point data-set of 1-RDM. This
will inform what compression the PCA can perform losslessly: can
it encode the N2 elements of the 1-RDM by only N, as in DFT? We
find that this is not the case, as in the 4-point case the PCA can
perform the lossless compression from 42 elements to 9. In gen-
eral we find that for an N-point system the PCA can perform loss-
less compression to at least
N2→ N(N+1)
2
−1. (14)
This is simply the number of diagonal elements subtract 1 plus
the half the number of off-diagonal elements. This is exactly the
amount that is derived from the three constraints of the 1-RDM,
and hence the PCA finds there are no additional linear constraints
we were missing. Figure 6 (b) shows the first six non-zero prin-
cipal components of the 1-RDM. The diagonal values of the first
three components correspond exactly to that of the density prin-
cipal components, and the off-diagonal values are almost zero,
except for small features appearing in the elements adjacent to
diagonal ones, for example as indicated by arrow pair 2. The re-
maining components describe only the off-diagonal elements, and
once again, due to values coming in pairs (see for example, arrow
pair 3), reflect the symmetry constraint. The fact that some off di-
agonal values are non-zero in the components that correspond to
the density is significant as it allows the separation of the linear
and non-linear terms of γ[n] in a domain specific way. This idea
will be developed further in section 5.3.
As we found in section 4.1 that additional linear constraints on
the density emerge when the structural constraints are applied to
1 4 1 4
1 6 11 16 1 6 11 16 1 6 11 16
1 6 11 16 1 6 11 16 1 6 11 16
Fig. 6 PCA being applied to the ’flattened’ (see equation 13) 1-RDM.
Panel (a) shows a comparison of the non-zero variance 1-RDM compo-
nents with that of the density for the 2-point data-set. The vertical grey
lines indicate the diagonal elements. For the first principal component
the 1-RDM is identical to that of the density along the diagonal and zero
value off-diagonal. The second principal component shows that the upper
and lower off-diagonal elements must always equal (symmetry constraint
indicated with arrow pair 1). Panel (b) shows a comparison of the first 6
non-zero variance 1-RDM principal components in comparison to the 3
non-zero variance density principal components for the 4-point data-set.
Again, the vertical grey lines indicate the four diagonal elements. The
principal components of the density again match that of the diagonal
of the first 3 principal components of the 1-RDM. While components 1
is zero for the off diagonal elements, components 2 and 3 have some
small contribution to the off diagonal elements, for example the values
indicated by arrow pair 2 (see discussion in main text). The next three
components have non-zero value in the off diagonal directions, and the
figure illustrates that γi j = γ ji (see for example arrow pair 3).
the external potential, and due to the smoothness of the density,
we would like to see to what extent this extends to the 1-RDM,
and to what extent this can be utilised. The top row of Figure 7 (c)
shows a 2D-view of the first 5 components of the 1-RDM for the
62-point data-set. We would expect that, if there were no addi-
tional linear constraints, PCA would find 622→ 62(62+1)2 −1= 1952
lossless compression to be obtained. We find only 327 are re-
quired within our numerical precision. This implies that, as we
approach the continuum by increasing the number of grid points,
additional linear constraints manifest in the 1-RDM. This is be-
cause each of the elements γi j cannot be treated independently,
there is an emerging additional structure due to the smoothness
and continuous properties of the wavefunction, and from the con-
straints we impose on the external potential being formed from
Fourier components. These properties have no meaning in the 2
point system, and hence do not appear. In the bottom row of 7
(c) we compare the diagonals of these first 5 components (scaled
due to the PCA normalisation convention), with the first 5 density
components: we see they correspond exactly, but have significant
weights off the diagonal elements γii. This allows us to describe
the linear part of the functional γ[n] using our data-set. We will
explore constructing functionals from this premise in section 5.3.
a)
b)
Fig. 7 PCA being applied to the 1-RDM in the 62-point case. Panel (a) is
the first 5 principal components of the 1-RDM for the 62-point data-set.
Panel (b) compares the (scaled due to the PCA normalisation convention)
diagonals of these components to the first 5 principal components of the
density.
The PCA is unable to perform the reduction of elements N2→N
because it imposes linearity. Without this constraint, we know this
mapping is in principle possible as the N2 elements of the 1-RDM
is defined by only N, for example from the external potential or
charge density. We now transcend this request for linearity by
applying a CAE to the 1-RDM for the 62-point data-set, where
we set the number of values in the bottleneck layer to be 512.
Applying PCA to the bottleneck data we further reduce to N = 62.
This yields the final mapping of the model to be N2 → N → N2
as desired. We find that the model can reconstruct the input to
a mean average error of 1.7× 10−3 a.u. (average error of each
γi j) Figure 8 illustrates the CAE being applied to eight example
systems. Now we have various machine learning models encoding
both linear and non-linear constraints for the 1-RDM, and we can
Fig. 8 The CAE (N2 → N → N2) being applied to eight example 1-RDMs (illustrated in figure 2). The top row shows the original exact 1-RDM in
each case (with the same axis as figure 4). The second row shows the encoded representation of N values in each case. The final row shows the
decoder being applied to the compressed data, reconstructing the original N2 1-RDM to a mean average error of 1.7×10−3 (a.u.) over the data-set.
utilise what has been learned to construct approximations to the
functional γ[n].
5 Learning Functionals
5.1 Feature Engineering
Before moving on to deep learning the 1-RDM functional, we first
investigate to what extent we can assist machine learning models
with pre-existing knowledge of the density matrix in the simplest
possible case. The cornerstone of this process is feature engineer-
ing. Any appropriately complex neural network can brute-force
correct predictions, but in order to obtain an efficient model it is
necessary to determine the best way in which the data should be
presented to the machine.
Let us start by considering the functional γ[n] for a two points
system containing two electrons of opposite spin. As the 1-RDM
has the charge density along its diagonal, and is symmetric, this
problem reduces to finding the function
γ21(γ11,γ22). (15)
The universal approximation theorem54 guarantees that a MLP
with a sufficiently large hidden layer can fit any function. In or-
der to ensure only a small hidden layer is needed, we perform
feature engineering. Let us start from the two-points Hamilto-
nian diagonalized by the iDEA code (see section 3):
Hˆ =−t ∑
σ∈{↑,↓}
(cˆ†1,σ cˆ2,σ + cˆ
†
2,σ cˆ1,σ )+U
2
∑
i=1
nˆi,↑nˆi,↓+
+U ′(nˆ1,↑nˆ2,↓+ nˆ1,↓nˆ2,↑)+
2
∑
i=1
vinˆi
The term U ′ corresponds to the repulsion of the electrons when
populating different sites. The distance in between the points has
been appropriately tuned in order to make this term negligible
with respect to the on-site repulsion, so that the system can be
modelled as an inhomogeneous Hubbard-dimer model:
Hˆ =−t ∑
σ∈{↑,↓}
(cˆ†1,σ cˆ2,σ + cˆ
†
2,σ cˆ1,σ )+U
2
∑
i=1
nˆi,↑nˆi,↓+
2
∑
i=1
vinˆi (16)
Starting from this Hamiltonian, let us define an adimensional
quantity named interaction strength
u=
U
4t
.
This number represents the relative importance of the on-site re-
pulsion with respect to the kinetic term. By performing a varia-
tional constrained minimization of the Hamiltonian55,56 it is pos-
sible to extract the desired functional in the two limiting cases of
non-interacting electrons :
γ021 = γ21(u= 0) =
√
γ11(2− γ11), (17)
and of strongly-interacting electrons:
γ∞21 = γ21(u→ ∞) =
{√
2(γ11−1)(2− γ11) if γ11 ≥ 1√
2γ11(1− γ11) if γ11 < 1.
(18)
In terms of the variable γm =min{γ11,2− γ11} this becomes
γ∞2,1 =
√
2γm|1− γm|. (19)
This allows us to drastically reduce the complexity of the network
needed for fitting the data. The relations can be written as
γ21(x1,x2) = xω11 x
ω2
2 = e
ω1 logx1+ω2 logx2+b, (20)
where ωi = 1/2 and b= 0
(x1,x2) =
{
(2γm,1− γm) if strongly-interacting
(γ11,γ22) if non-interacting.
We can then define
OP = f σ (∑
k
ωk xˆk+b), (21)
ω1 ω2 b
γ0 0.5000±0.0002 0.5001±0.0001 (2.0±0.1)10−6
γ∞ 0.480±0.003 0.480±0.002 (−4±8)10−5
Table 1 Result of the fitting procedure using the logarithmic perceptron
as an average over 20 example training sessions, along with the corre-
sponding uncertainty.
where f σ (x) = ex, ∑kωk xˆk is the weighted sum of the inputs, that
are defined to be xˆ = logx and the bias is given by b. OP, in the
presented form, is the output of a perceptron, which is the sim-
plest neural network, as being composed by one single neuron.
This is termed a logarithmic perceptron57. It is important to note
that a brute force MLP could always yield an equally accurate
result, but it would require a large hidden layer of many percep-
trons. In contrast this model needs only one. The computational
burden has been reduced to a three parameter model to be fitted
by the logarithm of the original input data.
We train the logarithmic perceptron using the mean square er-
ror loss function and the Adam optimizer with a learning rate of
10−3. The bias has been initialized to 0 and a norm-2 bias reg-
ularizer with a coefficient of 10 has been introduced in order to
highly penalize any value of the bias different from zero. The av-
erage parameters of 20 training sessions, computed both for the
interacting and for the non interacting case are reported in table
1. As expected, the machine has learned that the bias is negligi-
ble† with respect to the ω-parameters, that have been estimated
to be ω ' 0.5. While for the non-interacting case the result is
exact, being the non-interacting condition exactly reproducible,
the strongly interacting case only approximately matches the in-
finitely interacting case, being this condition a limit.
We have determined that two analytical limits can be encoded
in an engineered minimally complex architecture. In this small
system, this yields a network that is vastly simpler than a brute
force MLP. The logarithmic perceptron is engineered to optimally
describe the relationship in between the variables and so is a can-
didate building block to construct neural network models for find-
ing the desired functionals when more than two grid-points are
concerned. This is because it could be possible to take advan-
tage of the capability of this perceptron to introduce the correct
non-linearity, while possibly allowing to physically interpret the
final architecture as a nested combination of Hubbard dimers for
modelling systems with a higher number of grid-points57.
5.2 A perturbative approach
In section 5.1 we have shown that the two point system can be
modeled as a Hubbard dimer, and we have given the explicit func-
tional form of the off-diagonal term in the two limiting cases. This
then defines a domain between these two cases.
The starting point is to express the equations 17 and 18 in terms
† b= o(ω) since it is smaller than the precision with which the value of ω is known.
of the variable γm:
γ021(γm) =
√
2γm−1γ2m (22)
γ∞21(γm) =
√
2γm−2γ2m (23)
By observing the structure of these laws, we postulate that the
functional form at intermediate values of the interaction strength
can be written as
γ2,1(γm,u) =
√
2γm−χ(γm,u)γ2m. (24)
The point γm = 1 is a special value for the Hubbard dimer model
since it corresponds to the point in which the value of the density
at the two sites is the same. This can only occur when the dimer is
symmetric (v1= v2). Performing the diagonalization of the Hamil-
tonian of the symmetric dimer, the value of the off-diagonal term
of the 1-RDM as a function of the interaction strength is found to
be
γ21(γm = 1,u) =− u−
√
u2+1
1+u(u−
√
u2+1)
. (25)
This relation fixes the value of the χ function at the symmetric
point:
χ(γm = 1,u) = 2− [γ2,1(γm = 1,u)]2. (26)
Apart from this, nothing obvious can be said about the γm depen-
dence of the χ function. However, we choose to write it as
χ(γm,u) = χ(γm = 1,u)+∆χ(γm,u)
= χ(0)(u)+∆χ(γm,u)
(27)
and the following functional constraints must necessarily be true
∆χ(γm = 1,u) = 0
∆χ(γm,u= 0) = 0
∆χ(γm,u→ ∞) = 0.
(28)
The first constraint, by definition, is valid whatever u in the sym-
metry point (γm = 1). The second and the third constraints are
due to the fact that χ(0)(u= 0) = 1 and limu→∞ χ(0)(u) = 2. Since
this must be true for all the values of γm, the correction must be
zero.
Considering that the correction vanishes at both the borders of
our domain, and also at the symmetry point, and that a crossings
of two any curves of the off-diagonal term for different values of
the interaction strength should not occur, one would expect the
correction to be a perturbation of the χ(0)-model.
In figure 9(a) we directly compare the χ(0)-model with the ex-
act .
As this has verified that the correction is indeed a perturbation
of the proposed model, we now employ a neural network archi-
tecture to determine this correction. We generate an additional
data-set containing 600,000 couples (γˆm, uˆ). For a range of val-
ues of u different potential landscapes have been defined and the
density matrix has been computed. The corresponding values of
∆χˆ(γm,u)γ2m have been used as labels to be learned in the regres-
Fig. 9 Panel (a) shows the performance of the zeroth order χ-model
for a range of interaction strengths u from 0 to 1, in comparison to
the exact case. Panel (b) shows the χ-model with the machine learned
correction. This demonstrates that the machine has learned a significant
improvement.
sion procedure. The quantities have been redefined as xˆ= 10x and
the factor 10 has been introduced to ensure the data is of favor-
able scale for working in non-linearity with the selected activation
functions. This activation function is chosen to be the hyperbolic
tangent as it is capable of reaching negative values. A reasonable
choice for the number of neurons in the three layers has been
found to be (12,12,16). Due to the simplicity of the model some
details of the correction are missed in the fitting, in particular the
vanishing of the correction at the symmetry point and the van-
ishing of the correction in the non-interacting limit. Rather than
increasing the complexity of the network we have preferred to
impose this functional requirement by multiplying the prediction
by two exponential corrections. The equation of the correction
reads
∆χ(γm,u)γ2m '
O(γˆm, uˆ)
10
(1− e−
1−γm
λg )(1− e− uλu ) (29)
where O(γˆm, uˆ) is the prediction of the network while λg = 0.001
and λu = 0.004 are two numerical coefficients appropriately cho-
sen. Figure 9(b) compares the inclusion of this correction to the
exact result, showing a significant increase in accuracy.
Up to this moment we have used machine learning tools in or-
der to enhance our theoretical models and to learn them. We
will now move to larger grid-points systems, using the capabil-
ity of the machine to learn from the data for the construction of
approximate functionals.
5.3 Learning functionals from constraints
We will now move to applying the insights into constraints we
gained in sections 4.1 and 4.2 to develop the functional γ[n] for
the 62 point data-set, and we will then benchmark the resulting
estimations of the 1-RDMs against the exact ones. The functional
we desire can be split into a linear (L), and non-linear (NL) term:
γ[n] = γL[n]+ γNL[n]. (30)
In the following we will explicitly perform this linear decompo-
sition. While the linear term will be presented as an explicit
functional of the density, the non-linear one will be treated as
a perturbation, and will be deep learned in section 5.4.
In section 4.2 we found that with PCA, due to additional struc-
tural constraints, the principal components contained non-zero
values in both the diagonal and non-diagonal elements. In par-
ticular, the diagonal of the 1-RDM components had a significant
correspondence to the density components (see figure 7). For a
given number of grid points, this correspondence holds for the
first ν components, where this value is determined by analysing
the PCA components. The purpose of this section is to exploit this
correspondence in order to find a linear approximation of γ[n].
We will begin by formalizing the connection in between the two
data-sets introduced in sections 4.1 and 4.2. We will first intro-
duce the principal component decomposition of the 1-RDM in the
Be-basis introduced in section 2.3 and then, starting from the
matrix representation of the density data-set, we will express in
formulas the content of figure 7. The starting point is the expres-
sion of the 1-RDM components in terms of the known projections
of the principal components onto the basis defining the entries of
the matrix (see section 2.3).
γi, j = 〈er[i, j]|γ〉=
= 〈er[i, j]|γ0〉+ 〈er[i, j]|γ˜〉=
= (γ0)i, j+
N2
∑
k,r′=1
〈pk|er′〉〈er′ |γ˜〉〈er[i, j]|pk〉
Where the 〈er|pi〉 coefficients are known after the evaluation of
the eigenvectors of the covariance matrix.
Before proceeding, we introduce the density vectors:
n= [n(x1),0, · · · ,0,n(x2),0, · · · ,n(xN)] ∈ RN
2
(31)
and the corresponding data-set
P=

n(1)
...
n(T )
 . (32)
Performing a PCA on this data-set allows one to determine the
average density |n0〉, the decomposition |n〉 = |n˜〉+ |n0〉 and the
corresponding principal components
{|pni 〉}N
2
i=1.
There are N2 components since they must form an orthonormal
basis of the vector-space. However, only the first N− 1 principal
components will be informative due to the sparseness of the ob-
ject defined and due to the normalization of the density (see sec-
tion 4.2). By direct comparison of the principal directions in the
two data-sets (see figure 6), it is possible to observe that the first
ν principal directions derived from the Γ data-set can be put ap-
proximately in a scaled one-to-one correspondence with the first
ν principal directions of the sub-data-set P. In particular, let us
define the modified principal directions and let us normalize them
|qi〉=
N
∑
j=1
〈er[ j, j]|pi〉|er[ j, j]〉 i= 1, · · · ,N−1→ |qni 〉=
1√〈qi|qi〉 |qi〉.
This defines an orthonormal basis for describing the diagonals of
the matrices in the ensemble. When the matrices under analysis
are such that the non-vanishing off-diagonal terms are mainly the
ones closer to the corresponding non-vanishing diagonal terms,
it must be true that |qni 〉 ' ±|pni 〉.‡ Where the equality has been
observed to be exact for the first ν principal components since the
presence in the density matrix of the off-diagonal terms leads to
a reduction in priority of the variation along the density. In fact,
the main variations in the density are also those more strikingly
characterizing the 1-RDM. However, from the (ν+1)− th compo-
nent on, while the PCA on the density can provide more details on
the remaining changes in the density, orthogonal to the previous
ones, the PCA on the density matrix, starts describing the varia-
‡The ± is due to the possible differing convention of the arbitrary directions in the
PCA.
tions along the off-diagonal terms and the mapping in between
the two breaks down since the details on the density, being less
evident than the ones of the off-diagonal terms, are contained in
a diluted way in the remaining components.
We will now move to determine the actual expression of the
linear functional. First, we separate the mean-adjusted 1-RDM
in four terms, distinguishing the diagonal from the off-diagonal
contributions and taking into account the different information
content of the first ν principal component with respect to the re-
maining ones. We will then define a basis orthonormal in the
subspace of the densities while carrying off-diagonal information.
This definition will allow to approximate the dominant contribu-
tion to the exact functional γ[n]. Let us start by writing γ˜ as the
sum of four contributions:
|γ˜〉= |n˜≤ν 〉+ |n˜>ν 〉+ |δγ≤ν 〉+ |δγ>ν 〉
These four terms correspond to the shifted density reconstructed
with the first ν principal components, to the shifted density re-
constructed with the remaining principal components, to the off-
diagonal terms obtainable with the first ν principal components,
from now on termed free off-diagonal terms, and to the remain-
ing off-diagonal contributions. Considering or not these terms
corresponds to different levels of approximation. For our specific
data-set it has been shown that the moment in which the one-to-
one mapping stops to hold corresponds to the number of principal
components ν at which the cumulative sum of the explained vari-
ance ratio reaches a value of 0.91. For this reason, neglecting the
term |γ˜>ν 〉 = |n˜>ν 〉+ |δγ>ν 〉 will be considered as a reasonable
first order approximation, and we will be able to focus on the re-
maining two terms. This having been said, let us define a new set
of vectors:
|qγi 〉
.
=
1√〈qi|qi〉 |pi〉 i= 1, · · · ,N−1 〈qni |qγj〉= δi, j
These vectors contain the |qni 〉 ones in them and follow their nor-
malization. Thanks to their orthogonality, if the one-to-one map-
ping were valid for all the first N−1 components, they would be
a complete basis in the densities-subspace while varying the in-
formation on the free off-diagonal terms in the components not
shared with the basis {|qni 〉}N−1i=1 . Even if the mapping is valid only
for the first ν principal components, this basis allows nonetheless
for the construction of the approximate 1-RDM carrying some in-
formation on the off-diagonal behavior while its diagonal corre-
sponds to the density reconstruction obtained by looking at its ν
most remarkable features. Let us add and subtract this term in
γi, j:
γi, j = (γ0)i, j+ 〈er[i, j]|n˜≤ν 〉+ 〈er[i, j]|δγ≤ν 〉+ 〈er[i, j]|γ˜>ν 〉+
+
ν
∑
k=1
〈er[i, j]|qγk〉〈q
γ
k |n˜〉−
ν
∑
k=1
〈er[i, j]|qγk〉〈q
γ
k |n˜〉=
= (γ0)i, j+
ν
∑
k=1
〈er[i, j]|qγk〉〈q
γ
k |n˜〉+(δγ)i, j
where
(δγ)i, j = 〈er[i, j]|n˜≤ν 〉+(δγ≤ν )i, j−
ν
∑
k=1
〈er[i, j]|qγk〉〈q
γ
k |n˜〉+(γ˜>ν )i, j
This last quantity must be itself a functional of the density, where
the functional relation is non-linear and unknown. This having
been done, the functional is now expressed in the form presented
in equation 30. Considering the non-linear part, the analysis on
the principal values legitimates us to neglect the term (γ˜>ν )i, j.
For what concerns the remaining contribution it is expected to be
small since the basis {|qγk〉}N−1k=1 has been defined with the exact
intent of privileging the exact restoration of the density, being the
biggest contribution, while estimating the free off-diagonal terms.
By neglecting the γNL[n] = δγ term and by writing the resulting
expression in terms of the know projections of the principal com-
ponents onto the Be-basis, the linear functional is obtained
γi, j = (γ0)i, j+ ∑
r′:〈er′ |n˜〉6=0
ν
∑
k=1
〈er[i, j]|qγk〉〈q
γ
k |er′〉〈er′ |n˜〉
= (γ0)i, j+
N
∑
s=1
(n(xs)−n0(xs))
ν
∑
k=1
〈er[i, j]|qγk〉〈q
γ
k |er′[s,s]〉
γi, j[n] = (γ0)i, j+
N
∑
s=1
(n(xs)−n0(xs))
ν
∑
k=1
〈q1k |er′[s,s]〉〈er[i, j]|q1k〉 (33)
Writing this in the position basis for our 1-dimensional data-set,
we arrive at our approximate functional, we term this the PCA
functional:
γPCAL [n(x˜)](x,x
′) = γ0(x,x′)+ PˆPˆ−1ν (n(x˜)−n0(x˜))(x,x′), (34)
where γ0 is the average density matrix from the data-set (due to
the PCA convention to transform between mean-adjusted data),
Pˆ is the PCA 1-RDM transformation, and (n−n0) is the mean ad-
justed charge-density. Pˆ−1ν is the diagonal-only inverse PCA trans-
form. This takes a mean-adjusted density, and returns the ν PCA
components of γ that when transformed to real space will contain
that density along its diagonal. This chooses our PCA components
of the density matrix so they must have our given density along
its diagonal. When the PCA transform is applied to give the den-
sity matrix in real space we also obtain off diagonal elements lin-
early approximated by this inverse transformation. This inverse
has some very small eigenvalues due to some of the off-diagonal
principal components of γ containing small diagonal values. We
use singular value decomposition to remove these eigenvalue in
order to perform the inverse.
This approximate functional can be thought of as a domain spe-
cific linear expansion, akin to a Taylor expansion. It is domain
specific in two ways; first that the PCA orders components by
variance, where the neglected terms are the smallest possible by
definition, and so is engineered for an optimal linear approxima-
tion. Secondly, that the region of which the expansion is accurate
has been specified by a data-set of systems of interest. This can
be made analogous to domain specificity in image compression:
An autoencoder can be trained to yield optimal compression on a
specific data-set (domain) of images (for example faces). If this
were instead trained on all possible images, one would recover
something akin to JPEG compression, and hence autoencoders
are thought as domain specific image compression. In this way
of thinking, this approximate functional is a domain specific linear
expansion, as it has been trained on a representative data-set of
systems, which is a small subset of all possible systems.
Figure 10 shows the application the the PCA functional to nine
example systems from the 62-point data-set, with ν = 8. We find
that a significant contribution (on average 64.41%) of the off-
diagonal elements can be described by this linear functional. This
leaves only the non-linear term to be learned. In section 5.4 we
will go beyond this linear term using a deep learning model.
Fig. 10 Evaluating our PCA linear functional for nine sample systems
from the 62-point data-set. The axis are the same as in figure 4. The
first row shows each system’s charge densities. The second row shows
the PCA functional being applied to each of the charge densities. The
third row shows the exact density matrix corresponding to each of the
densities. By taking the average mean percentage difference taken over
the entire data-set we find that the linear functional takes account of
64.41% of the whole density matrix, leaving only the remaining to be
deep learned.
5.4 Denoising Autoencoders
We will now move to approximating γ[n] for the 62-point systems
using denoising autoencoders (DAEs). DAEs are convolutional
autoencoders used to perform noise reduction in image process-
ing58. Usually CAEs are trained to reconstruct their input exactly,
but if noise is applied to the data-set, it can instead be trained to
construct the clean data from the data with noise added. When
given a novel noisy image it can reconstruct the image with the
noise removed. We propose that DAEs can be used to develop
functionals if we treat the difference between an approximate 1-
RDM and the exact to be noise.
Fig. 11 Contrasting the different quantities we can treat as noise when
training a DAE. Panel (a) shows the mean absolute error as a function
of training cycle (where the DAE has seen every training sample once).
Treating the neglect of non-linearity and correlation as noise converges
to a mean absolute error 2.6×10−3 (a.u), whereas treating the neglect of
the entirety of interaction as noise converges to 8.2×10−3 (a.u). Panel
(b) shows the application of these three deep learning methods to five
example test systems in comparison to the exact.
We have several candidates of what we can consider noise:
• By training our DAE to reconstruct the exact density matrix
from the PCA functional introduced in section 5.3, we are
considering the neglect of non-linearity as noise.
• By training our DAE to reconstruct the exact density matrix
from the purely non-interacting, we are considering the ne-
glect of the whole Coulomb interaction as noise.
• By training our DAE to reconstruct the exact density matrix
from the UHF, we are considering as noise the neglect of cor-
relation beyond that simulated by the symmetry breaking.
By training a DAE in each of these three cases we can see
which phenomena are most amenable to be deep learned in this
fashion. In figure 11 (a) we show, for equivalent DAE architec-
tures, the mean absolute error in the predictions as a function
of the training cycle. This shows that the neglect of interaction
is the least applicable to be treated as noise. Treating the ne-
glect of non-linearity and neglect of correlation effects as noise
are largely equally as applicable, yielding a final mean absolute
error of 2.6×10−3 (a.u.) (in comparison to the UHF approxima-
tion to the 1-RDM itself has a mean absolute error of 2.0× 10−2
(a.u.) over the data-set). In figure 11 (b) we illustrate the pre-
diction of each of the approximate deep learning methods for five
example systems in comparison to the exact. It is clear to see
that machine learning the interaction itself is considerable less
amenable to machine learning than either the correlation effects
beyond UHF and non-linearity. And therefore, combining the lin-
ear functional obtained in section 5.3 with a denoising encoder,
yields a accurate approximation to the functional γ[n].
6 Conclusions
In conclusion, we have shown that insights into the one-body re-
duced density matrix (1-RDM) can be gained using a variety of
machine learning methods. We show that by employing a large
data-set of 1-RDMs, the machine can learn the constraints un-
derlying the data. Linear constraints are determined by princi-
pal component analysis (PCA). The PCA illustrates that using a
constrained class of external potentials, in addition to the usual
smoothness constraints, leads to additional linear constraints in
the charge density. Subsequently, non-linear constraints can be
learned from convolutional autoencoders (CAEs). We show that
these constraints can be utilised to build approximations to the 1-
RDM as a functional of the charge density. The PCA can be used
to construct the linear part of the functional utilizing linear con-
straints. Subsequently, the neglect of the non-linear contribution
can be considered as noise, which in turn can be rectified using a
denoising autoencoder (DAE). This approach yields accurate den-
sity matrices as functions of the charge density when applied to
exactly solvable model systems. We compare what quantity can
best be treated as noise in this way, when building functionals
using DAEs, and hence which unknown term is most amenable
to machine learning. We find that the treatment of interaction
is considerably more difficult than non-linearity or correlation ef-
fects beyond unrestricted Hartree-Fock (UHF). We also show how
existing knowledge of the density matrix can be used to guide
machine learning techniques, in particular the construction of
networks using logarithmic neurons, which is a candidate to as-
semble more complex machine learning strategies. This two-way
transfer of knowledge between existing approaches and machine
learning strategies is expected to help both the analytic design of
new functionals, and numerical approaches to materials compu-
tation based on machine learning.
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