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Nowadays, machine learning is being applied in various domains, including safety
critical areas, which directly affect our lives. These systems are so complex and
rely on huge amounts of training data, so that we risk to create systems that we
do not understand, which might lead to undesired behavior, such as fatal decisions,
discrimination, ethnic bias, racism and others. Moreover, European Union recently
adopted General Data Protection Regulation (GDPR), which requires companies
to provide meaningful explanation of the logic behind decisions made by machine
learning systems, if these decisions affect directly a human being.
We address the issue of explaining various machine-learning models by generating
counterfactuals for given data points. Counterfactual is a transformation, which
shows how to alternate an input object, so that a classifier predicts a different
class. Counterfactuals allow us to better understand why particular classification
decisions take place. They may aid in troubleshooting a classifier and identifying
biases by looking at alternations needed to be made in the data instances. For
example, if a loan approval application system denies a loan for a particular person,
and we can find a counterfactual indicating that we need to change the gender, or
the race of a person for the loan to be approved, then we have identified bias in
the model and we need to study our classifier better and retrain it to avoid such
undesired behavior.
In this thesis we propose a new framework to generate counterfactuals for a set of
data points. The proposed framework aims to find a set of similar transformations
to data points, such that those changes significantly reduce the probabilities of
the target class. We argue that finding similar transformations for a set of data
points helps to achieve more robust explanations to classifiers. We demonstrate our
framework on 3 types of data: tabular, images and texts. We evaluate our model
on both simple and real-world datasets, including ImageNet and 20 NewsGroups.
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11 Introduction
Nowadays, powerful black-box systems are becoming more widespread. Machine
learning is being applied in various domains concerning our day-to-day life including
advertisements, recommendation systems, and voice recognition systems. Companies
advertise their products through extensive use of sophisticated algorithms. A recent
report by McKinsey [19] affirms that machine learning is going to be the next frontier
for innovation.
1.1 The need for transparent systems
Black-box systems are used in safety-critical areas which directly affect our lives.
Such areas include medicine, self-driving cars, criminal justice systems and automatic
hiring systems. These systems are complex and rely on huge amounts of the training
data, so we risk creating systems that we do not really understand. This might lead
to undesired behaviours, such as fatal decisions, discrimination, ethnic bias, racism,
and others.
The COMPAS system (machine learning system that predicts future criminals)
has been criticized for being highly biased against black people [2]. This system
evaluates black people twice as likely as white people to re-offend.
A study at Princeton by Caliskan et al. [7] shows how web corpora could be
biased against race. In their corpora, many more unpleasant words are associated
with black people’s names than with those of white people. Such biased data can have
undesirable implications for many machine learning tasks, e.g. sentiment analysis.
A study by Freitas [16] shows how accidental artifacts can result in very poor
model performance. They report the USA military trained a classifier to distinguish
between enemy and friendly tanks. The classifier had very good training dataset
accuracy, but poor performance in the actual field. It was discovered that pictures
of all friendly tanks were taken on sunny days, so the model just learned that if it is
a sunny photo, it is a friendly tank.
1.2 Adversarial Examples
Deep neural networks are highly expressive and powerful models that have achieved
state of the art results on many real-world problems, including speech recognition
[18] and computer vision [22]. However, almost all highly expressive machine learning
models are vulnerable to minimal changes to the input, which can drastically change
output of the model [35]. In this work, authors have found that they can cause deep
neural network to misclassify an image by adding small, almost invisible to a human
eye, perturbation. Adversarial examples are called the objects, which obtained by
applying these small perturbation to the objects. These small invisible perturbations
are usually called adversarial perturbations. Example of an adversarial example can
be found in Fig 1.
Authors have also discovered that the nature of this perturbation is not random,
the same perturbation can be applied to different networks and will cause an object
2Figure 1: Adversarial example, which obtained by applying small, almost invisible,
perturbation to the input image. As a result, network misclassified the object.
to be misclassified.
Algorithms for finding adversarial perturbations are called adversarial attacks.
These algorithms have drawn a lot of attention, because they reveal vulnerabilities
of machine learning models and are major threat to the security of systems utilizing
machine learning models. As an example, minimal perturbations can turn any traffic
sign into no speed limit sign, which can result in disaster.
1.3 General Data Protection Regulation (GDPR)
Recently, European Union adopted a new law called General Data Protection Regu-
lation (GDPR). GDPR gives more control to the citizens of EU over their personal
data. One aspect of GDPR, which affects companies utilizing machine learning
algorithms, is so called ‘right for explanation’. It means that whenever an automated
decision takes a place, every individual has a right to have ‘meaningful explanation
of the logic behind this particular decision made by the algorithm’. It applies certain
restrictions to the algorithms used by the companies, because now companies need
to be able to retrieve ‘meaningful explanation’ from every decision made that affects
an individual.
1.4 Trust in the model
If there is an action that will be taken based on the prediction of the model or the
model should be deployed ‘into the wild’, trust is usually a very important aspect.
LIME paper [28] provides two definitions of trust:
1. Trust in the model means we generally trust the model and expect it to
behave reasonably, when deployed ‘into the wild’. Usually it might involve
checking that real-world data distribution is very close to what has been used
for training/validation, making sure model does not discriminate against any
protected variables (gender/race), etc.
32. Trust the prediction means that we are confident enough in the prediction made
by model, so that we can take an action based on it. For some applications
decision based on the prediction of the model might be critical, e.g. in medical
and military applications, so we should be very careful and confident about
prediction in such applications, otherwise consequences can be disastrous.
1.5 Our contributions
In this thesis we propose a new framework to generate counterfactuals for a set of
data points. Proposed framework is different from general counterfactual generation
methods [15, 38, 31, 33, 28], because it provides an explanation for the whole target
class, instead of an explanation for the specific data point. Framework provides an
explanation for the whole class by finding a set of similar transformations to the
given data points, such that probabilities of the target class for the modified data
points significantly drop. We argue that these similar transformations serve as an
explanation for the target class, because applying them to any data point in the
dataset reduces the probability of the target class.
Our main contributions:
1. Proposed framework to generate counterfactuals for a set of data points.
2. Concrete settings of the proposed framework for three types of data: tabular,
images, texts.
3. Experiments, which demonstrate robustness of the framework and consistency
among explanations.
42 Background
In section 1 we have seen that having an understanding of how the model works
might be crucial, especially in the setting when there is a decision to be made based
on the output of the model, e.g. in medical diagnosis application Caruana et al. [8].
However, it is not always desirable or needed. If there is no decision to be made
based on the output of machine learning algorithm, or the decision that will be made
does not have any consequences, then there is no need to have interpretable model,
in this case any powerful model will work. In further text we consider the case, when
interpretability of the model is highly desirable.
Before discussing interpretability, it is important to define what it means and
understand different aspects of interpretable models. According to dictionary1,
interpretability means the ability to tell or explain some concept in understandable
terms. This definition involves several important aspects. First, it is subjective to a
particular person, because of the part ‘in understandable terms’. Different people
might have different backgrounds and explaining how particular machine learning
model works really depends on the person. Second, this definition involves ‘concept’,
which should be well-defined in order to be able to explain it clearly. In this thesis,
we will refer to interpretability as ability to provide explanations, which we define in
the next section 2.1.
2.1 What is an explanation?
In this thesis, we refer to an explanation as either textual or visual representation,
which helps to understand the relationship between the input’s components and
model’s output. This definition of explanation is inherently ambiguous, because
it mentions ‘representation, which helps to understand...’, which is subjective in
its nature. There might be a huge discussion regarding which explanations are
better to what kind of people, however we leave this discussion out of this thesis and
concentrate on, as we think, more practical aspects.
Basically, we refer to an explanation as anything that helps us to better understand
the relationship between the model’s input components and its output. To better
understand it, there are few examples of explanations used through this text:
1. One way to generate explanations for linear models 2.3.1 is by visualizing
weights as in figure 2. This visual representation clearly establishes relationship
between input components (features) and model’s output. Magnitude of the
weights allow us to reason which features have bigger impact on the output,
while sign of the weight tells us whether increasing value of the feature affect
output in an increasing or decreasing way.
2. It is common to provide explanations for decision trees 2.3.2 just by visualizing
them as in figure 3. This type of explanation clearly shows the relationship
between input and model’s output just by following every path from the root
node to one of its leaves.
1https://www.merriam-webster.com/
5Explainer is a method, which provides explanations for a given machine learning
model. For inherently interpretable models such as linear models 2.3.1 and decision
trees 2.3.2, there is no need to have external explainers, because they are explainers
by themselves. For some models, such as Deep Neural Networks [22], there is usually
a need to have an external explainer.
2.2 Aspects of interpretability
According to Guidotti et al. [17], there are several aspects of interpretability: global
and local explainers, time limitation, user expertise.
2.2.1 Global vs Local explainers
Explainer is called global, if it provides explanations, which help us to fully understand
the entire reasoning that leads to different outcomes for a given model. In the case
when we have a global explainer for a given model, it is possible to understand
the underlying logic of particular model. Few examples of models, which are global
explainers by themselves: linear regression, decision trees. We call such models
globally interpretable.
Explainer is called local, if it provides explanations, which only help us to under-
stand reasons for particular model’s output on a given input. Methods that fall into
this category usually give explanations of why particular decision was made only
for single datapoint. Recent method that has received considerable attention and
belongs to this category is LIME [28].
To see the better contrast between global and local explainers, consider an example
of model, which takes image as an input and outputs most probable class. If our
model receives image of a cat as an input, and classifies this image as a ‘cat’, local
explainer might provide an explanation in form of ‘This image has been classified as
a cat, because it has whiskers’. While in the case of global explainer, we can get an
explanation, which clearly states what needs to be in the image in order for it to
be classified as any of the available classes, so it is not local and not specific to any
particular input.
2.2.2 Time Limitation
Time Limitation of the user to understand provided explanation is an important
aspect. This aspect is usually related to the case, when output of the algorithm has
to be used in order to make a decision.
Sometimes, provided explanations could be not feasible to understand in timely
manner. For example, popular method to explain linear regression model is to look
at the learned weights as in figure 2, however if the model has learned more than
hundreds of thousands weights, it might be not feasible to understand the model
in timely manner. That is why sparse explanations (small number of weights) are
usually preferred as explanations.
Another example is decision tree. People usually agree that decision trees are
interpretable and easy to understand (it is easy to reason why particular decision
6about input datapoint was made), however if we have very big decision tree with
very high depth, it might be not feasible to understand the logic behind this tree.
As a general rule, shorter and more concise explanations are preferred.
Usually, time required to understand an explanation is approximated using
complexity of the model. For example, in the case of decision trees it could be depth
of the tree or number of leaves. In the case of linear regression models it is usually
number of non-zero parameters (that is why sparse models are preferred). Then, on
the stage of generating an explanation, this proxy for required time is included in
the cost function, such that there is a trade-off between complexity of explanation
and its faithfulness.
2.2.3 User Expertise
Provided explanations for a given model can have different users, e.g. people who
make decisions based on the output of model, data scientists, software engineers,
etc. As it already has been mentioned in the beginning of section 2, different people
might have different backgrounds, thus might require different explanations. For
example, experts in particular field might prefer more complex explanations, which
highlight different aspects of the underlying phenomena, while other people prefer
the simplest explanations possible. As mentioned in 2.1, we leave out the discussion
of user expertise from this thesis and, as we think, concentrate on more practical
aspects.
2.3 Globally Interpretable Models
As we have already mentioned in 2.2.1, model is globally interpretable, when we
can fully understand the entire reasoning that leads to different outcomes. There
are several inherently globally interpretable models that are usually recognized in
traditional machine learning: linear models, decision trees, rules and lists.
2.3.1 Linear models
Linear models are the models, which approximate relationship between input and out-
put variables by using linear predictor functions, and estimate parameters of the model
from available training data. Given a sample of input data points X1, X2, ..., Xn,
where each Xi = (Xi1, Xi2, ..., Xik) with corresponding labels Y1, Y2, ..., Yn, the rela-
tionship with output variables is modeled as follows:
Yi = g(w0 + w1 ·Xi1 + ...+ wk ·Xik). (1)
Explanation for linear model is usually provided as a tuple of learned weights:
(w0, w1, ..., wk). If we consider that the features are in the same units (meaning,
the data has been normalized beforehand), then magnitude of weights tell us about
how important particular features are, while the sign of the weight tells us whether
increasing particular feature affects the outcome in a positive or negative way. As an
example, visualization of weights for hypothetical loan approval model can be found
in figure 2.
7Figure 2: Hypothetical loan approval model. Weights of linear model are provided
as an explanation. In this model FICO score and salary have the biggest impact on
loan approval, while gender has almost no impact, and existing loan has negative
impact.
As we have already mentioned, linear model is globally interpretable only if the
number of non-zero parameters stays small (however, how ‘small’ depends on the
application and particular person), which is the case for sparse linear models.
Even though, linear models are inherently globally interpretable, they might not
be as expressive and powerful as Deep Learning Models, that is why in a lot of cases
Deep Learning Models are preferred. However, there are cases when interpretability
is of high importance and that is why linear models are preferred. Interesting example
in this category is the model used to generate credit scores. According to FICO report
[5], the underlying model for generating FICO credit scores is logistic regression,
since it requires high amount of interpretability.
2.3.2 Decision trees
Decision tree has a tree-like structure, each internal node of the tree represents
condition and each leaf represents a possible outcome (class outcome). Decision
tree represents an algorithm, which only consists of ‘if-else’ constructions. Exact
classification rules are represented by the paths from the root node to the leaves of
the tree. An example of decision tree is depicted in figure 3.
Decision trees are considered to be easily interpretable, they also belong to the
group of globally interpretable models. People study possible decisions that can
be made by following a path from root node to one of the leaves. However, if the
decision tree is very deep, then following each path might become a hard task and
such a tree ceases to be easily interpretable. So, there is always a trade-off between
8Figure 3: Hypothetical loan approval model represented as a decision tree. In this
example, model has 2 classes: ‘Approve loan’ and ‘Disapprove loan’.
how accurately particular tree represents underlying phenomena (usually, deeper
decision tree can have better accuracy) and how interpretable this tree is (usually,
shorter trees are preferred, when interpretability required).
2.3.3 Decision rules
Decision rule is defined as simply as ‘if-then-else’ statement, which consists of
condition and prediction. An example of decision rule is ‘IF Income >60k$/year
AND FICO credit score >600 THEN Approve loan, ELSE Disapprove loan’. Decision
rules can be extracted from decision tree by simply following the path from the root
node to one of leaves.
Decision rules, just as decision trees, are considered to be globally interpretable
models. However, sometimes decision trees are preferred, because of their clear visual
structure.
2.3.4 Decision lists
Decision Lists [29] are used to represent Boolean functions. Suppose that B is a
set of Boolean functions on {0, 1}n. Boolean function f is called a decision list, if
we can evaluate it in a sequential way. For the given datapoint x, we first evaluate
f1 ∈ B on this datapoint. If f1(x) = 1, then we return value c1 ∈ {0, 1} (predefined
value). If not, we evaluate the next function f2 ∈ B. If f2(x) = 1, then we return
value c2. We continue this process until some of the functions from the following
list f1, f2, ..., fr will return 1. If none of them returned 1, we assign f(x) = 0. So,
decision list can be thought in terms of ‘if-then-else’ commands.
if f_1(x) = 1:
f(x) = c_1
else if f_2(x) = 1:
f(x) = c_2
...
9else if f_r(x) = 1 :
f(x) = c_r
else:
f(x) = 0.
Decision list is specified as a following sequence (f1, c1), (f2, c2), ..., (fr, cr), such
that fi ∈ B, ci ∈ {0, 1}.
Decision lists are also considered to be globally interpretable models, because of
their inherently interpretable structure, just as in the decision trees.
2.3.5 Mimicking behaviour of the black boxes
Not all the machine learning models are globally interpretable. For most of the models,
including Kernel SVM [10] and Deep Learning [18, 22], there is no way to easily
follow the entire reasoning that leads to different outcomes. We call such models
black boxes.
However, there is still a need to understand reasoning of these more flexible and
complex models. One way to tackle this problem is to mimic behaviour of black
boxes with globally interpretable models such as decision trees or lists.
We can formulate this problem as following. Given a black box classification
model b (e.g. Kernel SVM or any Deep Learning Model), the goal is to find globally
interpretable model c, which mimics behaviour of the black box b. Such model c
serves as a global explainer.
For example, if we want to approximate any Deep Learning classification model,
we could sample N data points x1, x2, ..., xN , evaluate black box model on those
data points and obtain labels yi = b(xi) for each datapoint xi. Then we can use
this dataset to train globally interpretable model c (e.g. decision tree). This process
resembles plain supervised learning approach, however it is important to note that in
this case we do not have any restrictions to the input data, because we could sample
as many data points as needed and theoretically achieve any accuracy. As usual,
in this approach there is a trade-off between how accurately globally interpretable
model c mimics black box b and how easy it is to interpret model c. Since, we can
sample as big dataset as possible, we could have a good approximation to the black
box b, but interpretability might suffer from it.
One of the first works in this field by Craven and Shavlik [11] approximates
Neural Networks using decision trees.
Another work by Krishnan et al. [21] also approximates Neural Networks using
decision trees, however in this case they have three step method. In the first step
with the help of genetic programming, method generates ‘prototypes’ for each class.
In the second step method selects the best ‘prototypes’, which are utilized for training
in the third step. This approach claims to lead to smaller and more understandable
decision trees.
Method by Johansson and Niklasson [20] also mimics neural networks with the
help of decision trees, but utilizes genetic programming to evolve decision trees.
Paper claims to achieve much more accurate trees than by just training model on
original training dataset.
10
Even though, previously mentioned methods were used to explain mostly Neural
Networks, they can also be used to explain any other models. Methods, which can
be used to explain any machine learning model (e.g. via mimicking it) are called
agnostic. Methods, which can only be used to explain particular type of model are
called model-specific. Methods, which are specific to particular type of data are called
data-specific, for example some methods can only work with tabular data. All the
previously mentioned methods for mimicking behaviour of black boxes are agnostic.
As an example of model-specific method, we could consider method called SVM
+ Prototypes [6]. This method is specific to provide explanations for SVM. It first
utilizes clustering algorithm to find prototypes, and then finds ellipsoids in the data
space, which are transformed into the decision rules.
2.4 Local explainers
We have already discussed that even in the case of black boxes, it is possible to mimic
their behaviour with much simpler globally interpretable models. However, these
days very complex models are proposed with millions of parameters, such as Hinton
et al. [18], Krizhevsky et al. [22]. For such complex and capable models, it is almost
always impossible to mimic their behaviour with such simple models like decision
trees with high enough accuracy. That is why different methods are needed in this
case.
Local explainers 2.2.1 provide explanations for a given model, which help to
establish relationship between particular input components and model’s output. For
example, if we have a computer vision classification model, and this model for a
given cat image outputs class ‘cat’, then local explainer could provide a modified
image, where the most discriminative parts of the ‘cat’ class are highlighted, as an
explanation.
Due to widespread of very complex Deep Learning models, this category of
methods has received a considerable attention in recent years [28, 14, 9, 31].
Usually explainers are divided into two categories: agnostic and model-specific.
Agnostic explainers can give explanations to any model, while model-specific methods
work with particular type of models (e.g. one can design a method to explain
Convolutional Neural Networks (CNNs) [22] by utilizing internal structure of CNNs).
Agnostic explainers are able to provide explanations to any model, so they do not
utilize internal structure of specific models.
There exists other categories of explainers, which are not fully agnostic, but they
are not specific to any particular type of model. These categories of methods usually
utilize some property of the black box in order to give a better explanation. Category
that recently received considerable attention and is discussed in this thesis: Gradient-
based explainers. This category of methods rely on the possibility of calculating the
gradient of the output of the model. More about these methods in 2.4.2.
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2.4.1 LIME
Local Interpretable Model-agnostic Explanations (LIME) [28] is an agnostic local
explainer. It provides explanations in the form of interpretable machine learning
models. It finds an interpretable model that is locally faithful in the neighborhood
of a given datapoint (it means it behaves in the same way in the neighborhood of a
given datapoint). LIME workflow is depicted in the figure 4.
Figure 4: Workflow of the LIME [28] method. In this picture model predicts that
patient has a flu and LIME highlights those symptoms, which contributed the most
to this prediction.
This paper distinguishes between usual explanations and interpretable explana-
tions. The difference is that interpretable explanation is a representation that is
understandable to humans, regardless of features used for the model. They give
an example of interpretable explanation for a text classification problem, where
as interpretable explanation can serve a binary vector, which indicates absence or
presence of the word in a sentence, while the machine learning model can use any
embedding [25] as an input, which is not comprehensible to humans.
In the same way they introduce interpretable explanations for image classification
problem as binary vectors, which indicate absence or presence of contiguous set of
pixels (superpixel).
In general, they denote input datapoint as x ∈ Rd, while its interpretable
representation as xÍ ∈ {0, 1}dÍ .
Problem specified as follows. Given the model to be explained f : Rd− > R, set
of interpretable models G (e.g. set of sparse linear models), where each g ∈ G is of
the following form g : RdÍ− > R, the goal is to find explanation in the following
form:
ξ(x) = argmin
g∈G
L(f, g, pix) + Ω(g), (2)
where
1. pix(z) is a proximity measure between two data points: z and x. It is used to
define locality around datapoint x.
2. L(f, g, pix) is a measure of how unfaithfully g approximates model f with
proximity measure pix.
3. Ω(g) is a measure of complexity of model g.
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So, they find an explanation as interpretable model ξ(x), which is found as a
trade-off between how faithful this model to f around datapoint x ∈ Rd and how
complex it is.
In a concrete setting for experiments, they use the following functions:
1. g(zÍ) = wg · zÍ sparse linear models as interpretable explanations.
2. pix(z) = exp(− (x−z)2σ2 ) is an exponential kernel.
3. Ω(g) = ∞ · 1[||wg||0 > K] sets a limit K on the number of words to be in
explanation.
4. L(f, g, pix) = qz,zÍ∈Z pix(z)(f(z)− g(zÍ))2.
Figure 5: Explaining a prediction made by Google Inception v3 [37] using LIME [28].
They demonstrate results of the method on Google Inception v3 model [37],
results are depicted in figure 5.
2.4.2 Gradient-based explainers
Gradient-based explainers rely on the possibility of calculating the gradient of the
output of the model and use it to provide explanations for a given model. This
section overviews several gradient-based explainers, including work by Simonyan
et al. [33] and Selvaraju et al. [31].
Work by Simonyan et al. [33] introduces gradient-based explainer, which only
utilizes knowledge of the gradient, however they show results in the paper only for
Convolutional Neural Networks [22]. For a given image x, explanation is given by
the saliency map M ∈ Rm×n. It is computed as follows Mij = |wi,j|, where w = ∂Sc∂x .
Sc is the output of the model (probability) for a given class c. The basic idea of the
explanation is that it highlights the most class-discriminative parts of the image.
Examples of provided explanations by this explainer are depicted in figure 6.
Grad-CAM [31] explainer is model-specific gradient-based explainer, which only
provides explanations for Convolutional Neural Networks [22], because it utilizes its
structure. They provide explanation in the form of class-discriminative localization
mapM ∈ Ru×v, so it has width u and height v. In order to obtain this map, first it is
needed to compute coefficients αck =
q
i
q
j
∂Sc
∂Akij
, where Sc is the output of the model
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Figure 6: Explanations for several images provided by Simonyan et al. [33].
(probability) for a given class c, Ak - feature map k of a given convolutional layer.
Then explanation is provided as follows M = ReLU(qk αckAk), where ReLU(x) =
max(0, x). Examples of provided explanations are depicted in figure 7.
2.4.3 Counterfactual explainers
Miller [26] claims that most of the work in the field of explainable AI is based on
the intuition of the researchers of what ‘good’ explanation is. This paper argues
that field of explainable AI should use already existing research in such fields as
psychology, biology and cognitive sciences, which study different aspects of providing
good explanations. One of the major findings this paper reports is that explanations
should be contrastive. It means that when some event P happened, people are not
interested in why P happened, but rather they are interested in why P happened
instead of some other event Q. So, good explanations are sought as a response to
particular counterfactuals.
Counterfactual Condition is a conditional containing ‘if-clause’ which is contrary
to the fact. Examples:
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Figure 7: Explanations for several images provided by Selvaraju et al. [31] model-
specific gradient-based explainer.
1. If weather has not been rainy today, we would go for a walk.
2. If I had not drunk hot coffee, I would not have burned my tongue.
Basically, it is an expression of form: If CAUSE, then EVENT.
Further, we call counterfactual an object, where CAUSE is true, s.t. EVENT
happened. Examples:
1. ‘If this cat did not have whiskers, then it would be recognized by classifier as a
dog’. Counterfactual in this case is ‘cat without whiskers’, which consequently
is recognized as a dog.
2. ‘If I have studied more, I would land this job’. Counterfactual in this case is
‘person who studied more’, which consequently landed this job.
In machine learning context, we are interested in answering the following ques-
tion: ‘Why this particular object was classified as class A and not class B?’. The
counterfactual in this case would be a modified object, which classified as class B.
Work by Wachter et al. [38] proposes agnostic gradient-based counterfactual
explainer. Given already trained model fw(x) with trained weights w, point x0
to which we want to find counterfactual, paper proposes to optimize the following
function:
argmin
xÍ
max
λ
λ(fw(xÍ)− yÍ)2 + d(x0, xÍ), (3)
where xÍ is a counterfactual, yÍ is desired class for this counterfactual, d(x0, xÍ)
is a distance function, which measures how far the counterfactual xÍ is from the
original datapoint x0. It is important to note that authors specify target class yÍ
for counterfactual, however it is not always the case, sometimes counterfactuals are
acquired by reducing original datapoint highest class probability, without specifying
target class for it.
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Wachter et al. [38] propose to have distance function d(x0, xÍ) =
q
kF
|x0,k−xÍk|
MADk
,
where MADk is median absolute deviation over the feature k. They report results
on generating counterfactuals for PIMA Diabetes dataset [34]:
Person 1: If your 2-Hour serum insulin level was 154.3, you
would have a score of 0.51
Person 2: If your 2-Hour serum insulin level was 169.5, you
would have a score of 0.51
Person 3: If your Plasma glucose concentration was 158.3 and
your 2-Hour serum insulin level was 160.5, you would have a
score of 0.51
Fong and Vedaldi [15] propose gradient-based counterfactual explainer for image
classification models. This method provides explanations by removing regions, which
are the most disriminative for a target class. This method finds mask m ∈ [0, 1]Λ (for
each pixel u ∈ Λ there is a scalar mask value m[u] ∈ [0, 1]) by solving the following
optimization problem:
m∗ = argmin
m∈[0,1]Λ
λ1||1−m||1 + λ2
Ø
u∈Λ
||∇m[u]||ββ + Eτ [fc(Φ(−τx0,m))], (4)
where qu∈Λ ||∇m[u]||ββ is the total-variation (TV) norm, and Φ(x0,m) (here x0 is
input image and m is a mask) is the perturbation operator. For example, we could
define constant perturbation operator as following:
[Φ(x0,m)](u) = m[u]x0[u] + (1−m[u])µ0, (5)
where µ0 is the average color. An example of applying this method is depicted in
figure 8.
2.5 Model-specific explanations
Work by Zeiler and Fergus [41] focuses on explaining the internal structure of Convo-
lutional Neural Networks (convnets). Paper proposes new visualization technique
that provides insights about intermediate convolutional layers of convnets.
Paper considers standard convnet model, which takes 2D image x as an input
and outputs probability vector y over C different classes. Architecture of the typical
convnet consists of layers, where each layer has:
1. Convolution operator. This operator takes as input the output of the previous
layer and convolves it with the number of filters. Convolution of the output of
the previous layer with one filter produces a feature map. So, output of the
convolution operator is a number of feature maps.
2. RELU (REctified Linear Unit). RELU is an activation function, it is defined
as f(x) = max(0, x), so it takes result of convolution operator and outputs
clamps all negative values.
16
Figure 8: Explanation provided by gradient-based counterfactual explainer [15]. This
image on the left is correctly classified using GoogLeNet [36]. Central image is
counterfactual which obtained by learning mask (right image) and perturbing image
with the noise.
3. Max pooling [optional]. It is a down-sampling operator, which down-samples
representation by taking maximum value over the neighborhood region.
4. Local contrast normalization [optional]. This operator normalizes the responses
among the feature maps.
Typically, the last several layers are fully connected and there is a softmax in the
end to ensure that model outputs normalized probabilities. Convnet architecture
used by Zeiler and Fergus [41] is depicted in figure 9.
Figure 9: Convnet architecture used by Zeiler and Fergus [41]. This architecture
takes 224x224 image and outputs vector of probabilities over C classes. Layers 1-5
are convolutional layers, while layers 6-7 are fully connected. Details about those
layers are discussed in section 2.5.
To examined trained convnet, they propose to compute output of each layer for
the given image. Then, in order to obtain an insight for a particular feature map in
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a given layer, they set all other activations (outputs of the layer) to zero. After this,
they recover an image in the image space from the activations in a given layer using
deconvolutional network (deconvnet) [40]. The idea of deconvnet is to revert back
the process of a given convnet (meaning, pass output of the layer (number of feature
maps) as input and output a restored image in the input image space), it consists of
unpooling, rectification and filter reconstruction operations:
1. However, max pooling is non-invertible, but we can have an approximation
for the inverse by saving the location of the maximum within each region of
pooling. This set of maximums is usually referred to as set of switch variables.
Process of approximating max pooling operator is depicted in the bottom of
figure 10 and is called unpooling.
2. Rectification is the same as applying RELU operator to ensure non-negative
features.
3. Filter reconstruction is using transposed (flipped vertically and horizontally)
versions of the same filters and applies them to the rectified feature maps. This
operation sometimes is also called fractionally-strided convolution.
Illustration of the convnet architecture and unpooling operator is depicted in
figure 10.
Results of using proposed technique is depicted in figure 11. In this figure, for
each feature map in a given layer, top 9 activations are visualized, which are projected
to the image space using deconvnet. This visualization reveals that each feature
map is responsible for particular concept, which can be visualized (lower layers learn
edges/corners and different shapes, while deeper layers capture texture and high-level
concepts like dog face, bird’s leg, etc). Additionally, they also present image patches
that caused those activations.
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Figure 10: On top is an illustration of convnet layer (right) and deconvnet layer
(left). On bottom is an illustration of unpooling operation described in section 2.5.
Figure from the work by Zeiler and Fergus [41].
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Figure 11: Visualization of feature maps using technique proposed by Zeiler and
Fergus [41] and discussed in section 2.5. For each layer, feature maps are visualized
by their top 9 activations, which are projected to the image space using deconvnet.
Also, image patches that cased those high activations are presented.
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3 Framework
In this section we propose a new framework for explaining machine learning classifiers.
Previously mentioned local explainers [15, 38, 31, 33, 28] aim to explain classifier’s
decision only for a particular given object. For example, in the case of image classifiers
these methods are aiming at explaining classifiers by highlighting parts of the given
image, which are the most discriminative for specific class as in figure 8. So, these
methods do not provide a global perspective for a given class.
Work by Ribeiro et al. [28] argues that providing an explanation for a single
instance does not give a global understanding for a given model. This work proposes
method SP-LIME, which is based on submodular optimization, it samples a set
of representative instances. Then, explanations are manually evaluated for each
sampled instance.
In this thesis, we are taking a different perspective on obtaining a global perspective
for a given class. In our approach, for a given set of data points we are finding set
of counterfactuals, which are obtained by almost the same semantically meaningful
perturbations to given set of data points. Semantically meaningful perturbation
means that the mask used to do this perturbation has semantically meaningful entries.
In case of images, this concept illustrated in figure 12. In this example, top row
are input images, and bottom row is the result of applying given mask. Note that
one entry of the mask (e.g. eyes) could correspond to different locations in different
images (it also might correspond to nothing, if this unit is not presented in the
image).
Now we formally define the proposed framework. Suppose we have a set of input
data points x1, x2, ..., xn for which we want to find set of counterfactuals. We do this
by solving the following optimization problem:
argmin
m1,m2,...,mn
1
n
nØ
i=1
ftarget(Φ(xi,mi))ü ûú ý
term1
+λ 1
n
nØ
i=1
norm(mi)ü ûú ý
term2
+µ 1
n2
nØ
i=1
nØ
j=1
d(mi,mj)ü ûú ý
term3
, (6)
where
1. mi is a learned mask for input datapoint xi. Each datapoint has its own mask.
2. ftarget(x) is the output of a given model for a given target class. For example,
in the case of neural network it could be neuron in the last layer corresponding
to particular class.
3. Φ(x,m) is a perturbation operator applied to object x using mask m. The
output of perturbation operator is a perturbed object x, which we call counter-
factual.
4. norm(m) is a norm of a given mask m. In out experiments we are using L1
norm to achieve sparsity, if not specified otherwise.
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Figure 12: Example of applying a meaningful perturbation to each image in the top
row. Entries of the mask are meaningful units of the image. In this case entry ‘1’
means that this unit is presented in an image, while ‘0’ is the opposite. Note that
one entry of the mask could correspond to different locations in different images (it
also might correspond to nothing, if this unit is not presented in the image). Note
that perturbation operator could be also different. In this case constant perturbation
operator applied as in equation 5.
5. d(m1,m2) is a distance between two masksm1 andm2. If masks are semantically
meaningful as in figure 12, then in out experiments we define distance between
masks as a simple L2 distance. However, in the case, when masks are not
meaningful, distance could be defined in a more complex way to reflect that
both masks should correspond to the same meaningful part of the object.
6. λ and µ are hyperparameters that control sparsity of the masks and their
proximity to each other respectively.
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We provide an explanation as m∗ = 1
n
qn
i=1mi, which is the average of all masks.
Note that bigger µ leads to less variation in mi.
In the provided optimization problem 6, term1 is responsible for reducing target
class probability of found counterfactuals by optimizing the masks, term2 is respon-
sible for keeping norm of masks small (in out experiments we use L1 norm to ensure
sparsity), term3 is to make sure that masks do not deviate too much from each other,
because our goal is to obtain a class explanation and not an explanation for every
particular instance.
In order to apply proposed framework to a given classification model to explain
given target class, we need to specify:
1. Form of the masks mi.
2. Perturbation operator Φ(x,m).
3. Norm of the mask norm(m).
4. Distance between two masks d(m1,m2).
In the following subsections, we propose several ways of specifying these for
tabular data, image data and text data, which will be used later in the experiments
section.
Input data points x1, x2, ..., xn and hyperparameters λ, µ are specified and tuned
individually for a particular dataset/problem. For every experiment we show which
data points and hyperparameters we chose.
3.1 Tabular data
In the simple case, when we have interpretable features and can modify any feature
with any value, we could specify components of the framework as following:
1. Each mask mi has the same dimensionality as xi, so dim(mi) = dim(xi).
2. Distance between two masks is L2, so d(m1,m2) = ||m1 −m2||2.
3. Norm of the mask is L1 norm, so norm(m) = ||m||1.
4. Perturbation operator is simply Φ(x,m) = x+m.
Note that in this setting we allow any modifications of features to any datapoint,
so this setting provides us with the biggest amount of flexibility in terms of applied
perturbations. Mask in this case acts as a vector of changes that are needed to be
applied in order to get a counterfactual.
Even though this setting is very simple and useful, and it provides interesting
insights about the model, it might not always be suitable for several reasons:
1. It might be not desirable to apply changes to particular features. An example
could be a banking loan approval model, which takes customer data (income,
credit score, age, gender, etc) and outputs the decision (approve/disapprove
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loan). If the customer got disapproved with his loan application, we might use
the proposed method to provide an explanation to the customer why his loan
application got rejected (e.g. according to GDPR 1.3). In this case there is a
set of protected features, which we can not change, including age and gender.
However, sometimes it might be even desirable to have changes to such protected
features. For example, in the case of validating model and identifying biases,
such as those in 1.1, studying affection of model’s outcome by such protected
features might be highly desirable. In this case, if our model changes prediction
from Disapprove loan to Approve loan just by changing the gender feature,
then out model most probably discriminating against gender and this case
should be handled appropriately.
2. Sometimes it only makes sense to perturb input data points by changing
several features simultaneously, otherwise it could lead to very improbable
counterfactuals. An example of such application could be classification model
over apartment objects, which takes as an input characteristics of the apartment
(e.g. number of bedrooms, number of restrooms, apartment size in square meters,
etc). In this case modifying number of bedrooms of the apartment should most
probably affect apartment size, so it might make more sense to change those
simultaneously.
One way to tackle both of the previously mentioned reasons is to introduce m
individual perturbation functions: t1, t2, ..., tm. Each perturbation function ti(x, θi)
takes input datapoint x and its argument θi, and outputs corresponding perturbation.
Then we define perturbation operator as Φ(x,m) = t1(t2(...tm(x, θm), ..., θ2), θ1). In
this case mask will be represented as m = (θ1, θ2, ..., θm) and might have different
dimensionality from the input data points.
Note that if we set m = n and
ti(x, θi)[j] =
xj + θi, if i = jxj, if i Ó= j,
where xj is the j-th feature of x. Then this approach is equivalent to the simple
case mentioned in the beginning of this subsection 4.1, because ti only modifies i-th
feature.
Using this approach, it is straightforward to prevent some features from being
changed, e.g. if we want to prevent feature j from being changed, we set tj(x, θj) = x.
It is also straightforward to define ti in a way that changes several features simulta-
neously. However, note that in this case order of applying individual perturbation
functions might affect the output of Φ(x,m).
3.2 Image data
In order to apply proposed framework to explain classes of image classification models,
we need to have semantically meaningful entries of the mask as in figure 12. The
problem with this approach is that we need to have a mapping from entry of the
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mask to the part of the image with this entry (meaning, if we have an entry of mask
corresponding to the ‘eyes’, then we need to know for every image where eyes are
located). That is why there is no straightforward way to apply already existing
methods [33, 31, 15], since their masks are based on location (e.g. if we apply one of
mentioned methods to find counterfactuals for two different images and it visually
found ‘eyes’ in both images, there is no straightforward way to quantify the distance
between two masks, since location of eyes in the image could be different).
To tackle this problem, one might just manually label different parts of every
image or use existing dataset such as COCO [24], which has 91 different categories
of objects already labeled for every image. However, this has an obvious drawback
of doing manual work with labeling our images, or in the case if we are using COCO
– it restricts us to have explanations only to those images that are in the COCO
dataset, and have explanations in terms of predefined categories.
Another way to tackle this problem is to utilize internal structure of the model
being explained. In this thesis, we utilize internal structure of Convolutional Neural
Networks (convnets), since it has received a wide usage in different applications
[23, 39, 42].
Several works [41, 33, 13] showed that deeper convolutional layer capture high-
level concepts, which we discussed in section 2.5. So, every feature map of the
convnet is responsible for a particular concept (see figure 11, however each feature
map retains spatial information. Each feature map is a matrix of neurons, where each
neuron is responsible for a concept in a given location. We can get rid of that spatial
information by aggregating those values (taking sum or mean operator) for each
feature map, which leaves us with an array of values, where each value represents
how much particular concept is represented in the given image.
Now we define it formally. For the given input images I1, I2, ..., In, we preprocess
them by passing through all convolutional layers of our model and we obtain stack
of feature maps for every image. Preprocessing step defines a mapping conv : I →
{Ak}Pk=1, where Ak is the k-th feature map in the last convolutional layer, P is
the number of feature maps in the last layer. We obtain our input xi by applying
preprocessing step xi = conv(Ii), and xi = (x1i , x2i , ..., xPi ), where x
j
i is the j-th
feature map for i-th datapoint. We define masks as mi ∈ RP , so it has the same
dimensionality as the number of feature maps P . We define perturbation operator
(Φ(x,m))[i] = xi +m. Note that xi is a feature map (matrix) and mi is a scalar, so
operation xi +mi adds constant value mi to each element of xi.
For the given specification, each entry of the mask corresponds to one feature
map, which can be interpreted by the method proposed by Zeiler and Fergus [41]
and discussed in section 2.5. That is why we consider that mask has semantically
meaningful entries and can be used in our framework to provide explanations for
image classifiers.
3.3 Text data
Case of text data is very similar to the case of tabular data 4.1. We can represent
each document as a bag of words. We first build vocabulary V of size K, then we
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define xi ∈ NK+ to be a bag of words representation for i-th document. We define
xi[j] as number of times word with index j appears in document i. Then we can
define mask to have the same dimensionality as xi, so dim(xi) = dim(mi) = K, and
perturbation operator as Φ(x,m) = RELU(x+m). We use RELU operator here,
because counterfactual for x should have non-negative entries.
In this setting, negative value of the mask entry represents the word, which is
discriminative for the target class. Since size of vocabulary K could be very big
(millions of words), we propose to only look at top-N smallest entries of the mask,
which will provide top-N words, which are the most discriminative for the target
class. In conducted experiments in section 4.3 we use top-7 and top-10 words to
provide explanations for instances and classes.
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4 Experiments
We conduct and show different experiments for tabular data, image data and text
data for proposed framework. Every subsection inside those sections corresponds to
a different type of experiment. Code with reproducible experiments can be found
at GitHub Repository [3]. We used PyTorch [27] as the main framework for our
experiments.
In tabular data section 4.1 we analyze role of hyperparameters λ and µ of the
proposed framework (see section 3 for details) in 4.1.1, analyze sensitivity of hyper-
parameter λ in 4.1.2 and show robustness of the proposed framework with respect to
the number of input data points in 4.1.3.
In image data section 3.2 we visualize explanations for classes with aggregated
maps in 4.2.1 and comparing visualizations for different models of VGGNet family
in 4.2.2.
In text data section we display top words for target classes in 4.3.1 and show
consistency of explanations in 4.3.2.
4.1 Tabular data
For our experiments in this section we use Pima Indians Diabetes dataset [4]. Dataset
consists of 768 data points and 9 features.
We split the data into train/val/test with the ration 0.64/0.16/0.2 respectively.
We normalize the data by subtracting mean and dividing by standard deviation.
As a model we train 3-layer neural network with 20 neurons in the first 2 layers
and 1 unit in output layer. We use RELU activation for hidden layers and sigmoid
activation for the output layer. We use binary cross-entropy as a loss function. We
train the model using gradient descent with learning rate 0.03 and weight decay 0.01.
Achieved accuracy on the test set is ∼ 78%.
4.1.1 Role of hyperparameters λ and µ
In this experiment we analyze how hyperparameters λ and µ affect learned masks.
Both of them are defined in equation 6. λ is responsible for magnitude and sparsity
of the masks, while µ for proximity of the masks to each other.
To analyze their role, we visualize the masks for 3 cases:
1. λ = 0, µ = 0
2. λ > 0, µ = 0
3. λ > 0, µ > 0
We learn the masks by solving optimization problem proposed in the section
4.1 using stochastic gradient descent with learning rate 0.1. We choose 10 data
points from test dataset, which have the biggest probabilities for target_class = 1.
Visualization of the learned masks for these 3 cases is depicted in figure 14. In this
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figure, each row represents an instance and each column represents a feature of the
learned mask.
We can see that when both λ = 0 and µ = 0, there is no clear distinction
which features are the most discriminative for our target class, even though we see
‘purple’ areas for feature 1 and 5. However, there is still a lot of noise. This case
is equivalent, when we find these 10 counterfactuals independently, that is why
observing counterfactuals 1-by-1 might be misleading, since different counterfactual
will indicate different ‘important’ features (it is easy to notice that for some data
points some features might be very important, while for others not at all). This is
the typical results that we get with the most of counterfactual explainers, since they
are only local explanations and not global. The usual guidance is to sample many
different counterfactual and understand what is in common between them.
For the case when λ = 0.05 and µ = 0, it does not change the situation much
from the previous one, there is still a lot of noise.
When we set λ = 0.03 and µ = 0.2, we immediately see the structure. Setting µ
to non-zero value, forces counterfactual masks to be very similar to each other, that
is why they are exploring the common patterns that are relevant to target class in all
data points and ignoring the noise from individual data points. Our intuition here
is that setting hyperparameters to non-zero values and having big enough (10-15)
amount of data points provides robustness of the masks and can serve as a good
explanation for a given target class. We confirm this intuition with experiment in
4.1.3.
In order to see difference between learned masks, we visualize data points from
the test set using features 1 and 5 (the ones that have the biggest impact on target
class (class 1)) in figure 13. We visualize learned masks as arrows. Cyan arrows
represent masks which we learned using λ = 0, µ = 0 and we can see that they vary
among the data points and there is no single direction. Magenta arrows represent
masks which we learned using λ = 0.03, µ = 0.2 and we can see that there is very
clear consistent direction among all the data points.
4.1.2 λ sensitivity
In this experiment, we analyze sensitivity of hyperparameter λ, while keeping all
other parameters constant. We use exactly the same setting as in the previous
experiment. Here our goal is to understand how magnitude of λ affects the learned
masks.
Visualization of the learned masks for several values of lambda (0.2, 0.1, 0.05, 0.02)
is depicted in figure 15. We set µ = 0.2 in every case.
From this figure, setting smaller value of λ requires more features of the mask
to have non-zero values (meaning, makes those features discriminative for a target
class), however it also reduces mean probability of the target class. Illustration of
this concept is depicted in figure 16. When all masks are set to 0, mean probability
is ∼ 94%, but we can reduce it down to 41.2% by just changing 1 feature and down
to 2.8% by changing just 4 features (with very small changes to couple of others).
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Figure 13: Visualization of data points from the test dataset along with the learned
masks using 2 different settings: λ = 0 µ = 0 and λ = 0.03 µ = 0.2. Cyan arrows
represent masks which we learned using λ = 0, µ = 0, while magenta arrows represent
masks which we learned using λ = 0.03, µ = 0.2. We can see that for magenta arrows
there is very clear consistent direction among all the data points, which is not the
case for cyan arrows.
4.1.3 Robustness with respect to number of data points
In this experiment we analyze the robustness of our framework with respect to the
number of data points. We fix λ = 0.02 and µ = 0.2, but keep number of input
data points different, n from equation 6. We train masks for several values of n:
1, 2, 5, 10, 15, 20, 30 using the same setting (model and training process) as in the
previous experiments.
Visualization of the trained masks for different number of data points is depicted
in figure 17. We can see that starting from N = 10, the masks start to generalize and
new data points do not affect their values, which shows robustness of the framework
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Figure 14: Visualization of learned masks for 3 cases: λ = 0 µ = 0 (top), λ = 0.05
µ = 0 (middle), λ = 0.03 µ = 0.2 (bottom). Each row represents an instance (we have
10 instances in every case) and each column represents a feature of the learned mask.
Setting both λ and µ to non-zero values (bottom) helps us to achieve consistency
across all 10 masks and provides robust explanation for a target class.
with respect to number of data points for a sufficient enough number of data points.
We also sampled new 30 data points and learned new masks for them, but they were
pretty much the same as the ones shown in the figure, which shows robustness of the
framework and because of that, in our opinion, serves as a good explanation for the
target class.
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4.2 Image data
For our experiments we use classifiers trained on the subset of ImageNet dataset [12],
which has approximately 1 million labeled images with 1000 categories for ILSVRC
challenge [30].
In our experiments we use different configurations of VGGNet [32]: VGG11,
VGG13, VGG16, which are depicted in figure 18.
For learning masks, we used gradient descent with learning rate 0.1 and the same
hyperparameters for all experiments: λ = 0.05 and µ = 0.2.
4.2.1 Visualizing explanations for classes
In this experiment we visualize the learned masks for several classes for VGG16
neural network (architecture is depicted in figure 18). As described in section 3.2,
dimensionality of every learned mask equals to the number of feature maps in the
last layer. In the case of VGG16, there are 512 feature maps in the last layer. Since
number of them is not very small, as in tabular data experiments 4.1, one way to
visualize those maps is to aggregate them. As an aggregation method, we consider
linear combination of mask entries with feature maps themselves:
AMi = RELU(
PØ
j=1
mkiA
k
i ), (7)
where mik is k-th entry for i-th learned mask (meaning for i-th image), Aki is the k-th
feature map for the i-th image, AMi is an aggregated feature maps for i-th image.
RELU here is used to suppress negative results. Note that AMi is a 7× 7 image, so
we upsample it to match the input of VGG16 network, which is 224× 224. Similar
technique was used in Grad-CAM paper [31] and showed good results.
We visualize everyAMi as a heatmap for every image in the dataset. Visualizations
are provided for 3 classes: ‘Tiger cat’, ‘Lynx’ and ‘Arctic fox’. For every class we
visualize 7 random images. Results are depicted in figure 19. Every heatmap
represents the most discriminative region for a given class. For example, for a class
‘Arctic Fox’ VGG16 primarily looks at the face of the fox. Having such visualization
can provide us an idea about which parts of the image the network looks at, when
classifying this object belonging to particular class.
We also made visualization for image, which contains more than 1 object and
visualized it. Result of visualization is depicted in figure 20. We can see from this
visualization that VGG16 mostly makes its decision by observing the cat face, when
describing class ‘Cat’, however there is a little weight on the dog’s neck. When
explaining class ‘Dog’, most of the weight is on the dog’s face, but there is also little
weight on the cat’s face.
Looking at the distribution of weights on the image can also helps in troubleshoot-
ing, when classifier made a wrong prediction. Example is depicted in figure 21, where
VGG16 gives the biggest score to wrong ‘Egyptian cat’ class. After observing the
heatmap it is clear that it look at the bottom of the image and texture there actually
resembles texture of Egyptian cat.
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4.2.2 Comparing visualizations for different models
In this experiment we compare different configuration of VGGNet: VGG11, VGG13,
VGG16, which are depicted in figure 18. We use the same visualization method as
in subsection 4.2.1. We compare provided visualizations for different classifiers for 2
classes: ‘Tiger cat’ and ‘Arctic fox’. Results for class ‘Tiger cat’ are depicted in figure
22, and for class ‘Arctic fox’ are in figure 23. Nevertheless, there are big overlaps
in terms of explanations for different classifiers, there are still clear differences. For
example, for class ‘Tiger cat’ on rows 3 and 4 VGG16 does not take into account
cat’s face, while VGG11 and VGG13 do. Another example for class ‘Arctic fox’,
where on row 5 VGG11 almost does not take into account left fox, VGG13 takes into
account a lot of snow, while VGG16 only looks at 2 foxes.
4.3 Text data
In this section we use 20 NewsGroups dataset [1] for our experiments. Dataset
consists of ∼ 19000 documents and 20 different categories.
As a model we train 3-layer neural network, where 2 hidden layers have 100
neurons each and output layer has 3 neurons. Output layer has 3 neurons, because we
trained network on a subset of data points with 3 classes: ‘comp.graphics’, ‘sci.space’,
‘rec.sport.baseball’. We build vocabulary from training dataset without any data
preprocessing, except lower case every word. Size of vocabulary: 119930. We use
bag-of-words as an input to the model. Activation function for hidden layers is
RELU, for output layer – softmax.
4.3.1 Displaying top words for classes
In this experiment we display the most discriminative words for every class. We learn
the masks using proposed technique with λ = 0.05, µ = 1 for every target class. As
described in section 4.3, dimensionality of every mask equals to the dimensionality
of vocabulary, which is 119930 is out case. Because of such huge dimensionality, we
only display the top words for each class. We consider top words to be those which
have the smallest mask entries, because their deletion from documents will lead to
the biggest probability drops of the target class.
In table 1 we display top 10 words for each class. We can see that class
‘comp.graphics’ is pretty well described with computer graphics related words, but
class ‘sci.space’ definitely has some undesirable words, e.g. ‘sci\nlines:’. It seems that
network tried to capture only ‘sci’, but since we have not done any preprocessing,
it also captured the last part ‘\nlines:’ of it, because they usually go together in
documents. In order to confirm this reasoning, we display such particular document
from the dataset in figure 24, which contains ‘distribution: sci\nlines 10’. Also,
note that email address ‘prb@access.digex.com’ appears as the top word, which is
probably not desirable either. This email address is among top words, because it
appears frequently among ‘sci.space’ documents (it also appears in figure 24). So,
explaining classes with the top words using proposed framework might be also helpful
in troubleshooting.
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When the new model is trained, we might describe every class with proposed
framework and make sure that all the top words in every class make sense for this
particular class. It helps us to ensure trust in the model, which is discussed in
section 1.4, since high accuracy on the test set does not guarantee that model learned
anything useful, because both training and test datasets might be biased, but it
might be hard to notice due to the size of the dataset and size of the documents.
That is why it is always helpful to look at other methods, which help to understand
the underlying model better and ensure trust.
Target class Top-10 words
comp.graphics ’graphics’, ’video’, ’algorithm’, ’vga’,
’rgb’, ’image’, ’output’, ’256’, ’package’,
’rumours’
rec.sport.baseball ’baseball’, ’jewish’, ’phillies’, ’sox’,
’stats’, ’pitcher’, ’fan’, ’ryan’, ’win’, ’yan-
kee’
sci.space ’planets’, ’orbit’, ’observatory’,
’sci\nlines:’, ’prb@access.digex.com’,
’temporary’, ’moon’, ’nasa’, ’orbit,’,
’(pat)\nsubject:’
Table 1: Top 10 words for each target class. Top words are those which have the
smallest mask entries.
4.3.2 Consistency of explanations
In this experiment we show consistency of provided explanations (learned masks)
when using both λ > 0 and µ > 0. We randomly choose 10 data points from the
test dataset from the category ‘comp.graphics’ and learn two sets of masks for them:
using λ = µ = 0 and λ = 0.05, µ = 5 (case λ = µ = 0 means that we learn masks
independently for each datapoint). Then, we randomly choose 5 data points out of
10 and provide explanations using top-7 words for each mask in the same way we
did in section 4.3.1, except that in this experiment we report top words per instance,
not per class.
Results of experiment are reported in table 2. It is easy to see the consistency
among the top words for λ = 0.05, µ = 5 case. For the case λ = µ = 0, we can see
there are some common words among explanations, e.g. ‘computer’, ‘package’, ‘file’,
but there are some which are specific to particular text, e.g. ‘|\n’, ‘address’, and
which are not specific to ‘comp.graphics’ topic.
This experiment is similar to the one conducted in section 4.1.1 (see figure 13).
Basically, proposed framework helps to capture consistent explanations among many
data points and takes away the need to manually inspect each datapoint to get global
understanding of what model learned about the target class.
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Text Top 7 words (λ = µ = 0) Top 7 words (λ = 0.05, µ = 5)
Text 1 ’computer’, ’package’, ’file’, ’card’,
’graphics’, ’pc’, ’polygon’
’computer’, ’package’, ’file’, ’card’,
’pc’, ’algorithm’, ’polygon’
Text 2 ’computer’, ’package’, ’card’, ’file’,
’pc’, ’algorithm’, ’graphics’
’computer’, ’package’, ’file’, ’card’,
’pc’, ’algorithm’, ’polygon’
Text 3 ’computer’, ’package’, ’card’, ’file’,
’pc’, ’|\n’, ’packages’
’computer’, ’package’, ’file’, ’card’,
’pc’, ’algorithm’, ’polygon’
Text 4 ’computer’, ’package’, ’file’, ’pc’, ’al-
gorithm’, ’card’, ’polygon’
’computer’, ’package’, ’file’, ’card’,
’pc’, ’algorithm’, ’polygon’
Text 5 ’computer’, ’algorithm’, ’pc’, ’pack-
age’, ’address.’, ’file’, ’card’
’computer’, ’package’, ’file’, ’card’,
’pc’, ’algorithm’, ’polygon’
Table 2: Top 7 words reported per instance in 2 settings: λ = µ = 0 and λ =
0.05, µ = 5. Top words are those which have the smallest values of mask entries.
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Figure 15: Visualization of learned masks for 4 cases with different values λ :
0.2, 0.1, 0.05, 0.02 (top to bottom). Hyperparameter µ = 0.2 in all cases. Each case
also shows mean probability (term_1 in equation 6). Each row represents an instance
(we have 10 instances in every case) and each column represents a feature of the
learned mask. Setting smaller value of λ requires more features of the mask to have
non-zero values (meaning, makes those features discriminative for a target class),
however it also reduces mean probability of the target class. Initial mean probability
(when all masks are 0) is ∼ 94%, so by just changing feature 1 we can reduce mean
probability down to 41.2%.
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Figure 16: Curve that shows how mean probability of the target class changes with
respect to number of affected features (number of non-zero entries in the masks).
This plot has been obtained from figure 15 in order to have a better visualization for
mean probabilities.
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Figure 17: Visualization of learned masks for different number of input data points:
1, 2, 5, 10, 15, 20, 30. Hyperparameters stay the same λ = 0.02 and µ = 0.2. Each row
represents an instance (we have different instances in every case) and each column
represents a feature of the learned mask. Starting from N = 10− 15, the masks start
to generalize and new data points do not affect their values, which shows robustness
of the framework with respect to the number of data points for a sufficient enough
number of data points.
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Figure 18: VGGNet [32] configurations: VGG11, VGG13, VGG16.
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Figure 19: Aggregated feature maps for 3 classes: ‘Tiger cat’, ‘Lynx’ and ‘Arctic fox’,
which are discussed in subsection 4.2.1. Each aggregated feature map is visualized
as a heatmap for given image. Every heatmap represents the most discriminative
region for a given class.
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Figure 20: Aggregated feature maps for 2 classes: ‘Cat’ and ‘Dog’, which are discussed
in subsection 4.2.1. Each aggregated feature map is visualized as a heatmap for given
image. Every heatmap represents the most discriminative region for a given class.
Figure 21: Example on how proposed method helps with troubleshooting. In this
example, VGG16 misclassified image as ‘Egyptian cat’ class. However, after observing
the heatmap, we can see that there is a lot of weight in the bottom of the image,
where texture indeed resembles the texture of Egyptian cat.
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Figure 22: Comparison of 3 different configurations of VGGNet for explaining class
‘Tiger cat’. Nevertheless there is a big overlap in explanations for different classifiers,
we can still see the differences. For example, on rows 3 and 4 VGG16 does not take
into account cat’s face, while VGG11 and VGG13 do.
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Figure 23: Comparison of 3 different configurations of VGGNet for explaining class
‘Arctic fox’. Nevertheless there is a big overlap in explanations for different classifiers,
we can still see the differences. For example, on row 2 VGG11 and VGG13 take
into account snow, but VGG16 does not. Another big difference is on row 5, where
VGG11 almost does not take into account left fox, VGG13 takes into account a lot
of snow, while VGG16 only looks at 2 foxes.
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Figure 24: Sample document from 20 NewsGroups dataset, which belongs to the
‘sci.space’ category.
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5 Conclusions
This thesis starts from discussion about issues in black-box systems and why trans-
parency is very important in different applications. We then define notion of ex-
planation and explainer, and discuss various aspect of interpretability. After that
we provide an overview of globally interpetable models and discuss various local
explainers.
In the section 3 we propose a new framework for explaining machine learning
classifiers. It is based on the ideas of local explainers such as counterfactual explainers,
but provides a global perspective on the target class. To achieve global perspective,
we are finding set of counterfactuals for given data points, such that counterfactuals
obtained by almost the same semantically meaningful perturbations. We propose a
formal definition of the framework, which is model-agnostic and only requires the
output of the model to be differentiable with respect to the input of the model. Then,
we specify concrete settings for tabular, image and text data.
In the section 4 we conduct three sets of experiments for tabular, image and
text data. For tabular data we analyze role of hyperparameters λ and µ, and show
that λ > 0 and µ > 0 setting leads to consistent explanations (see figure 13). Then
sensitivity of hyperparameter λ and robustness of the framework with respect to the
number of data points are analyzed. For image data we provide explanations by
computing aggregated maps, upsampling those and plotting them as a heatmap on
input image. Based on this visualization method, we compare different classifiers of
VGGNet family. For text data we provide explanations for classes by displaying top
words. We show consistency of explanations for the setting λ > 0 and µ > 0 and
explain how proposed framework can be utilized for model troubleshooting.
In our opinion, the main weakness of the proposed framework is in the need to
specify the mask with semantically meaningful entries. Even though we propose
concrete settings for three types of data, it might not be trivial to specify the mask,
which will provide helpful explanations for the given problem.
There are number of different directions for future work that we would like to
explore. First, we would like to explore applications of our framework to other
types of data, including video and speech. Second, we would like get rid of the
main weakness of our framework and find a way to specify the mask to any problem,
regardless of the problem. Finally, we would like to do more theoretical work on
guarantees that obtained explanation is an explanation for the target class, not just
by showing it empirically. Regarding this issue, we would like to explore methods to
sample data points for which framework finds the counterfactuals, such that sampled
data points are diverse enough and can serve as good representatives for the target
class.
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