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Abstract
In strong electromagnetic fields, new plasma phenomena and applications emerge, whose modeling
requires analytical theories and numerical schemes that I will develop in this thesis. Based on my
new results of the classical plasma model, the role of strong magnetic fields during laser-plasma
interactions can now be understood. Moreover, based my new quantum electrodynamics (QED)
models for plasmas, it is now possible to understand strong-field QED effects in astrophysical
environments and test them in laboratory settings.
In the classical regime, starting from megagauss magnetic fields, scattering of optical lasers
becomes manifestly anisotropic. For the first time, a convenient formula for three-wave coupling
coefficient in arbitrary geometry is obtained and evaluated. By solving the fluid model to the second
order, I provide an alternative perspective of parametric instability and unveil how magnetic fields
affect collective scattering of plasma waves. As an application, I predict that magnetic resonances
can be utilized to mediate laser pulse compression. Using magnetized plasma mediation, it is not
only possible to achieve higher output intensity for optical lasers with more engineering flexibility,
but also possible to compress UV and soft X-ray pulses that cannot be compressed using existing
techniques. Taking advantage of the emerging feasibility of strong magnetic fields, I have thus
identified a pathway to next-generation powerful lasers, whose viability is supported by particle-
in-cell simulations.
In even stronger magnetic fields or intense laser fields, relativistic quantum effects become
important. At that point, plasma models based on QED are necessary. Allowing for nontrivial
background fields, I develop a new formalism for QED plasmas by computing the effective action
using path integrals. My new formalism enables simple wave dispersion relations in strongly mag-
netized plasmas to be obtained for the first time, based on which the modified Faraday rotation and
the anharmonic cyclotron absorptions near X-ray pulsars can now be correctly interpreted. Beyond
the perturbative regime, I extend real-time lattice QED to a unique tool for plasma physics, espe-
cially when collective scales overlap with relativistic-quantum scales. Applying this numerical tool
to laser-plasma interactions, I demonstrate, for the first time, transition from wakefield acceleration
to electron-positron pair production, when the laser fields exceed the Schwinger threshold.
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Chapter 1
Introduction
1.1 Motivations
In strong magnetic fields or in intense laser fields, new plasma phenomena and applications emerge.
Already in megagauss magnetic fields, scattering of optical lasers becomes manifestly anisotropic.
The anisotropy is introduced by the magnetic field, which is important when the electron gyrofre-
quency Ωe = eB/me is no longer ignorable when compared to the laser frequency and the plasma
frequency. For example, a magnetic field ∼ 10 MG, corresponding to Ωe~ ∼ 0.1 eV, will noticeably
alter the wave dispersion relation and the scattering cross section of optical lasers in plasmas. In
low-density plasmas, the role of the strong magnetic field is largely classical. However, as plasma
density increases, quantum effects may emerge when the characteristic size of electron wave func-
tion r0 =
√
2~/eB becomes comparable to inter-particle spacing. For example, a magnetic field
∼ 10 MG, corresponding to the magnetic de Broglie wavelength r0 ∼ 1 nm, may already allow elec-
trons to feel the Fermi degeneracy in solid-density plasmas. As the field strength further increases
towards the Schwinger limit Bc ∼ 1013 G, where the magnetic de Broglie wavelength shrinks to elec-
tron Compton wavelength, relativistic-quantum effects due to magnetic fields become increasingly
prominent.
While strong magnetic fields on the order of Schwinger limit can only be found near compact
astrophysical objects such as neutron stars, megagauss to gigagauss magnetic fields can already
be produced by a number of laboratory techniques. For example, using lasers to drive plasma
implosions, seed magnetic fields, either self-generated (Igumenshchev et al., 2014) or externally
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imposed (Gotchev et al., 2009; Knauer et al., 2010), can be amplified to tens of megagauss by
magnetic flux compression. A more controllable technique produces magnetic fields of similar
strengths using lasers to drive capacitor-coil targets (Fujioka et al., 2013; Santos et al., 2015;
Goyon et al., 2017; Tikhonchuk et al., 2017). Comparable or even stronger magnetic fields can be
produced by dynamo effects when solid targets are directly ablated by intense laser pulses (Borghesi
et al., 1998; Tatarakis et al., 2002a,b; Wagner et al., 2004; Manuel et al., 2012; Gao et al., 2012,
2015). Using these techniques, magnetic fields may be further intensified by employing stronger
drive lasers. The emerging availability of very strong magnetic fields in laboratory settings thus
presents new challenges and opportunities that remain to be investigated.
In the classical regime, the next-to-simplest phenomena in magnetized plasmas is perhaps co-
herent three-wave interactions. These interactions happen, for example, in magnetic confinement
devices, where waves injected by antenna arrays decay to other waves (Chang and Porkolab, 1974;
Liu and Tripathi, 1986). In the case where the wave is injected to drive current in a tokamak (Fisch,
1978, 1987), there is a possibility that the lower hybrid current drive is affected by unwanted decays
near the tokamak periphery (Porkolab, 1977; Cesario et al., 2006). Moreover, three-wave scattering
also happens, for example, in laser implosion experiments (Myatt et al., 2013), where high-intensity
lasers interact with plasmas. During magnetized implosions, where the magnetic field is imposed
to enhance particle confinement (Gotchev et al., 2009; Hohenberger et al., 2012; Slutz and Vesey,
2012; Wang et al., 2015; Farmer et al., 2017; Barnak et al., 2017), multiple laser beams may scatter
and reflect from one another via magnetic resonances. Understanding three-wave interactions is
therefore of critical importance for avoiding deleterious effects and designing successful magnetized
laser implosion experiments.
Despite of its importance, coherent three-wave scattering, well-studied in unmagnetized plasma
(Davidson, 1972; Weiland and Wilhelmsson, 1977), remains poorly understood when plasmas be-
come magnetized. This situation is mostly due to the analytical difficulty when external magnetic
fields are present, which substantially complicates the equations, except in the simple geometry
where the participating waves are collimated either parallel or perpendicular to the magnetic field.
Such difficulty deserves to be overcome in the midst of recent developments in strong magnetic field
technologies. Since multiple laser beams usually propagate at angles to one another and with the
magnetic field during laser-driven implosions, understanding the angular dependence of three-wave
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scattering in magnetized plasma becomes indispensable for making a knowledgeable choice of the
experimental setups to optimize laser-plasma coupling.
In the simple collimated geometry, three kinds of theories have been developed for three-wave
interactions in magnetized plasmas. The first kind is coupled-mode theory, which searches for
normal modes of the nonlinear equations (Sjo¨lund and Stenflo, 1967; Shivamoggi, 1982). The
normal modes are typically linear combinations of fluctuating quantities, and the equations satisfied
by normal modes are formally simple. However, these equations hide the complexity of the nonlinear
problem inside their complicated coupling coefficients, from which little physical meaning has been
extracted. The second kind is nonlinear current theory, which describes three-wave parametric
interaction by adding a nonlinear source term into the Maxwell’s equations. To find the nonlinear
current, the typical method is to add a constant pump wave to the equations as a background field.
On top of this background, response to perturbations due to the two decay waves are expressed in
terms of the coupling tensor. The coupling tensor combined with the dielectric tensor then gives an
matrix equation for the decay waves, from which the nonlinear dispersion relation can be obtained.
By expanding the dispersion relation near either the eigenmode or quasimode frequencies, the linear
growth rate can be obtained. Using fluid models for nonlinear sources, parametric growth rates
have been obtained for extraordinary wave pump (Grebogi and Liu, 1980; Barr et al., 1984; Vyas
et al., 2016), lower hybrid wave pump (Sanuki and Schmidt, 1977), as well as the right-handed and
left-handed circularly polarized pumps (Laham et al., 1998). To capture thermal effects, a simple
treatment retains only thermal corrections to the dielectric tensor (Platzman et al., 1968). A more
complete treatment also include thermal corrections to the coupling tensor (Ram, 1982; Aleksandrov
et al., 1984; Boyd and Rankin, 1985). However, beyond the simple collimated geometry, such
treatment becomes so cumbersome that decades of efforts have been spent on just simplifying the
expressions (Stenflo, 1970, 1994; Brodin and Stenflo, 2012), with very little extractable physical
results (Larsson et al., 1976; Stenflo, 2004). Beside the coupled mode theory and the nonlinear
current theory, the third kind of theory uses Lagrangian formulation. In this more systematic
approach, the interaction Lagrangian is obtained either from the Low’s Lagrangian (Galloway and
Kim, 1971; Boyd and Turner, 1978), or the oscillation-center Lagrangian (Dodin and Arefiev, 2017)
by expanding plasma response to the third order. Even with such transparent formalism, three-
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wave interactions in magnetized plasma, where the waves are not collimated, remains to be analyzed
systematically, in generality, and in details as will be done in this thesis.
Understanding three-wave interactions in magnetized plasmas not only has implications for
contemporary fusion experiments, but also enables developments of next-generation lasers. Powerful
laser pulses of high intensity, high frequency, and short duration are demanded in many applications
such as inertial confinement fusion (Keefe, 1982; Lindl et al., 1992; Lindl, 1995) and single molecule
imaging (Neutze et al., 2000; Hau-Riege et al., 2007). However, pulses generated directly from
laser sources cannot meet all three requirements simultaneously. Therefore, techniques for post-
processing laser pulses are necessary, which improve the pulses by amplifying their intensity (Sethian
et al., 1997; Moses and Wuest, 2005), converting their frequency (Franken et al., 1961; Bloembergen
and Pershan, 1962; McPherson et al., 1987; Tarasevitch et al., 2007), or shortening their duration
(Maine et al., 1988; Milroy et al., 1979; Capjack et al., 1982; Guzdar et al., 1996). Industrial
pulse processors use either solid or gas as gain medium, so they can only handle limited intensities
before these media break down (Wegner et al., 1999; Canova et al., 2007). Moreover, they can only
process limited frequencies up to the soft UV range before media become opaque due to single-
photon ionization. While the intensity limit has been substantially increased by current research
using unmagnetized plasmas as the gain medium (Malkin et al., 1999; Weber et al., 2013; Edwards
et al., 2016, 2017), the frequency limit remains in the UV range (Clark, 2003; Malkin et al., 2007;
Malkin and Fisch, 2014). Increasing the frequency limit is difficult, because higher frequencies
require denser plasmas, in which deleterious effects dominate desirable processes. Fortunately, the
requisite density can be reduced if we use magnetized plasmas instead. Taking advantage of the
emerging feasibility of very strong magnetic fields, we can use magnetized plasmas to push the limit
of laser pulse processing beyond what is possible by currently envisioned methods, as I will show
in this thesis.
Outside the classical regime, the standard plasma theory, which describes plasmas as collections
of point particles moving in self-consistent electromagnetic (EM) fields, become deficient. The
conditions at which relativistic quantum effects become important may be estimated by comparing
three energy scales: the energy scales of the plasmas, the energy scales of the EM fields, and the
rest energy of charged particles. The energy scales of plasmas are the thermal energy kBT , the
Fermi energy F, and the plasmon energy ~ωp. The energy scales of wave fields are the photon
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energy ~ω and the ponderomotive energy Up. The energy scales of static electric and magnetic
fields are E =
√
eEc~ and B =
√
eBc2~, respectively. Relativistic effects are important when the
energy scales of either the plasmas or the EM fields are comparable to the rest energy of charged
particles. Quantization effects are important when the thermal energy is low compared to other
energy scales.
An example where relativistic and quantum effects are both important is the magnetosphere of
an X-ray pulsar (Me´sza´ros, 1992). The typical magnetic fields of X-ray pulsars are on the order
B ∼ 1012 G. The corresponding magnetic energy B ∼ 100 keV is comparable to the rest energy of
electrons mec
2 ≈ 511 keV, indicating that relativistic effects are important. Moreover, the effective
temperature of X-ray pulsars kBT ∼ 10 keV is colder than B, indicating that quantum effects are
also important. That relativistic quantum effects are both important, an inference made by com-
paring energy scales, is strongly supported by anharmonic cyclotron absorption features observed
in spectra of X-ray pulsars (Makishima et al., 1990; Heindl et al., 1999; Santangelo et al., 1999;
Heindl et al., 2000; Pottschmidt et al., 2005; Tsygankov et al., 2006, 2007). Since classical plasma
theories cannot explain these spectral features, the presence of high-order harmonics is attributed
to inelastic scatterings of photons by electrons that occupy quantized Landau levels (Harding and
Lai, 2006), and the anharmonicity is attributed to viewing geometry as well as relativistic effects
(Scho¨nherr et al., 2007; Nishimura, 2013). Despite numerous efforts, many features of cyclotron
absorption lines remain to be explained (Me´sza´ros and Nagel, 1985; Freeman et al., 1999; Bignami
et al., 2003; Schwarm et al., 2017). The locations and shapes of these lines contain important in-
formation such as the magnetic field and plasma density of magnetospheres of X-ray pulsars. This
information cannot be extracted, unless wave dispersion relations, which enter the radiation trans-
port equations (Me´sza´ros, 1992) that serve as the forward model in the retrieval problem (Rodgers,
2000), are obtained for strongly magnetized plasmas. In this thesis, I will obtain, for the first time,
explicit and convenient expressions of wave dispersion relations in strongly magnetized plasmas.
Another place where relativistic and quantum effects are both important is a plasma produced
by ultra intense lasers interacting with a solid target. In such a plasma, energetic particles are
produced and hard radiations are emitted. When the energy density is high enough, genuine
relativistic-quantum effects such as electron-positron pairs production can happen (Liang et al.,
1998; Gahn et al., 2000; Liang et al., 2015; Sarri et al., 2015). Even without pair production,
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quasistatic magnetic fields in the gigagauss range can be produced during the interactions (Stamper,
1991; Korneev et al., 2015). The corresponding magnetic energy B ∼ 1 keV is comparable to the
electron temperature of the plasma, indicating that quantum effects are important. Relativistic
effects also turn out to be important when optical lasers are used to diagnose the plasma. This
is because the frequencies of optical photons are close to wave cutoffs, if the plasma has density
n0 ∼ 1021 cm−3, corresponding to ~ωp ∼ 1 eV. Due to singularities near cutoffs, small modifications
of the cutoff frequencies can have large effects. Such effects have been revealed in a number
of experiments (Tatarakis et al., 2002a; Wagner et al., 2004). In these experiments, it is found
that the magnetic field, determined from classical formulas, is larger when the same plasma is
diagnosed by lasers with higher frequencies. This peculiar dependence of the inferred magnetic
field strength on the frequencies of the diagnostic lasers indicates that systematic errors exist in
classical formulas. These systematic errors can be removed only by carefully calculating how waves
propagate in strongly magnetized plasmas as will be done in this thesis.
The question now is how should we model relativistic quantum plasmas? One possibility is to
employ semiclassical approximations. However, semiclassical descriptions of relativistic quantum
plasmas can only capture effects that are presumed to be important. For example, to model laser
pair production, source terms can be inserted into classical plasma equations (Berezhiani et al., 1992;
Kluger et al., 1998; Schmidt et al., 1998; Roberts et al., 2002; Hebenstreit et al., 2010). Although
effective theories of this kind can work in some situations, they have two major drawbacks. The first
is a lack of self-consistency. For example, while it seems easy to add source terms for particles, it is
far from obvious what terms should be added to the Maxwell’s equations to make sure energy and
momentum are both conserved during laser pair production process. The second major problem is
the narrow range of model applicability. For example, when modeling laser pair production, it is
only in a very narrow range in the parameters space that other effects such as bremsstrahlung and
radiation back reaction might be ignorable. These major drawbacks make effective models, built
patch by patch, somewhat unappealing.
Of course, relativistic quantum plasma theories need not be built by adding terms to equations
familiar to plasma physicist (Eliasson and Shukla, 2011; Bonitz, 2016; Shi et al., 2016). It is
important to remember that the now-standard plasma physics is just a semiclassical approximation
of the relativistic quantum world (Ruiz and Dodin, 2015). Therefore, instead of picking up terms
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that were left behind by plasma physics, another approach is to start from the fundamental theory
that contains everything and then add collective plasma effects. The later approach is what I will
take in this thesis. Beyond the immediate goal of establishing a formalism capable of describing
relativistic quantum plasmas, the goal of this thesis is to demonstrate that quantum field theory,
in whose language the standard model of particle physics is written, and in whose language many
phenomena in condensed matter physics are explained, is also a useful language for plasma physics.
Since particle physics describes a few particles with high energy, condensed matter physics describes
many particles with low energy, and plasma physics describes intermediate number of particles with
intermediate energy, it should not be surprising that a language that is effective for both extremes
is also effective in the intermediate regime. In this way, plasma physics is reconnected with other
branches of physics, after a long period of isolated developments.
1.2 Overview
In the first part of this thesis, I overcome the analytical difficulty in cold-fluid theory and obtain
three-wave coupling coefficient in uniformly magnetized plasmas in the most general geometry. This
is achieved by systematically solving the fluid-Maxwell system to second order in fluctuations, where
secular terms are removed using a multiscale expansion. Multiscale expansion as a perturbative
method is introduced in Ch. 2, using ordinary differential equations as examples. When solving
nonlinear differential equations, the multiscale method expands space and time scales, in addition
to expanding fluctuations. These extra degrees of freedom exempt perturbative solutions from
secular behaviors, whose occurrence would lead to indefinite growths that invalidate perturbative
assumptions.
Applying the multiscale method to fluid-Maxwell equations, the resultant first-order equations
are the usual linearized equations well known in plasma physics. In Ch. 3, I review these familiar
equations from the novel perspective of linear operators, which become necessary when solving the
second-order equations. In particular, I introduce a forcing operator for magnetized plasmas, in
terms of which the dispersion operator and the wave energy operator can be expressed. The forcing
operator is proportional to the usual linear susceptibility, but only keeps the irreducible particle
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dynamics in magnetic fields. A number of highly nontrivial identities of the forcing operator will
become particularly useful when solving the equations to higher orders.
Using the forcing operator, the fluid-Maxwell equations are solved to second order in the mul-
tiscale series in Ch. 4. Similar to the first-order electric-field equation, which can be used to
determine linear wave dispersion relations, the second-order electric-field equation can be used to
determine nonlinear three-wave interactions in magnetized plasmas. In terms of linear operators,
the second-order electric-field equation can be written in a very compact and intuitive form: due
to three-wave scattering, quasimodes are generated by beating of linear eigenmodes, and energy is
redistributed among resonant waves. In the case where only three eigenmodes resonantly interact,
the second-order electric-field equation can be reduced to the well-known three-wave amplitude
equations. What is of critical importance is that during this process, a previously unknown for-
mula for the three-wave coupling coefficient is obtained in magnetized plasmas, which can be readily
evaluated in arbitrary geometry. The general formula, derived laboriously by solving equations,
becomes transparent when reformulated from the Lagrangian perspective.
Having obtained the coupling coefficient, the behaviors of three resonantly interacting waves
can be determined by solving the three-wave equations. The three waves can propagate at arbitrary
angles with respect to one another and the background magnetic field, as long as the three-wave
resonance conditions are satisfied. Before the three waves overlap in spacetime, their wave envelopes
advect freely at wave group velocities, which can be determined from the linear dispersion relation.
Once the wave envelopes overlap, energy exchanges between three waves start to happen at a rate
determined by the coupling coefficient. The exact behavior depends on the details of the wave
envelopes, which is determined numerically in Ch. 5. The three-wave equations are advection
equations with nonlinear source terms, which can be readily solved using finite volume schemes.
A special case of three-wave interaction is laser pulse compression, during which energy stored
in a long pump laser is transfered to a short seed pulse and the mediating plasma wave. This
phenomenon can be used to amplify and shorten the seed pulse, whereby effective compression of the
pump laser is achieved. In Ch. 6, I study laser pulse compression mediated by the upper-hybrid wave
as an example, in order to demonstrate that the performance of pulse compression can be improved
by applying external magnetic fields. For optical lasers, the improvements are largely engineering,
where external magnetic fields allow better control of plasma uniformity. On the other hand,
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for shorter-wavelength lasers, the improvements due to alleviation of physical constraints, such
as damping and instabilities, become more substantial. Due to these improvements, magnetized
mediations may be used to compress intense UV and soft X-ray pulses, which cannot be compressed
using other methods. These theoretical predictions, made by analyzing how magnetic fields change
limiting effects, are confirmed by numerical simulations.
In the second part of this thesis, I contemplate scalar-QED as a toy model for relativistic
quantum plasmas. The scalar-QED model describes charged spin-0 bosons interacting with self-
consistent electromagnetic fields. Although plasmas are typically made of spin-1/2 fermions, scalar
QED is the effective theory for nucleus such as ground-state deuterons, mesons such as charged
pions, as well as many condensed matter systems like superconductors and superfluids (Landau,
1965). Since classical plasma physics takes no account of particle spin-statistics at all, I demonstrate
how to build plasma models from quantum field theory using the scalar-QED model, to avoid
unnecessary complications due to spin and chiral effects. Extension to spinor-QED plasmas, whose
thermal equilibrium states have been studied extensively using thermal Green’s function method
(Akhiezer and Peletminskii, 1960; Rojas and Shabad, 1979, 1982; Sadooghi and Anaraki, 2008),
can be carried out analogously following procedures in this thesis.
Since quantum field theory is not a familiar tool for many plasma physicists, in Ch. 7, I give a
self-contained introduction using scalar-QED as an example. I first treat scalar fields as classical
fields, using which many important results in quantum field theory can already be obtained. In
particular, as a consequence of the local gauge symmetry, electromagnetic fields naturally arise
when charged particles are parallel transported in spacetime. The general construction results
in Yang-Mills theory (Yang and Mills, 1954), whose simplest example is scalar QED. On top of
the classical background, quantum fluctuations can then be calculated using either the second-
quantization formulation or the path-integral formulation. In the second-quantization approach,
fields are promoted to operators. The N -point correlation functions can be computed in the inter-
action picture, from which the scattering (S) matrix elements can be extracted. Equivalently, using
the path-integral approach, fields remain functions but sample all configurations, including those
that are not allowed classically. By summing up all paths weighted by their action, the N -point
correlation functions can be calculated from the generating function.
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Allowing for dynamical background fields, I extend the vacuum field theory to model relativistic
quantum plasmas. In Ch. 8, I develop a general theory of wave propagation using an effective action
approach. The wave effective action has a clear physical meaning. When waves propagate through
plasmas, they interact with charged particles, whose dynamics are affected by the presence of the
background fields as well as the wave fields. After all the interactions related to charged particles
are summed up, what remains is the effective action of waves. This clear physical picture of the
wave effective action can be translated into rigorous mathematical procedures using path integrals.
To derive the effective action, I start from the standard action of scalar QED, self-consistently factor
out the background fields from the fluctuating fields, and then integrate out the charged particle
fields perturbatively. The idea of separating classical backgrounds from quantum fluctuations is an
extension to Furry’s picture of strong-field QED (Furry, 1951). In addition to external EM fields,
which are treated non-perturbatively in strong-field QED (Greiner et al., 1985), I also take into
account of the existence of non-perturbative background charged particle fields. The formidable task
of finding S-matrix elements by calculating quantum correlation functions whose end states contain
infinitely many particles is reduced by incorporating effects of background charged particle fields
directly into the Lagrangian. Such an incorporation, which has been attempted phenomenologically
by Shvets (1995), is made rigorous and systematic in this thesis. The partition of fields into classical
backgrounds and quantum fluctuations is similar to what has been done by Raicher et al. (2014).
I make further progress by simplifying the Lagrangian using the self-consistency of backgrounds,
and developing the classical field theory to the quantum level. In this way, I thoroughly clarify
the role of background fields, and use bosonic plasmas as examples to demonstrate how nontrivial
background fields can be treated in quantum field theory.
To test the general theory, I apply the wave effective action to study waves in unmagnetized
plasmas in Ch. 9. The uniform unmagnetized bosonic plasma has been studied by a number of
authors (Hines and Frankel, 1978; Kowalenko et al., 1985). Results of my general theory agree with
these authors’ in this special case. Apart from modifying the familiar EM waves, the Langmuir
wave, and the acoustic wave, relativistic quantum effects result in additional pair modes. In these
longitudinal pair modes, particles and antiparticles are constantly being created and annihilated,
a phenomena that only exist when both relativistic and quantum effects are taken into account.
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While wave dispersion relations in unmagnetized relativistic quantum plasmas are known, this
thesis (Ch. 10) is the first to obtain useful expressions of wave dispersion relations when magnetic
field are present. The uniform, magnetized, bosonic plasma has been studied by Witte et al. (1987,
1988); Witte (1990), who can only describe wave propagation parallel to the background magnetic
field. In addition to recovering this special results, the effective action formalism also enables de-
scriptions of nonparallel wave propagation, which was obscure in previous studies. Many theories
and models have been developed in the literature to describe waves in relativistic quantum plas-
mas, such as plasma response theories based on statistic Green’s functions (Bezzerides and DuBois,
1972; Melrose, 2008, 2013), finite temperature theories (Kapusta and Gale, 2006; Landsman and
Van Weert, 1987; Inagaki et al., 2005), quantum hydrodynamic models (Haas, 2011; Shukla and
Eliasson, 2010), and models that are based on the historical Heisenberg-Euler effective Lagrangian
(Heisenberg and Euler, 1936; Bialynicka-Birula and Bialynicki-Birula, 1970; Marklund and Shukla,
2006; Di Piazza et al., 2007; Lundin, 2009). Nevertheless, what is being presented in this thesis
is the first theory capable of demonstrating its correctness by showing that all linear modes, well-
known in classical plasma physics, can be recovered when taking the classical limit in relativistic
quantum results. Moreover, concrete observable consequences are predicted for the first time. For
example, relativistic-quantum effects can noticeably alter the dependency of Faraday rotation on
the frequency of lasers. Near the cutoff frequency where Faraday rotation reaches maximum, the
effects produce order-unity corrections already in gigagauss magnetic fields. In even stronger mag-
netic fields found near X-ray pulsars, quantum effects allows Bernstein waves to persist even when
the plasma is cold, and relativistic effects shift the resonance frequencies, leading to anharmonic
cyclotron absorptions features already observed in spectra of X-ray pulsars.
Finally, to study nonperturbative effects, I develop a numerical scheme for simulating
relativistic-quantum plasmas in Ch. 11. Since plasmas are in the classical-statistic regime, their
behaviors are adequately captured by solving the classical field equations with an ensemble of
statistically equivalent initial conditions. This real-time lattice QED scheme provides a unique
tool for simulating plasmas in strong-fields, where collective plasma scales are not well separated
from relativistic-quantum scales. The algorithm is developed by first discretizing the scalar-QED
action on a lattice, in a way that respects both the geometric structures of exterior calculus and
the U(1)-gauge symmetry. Taking variations of the discrete action, finite difference equations can
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be obtained, which can then be used to advance initial conditions in time. To demonstrate the
capability of this numerical scheme, I apply it to two example problems. The first example is the
propagation of linear waves, where the analytic wave dispersion relations is recovered using nu-
merical spectra. The second example is an intense laser interacting with a one-dimensional plasma
slab, where the natural transition from wakefield acceleration to pair production is demonstrated
for the first time, when the laser intensity exceeds the Schwinger limit.
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Part I
Three-wave interactions in
magnetized cold-fluid plasmas
13
T he first part of this thesis analyzes the effects of strong background magnetic fields on wave-
wave interactions in classical plasmas. It is somewhat surprising that a useful general theory
of coherent wave-wave interactions has never been obtained for magnetized plasmas, although
magnetic fields are no stranger to plasma physics, and coherent wave-wave interactions are the
next-to-leading-order effects in weakly coupled plasmas. The lack of illuminating analytical results
is perhaps due to the mathematical difficulty once background magnetic fields are present. However,
due to the emerging feasibility of strong magnetic fields during laser-plasma interactions, a general
theory becomes necessary to describe anisotropic laser scattering beyond the special cases studied
in the literature.
My work overcomes the analytical difficulty using an operator approach, which enables a sys-
tematic solution of the magnetized fluid-Maxwell’s equation to the second order. The second-order
solution turns out to be very simple and intuitive. In addition to recovering the well-known three-
wave model, the solution provides a convenient formula for the magnetized coupling coefficient that
was previously unknown. The simple formula, obtained by solving partial differential equations,
becomes obvious when I reformulate it from the effective Lagrangian perspective. Using the for-
mula, I have then mapped out the anisotropic three-wave scattering behavior in the most general
geometry. With knowledge of the coupling coefficient, the three-wave model can then be solved to
provide detailed descriptions of the coherent scattering process.
Understanding of the basic scattering physics has many implications. For example, in the
application where plasmas are used as media to compress intense laser pulses, I discover that
applying external magnetic fields significantly expands the range of lasers that can be compressed
and increases the final pulse intensity. By choosing the strength and direction of the background
magnetic field, we can now use many extra degrees of freedom to further optimize the performance
of the plasma laser compressor. My theoretical identification that magnetized plasmas are superior
media for laser pulse compression has since been supported by numerical simulations. This work
not only opens up the new research direction of magnetized laser-plasma interactions, but also
points out a pathway for generating powerful lasers beyond the attainment of existing technologies.
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Chapter 2
Prelude: multiscale solution of
ordinary differential equations
Nonlinear partial differential equations (PDEs) are the cornerstones of plasma models. These
equations need to be solved, or reduced to simpler forms, before we can use them to understand
the behaviors of plasmas. However, solving nonlinear PDEs is not easy. In fact, a large part
of theoretical and numerical plasma physics is in essence about finding approximate solutions in
various regimes. The simplest regime is perhaps the weakly-nonlinear regime, where nonlinearities
are merely perturbations to the linear problem. In this regime, we can build successively better
approximations using perturbation theory, starting from the general solution of the linear problem,
which we know at least in principle.
In this chapter, I will introduce ideas that enable perturbative solutions in the weakly-nonlinear
regime (Shi et al., 2017b, App. A). Since the basic ideas are not unique to PDEs, which involve
many variables, I will use ordinary differential equations (ODEs), which involve only one variable,
to illustrate the ideas in the simplest way possible. The equations I will focus on in this chapter
are a system of hyperbolic ODEs. These equations describe oscillatory motion. Such motion can
be viewed as a toy model for waves-like behaviors, which are described by the hyperbolic PDEs
underlying the plasma models. The mathematical machineries and physical intuitions developed
here will be used in later chapters when I study plasmas.
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2.1 Failure of naive perturbative solutions
Let us consider the following prototypical system of ODEs, which are hyperbolic in the absence of
perturbations. After some normalization, the equations can be written as
x˙ = y + f(x, y), (2.1)
y˙ = −x+ g(x, y). (2.2)
Here x˙ and y˙ denote the time derivatives of x(t) and y(t), f and g are some polynomials, and  1
is a small parameter. If we think of x as the displacement and y as the velocity, then the above
equations describe a harmonic oscillator perturbed by external forces.
When  = 0, the general solutions to the above system of linear ODEs describe simple harmonic
oscillations:
x0 = a0e
it + b0e
−it, (2.3)
y0 = ia0e
it − ib0e−it, (2.4)
where a0 and b0 are some fixed complex numbers. Now suppose  is finite but small, we expect the
new solutions to deviate from the above solutions only perturbatively. Naively, one may consider
solving the equations using the following expansion
x(t) = x0(t) + x1(t) + 
2x2(t) + . . . , (2.5)
y(t) = y0(t) + y1(t) + 
2y2(t) + . . . . (2.6)
When we write down such an expansion, we expect that x0  x1  . . . . If this turns out to
be true, then higher-order terms are just some small corrections, which can be neglected when we
compute lower-order terms.
Now let us see whether this idea works. Assuming higher-order terms are subdominant, then
x0 and y0 are still given by Eqs. (2.3) and (2.4). Next, since 
1-order terms are much larger than
2-order terms, we can isolate the 1-order terms and focus on solving the first order equations,
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which give
x˙1 = y1 + f(x0, y0), (2.7)
y˙1 = −x1 + g(x0, y0). (2.8)
To solve these equations, we can, for example, eliminate y1 to obtain an equation for x1. Taking
second order derivative, we have
x¨1 = y˙1 + ∂xf0x˙0 + ∂yf0y˙0
= −x1 + h1, (2.9)
where h1 = g0 + ∂xf0x˙0 + ∂yf0y˙0 is some known source term. Using Green’s functions or other
techniques, we can readily solve the above inhomogeneous linear ODE. The general solution is
x1 = a1e
it + b1e
−it +
∫ t
0
h1(τ) sin(t− τ)dτ. (2.10)
Once we know x1, we can easily compute y1 using y1 = x˙1 − f0. Thereof, it appears that we have
obtained the general solution to Eqs. (2.1) and (2.2) beyond the leading order.
However, there is a potential problem. Notice that h1(t) is a functional of x0 and y0, and it is
hence an oscillatory function in general. For a large class of problems, h1 contains oscillation at
frequency ω = ±1. If this is the case, we can write h1(τ) ∝ 2 cos(τ + θ) + . . . , where θ is some
phase. Then the integral
∫ t
0
h1(τ) sin(t− τ)dτ ∝
∫ t
0
dτ [sin(t+ θ) + sin(t− 2τ − θ) + . . . ]
= t sin(t+ θ) + . . . . (2.11)
The term t sin(t + θ) is problematic, because it can grow indefinitely. This type of behavior is
known as secular growth (Debnath, 2011), which renders our naive perturbative scheme invalid
beyond t ∼ 1/. At later time t  1/, the first order term x1  x0. This situation invalidates
our assumption that x0  x1  . . . , making it illegitimate to ignore 1-order terms when solving
the 0-order equations.
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2.2 Multiscale expansion: general structure of solutions
The key to obtain a valid perturbative solution is removing the secular term. This can be accom-
plished by a number of methods. For example, the Poincare´-Lindstedt method allows the oscillation
frequency ω = ω0 + ω1 + . . . to be perturbed. Perhaps a more systematic way to introduce such
an effect it to recognize that there can be multiple time scales in the problem (Davidson, 1972). In
addition to the expansion in amplitudes [Eqs. (2.5) and (2.6)], let us also introduce an expansion
in time
t = t0 +
1
ε
t1 +
1
ε2
t2 + . . . , (2.12)
∂t = ∂0 + ε∂1 + ε
2∂2 + . . . . (2.13)
In such an expansion, different time scales are regarded as independent, and one unit of the slow
time scale tn worths 1/ε
n units of the fastest time scale t0. In general, the expansion parameter ε
for the time scales needs not be the same as the expansion parameter  for the amplitudes. In what
follows, I will only consider the special case ε = . This criteria defines the weakly-nonlinear regime.
Substituting the amplitude and time expansions into the equations, and collect terms according to
their orders in , we can obtain a series of equations. In what follows, without loss of generality,
let us focus on real-valued solutions.
2.2.1 Zeroth order
Similar to the naive solution, the 0-order equations are simply the equations for a simple harmonic
oscillator in the phase space:
∂0x0 − y0 = 0, (2.14)
∂0y0 + x0 = 0. (2.15)
For real valued x and y, the general solution is
x0 = a0e
it0 + c.c., (2.16)
y0 = b0e
it0 + c.c., (2.17)
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where b0 = ia0 and c.c. stands for complex conjugate. If we truncate the solution at this order,
then x and y oscillate harmonically with constant amplitude. However, in multiscale expansion
[Eqs. (2.12) and (2.13)], the complex amplitude a0 = a0(t1, t2, . . . ) is in general a function of slow
variables. When we move to higher orders, we will obtain equations that describe how perturbations
f(x, y) and g(x, y) cause the amplitude a0 to vary on slow time scales.
2.2.2 First order
The first order equations start to couple perturbations on different time scales. Collecting 1-order
terms, we have
∂1x0 + ∂0x1 − y1 − f0 = 0, (2.18)
∂1y0 + ∂0y1 + x1 − g0 = 0, (2.19)
where f0 = f(x0, y0) and g0 = g(x0, y0), in which x0 and y0 are given by Eqs. (2.16) and (2.17).
The above two equations contain three unknowns x1, y1, and ∂1a0. Therefore, we can use the extra
degree of freedom to remove secular terms.
To remove the secular term, let us first separate variables x1 and y1. Taking ∂0 derivatives on
both sides of Eqs. (2.18) and (2.19), and using the zeroth- and first-order equations, we obtain two
decoupled equations
∂20x1 + x1 + 2∂1y0 = u1, (2.20)
∂20y1 + y1 − 2∂1x0 = v1. (2.21)
The source terms u1 and v1 are known. They are explicit functions of the fastest time scale t0,
while implicitly depend on other time scales through the coefficient a0:
u1[a0] = ∂0f0 + g0, (2.22)
v1[a0] = ∂0g0 − f0. (2.23)
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Substituting x0 and y0 into polynomials f and g, we can write f0 =
∑
n f0ne
int0+c.c., and g0 =∑
n g0ne
int0+c.c., where f0n and g0n are some functionals of a0. Then the source terms can be
expanded similarly using Fourier series as u1 =
∑
n u1ne
int0+c.c. and v1 =
∑
n v1ne
int0+c.c., where
u1n = g0n + inf0n, (2.24)
v1n = −f0n + ing0n, (2.25)
are some functionals of a0. These Fourier coefficients of the source terms are what we need when
solving the first-order equations.
Now we are ready to solve the 1-order equations (2.20) and (2.21). Matching coefficients of
Fourier exponents, we can split the equations into two sets. The first set of equations govern how
the amplitude a0 evolves on the slow time scale t1, which can be written as ∂1x0 = −12(v11eit0 +c.c.),
or ∂1y0 =
1
2(u11e
it0 + c.c.). These two equations are essentially the same, as can be seen from the
relations between x0 and y0, as well as the definitions of u11 and v11. In terms of a0, the amplitude
equation can be written as
∂1a0 =
1
2
(f01 − ig01), (2.26)
where the right-hand-side (RHS) is some known functional of a0. Integrating this first order ODE,
a0 becomes a known function of t1. In other words, due to perturbations, the otherwise constant
amplitude a0 now varies on the slow time scale t1. Alternatively, Eq. (2.26) can be regarded as the
non-secular condition. By satisfying this condition, we have thus removed the secular terms from
the first-order equations.
Having taken out terms oscillating at the fundamental frequency ω = ±1, we remove resonant
forcing terms from the first order equations (2.20) and (2.21). What remain are equations governing
x1 and y1, which can be written as
∂20x1 + x1 =
∑
n 6=1
u1ne
int + c.c., (2.27)
∂20y1 + y1 =
∑
n 6=1
v1ne
int + c.c.. (2.28)
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Now that the harmonic oscillators on the left-hand-side (LHS) are no longer driven resonantly,
secular terms do not arise, and the secular-free solutions can be readily obtained:
x1 = a1e
it0 +
∑
n6=1
u1n
1− n2 e
int0 + c.c., (2.29)
y1 = b1e
it0 +
∑
n6=1
v1n
1− n2 e
int0 + c.c.. (2.30)
Notice that although harmonics of the fundamental frequency are not eigenmode of the linear
system, they can now be generated through the nonlinear source terms. In the above general
solution, the amplitudes a1 and b1 are clearly related. From the 
1-order equations,
b1 = ia1 − 1
2
(f01 + ig01), (2.31)
which is completely determined once a0 and a1 are fixed. Notice that in expansion Eq. (2.5), we
can always redefine a0 + a1 → a′0. Hence it is sufficient to set the amplitude a1 = 0. In this way,
we obtain an x-major solution, in the sense that the amplitude of eit0 in x is precisely given by
a0, whereas amplitude of e
it0 in y is given by the summation b0 + b1 + . . . . In other words, we
can always carry out resummation and renormalization, such that a = a0 is the exact amplitude,
while b is given by a perturbative series. Alternatively, by setting b1 = 0, we can obtain a y-major
solution, which I shall not pursue here.
2.2.3 Second order
To show the general structure of the multiscale expansion, it is instructive to carry out the solution
to the next order. The 2-order equations are
∂2x0 + ∂1x1 + ∂0x2 − y2 − f1 = 0, (2.32)
∂2y0 + ∂1y1 + ∂0y2 + x2 − g1 = 0, (2.33)
where f1 = x1∂xf0 +y1∂yf0 and g1 = x1∂xg0 +y1∂yg0. From the previous order, a0 is now a known
function of t1. After setting a1 = 0 in the x-major solution, x1 and y1, and thereof f1 and g1 are
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known functionals of a0. In other words, there are only three unknowns x2, y2 and ∂2a0 in the
above equations.
Similar to what we have done before, we can use the extra degree of freedom to remove secular
terms. Separating variables x2 and y2, we can rewrite the equations as
∂20x2 + x2 + 2∂2y0 = u2, (2.34)
∂20y2 + y2 − 2∂2x0 = v2. (2.35)
These equations are structurally the same as Eqs. (2.20) and (2.21), except now the subscript “2”
replaces the subscript “1”. The source terms, albeit different than u1 and v1, are again functionals
of a0 only:
u2[a0] = ∂0f1 + g1 + ∂
2
1x0 − 2∂1y1 − ∂1f0, (2.36)
v2[a0] = ∂0g1 − f1 + ∂21y0 + 2∂1x1 − ∂1g0. (2.37)
These source terms may look complicated. Nevertheless, keeping in mind that f and g are polyno-
mials, we can always write f1 =
∑
n f1ne
int0+c.c., and g1 =
∑
n g1ne
int0+c.c.. Consequently, the
source terms can always be written in the form u2 =
∑
n u2ne
int0+c.c. and v2 =
∑
n v2ne
int0+c.c..
After some algebra, it is not difficult to find v21 = iu21 = i∂
2
1a0 + ig11 − ∂1g01 − f11. Moreover, for
n ≥ 2, we have
u2n = inf1n − ∂1f0n + g1n − 2∂1v1n
1− n2 , (2.38)
v2n = ing1n − ∂1g0n − f1n + 2∂1u1n
1− n2 . (2.39)
These Fourier coefficients are what we need when solving the second-order equations. The above
general formula can usually be simplified substantially, when the multiscale method is applied to
specific problems of interest.
To solve the 2-order equations (2.34) and (2.35), we can use similar procedure to split the
equations into two sets. The first set of equations can be written as a single equation governing
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how the amplitude a0 evolve on the slower time scale:
∂2a0 =
1
2
(f11 − ig11)− i
4
∂1(f01 + ig01). (2.40)
Regarding t0 and t1 as parameters, this equation is a first order ODE for a0(t2), which can usually
be integrated. The second sets of equations are similar to Eqs. (2.27) and (2.28), with u1n and v1n
replaced by u2n and v2n, respectively. The solutions to these secular-free equations are similar to
Eqs. (2.29) and (2.30) with the order index “1” replaced by the order index “2”. Similar to the
first-order solutions, the second-order amplitudes a2 and b2 are related by the 
2-order equations
according to
b2 = ia2 − 1
2
(f11 + ig11)− i
4
∂1(f01 + ig01). (2.41)
To obtain the x-major solution, we again set a2 to zero. By the obvious analogy between the
1- and 2-order equations, the above multiscale procedures can be readily extended to higher orders
in the perturbation series.
2.3 Example problems: perturbative match exact
In this section, I will demonstrate the multiscale method using two example problems, for which
exact solutions are known. By comparing the exact solutions with the perturbative solutions, we
can get a better sense of how the multiscale method works in practice. Before getting into details, it
is helpful to summarize the method. First, we expand both amplitudes and time scales, and convert
a system of ODEs (2.1)-(2.2) to a hierarchy of equations. At each order, one set of equations are
the secular-free conditions [e.g. Eq. (2.26)], which govern how amplitudes of faster oscillations
vary on slower time scales. The other set of equations describe non-resonant driven oscillations
[e.g. Eq. (2.29)], through which higher harmonics can be generated and phase locked with the
fundamental mode of oscillation.
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2.3.1 A linear problem
Consider the linear problem f(x, y) = −x and g(x, y) = 0. The equations can be written in the
matrix form:  x˙
y˙
 =
 − 1
−1 0

 x
y
 . (2.42)
One eigenvalue of the matrix is λ = −/2 + i√1− (/2)2, and the other eigenvalue is its complex
conjugate. Then the x-major general solution is
x = αeλt + c.c.
' α exp(−t
2
− i
2t
8
+ . . . )eit + c.c., (2.43)
y = (λ+ )αeλt + c.c.
' (i+ 
2
− i
2
8
+ . . . )α exp(−t
2
− i
2t
8
+ . . . )eit + c.c., (2.44)
where α is some complex number determined by initial conditions. Now let us compare the expan-
sion of the exact solution with the perturbative solution.
To 0 order, following Eqs. (2.16) and (2.17), the lowest-order perturbative solution is
x0 = a0e
it0 + c.c., (2.45)
y0 = ia0e
it0 + c.c.. (2.46)
Substituting these into polynomials f and g, we have f0 = −a0eit0 + c.c. and g0 = 0. In other
words, f01 = −a0, and all other Fourier coefficients are zero. Using Eqs. (2.22) and (2.23), we can
immediately find u11 = −ia0, v11 = a0, and u1n = v1n = 0 for all n ≥ 2.
Next, to 1 order, the amplitude equation (2.26) becomes ∂1a0 = −a0/2, which can be easily
integrated to give
a0 = α exp(− t1
2
), (2.47)
where α ∈ C is determined by initial conditions. Since u1n = v1n = 0 are trivial for all n ≥ 2, the
secular-free first-order equations (2.27) and (2.28) are also trivial. For x-major solution, a1 = 0
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and b1 = a0/2, therefore
x1 = 0, (2.48)
y1 =
a0
2
eit0 + c.c., (2.49)
where a0 is given by Eq. (2.47) at this order. Substituting these into polynomials f and g, we
immediately find f1 = g1 = 0. Using the first-order amplitude equation, together with Eqs. (2.36)
and (2.37), the source terms can be easily found, whose Fourier coefficients v21 = iu21 = ia0/4, and
u2n = v2n = 0 for all n ≥ 2.
Finally, to 2 order, the amplitude equation (2.40) becomes ∂2a0 = −ia0/8. Again, this equation
can be easily integrated
a0 = a0(t1) exp(− it2
8
) = α exp(− t1
2
− it2
8
), (2.50)
where we have used the solution Eq. (2.47) at the faster time scale as the initial condition for the
slower time scale. The secular-free second-order equations are again trivial, because u2n = v2n = 0
for all n ≥ 2. Setting a2 = 0 for x-major solution, we can use Eq. (2.41) to find b2 = −ia0/8.
Therefore, we have
x2 = 0, (2.51)
y2 = − ia0
8
eit0 + c.c., (2.52)
where a0 is now given by Eq. (2.50). The multiscale procedure can be analogously carried out to
higher orders, which I will not pursue here. Notice that in this linear problem, frequency of the
oscillation is always independent of its amplitude. Due to perturbations, the amplitude receives
corrections [e.g. Eq. (2.52)], and varies on slow time scales [e.g. Eq. (2.50)]. Such behaviors are
not specific to this problem, and they are universal features to all linear problems.
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Having solved the equations order by order, we can now sum up terms in the perturbation series
to find expressions for the final solution:
x = x0 + x1 + 
2x2 + . . .
= a0e
it0 + 0 + 0 + · · ·+ c.c.
' α exp(− t1
2
− it2
8
)eit0 + · · ·+ c.c., (2.53)
y = y0 + y1 + 
2y2 + . . .
= ia0e
it0 + 
a0
2
eit0 − 2 ia0
8
eit0 + · · ·+ c.c.
' (i+ 
2
− i
2
8
+ . . . )α exp(− t1
2
− it2
8
)eit0 + · · ·+ c.c.. (2.54)
The above perturbation series are identical to the Taylor series of the exact solution [Eqs. (2.43)
and (2.44)], once we restore the time scales t0 = t, t1 = t, and t2 = 
2t. The multiscale method
thus correctly recovers the exact solution.
2.3.2 A nonlinear problem
Now let us consider a nonlinear example, where f(x, y) = 0 and g(x, y) = −x + 2x3. The exact
solutions in this case are the Jacobi elliptic functions (Olver et al., 2018, Ch. 22). To convert the
equation to the standard form, we can eliminate y and then x satisfies
x¨+ (1 + )x− 2x3 = 0. (2.55)
In this standard form, the modulus of the elliptic function k2 =  = 1− k′2 can be easily identified.
The two linearly independent solutions are the Jacobi elliptic functions sn(t, k) and cd(t, k). The
general solution can be expressed in terms of these two basis functions. Here, for simplicity, let us
consider a special solution with x(t = 0) = 0 and x˙(t = 0) = 1. Given these initial conditions, the
solution is
x(t) = sn(t, k). (2.56)
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Since y(t) = x˙(t) = cn(t, k) dn(t, k) do not enter the perturbations f and g, I will focus on x(t) in
this example.
To compare with perturbative solutions, let us expand the exact solution Eq. (2.56) using Fourier
series
x =
2pi
kK
∞∑
n=0
qn+1/2 sin[(2n+ 1)τ ]
1− q2n+1 . (2.57)
Here, K = K(k) is the complete elliptic integral of the first kind. Since   1, the elliptic
integral can be expanded as K ' pi2 (1 + 4 + 9
2
64 + . . . ). Denoting K
′ = K(k′), then the nome
q = exp(−piK ′/K) can be expanded as q ' 116( + 
2
2 + . . . ). With these Taylor series, the exact
solution can be written as
x =
(
1 +

16
+
72
256
+ . . .
)
sin τ
+
( 
16
+
2
32
+ . . .
)
sin 3τ (2.58)
+
( 2
256
+ . . .
)
sin 5τ + . . . .
Finally, the normalized time τ = pit2K , which can be expanded as
τ = t(1− 
4
− 5
2
64
+ . . . ). (2.59)
In this form, we can readily compare the exact solution with the perturbative solution. In what
follows, I will demonstrate how to find the pertubative solution by applying the multiscale procedure
described in the previous section.
To 0 order, following Eq. (2.16), the lowest order solution is again x0 = a0e
it0 + c.c.. If we
truncate at this order, then using the initial conditions, it is easy to see a0 = −i/2 is a constant.
However, when we move on to higher orders, the amplitude a0 will vary on slow time scales as we
shall see. To prepare for the next-order solution, substituting the above zeroth-order solution into
polynomials f and g, we have f0 = 0 and g0 = (6|a0|2 − 1)a0eit0 + 2a30e3it0+c.c.. In other words,
the only nonzero Fourier coefficients are g01 = (6|a0|2 − 1)a0 and g03 = 2a30. Using Eqs. (2.22) and
27
(2.23), we can immediately find u11 = g01, u13 = g03, v11 = ig01, v13 = 3ig03, and all other Fourier
coefficients are zero.
Next, to 1 order, the amplitude equation (2.26) becomes ∂1a0 =
i
2(1− 6|a0|2)a0. It is easy to
see ∂1|a0|2 = 0. Thus, evolution of a0 on the t1 time scale is a pure phase rotation. After integrating
the first-order amplitude equation,
a0 = α exp
[ it1
2
(
1− 6|α|2
)]
, (2.60)
where α ∈ C will be determined by initial conditions later. Since only u13 6= 0 in the secular-free
first-order equations (2.27), the x-major solution is
x1 = −a
3
0
4
e3it0 + c.c.. (2.61)
Substituting it into polynomials f and g, we have f1 = 0 and g1 = g11e
it0 + g13e
3it0 + g15e
5it0+c.c.,
where g11 = −3a0|a0|2/2, g13 = (1 − 12|a0|2)a30/4, and g15 = −3a50/2. Here, it is more con-
venient to find the Fourier coefficients u2n and v2n of the source terms using Eqs. (2.38) and
(2.39). Substituting in the first-order amplitude equation, the four relevant Fourier coefficients are
u23 = a
3
0(21|a0|2 − 4)/2, u25 = −3a50/2, v23 = 3ia30(9|a0|2/2− 1), and v25 = −15ia50/2. Apart from
v21 = iu21, which are not needed at the next order, all other Fourier coefficients are zero.
Finally, to 2 order, the amplitude equation (2.40) becomes ∂2a0 = − ia08 (1− 12|a0|2 + 30|a0|4).
We see ∂1|a0|2 = 0, so the evolution of a0 on the t2 time scale is again a pure phase rotation.
Integrating the second-order amplitude equation, we can easily obtain
a0 = a0(t1) exp
[
− it2
8
(
1− 12|α|2 + 30|α|4
)]
, (2.62)
where a0(t1) is given by Eq. (2.60). Again, the initial condition for the slower time scale is given by
the solution at the faster time scale. As for the secular-free second-order equation, which contains
two nontrivial terms, the x-major solution is
x2 =
a30
16
(
4− 21|a0|2
)
e3it0 +
a50
16
e5it0 + c.c., (2.63)
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where a0 is now given by Eq. (2.62). We see nonlinearities allow modes to beat, and thereof produce
successively higher-order harmonics in the perturbation series. The above multiscale procedure can
be repeated to find higher order corrections, which I will not elaborate here.
Having solved the equations order by order, we can now sum up terms in the perturbation series
to find an expression for the final solution:
x = x0 + x1 + 
2x2 + . . .
= a0e
it0 + 
(− a30
4
e3it0
)
+ 2
[a30
16
(
4− 21|a0|2
)
e3it0 +
a50
16
e5it0
]
+ · · ·+ c.c.
= αeiτ +
[− 
4
+
2
16
(
4− 21|α|2)]α3e3iτ + 2
16
α5e5iτ + · · ·+ c.c., (2.64)
where the normalized time
τ = t0 +
t1
2
(
1− 6|α|2
)
− t2
8
(
1− 12|α|2 + 30|α|4
)
+ . . . , (2.65)
is obtained using the second-order solution [Eq. (2.62)] for the slowly varying amplitude a0 . The
above expansions give the general solution to the nonlinear problem Eq. (2.55). The general solution
has two features that worth mentioning. First, from Eq. (2.64), we see nonlinearities generate higher
harmonics, which have definite phase relations with the fundamental mode of oscillation. Second,
from Eq. (2.65), we see nonlinearities introduce frequency shifts, which depend in the amplitude of
oscillations. Although the exact phase relations and frequency shifts depend on specific forms of
nonlinearities, these two features are universal for nonlinear problems.
In the end, let use determine the complex amplitude α for the initial value problem x(t = 0) = 0
and x˙(t = 0) = 1. After identifying t0 = t, t1 = t, and t2 = 
2t, it is obvious that α = −iA is
purely imaginary. Then, the real amplitude A satisfies the algebraic equation 1 = 2A + 2(2 −
9A2)A− 24 (1− 9A2 + 14A4) +O(3). Equations of this type can be solved using Kruskal-Newton’s
method (White, 2010). After identifying the dominant balance, roots of the algebraic equation can
be iteratively approximated to higher order in the perturbation series. To 2 order, one solution is
A =
1
2
(
1 +

16
+
72
256
+ . . .
)
. (2.66)
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Substituting α = −iA into the general solution Eqs. (2.64) and (2.65), it is straightforward to check
that the perturbative solution matches expansions of the exact solution [Eqs. (2.58) and (2.59)].
Again, we see the multiscale method correctly produces the exact solution as demanded.
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Chapter 3
Linear waves in magnetized cold-fluid
plasmas
Having developed the mathematical machinery and the physical intuition, we can now apply the
multiscale method to describe three-wave scattering in magnetized plasmas. As mentioned in
Ch. 1, three-wave scattering in magnetized plasmas is largely an uncharted territory. Therefore,
many groundbreaking results can already be obtained by analyzing the cold-fluid plasma model.
The fluid model is a reduced model of plasmas, which can be obtained by taking moments of
the more fundamental kinetic equation. When the plasma thermal speeds are much slower than
characteristic speeds of interest, kinetic effects are of little importance. Moreover, when the plasma
Debye length is much smaller than spatial scales of interest, each species in the plasma behaves
collectively like charged fluid. In reality, these fluids are usually viscous due to collisions. However,
dissipative effects may be ignored if the collisional mean free path is much larger and the collision
frequency is much smaller than the spatial-temporal scales in the problem. All these conditions
can be satisfied when plasma temperature is low and the density is moderate. In this restricted
corner of the parameter space, plasmas are well described by the collisionless cold-fluid model.
Before discussing scattering of waves, it is helpful to review what waves are there in the system.
The linear eigenmodes in collisionless, magnetized, cold-fluid plasmas are well known (Stix, 1992).
In this chapter, I will review properties of linear waves from the perspective of linear operators (Shi
et al., 2017b). This new perspective will equip us with tools that will become crucial later.
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3.1 The cold-fluid model of plasmas
3.1.1 Fluid-Maxwell’s equations
The cold-fluid equations are the first two moments of the kinetic equation. Taking the first moment
gives the continuity equation:
∂tns = −∇ · (nsvs). (3.1)
The continuity equation describes the conservation of particles of species s, whose density is ns and
average velocity is vs. Taking the second moment gives the momentum equation:
∂tvs = −vs · ∇vs + es
ms
(E + vs ×B). (3.2)
The momentum equation governs how the velocity field vs change due to both the advection and
the Lorentz force, where es and ms are the charge and mass of individual particles of species s.
Here, we are concerned with non-relativistic fluids. It is instructive to count the degrees of freedom.
For each species, the cold fluid is completely characterize by the scalar density fields ns and the
vector velocity fields vs. Therefore, there are in total four scalar components, which are completely
constrained by the above four fluid equations.
Since plasmas are constituted of charged particles, they not only respond to electromagnetic
fields, but also influence how electric and magnetic fields evolve. The electric field E evolves
according to the Maxwell-Ampe`re’s law:
∂tE = c
2∇×B− 1
0
∑
s
esnsvs, (3.3)
where the current density is contributed by all charged species in the system. The initial condition
of the time evolution is given by the Gauss’ law 0∇ ·E =
∑
s esns. Once this condition is satisfied
initially, the continuity equation [Eq. (3.1)] and the Maxwell-Ampe`re’s law [Eq. (3.3)] guarantee
that the Gauss’ law will be satisfied for all time. On the other hand, the magnetic field B evolves
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according to the Faraday’s law:
∂tB = −∇×E, (3.4)
which has no explicit dependence on the plasma behavior. The initial condition for this time
evolution is the last Maxwell’s equation, namely, ∇ ·B = 0. This Gauss’s law for magnetism will
be satisfied for all time, once it is satisfied initially.
3.1.2 Multiscale expansion
The fluid-Maxwell equations [Eqs. (3.1)-(3.4)] are a system of nonlinear hyperbolic partial differ-
ential equations. Such a system of equations are in general difficult to solve. Nevertheless, when
fluctuations near an equilibrium are small, nonlinearities may be regarded as perturbations, and
the equations may be solved perturbatively. To see when nonlinearities may be regarded as per-
turbations, we can normalize the equations such that all quantities become dimensionless numbers.
For example, we may normalize time to the plasma frequency ωp and distance to the skin depth
c/ωp. We may further normalize mass to electron mass me, charge to elementary charge e, density
to unperturbed density ns0, and velocity to the speed of light c. Finally, we can normalize electric
field to the unmagnetized wave-breaking field mecωp/e and normalize magnetic field to meωp/e.
With the above normalizations, the fluid-Maxwell equation can be written in a dimensionless form.
In this form, nonlinearities are products of small numbers and are therefore even smaller, provided
that the perturbations are small in the above units.
In the absence of nonlinearities, the general solution to the fluid-Maxwell system is a spectrum of
linear waves with constant amplitudes. Now imagine we have the magic to ramp up nonlinearities
adiabatically, then waves will start to scatter one another. Due to weak scattering, amplitudes
of waves will evolve slowly in space and time. This physical picture may be translated into a
formal mathematical procedure. Formally, to solve the fluid-Maxwell equations peturbatively, it is
helpful to keep track of terms by inserting an auxilliary small parameter λ 1 in the perturbation
series, and let the adiabatic parameter λ → 1 in the end, mimicking the adiabatic ramping up
of nonlinearities. The electric field, magnetic field, density, and velocity can be expanded using
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asymptotic series:
E = E0 + λE1 + λ
2E2 + . . . , (3.5)
B = B0 + λB1 + λ
2B2 + . . . , (3.6)
ns = ns0 + λns1 + λ
2ns2 + . . . , (3.7)
vs = vs0 + λvs1 + λ
2vs2 + . . . . (3.8)
In quasineutral plasma, which satisfies
∑
s esns0 = 0, a self-consistent equilibrium is given by
E0 = 0 and vs0 = 0, whereas the background magnetic field B0 and densities ns0 can take nonzero
constant values. From this equilibrium, a family of equilibria can be obtained by boosting to
different inertial frames. Apart from this somewhat trivial family, there also exist many nontrivial
self-consistent background states, in which the fields are not constants. In this thesis, I will avoid
such unnecessary complications, and develop an essential picture for three-wave scattering using
uniformly magnetized plasmas. Notice that no assumption is made regarding the nature of the
higher-order terms. For example, the average 〈vs2〉 is not assumed to be zero. In other words, vs0
is not assumed to be the mean field. The only requirement is that E0, B0, ns0, and vs0 form a
self-consistent background in the absence of other fluctuations.
To remove the secular terms from the perturbation series, let us also expand both the space
and the time, following what we have done in Ch. 2. In the weakly-nonlinear regime, the multiscale
expansions are
xi = xi(0) +
1
λ
xi(1) +
1
λ2
xi(2) + . . . , (3.9)
t = t(0) +
1
λ
t(1) +
1
λ2
t(2) + . . . , (3.10)
where xi is the i-th components of vector x. In the above expansion, xi(0) is the shortest spatial
scale. In comparison, one unit of xi(1) is 1/λ times longer that one unit of x
i
(0), and so on. Similarly,
t(0) is the fastest time scale, and one unit of t(n) is 1/λ
n times longer that one unit of t(0). In
the above multiscale expansion, different spatial and temporal scales are regarded as independent,
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namely,
∂
(a)
i x
j
(b) = δ
j
i δ
(a)
(b) , (3.11)
∂
(a)
t t(b) = δ
(a)
(b) . (3.12)
Using the chain rule, the total spatial and temporal derivatives are
∂i = ∂
(0)
i + λ∂
(1)
i + λ
2∂
(2)
i + . . . , (3.13)
∂t = ∂t(0) + λ∂t(1) + λ
2∂t(2) + . . . . (3.14)
Using these multiscale expansions, together with expansions in field amplitudes (3.5)-(3.8), secular
terms can be removed and the perturbative solution will be well-behaved.
3.1.3 First order equations
To obtain first order equations, we expand fields, space, and time in fluid-Maxwell equations, and
collect all the O(λ) terms:
∂t(0)B1 = −∇(0) ×E1, (3.15)
∂t(0)vs1 =
es
ms
(E1 + vs1 ×B0), (3.16)
∂t(0)ns1 = −ns0∇(0) · vs1, (3.17)
(0)ij E
j
1 = −
1
0
∑
s
esns0∂t(0)v
i
s1. (3.18)
Here, I have written the equations in the order in which I am going to use them. The electric
field equation (3.18) is obtained by substituting the Faraday’s law (3.4) into the Maxwell-Ampe`re’s
equation (3.3), and then making the multiscale expansion. This procedure introduces the zeroth
order differential operator
(0)ij := (∂2t(0) − c2∇2(0))δij + c2∂(0)i ∂(0)j . (3.19)
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This operator is the d’Alembert wave operator projected in the transverse direction. This is a
manifestation that the vacuum EM waves are transverse waves.
Since the first order equations are linear, the general solution is a superposition of plane waves.
In the weakly coupled regime, let us consider a collection of waves, whose spectra are well separated
in the Fourier space. Then, the electric field can be expressed as
E1 =
1
2
∑
k∈K1
E(1)k eiθk , (3.20)
where E(1)k (t(1),x(1); t(2),x(2); . . . ) is the slowly-varying complex wave amplitude, and θk = k ·x(0)−
ωkt(0) is the fast-varying wave phase. The summation of wave vector k is over a discrete spectrum
K1. In order for E1 ∈ R3 to be a real-valued vector, two conditions must be satisfied. First,
whenever the spectrum K1 contains k, it must also contain −k, with ω−k = −ωk flips its sign such
that the direction of wave propagation is the same. Second, the amplitude E(1)k must satisfy the
reality condition E(1)−k = E(1)∗k , where ∗ denotes the complex conjugate. Therefore, it is natural to
introduce the following notations:
z−k = z∗k, (3.21)
α−k = −αk, (3.22)
for any complex vector z ∈ C3 and real scalar α ∈ R that are labeled with subscript k. For
example, the complex vector E−k = E∗k, and the real scalar θ−k = −θk. Using the above notations,
the reality condition is conveniently built into the symbols. In the spectral expansion [Eq. (3.20)], it
is tempting to write the summation over discrete wave vector k as an integral over some continuous
spectrum. However, such a treatment will be very cumbersome due to double counting, because
wave amplitude Ek, which can vary on slow spatial and temporal scales, already has an spectral
width.
The first order magnetic field B1, velocity field vs1, and density field ns1 can be expressed
in terms of the first-order electric field E1, by solving Eqs. (3.15)-(3.17). These linear PDEs are
particularly easy to solve in the Fourier space. Substituting spectral expansion Eq. (3.20) into the
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first-order fluid-Maxwell equations, we immediately find
B1 =
1
2
∑
k∈K1
k× E(1)k
ωk
eiθk , (3.23)
vs1 =
ies
2ms
∑
k∈K1
Fs,kE(1)k
ωk
eiθk , (3.24)
ns1 =
iesns0
2ms
∑
k∈K1
k · Fs,kE(1)k
ω2k
eiθk . (3.25)
3.1.4 The forcing operator
To solve the cold momentum equation of the form vˆ = E + iβvˆ × b, I have introduced the forc-
ing operator, such that vˆ = FE. In constant background magnetic field, the forcing operator
Fs,k : C3 → C3 is a linear map. Here, the subscripts s and k are merely labels that will only be-
come useful later when I discuss multiple species and waves. As shown in Appendix. A, the linear
map acts on any complex vector z ∈ C3 by the following coordinate-independent rule1
Fs,kz := γ2s,k[z + iβs,kz× b− β2s,k(z · b)b]. (3.26)
Here, b is the unit vector in the B0 direction, γ
2
s,k := 1/(1 − β2s,k) is the magnetization factor,
βs,k := Ωs/ωk is the magnetization ratio, and Ωs = esB0/ms is the gyro frequency of species s. It
is clear from Eq. (3.24) that the forcing operator Fs,k is related to the linear electric susceptibility
χs,k by
χs,k = −
ω2ps
ω2k
Fs,k, (3.27)
where ω2ps = e
2
sns0/0ms is the plasma frequency of species s. Notice that in the limit B0 → 0, the
forcing operator Fs,k → I becomes the identity operator, and χs becomes the cold unmagnetized
susceptibility.
While the susceptibility χs,k is typically used in linear theories, the forcing operator Fs,k will
be extremely useful when we solve the second order equations. Therefore, let us observe a number
of important properties of this operator. For brevity, I will suppress the subscripts s and k, with
1In Cartesian coordinate, the forcing operator can be expressed using three of the Gell-Mann matrices as shown
by Ruiz (2017).
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the implied understanding that all quantities have the same subscript. First, by construction, the
forcing operator satisfies the following vector identity:
Fz = z + iβ(Fz)× b. (3.28)
This identity guarantees that the velocity field vs1, given by Eq. (3.24), satisfies the first order
momentum equation (3.16). Second, F is a self-adjoint operator with respect to the inner product
〈w, z〉 := w†z,
w†Fz = (Fw)†z, (3.29)
for all complex vectors z,w ∈ C3. Using this property, we can move F from acting on one vector
to acting on the other vector in an inner product pair. In other words, after choosing a basis, the
matrix representation of the linear operator F† = F is Hermitian. Third, using its definition, F
satisfies an obvious identity
F(−ω) = F∗(ω), (3.30)
where ∗ denotes complex conjugation. This property can also be written as F−k = F∗k, which is
consistent with the notation Eq. (3.21). The forcing operator depends on k implicitly through ωk,
where the explicit ω-dependence comes from β(ω).
In addition to the aforementioned properties, the forcing operator also satisfies two nontrivial
identities, which are proven in Appendix A. First, the square of the forcing operator, namely the
product of two forcing operators of the same frequency, satisfies
F2 = F− ω∂F
∂ω
. (3.31)
This identity allows one to express derivatives of the forcing operator in terms of its polynomials,
which is very convenient for numerical evaluations. When two frequencies ω1 and ω2 are involved,
we have the quadratic identity
(β1 − β2)F1F2 = β1F1 − β2F2. (3.32)
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This identity allows one to express products of forcing operators in terms of their linear combina-
tions. As a corollary, we see the product F1F2 = F2F1 always commute. Moreover, combining with
property Eq. (3.30), the above identity can generate a number of other similar identities, which
I will not list here. These properties of the forcing operator will enable important simplifications
when we solve the second-order equations.
3.1.5 The dispersion operator
Finally, there is one more first-order equation that we haven’t used, which is the electric-field
equation (3.18). Substituting in the spectral expansion for E1 [Eq. (3.20] and vs1 [Eq. (3.24)], we
obtain the first order electric field equation in the momentum space:
ω2kE(1)k + c2k× (k× E(1)k ) =
∑
s
ω2psFs,kE(1)k , (3.33)
which must be satisfied for individual wave vector k in the spectrum. This equation constrains
the relations between the wave amplitude E(1)k , the wave frequency ωk, and the wave vector k. In
operator form, this equation can be written as DkE(1)k = 0, where the dispersion operator is the
following linear map:
Dk = (ω2k − c2k2)I+ c2kk−
∑
s
ω2psFs,k, (3.34)
where I is the identity operator, and kk is proportional to the projection operator. The operator
equation has nontrivial solutions if and only if the dispersion operator Dk has a nontrivial kernel.
The degeneracy condition requires that the wave vector k and wave frequency ωk satisfy the linear
dispersion relation detD(k, ωk) = 0. When the dispersion relation is indeed satisfied, the nontrivial
kernel is the vector space spanned by wave polarizations.
So far, everything has been derived in a coordinate-free manner using the language of linear
operators. Now, in order to solve the electric field equation (3.33), it is useful to choose a co-
ordinate system, in which the dispersion operator can then be represented by some matrix. A
convenient choice is the usual Cartesian basis (x,y, z), where the z-axis is chosen to align with the
uniform background magnetic field B0. In this coordinate, the forcing operator Fs,k has matrix
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representation
Fs,k =

γ2s,k iβs,kγ
2
s,k 0
−iβs,kγ2s,k γ2s,k 0
0 0 1
 . (3.35)
Having fixed the z-axis, we can rotate the coordinate system, such that the wave vector is in the
xz-plane. Then k = (k⊥, 0, k‖) = k(sin θ, 0, cos θ), where θ is the angle between k and b. In this
coordinate system, the dispersion operator Dk is represented by the matrix
Dk =

ω2k − c2k2‖ −
∑
s ω
2
psγ
2
s,k i
∑
s ωpsβs,kγ
2
s,k c
2k⊥k‖
−i∑ω2psβs,kγ2s,k ω2k − c2k2 −∑s ω2psγ2s,k 0
c2k⊥k‖ 0 ω2k − c2k2 −
∑
s ω
2
ps
 . (3.36)
Using Stix’s notation (Stix, 1992), we can obtain a more compact expression
D
ω2
=

S − n2 cos2 θ −iD n2 sin θ cos θ
iD S − n2 0
n2 sin θ cos θ 0 P − n2 sin2 θ
 , (3.37)
where n = ck/ω is the refractive index. The components of the dielectric tensor are
S = 1−
∑
s
ω2ps
ω2 − Ω2s
, (3.38)
D =
∑
s
Ωs
ω
ω2ps
ω2 − Ω2s
, (3.39)
P = 1−
∑
s
ω2ps
ω2
, (3.40)
where I have omitted the subscript k. The expressions for S and D can be simplified in quasi-neutral
plasmas. In particular, in quasi-neutral electron-ion plasmas, ne = Zini, so Ωiω
2
pe + Ωeω
2
pi = 0 and
Ω2iω
2
pe + Ω
2
eω
2
pi + ω
2
pΩeΩi = 0, where ω
2
p =
∑
s ω
2
ps is the total plasma frequency squared.
In addition to the above Cartesian coordinate, there is another special orthonormal coordinate
system. This is because in magnetized plasmas, there are two special vectors. One is the background
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magnetic field B0, and the other is the wave vector k. While the (x,y, z) coordinate is chosen to
align with B0, a more convenient basis is the wave basis (kˆ,y, kˆ × y), which is chosen to align
with k. In general, these two special coordinates systems are related by the linear transformation
(kˆ,y, kˆ× y) = (x,y, z)R, where the rotation matrix is given by
R =

sin θ 0 − cos θ
0 1 0
cos θ 0 sin θ
 . (3.41)
Under coordinate transformation, the matrix representation of a linear operator is transformed by
D → D′ = R−1DR. Therefore, in the wave basis, the dispersion operator Dk is represented by the
matrix
D′
ω2
=

S sin2 θ + P cos2 θ −iD sin θ (P − S) sin θ cos θ
iD sin θ S − n2 −iD cos θ
(P − S) sin θ cos θ iD cos θ S cos2 θ + P sin2 θ − n2
 . (3.42)
In this representation, it is easy to see that waves in magnetized plasmas are neither longitudinal
nor transverse in general, because D′12 = −D′21 6= 0 and D′13 = D′31 6= 0 except at special angles. A
special case is the unmagnetized plasma, in which S = P and D = 0, so the matrix D′k becomes
diagonal.
3.2 Wave dispersion relations and polarizations
In the remaining part of this chapter, I will abbreviate the first-order Fourier amplitude E(1)k as E.
This simplified notation cause no confusion here, now that we are only discussing one linear wave
with a given wave vector k. In the next chapter, I will restore the full notation, when we discuss
nonlinear scattering of many waves. Here, to solve the linear equation D′E = 0 in the wave frame,
it is convenient to express the electric field as E = Ekkˆ + Eyy + E×kˆ× y, where the subscripts now
denote the components of the electric field.
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3.2.1 Parallel propagation
When wave propagates parallel to the magnetic field, namely, when k ‖ B0 and θ = 0◦, the
dispersion matrix becomes
D′
ω2
=

P 0 0
0 S − n2 −iD
0 iD S − n2
 . (3.43)
We see at this special angle, the longitudinal mode decouples from the transverse modes, and
satisfies the dispersion relation
P = 0. (3.44)
In cold plasma, this is simply the Langmuir wave ω2 = ω2p propagating along the background
magnetic field, with the wave electric field
E = Ekkˆ, (3.45)
polarized along the wave vector. By Faraday’s law, the wave magnetic field B ∝ k×E = 0. There-
fore, the longitudinal mode is purely electrostatic and is unaffected by the background magnetic
field.
On the other hand, the transverse modes are electromagnetic, and satisfy the dispersion relation
(S − n2)2 = D2. Using Stix’s notation, one EM wave satisfies
n2 = R := S +D. (3.46)
Solving the matrix equation D′E = 0, this transverse mode is polarized in such a way that
E× = iEy. (3.47)
This mode is right-handed circularly polarized, and is therefore denoted, in Stix’s notation, as the
R wave. Naturally, the other EM wave is left-handed circularly polarized. The L wave satisfies the
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dispersion relation
n2 = L := S −D, (3.48)
and the polarization is such that
E× = −iEy. (3.49)
Notice that R(−ω) = L(ω), so the R wave and the L wave are images of one another under
time reversal. From Eqs. (3.38) and (3.39), we see R and L have poles at cyclotron frequencies.
Therefore, these waves are split into Ns+1 branches in general, where Ns is the number of cyclotron
resonances in the system. Two of these branches asymptote to the two vacuum EM waves, and the
other branches asymptote to cyclotron resonances.
3.2.2 Perpendicular propagation
When wave propagates perpendicular to the magnetic field, namely, when k ⊥ B0 and θ = 90◦,
the dispersion matrix becomes
D′
ω2
=

S −iD 0
iD S − n2 0
0 0 P − n2
 . (3.50)
We see at this special angle, a transverse EM mode decouples from two other modes, and satisfies
the dispersion relation
n2 = P. (3.51)
This dispersion relation can be written as ω2 = ω2p + c
2k2, which is the same dispersion relation of
EM waves in unmagnetized plasmas. Therefore, this wave is called the ordinary (O) wave, whose
electric field is
E = E×b, (3.52)
is polarized along the kˆ × y = b direction. In this linear mode, charged particles move along the
background magnetic field. Therefore, they do not feel the v × B0 force, and the magnetic field
has no effect on the linear wave dispersion relation.
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The other two modes have wave electric field in the ky-plane. Since E ⊥ B0, charged particles
feel the v×B0 force, and the longitudinal and transverse motion are hybridized by the dispersion
relation
n2 =
RL
S
, (3.53)
which is symmetric under time reversal ω → −ω. Solving the matrix equation D′E = 0, the wave
polarization is such that
E ∝ D kˆ− iS y. (3.54)
Since the RHS of Eq. (3.53) has Ns poles, where Ns is again the number of charged species, there
are Ns+1 branches. Among these, one branch satisfies ω → ck as ck →∞. In this limit, S → 1 and
D → 0, and the wave asymptotes to purely transverse EM wave. However, at finite frequency, this
EM wave deviates from the unmagnetized EM wave, and is therefore called the extraordinary (X)
wave. The other Ns branches of Eq. (3.53) asymptotes to hybrid resonances, which satisfies ω → ωr
as ck →∞, where S(ωr) = 0. In this limit, the waves asymptote to purely longitudinal waves. For
example, in two-species electron-ion plasmas, there are two hybrid waves. The higher-frequency
wave is usually referred to as the upper-hybrid wave, whose frequency is mostly determined by
electron frequencies [Eq. (B.6)]. On the other hand, the lower-frequency wave is contributed by
both electrons and ions [Eq. (B.7)], and is usually called the lower-hybrid wave.
3.2.3 Oblique propagation
When waves propagate at general angles, all three modes are mixed, and the dispersion relation
can be found by setting detD′ = 0. Using Stix’s notation, the dispersion relation can be written as
An4 −Bn2 + C = 0, (3.55)
where the dispersion coefficients
A = S sin2 θ + P cos2 θ, (3.56)
B = RL sin2 θ + PS(1 + cos2 θ), (3.57)
C = PRL. (3.58)
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Figure 3.1: Linear wave dispersion relations (a) and polarization angles (b) at θ = 45◦ in a cold
electron-ion plasma with mi/me = 10 and |Ωe|/ωpe = 1.2. Both the n2+ (red) and the n2− (blue) so-
lutions contain an electromagnetic-like branch and electrostatic-like branches. The electromagnetic-
like branches asymptote to vacuum light wave ω → ck when ck → ∞, where the waves become
transverse (φ → 90◦ mod 180◦). The electrostatic-like branches asymptote to resonances ω → ωr
as ck → ∞, where the waves become longitudinal (φ → 0◦ mod 180◦). The waves are in general
elliptically polarized (ψ 6= 0◦ mod 90◦), except at special angles.
In cold plasma, these coefficients are independent of the wave vector. Moreover, they are invariant
under time reversal. Therefore, the dispersion coefficients are functions of ω2 only, and we can use
the quadratic equation (3.55) to express n2 as functions of ω2:
n2± =
B ± F
2A
, (3.59)
where F 2 = B2−4AC = (RL−PS)2 sin4 θ+ 4P 2D2 cos2 θ. Since F 2 ≥ 0, the two solutions n2± are
always real. However, n2± are not always positive. In fact, as we have seen in the special cases, each
of these two solutions contains poles that cut the dispersion relation into many separate branches.
For example, in a two-species quasi-neutral plasma (Fig. 3.1a), the dispersion relation contains
two electromagnetic-like branches, for which ω → ck as ck → ∞, as well as four electrostatic-like
branches, for which ω → ωr as ck →∞, where ωr is some resonance frequencies1.
The resonance frequencies are special to cold magnetized plasmas. These are the poles of the
refractive index, at which n2(ω2r ) =∞. From solutions to the quadratic equation, we see resonance
1The lowest-frequency branch with ω = 0 is trivial in cold magnetized plasmas.
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frequencies satisfy
A(ω2r ) = 0. (3.60)
In a plasma with Ns species, S(ω
2) contains Ns poles at cyclotron frequencies ω
2 = Ω2s, and P (ω
2)
contains a single pole at ω2 = 0. Hence, Eq. (3.60) has Ns + 1 positive solutions, giving Ns + 1
resonances that are angle dependent ω2r = ω
2
r (θ). When θ → 0◦, ωr approaches the cyclotron
frequencies and the plasma frequency. On the other hand, when θ → 90◦, ωr approaches the hybrid
frequencies, as well as zero. At general angles, the resonance frequencies take values in between
these special values. For example, in two-species plasmas (Fig. 3.1), there are three nontrivial
resonances: the upper resonance ωu, the lower resonance ωl, and the bottom resonance ωb. Their
general formulas, as well as asymptotic expressions are given in Appendix B. The asymptotic
expressions will be useful later when we analytically evaluate the wave energy coefficient and the
three-wave scattering coefficient.
The other set of special frequencies are the cutoff frequencies ωc, which are very robust even
when thermal effects are taken into account. The cutoffs are zeros of the refractive index, at which
n2(ω2c ) = 0. From Eq. (3.55), we see cutoff frequencies satisfy
C(ω2c ) = 0. (3.61)
In a plasma with Ns species, RL contains Ns poles at cyclotron frequencies ω
2 = Ω2s and an
additional pole at ω2 = 0 if the plasma is not quasi-neutral. Since ω2 = ω2p is always an zero of
P , Eq. (3.61) has Ns + 1 solutions in quasi-neutral plasmas, and Ns + 2 solutions in non-neutral
plasmas. Notice that in addition to emanating from the cutoffs, dispersion branches ω(ck) can
also emanate from zero frequency. The low-frequency limit of these gapless branches are the fast
magnetohydrodynamic (MHD) wave and the Alfve´n wave. If the temperature is nonzero, then
there is an additional branch, corresponding to the slow MHD wave, which is now trivial (ω = 0) in
the cold case. For example, in quasi-neutral two-species plasma (Fig. 3.1a), three waves emanate
from the three cutoffs at ωR, ωp, and ωL, while two waves emanate from ω = 0. On these MHD
branches, since ω → 0 as ck → 0, the refractive index n2 = c2k2/ω2 is in general nonzero.
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Finally, let us determine the polarization of waves. In spherical coordinate, the wave electric
field Ek = E cosφ, Ey = −iE sinφ cosψ, and E× = E sinφ sinψ. Using row operations to solve the
matrix equation D′E = 0, it is easy to find that the polarization angles satisfy
tanψ =
Sn2 −RL
n2D cos θ
, (3.62)
tanφ =
P cos θ
(n2 − P ) sin θ sinψ . (3.63)
Notice that E×/Ey = i tanψ is purely imaginary except in special cases. Therefore, waves are
elliptically polarized in general. Also notice that the polarization ray Eˆ is invariant under trans-
formations (φ, ψ)→ (φ± 180◦, ψ) and (φ, ψ)→ (−φ, ψ ± 180◦). Therefore, the polarization angles
should be interpreted up to these identity transformations. Finally, notice that ψ± for the n2± so-
lutions satisfies the identity tanψ+ tanψ− = −1. Hence, polarizations of the two eigenmodes with
the same frequency are always orthogonal in the transverse plane. Using two-species plasma as an
example (Fig. 3.1b), we see when frequencies approach resonances, the waves becomes longitudinal
(φ = 0◦ mod 180◦). On the other hand, the wave becomes transverse (φ = 90◦ mod 180◦) when
frequencies approach infinity. At other frequencies, the waves are usually neither transverse nor
longitudinal.
3.3 Energy of linear waves
3.3.1 The energy operator
To introduce one more operator that will be useful for solving the second order equations, let us
calculate the wave energy density. The average energy carried by linear waves can be found by
summing up average energy carried by fields and particles. For a single linear wave, after averaging
on t(0) and x(0) scales, the wave energy density in the absence of background plasma flow is
U = UE + UB + UV . (3.64)
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The average energy density contained in the oscillating electric field is
UE =
0
2
〈E21〉(0) =
0
4
E∗ · E, (3.65)
where E is the slowly varying Fourier amplitude of the plane wave. Using Faraday’s law to express
the wave magnetic field in terms of the wave electric field [Eq. (3.23)], the averaged energy density
contained in the magnetic field of the plane wave can be written as
UB =
1
2µ0
〈B21〉(0) =
0c
2
4
k× E∗
ωk
· k× E
ωk
=
0c
2
4ω2k
E∗ · (k2I− kk)E
=
0
4
E∗ · (I−
∑
s
ω2ps
ω2k
Fs,k)E. (3.66)
To obtain the last equality, I have used the fact that DkE = 0 is a linear eigenmode, where the
dispersion tensor is given by Eq. (3.34). In the vacuum, where the density of charged species is
zero, the plasma frequency ω2ps = 0. In this case, the energy of an vacuum EM wave is equally
partitioned between electric and magnetic fields. In contrast, when plasma is present, UE and
UB are different in general. Notice that the cold forcing operator Fs,k is Hermitian [Eq. (3.29)].
Hence, the second term in Eq. (3.66) is always real-valued. However, it can be either positive or
negative, because Fs,k is not positive definite. In fact, Fs,k has a pole at the cyclotron resonance,
and its three eigenvalues are 1, 1/(1 − βs,k), and 1/(1 + βs,k). Therefore, although the magnetic
energy density UB ≥ 0 is always bounded from below, it can be larger or smaller than the electric
energy density UE , depending on the wave frequency. Finally, using the forcing operator to express
particle’s oscillation velocity in terms of the wave electric field [Eq. (3.24)], the average wave kinetic
energy density carried by particles’ oscillatory motion can be written as
UV =
1
2
∑
s
ns0ms〈v2s1〉(0) =
0
4
∑
s
ω2ps
ω2k
(Fs,kE)†(Fs,kE)
=
0
4
∑
s
ω2ps
ω2k
E∗ · F2s,kE, (3.67)
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where I have used the self-adjoint property [Eq. (3.29)] of the forcing operator. Not surprisingly,
this kinetic energy exists only when charged particles are present (ω2ps 6= 0). Similar to the magnetic
energy density, the kinetic energy density UV ≥ 0 can be large or small, depending on the wave
frequency. Substantially more complicated than the unmagnetized case, now the total wave energy
can be distributed in a large variety of ways among the electric, magnetic, and kinetic energy.
Now, summing up the electric, magnetic, and kinetic contributions, the total wave energy
density can be expressed in terms of the wave electric field amplitude as
U =
0
4
E∗ ·
[
2I+
∑
s
ω2ps
ω2k
(
F2s,k − Fs,k
)]
E
=
0
4
E∗ ·
(
2I−
∑
s
ω2ps
ωk
∂Fs,k
∂ωk
)
E (3.68)
=
0
4
E∗ · 1
ωk
∂(ω2kk)
∂ωk
E.
To obtain the second equality, I have used the derivative property of the forcing operator [Eq. (3.31)].
On the last line, k = I +
∑
s χs,k is the dielectric tensor, where the linear susceptibility χs,k is
related to the forcing operator by Eq. (3.27). In the above expression of wave energy density, the
key term is the wave energy operator, which is defined by
Hk := 2I−
∑
s
ω2ps
ωk
∂Fs,k
∂ωk
. (3.69)
The energy operator Hk not only introduces a compact formula for wave energy, but also introduces
the following alternative form of the first-order electric field equation. Taking ∂/∂kl derivative on
both side of Eq. (3.33), we obtain
∂ωk
∂kl
ωkHijk Ej = c2(2klδij − kiδjl − kjδil)Ej . (3.70)
This alternative form of the first-order electric-field equation is expressed in terms of wave energy
instead of the wave dispersion. Although one may not think of using this equation to solve for E,
it will become useful when we solve the second-order equations.
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3.3.2 The wave energy coefficient
The energy of a linear wave depends on three factors: the wave amplitude, the wave polarization,
and the wave dispersion relation. For a linear wave, since one can arbitrarily scale the wave
amplitude, the quadratic dependence of the wave energy on the wave amplitude is somewhat trivial.
Using the wave energy operator, we can write
U =
0
4
E∗k ·HkEk =
1
2
0uk|Ek|2, (3.71)
we see the wave energy in plasmas is proportional to the wave energy in the vacuum. What is
nontrivial is the proportionality coefficient, namely, the wave energy coefficient
uk :=
1
2
e†kHkek
= 1 +
∑
s
ω2ps
2ω2k
(
f †s,kfs,k − e†kfs,k
)
. (3.72)
Here fs,k = Fs,kek, and ek is the unit polarization vector of the wave, whose general formula
is given by Eqs. (3.62) and (3.63) in spherical coordinate. When evaluating the wave energy
coefficient, instead of using its definition directly, it is usually more convenient to use the second
line as a formula. In fact, using the second line, we can attribute the total wave energy coefficient
uk = uk,E+uk,B+uk,V to the electric field contribution uk,E = 1/2, the magnetic field contribution
uk,B = 1/2−
∑
s ω
2
pse
†
kfs,k/2ω
2
k, and the kinetic contribution uk,V =
∑
s ω
2
psf
†
s,kfs,k/2ω
2
k, which can
be evaluated separately.
Let us observe a number of special cases for the wave energy coefficient. First, it is obvious that
in vacuum, uk = 1. Second, in cold unmagnetized plasma, the forcing operator Fs,k = I. Therefore,
fs,k = ek, and the last two terms in Eq. (3.72) cancel, which gives uk = 1 as in the vacuum case.
We see for unmagnetized waves, the magnetic energy is reduced by exactly the same amount as
gained by charged particles. More generally, for EM waves in magnetized plasmas, when ω → ∞,
the forcing operator Fs,k → I. Hence, the wave energy coefficient for high-frequency EM waves
in magnetized plasma uk ' 1. This is expected, because particles do not have time to respond
in high-frequency EM waves, regardless of whether there is a background magnetic field or not.
Since there is little energy contained in particles’ motion, the wave energy coefficient is simply its
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vacuum value. However, for low frequency EM waves in magnetized plasmas, particles gyro motion
superimposes with their wave motion. Therefore, particles usually gain a different amount of energy
than what is lost by the wave magnetic field.
In addition to quasi-transverse waves, the other set of special waves are quasi-longitudinal waves.
From Sec. 3.2, we know these waves are electrostatic resonances, whose frequency ω → ωr, and
polarization e → kˆ. In this case, it is easy to compute the wave energy coefficient in the (x,y, z)
coordinate. From the definition of the forcing operator, Fkˆ = γ2(kˆ− iβ sin θy − β2 cos θb), where
I have abbreviated subscripts for simplicity. Then, using γ2(1− β2) = 1, the inner products
kˆ · Fkˆ = γ2(1− β2 cos2 θ), (3.73)
(Fkˆ)†(Fkˆ) = γ4(1 + β2) sin2 θ + cos2 θ, (3.74)
which gives f †f − e†f = 2γ4β2 sin2 θ. The total wave energy coefficient for longitudinal waves is
thereof
u = 1 +
∑
s
ω2ps
ω2
γ4sβ
2
s sin
2 θ. (3.75)
Here, I have restored the species subscript, while keeping the wave subscript k suppressed for
simplicity. Notice that although γ2 may be negative, γ4 is always positive. Therefore, the wave
energy coefficient u ≥ 1 is always larger than or equal to its vacuum value.
As examples, consider wave propagation perpendicular (θ = 90◦) to the background magnetic
field in a two-species electron-ion plasma. In this case, there are two longitudinal waves, namely,
the upper-hybrid (UH) and lower-hybrid (LH) waves. For the UH wave, since its frequency ω2UH '
ω2p + Ω
2
e [Eq. (B.6)] is much larger than ion frequencies, ion contribution is subdominant. In fact,
β2e = Ω
2
e/ω
2
UH so γ
2
e ' ω2UH/ω2LH , while β2i ' 0 so γ2i ' 1. Then, for the UH wave, the energy
coefficients are
uE =
1
2
, uB ' 0, uV ' 1
2
+
Ω2e
ω2p
⇒ u ' ω
2
UH
ω2p
> 1. (3.76)
We see plasma diamagnetism completely consumes the wave magnetic energy, and stores it in
terms of kinetic energy, which is contributed by both wave motion and gyro motion. Notice that
in strong magnetic field, the kinetic energy can be much larger than the electric field energy. On
the other hand, for the LH wave, since its frequency ω2LH ' ω2p|Ωe|Ωi/ω2UH [Eq. (B.7)], we have
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β2e = Ω
2
e/ω
2
LH  1 so γ2e ' −ω2LH/Ω2e  1, and β2i ' Ω2i /ω2LH  1 so γ2i ' 1. Therefore, for the
LH wave,
uE =
1
2
, uB ' 0, uV ' 1
2
+
ω2p
Ω2e
⇒ u ' ω
2
UH
Ω2e
> 1. (3.77)
Again, in longitudinal waves, plasma diamagnetism completely consumes the wave magnetic energy,
and stores it in terms of kinetic energy. Contrary to the UH case, here for the LH wave, the
ion kinetic energy coefficient uV i ' ω2UH/2Ω2e is slightly larger than the electron kinetic energy
coefficient uV e ' ω2p/2Ω2e. Moreover, the kinetic energy is now much larger than the electric field
energy if the magnetic field is weak.
Finally, consider the examples when electrostatic waves propagate parallel (θ ∼ 0◦) to the back-
ground magnetic field in a cold-fluid electron-ion plasma. First, for the Langmuir wave, β2e = Ω
2
e/ω
2
p
so γ2e = ω
2
p/(ω
2
p−Ω2e), while β2i ' 0 so γ2i ' 1. Since all magnetization ratios and magnetization fac-
tors are finite, we can simply set sin θ = 0. Then e†f = 1 and f †f = 1 are essentially unmagnetized.
Therefore, for Langmuir wave,
uE =
1
2
, uB = 0, uV =
1
2
⇒ u = 1. (3.78)
However, for the cyclotron waves, we have to be more careful. Although it may seem, from Sec. 3.2.1,
that cyclotron waves are transverse, they are in fact longitudinal. This is because for cyclotron
wave, γ2s → ∞ when ω2 → Ω2s along the dispersion surface ω = ω(k). This singularity has to be
carefully treated by properly taking the limit θ → 0. When ω2p 6= Ω2e, we can use the asymptotic
expression Eq. (B.3). Then, β2e ' 1 + ω2p sin2 θ/(ω2p − Ω2e) so γ2e ' (Ω2e − ω2p)/(ω2p sin2 θ) blows up,
while β2i ' 0 so γ2i ' 1 is trivial. Therefore, e†i fi = f †i fi = 1 are trivial, e†efe ' Ω2e/ω2p is finite,
whereas f †e fe ' 2(Ω2e − ω2p)2/(ω4p sin2 θ) approaches infinity. We see, for electron-cyclotron wave,
almost all the wave energy is contained in the resonant electron-cyclotron motion:
uE =
1
2
, uB ' 0, uV =
(Ω2e − ω2p)2
ω2pΩ
2
e sin
2 θ
⇒ u ' uV ∼ ∞. (3.79)
Similarly, we can use the asymptotic expression Eq. (B.4) to compute the ion-cyclotron wave energy.
In this case, we have trivial electron terms β2e = Ω
2
e/Ω
2
i  1 so γ2e ' −Ω2i /Ω2e  1, and nontrivial
ion terms β2i ' 1 + Ωi tan2 θ/|Ωe| so γ2i ' −|Ωe|/(Ωi tan2 θ). Therefore, e†efe ' f †e fe ' 1 are trivial,
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e†i fi ' Ωe/Ωi is large but finite, whereas f †i fi ' 2Ω2e/(Ω2i sin2 θ) approaches infinity. Therefore, for
ion-cyclotron wave,
uE =
1
2
, uB ' 0, uV =
ω2piΩ
2
e
Ω4i sin
2 θ
⇒ u ' uV ∼ ∞. (3.80)
Again, we see almost all the wave energy is contained in the resonant ion-cyclotron motion. The
cancellation between large terms in uB is somewhat subtle, but since the wave is quasi-longitudinal,
the oscillating magnetic field contains little energy compared to the kinetic energy. The above wave
energy coefficients will be useful later, when we discuss special cases of three-wave scattering in the
next chapter.
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Chapter 4
Magnetized three-wave interactions
Having developed a comprehensive picture of linear waves in cold-magnetized plasmas, we are now
ready to study their nonlinear interactions. In the weakly-coupled regime, the linear eigenmode
structures are largely retained. In other words, weak nonlinearities slowly change the amplitudes of
waves, without significantly altering the wave dispersion relation. In this regime, where nonlineari-
ties can be treated as perturbations, the lowest-order interactions are three-wave interactions. The
notion of three-wave interaction does not mean that there can only be three waves in the system.
Instead, it means waves are coupled in triplets. Through a network of wave triplets, a large number
of waves can become interconnected.
The traditional physical picture of coherent three-wave interaction is that two waves nonlinearly
interact and generate the third waves as a beat wave (Drake et al., 1974). This picture allows one
to develop the concept of nonlinear dispersion relation, namely, the dispersion relation of a seed
wave on the background of a pump wave. Calculating growth rates of parametric instabilities is
a powerful method for understanding three-wave interactions, at least in unmagnetized plasmas.
However, in magnetized plasmas, as mentioned in the introduction (Ch. 1), the algebra becomes
so complicated that only the simplest situation, namely, when all three waves are collimated and
propagate either parallel or perpendicular to the background magnetic field, is understood after
decades of efforts. With emerging feasibility of very strong magnetic fields during laser-plasma
interactions, it is imperative that we understand three-wave interaction in magnetized plasmas
with more generality.
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A breakthrough is made in Shi et al. (2017b), where we develop a much more tractable math-
ematical description of three-wave interactions based on a different physical picture. Instead of
breaking the apparent three-wave exchange symmetry, the pump wave, the seed wave, and the beat
wave can be treated on equal footing (Davidson, 1972). This perspective removes the subjective
choices, because no wave is more special than the other two waves in a three-wave triplet. In fact,
from the Lagrangian perspective, three-wave interactions arise from a cubic term in the effective
Lagrangian. Since a wave is nothing but an extremum of the quadratic part of the effective La-
grangian, the Lagrangian itself cares little about which wave plays what role during three-wave
interactions. In this chapter, I will first carry out multiscale solution to the second order (Sec. 4.1)
and obtain three-wave amplitude equations (Sec. 4.2). After elaborating on the coupling coefficient
(Sec. 4.3), I will then recast the interactions from a variational principle perspective (Sec. 4.4),
which enables a more convenient and intuitive understanding. This chapter is devoted to deriving
the three-wave amplitude equations and the essential coupling coefficient contained therein. The
actual solution to the equations will be discussed in the next chapter.
4.1 Multiscale solution next to leading order
The fluid-Maxwell’s equations are a PDE analogy of the hyperbolic ODEs discussed in Ch. 2. To
the lowest order, the linearized equations describe uncoupled linear waves, which we have discussed
in Ch. 3. To the next order in the perturbation series, we need to remove secular terms in order
to obtain a well-behaved solution. In this section, I will remove secular terms by carrying out the
multiscale procedure to the second order. Relying on the intuition built in Sec. 2.2.2, we expect to
find an amplitude equation as the secular-free condition, as well as a driven oscillator equation that
describes how second harmonics, which are not normal modes of the linear system, are generated
due to nonlinearities.
4.1.1 Second-order equations
In multiscale expansion, recall that the amplitudes are expanded by Eqs. (3.5)-(3.8) and the spatial
and temporal scales are expanded by Eqs. (3.13) and (3.14). Substituting these expansions into
the cold-fluid model [Eqs. (3.1)-(3.4)], we can get a hierarchy of equations ordered by the auxiliary
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adiabatic parameter λ  1. To obtain the second-order equations, we can collect all the O(λ2)
terms in the asymptotic expansions. The resulting second-order equations are
∂t(0)B2 = −∂t(1)B1 −∇(1) ×E1 −∇(0) ×E2, (4.1)
∂t(0)vs2 = −∂t(1)vs1 − vs1 · ∇(0)vs1 +
es
ms
(
vs1 ×B1 + E2 + vs2 ×B0
)
, (4.2)
∂t(0)ns2 = −∂t(1)ns1 −∇(0) · (ns1vs1)− ns0
(∇(1) · vs1 +∇(0) · vs2), (4.3)
(0)ij E
j
2 = −(1)ij Ej1 −
1
0
∑
s
es
[
ns0∂t(1)v
i
s1 + ∂t(0)(ns1v
i
s1) + ns0∂t(0)v
i
s2
]
. (4.4)
Again, the electric field equation (4.4) is obtained by substituting Faraday’s law into the Maxwell-
Ampe`re’s equation. In doing so, I introduce the first-order differential operator
(1)ij : = 2
(
∂t(0)∂t(1) − c2∂(0)l ∂(1)l
)
δij + c
2
(
∂
(0)
i ∂
(1)
j + ∂
(1)
i ∂
(0)
j
)
. (4.5)
This operator mixes fast and slow scales, and will govern how wave amplitudes vary on the slow
scales due to interactions that happen on the fast scales.
Although the second-order equations look awfully more complicated than the first-order equa-
tions, they are nevertheless quite easy to solve. This is because although the second-order equations
are nonlinear in B1, vs1, and ns1, they are linear in E2, B2, vs2, and ns2. Therefore, we may solve
for these second-order perturbations from the essentially linear equations, regarding nonlinearities
in first-order perturbations as source terms. The general solution to such a system of inhomo-
geneous linear equations is again a superposition of plane waves. Let us write the second order
electric field
E2 =
1
2
∑
k∈K2
E(2)k eiθk . (4.6)
Similar to the first-order expansion [Eq. (3.20)], here θk is the fast wave phase, and the complex
Fourier amplitude E(2)k (t(1),x(1); t(2),x(2); . . . ) can be slowly-varying. Notice that the summation is
now carried over a discrete spectrum K2 of second-order fluctuations, which is different from the
first-order spectrum K1. However, K2 is not arbitrary once K1 is given. In fact, as we will see later,
K2 is completely determined by K1 when we solve the second-order electric-field equation. For now,
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it is sufficient to think of K2 as a set of wave vectors, which contains −k whenever k ∈ K2, such
that the reality condition for E2 is satisfied.
To obtain a E-major solution, let us express B2 in terms of E2. Plugging in expressions for the
first order fluctuations Eqs. (3.20) and (3.23) into the second order Faraday’s law [Eq. (4.1)], the
second-order magnetic field can be expressed as
B2 =
1
2
∑
k∈K2
k× E(2)k
ωk
eiθk
+
1
2
∑
k∈K1
(∇(1) × E(1)k
iωk
+
k× ∂t(1)E(1)k
iω2k
)
eiθk . (4.7)
The first line has the same structure as B1, except now the summation is over the second order
spectrum K2. The second line involves slow derivatives of the first order amplitude E(1)k . These
derivatives, still unknown at this step, can be determined later, once we solve the amplitude equation
from the second-order electric-field equation.
Similarly, the second-order velocity vs2 can be solved from the second-order momentum equation
[Eq. (4.2)]. One way of solving this equation is by first taking the Fourier transform on t(0) and
x(0) scales. Then, in the Fourier space, the resultant algebraic equation can be readily solved using
the vector identity of the forcing operator [Eq. (3.28)]. After taking the inverse Fourier transform,
the second-order velocity can be expressed as
vs2 =
ies
2ms
∑
k∈K2
Fs,kE(2)k
ωk
eiθk
+
es
2ms
∑
k∈K1
F2s,k∂t(1)E(1)k
ω2k
eiθk
− e
2
s
4m2s
∑
q,q′∈K1
Fs,q+q′(Lsq,q′+T
s
q,q′)
ωq + ω′q
eiθq+iθq′ . (4.8)
The first two lines of the above expression are analogous to those in Eq. (4.7) for B2. The third
line comes from beating of nonlinearities. In particular, the vs1 × B1 nonlinearity introduce a
longitudinal beating
Lsq,q′ =
(Fs,qE(1)q )× (q′ × E(1)q′ )
ωqωq′
. (4.9)
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In addition, the Euler derivative vs1 · ∇(0)vs1, which is responsible for generating turbulence in
neutral fluids, gives rise to a turbulent beating
Tsq,q′ =
(Fs,qE(1)q )(q · Fs,q′E(1)q′ )
ωqωq′
. (4.10)
The third line in Eq. (4.8) may be simplified using the quadratic property (3.32) of the forcing
operator. This simplification will be done later when we discuss interaction of three waves in the
next section. Notice that the average 〈vs2〉0 is in general nonzero due to the zero-frequency beating
terms on the third line of Eq. (4.8). These terms are well behaved because when q′ → q both the
denominator and the numerator go to zero (Appendix C), and their ratio is finite. For example,
consider an unmagnetized plasma, then Lp,q+Tp,q+Lq,p+Tq,p = (Ep ·Eq)(p+q)/ωpωq, where I
have abbreviated the species and the order indexes for brevity. Then, for a single linear wave with
wave vector k, the average velocity 〈v2〉0 = (e2/4m2)(Ek · E∗k/ω2k)(k/ωk), which is in agreement
with Liu and Dodin (2015).
Next, we can express the second-order density ns2 in terms of E2 using the second-order conti-
nuity equation [Eq. (4.3)]. Although the expression for ns2 is not essential for studying three-wave
scattering, I present it here to introduce the quadratic response. The expression for ns2 will also
become useful when one studies four-wave or even higher-order interactions. Using similar method
for solving vs2, the second-order density is
ns2 =
esns0
2ms
[ ∑
k∈K2
ik · Fs,kE(2)k
ω2k
eiθk
+
∑
k∈K1
(
k·(Fs,k+F2s,k)∂t(1)E(1)k
ω3k
+
∇(1) ·Fs,kE(1)k
ω2k
)
eiθk
]
− e
2
sns0
4m2s
∑
q,q′∈K1
(q + q′) ·Rsq,q′
(ωq + ω′q)2
eiθq+iθq′ . (4.11)
The above three lines are in analogy to those of vs2 in Eq. (4.8). In the third line, the quadratic
response is
Rsq,q′ = Fs,q+q′(L
s
q,q′ + T
s
q,q′) + (1 +
ωq
ω′q
)Csq,q′ , (4.12)
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where the longitudinal beating Lsq,q′ and the turbulent beating T
s
q,q′ are given by Eqs. (4.9) and
(4.10). The third term, proportional to Csq,q′ , comes from the divergence of the nonlinear current
∇(0) · (ns1vs1), which introduces the current beating
Csq,q′ =
(Fs,qE(1)q )(q′ · Fs,q′E(1)q′ )
ωqωq′
. (4.13)
Notice here the inner product q′ ·Fs,q′E(1)q′ is now with q′, in contrast to turbulent beating Tsq,q′ , in
which the inner product q · Fs,q′E(1)q′ is with q instead. This makes the physics of these two types
of beating fundamentally different.
Finally, we can use the second-order electric field equation [Eq. (4.4)] to obtain an equation
that only involves electric perturbations. Substituting in first-order spectral expansions [Eqs. (3.20),
(3.24), and (3.25)] and second-order spectral expansions [Eqs. (4.6) and (4.8)], and then simplifying
using Eqs. (3.31) and (3.70), the second-order electric-field equation can then be put into a rather
simple and intuitive form
∑
k∈K2
DkE(2)k eiθk + i
∑
k∈K1
ωkHkdkt(1)E(1)k eiθk =
i
2
∑
s,q,q′∈K1
Ssq,q′e
iθq+iθq′ . (4.14)
The LHS describes two types of behaviors in a collection of waves, and these behaviors are conse-
quences of three-wave scattering on the RHS, which is given by
Ssq,q′ =
esω
2
ps
2ms
(
Rsq,q′ + R
s
q′,q
)
, (4.15)
where the quadratic response Rsq,q′ is given formally by Eq. (4.12) and explicitly by Eq. (C.1). In
the first term on the LHS of Eq. (4.14), the dispersion tensor Dk = D∗−k is defined by Eq. (3.34).
Without three-wave scattering, this term would have required that the second-order fluctuations
also satisfy the linear dispersion relation DkE(2)k = 0. However, now due to the presence of Ssq,q′ , the
second-order fluctuations are no longer eigenmodes of the linear system. In the second term on the
LHS of Eq. (4.14), the wave energy operator Hk = H∗−k is defined by Eq. (3.69), and dkt(1) = d
−k
t(1)
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is the advective derivative on the slow t(1) and x(1) scales defined as
dkt(1) := ∂t(1) +
∂ωk
∂k
· ∇(1), (4.16)
which advects the wave envelope at the wave group velocity vg = ∂ωk/∂k. In the absence of three-
wave scattering, linear waves pass through each other without any interaction, and their amplitudes
remain unchanged. However, due to three-wave scattering Ssq,q′ , waves may now start to exchange
energy, and their amplitudes evolve slowly in a way that is consistent with their energy exchange.
4.1.2 The three-wave scattering tensor
The three-wave scattering strength [Eq. (4.15)] is a bilinear functional Ssq,q′ = S
s[Eq,Eq′ ]. Math-
ematically, it is a rank (2, 1)-tensor, which linearly maps two vectors to another vector. The
scattering strength Ssq,q′ is proportional to the density ns0. This is intuitive because three-wave
scattering cannot happen in the vacuum. Hence, all three-wave scatterings come from charged
particle response, which is additive when the scattering is coherent and thereof proportional to
the density. Also notice that Ssq,q′ is proportional to the charge-to-mass ratio times the plasma
frequency squared. This is intuitive because es/ms is the coefficient by which charged particles
respond to the electric field, on top of a linear response whose rate is determined by the plasma
frequency. The total coherent three-wave scattering in the plasma is a linear superposition of scat-
tering from all charged-species. This is also intuitive, because electric fields due to scattering from
different charged species interfere to give the total scattered field.
Let us observe a number of additional properties of the scattering strength Ssq,q′ . First, by
construction, the scattering strength is symmetric with respect to q,q′, namely,
Ssq,q′ = S
s
q′,q. (4.17)
In addition, using notation (3.21) and (3.22), the reality condition for Sq,q′ is
Ss∗q,q′ = −Ss−q,−q′ . (4.18)
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Moreover, it turns out that the scattering strength Ssq,q′ satisfies the important identity
Ssq,−q = 0. (4.19)
This identity, proven in Appendix C, guarantees that if K1 does not contain ωk = 0 mode, then no
zero-frequency beat mode will arise for the electric perturbations. If a zero-frequency beat mode did
arise, then any change in the wave amplitude would be faster then this zero-frequency mode. This
situation would then violate the multiscale assumptions in the weakly-coupled regime. Fortunately,
such violation does not happen. Due to the identity (4.19), the weakly-coupled regime is a self-
consistent regime, and the multiscale assumptions can always be satisfied when wave amplitudes
are sufficiently small.
Finally, let us find an explicit formula for the scattering strength Ssq,q′ . For simplicity, I will
suppress the species index s, with the implied understanding that all terms are associated with
the same species. Next, I will abbreviate the wave vector index k2 and k3 as “2” and “3”. For
example, the frequencies ωk2 and ωk3 will be abbreviated as ω2 and ω3, respectively. Moreover,
since the summation of the two waves appears in the quadratic response tensor [Eq. (4.12)], I will
denote ω1 := ω2 +ω3 and k1 := k2 + k3. Then, using the quadratic identity of the forcing operator
[Eq. (3.32)], we can obtain a simple expression for Ssk2,k3 . Using the abbreviated notations,
S2,3 =
eω2pω1
2mω2ω3
[(E3 · F2E2)(F1k3) + (E2 · F3E3)(F1k2)
ω1
+
(F3E3)(k1 · F2E2)− (F1E3)(k3 · F2E2)
ω2
(4.20)
+
(F2E2)(k1 · F3E3)− (F1E2)(k2 · F3E3)
ω3
]
.
One may be puzzled by the above formula1. After all, why S2,3 is given by those six particular
combinations of vectors FqEq′ and Fqq′, weighted by inner products Eq·Fq′Eq′ and q·Fq′Eq′? Why
the terms have the signs they have, and why are they divided by one frequency ωi but not another?
At first glance, there seems to be no obvious pattern, other than the built-in symmetry 2 ↔ 3.
1In fact, the secular-free identity [Eq. (4.19)] can be immediately proven using this formula, together with the
self-adjoint property of the forcing operator [(3.29)].
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However, when I discuss the Lagrangian of three-wave interaction later in Sec. 4.4, the formula for
S2,3 will become obvious.
4.1.3 The on-shell and off-shell equations
The second-order electric field equation (4.14) is a PDE analogy of Eq. (2.20) for ODEs. Similar to
what we have done before, this equation can be split into two parts. The first part is the secular-free
condition, which describes how oscillation amplitude evolves on the slow scale. The second part
is secular-free and describes non-resonant driven oscillations. For E-major solution, the first-order
spectrum contains all the on-shell waves, which satisfy the dispersion relation detD(k, ωk) = 0 for
all k ∈ K1. While the second-order spectrum K2 contains all the off-shell waves. These off-shell
quasi-modes do not satisfy the linear dispersion relation, and their amplitude is driven by the
beating of two on-shell waves.
The only difference is that now there are many linear waves in the system, so we need to use
Eq. (4.14) to constrain the spectrum K2. Since the Fourier exponents eiθk are orthogonal on the fast
scale, in order to satisfy the second-order electric field equation, Fourier coefficients must match on
both sides. To match the spectrum and obtain a E-major solution, the second-order spectrum is
K2 = (K01
⊕
K01) \K01, (4.21)
where the set K01 := K1
⋃{0}, and the notation B \ A denotes the relative complement of set A
with respect to set B. The direct sum of two sets G1, G2 ⊆ G, where G is an additive group, is
defined by G1
⊕
G2 := {g1 +g2|g1 ∈ G1, g2 ∈ G2}. Here, we can exclude the zero vector 0 from the
second-order spectrum K2, because of the secular-free property Eq. (4.19). To obtain the E-major
solution, I have also excluded vectors that are already contained in the first order spectrum K1,
such that K2 only contains off-shell waves.
The secular-free conditions of the second-order electric-field equation (4.14) are the amplitude
equations, which are analogous to Eq. (2.26) and can take one of the following two forms. In one
scenario, the first-order spectrum K1 contains waves that are resonant with the k-wave. In other
words, for given k ∈ K1, there exist q,q′ ∈ K1 such that θk = θq + θq′ . In this case, by matching
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Fourier coefficients, the amplitude equation for the resonant wave is
ωkHkdkt(1)E(1)k =
∑
s
Ssq,q′ , (4.22)
where he factor 1/2 has been canceled by the symmetry property 2Ssq,q′ = S
s
q,q′ + S
s
q′,q. In the
other scenario, the first-order spectrum K1 contains no wave resonant with the k-wave. In this
case, the amplitude equation for the non-resonant wave is
ωkHkdkt(1)E(1)k = 0. (4.23)
Since the energy operator Hk is a positive definite Hermitian matrix, it is non-degenerate. There-
fore, the solution to the above matrix equation is trivial dkt(1)E(1)k = 0. In other words, the Fourier
amplitude satisfies the advection equation on the slow scale. Consequently, the wave envelop re-
mains constant in reference frames that travel at the wave group velocity.
The secular-free part of the second-order electric field equation (4.14) determines the non-
resonantly driven amplitude E(2)k , which is analogous to Eq. (2.27). Since the matrix Dk is invertible
for all k ∈ K2, we can immediately solve the matrix equation, and obtain
E(2)k = iD−1k
∑
s
Ssq,q′ , (4.24)
where q,q′ ∈ K1 are such that k = q+q′ ∈ K2. Again, the factor 1/2 is canceled by the symmetry
property of Ssq,q′ . The above expression is a PDE analogy of Eq. (2.29), where we used the multiscale
method to find the x-major solution for the ODEs. Substituting the amplitude equations and the
off-shell solutions to Eqs. (4.7), (4.8), and (4.11), we have thus obtained a formal E-major solution
to the fluid-Maxwell system beyond the leading order.
To illustrate the abstract notations introduced above, let us consider the simplest example
where the spectrum K1 contains only one on-shell wave, namely, K1 = {k,−k}. In this case, the
second order spectrum K2 = {2k,−2k} simply contains the second harmonic. Matching the Fourier
exponents, the on-shell equation is trivial:
ωkHkdkt(1)E(1)k = 0. (4.25)
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Next, matching coefficients of the other Fourier exponent, we obtain the off-shell equation for the
second harmonic:
D2kE(2)2k = i
∑
s
Ssk,k. (4.26)
After inverting the matrix D2k, this equation gives the amplitude of the second harmonic in terms
of the amplitude of the linear wave. Moreover, since the complex amplitude E(2)2k also encodes the
phase information, the above equation also tells how the second harmonic is phase-locked with the
fundamental.
4.2 Interactions between three on-shell waves
In this section, I will discuss the simplest nontrivial example, where the first-order spectrum K1
contains exactly three resonant on-shell waves. Without loss of generality, the resonance condition
θk1 = θk2 + θk3 can be written in components as
k1 = k2 + k3, (4.27)
ωk1 = ωk2 + ωk3 , (4.28)
where all ω’s are all positive. In this case, the spectrum K1 = {k1,k2,k3, (k → −k)}. Using
Eq. (4.21), we find the second order spectrum K2 = {2k1, 2k2, 2k3,k1 + k2,k2 − k3,k3 + k1, (k→
−k)}. Notice that resonant waves, such as k1 = k2 +k3, are not contained in the second order spec-
trum K2. In this way, all perturbative corrections to the first-order amplitude E(1)k are accounted
for by its slow derivatives.
4.2.1 Electric field equations
Using the second-order electric field equation (4.14), we can extract component equations by match-
ing coefficients of Fourier exponents. The off-shell components are passive, in the sense that they
are completely determined by on-shell waves, and do not affect how on-shell waves behave. There
are twelve off-shell equations, appearing in six conjugate pairs. Among these, three pairs govern
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the production of second harmonics 2k1, 2k2, and 2k3:
D2k1E(2)2k1 = i
∑
s
Ssk1,k1 , (4.29)
D2k2E(2)2k2 = i
∑
s
Ssk2,k2 , (4.30)
D2k3E(2)2k3 = i
∑
s
Ssk3,k3 . (4.31)
The other three pairs of equations govern quasi-modes produced by off-shell beatings:
Dk1+k2E(2)k1+k2 = i
∑
s
Ssk1,k2 , (4.32)
Dk2−k3E(2)k2−k3 = i
∑
s
Ssk2,−k3 , (4.33)
Dk3+k1E(2)k3+k1 = i
∑
s
Ssk3,k1 . (4.34)
Since the dispersion tensor Dk for off-shell quasi-modes are non-degenerate, the second order am-
plitudes E(2)k can be found by simply inverting the above matrix equations, which gives the second-
order Fourier amplitudes in terms of the first-order Fourier amplitudes.
On the other hand, the on-shell equations are active, in the sense that they affect the behavior
of one another. There are six on-shell equations, three of which are complex conjugation of the
following three on-shell equations:
ωk1Hk1d
k1
t(1)E
(1)
k1
=
∑
s
Ssk2,k3 , (4.35)
ωk2Hk2d
k2
t(1)E
(1)
k2
=
∑
s
Ssk1,−k3 , (4.36)
ωk3Hk3d
k3
t(1)E
(1)
k3
=
∑
s
Ssk1,−k2 . (4.37)
In the above equations, the LHS are basically advections of wave envelopes at group velocities, while
the RHS, as we shall see next, govern redistribution of wave actions due to three-wave scattering.
In what follows, I will focus on these more interesting on-shell equations. Since only first-order
amplitudes E(1)kj are involved, I will suppress the order superscript “(1)”, abbreviate the wave index
“kj” as “j”, and denote −j as j¯ for simplicity. Whenever the species index s is suppressed, all
terms are associated with the same species.
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4.2.2 Action conservation among three resonant waves
Using the simplified notations and the formula for S2,3 [Eq. (4.20)], it is a straightforward calcula-
tion to show that whenever three waves are in resonance [Eqs. (4.27) and (4.28)], their scattering
strengths satisfy identities
E1 · S∗2,3
ω21
+
E∗2 · S1,3¯
ω22
= 0, (4.38)
E∗2 · S1,3¯
ω22
− E
∗
3 · S1,2¯
ω23
= 0. (4.39)
The expression for S1,3¯ can be obtained easily from S2,3 using the replacement rule 1→ 2, 2→ 1,
3 → −3, where the minus sign is interpreted using notations (3.21) and (3.22). Similarly, to
obtain the expression for S1,2¯ from S2,3, we can replace 1→ 3, 2→ 1, 3→ −2 in Eq. (4.20). Having
obtained expressions for S2,3, S1,3¯, and S1,2¯, we can then use the self-adjoint property of the forcing
operator [Eq. (3.29)] to verify the above identities.
Now that the three scattering strengths are related, the slow change of the three wave amplitudes
are also related. On both sides of the on-shell equations (4.35)-(4.37), taking inner products with
the Fourier amplitudes E∗k, it is easy to see that Eqs. (4.38) and (4.39) give rise to the following
action conservation laws:
dt
U1
ω1
+ dt
U2
ω2
= 0, (4.40)
dt
U3
ω3
− dtU2
ω2
= 0. (4.41)
Here, Uj is the energy density of linear wave “j”, which can be computed using Eq. (3.68). In a
quantum-mechanical language, the wave energy density U = n~ω, where ~ω is the energy of each
wave quantum and n is the density of wave quanta. Then, U/ω is proportional to n, and is usually
called wave action density in classical physics. The first conservation law (4.40) implies that the
total number of wave quanta in the incident wave ω1 and the scattered wave ω2 is a constant. This
is intuitive because, in the absence of damping, whenever a quantum of the ω1 mode is annihilated,
it is consumed to create a quantum of the ω2 mode. Analogously, the second conservation law (4.41)
implies that whenever a quantum of the ω2 mode is created, a quantum of the ω3 mode must also
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be created by the three-wave process “1”
“2”+“3”. As a corollary of wave action conservation,
the total wave energy is also conserved during resonant three-wave interactions:
dtU1 + dtU2 + dtU3 = 0. (4.42)
This local energy conservation law can be obtained by linearly combining Eqs. (4.40) and (4.41),
and then use the resonance condition for frequencies [Eq. (4.28)]. The conservation of wave energy
is also intuitive, because in the absence of damping and other waves, three-wave scattering can only
redistribute energy among the three waves.
4.2.3 Three-wave equations
When we are not concerned with the vector dependence of the complex wave amplitude E, the
on-shell equations (4.35)-(4.37) can be written as three scalar equations, called the three-wave
equations. To remove the vector dependence, let us decompose E = eε, where e is the complex
unit vector satisfying e†e = 1. This decomposition is not unique due to the U(1) symmetry e→ eiαe
and ε → e−iαε. By requiring that the scalar amplitude ε ∈ R is real-valued, the symmetry group
of the decomposition is reduced to the Z2 symmetry ε → −ε. With such a decomposition, the
convective derivative of the vector wave amplitude
dtE = edtε+ εdte. (4.43)
In other words, the change in the vector amplitude can be decomposed into the change in the scalar
amplitude and the change due to the rotation of the complex unit vector.
The three-wave equations can be put into a particularly simple form by normalizing the scalar
amplitudes. It is natural that the wave energy coefficient uk, defined by Eq. (3.72), will come into
the normalization, because the on-shell equations involve the wave energy operator Hk. Taking
inner product with e∗k on both sides of the on-shell equations (4.22) and averaging the result with
its Hermitian conjugate, we have
ukdtεk +
1
2
εkdtuk =
1
4ωk
∑
s
(
e†kS
s
q,q′ + c.c.
)
, (4.44)
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where the factor 1/4 = 1/2× 1/2 comes from the definition of the wave energy coefficient, as well
as averaging with the Hermitian conjugate. On the LHS of the above expression, εu1/2 emerges as
a particularly convenient combination. Let us nondimensionalize the electric field by electron mass
and charge, and define the normalized wave scalar amplitude as
ak :=
eεku
1/2
k
mecωk
, (4.45)
which is usually a very small dimensionless number ak  1 in the weakly coupled regime. Since the
scalar electric field amplitude εk is real-valued, the normalized wave amplitude ak is also real-valued.
Then, the on-shell equation can be written as
dtak =
e
4mecu
1/2
k
∑
s
(e†kSsq,q′
ω2k
+ c.c.
)
. (4.46)
From this equation, we see only the real part of e†S affects how the scalar amplitude change, while
the imaginary part affects how the phase of e rotates on the complex unit sphere. Notice that
the relative phases of the three waves are important. By changing the relative phases, e†S can be
tunned from purely real to purely imaginary. When e†S is purely real, the scalar amplitude changes
at the fastest rate, and this happen when the three waves are synchronized to drive charged particles
constructively, which allows maximum energy exchange between the three waves. On the contrary,
when waves are destructively synchronized, e†S is purely imaginary. In this case, nonlinear plasma
response cancels so that there is no energy exchange between the three waves.
Having obtained the generic form of the normalized scalar amplitude equation (4.46), we can
convert all three on-shell equations (4.35)-(4.37) into this form. Using action conservation laws
[Eqs. (4.38) and (4.39)], the RHS of the on-shell equations are originated from a single scattering
term:
esω
2
ps
2msc
ε1ε2ε3
ω1ω2ω3
Θs := −E1 · S
∗
2,3
ω21
=
E∗2 · S1,3¯
ω22
=
E∗3 · S1,2¯
ω23
. (4.47)
The normalized scattering strength Θs = Θsr + iΘ
s
i contains both real and imaginary parts. Since
the phase of Θs can be shifted, for example, by redefining E1 → E1 exp(iα), only the absolute value
of Θs is physically significant. Using the above results, the change in scalar amplitude is described
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by the following three-wave equations:
dta1 = − Γ
ω1
a2a3, (4.48)
dta2 =
Γ
ω2
a3a1, (4.49)
dta3 =
Γ
ω3
a1a2. (4.50)
In these equations, dt is again the advective derivative at the respective wave group velocity. The
essential parameter in the three-wave equations is the coupling coefficient, which is given by
Γ =
∑
s
Zsω
2
psΘ
s
4Ms(u1u2u3)1/2
, (4.51)
where Zs := es/e and Ms := ms/me are the normalized charge and mass of species s. Notice that
when density ns0 → 0, coupling due to species s vanishes as expected, because there is no three-
wave scattering in vacuum and the coherent scattering is additive. The sign of Γ is insignificant,
because of the residual Z2 symmetry aj → −aj . However, the relative signs of the above three
equations are important. The equation for the highest frequency ω1 wave always has the opposite
sign as the equations for lower frequencies ω2 and ω3 waves.
The three-wave equations manifestly state that wave action and energy are conserved during
the interactions. The wave action U/ω = 0uε
2/2ω is proportional to the number of wave quanta.
With a convenient normalization, the wave action density is proportional to
Ik := 0Es
2ec
ωka
2
k, (4.52)
where Es = m
2
ec
3/2~ is the Schwinger critical field. To see the above definition has correct units,
notice that the combination 0Esω/ec has the units of the number density, as can be seen from
the Gauss’ law ∇ · E = en/0. Since the Schwinger field Es is an extremely large electric field,
the normalized scalar amplitude ak ∼ 1 corresponds to an extremely large wave amplitude. In
the weakly coupled non-relativistic regime, the normalized scalar amplitude ak  1. Now, using
the definition of wave action, the three-wave equations (4.48)-(4.50) immediately give the action
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conservation laws:
dtI1 + dtI2 = 0, (4.53)
dtI2 − dtI3 = 0, (4.54)
where dt is again the advective derivative at the respective wave group velocity. Using the action
conservation laws and the frequency resonance condition, the conservation law of energy density
U = I~ω can be written as
dtω1I1 + dtω2I2 + dtω3I3 = 0. (4.55)
The action conservation laws and the energy conservation law will be very useful when we solve
the three-wave equations in the next chapter. Here, it is worth mentioning that action and energy
are conserved because we have ignored dissipation and other interactions. When other processes
are present, the energy in the three-wave system can leak out, either by conversion to other waves
or by dissipation through damping.
4.3 The coupling coefficient and parametric growth rates
While the three-wave equations always take the same form [Eqs. (4.48)-(4.50)], what distinguishes
the interactions between one three-wave triplet from the interactions of another three-wave triplet is
the coupling coefficient [Eq. (4.51)]. In other words, the coupling coefficient encodes all the physical
details that lead to an interaction strength, while the three-wave equations generically describe
the outcome once the interaction strength is given. It is possible that two completely different
three-wave triplets interact with the same strength, and it is also possible that two very similar
three-wave triplets interact with quite different strength. In any case, the three-wave equations
only care about the coupling coefficient, the wave frequencies, and the wave group velocities. The
solutions to three-wave equations will be discussed in the next chapter.
In this section, I will focus on the coupling coefficient and the parametric growth rates as
immediate experimental observables. I will first discuss the general results in Sec. 4.3.1, and then
give two sets of examples, where the participating waves are either quasi-transverse (T ) or quasi-
longitudinal (L). In these special situations, the wave dispersion relation and polarization are greatly
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simplified, and evaluating the formula asymptotically becomes relatively easy. Although there are
four different three-wave triplets {T, T, T}, {T, T, L}, {T, L, L}, and {L,L,L} in general, only two of
these triplets can couple resonantly. From Sec. 3.2.3, we know that the T waves are electromagnetic
waves with ω  ωp, |Ωe|, while the L waves are electrostatic waves with ω → ωr, for some resonance
ωr ∼ ωp, |Ωe|,Ωi. Since the frequency of a T wave is much higher than the frequency of an L wave,
only the following two types of interactions can match resonance conditions1:
T 
 T + L, (4.56)
L
 L+ L. (4.57)
A typical scenario for the TTL interaction is the scattering of lasers. For example, an incident lasers
is scattered inelastically by some plasma waves and thereafter propagates in some other direction
with a shifted frequency. This TTL scenario will be discussed in Sec. 4.3.2. Similarly, a typically
scenario for the LLL interaction is the decay of a plasma wave launched by some antenna array.
This scenario will be discussed in Sec. 4.3.3 in details.
4.3.1 The general formula
In the general formula for the coupling coefficient Γ [Eq. (4.51)], there are two sets of wave-
dependent terms. The denominator measures how energetically expensive it is to excite the linear
waves, and the numerator measures how large the scattering strength is. These two factors compete
to determine the coupling coefficient.
The set of terms in the denominator are the wave energy coefficients uj , whose general formula
is given by Eq. (3.72). The coupling coefficient Γ ∝ 1/√uj , because the three-wave interaction
is an energy-exchange process. When a quantum of the wave energy U ∝ uε2 is exchanged, the
wave amplitudes change by ε ∝ 1/√u. A very small wave energy coefficient u means that most
wave energy is contained in the electric field. Therefore, the energy exchange efficiently alters the
wave electric field, and the interaction is energetically cheap. On the other hand, a very large wave
1In warm plasmas, scattering that involves the three MHD waves and the Bernstein waves are also interesting
cases. These warm cases do not necessarily fit into either the TTL or LLL scenarios being considered here.
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energy coefficient u means that most energy is either kinetic or magnetic. Consequently, the energy
exchange has small effect on the wave electric field, and the interaction is energetically expensive.
The set of terms in the numerator of the coupling coefficient Γ are the normalized scattering
strengths Θs. The contributions from different charged species are additive, because the total coher-
ently scattered electric field is the linear superposition of all the scattering from individual charged
species. When the complex-valued scattering strengths Θs from different species are aligned in the
complex plane, they constructively add and lead to a large total scattering. In the opposite sce-
nario, Θs from different species can also destructively interfere and lead to a small total scattering.
To find an explicit formula for Θs, which is introduced in Eq. (4.47), we can use Eq. (4.20), the
formula for S2,3. Using the self-adjoint property of the forcing operator, the normalized scattering
strength can be written as the summation of the strengths of six scattering channels:
Θs = Θs1,2¯3¯ + Θ
s
2¯,3¯1 + Θ
s
3¯,12¯
+ Θs1,3¯2¯ + Θ
s
2¯,13¯ + Θ
s
3¯,2¯1, (4.58)
where the normalized scattering strength due to each channel is given by the simple formula
Θsi,jl =
1
ωj
(cki · fs,j)(ei · fs,l). (4.59)
As defined before, here ej is the complex unit polarization vector and fs,j := Fs,kjej . The abbre-
viated notation j¯ is interpreted by kj¯ = −kj , as well as the notations Eqs. (3.21) and (3.22). In
Sec. 4.4, I will show that the normalized scattering strength Θs is related to the reduced scattering
matrix element of the quantized theory. Then, the above six scattering channels simply correspond
to the 3! = 6 permutations when contracting a single interaction vertex in the quantized theory.
It is instructive to count how many degrees of freedom the three-wave coupling coefficient Γ
contains. For each wave, its 4-momentum is constrained by one dispersion relation. Once the
4-momentum is fixed, the wave polarization is determined by the dispersion tensor up to the wave
amplitude, which Γ does not dependent on. Therefore, for each wave, there are three degrees
of freedom. Now that the resonant conditions give another four constrains, there are in total
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3× 3− 4 = 5 independent variables. Therefore, in the absence of additional symmetry, the three-
wave coupling coefficient Γ is a function of five independent variables in a given plasma.
Without solving the three-wave equations, a number of experimental observables can already
be extracted from the coupling coefficient. For example, Γ can be related to the growth rate
of parametric instabilities. Consider the parametric decay instability where a pump wave with
frequency ω1 decays into two waves with frequencies ω2 and ω3. Suppose the pump has constant
amplitude a1, and the decay waves have no spatial variation. Then solving the linearized three-wave
equations, we find a2 and a3 grow exponentially with rate
γ0 =
|Γa1|√
ω2ω3
. (4.60)
The experimentally observed growth rate will be somewhat different from γ0 due to wave damping.
Wave damping, both collisional and collisionless, can be taken into account by inserting a phe-
nomenological damping term νa into the LHS of the three-wave equations. Solving the linearized
equations, the growth rate, modified by wave damping, is
γ =
√
γ20 +
(ν2 − ν3
2
)2 − ν2 + ν3
2
, (4.61)
where ν2 and ν3 are the phenomenological damping rates of the two decay products. In addition
to wave damping, the experimentally observed growth rate can also be modified by frequency
mismatch δω = ω1 − ω2 − ω3. When the frequency mismatch is much smaller than the spectral
width of waves, the three waves can still couple almost resonantly. To find the growth rate in
the presence of small δω, we can promote the amplitude a to be complex and change variable
αj := aje
−itδω/2 for j = 2 and 3. This change of variable is equivalent to modifying the damping
rates to ν ′2 := ν2 + iδω/2 and ν
′∗
3 := ν3 − iδω/2. Therefore, the growth rate of parametric decay
instability, modified by both weak damping and small frequency mismatch is
γ′ =
√
γ20 +
(ν2 − ν3 + iδω
2
)2 − ν2 + ν3
2
. (4.62)
The frequency mismatch δω not only introduces amplitude modification, but also results in phase
modification. In the following discussions, we shall only be concerned with the growth rate γ0 as
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the observable, ignoring wave damping and frequency mismatch. To get a sense of how large this
growth rate is, we can compare it with Raman backscattering γ0 = γRM, where the normalized
growth rate is
M = 2 |Γ|
ω2p
( ω3p
ω1ω2ω3
)1/2
, (4.63)
and γR =
√
ω1ωp|a1|/2 the backward Raman growth rate in an unmagnetized plasma of the same
density. In experiments, most signal will come from the largest growth rate, for which wave phases
are synchronized. In other words, for given pump wave and decay products, the largest growth rate
is attained when the wave phases are such that |∑s ω2psZsΘsr/Ms| = |∑s ω2psZsΘs/Ms|. When this
condition is met, the scattering strengths align in the complex plane and constructively add, so
that the synchronized decay quickly dominate unsynchronized decays to give the dominate signal
in experiments.
To evaluate the normalized growth rateM, we can mimic what happens in experiments, where
the general three-wave scattering geometry is depicted in Fig. 4.1. In experiments, we can control
the incident pump wave, whose frequency is ω1 and direction of propagation is kˆ1. Given these
control variables and cold plasma parameters, the pump wave can be a superposition of the two
eigenmodes with the same frequency. One eigenmode have larger wavelength and smaller wave
vector k−1 , and the other eigenmode has smaller wavelength and larger wave vector k
+
1 , whenever
ω1 is not in a spectral gap. Suppose we set up an experiment to select one of the eigenmodes,
then the wave vector k1 and the wave polarization e1 of the pump wave are fixed. We can then
make observations in the kˆ2 direction. In particular, the frequency ω2 of the scattered wave can
be measured using some probe or spectrometer, and the polarization e2 can be selected using some
Figure 4.1: The most general geometry of three-wave scattering in a uniform plasma with a constant
magnetic field. The three wave vectors k1 = k2 + k3 are in the same plane, and are at angles θ’s
with respect to the magnetic field.
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polarizer or filters placed along the kˆ2 direction. Whenever ω3 = ω1 − ω2 and k3 = k1 − k2
correspond to an eigenmode of the plasma, resonant three-wave scattering will happen, and the
spectrometer will display a peak centered at ω2, whose height is related to the growth rate. This
experimental procedure is exactly followed in my computer program that is used to numerically
evaluate the growth rate. As a final check, among the 5 degrees of freedom contained in the formula
for Γ, I have now fixed 3 degrees of freedom by choosing the pump wave, and fixed 2 other degrees
of freedom by choosing the direction of observation.
As an example, I evaluate the normalized growth rate of a 1.06-µm Nd:glass laser in a magnetized
hydrogen plasma, when the incident laser propagates at polar angle θ1 = 30
◦ in k+1 eigenmode
(Fig. 4.2). I take the density of the fully ionized plasma to be n0 = 10
19 cm−3, which is typical
Figure 4.2: Coherent scattering of an incident laser in k+1 eigenmode, propagating (θ1 = 30
◦,φ1 = 0◦,
green dots) in a magnetized cold hydrogen plasma with ωp ≈ ω1/10 and |Ωe| ≈ 0.8ωp. For scattering
off the u-branch waves (upper panel), the frequency downshift (a) is between ωp and ωUH . The
normalized growth rate M+ of k+2 eigenmode (b) is suppressed in polarization-forbidden regions
near the equatorial plane (θ2 ≈ 90◦), while the normalized growth rate M− of k−2 eigenmode (c)
is polarization-forbidden in forward (θ2 = θ1, φ2 = 0
◦) and backward (θ2 = 180◦ − θ1, φ2 = ±180◦)
directions. For scattering off the l -branch waves (middle panel), the frequency downshift (d) is
between ωLH and |Ωe|. In addition to polarization forbidden regions, the growth rate M+ (e) and
M− (f) are suppressed in interference-forbidden regions where electron and ion scattering cancel
(near θ2 ≈ θ1), as well as in energy-forbidden regions where ω3 ≈ |Ωe|. Finally, the incident laser
can scatter off the b-branch waves (bottom panel). The frequency downshift (g) is between zero
and Ωi, and the growth rateM+ (h) andM− (i) are suppressed in polarization-forbidden regions,
as well as in energy-forbidden regions.
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for gas jet plasmas. In addition, I take the magnetic field B0 = 8.12 MG, achievable using current
technology. In this plasma, the laser frequency is ω1 ≈ 10ωp, |Ωe| ≈ 0.8ωp, and the magnetic field
plays an important role in coherent Stokes scattering. In two-species cold plasmas, there exist
three branches of magnetized plasma waves, each resulting in a different angular dependence of
the normalized growth rate. First, in this over-dense plasma (ωp > |Ωe|), the upper (u) branch
is the Langmuir wave when k3 ‖ B0. The u branch becomes the upper-hybrid (UH) wave when
k3 ⊥ B0, whose frequency ωUH '
√
ω2p + Ω
2
e in the large-k3 limit. For scattering off the u branch,
the frequency downshift (Fig. 4.2a) is between ωp and ωUH . For k
+
2 eigenmode, backscattering
is favored while scattering perpendicular to kˆ1, where e
†
1e2 ≈ 0, is forbidden (Fig. 4.2b). On
the contrary, the polarization of k−2 eigenmode is such that forward and backward scattering are
forbidden, while perpendicular scattering is allowed (Fig. 4.2c). Second, the laser can scatter from
the lower (l) branch plasma wave. The l branch is the electron-cyclotron wave when k3 ‖ B0, and
it becomes the lower-hybrid (LH) wave when k3 ⊥ B0, whose frequency ωLH '
√|Ωe|Ωiωp/ωUH in
the large-k3 limit. For scattering from the l branch, the frequency downshift (Fig. 4.2d) is between
ωLH and |Ωe|. In addition to polarization-forbidden regions, both k+2 (Fig. 4.2e) and k−2 (Fig. 4.2f)
scattering encounter special angles where electron and ion scattering destructively interfere and
therefore cancel one another (near θ2 ≈ θ1). Finally, the bottom (b) branch is the Alfve´n wave in
the small-k3 limit, and become the ion-cyclotron wave in the large-k3 limit. For scattering off the
bottom (b) branch, the frequency downshift (Fig. 4.2g) is between zero and Ωi. Both k
+
2 scattering
(Fig. 4.2h) and k−2 scattering (Fig. 4.2i) encounter energy forbidden regions near θ2 ≈ θ1, where
plasma waves are energetically too expensive to excite. Away from these polarization, interference,
and energy forbidden regions where ui  |Θs|, coherent Stokes scattering from magnetized plasma
waves have growth rates comparable to that of Raman backscattering.
In the most general cases, the growth rate needs to be evaluated numerically. In what follows,
I will discuss the special cases of TTL and LLL scattering, where simple analytical expression can
be obtained. For convenience, let me summarize the key formula here. The normalized growth rate
M is given by Eq. (4.63), which is proportional to the coupling coefficient Γ given by Eq. (4.51).
The most important term in the numerator of Γ is the scattering strength Θs, which is given by
Eqs. (4.58) and (4.59). The most important term in the denominator of Γ is the wave energy
coefficient u, which is given by Eq. (3.72). When computing both Θs and u, we need the forcing
76
operator F, which is given by Eq. (3.26). Finally, we need to ensure that the resonance conditions
Eqs. (4.27) and (4.28) are satisfied by three otherwise arbitrary on-shell waves.
4.3.2 Special case: scattering of transverse waves
Consider the decay of a pump laser (ω1) into a scattered laser (ω2) and a plasma wave (ω3). Since
the frequency ω1,2  Ωs, the magnetization ratio β1,2 ' 0 and the magnetization factor γ1,2 ' 1
for any species. Consequently, the forcing operator F1,2 ' I is approximately the identity operator,
and the lasers are therefore transverse electromagnetic waves. As for the plasma wave, using the
quasi-longitudinal approximation e3 ' kˆ3, the inner products is purely real:
kˆ3 · fˆ∗s,3 ' kˆ3 · Fs,3kˆ3 = γ2s,3(1− β2s,3 cos2 θ3), (4.64)
where θ3 is the angle between k3 and b as shown in Fig. 4.1, and kˆ3 is the unit vector along k3
direction. With these basic setup, we can readily evaluate the growth rate.
Let us first calculate the wave energy coefficients Eq. (3.72), which enters the denominator of
the coupling coefficient. Since F1,2 ' I, the wave energy coefficients for the lasers are simply
u1 ' u2 ' 1. (4.65)
As for the quasi-longitudinal plasma wave, using Eq. (3.75), the wave energy coefficient
u3 ' 1 +
∑
s
ω2ps
ω23
γ4s,3β
2
s,3 sin
2 θ3. (4.66)
Notice that, u3 is always positive, although γ
2
s,3 can be either positive or negative, depending on
whether βs,3 is either smaller or larger than one.
To find the normalized scattering strength Eq. (4.58), which enters the numerator of Γ, we
again use the fact ω1,2  ω3. Since the wave vectors are comparable in magnitudes, the dominant
terms of the coupling strength are the two terms proportional to 1/ω3, if the inner product e1 · f∗2 '
f1 · e∗2 ' e1 · e∗2 is of oder unity. Using the resonance condition k1 − k2 = k3, the dominant term of
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theTTL scattering strength is
Θs ' −ck3
ω3
(kˆ3 · Fs,3kˆ3)(e1 · e∗2), (4.67)
where the inner product kˆ3 · Fs,3kˆ3 is given explicitly by Eq. (4.64). Now that we have simplified
both the denominator and the numerator of Eq. (4.51), a simple formula for the three-wave coupling
coefficient Γ can be obtained.
Having obtained an explicit formula for the coupling coefficient, we can use it to obtain expres-
sions for MT , the normalized growth rate of the TTL scattering. Clearly, MT is proportional to
the coupling coefficient Γ = ω2pµ/4 up to some kinematic factor
MT = 1
2
( ω3p
ω1ω2ω3
)1/2
µT , (4.68)
where the normalized coupling coefficient µT is given by
µT '
∑
s
Zs
Ms
ω2ps
ω2p
ck3
ω3
kˆ3 · Fs,3kˆ3
u
1/2
3
. (4.69)
In the unmagnetized limit B0 → 0, we have β3 → 0 and γ3 → 1. Since ion mass is much larger than
electron mass, we have µT → −ck3/ω3. Moreover, since the lasers can only couple through the
Langmuir wave in cold unmagnetized plasma, we have ω3 → ωp. Then, the normalized growth rate
MT → ck3/2√ω1ω2. Finally, in backward scattering geometry ck3 = ck1 + ck2 ' ω1 + ω2 ' 2ω0,
where we have denoted ω0 := ω1 ' ω2. We see MT → 1 in the unmagnetized limit as expected.
The normalized growth rate becomes particularly simple when waves propagate at special angles.
For example, consider the situation where the three waves propagate along the magnetic field B0,
and the plasma wave ω3 = ωp is the Langmuir wave. Since γ
2
s,3 remains finite as θ3 → 0, the
normalized growth rate for collimated parallel wave propagation is
MPT‖ ' −
1
2
ck3√
ω1ω2
, (4.70)
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where we have used Mi  1 to drop the summation over species. The above is exactly the same
as the unmagnetized result (Davidson, 1972; Laham et al., 1998), which is expected because the
plasma wave is not affected by the parallel magnetic field.
To give another simple example, consider the situation where the three waves are collimated
and propagate perpendicular to the magnetic field B0. In cold electron-ion plasma, there are two
L waves in the perpendicular direction: the upper-hybrid (UH) wave and the lower-hybrid (LH)
wave. Let us first consider scattering mediated by the UH wave ω3 ' ωUH '
√
ω2p + Ω
2
e. In this
situation, the magnetization factor γ23,e ' ω2UH/ω2p and γ23,i ' 1. Since Mi  1, the dominant
contribution for both the wave energy coefficient and the scattering strength comes from electrons.
The wave energy coefficient u3 ' ω2UH/ω2p, and the normalized coupling coefficient µT ' −ck3/ωp.
Therefore, the normalized growth rate for collimated perpendicular wave propagation mediated by
the UH wave is
MUHT⊥ ' −
1
2
ck3√
ω1ω2
(
ωp
ωUH
)1/2
. (4.71)
Similarly, let us consider scattering mediated by the LH wave ω3 ' ωLH '
√|Ωe|Ωiωp/ωUH . Since
the LH frequency satisfies Ωi  ωLH  |Ωe|, the magnetization ratios β3,e  1 and β3,i  1.
Consequently, the magnetization factor γ3,e ' −1/β23,e and γ3,i ' 1. When ωp ∼ |Ωe| are compa-
rable, electron contributions again dominate. The wave energy coefficient u3 ' ω2UH/Ω2e, and the
normalized coupling coefficient µT ' ck3ωLH/ωUH |Ωe|. Hence, the normalized growth rate for LH
wave mediation in the collimated perpendicular geometry is
MLHT⊥ '
1
2
ck3√
ω1ω2
ω
3/2
p ω
1/2
LH
ωUH |Ωe| . (4.72)
The above examples recover the results of Grebogi and Liu (1980), who analyze the same problem
in the restricted geometry where the waves are collimated and propagate perpendicular to the
magnetic field.
Having reproduced well-known results, let us evaluate the normalized growth rate in more
general geometry, where the waves are not collimated and propagate at angles with respect to
the magnetic field. The normalized growth rate can be evaluated using the following procedure,
mimicking what happens in an actual experiment where the plasma density and magnetic field
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strength are known. First, we shine a laser with frequency ω1 into the plasma at some angle θ1
with respect to the magnetic field. Then the wave vector k1 is known from the dispersion relation.
Second, we observe the scattered laser using some detector placed at angle θ2 with respect to the
magnetic field, and point the detector at angle α2 with respect to the incoming laser. Suppose the
detector can measure the frequency ω2 of the scattered laser, then from this frequency information,
we immediately know k2 from the dispersion relation, as well as ω3 = ω1 − ω2 from the resonance
condition. Next, we can calculate k3 =
√
k21 + k
2
2 − 2k1k2 cosα2, and determine θ3 by inverting
ω3 = ωr(θ3), where ωr is the angle-dependent resonance frequency. Using this procedure, the
normalized growth rate can be readily evaluated. Conversely, when plasma density and magnetic
field are unknown, we may use information measured from laser scattering experiments to fit plasma
parameters.
Parallel pump
To demonstrate how to evaluate the normalized growth rate MT , consider the example where
the incident laser propagates along the magnetic field, while the scattered laser propagates at some
angle θ2. In this case α2 = θ2, and by cylindrical symmetry,MT depends on only one free parameter
θ2. In Fig. 4.3, I plot the normalized growth rate and Stokes frequency shift in a hydrogen plasma
with ω1/ωp = 10. When there are only two charged species, as in the case of the hydrogen plasma,
there are three electrostatic resonances the lasers can scatter from (Fig. B.1). The first resonance
is the upper resonance, whose frequency asymptotes to the upper-hybrid frequency ωUH when
θ3 → pi/2. When scattered from the upper resonance (red curves), the scattered laser is frequency
down-shifted (∆ω = ω1−ω2) by the largest amount. The second resonance is the lower resonance,
whose frequency asymptotes to the lower-hybrid frequency ωLH when θ3 → pi/2. When scattered
from the lower resonance (orange curves), the scattered laser is frequency-shifted by either |Ωe| in
over-dense plasma (|Ωe| < ωp), or by ωp in under-dense plasma (|Ωe| > ωp), when θ3 → 0. The
third resonance is the bottom resonance, whose frequency asymptotes to 0 when θ3 → pi/2. When
scattered from the bottom resonance (blue curves), the scattered laser is frequency-shifted by at
most Ωi when θ3 → 0. Since Ωi is much smaller than other frequency scales, the frequency shift
∆ω for scattering off the bottom resonance is not discernible in Fig. 4.3c and Fig. 4.3d. As for the
normalized growth rate (upper panels), we see MT → 1 when the laser is backscattered from the
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Figure 4.3: Scattering of a parallel pump laser in uniform hydrogen plasmas. The pump laser has
frequency ω1/ωp=10, and the scattered laser propagates at angle θ2 with respect to k1 ‖B0. The
laser can scatter from the upper resonance (red), the lower resonance (orange), and the bottom
resonance (blue). When the plasma is over-dense, e.g. |Ωe|/ωp = 0.8 (a, c), the upper resonance is
Langmuir-like, while the lower and bottom resonances are cyclotron-like; when the plasma is under-
dense, e.g. |Ωe|/ωp = 1.2 (b, d), the lower resonance is Langmuir-like, while the upper and bottom
resonances are cyclotron-like. For Langmuir-like resonance, the frequency shift (c, d) ∆ω → ωp, and
the normalized growth rate (a, b) is monotonically increasing; while for cyclotron-like resonances,
∆ω → |Ωe|,Ωi, and the normalized growth rate |MT | peaks at intermediate θ2, while becoming
zero for exact backscattering. See text for how |MT | scales with plasma parameters.
Langmuir resonance with ∆ω → ωp, while MT → 0 when the laser is scattered from the cyclotron
resonances with ∆ω → |Ωe|,Ωi. For Langmuir-like resonance, MT increases monotonically with
θ2. In contrast, for cyclotron-like resonances, MT peaks at intermediate θ2, and becomes zero for
exact backscattering.
To better understand the angular dependence of the normalized growth rateMT , let us find its
asymptotic expressions. In the limit ω1,2  ω3, the wave vector k2/k1 ' 1 and k3/k1 ' 2 sin(θ2/2).
At finite angle θ2 > 0, we can approximate θ3 ' (pi − θ2)/2. For even larger θ2, we can also
approximate the resonance frequency ω3 using Eqs. (B.2)-(B.4), because θ3 ∼ 0 is now small.
These asymptotic geometric relations will be useful next when we evaluate the coupling coefficient.
First, consider scattering off the Langmuir-like resonance ω3 ∼ ωp. Since γ3,s is finite, the
lowest-order angular dependence comes from k3. Take the limit θ3 → 0, we get Eq. (4.70). Now
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retain the angular dependence of k3, we can grossly approximate
|MpT | ' sin
θ2
2
. (4.73)
This approximation is of course very crude, but it captures the monotonic increasing feature for
scattering off the Langmuir-like resonance. In fact, the above result becomes a very good approx-
imation when the magnetic field B0 → 0. In this unmagnetized limit, we recover the angular
dependence of Raman scattering.
Second, consider scattering off the electron-cyclotron-like resonance ω3 ∼ |Ωe|. Notice that in
this case, the magnetization factor γ23,e  1 for small θ3. Nevertheless, since both the numerator
and the denominator contains this factor, MT remains finite. For electrons, the magnetization
ratio β3,e ' 1. Using Eq. (B.3), which is valid when ωp 6= |Ωe|, the magnetization factor γ23,e '
(Ω2e − ω2p)/(ω2p sin2 θ3). In comparison, β3,i  1 and γ23,i ' 1. Hence the dominant contribution
comes from electrons. Substituting these into formula Eq. (4.68), we see to leading order the
normalized growth rate is
|MeT | '
1
2
(
ωp
ω3
)1/2
sin θ2, (4.74)
where ω3 as function of θ2 is given by Eq. (B.3), with θ3 ' (pi − θ2)/2. From Eq. (4.74), we see
|MeT | reaches maximum when the laser is scattered almost perpendicularly to the magnetic field.
The maximum value scales roughly as |MeT | ∼
√
ωp/|Ωe|/2, which can be very large in weakly
magnetized plasmas, as long as the cold-fluid approximation remains valid. Away from θ2 ∼ pi/2,
the normalized growth rate |MeT | falls off to zero. This falloff is expected, because exciting cyclotron
resonance is energetically forbidden.
In the end, consider scattering off ion-cyclotron-like resonance ω3 ∼ Ωi. In this case, the ion
contribution to the wave energy coefficient is no longer negligible, because β3,i ' 1 and γ23,i '
Ωe/Ωi tan
2(θ2/2)  1, as can be seen from Eq. (B.4). The scattering strength is still dominated
by electrons, for which β3,e  1, and γ23,e ' −1/β23,e  1. Substituting these into Eq. (4.68), the
normalized growth rate is
|MiT | '
1
2
(
ωp Ωi
|Ωe|ω3
)1/2
sin θ2. (4.75)
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We see the above result is rather similar to Eq. (4.74), except that ω3 ∼ Ωi has very weak angular
dependence. Therefore, |MiT | is very well approximated by Eq. (4.75). The normalized growth
rate peaks almost at θ2 = pi/2, reaching a maximum |MiT | ∼
√
ωp/|Ωe|/2, which can be very large
in weakly magnetized plasmas. Similar to the electron cyclotron case, |MiT | falls off to zero for
parallel scattering due to energy suppression.
Perpendicular pump
Consider the other special case where the pump laser propagates perpendicular to the magnetic
field. In this geometry, it is natural to plot the normalized growth rate |MT | in spherical coordinate
(Fig. 4.4), where the polar angle θ2 is measured from the magnetic field B0, and the azimuthal
angle φ2 is measured from the wave vector k1. By symmetry of this setup, it is obvious that
MT (φ2, θ2) = MT (φ2, pi − θ2) = MT (−φ2, θ2). Therefore, it is sufficient to consider the range
θ2 ∈ [0, pi/2] and φ2 ∈ [0, pi]. By matching the k resonance, we can read θ3 from the spherical
coordinates (φ2, θ2), and thereafter read the frequency shift ω3 from Fig. B.1. As for the growth
rate, in electron-ion plasma, when scattered from the upper resonance (Fig. 4.4u), backscattering
has the largest growth rate. While for scattering off the lower resonance (Fig. 4.4l), |MT | reaches
maximum for both backscattering and nearly parallel scattering, where the scattered laser propa-
gates almost parallel to the magnetic field. In comparison, for scattering off the bottom resonance
(Fig. 4.4b), the normalized growth rate peaks for nearly backward scattering, and falls to zero for
exact backscattering.
To better understand the angular dependence of the normalized growth rate, let us consider its
asymptotic expressions for two special cases. The first special case is when all waves lie in the plane
perpendicular to the magnetic field, namely, when θ2 = 90
◦. In this case, the angle θ3 is fixed to
90◦, and the frequency of the plasma resonances are also fixed to ωUH , ωLH , or zero. Therefore, the
angular dependence only comes from k3. In the limit ω1,2  ω3, we have k3 ' 2k1 sin(φ2/2). Using
Eqs. (4.71) and (4.72), it is easy to see, for scattering off UH and LH waves in the perpendicular
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Figure 4.4: Normalized growth rate |MT | for scattering of a perpendicular pump laser (k1⊥B0)
in a uniform hydrogen plasma with ω1/ωp = 10 and |Ωe|/ωp = 0.8. In spherical coordinate, the
scattered laser propagates at polar angle θ2 with respect to B0, and azimuthal angle φ2 measured
from k1. The laser can scatter from the upper resonance (u), in which case backscattering is the
strongest scattering mode. Alternatively, the laser can scatter off the lower resonance (l). In this
case, one maximum of |MT | is attained for backscattering, and another maximum is attained when
the scattered laser propagate almost perpendicular to the incident laser along the magnetic field.
Finally, the laser can scatter off the bottom resonance (b). In this case, exact backscattering is
suppressed while nearly backward scattering is strong.
plane, the growth rates are
|MUHT⊥ | '
(
ωp
ωUH
)1/2
sin
φ2
2
, (4.76)
|MLHT⊥ | '
ω
3/2
p ω
1/2
LH
ωUH |Ωe| sin
φ2
2
. (4.77)
Now let us calculate MbT⊥ for scattering off the bottom resonance. Using asymptotic expression
Eq. (B.10) for ω3, we see although the magnetization ratio β3,s → ∞, the product β3,s cos θ3
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remains finite as θ3 → pi/2. Since the magnetization factor γ3,s ' −1/β23,s  1, it is easy to see
MbT⊥ ∝
√
ω3, which goes to zero when θ3 → pi/2. Hence, scattering off the bottom resonance in
the perpendicular plane is completely suppressed:
|MbT⊥| = 0. (4.78)
Consequently, exact backscattering from the bottom resonance is also suppressed.
To see how MbT climbs up from zero, consider the second special case where k2 is in the plane
spanned by k1 and b (Fig. 4.5). In this case, it is more natural to consider MT as function of
α2, the angle between k1 and k2. Let us find the asymptotic expression of MbT when α2 ∼ pi. In
Figure 4.5: Scattering of a perpendicular pump laser with ω1/ωp = 10 in a uniform hydrogen
plasma. Figure (a) can be obtained from Fig. 4.4 by taking a one dimensional cut along the unit
sphere using the plane spanned by k1 ⊥ B0. The scattered laser, propagating at angle α2 with
respect to k1, can scatter from the upper resonance (red), the lower resonance (orange), and the
bottom resonance (blue). Both the normalized growth rate |MT | (a, b) and the Stokes frequency
shifts ∆ω (c, d) behave qualitatively the same in over-dense plasma, e.g. |Ωe|/ωp = 0.8 (a, c), and
in under-dense plasma, e.g. |Ωe|/ωp = 1.2 (b, d). As α2 increases from 0◦ to 180◦, |MT | increases
monotonically for scattering from the upper resonance. For scattering off the lower resonance, |MT |
hit zero near α2 ∼ 176◦, where electron and ion contributions exactly cancel, and then increase
to finite value at exact backscattering. In contrast, when the laser is scattered from the bottom
resonance, |MT | strongly peaks near α2 ∼ 170◦, and becomes zero for exact backward scattering.
See text for how |MT | scales with plasma parameters.
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this limit, we have θ3 ∼ pi/2, and the resonance frequency ω3 can be approximated by Eq. (B.10).
Then, the magnetization ratios β23,e ' Ω2e/Ω2i + |Ωe|/(Ωi cos2 θ3) and β23,i ' 1 + Ωi/(|Ωe| cos2 θ3).
Consequently, the magnetization factors can be well approximated by γ23,e ' −1/β23,e and γ23,i '
−|Ωe| cos2 θ3/Ωi. Moreover, since ω1,2  ω3, the angle θ3 ' α2/2 and the wave vector k3 '
2k1 sin(α2/2). Substituting these into formula Eq. (4.68), we see when α2 ∼ pi, the normalized
growth rate is
|MbT |2 '
[ζ(1 + ζ cos2 α22 )]
3/2 sin2 α22 cos
α2
2
r3 + r[1 + ζ(1 + ζ cos2 α22 )
2] sin2 α22
, (4.79)
where r := |Ωe|/ωp and ζ := Mi/Zi  1. To see the lowest-order angular dependence, we can use a
cruder but simpler approximation |MbT |2 ' ζ1/2 cos(α2/2)/r. We see |MbT | increases sharply from
zero away from exact backscattering. In the other limit α2 ∼ 0, we can use Eq. (4.75), and the
normalized growth rate is
|MbT | '
sin2 α22
r1/2
(
1− 1
ζ
tan2
α2
2
)−3/4
. (4.80)
We see scattering from the bottom resonance can be strong when the plasma is weakly magnetized,
as long as the scattering angle is away from exact forward or backward scattering.
In summary, the TTL scattering in magnetized plasma is mostly due to density beating
[Eq. (4.67)], and the modification due to the magnetic field can be represented by the normalized
growth rate MT . In magnetized plasmas, cyclotron-like resonances, in addition to the Langmuir-
like resonance, contribute to the scattering of the T waves. When scattered from the Langmuir-like
resonance, both the wave energy coefficient and the scattering strength are finite. Therefore in
this case, the angular dependence of MT comes mostly from k3, which reaches maximum for
backscattering. In contrast, for scattering from cyclotron-like resonances, both the scattering
strength and the wave energy coefficient can blow up. Their ratio, MT , goes to zero when the
scattering angles are such that the L wave frequency approaches either zero or the cyclotron
frequencies. In addition, MT can also become zeros at special angles where scattering from
electrons and ions exactly cancel. Away from these special angles, scattering from cyclotron-like
resonances, which increases with decreasing magnetic field, typically have growth rates that are
comparable to scattering from Langmuir-like resonances. When the plasma parameters are known,
we can determine the angular dependence ofMT using Eq. (4.68). This knowledge can be used to
choose injection angles of two lasers such that their scattering is either enhanced or suppressed.
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Conversely, by measuring angular dependence of MT in laser scattering experiments, one may be
able to fit plasma parameters to match Eq. (4.68). This provides a diagnostic method from which
the magnetic field, as well as the plasma density and composition can be measured.
4.3.3 Special case: scattering of longitudinal waves
Now let us consider the other scenario where the three-wave scattering happens between three
resonant quasi-longitudinal waves. This happens, for example, when we launch an electrostatic
wave into the plasma by some antenna arrays. When the wave power is strong enough to overcome
damping, namely, when the damped growth rate [Eq. (4.61)] is positive, the pump wave may
subsequently decay to two other waves that satisfies the resonance conditions. The decay waves
are not necessarily electrostatic, but for the purpose of illustrating the general results in Sec. 4.3.1,
I will only give examples where the two decay waves are also electrostatic.
The coupling strength between three L waves can be simplified using the approximation that
the waves are quasi-longitudinal. Substituting ei ' kˆi into Eq. (4.59) and using the resonance
condition (4.28), the normalized scattering strength for LLL scattering is
Θs ' − ck1ω1
ω2ω3
(kˆ1 · F∗s,2kˆ2)(kˆ1 · F∗s,3kˆ3)
+
ck2ω2
ω3ω1
(kˆ2 · Fs,1kˆ1)(kˆ2 · F∗s,3kˆ3) (4.81)
+
ck3ω3
ω1ω2
(kˆ3 · Fs,1kˆ1)(kˆ3 · F∗s,2kˆ2),
where ki := |ki| is the magnitude of the wave vector, and kˆi is the unit vector along ki direction. It
is easy to recognize that kˆi · (Fs,j/ωj)kˆj is the projection of quiver velocity vˆj in kˆi direction. The
first term in Θs is proportional to the rate of creating wave 1 by annihilating waves 2 and 3, the
second term is proportional to the rate of annihilating waves 3 and 1¯ to create wave 2¯, and the last
term can be interpreted similarly. The interference between these processes determines the overall
scattering strength.
Having obtained expressions for the normalized scattering strength [Eq. (4.81)] and wave energy
[Eq. (4.66)], we can immediately evaluate the coupling coefficient [Eq. (4.51)], and find expressions
for the parametric growth rate. In this case, since the pump wave is not an EM wave, it no longer
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makes sense to compare the growth rate with the backward Raman growth rate. Instead, we can
choose a different normalization, and write the linear growth rate γ0 [Eq. (4.60)] of the parametric
decay instability as
γ0 = γL|ML|, (4.82)
where γL is purely determined by the pump wave as
γL =
1
2
ck1|a1|. (4.83)
The normalized growth rate for LLL scattering is then
ML = ωp
2ck1
(
ω2p
ω2ω3
)1/2
µL, (4.84)
which is proportional to the coupling coefficient Γ = ω2pµ/4 up to a kinematic factor. In the LLL
approximation, the normalized coupling coefficient is
µL '
∑
s
Zs
Ms
ω2ps
ω2p
Θsr
(u1u2u3)1/2
, (4.85)
where Θsr is the real part of Eq. (4.81). Again, notice that when the density of species s goes to
zero, its contribution to µL also goes to zero as expected.
To evaluate the normalized growth rateML, we can use the following procedure to mimic what
happens in an actual experiment. Suppose we know the species density and magnetic field, then
we know what resonances are there in the plasma. We can then launch a pump wave at resonance
frequency ω1 using some antenna array. The antenna array not only injects a wave at the given
frequency, but also selects the wave vector k1 and the wave direction θ1. To observe the decay waves,
we can place a probe at some angle θ2 with respect to the magnetic field, and some azimuthal angle
φ2 in a spherical coordinate. The probe can measure fluctuations of the plasma potential and
therefore inform us about the wave frequency ω2. Then, we immediately know ω3 = ω1 − ω2 from
the three-wave resonance condition. Moreover, since the third wave is a magnetic resonance, the
frequency ω3 constrains the angle θ3 at which the third wave can propagate. However, a simple
probe cannot measure the wave vector, so we will have to solve k2 and k3 from the resonance
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condition (4.27), which can be written in components as
k23 = k
2
1 + k
2
2 − 2k1k2 cosα2, (4.86)
k3 cos θ3 = k1 cos θ1 − k2 cos θ2. (4.87)
Here α2 = α2(θ1, θ2, φ2) is the angle between k1 and k2. The above system of quadratic equations
have two solutions in general. This degeneracy comes from the symmetry 2 ↔ 3, because we
cannot distinguish whether the probe is measuring wave 2 or wave 3, both of which are electrostatic
resonances. If the solutions k2 and k3 are both real and positive, the three-wave resonance conditions
can be satisfied. Then, three-wave decay will happen once the pump amplitude a1 exceeds the
damping threshold, for which the damped growth rate [Eq. (4.61)] becomes positive. In other
words, we control ω1 and k1 by the antenna array, measure ω2 using probes, and infer ω3, k2,
and k3 by solving resonance conditions. With these information, the analytical formula for the
normalized growth rate ML can be readily evaluated.
Parallel pump
To demonstrate how to evaluate the normalized growth rate ML, consider the example where the
pump wave is launched along the magnetic field (θ1 = 0). In an electron-ion plasma, this geometry
allows the antenna to launch three electrostatic waves: the Langmuir wave, the electron-cyclotron
wave, or the ion-cyclotron wave. In the regime where ωp ∼ |Ωe| ∼ |ωp−Ωe|  Ωi, four decay modes
are allowed by the resonance conditions: u→ l+ l, l→ l+ l, l→ l+ b, and b→ b+ b, where I have
labeled waves by the resonance branch they belong to, and u, l, and b denote the upper, lower and
bottom resonances, respectively.
First, let us consider the case where the pump wave is the Langmuir wave (Fig. 4.6a, 4.6b). In
this case, the magnetization factor γ1 is finite, the wave energy coefficient u1 = 1, and Fs,1kˆ1 = kˆ1.
The normalized scattering strength (4.81) contains the following four simple inner products: (kˆ1 ·
F∗s,2kˆ2) = (kˆ2 ·Fs,1kˆ1) = cos θ2; (kˆ1 ·F∗s,3kˆ3) = (kˆ3 ·Fs,1kˆ1) = cos θ3, as well as two other inner prod-
ucts (kˆ2 ·F∗s,3kˆ3) = cos θ2 cos θ3− γ2s,3 sin θ2 sin θ3; and (kˆ3 ·F∗s,2kˆ2) = cos θ3 cos θ2− γ2s,2 sin θ3 sin θ2.
Substituting these inner products into Eq. (4.81), and using the resonance condition (4.87), the
normalized scattering strength can be immediately found. In the above expressions, θ2 is the in-
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Figure 4.6: Scattering of a parallel electrostatic pump wave in uniform hydrogen plasmas, when
observed at angle θ2 with respect to k1 ‖ B0. At each θ2, due to the degeneracy 2 ↔ 3, the
wave vector has two possible values k±2 , corresponding to M+L (blue, θ3 > 90◦) and M−L (red,
θ3 < 90
◦), which satisfies M+L (θ2) = M−L (pi − θ2). The pump wave can be the Langmuir wave
(a, b); the electron-cyclotron wave (c, d); and the ion-cyclotron wave (e). The normalized growth
rate attains local extrema for symmetric scattering, where the two decay waves have the same
frequency ωr(θs) = ω1/2. In over-dense plasma, e.g. |Ωe|/ωp = 0.8 (a, c), u → l, l happens for
θ2 < θ
o
b , where ωl(θ
o
b) = ωp − |Ωe|; l → l, l happens for θ2 > θoa, where ωl(θoa) = |Ωe| − ωLH ; and
l→ l2, b3 happens for θ2 < θoi , where ωl(θoi ) = |Ωe| −Ωi. In under-dense plasma, e.g. |Ωe|/ωp = 1.2
(b, d), u→ l, l happens for θ2 < θub , where ωl(θub ) = |Ωe| − ωp; l → l, l happens for θ2 > θua , where
ωl(θ
u
a) = ωp − ωLH ; and l → l2, b3 happens for θ2 < θui , where ωl(θui ) = ωp − Ωi. Regardless of
plasma density (e), b → b, b can always happen, for which the growth rate peaks near θs ∼ 88◦,
where the decay is symmetrical. The gray lines indicate the symmetric angles and the asymptotic
maxima obtained in the text.
dependent variable, and ω2 is measured. Then, we can determine θ3 from ω3(θ3) = ω1 − ω2 using
Eq. (B.1), and solve for k2 and k3 from Eqs. (4.86) and (4.87). Finally, with the above information,
the normalized matrix element ML can be readily evaluated.
When pumped at the Langmuir frequency (ω1 = ωp), the resonance conditions constrain the
plasma parameters and angles at which the three-wave decay can happen. In over-dense plasma
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(e.g. Fig. 4.6a), the Langmuir wave is in the upper resonance, so the resonance condition can be
satisfied only if ωp < 2|Ωe|. Having satisfied this condition, the u → l + l decay can happen if
θ2 < θ
o
b , where θ
o
b is the angle such that ωl(θ
o
b) = ωp − |Ωe|. In comparison, in under-dense plasma
(e.g. Fig. 4.6b), the Langmuir wave is in the lower resonance, and therefore can always decay. One
decay mode is l → l + l, which can happen for θ2 > θua , where ωl(θua) = ωp − ωLH . Another decay
mode is l→ l+b. When ω2 = ωl, this decay mode happens for 0 < θ2 < θui , where ωl(θui ) = ωp−Ωi;
whereas when ω2 = ωb, this decay mode can happen at any θ2. Finally, using the symmetry 2↔ 3,
the constrains on θ3 can be readily deduced.
For Langmuir-wave pump, the normalized growth rate reaches maximum for symmetric decay,
where ω2 = ω3 = ωp/2. Let us find the asymptotic expression of ML in the symmetric case, so as
to get a sense of how the normalized growth rate scales with plasma parameters. The symmetric
angle θs can be solved from Eq. (B.1). Using ωp ∼ |Ωe|  Ωi, I find sin2 θs ' 3[1 − ω2p/(4Ω2e)]/4.
Then, the wave energy coefficient u2 = u3 ' 1 + 3ω2p/(4Ω2e − ω2p), where the sub-dominant ion
contribution in Eq. (4.66) has been dropped. To solve for the degenerate wave vectors in the
symmetric case, it is more convenient to consider the two limits: θ2 = θs − φ, θ3 = θs + φ, and
θ2 = θs−φ, θ3 = pi−θs−φ, and then let φ→ 0. Solving Eqs. (4.86) and (4.87) for the wave vectors,
the two solutions are k−2 /k1 ' 1/(2 cos θs) and k+2 /k1 ' sin θs/(2 sinφ). For the k−2 solution, all
terms are finite, and the normalized scattering strength is dominated by electron contribution
Θ−e ' −3ck1[1 + ω2p/(2Ω2e)]/(4ωp). Consequently, the normalized growth rate for symmetric k−
scattering is
M−L
(
ωp → ωp
2
,
ωp
2
)
' 3
4
(
1− ω
2
p
4Ω2e
)
. (4.88)
Notice that this decay mode can happen only if |Ωe| ≥ ωp/2. To see what happens to the k+2
solution, we need to keep the dominant terms, and expand ω2 ' ωp/2− ω′sφ and ω3 ' ωp/2 + ω′sφ,
where the angular derivative of lower resonance ωl(θ) can be evaluated at the symmetric angle using
Eq. (B.1) to be ω′s/ωp ' −2Ω2e sin(2θs)/(2Ω2e+ω2p). Since ion terms does not contain singularity, the
normalized scattering strength is again dominated by electrons Θ+e ' 3ck1[1 + 5ω2p/(4Ω2e)]/(8ωp).
Consequently, the normalized growth rate for symmetric k+ scattering is
M+L
(
ωp → ωp
2
,
ωp
2
)
' −M
−
L
2
(
1 +
3ω2p/2
ω2p + 2Ω
2
e
)
, (4.89)
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where M−L is given by Eq. (4.88). Since ωp ≤ 2|Ωe|, it is easy to see that |M+L | is always smaller
than |M−L |. Moreover, wave damping tends to be smaller for the k−2 solution. Therefore, the
dominant decay mode in experiments will be the k− mode, where the two decay waves propagate
symmetrically at angle θs with respect to the parallel pump wave.
Second, let us consider the case where the pump wave is the electron-cyclotron wave (Fig. 4.6c,
4.6d). In this case, βe,1 ∼ 1 and the magnetization factor γ2e,1 ' (Ω2e/ω2p − 1)/ sin2 θ1 ap-
proaches infinity, so the dominant contribution comes from electrons. Keeping track of
dominant terms as θ1 → 0 and using small angle expansion Eq. (B.2), the inner products
(kˆ2 · Fe,1kˆ1) ' ∓γ2e,1 sin θ1 sin θ2, and (kˆ3 · Fe,1kˆ1) ' ±γ2e,1 sin θ1 sin θ3. The other four inner
products that enters Eq. (4.81) are the same as before. Keeping terms ∝ 1/ sin θ1, the leading term
of the normalized scattering strength can be readily found. Although the normalized scattering
strength is divergent as θ1 → 0, the normalized growth rate remains finite. This is because the di-
vergence in Θe cancels the divergence in the wave energy coefficient u1 ' (ω2p−Ω2e)2/(ω2pΩ2e sin2 θ1),
which enters the denominator of ML. Following procedure in the first example, the normalized
growth rate can be readily obtained.
When the amplitude of an intense electron-cyclotron pump1 exceeds the damping threshold, a
number of decay modes are possible. In over-dense plasma (e.g. Fig. 4.6c), the electron-cyclotron
wave is in the lower resonance, and three-wave decay is always possible. One decay mode is l→ l+l,
which can happen for θ2 > θ
o
a, where ωl(θ
o
a) = |Ωe|−ωLH . Another decay mode is l→ l+b, which can
happen for any θ2 if ω2 = ωb, and can happen for 0 < θ2 < θ
o
i if ω2 = ωl, where ωl(θ
o
i ) = |Ωe| −Ωi.
In comparison, in under-dense plasma (e.g. Fig. 4.6d), the electron-cyclotron wave is in the upper
resonance. The resonance condition can be satisfied if |Ωe| < 2ωp, and u→ l+ l decay can happen
if θ2 < θ
u
b , where ωl(θ
u
b ) = |Ωe| − ωp. We see the angular constrains for electron-cyclotron pump
decay is in reciprocal to that of the Langmuir pump.
For electron-cyclotron pump, the normalized growth rate crosses zero and therefore vanishes for
symmetric k− decay, while reaching a maximum for symmetric k+ decay. Let us find the asymptotic
expression forM+L to get a sense of how the normalized growth rate scales with plasma parameters.
Again, we can find the symmetric angle θs from Eq. (B.1), which gives sin
2 θs ' 3[1−Ω2e/(4ω2p)]/4.
1The longitudinal wave considered here is the asymptotic wave that satisfies ω1 → |Ωe|, when θ1 → 0◦ and
k1 →∞.
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Then, the wave energy coefficients u2 = u3 ' 2(1 + 2ω2p/Ω2e)/3. To find the leading behavior of the
scattering strength, consider the limit θ2 = θs−φ, θ3 = pi− θs−φ, and let φ→ 0. In this limit, the
wave vector k+2 /k1 ' sin θs/(2 sinφ)→∞, and the frequencies can be expanded by ω2 ' ωp/2−ω′sφ
and ω3 ' ωp/2 + ω′sφ, where the angular derivative ω′s can again be solved from Eq. (B.1) to
be ω′s/Ωe ' 2ω2p sin(2θs)/(Ω2e + 2ω2p). Keeping the dominant terms as φ → 0, the normalized
scattering strength |Θ+e | ' ck1 sin(2θs)(1− r2)(1− r2/4)/(sin θ1Ωe), where r := |Ωe|/ωp. Since the
ion contributions are subdominant, the normalized growth rate for symmetric k+ scattering is
∣∣∣M+L(Ωe→ Ωe2 ,Ωe2 )∣∣∣' r4
√
(3−3r2/4)3(1+3r2/4)
2 + r2
. (4.90)
We see M+L is nonzero for 0 < r < 2, and reaches a maximum of ∼ 0.38 when r ∼ 0.92. The
normalized growth rate can be related to the decay rate in experiments, once wave damping is
taken into account.
Finally, let us consider the case where the frequency of the electrostatic pump wave asymptotes
to the ion-cyclotron frequency (Fig. 4.6e). Since Ωi is much smaller than any other characteristic
wave frequencies, the only possible decay mode is b → b + b. Such decay can happen for any
angle θ2, because the resonance conditions can always be satisfied. Similar to what happens in
the previous example, the normalized growth rate ML changes sign and therefore vanishes for
symmetric k− decay, while reaching a maximum for symmetric k+ decay. Now let us give an
estimate of the maximum value of M+L . Since the magnetization factor γ21,i ' ζ/ tan2 θ1 → ∞,
where ζ := Mi/Zi  1, the ion terms dominate. The divergent inner products are (kˆ2 · Fi,1kˆ1) '
∓γ2i,1 sin θ1 sin θ2 and (kˆ3 · Fi,1kˆ1) ' ±γ2i,1 sin θ1 sin θ3. The other four inner products are finite and
similar to what we had before. Using these inner products and keeping the leading terms, the
normalized scattering |Θ+i | ' ck1Ω2e cos θs/(2Ω3i sin θ1), where I have expanded near the symmetric
angle as before, with ω′s ' 9Ωe sin(2θs)/16. The symmetric angle, which is very close to pi/2,
can be estimated from Eq. (B.10) to be cos2 θs ' Ωi/(3|Ωe|). The wave energy coefficients u1 '
ω2p|Ωe|/(Ω3i sin2 θ1), and u2 = u3 ' 16ω2p/(9Ωi|Ωe|). Substituting these results into Eq. (4.85), the
normalized symmetric k+ decay rate is
∣∣∣M+L(Ωi→ Ωi2 ,Ωi2 )∣∣∣ ' 3
√
3
32
Ωi
ωp
. (4.91)
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We see in a typical plasma where ωp  Ωi, the decay mode b→ b+b is orders of magnitude weaker
than the other decay modes. Nevertheless, when compared with the pump frequency ω1 = Ωi, the
growth rate of the three-wave decay instability is not necessarily small.
Perpendicular pump
In this subsection, I use another set of examples to illustrate how to evaluate the normalized growth
rateML, by considering the cases where the pump wave propagates perpendicular to the magnetic
field. In this geometry, the pump frequency can either be the upper-hybrid frequency ωUH , or
the lower hybrid frequency ωLH , in an electron-ion plasma. For three-wave decay to happen, the
frequency resonance condition [Eq. (4.28)] must be satisfied. Since the lower hybrid frequency
ωLH  Ωi, it is not possible to match the frequency resonance condition with a LH pump wave
in a uniform plasma. By similar consideration, for a UH pump wave, the decay mode u → u + u
is also forbidden. However, other decays modes of the UH pump are possible. Using expression
ω2UH ' ω2p +Ω2e, we see that u→ u+ b is always possible; u→ u+ l is possible if 2/
√
ζ . r .
√
ζ/2,
where ζ = Mi/Zi  1 is the normalized charge-to-mass ratio for ions; and u→ l+ l is possible only
if 1/
√
3 ≤ r ≤ √3. Here, r = |Ωe|/ωp is the ratio of electron-cyclotron frequency to the plasma
frequency. In this section, I will consider r in the range where all three decay modes are possible.
In addition to the frequency condition, the wave vector resonance conditions [Eq. (4.27)] must
also be satisfied for three-wave decay to happen. To see when this condition can be satisfied
in this perpendicular geometry, it is convenient to discuss in the spherical coordinate where the
polar angle θ is measured from the magnetic field b, and the azimuthal angle φ is measured from
k1. In this spherical coordinate, the wave vectors k2 and k3 are constrained on the two cones
spanning angles θ2, pi − θ2 and θ3, pi − θ3. Then, k2 and k3 can reside along the lines generated by
cutting the two cones with a plane passing through k1. When | cos θ2| > | cos θ3|, the plane starts
to intercept both cones when | cosφ3| ≥ | cosφc|, where the critical angle sinφc = tan θ2/ tan θ3.
When the strict inequality holds, for each k3, there are two solutions to k2 such that the resonance
conditions is satisfied. By the exchange symmetry 2 ↔ 3, we immediately know what happens
when | cos θ2| < | cos θ3|. The resonance condition [Eq. (4.27)] constrains where in the θ2-φ2 plane
can the normalized growth rate ML take nonzero values.
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Having matched the resonance conditions, the normalize growth rate in the polar coordinate
can be readily evaluated (Fig. 4.7). To understand the angular dependence of ML, it is useful
to notice that due to the exchange symmetry ML(2, 3) = ML(3, 2), the normalized growth rate
ML(θ2, φ2) in one region can be mapped to ML(θ′2, φ′2) in anther region. To be more specific,
when ω2 is on the upper resonance (Fig. 4.7a), the normalized growth rate ML is nonzero in two
regions. The first region is θ2 < θ
a
u, where ωu(θ
a
u) = ωUH − ωLH . In this region, the decay mode
u1 → u2 + l3 is allowed, where ω3 is on the lower resonance. By the exchange symmetry, this region
can be mapped to the island on the bottom right corner of Fig. 4.7b, in which ω2 is on the lower
resonance instead. The other region in Fig. 4.7a where ML is nonzero is the narrow strip θ2 > θbu,
where ωu(θ
b
u) = ωUH − Ωi. In this region, the decay mode u1 → u2 + b3 is allowed, where ω3 is
Figure 4.7: Normalized growth rate |ML| when pumped by an upper-hybrid wave (k1 ⊥B0) in
a uniform hydrogen plasma with |Ωe|/ωp = 1.2. The growth rates are observed at polar angle θ2
with respect to B0 and azimuthal angle φ2 with respect to k1. When ω2 is on the upper resonance
(a), the u → u2, l3 decay can happen for θ2 < θau, where ωu(θau) = ωUH − ωLH . In this case,
an important decay channel has ω2 ∼ |Ωe| propagating almost parallel to B0 in the backward
direction, and ω3  ωLH propagating almost perpendicular to B0 in the forward direction. This
region corresponds to the l2, u3 region in (b), in which ω2 is on the lower resonance instead. The
other decay mode is u → u2, b3, which can happen in the narrow strip θ2 > θbu in (a), where
ωu(θ
b
u) = ωUH − Ωi. Equivalently, exchanging the labels to b2, u3, this decay mode can happen in
the colored region in (c), in which ω2 is on the bottom resonance instead. For this decay mode,
the dominant decay channel has ω2 ∼ ωUH propagating almost perpendicular to B0 in the forward
direction, and ω3 ∼ Ωi propagating either in the forward or backward direction. The last decay
mode is u → l2, l3, which corresponds to the large colored region in (b). For this decay mode,
the dominant decay channel is the symmetric decay, where ω2 ∼ ω3 ∼ ωUH/2 and both waves
propagate at angles with B0 in the forward direction.
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on the bottom resonance. Exchanging 2 ↔ 3, this region corresponds to the case where ω2 is on
the bottom resonance instead (Fig. 4.7c). The remaining decay mode is u1 → l2 + l3, where both
decay waves are on the lower resonance. This decay mode is allowed within the large region on the
left of Fig. 4.7b. This region has a straight boundary at θ2 = θ
m
l , where ωl(θ
m
l ) = ωUH/2. To the
left of this boundary, we have θ2 < θ3, so there is only one solution for k2. To the right of this
boundary, we have θ2 > θ3, so both k
−
2 and k
+
2 solutions exist as long as sinφ2 < tan θ3/ tan θ2.
Whenever both solutions exist, Fig. 4.7 shows the k− branch, which has weaker damping. In those
degenerate cases, the k+ branch is usually comparable with the k− branch. An exception is inserted
in Fig. 4.7c’, where the k+ branch is dominant for u1 → b2 +u3 decay, corresponding to the forward
scattering of the UH pump with little frequency shift.
For the u→ u2 + l3 decay (Fig. 4.7a), one important decay channel has ω2 ∼ |Ωe| propagating
almost parallel to b in the backward direction (φ2 = 180
◦), and the other decay wave propagating
almost perpendicular to b in the forward direction (φ3 = 0
◦). To see how does ML scales with
plasma parameters, let us find its asymptotic expression when θ2 → 0. In this limit ω2 → |Ωe|,
so the magnetization factor γ22,e is divergent. Then, the dominant terms of the coupling strength
[Eq. (4.81)] comes from the Fe,2 terms. The divergent inner products are (kˆ1 ·F∗e,2kˆ2) ' −γ2e,2 sin θ2
and (kˆ3 · F∗e,2kˆ2) ' −γ2e,2 sin θ2 sin θ3, and we also need the finite inner products (kˆ1 · F∗e,3kˆ3) '
γ2e,3 sin θ3 and (kˆ3 · Fe,1kˆ1) ' γ2e,1 sin θ3. Then, the leading term of the normalized scattering
strength is Θe ' ck1γ2e,1γ2e,2γ2e,3(ω21 − ω23) sin θ2 sin θ3/(ω1ω2ω3), where I have used the resonance
condition k3 sin θ3 = k1. The angle θ3 can be estimated from Eq. (B.1) using ω3  Ωi, which gives
sin2 θ3 ' (ω23−ω2p)(ω23−Ω2e)/(ω2pΩ2e). Then, the wave energy coefficient u3 ' (2ω23−ω2UH)(ω23−Ω2e).
As for the other two wave energy coefficients, using previous results, we know u1 = ω
2
UH/ω
2
p and
u2 ' (Ω2e − ω2p)2/(Ω2eω2p sin2 θ2). Substituting these into Eqs. (4.84) and (4.85), we can find the
normalized growth rate for this decay mode to be
∣∣∣ML(ωUH→|Ωe|, ω3)∣∣∣' ω3(ω3 + ωUH)
ωp
√
2(ω2UH − 2ω23)
, (4.92)
where ω3 = ωUH − |Ωe| is the resonance frequency. From previous discussion, we know this decay
mode can happen as long as 1/
√
3 ≤ r . √ζ/2. Within this parameter range, it is easy to
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see that Eq. (4.92) decreases monotonically with increasing magnetic field. The maximum value
ML =
√
3/2 is attained at r = 1/
√
3, where ω3 = |Ωe| = ωUH/2 such that the decay is symmetric.
For the u→ l2 + l3 decay (Fig. 4.7b), the dominant decay channel is the symmetric decay, where
ω2 = ω3 = ω1/2. In the symmetric decay geometry, we have θ3 = pi − θ2 and φ3 = −φ2. Then,
the wave vector resonance condition becomes k2 = k3 = k1/(2 sin θ2 cosφ2). The symmetric decay
angle θ2 = θs can be estimated from Eq. (B.1) using ω2 = ωUH/2  Ωi, which gives cos2 θs '
3ω4UH/(16ω
2
pΩ
2
e). Since the frequencies are far away from cyclotron frequencies, all the magneti-
zation factors are finite. Then, the inner products (kˆ1 · F∗s,2kˆ2) ' γ2s,2(cosφ2 + iβs,2 sinφ2) sin θ2,
(kˆ2 ·Fs,1kˆ1) ' γ2s,1(cosφ2+iβs,1 sinφ2) sin θ2, (kˆ3 ·F∗s,2kˆ2) ' −1+γ2s,2 sin2 θ2(2 cos2 φ2+iβs,2 sin 2φ2−
β2s,2), and by exchanging 2↔ 3, we can easily find the other three inner products. Substituting these
inner products into Eq. (4.81), the normalized scattering strength becomes particularly simple when
φ2 → pi/2. In this limit k2, k3 →∞, but the products k2 cosφ2 = −k3 cosφ3 remains finite. Keeping
nonzero terms as φ2 → pi/2, the scattering strength simplifies to Θ+e ' −2ck1ω3UH/[ω2p(3Ω2e − ω2p)].
The electron terms also dominate the wave energy coefficients u2 = u3 ' 2ω2UH/(3Ω2e − ω2p). Gath-
ering the above results, the normalized growth rate for symmetric k+ scattering is
∣∣∣M+L(ωUH→ ωUH2 , ωUH2 )∣∣∣' ωpωUH . (4.93)
The above special value of ML is approximately the maximum in Fig. 4.7b, where θ2 = θs and
φ2 = 90
◦. Notice that this special case is singular in wave vector k2, k3 → ∞, and hence will be
suppressed by wave damping. Therefore, the dominant decay channels observed in experiment will
happen at smaller angle φ2 < 90
◦ in the symmetric decay geometry.
Finally, for the u → b2 + u3 decay (Fig. 4.7c), the dominant decay channel has ω2 ∼ ωUH
propagating almost perpendicular to b in the forward direction, and ω3 ∼ Ωi propagating either in
the forward or backward direction. As an example, let us consider symmetric forward scattering
where φ2 = φ3 = 0 and θ2 = pi − θ3 = θs. In this geometry, k−2 = k−3 = k1/(2 sin θs). Since
θs ∼ pi/2, we can estimate the symmetric angle using asymptotic expressions Eqs. (B.8) and (B.10).
Substituting these expressions into the frequency resonance condition [Eq. (4.28)], I obtain cos2 θs '
2Ωiω
3
UH/(Ω
2
eω
2
p) ∼ 0, where I have used that ω2p|Ωe|/(2ω3UH) . 0.2 is always a small number. Then
the wave energy u2 ' u1 = ω2UH/ω2p, and u3 ' ω2p[1 + 2ω3UH/(ω2p|Ωe|)]2/(Ωi|Ωe|). Now that
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the magnetization factors are all finite, the inner products are simply (kˆ1 · F∗s,2kˆ2) ' γ2s,2 sin θ2,
(kˆ2 · Fs,1kˆ1) ' γ2s,1 sin θ2, (kˆ3 · F∗s,2kˆ2) ' cos θ3 cos θ2 + γ22,s sin θ3 sin θ2, and the three other inner
products can be obtained by exchanging 2 ↔ 3. Again, the scattering is mostly due to electrons,
for which γ2e,1 ' γ2e,2 ' ω2UH/ω2p and γ2e,3 ' −ω23/Ω2e  cos θ2s . Therefore, the dominant term comes
from the second line of Eq. (4.81), which gives the scattering strength Θ−e ' −ck1Ωiω5UH/(ω3Ω2eω4p).
Substituting these results into Eqs. (4.84) and (4.85), we immediately see that the normalized
growth rate for forward scattering is
∣∣∣M−L(ωUH→ωUH ,Ωi)∣∣∣' ωp
4
√
ωUH |Ωe|
(
ω3
Ωi
)1/2
, (4.94)
where ω3 = ωb(θs) ∼ Ωi can be obtained from Eq. (B.10). Using the above result, we can also find
the symmetric nearly backward scatteringM+L by replacing the coefficient 1/4 with k+2 /(2k1). The
symmetric nearly backward scattering channel has divergent k+2 , and therefore can have very large
growth rate in the absence of damping.
4.4 Effective Lagrangian of three-wave interactions
In the previous section, I elaborated on the general formula for the three-wave coupling coefficient,
which is obtained by solving the fluid-Maxwell equations to second order using multiscale expansion.
Evaluating the general formula may be somewhat tedious but otherwise straightforward, especially
when it is done using a computer program. As we have seen, the general formula is very powerful.
It not only recovers special results known in the literature, but also provides previously unknown
insights to three-wave scattering in magnetized plasmas in arbitrary geometry. In this section, I will
further deepen the insight from a variational principle perspective. After obtaining the interaction
Lagrangian by reverse engineering, the physical mechanism of the three-wave interactions will
become very transparent. I will first show that the three on-shell equations can be derived from a
classical three-wave Lagrangian. More importantly, I will then show that all terms in the classical
interaction Lagrangian arise from a single term in the quantized Lagrangian.
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4.4.1 Classical Lagrangian for the three-wave equations
To write down the Lagrangian, it is more convenient to use the gauge field Aµ instead of the electric
or magnetic fields. Since we will later quantize the Lagrangian, it is convenient to use the temporal
gauge A0 = 0. In temporals gauge, the electric field is related to the vector potential by
iAk =
Ek
ωk
. (4.95)
It is easy to check that the subscript notation is consistent with Eqs. (3.21) and (3.22): A−k =
−iE−k/ω−k = iE∗k/ωk = A∗k. In the natural units ~ = c = 0 = 1, which I will use in this section,
the vector potential has the dimension of energy M . Similarly, we can dimensionalize the wave
energy operator by
iΛk := ωkHk. (4.96)
The energy operator has the dimension of energy M as it should, and it respects the notation
Λ−k = Λ∗k. Finally, we will also need the displacement operator, which is defined as
iΠs,k :=
Fs,k
ωk
, (4.97)
where Fs,k is the forcing operator defined by Eq. (3.26). The displacement operator Πs,k has
the dimension of distance M−1, and satisfies the reality condition Πs,−k = Π∗s,k. Moreover, using
Eq. (3.24), when this operator acts on Ak, the combination eΠA/m = iv/ω = d is the displacement
of a charged species in response to the wave perturbation. Notice that since Fs,k is self-adjoint, the
displacement operator Πs,k is anti-self-adjoint.
In terms of the above operators, we can rewrite the on-shell equations in a form that resembles
the Euler-Lagrangian equation. Using the formula for the scattering strength Ss2,3 [Eqs. (4.20)] and
the definition of the normalized scattering strength Θs [Eq. (4.47)], the on-shell equation (4.35) can
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be written in the abbreviated notation as
A†1iΛ1dt(1)A1 =
∑
s
E†1Ss2,3
ω21
= −iA∗1A2A3
∑
s
esω
2
ps
2msc
Θ∗s (4.98)
= i
∑
s
esω
2
ps
2ms
[
ω2(k3 ·Πs,1¯A1¯)(A3 ·Πs,2A2) + ω3(k2 ·Πs,1¯A1¯)(A2 ·Πs,3A3)
+ω3(k1¯ ·Πs,2A2)(A1¯ ·Πs,3A3) + ω1¯(k3 ·Πs,2A2)(A3 ·Πs,1¯A1¯)
+ω2(k1¯ ·Πs,3A3)(A1¯ ·Πs,2A2) + ω1¯(k2 ·Πs,3A3)(A2 ·Πs,1¯A1¯)
]
,
where Aj = |Aj | is the norm of the wave amplitude. The abbreviated notation j¯ is interpreted by
kj¯ = −kj , as well as the notations Eqs. (3.21) and (3.22). To obtain the last equality, I have used
the anti-self-adjoint property of the displacement operator Πj , such that Πj always act on Aj that
shares the same wave index j. Unlike the six terms in Ss2,3, the six terms in the above expression
have identical structures. The permutation patterns of the normalized scattering strength Θs
[Eqs. (4.58) and (4.59)] thereof emerge.
Having defined the necessary operators and rewritten the on-shell equation in a Euler-
Lagrangian form, we can now write down the classical three-wave action. The classical action Sc
contains the free waves as well as their interactions:
Sc =
∫
d4x(1)(Lc0 + LcI), (4.99)
where the integrations over space and time are on the slow scales x(1) and t(1). The first term Lc0
is the Lagrangian of freely advecting wave envelopes:
Lc0 =
3∑
j=1
A†jiΛjdt(1)Aj , (4.100)
where the complex amplitude Aj(x(1), t(1)) is a function of the slow spatial and temporal scales,
and the advective derivative dt(1) is defined by Eq. (4.16). This Lagrangian is the spin-1 analogy
to the Lagrangian of massless spin-1/2 Dirac fermions L = ψ¯iγµ∂µψ, where the vector potential
A is analogous to the Dirac spinor ψ, and the energy matrix Λ is analogous to the Dirac matrices
γµ. It is easy to show that Lc0 gives rise to a real-valued action Sc0 after integration by part. The
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second term in the classical action [Eq. (4.99)] is the three-wave interaction Lagrangian
LcI = −i(Ξ− Ξ∗), (4.101)
which is obviously real-valued. Using Eq. (4.98), the cubic interaction is given by
Ξ[A1,A
∗
2,A
∗
3] = A1A
∗
2A
∗
3
∑
s
esω
2
ps
2msc
Θs. (4.102)
Clearly, the three-wave Lagrangian has mass dimensionM4, and hence the action Sc is dimensionless
in the natural unit as expected. Now that we have written down the Lagrangian, we can find the
classical equations of motion by taking variations with respect to A1, A2, and A3, or equivalently,
their independent complex conjugates. Using the anti-self-adjoint property of the displacement
operator, it is straightforward to verify that the three on-shell equations (4.35)-(4.37) are the
resultant Euler-Lagrangian equations.
The classical three-wave Lagrangian Lc = Lc0 + LcI has U(1) symmetries, which lead to the
action conservation laws. For example, the Lagrangian is invariant under the following global U(1)
transformation:
A1 → eiαA1, A2 → eiαA2, A3 → A3, (4.103)
where α is an arbitrary real constant. Under the above transformation, the infinitesimal variation
of the Lagrangian is zero δLc = 0, while the infinitesimal variation δA1 = iαA1, δA2 = iαA2, and
δA3 = 0, giving rise to a Noether’s current. In fact, we have an even stronger symmetry δΞ = 0
for any α. Therefore this U(1) symmetry leads to the identity
A1 · δΞ
δA1
−A∗2 ·
δΞ
δA∗2
= 0, (4.104)
which is exactly the action conservation law Eq. (4.38). Using similar arguments, other action
conservation laws can also be derived from U(1) symmetries.
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4.4.2 Quantized Lagrangian and the scattering matrix
The large number of terms contained in the classical Lagrangian can be reduced when we quantized
the Lagrangian, in which the gauge field becomes real valued. Before introducing the quantized
Lagrangian, it is helpful to review the second quantization notations, which will be discussed in
more details in Sec. 7.2. For simplicity, I will omit the subscripts for the slow spatial and temporal
variables x(1) and t(1), with the implied understanding that all spatial and temporal dependences
are on the full scales. Let us promote the gauge field A to a quantized operator
Aˆ :=
∫
d3k
(2pi)3
1√
2ωk
(
ekaˆke
−ikx + e∗kaˆ
†
ke
ikx
)
, (4.105)
where kx := ωkt − k · x is the Minkowski inner product, ek is the unit polarization vector, and
the summation over branches of the dispersion relation is implied. The annihilation operator aˆk
and the creation operator aˆ†k satisfies the canonical commutation relations for bosons, where the
nontrivial commutator is
[aˆp, aˆ
†
k] = (2pi)
3δ(3)(p− k). (4.106)
Using the standard normalization, the single boson state is
|k〉 := √2ωkaˆ†k|0〉, (4.107)
where |0〉 is the vacuum state. Then we have the following Wick contraction
Aˆ|k〉 = eke−ikx|0〉. (4.108)
Let us also promote the displacement operator for species s to act on the operator Aˆ by
ΠˆsAˆ :=
∫
d3k
(2pi)3
1√
2ωk
(
− iFs,kek
ωk
aˆke
−ikx + i
F∗s,ke∗k
ωk
aˆ†ke
ikx
)
, (4.109)
where the sign of the second term comes from notation Eq. (3.22). Taking time derivative of the
displacement operator, we can also obtain the velocity operator ∂t(ΠˆsAˆ), which is proportional to
the current operator.
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Now we are ready to write down the quantized Lagrangian, which contains a kinetic term and
a single cubic interaction term:
L = Aˆ†iΛdtAˆ−
∑
s
esω
2
ps
2ms
(ΠˆsAˆ)i(∂iAˆj)∂t(ΠˆsAˆ)j . (4.110)
Here, the i and j indices in the second term are the spatial indices, and summation over repeated
indices is assumed. The first term L0 closely resembles the kinetic term of quantum electrodynamics
(QED), with the Dirac spinor replaced by the gauge field, and the Dirac gamma matrices replaced
by the Λ energy matrix. The second term LI is the three-wave interaction Lagrangian, which is
nonvanishing only if the background density of some species s is nonzero. Notice that the three-wave
interaction is nonrenormalizable, which is not unexpected in an effective field theory.
To make sense of the quantized Lagrangian, notice that in terms of physical quantities, the
displacement d = eΠˆAˆ/m, and the current density J = e2n0∂t(ΠˆAˆ)/m. Therefore, the three-wave
interaction Lagrangian is of the form LI ∝ di(∂iAj)J j , where the displacement and current density
are determined by linear response. Although one may not have guessed this form of the interaction
Lagrangian, it makes very intuitive sense. In the absence of the third wave, the electromagnetic
field interacts with the particle fields through AjJ
j in the temporal gauge; now when the third
wave is present, it modulates the medium through which the electromagnetic field advects, giving
rise to the di(∂iAj)J
j interaction. In this interaction term, there is no reason why a particular
wave should only be responsible for d, A, or J. Therefore, the three waves can switch their roles,
and the total interaction is given by the linear superpositions of all possible permutations.
To see how the quantized Lagrangian, with the linear superposition principle built in, gives rise
to the classical Lagrangian, let us compute the scattering (S ) matrix element of three-wave decay
k1 → k2 + k3. The S -matrix element is
〈k2,k3|iLI |k1〉 = iMei(k2+k3−k1)x, (4.111)
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in which the three-wave resonance conditions are enforced. The reduced matrix element iM can
be represented using Feynman diagrams:
iM =
1
2
3
+ 5 permutations. (4.112)
Since there are three external boson lines, each connecting to one of the three vertices, there are in
total 3! = 6 Feynman diagrams. In the above Feynman diagram, interaction vertex to which ”1”
is connected to is the usual QED vertex, whereas vertices ”2” and ”3” appear only when there are
background particle fields (Shi et al., 2016). The arrow between vertices ”1” and ”3” indicates the
direction of momentum flow during the interaction, and also labels which vertex the ∂t derivative
is acting on. The above Feynman diagram corresponds to the particular Wick contraction
1
2
3
= −iesω
2
ps
2ms
〈k2,k3|(ΠˆsAˆ)j(∂jAˆl)∂t(ΠˆsAˆ)l|k1〉
= −iesω
2
ps
2ms
(
i
F∗s,2e∗2
ω2
)
j
(ikj1e
l
1)(iω3)
(
i
F∗s,3e∗3
ω3
)
l
(4.113)
= i
esω
2
ps
2msc
Θs1,2¯3¯.
Summing with the other five Feynman diagrams, the reduced S -matrix element in the quantum
theory is related to the normalized scattering strength in the classical theory by the simple relation1
M =
∑
s
esω
2
ps
2msc
Θs. (4.114)
From the Lagrangian perspective, the classical three-wave coupling is related to the quantized
interaction through the S matrix:
iΞ = A1A
∗
2A
∗
3〈k2,k3|iLI |k1〉ei(k1−k2−k3)x. (4.115)
1Notice that here M denotes the reduced S -matrix element, which is different from the normalized growth rate
we discussed in the previous section.
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Using the above relation, we can immediately recover the classical three-wave coupling by computing
the S -matrix element in the quantized theory. Alternatively, one may simply regard Lagrangian
(4.110) as a classical Lagrangian, and substitute Eq. (4.105) as the spectral expansion of the gauge
field. Then, after integrating over spacetime,
∫
d4x exp[i(k1−k2−k3)x] = (2pi)4δ(4)(k1−k2−k3) will
select out the six resonate terms from the interaction Lagrangian, which give rise to the classical
cubic interaction terms.
Now that we understand how the classical theory and the quantized theory are connected, we
may postulate that the three-wave coupling always arises from the di(∂iAj)J
j term in the effective
Lagrangian, regardless of the plasma model that is used to calculate the linear response. In the cold-
fluid model, the linear response is expressed in terms of the cold forcing operator F. By modifying
this operator to include thermal or even quantum effects, and plugging it into the formalism I have
developed, the three-wave scattering strength may be evaluated immediately. Having obtained the
normalized scattering strength, as well as the wave energy coefficients in that particular plasma
model, one can then compute the three-wave coupling coefficient using Eq. (4.51). I have thus
conjectured a prescription for computing three-wave coupling, without the need for going through
the perturbative solution of the equations. The coupling coefficient then enters the three-wave
equation, which governs the evolution of the envelopes of the three waves, which I will discuss
next.
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Chapter 5
Behaviors of three-wave equations
In the previous section, I derived the three-wave equations [Eqs. (4.48)-(4.50)] as a special case of
the second-order electric-field equation. The three-wave equations contain a number of parameters,
such as the wave frequencies and the wave group velocities1, which can be readily obtained from the
dispersion relation of linear waves. In addition, they contain an essential parameter, the coupling
coefficient, for which I have obtained a convenient formula [Eq. (4.51)]. Once these parameters are
evaluated for three resonantly interacting waves, the behavior of the three waves in a given plasma
can then be determined by solving the three-wave equations.
The three-wave equations are hyperbolic PDEs with an action-conserving nonlinear coupling.
This system of equations has been studied extensively in the literature. For the homogeneous prob-
lem, where the spatial derivatives are zero, the equations become a system of nonlinear ODEs, and
the general solution is given by the Jacobi elliptic functions (Jurkus and Robson, 1960; Armstrong
et al., 1962). Similarly, in one dimension, the steady state problem, where the time derivatives
are zero, can also be solved in terms of the Jacobi elliptic functions (Harvey and Schmidt, 1975).
As a trivial extension, traveling wave solutions in one spatial dimension can also be found using
the coordinate transform ξ = x − vt (Armstrong et al., 1970; Nozaki and Taniuti, 1973; Ohsawa
and Nozaki, 1974). In addition to these periodic solutions, the nonlinear three-wave equations also
has compact solutions, such as the N -soliton solutions (Zakharov and Manakov, 1975; Turner and
Baldwin, 1988). The most general solution to the initial value problem in three spatial dimensions
1Unlike in unmagnetized plasmas, the group velocity of a higher-frequency EM wave can now be smaller than
that of a lower-frequency EM wave. Consequently, the behaviors of the three waves can be very different, even when
coupling coefficients are the same.
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may be constructed using the inverse scattering method (Ablowitz et al., 1974; Reiman, 1978; Kaup
et al., 1979; Kaup, 1981). Exact solutions can also be constructed using other formalisms (Gilson
and Ratter, 1998; Calogero and Degasperis, 2005; Degasperis and Lombardo, 2006). Beyond ob-
taining analytical solutions, the deeper geometrical structure and group structures of three-wave
equations have been analyzed (Tondo, 1985; Martina and Winternitz, 1989; Alber et al., 1998), and
algorithms have been developed to obtain numerical solutions (Degasperis et al., 2011; Skjaeraasen
et al., 2011).
In this chapter, to give a sense of how three-resonantly interacting waves behave, I will be
content with a brief review of simple analytical results, and numerical algorithms for solving the
three-wave equations. First, I will review analytical solutions to the homogeneous problem, and
develop an action-conserving algorithm. Next, I will discuss the one-dimensional problem, which
admits a simple soliton solution. For more general cases, I will solve the three-wave equations
numerically, by combining the upwind finite volume scheme with the strong-stability preserving
Runge-Kutta time advance method.
5.1 Temporal solution of the homogeneous problem
When the wave envelopes have no spatial dependence, the three-wave equations become three
nonlinearly coupled ODEs
a˙1 = − Γ
ω1
a2a3, (5.1)
a˙2 =
Γ
ω2
a3a1, (5.2)
a˙3 =
Γ
ω3
a1a2, (5.3)
where the frequency ωj is positive, a˙j denotes the slow time derivative, and the wave envelope aj
is real-valued for all j = 1, 2, 3. In this section, I will discuss solutions to this system of equations.
5.1.1 Parametric instability at the linear stage
Parametric instability is an instability that is characteristic of the linearized three-wave equations.
For parametric decay, the pump amplitude a1 is approximated as a constant and a˙1 is approximately
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zero. Then, taking second derivative
a¨2 ' Γ
ω2
a1a˙3 =
Γ2a21
ω2ω3
a2. (5.4)
The general solution to this linear ODE is
a2(t) =
1
2
(
a20 +
a˙20
γ0
)
eγ0t +
1
2
(
a20 − a˙20
γ0
)
e−γ0t, (5.5)
where a20 = a2(t = 0) and a˙20 = a˙2(t = 0) are the initial conditions. The exponential growth rate,
which was given in Eq. (4.60), is again
γ0 =
|Γa1|√
ω2ω3
. (5.6)
Following a similar procedure, we can obtain the solution for a3, which is formally similar to the
above solution. When t → ∞, the exponential growth dominates. However, shortly after the
amplitudes of the decay products grow, the approximation of a constant a1 ceases to be valid. At
that point, the three-wave equation enters the nonlinear stage, which I will discuss next.
5.1.2 General solution at the nonlinear stage
At the nonlinear stage, the general solution can be obtained using the action conservation laws. Up
to some constant, one has Ij = ωja2j . From Eqs. (4.53) and (4.54), we have the following constants
of motion
S3 = I1 + I2 > 0, (5.7)
S2 = I1 + I3 > 0. (5.8)
Geometrically, these equations describe two cylinders in the (a1, a2, a3) space, and the system
dynamics is thereof constrained along the intersections of these two cylinders. In fact, due to the
temporal resonance condition ω1 = ω2 + ω3, the intersection curves also lie on the energy ellipsoid
U = ω1I1 + ω2I2 + ω3I3 > 0. (5.9)
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This energy constraint is similar to that of freely-rotating rigid bodies, which are described by the
Euler’s equations that resemble the temporal three-wave equations.
Using the above constants of motion, we can decouple the three equations. For example, the
amplitude a1 satisfies
(a˙1)
2 =
Γ2
ω21
a22a
2
3
=
Γ2
ω21
(
S3 − ω1a21
ω2
)(
S2 − ω1a21
ω3
)
=
R
ω1
(S2 − ω1a21)(S3 − ω1a21) (5.10)
where R = Γ2/(ω1ω2ω3) has the units of frequency. Since S2, S3 > 0 are constants, the above
equation can be solved in terms of the Jacobi elliptic function (Jurkus and Robson, 1960). To
put Eq. (5.10) into the standard form, we can rescale both the time t = τη and the amplitude
α1(τ) = λa1(t), so that
(α˙1)
2 = (1− k2α21)(1− α21). (5.11)
In this form, we can immediately recognize the modulus of the elliptic function k2 = S2/S3. The
required normalization for time is η2 = 1/(RS3), and the required scaling for the amplitude is
λ2 = ω1/S2. The general solution to the above equation is the Jacobi elliptic function α1(τ) =
sn(τ+τ0, k), where τ0 is a phase shift determined by initial conditions. When S2 < S3, the modulus
k < 1, and the solution to a1 is
a1(t) =
a10cn(τ)dn(τ) + ηa˙10sn(τ)
1− k2λ2a210sn2(τ)
, (5.12)
where a10 and a˙10 are the initial value and derivative of a1 at t = 0. To find the solution when
S2 > S3, we can using the formula for transforming the modulus k → 1/k for the Jacobi elliptic
functions. Similarly, the amplitude a2 and a3 can be expressed in terms of the Jacobi elliptic
functions or obtained directly from the action conservation laws
a2(t) =
a20dn(τ) + ηa˙20sn(τ)cn(τ)
1− k2λ2a210sn2(τ)
, (5.13)
a3(t) =
a30cn(τ) + ηa˙30sn(τ)dn(τ)
1− k2λ2a210sn2(τ)
, (5.14)
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Figure 5.1: An exact solution of the temporal three-wave equations [Eqs. (5.1)-(5.3)] when the
coupling coefficient Γ = 2. The wave frequencies are ω1 = 10, ω2 = 8, and ω3 = 2. In time domain
(left), the solutions are oscillatory. The periods of the nonlinear oscillations are determined by initial
conditions. In the configuration space (right), the trajectory (black) lies on the intersection of the
energy ellipsoid U =
∑
j ω
2
ja
2
j with the two action cylinders S3 = ω1a
2
1 +ω2a
2
2 and S2 = ω1a
2
1 +ω3a
2
3.
where all the elliptic functions have the same modulus k2. The rescaling parameters η and λ are
the same as before. An example of the exact solution is plotted in Fig. 5.1, where the coupling
coefficient Γ = 2 in some units. The wave frequencies ω1 = 10, ω2 = 8, and ω3 = 2. The initial
condition a10 = 0.2, a20 = 0.1, and a30 = 0.0. Such an exact solution will be useful for validating
numerical solutions of the three-wave equations.
5.1.3 Numerical scheme with exact action conservation
As a warm up excise for numerical solutions of the spacetime problem, let us solve the three-
wave equations (5.1)-(5.3) numerically. Notice that simple algorithms operating on amplitudes
aj cannot exactly satisfy the action conservation laws. To see why, consider a two-step method
an+1j = a
n
j + ∆
n
j , where a
n
j is the numerical approximation at time step n, and ∆
n
j is the difference.
Then, it can be shown by straightforward calculations that the change in action In1 + I
n
2 cannot be
canceled by choosing ∆nj is a way that is consistent with the differential equation. In fact, unless
we double the configuration space into the phase space (Hairer et al., 2006), there is no volume-
conserving sympletic algorithm for the three-wave equations in the (a1, a2, a3) configuration space,
such that the actions would be conserved exactly. To see why, notice that a symplectic structure,
defined on the cotangent bundle, does not exist when the manifold is odd dimensional. In what
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follows, I will develop an ad hoc algorithm, such that the exact action conservation laws can be
satisfied. For this purpose, it is more helpful to write the equation in another form
dta
2
1 = −
2Γ
ω1
a1a2a3, (5.15)
dta
2
2 =
2Γ
ω2
a1a2a3, (5.16)
dta
2
2 =
2Γ
ω3
a1a2a3. (5.17)
(5.18)
Using this form of the three-wave equations, even the simple Euler’s method for time advance will
conserves action exactly
(an+1j )
2 = (anj )
2 + sj
2Γh
ωj
an1a
n
2a
n
3 , (5.19)
where s1 = −1, s2,3 = +1 are the signs, and h is a fixed time step size. Since the changes
in the actions exactly cancel, the above first-order numerical scheme exactly satisfies the action
conservation laws.
The only problem is that the above algorithm advances (anj )
2, while throwing away the sign
information of aj , which is needed on the RHS. However, this problem can be solved using the
following numerical scheme. First, notice that whenever aj = 0, the derivative a˙j must be nonzero
in order for the solution to be nontrivial. In other words, whenever (anj )
2 touches zero, the amplitude
aj must cross zero, and thereby flip sign. To see what happens to the other two amplitudes when
one amplitude crosses zero, consider the example a1(t0) = 0. Using the ODEs, the first-order
derivatives a˙2 = a˙3 = 0, while the second-order derivatives a¨2 and a¨3 are nonzero at t0 if the
solution is nontrivial. Therefore, zero crossing points of a1 correspond to extrema of a2 and a3.
Now that we understand what happen at zero-crossing points, we can use the following reflection
scheme to step across the zero-crossing point: a1 → −a1, a2,3 → a2,3. In this way, the action is
exactly conserved during zero crossing. Using Taylor expansion near t0, suppose reflection maps
time t0 −∆t/2→ t0 + ∆t/2, then amplitudes at previous time step is related to the values at the
111
zero-crossing point by
an−11 =
Γ∆t
2ω1
a20a30, (5.20)
an−12 = a20 −
Γ2∆t2
8ω1ω2
a20a
2
30, (5.21)
an−13 = a30 −
Γ2∆t2
8ω1ω3
a30a
2
20, (5.22)
where a20, a30 are the extrema of a2 and a3, attained at t0. From the above three equations, we
can solve for the three unknowns, namely, the values of the extrema a20 and a30:
a20 =
1
2
[
an−12 + s2
√
(an−12 )2 +
2ω1
ω2
(an−11 )2
]
, (5.23)
a30 =
1
2
[
an−13 + s3
√
(an−13 )2 +
2ω1
ω3
(an−11 )2
]
, (5.24)
as well as the adaptive time step ∆t for zero crossing:
∆t =
2ω1
Γ
an−11
a20a30
, (5.25)
where s2,3 are the signs of a2,3 at t0. The above zero-crossing procedure is invoked when a1
approaches zero, and |a1| < A1. Here,   1 is some threshold and A1 is the maximum value of
a1 on the energy ellipsoid. If the zero-crossing procedure yields ∆t < h smaller than the fixed time
step h, then a stepping is made. Otherwise, an Euler time stepping is made with halved time step
h→ h/2 before repeating the zero-crossing procedure. The algorithm works in similar ways when
either a2 or a3 crosses zero instead. This zero-crossing algorithm introduces phase errors due to
the error in the adaptive time step ∆t. This is in the same spirit as symplectic algorithms, which
trade amplitude error for phase error.
To test the first-order Action-conserving Zero-crossing (AZ1) algorithm, consider the example
Γ = 2, with the initial conditions1 a10 = 20, a20 = 0, and a30 = −1, and frequencies ω1 = 10,
ω2 = 8, and ω3 = 2. The performance of the AZ1 method is compared with the standard fourth-
order Runge-Kutta (RK4) method in Fig. 5.2. First, the errors between numerical solutions and
1When deriving the three-wave equations, the normalized amplitudes are assumed to be small. However, once the
differential equations are obtained, there is no restriction on what values the amplitudes can take. Mathematically,
one can always rescale the frequencies, such that the amplitudes becomes small.
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Figure 5.2: Error convergence (left) and computation cost (right) of the AZ1 and RK4 algorithms
when applied to the problem Γ = 2, with initial conditions a10 = 20, a20 = 0, and a30 = −1, and
frequencies ω1 = 10, ω2 = 8, and ω3 = 2. The final time tf = 10 is fixed when increasing nt, the
total number of time steps.
the exact solution converge as ∆t→ 0 for both algorithms. The convergence rates for both a1 and
a2 are consistent with the order of the algorithm. However, surprisingly enough, the errors for a3
decrease at a much slower rate. Perhaps even more surprisingly, the convergence rates of a3 are the
same for both algorithms. Such an interesting behavior might be attributed to the following factors.
The amplitude a3 is special because ω3 is much smaller than ω1 and ω2. Therefore, a3 changes at
the fastest rate and gains the largest error. Due to the nonlinearity, the linear error estimation
might be inaccurate for the three-wave problem. Second, in terms of the computational cost, the
time cost of RK4 scales linearly with the number of time steps. In comparison, the time cost for the
AZ1 algorithm is nonlinear. This is because the computational time spent for zero-crossing is much
longer than the time spent for an ordinary time step. Since the number of zero-crossing points are
fixed for a fixed problem, time spent fore zero-crossing is roughly constant. Therefore, for a small
number of time steps, the time cost is dominated by the iterative zero-crossing detections. Whereas
for a larger number of time steps, the zero-crossing time becomes subdominant. Hence, the time
cost for AZ1 initially remains roughly constant, and then increases linear with the number of time
steps.
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Figure 5.3: Action error (left) and energy error (right) as function of time for fixed time step size.
The AZ1 algorithm has no amplitude error. In comparison, the RK4 algorithm dissipates action
and energy secularly.
By design, the AZ1 algorithm has no amplitude error (Fig. 5.3), while the RK4 algorithm tends
to dissipate the total action and energy. However, the AZ1 algorithm has phase error. Since AZ1
is only first order while RK4 is fourth order, the L2 error norm of AZ1 converges slower than
that of the RK4 algorithm. Hence, if one is very concerned with amplitude error, then AZ1 has
definite advantage. On the other hand, if one is more concerned with the L2 error, then AZ1 is not
necessarily a better choice.
5.2 Solutions of the spacetime problem
Having considered the homogeneous problem in zero spatial dimensional, now let us move on to
solve the one-dimensional problem
(∂t + v1∂x)a1 = − Γ
ω1
a2a3, (5.26)
(∂t + v2∂x)a2 =
Γ
ω2
a3a1, (5.27)
(∂t + v3∂x)a3 =
Γ
ω3
a1a2, (5.28)
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where aj is the real-valued wave envelope for the wave with positive frequency ωj , whose group
velocity vj can either be positive or negative. Before I discuss these equations, it is worth pointing
out that the vector group velocity vg = ∂ω/∂k is not necessarily in the same direction as the wave
vector k. Therefore, the resonance condition k1 = k2 + k3 does not imply that the group velocities
have any definite relations. Conversely, here in this one-dimensional problem, although the waves
are chosen to have aligned group velocities, it does not mean that their wave vectors are necessarily
aligned.
5.2.1 A brief review of the soliton solutions
An exact solution to the above system of hyperbolic PDEs is the soliton solution (Nozaki and
Taniuti, 1973; Ohsawa and Nozaki, 1974). The soliton solution is of the form aj(x, t) = αj(ξ),
where ξ = x − λt is the soliton coordinate, and λ is the soliton speed. In such a soliton solution,
envelopes of the three waves are mutually locked by nonlinearities, and move together at the same
speed.
Let us substitute the soliton anzatz into Eqs. (5.26)-(5.28), then the equation can be converted
to the zero-dimensional case. The self-consistency condition of the soliton speed is given by
(λ− v1)(λ− v2) = Γ
2κ2
ω1ω2
, (5.29)
where κ is an arbitrary parameter determining the soliton amplitude. From the above equation,
it is easy to see either λ > max(v1, v2), or λ < min(v1, v2). Moreover, suppose we have λ >
max(v1, v2, v3) or λ < min(v1, v2, v3), then soliton solutions exist
α1(ξ) = −α∞ tanh(Rξ), (5.30)
α2(ξ) = α20sech(Rξ), (5.31)
α3(ξ) = κRsech(Rξ), (5.32)
where α∞ is the asymptotic value of α1, the amplitude α20/α∞ = Γκ/[ω2(v2− λ)], and the scaling
factor R2 = Γ2α2∞/[ω2ω3(v2− λ)(v3− λ)] > 0. It is a straightforward calculation to verify that the
above expressions give an exact solution to the one-dimensional problem.
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It is remarkable that although the advection velocities are in general different and can even have
opposite signs, the three solitons always travel at the same speed λ, which is either faster or slower
than all the advection velocities. This is a vivid illustration of how nonlinearities can dramatically
change the behavior of otherwise linear waves. On one hand, the linear advection terms tend to
maintain the shapes of wave envelopes and move them at the wave group velocities. On the other
hand, the nonlinear three-wave interactions tend to alter the shape of the envelopes, growing the
envelope of one wave where the other two waves coincide, while diminishing the envelope of ones
wave where the other two waves mismatch. The final behaviors of the three waves are determined
by these two competing effects, and the soliton solution is the special case where the three wave
envelopes are locked by special matching conditions. This exact soliton solution will be used to
validate numerical solutions.
Figure 5.4: At final time tf = 12, the exact soliton solutions (lines) are matched by the numerical
solutions (dots) obtained using the UW1-SSPRK3 algorithm. The initial conditions for the soliton
problem are given by the analytical formula, with Γ = 2, v1 = 0.8, v2 = −0.9, and v3 = 0.1. The
numerical algorithm is then used to advance the initial conditions in time by nt = 256 time steps.
The number of spatial grid points nx = 256, and the CFL number is ∆t/∆x = 0.8.
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5.2.2 Numerical solutions of three-wave equations
The preferred method for numerically solving hyperbolic PDEs is the finite volume method, which
solves the equations in their integral form. In the integral form, flux conservation becomes explicit
even in the presence of discontinuities. For example, for action I1 = ω1a21, we can average its
equation within a cell, which is centered at xk and has width ∆x. Integrating on both sides,
0 =
∫ xk+ ∆x2
xk−∆x2
dx
(
∂tI1 + v1∂xI1 + 2Γa1a2a3
)
= ∆x∂t〈I1〉k + v1
(I1,k+ 1
2
− I1,k− 1
2
)
+ 2Γ∆x〈a1a2a3〉k, (5.33)
where 〈w〉k := 1∆x
∫ xk+∆x/2
xk−∆x/2 w(x)dx denotes the cell average, and wk+1/2(t) = w(t, xk + ∆x/2)
denotes the value of w on the cell boundary. We can further average in the time cell [tn, tn+1], then
the equation becomes
0 =
∫ tn+1
tn
dt
[
∆x∂t〈I1〉k + v1
(I1,k+ 1
2
− I1,k− 1
2
)
+ 2Γ∆x〈a1a2a3〉k
]
= ∆x
(
〈I1〉n+1k − 〈I1〉nk
)
+ v1∆t
(
I¯n+
1
2
1,k+ 1
2
− I¯n+
1
2
1,k− 1
2
)
+ 2Γ∆x∆t〈a1a2a3〉n+
1
2
k , (5.34)
where w¯n+1/2 := 1∆t
∫ tn+1
tn
w(t)dt denotes the time average. The above integral form of the equation
is exact, and we can formally express the cell average at the next time step as
〈In+11 〉k = 〈In1 〉k −
v1∆t
∆x
(I¯n+1/21,k+1/2 − I¯
n+1/2
1,k−1/2)− 2Γ∆t〈a1a2a3〉
n+1/2
k , (5.35)
However, time-averaged values of I1 on the cell boundaries are required on the RHS. These values
are unfortunately not known, unless we had already solved the equation. The finite volume scheme
seeks to approximate these unknowns, thereby construct an approximate solution to the integral
equation.
To approximate the time averaged values at cell boundaries, we can use the standard upwind
schemes (Durran, 2010). The upwind schemes use information from upstream to approximate values
downstream using interpolations. Such schemes not only respect the causality, but also enhance
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numerical stability. When the advection velocity v1 > 0, the first-order upwind approximation
I¯n+1/21,k+1/2 ' 〈I1〉nk , (5.36)
I¯n+1/21,k−1/2 ' 〈I1〉nk−1. (5.37)
For the v1 < 0 case, analogous upwind formula can be written down using information that is
upstream of the advection. In addition to the flux through cell boundaries, the nonlinear problem
also need the cell average of products 〈a1a2a3〉n+1/2k . To lowest order, the average of products may
be approximated by the product of averages:
〈a1a2a3〉n+1/2k ' 〈a1〉nk〈a2〉nk〈a3〉nk . (5.38)
Then the integral equation (5.35) can be used to advance the cell averages in time. Similar schemes
can be used to advance I2 and I3 in time, and it is a straightforward calculation to check that the
actions I1 + I2 and I2 − I3 are constants of advection.
The above numerical scheme, solving for Ij instead of aj , is similar the AZ1 scheme I developed
for the zero-dimensional problem (Sec. 5.1.3). Again, we need some zero-crossing procedure, because
the nonlinear terms is proportional to aj instead of Ij . The sign of aj is significant, which is
unfortunately disregarded when we time advance Ij . In principle, we could laboriously construct a
similar zero-crossing procedure as before. However, such a procedure will have phase errors, even
though the amplitude error is exactly zero. From the L2 error norm perspective, the first-order
action-conserving time advance may not be a more favorable choice over standard higher-order
methods. Therefore, in what follows, I will reconfigure the finite volume scheme to solve for
amplitudes aj directly.
Using the first-order upwind scheme in finite volume method, the spatially averaged amplitude
〈a1〉k approximately satisfies
˙〈a1〉k ' −v+1
〈a1〉k − 〈a1〉k−1
∆x
− v−1
〈a1〉k+1 − 〈a1〉k
∆x
− Γ
ω1
〈a2〉k〈a3〉k, (5.39)
where w˙ denotes the time derivative. The upwind velocities v+1 = max(v1, 0) and v
−
1 = min(v1, 0).
The differential equations for 〈a2〉k and 〈a3〉k are analogous to the above equation. Then, we
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obtain a system of ODEs of the form A˙ = F (A). Here F is a generic function, and A is the matrix
A = (a1,a2,a3), where aj is the one dimensional array of cell averages 〈aj〉k. To advance this
system of ODEs in time, we can use the strong-stability-preserving (SSP) third-order Runge-Kutta
(RK3) method (Shu and Osher, 1988). The SSPRK3 method uses a convex combination of Euler
steps to reduce oscillatory behavior in the linear advection problems. The SSPRK3 scheme for the
generic ODE is
A(1) = An + ∆tF (An), (5.40)
A(2) =
3
4
An +
1
4
[A(1) + ∆tF (A(1))], (5.41)
An+1 =
1
3
An +
2
3
[A(2) + ∆tF (A(2))]. (5.42)
The upwind scheme combined the above time advance method gives an algorithm (UW1-SSPRK3)
for the three-wave equations in one spatial dimension. The UW1-SSPRK3 algorithm can be readily
improved in two directions using methods well-established in the literature. First, the upwind
scheme can be extended to higher spatial dimensions, and thereby allows solution to the higher-
dimensional problems. Second, both the upwind scheme and the ODE time advance can be replaced
by schemes with higher-order accuracy. Here, I will be content with the UW1-SSPRK3 algorithm.
Figure 5.5: As the resolution increases, the L2 error norm decreases (a) and computation cost
increases (b), when the UW1-SSPRK3 algorithms is applied to the soliton problem with Γ = 2,
v1 = 0.8, v2 = −0.9, and v3 = 0.1. The final time tf = 12 and domain size L = 15 are fixed. The
number of time steps nt and number of spatial grid points nx are increased together such that
CFL= 0.8 is fixed.
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Figure 5.6: Backscattering of a pump laser (a1, left) by a counter propagating seed pulse (a2,
middle), during which a plasma wave (a3, right) is excited. When the coupling coefficient is
small (upper panel), the two counter-propagating lasers pass through each other without much
interaction. When the coupling coefficient is large (lower panel), the two counter-propagating lasers
interact strongly. The energy in the pump laser is transfered to the seed pulse and the plasma wave,
whose amplitudes are greatly amplified. The color scale in each sub-figure is normalized.
First, let us validate the algorithm and its implementation by applying it to the soliton problem,
for which we know the exact solution (Sec. 5.2.1). For example, let us take Γ = 2, v1 = 0.8,
v2 = −0.9, and v3 = 0.1, and compare the numerical solutions with the exact solutions (Fig.5.4).
With the Courant-Friedrichs-Lewy (CFL) number ∆t/∆x = 0.8, and the number of time steps nt
equals to the number of spatial grid points nx = 256, the numerical solutions (dots) match the
exact solutions (lines) with only a small amount of diffusive errors. Moreover, the L2 error norms
decrease with increasing nt = nx (Fig.5.5a), indicating that the numerical solutions converge to
the exact solutions when the resolution is sufficiently high. In this convergence study, the domain
size L = 15, the final time tf = 12, and CFL=0.8 are fixed. As the resolution increases, the
computational cost scales roughly as n2 (Fig.5.5b), where n = nx = nt is the number of grid points
for a fixed CFL number.
120
Having verified the code implementation, we can now apply it to cases where simple analytical
solutions do not exist. As the first example, consider the situation where a large amplitude Gaussian
pump laser is scattered by a counter-propagating Gaussian seed laser (Fig. 5.6). In this example,
the longer pump laser propagate at v1 = 1.0 with initial maximum amplitude a1 = 10, and the
shorter seed pulse propagate at v2 = −0.8 with initial maximum amplitude a2 = 1. When the
coupling coefficient is small (upper panel, Γ = 0.1), the two lasers pass through each other without
much interaction, and leave behind an excited plasma wave whose group velocity is chosen to be
v3 = 0.1. On the other hand, when the coupling coefficient is large (lower panel, Γ = 1), the
two lasers interact strongly via the mediating plasma wave. A large fraction of the pump lasers
is consumed to amplify the initially weak seed pulse. After the two lasers leave the interaction
region, the seed pulse is amplified by orders of magnitude with a somewhat shortened durations.
Moreover, the Gaussian pulse structure is altered, and the main pulse is now followed by a train of
short pulses generated during the nonlinear interactions.
As another example, consider the situation where the large amplitude Gaussian pump laser
(v1 = 1.0) catches up with the seed laser (v2 = 0.8) from behind, during which forward scattering
happens (Fig. 5.7). Since the two lasers propagate in the same direction with similar group veloci-
ties, they can spend a long time interacting with one another, compensating for a relatively small
Figure 5.7: Forward scattering of a pump laser (a1, left), catching up with a slower seed pulse
(a2, middle), during which a plasma wave (a3, right) is excited. Although the coupling coefficient
Γ = 0.2 is small, the pump laser spends a long time passing the seed pulse. Consequently, after
the pump finally passes the seed, a large fraction of energy is exchanged, leaving behind a wake of
plasma waves. The color scale in each sub-figure is normalized.
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coupling coefficient Γ = 0.2. Once the lasers start to overlap spatially, they interact and excite a
plasma wave. However, the plasma wave has much smaller group velocity (v3 = 0.1). Before the
plasma wave has much time to grow, the two lasers already run ahead and leave the plasma wave
behind. Since the front of the a1 pulse never spends any time with the plasma wave, it advects
with very little change. On the other hand, the back of the a1 pulse travels through the excited
plasma wave together with a2, and thereby gets strongly modified by the three-wave interactions.
In comparison, the seed pulse a2, traveling at a slower group velocity than the pump, always spends
some time with the two other waves. Therefore, ever since the seed get caught up by the pump, its
envelope is altered from tail to head, until the entire pump passes through the seed. Finally, the
slow plasma wave a3 is generated and passed by both the pump and the seed lasers. The amplitude
of the plasma wave oscillates, similar to what we have seen in the zero-dimensional problem.
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Chapter 6
Application: laser pulse compression
in magnetized plasmas
From numerical examples in the previous chapter, we see that plasma waves can mediate energy
transfer between two lasers. In particular, energy stored in a long pump laser can be transfered via
a plasma wave to a seed pulse, whose intensity is amplified and duration is shortened. The way
pulse compression works has similarities to parametric amplification, where a nonlinear medium is
used to couple three waves, whose interactions are governed by the three-wave equations. However,
in parametric amplification, the third wave is usually an idler electromagnetic wave that leaves the
system, whereas in pulse compression, the third wave is usually an electrostatic plasma wave that
stays in the medium. The plasma medium absorbs the energy and momentum difference between
the two lasers, and becomes excited to higher energy level after the interaction. This is analogous to
laser amplification, where an atom is pumped to higher energy level, and then emit a photon when
stimulated by another. However, pulse compression is not quite the same as laser amplification.
Unlike in laser amplification, where the atom can be excited by the pump laser alone, in pulse
compression, the plasma wave cannot be excited unless a seed, which can either be deliberately
injected or spontaneously excited, is also present. Instead of amplifying the seed by stimulated
emission, pulse compression amplify the seed by stimulated scattering of the pump laser.
In this chapter, I will analyze laser pulse compression as an application of three-wave inter-
actions. Although pulse compression in unmagnetized plasmas has long been contemplated as a
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promising technique for producing powerful laser pulses beyond the attainment of other methods,
my work is the first to identify that magnetized plasmas are more suitable media for pulse com-
pression (Shi et al., 2017a). In this chapter, I will first review existing techniques for producing
high-intensity short-wavelength lasers, and then argue why magnetized pulse compression expands
the range of lasers that can be produced. By considering limiting effects, improvements enabled
by magnetizing the plasma media will be estimated. Simple analytical estimations have since been
supported by numerical simulations in collaboration with Jia et al. (2017), which is just a beginning
of the new research direction of magnetized laser-plasma interactions.
6.1 Why pulse compression and how does it work?
6.1.1 Why is there a need for pulse compression?
Laser pulses of high intensity, high frequency, and short duration are demanded in many applica-
tions. One important application is in inertial confinement fusion (Keefe, 1982), where powerful
laser pulses are used to ignite fusion fuels. The ignition, achieved when the fuel is compressed and
heated to fusion conditions, requires lasers of high intensity and high frequency. High intensity
is needed in order to achieve strong ablation, which compresses a fusion fuel pellet by rocket-like
blow off of its surface materials; high frequency is needed in order for lasers to be able to pene-
trate the plasma formed during the ablation, which will strongly reflect the lasers unless the laser
frequency is above the plasma frequency. Since lasers of both high intensity and high frequency
are not available (Lindl et al., 1992), one has to trade frequency for intensity in the direct-drive
mode, or vice versa in the indirect-drive mode. In the direct-drive mode (Craxton et al., 2015),
lasers are shone directly onto the fuel pellets to achieve compression. While the demand for high
intensity can be readily met by current technologies (Regan et al., 2016; Goncharov et al., 2017),
the requirement for high frequency is not satisfied. In an alternative approach, the indirect-drive
mode (Lindl, 1995), lasers are shone on a metal cylinder to radiate thermal X rays, which are
then used to compress fuel pellets. While this mode easily meets the demand for high frequency
(Kauffman et al., 1994; Glenzer et al., 2011), it struggles to meet the demand for high intensity,
because the thermal conversion process is very inefficient. Up to now, neither the direct-drive mode
nor the indirect-drive mode has succeeded in igniting fusion fuels in experiments (Bose et al., 2016;
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Betti et al., 2015). Therefore, either the lack of frequency in the direct-drive mode, or the lack of
intensity in the indirect-drive mode must be addressed, before we can harness the energy produced
by inertial confinement fusion.
Another area that demands next-generation lasers is material science, where laser pulses can be
used to probe the dynamical structure of materials. This application demands intense laser pulses
of high frequency and short duration, because the wavelength of the pulses set the length scale of
the smallest structure that can be resolved, and the duration of the pulses set the time scale of
the fastest dynamical process that can be captured. For example, to probe structures of biological
molecules (Kendrew et al., 1958), whose sizes are of the order of nanometer, the laser frequency
needs to be in the X-ray range. When X-ray photons pass through the molecules, they are scattered
by various structural components, which leave their fingerprints in the diffraction pattern of the
X rays. Unfortunately, the diffraction signal from a single photon scattered off a single molecule
is statistically insignificant, so either a large number of molecules or a large number of photons
are required. To ensure that small signals interfere constructively, one can arrange a large number
of molecules in identical state in the form of a crystal. This is a conventional and widely-used
approach, called X-ray crystallography, which has been very successful and led to the discovery
of DNA double helix (Franklin and Gosling, 1953), as well as the structure of a large number of
proteins (Abrahams et al., 1994; Baranovskiy et al., 2008). However, this conventional approach is
intrinsically static, and cannot be used to probe functioning biological molecules, whose structures
are dynamical. To capture the evolving structure of biological molecules, alternative approaches
are needed. One approach takes snapshots of a single molecule using a large number of phase
coherent photons in the form of X-ray laser pulses (Neutze et al., 2000; Chapman et al., 2011).
To avoid motion blurring of snapshots, the duration of the X-ray pulses needs to be shorter than
tens of femtoseconds, on which time scale molecules disintegrate due to radiation damage. While
recent development in free electron lasers can already provide X-ray sources with enough intensity
(Ishikawa et al., 2012), the duration of X-ray pulses needs to be shortened by at least ten times
(Hau-Riege et al., 2007) before we can utilize these pulses to probe the evolving structures of
biological molecules.
The aforementioned applications demand high-intensity, high-frequency, and short-duration
pulses that cannot be produced by laser sources directly. Therefore, after being produced, laser
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pulses need to be sent through post-processors that can amplify their intensity, convert their fre-
quency, or reduce their duration. One type of laser processor is pulse amplifier, which intensifies a
short seed pulse using the energy provided by either optical (Moses and Wuest, 2005) or electrical
(Sethian et al., 1997) pumps. Conventional amplifiers, using pumped solid or gas as gain media,
can process limited intensity up to ∼ 1012 W/cm2, above which the media become saturated or
even damaged (Stuart et al., 1995; Canova et al., 2007). To amplify short pulses to even higher
intensity, other techniques have to be used. The current state-of-the-art technique is Chirped Pulse
Amplification (CPA), which can tolerate intensity up to ∼ 1014 W/cm2 (Maine et al., 1988). This
technique handles high intensity by first stretching the pulse to longer duration and lower intensity,
such that it can be safely processed by conventional amplifiers. The amplified long pulse is then
compressed, usually by a pair of gratings, to recover its original short duration. Processing even
higher intensities using the CPA technique becomes impractical, because it requires scaling up the
size of gratings, as well as the size of conventional amplifiers, whose linear dimensions are already
on the order of meters (Miller et al., 2004). Moreover, this technique is incapable of processing
high-frequency lasers beyond the visible range. At higher frequencies, no solid-state amplifier is
available, because host materials become opaque and there is no known impurity ion that can
provide the necessary resonances (Koechner, 2013). Gas media cannot provide high-frequency
resonances either (Davis, 2014), because a single photon whose frequency is above the soft UV
range already has sufficient energy to ionize the gas. In addition to the lack of suitable amplifiers,
there is also a lack of gratings needed at the compression stage of CPA, because gratings, made
of solid-state materials, are too fragile to survive radiation damages induced by high-intensity and
high-frequency lasers (Canova et al., 2007). For these reasons, current amplifier technologies can
only process laser pulses with unfocused intensities on the order of 1014 W/cm2 and frequencies on
the order of a few eV.
To produce higher-frequency pulses, the commonly used techniques work by converting lasers of
high intensity but low frequency to lasers of lower intensity but higher frequency. Laser frequency
conversion can be achieved by harmonic generation inside nonlinear crystals (Franken et al., 1961;
Ghimire et al., 2011), near solid surfaces (Bloembergen and Pershan, 1962; Dromey et al., 2006),
and in gaseous media (McPherson et al., 1987; Seres et al., 2005; Gohle et al., 2005). In these
techniques, intense lasers with fundamental frequency ω are used to pump media into the nonlinear
126
regime to generate second harmonics with doubled frequencies 2ω, third harmonics with tripled
frequency 3ω, and so on. Harmonic generation inside solid media can only produce high-frequency
pulses up to the UV range, beyond which most crystals become opaque, with intensities limited
by radiation damage to ∼ 1010 W/cm2 (Wegner et al., 1999). The frequency and intensity limits
are extended by harmonic generation near solid surfaces, where a reflective setup instead of a
transmissive setup is used. In the reflective geometry, high-frequency harmonics propagate freely
back into the vacuum, and the damaged surfaces keep on radiating harmonics even after being
broken down to plasmas (Carman et al., 1981; Bezzerides et al., 1982). The surface plasma mirrors
can radiate high-order harmonics up to the soft X-ray range when driven into the relativistic regime
by EW/cm2 pump lasers (Tarasevitch et al., 2007). However, instead of selectively generating a
single harmonic, a full spectrum of harmonics are generated with very low efficiency (Zepf et al.,
1998; Ishizawa et al., 1999). Moreover, the conversion efficiency rolls off very rapidly with the
harmonic order (von der Linde and Rza`zewski, 1996), and becomes extremely low for high-oder
harmonics, limiting the intensity of high-frequency pulses to ∼ 1010 W/cm2. The situation is similar
in gas media, where the harmonic spectrum rolls off exponentially for low-order harmonics in the
driven-dipole regime (L’Huillier et al., 1992; Krause et al., 1992a) and reaches a plateau for high-
order harmonics in the tunneling-recollision regime (Corkum, 1993), before terminating at some
cutoff frequency (Krause et al., 1992b). When driven by intense lasers with PW/cm2 intensity, the
efficiency in the plateau region is on the order of 10−5 (Kim et al., 2005), making the intensity
of high-frequency pulses again on the order of 1010 W/cm2. Although a number of techniques is
being developed to improve the efficiency (Tamaki et al., 1999; Bartels et al., 2000; Shiner et al.,
2009), frequency-conversion technologies using unselective harmonic generation will still be limited
to ∼ 1012 W/cm2 in intensity and ∼ 100 eV in frequency in the near future.
6.1.2 Unmagnetized Raman and Brillouin compressions
To go beyond limitations of the aforementioned techniques, current research contemplates using
unmagnetized plasmas, a media that is already ionized and broken down, to amplify and compress
short laser pulses (Malkin et al., 1999; Weber et al., 2013). In unmagnetized plasmas, pulse com-
pression is mediated by either the Langmuir wave or the acoustic wave (Forslund et al., 1975), the
two eigenmodes of unmagnetized plasmas. When pulse compression is mediated by the Langmuir
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wave, the energy is transfered from the pump laser to the seed via stimulated Raman backscat-
tering (Milroy et al., 1979; Capjack et al., 1982), during which the nonlinear response of electrons
dominate. Alternatively, when pulse compression is mediated by the acoustic wave, the energy is
transfered through stimulated Brillouin backscattering (Guzdar et al., 1996; Andreev et al., 2006),
during which both electrons and ions contribute to the nonlinear response.
Using Raman or Brillouin backscattering, the maximum pulse intensity can be reached when the
most intense pump is used to amplify the seed for the longest time. The maximum intensity of the
pump is limited by wavebreaking (Malkin et al., 2014a; Lancia et al., 2010), which happens when the
amplitude of the plasma wave exceeds the threshold. Beyond the wavebreaking threshold, energy
stored in the coherent wave motion is dissipated in random turbulent motion, and the collapsed
plasma wave can no longer mediate energy transfer effectively. The other way of reaching high
intensity, using the longest amplification time, is limited by plasma instabilities. When intense
lasers propagate through plasmas, they suffer from numerous instabilities they excite, such as the
modulational instability, filamentation instability and forward scattering instability (Malkin et al.,
1999; Weber et al., 2013). Although these instabilities grow much slower than the seed pulse, they
nevertheless compete with the pulse compression process and eventually limit the maximum time
that the pulse can be amplified by the pump. These two limits, the maximum pump intensity and
the longest amplification time, determines the maximum unfocused pulse intensity theoretically
achievable in unmagnetized plasmas to ∼ 1018 W/cm2, which is four orders of magnitude higher
than the current industrial limit.
Although pulse compression using unmagnetized plasmas can in principle produce very intense
pulses, this technique is limited by the availability of suitable plasma targets of necessary density,
temperature, and uniformity. High plasma density is required to avoid wavebreaking. Typically,
to couple the pump and seed lasers effectively, the ratio of plasma wave frequency to the laser
frequency needs to be on the order of 0.1, which set the required plasma density to be ∼ 1019 cm−3
and the required plasma temperature to be ∼ 10 eV, for compressing lasers of ∼ 1 eV frequency and
∼ 1014 W/cm2 intensity. To produce such plasmas, the laboratory standard is to use a high-pressure
hydrocarbon gas jet, which is ionized and heated by a separate laser (Ping et al., 2004; Cheng et al.,
2005; Ping et al., 2009). However, plasmas produced in such a way are usually very turbulent and
nonuniform. The lack of uniformity jeopardizes resonant coupling between the pump and the seed
128
laser, resulting in very pool efficiency of only a few percent, much lower than > 30% efficiency
predicted by theory and simulations (Ping et al., 2002; Yampolsky et al., 2008; Lancia et al., 2016).
Moreover, in order to compress lasers of higher frequency or intensity, plasmas of higher density
and temperature are required, for which no technology is currently available. To produce plasma
targets with density higher than ∼ 1020 cm−3, a method using dense aerosol jet has been envisioned
(Hay et al., 2013; Ruiz et al., 2014). However, reaching high temperature and sufficient uniformity
with these targets is considerably more challenging and is yet to be demonstrated experimentally.
Beside engineering challenges, lasers that can be compressed using unmagnetized plasmas is
theoretically limited to ∼ 100 eV due to wave damping (Malkin et al., 2007). The lasers are
damped due to inverse bremsstrahlung, during which the laser energy is transfered to particles whose
motion is randomized by collisions. During this process, usable energy in the form of laser fields
is converted to thermal energy that is ineffectual. This process competes with the desired energy
transfer from the pump laser to the seed pulse and can even drain all the available energy when
damping becomes strong. To reduce collisional damping in high-density plasmas, which are required
to compress high-frequency lasers, one can heat up the plasma wherein the collision frequency is
reduced. However, this manipulation unwittingly increases collisionless damping (Landau, 1946),
an additional mechanism through which the plasma waves are damped. Plasma waves are damped
collisionlessly by loosing energy to particles that are trapped in the waves. Since more particles
become trapped as plasma temperature increases, collisionless damping is increased as one tries to
decrease collisional damping by heating up the plasma. These two damping mechanism squeeze out
the operation window in the plasma density-temperature space when the laser frequency approaches
∼ 100 eV. Above this frequency, either collisional or collisionless damping becomes strong, so pulse
compression in unmagnetized plasmas is not possible, even if technologies for making suitable
plasma targets were available.
6.1.3 Pulse compression in magnetized plasmas
Now that strong magnetic fields start to become feasible (Ch. 1), and we start to understand three-
wave interactions in magnetized plasmas (Ch. 4), it is natural to ask whether magnetic fields can
help extend the frequency and intensity range of laser pulse compression. It turns out, as we shall
see, that the answer is yes.
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By applying an external magnetic field, many more waves, such as the MHD waves, the hybrid
waves and the Bernstein waves, become available for mediating laser pulse compression. In res-
onances provide by these waves, contribution from plasma density and temperature are partially
replaced by the contribution from magnetic fields. Such a replacement reduces the dependencies
on internal plasma parameters, and allows the use of external fields to control the performance
of pulse compression. Consequently, the engineering flexibility is increased in the optical and UV
range using magagauss magnetic fields, and the operation window is expanded into the X-ray regime
whenever fields of several gigagauss become available. Although gigagauss fields are challenging,
magnetized plasmas at least provide a theoretical opportunity to compress lasers that otherwise
could not be compressed at all.
In what follows, I will examine pulse compression mediated by the upper-hybrid (UH) wave as
an example. The UH wave is just one of the many waves that can be utilized for pulse compression
in magnetized plasmas. While analyzing all viable waves is beyond the scope of this thesis, the
UH-wave example suffices to demonstrate that external magnetic fields are beneficial for pulse
compression. The UH wave is the cold limit of the lowest-order electron Bernstein wave propagating
perpendicular to the background magnetic field (Sec. 3.2.2). The setup that the magnetic field is
nonparallel to the direction of laser propagation is different from what has been considered by Vij
et al. (2016); Shoucri (2016); Luan et al. (2016), and lends itself naturally to the main application
where the amplified pulse is focused onto a distant target (Fig. 6.1). During three-wave interactions,
the mostly transverse lasers can be polarized either in the X mode or the O mode. When both
the pump and the seed are in the same mode, they interact strongly through the UH wave with
a coupling coefficient that is indifferent to the laser polarization (Sec. 4.3.2). The UH wave is
an almost longitudinal wave with frequency ωUH '
√
ω2p + Ω
2
e, where the external magnetic field
partially replaces the role of plasma density in the three-wave resonance conditions. In other words,
suppose we are given a pump laser and a seed laser, and the task is to find a plasma target to mediate
their resonant interactions. Then, the plasma density required to match the resonance conditions
can be reduced if we apply a magnetic field transverse to the direction of laser propagation.
The reduction of the required plasma density has immediate engineering benefits. First, chal-
lenging technology for producing high-density plasmas can now be substituted by available tech-
nologies for generating strong magnetic fields (Ch. 1). The plasma density required to compress
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Figure 6.1: Amplifying and focusing a seed pulse by stimulated backscattering of a pump laser in
magnetized plasma.
1-µm pulses using unmagnetized plasmas is ∼ 1019 cm−3, which is already at the verge of what is
feasible with gas jet plasmas. To compress shorter wavelength lasers using unmagnetized plasmas,
denser plasma targets, such as foams and aerosol jets, remain to be developed. Allowing dense
plasmas to be replaced by magnetic fields thus relaxes the engineering challenges. Second, unifor-
mity of the plasma target becomes more controllable when magnetic fields supply the resonance
frequency. While it is difficult to control the internal plasma density, adding an external mag-
netic field introduces an extra control variable, which may be adjusted to maintain the three-wave
resonant conditions, and tune the performance of laser pulse compressors.
Moreover, UH mediation gives relative advantage to the pulse compression process over com-
peting effects. When the UH wave (a3) mediates resonant energy transfer between a given pump
laser (a1) and a given seed pulse (a2) , the lower plasma density results in a slower linear growth
rate. Using Eq. (4.71), the growth rate for backward scattering γ0 ' √ω3ω0|a1|/2γ3, where
ω0 ' ω1,2  ωUH is the laser frequency, and γ3 = ωUH/ωp > 1 is the electron magnetization
factor. Since UH-wave mediation has smaller growth rate, it takes longer time, and equivalently
longer pump laser and plasma lengths, to achieve the same compression of the seed pulse. However,
what is of critical importance is that although the amplification rate is reduced, the damping rates
and growth rates of competing instabilities are reduced even more, as we shall analyze in details in
the next section.
Without the competing effects, laser pulse compression mediated by the UH wave works in the
same way as Raman compression (Malkin et al., 1999), except for a different growth rate. At the
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linear stage of the amplification, the pump amplitude a1 = a10 is approximately constant. The
solution to the linearized three-wave equations describes an exponential growth and broadening of
the seed pulses, with linear growth rate γ0 = K|a10|. When pump depletion becomes significant, the
interaction enters the nonlinear compression stage. At this stage, a self-similar attractor solution
exists. Using the Lamb transformation, the wave envelopes a1 ' a10 cos(u/2), a2 ' −∂ξu/K
√
2,
and a3 '
√
2a10 sin(u/2), where u(ξτ) satisfies the sine-Gordon equation ∂ξ∂τu = sinu, with
τ := γ20t and ξ := x/c + t. For u(0)  1, the self-similar solution grows from its initial value
and then oscillates about pi, forming the so-called pi-pulse solution. Transforming into the self-
similar coordinate z := 2
√
ξτ , the equation becomes ∂2zu + ∂zu/z = sinu. The solution to this
equation describes a pulse train formed at the nonlinear stage of the compression. The leading
spike amplitude a2 ∝ t grows linearly with time, while its duration ∆t2 ∝ 1/t shrinks linearly
with time, where the proportionality constants depend on initial conditions. Suppose the initial
conditions of the three-wave equations are such that the solution enters the nonlinear stage after
Λ0 linear exponentiations, then the pulse intensity and duration
I2 ' 2I10
(2γ0t
Λ0
)2
, (6.1)
∆t2 ' Λ0
γ20t
. (6.2)
In the absence of competing instabilities, this nonlinear compression process will continue until the
seed pulse transits the entire length of the pump laser, and emerges as a train of amplified pulses
with shortened durations.
From the experimental standpoint, pulse compression works by counter-propagating the pump
laser and the seed pulse in a suitable plasma target. Denote tM the maximum amplification time,
then we can prepare a plasma target whose length is L ' tMc. At time t = −tM , the pump laser
enters the plasma from its right boundary, and by time t = 0 the front of the pump laser reached
the plasma left boundary. At that moment, we let the seed pulse enter the plasma from left,
whereby the pulse compression process starts. The seed pulse counter-propagates with the pump
laser through the plasma target, and is amplified and then compressed by three-wave interactions.
The pulse compression process continues until t = tM , at which point the compressed seed pulse
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has traversed the entire length of the plasma target and exits the plasma from its right boundary,
where the tail of the pump laser has just entered.
6.2 Limitations due to competing effects
The above physical picture of pulse compression is based on the assumption that no other process
occurs other than the three-wave interactions we demand. However, in reality, a number of effects,
which we have ignored when deriving the three-wave equations, may turn out to be competitive
with three-wave interactions. In this section, I will analyze the most competitive effects identified
by Malkin et al. (1999) for unmagnetized compressions, with emphasis on the new ingredient of a
transverse background magnetic field.
6.2.1 Instabilities: plasma wave and EM wave
The first category of competing effects are instabilities that we have ignored when using pertur-
bation theory to solve for three-wave interactions. Within this category, two effects are identified
as the most competitive for the unmagnetized scenario. The first effect is wavebreaking of the
plasma wave, which limits the maximum pump intensity. The second effect is the modulational
instability of the EM waves, which limits the maximum amplification time. Although these effects
are not necessarily the most competitive in the magnetized scenario, as we will see later from PIC
simulations, here I will focus on analyzing how magnetic fields change these two effects.
Breaking of the plasma wave
When deriving the three-wave equations, we have assumed that the waves are linear in the absence
of three-wave interactions. This assumption fails when the amplitude of the wave becomes large.
In particular, the amplitude of the plasma wave becomes nonperturbative if the wave electric field
becomes comparable to the wavebreaking field Eb = mecωp/e (Sec. 3.1.2). At the beginning of
the pulse compression process, the plasma wave grows from zero amplitude, where the linear wave
approximation is well justified. However, as the seed pulse getting amplified and compressed, it will
grow a larger-amplitude plasma wave within a shorter period of time. However, the exact growth
rate of the plasma wave is determined by the pump amplitide. With a small pump amplitude,
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even a highly compressed seed takes a long time to generate a large-amplitude plasma wave. On
the other hand, with a large pump amplitude, even a weak seed can quickly produce a plasma
wave whose amplitude exceeds the wakebreaking limit. Therefore, the requirement that plasma
wave remains unbroken primarily constrains the maximum pump intensity that can be employed
for pulse compression.
In magnetized plasmas, the wavebreaking intensity is modified by the Lorentz force, and the
UH wave breaks when the electron quiver velocity in the k3-direction vq exceeds the wave phase
velocity vp. This condition can be derived rigorously by solving the simplified nonlinear fluid
equations (Karmakar et al., 2016), which shows that the gradient of the density perturbation
becomes infinite at the wavebreaking limit. This is intuitive because when particles quiver at a
faster longitudinal velocity than the wave phase velocity, particles will outrun the wave, causing
the density to pile up. Using the first-order linear response [Eq. (3.24)], the longitudinal quiver
velocity of electrons in the UH wave is
vq ' eE3ωUH
meω2p
= γ3a3c, (6.3)
where γ3 = ωUH/ωp > 1 is the electron magnetization factor. The plasma-wave amplitude a3 that
appears in the three-wave equation is properly normalized by Eq. (4.45), where I have used the UH
wave energy coefficient [Eq. (3.76)]. While the quiver velocity is modified, the phase velocity of the
plasma wave is the same as in the unmagnetized case. In the backscattering geometry, the phase
velocity
vp =
ω3
k3
' cω3
2ω0
, (6.4)
where ω0 ' ω1,2 is again the laser frequency. Then, the condition that wavebreaking does not
happen can be expressed in terms of the plasma wave amplitude as
a3 .
ω3
2ω0γ3
. (6.5)
We see for fixed pump and seed lasers, a smaller amplitude plasma wave is allowed before the
wavebreaking threshold is reached, when we replace plasma density with a transverse background
magnetic field.
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If wavebreaking were truly a limiting effect, then it constrains the maximum allowable pump
laser intensity. The condition vq . vp, which guarantees that the UH wave remains unbroken, can be
rewritten in terms of a constraint on the pump intensity I1 = 8Ic|a1|2, where Ic = ncmec3/16, and
nc = 0meω
2
0/e
2 is the critical density. Using the Manley-Rowe relation for three-wave interactions,
suppose all the wave action I1 ∝ ω1a21 of the pump is converted to the wave action I3 ∝ ω3a23 of
the plasma wave, then the maximum amplitude of the UH wave |a3| ≤
√
ω0/ω3|a1|. Therefore, a
sufficient condition that the UH wave remains unbroken is that the pump intensity
I1 . Ic
(ω3
ω0
)3
γ−23 . (6.6)
Here, a factor of two is canceled since the pump is of twice the length of the plasma. When more
plasma density is replaced by magnetic field in ω3, less number of particles remain to carry the
energy of the UH wave, giving rise to the γ−23 reduction.
Although wavebreaking is a condition that the linear wave approximation breaks down, it
does not necessarily mean that pulse compression cannot happen in the wavebreaking regime. In
fact, even in the unmagnetized scenario, it is viable to use a pump laser whose intensity exceeds
the wavebreaking threshold (Yampolsky et al., 2008). This is because in the counter-propagating
geometry, the pump and the seed continue to encounter in a fresh region of the plasma. The
large amplitude plasma wave excited previously is left behind, and a new mediating plasma wave
always needs to be grown from zero amplitude in the interaction region. Within the interaction
region, the plasma wave, which is yet to be broken, can efficiently mediate energy transfer, even
when the pump intensity exceeds the wavebreaking threshold. The overall amplification efficiency
remains high, until the pump intensity far exceeds the threshold (Toroker et al., 2014; Edwards
et al., 2015). At that point, the plasma wave quickly reaches the wavebreaking amplitude within
the interaction region. This situation is detrimental in unmagnetized plasmas, because once the
plasma wave reaches wavebreaking, the infinite density gradient collapses and the plasma wave
looses its coherence. Since a well-defined mediating wave no longer exists, energy transfer from the
pump to the seed is thereof impeded. However, in magnetized plasmas, the plasma wave remains
coherent even when its amplitude exceeds the wavebreaking threshold (Jia et al., 2017). This is
because the transverse background magnetic field provides an additional restoring force. As the
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density piles up in the plasma wave, the wave electric field crosses the background magnetic field
to generate a large E ×B shear on the wavefront. The strong shear reduces the density gradient
and stabilizes the large-amplitude wave, so that a coherent mediating wave persists well beyond
the wavebreaking limit, as we shall see later from the PIC simulations.
Relativistic modulational instability
Similar to the plasma wave, the EM waves also suffer from instabilities when their amplitudes
become large. One of the fastest growing instability is the modulational instability, whereby small
irregularities on the wave envelope exacerbate. The modulational instability can happen for many
reasons, and the most important reason for intense lasers in tenuous plasmas is the relativistic
nonlinearity. Relativistic effects increase the effective mass of particles, when they oscillate trans-
versely in a large amplitude EM wave. Consequently, the plasma frequency becomes smaller where
the EM wave is stronger. Since the group velocity of the EM wave is negatively correlated with
the plasma frequency, the EM pulse propagates faster where the pulse is stronger. This nonlinear
effect causes modulations on the EM wave envelope to grow in the longitudinal direction, leading
to the relativistic modulational instability. Moreover, it causes self-focusing of the EM wave in the
transverse direction, where initially small inhomogeneities can grow into pronounced filaments.
The growth rate of modulational instability can be estimated using the following heuristic
arguments. First, for a high-frequency EM wave, the group velocity is close to the vacuum speed
of light. To the next order, using dispersion relations when the wave propagates perpendicular to
the background magnetic field (Sec. 3.2.2), the group velocity of the O wave vg/c = 1 − ω2p/2ω20,
and the group velocity of the X wave vg/c = 1 − ω2p/2ω20 + 3ω2pΩ2e/2ω40 − ω2p/8ω40 + O(ω∗/ω0)6,
where ω∗ = ωp or Ωe is the frequency scale of the plasma. In the limit ω0  ω∗, the X wave
vg is well approximated by the much simpler expression for the O wave vg, which is independent
of the background magnetic field. Second, due to relativistic effects, both the plasma frequency
ω2p ' e2ne0/0meγq and the gyro frequency Ωe = eB0/meγq are decreased by the relativistic factor
γq = 1/
√
1− β2q , where β2q = 〈v2q/c2〉 is due to the quiver motion. In weakly relativistic EM waves,
γq ' 1 + β2q/2. Using the linear velocity response [Eq. (3.24)], the averaged quiver velocity
β2q '
a2
2
+O
(ω∗
ω0
)2
, (6.7)
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where a is the normalized amplitude of the EM wave. Since the characteristic plasma frequencies
now depend on the wave amplitude, so does the group velocity. The vg of an infinitesimal EM wave
differs from the vg of a finite amplitude EM wave by
∆vg
c
' a
2
8
ω2p
ω20
+O
(ω∗
ω0
)4
. (6.8)
Suppose the envelope of the EM wave has some modulations, then bumps on the envelope that
have larger a will propagate at faster velocities than the dips on the envelope that have smaller
a. Consequently, the peaks will outruns the troughs, causing the wave envelope to break up. The
growth rate of the modulational instability may be estimated by
ΓM ' ∆vg
λ
' ω
2
3
8ω0
a2γ−23 , (6.9)
where λ = c/ω0 is the vacuum wavelength of the EM waves. The above estimation is of course
very crude, but it suffice to give an idea for the modulational instability as a limiting effect. Notice
that while the amplification rate γ0 is reduced by γ3 > 1 when plasma density is replaced by
the background magnetic field, the growth rate of the modulational instability is reduced by an
additional factor of γ3. Therefore, the magnetic field gives pulse compression a relative advantage.
The maximum time that pulse compression can occur uninterrupted is limited to a few inverse
growth rates of the modulational instability. It is a straightforward calculation to check that the
amplification rate γ0  ΓM even at the wavebreaking intensity. Therefore, the modulational in-
stability does not prevent the amplification from reaching the nonlinear stage. Since γ0 ∝ |a1|
while ΓM ∝ |a1|2, we can always reduce the pump intensity such that the demanded three-wave
interactions prevail over the unwanted modulational instability. On the other hand, for the seed
pulse, if we want to achieve high final output intensity, then we cannot get away with its modula-
tional instability. Adding the lowest-order relativistic nonlinearity a32 into the three-wave equations
(Malkin et al., 2014b), the leading spike intensity saturates after
tM ' (12δΛ20)1/3
γ
4/3
3
ω3a
4/3
10
, (6.10)
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where δ =
∫
ΓMdt ∼ 1 is the accumulated phase shift, Λ0 is the number of linear exponentia-
tions before the nonlinear stage is reached, and a10 is the initial pump amplitude. The largest
pulse compression is attained at the maximum compression time tM , which gives the highest
leading spike intensity I2 ≈ 16Ic(3δ/Λ0)2/3(2a10)4/3γ2/33 ω0/ω3 and the shortest spike duration
∆t2 ≈ 2(2Λ0/3δ)1/3a−2/310 γ2/33 /ω0. Ramping up the pump intensity while keeping plasma param-
eters fixed, the maximum output intensity is reached using the most intense pump allowed by
wavebreaking, which gives I2 ≤ 16Ic(3δ/2Λ0)2/3γ−2/33 ω3/ω0. Alternatively, optimizing plasma pa-
rameters while keeping lasers fixed, the maximum output intensity is reached using the smallest
possible ω3 allowed by wavebreaking, which gives I2 ≤ 8Ic(3δa10/2Λ0)2/3, independent of γ3. Notice
that this output intensity could have been achieved using unmagnetized plasmas, if wavebreaking
and longitudinal modulational instability were the only limiting effects.
6.2.2 Damping: collisional and collisionless
The second category of competing effects are wave damping. Using the ideal cold-fluid model, we
ignored collisions between particles that constitute the fluid and thereof ignored collisional damping
of waves in plasmas. Moreover, the cold-fluid model does not capture kinetic effects. Since plasma
particles can have a distribution of velocities instead of a single fluid velocity, the same wave
is Doppler-shifted by different amounts when seen by particles with different velocities. As a
consequence, the phase mixing of the particles’ response leads to collisionless Landau damping of
plasma waves. In this section, I will discuss these two damping mechanisms in magnetized plasmas.
Collisional damping
Collisional damping occurs for both the EM waves and the UH wave. When collisions happen,
the coherent quiver motion of charged particles is randomized, and the wave energy that would
otherwise just oscillate between fields and particles are now irreversibly lost. Consequently, the
plasma is heated up and the waves are damped. Within the cold-fluid framework, this collisional
damping phenomenon may be modeled by adding Drude-type collision terms into the momentum
equations. However, for an order-of-magnitude estimate, here it is sufficient to use a heuristic
argument.
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The dominant contribution comes from collisions between different species, during which current
is dissipated. On the other hand, collisions between the same species does not change current, so
their contributions to wave damping can be ignored to the lowest order. In an electron-ion plasma,
the intra-species collision frequency is
νei ' n0 Z
2e4Λ
4pi20m
2
ev
3
, (6.11)
where n0 is the plasma density, Z is the ion charge, Λ is the Coulomb logarithm, and v is the
characteristic velocity of e–i collisions. In a classical plasma where Fermi statistics is insignificant,
the characteristic velocity contains contributions from both the thermal motion vT and the quiver
motion vq. To obtain an upper bound of the collision frequency, we can ignore wave motion, and
take v ∼ vT up to some constants. The Coulomb logarithm Λ may be adjusted to account for effects
of Fermi degeneracy and magnetization, but to lowest order, the collision frequency is proportional
to density.
To determine the damping rate of the EM waves due to e–i collisions, consider the following
simple estimation. Suppose the quiver motion of an electron is fully randomized by a single e–i
collision, then the amount of wave energy carried by the electron is completely lost. However, the
wave energy carried by electric and magnetic fields still remains. Therefore, the wave only loses the
kinetic fraction uV of its total energy u. During the inverse Bremsstrahlung, the energy damping
rates of the pump laser (a1) and the seed laser (a2) can be estimated by
ν1,2 ' νeiuV
u
' νei
ω2p
2ω21,2
, (6.12)
where I have used Eq. (3.72) for the wave energy coefficient, with the assumption that the laser
frequencies are much higher than the characteristic frequencies of the plasma. Notice that the
inverse-Bremsstrahlung damping rate is proportional to n20 and thereof decreases rapidly when the
plasma density decreases.
The collisional damping rate of the quasi-longitudinal plasma wave can be estimated similarly.
Again, suppose the wave kinetic energy is completely randomized by a single e–i collision, then
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using Eq. (3.76), the collisional damping rate of the UH wave (a3) is
ν3c ' νeiuV
u
' νei
(
1− ω
2
p
2ω2UH
)
. (6.13)
When plasma density is replaced by the magnetic field in UH-mediated pulse compression, not only
is the collision rate νei ∝ n0 reduced, but the fraction ωp/ωUH is also reduced, resulting in a rapid
decrease of the collisional damping rate of the mediating plasma wave.
In order for pulse compression to work, collisional damping must be subdominant when com-
pared to three-wave interactions. In particular, the plasma wave must persist until the lasers
traverse the interaction region. Denote ∆t2 the duration of the seed pulse, which is roughly the
interaction time between the pump and the seed, then damping of the plasma wave must be weak
enough such that
ν3c∆t2 . 1. (6.14)
Moreover, the lasers must be able to penetrate the plasma with little energy loss. Since the EM
waves need to propagate through the plasma by the maximum amplification time tM , the lasers
need to survive collisional damping on this time scale
ν1,2tM . 1. (6.15)
When plasma density is replaced by the background magnetic field, collisional damping is reduced,
resulting in higher pulse compression efficiency. Using Eq. (6.10) for the maximum amplification
time tM , the collisional damping of the UH wave and the EM waves are alleviated by γ
−4/3
3 and
γ
−8/3
3 , respectively. When less amplification time is used, the pulse duration becomes longer, so
the constraints become more strict for the UH wave while less strict for the lasers.
Collisionless damping
Collisionless damping in magnetized plasmas is a controversial subject. Numerous regimes exist
where the wave frequency, the gyro frequency, and the trapping frequency are ordered differently.
It is not the goal of this thesis to clarify controversies in the literature. For the purpose of pulse
compression, it is suffice to notice that collisionless damping is due to phase mixing. Therefore, to
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lowest order, the damping rage ν3l ∝ n0 decreases when the density of the plasma is replaced by
the background magnetic field.
To see why collisionless damping becomes very complicated when a transverse magnetic field is
present, let me first briefly review collisionless damping in unmagnetized plasmas. By solving the
linearized Vlasov-Poisson’s equation, Landau (1946) computed damping rate as the imaginary part
of the wave frequency, which arises when averaging the distribution function over the Doppler pole
using the Landau contour. Beyond the linear theory, collisionless damping is a robust phenomenon
due to phase mixing, whereby regularity is transfered from the spatial electric field to the velocity
space trapped particles (Mouhot and Villani, 2011). Without using these formal mathematical
treatments, the damping rate can be simply estimated using the following heuristic argument.
Consider a test particle moving in a prescribed electrostatic wave with E(x, t) = E0 cos(kx−ωt).
The Lagrangian of the test particle is L = mx˙2/2−eφ, where φ is the electrostatic potential. Using
normalized variables, the Hamiltonian can be written as ε = ξ˙2/2 − r2 sin ξ, where ξ = kx − ωt is
the wave coordinate, and r = vt/vp is the ratio of the trapping velocity vt =
√
eE0/mk over the
phase velocity vp = ω/k. When the test particle has energy ε > r
2 in the co-moving frame, it has
enough kinetic energy to overcome the potential barrier. On the other hand, when ε < r2, the test
particle does not have enough kinetic energy and becomes trapped in a potential well. Changing
coordinate back to the lab frame, there exists some ∆v ∼ vt, such that particles with velocity
|v − vp| < ∆v are trapped particles, while particles with |v − vp| > ∆v are passing particles.
In a plasma, instead of a single particle, there exists a velocity distribution of particles, whose
averaged response determines the wave behavior. Suppose the electrostatic wave can be somehow
setup, then for passing particles, their averaged velocity 〈v2〉 = v2 is unchanged by the wave.
Therefore, passing particles do not exchange energy with the wave on average. In contrast, for
trapped particles, their averaged velocity 〈v2〉 = v2p. Therefore, on average, a trapped particle with
initial velocity v > vp looses energy to the wave, while a trapped particle with v < vp gains energy
from the wave. By energy conservation, the wave damps if there are more energy-gaining particles
than energy-losing particles, whereas the wave grows in the opposite case. Denote f(v) the one-
dimensional distribution function with
∫
dvf(v) = n0. When ∆v  vp, the energy exchange ∆U ∼
mvpf
′(vp)(∆v)3 occurs on the trapped particle bouncing time scale ∆t ∼ m∆v/eE0. Therefore, the
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wave damping rate is approximately ν ∼ ωpv2pf ′(vp). This estimation gives the Landau damping
rate up to some order-unity numerical constants.
Now let us add a transverse background magnetic field to the test particle picture. Suppose
the magnetic field is in the z-direction, and the UH wave propagates in the x-direction, then in
the Landau gauge, the Lagrangian of the test particle is L ∝ (v2x + v2y)/2 + Ωxvy + v2t sin(kx− ωt),
where Ω is the gyro frequency and vt is again the trapping velocity. Unlike the unmagnetized
case, the effective potential now depends on the particle’s velocity. By the translational symmetry
in the y-direction, one Euler-Lagrange equation yields a constant of motion u = vy + Ωx. The
other equation can be written as χ¨ = −R2χ + r2 cos(χ − τ), where the normalized coordinates
χ = kx + ωu/Ωvp and τ = ωt + ωu/Ωvp. Since there are three characteristic frequencies in the
problem, the behavior of the equation is governed by two dimensionless ratios, namely, the ratio
of gyro frequency over the wave frequency R = Ω/ω, and the ratio of the trapping frequency over
the wave frequency r = vt/vp. In addition to having an extra parameter, the magnetized case is
substantially more complicated for two reasons. First, due to the E × B drift, there is no simple
coordinate transform, such as ξ = χ − τ , by which the force can be made time-independence.
Second, the relative phase between the gyro motion and the wave motion is important, and the
initial conditions can dramatically affect the particle’s behavior, even when the initial velocities are
the same. Consequently, there are many different types of chaotic orbits, and the particle can hop
between these orbits with a slight change of initial conditions (Dodin and Fisch, 2011). Thus, we
are unfortunately stuck at just the first step of a heuristic estimation.
Many attempts have been made in the literature to circumvent the aforementioned difficulties.
A naive linear kinetic calculation using unperturbed gyro orbits in the velocity space integral yields
exactly zero damping rate when wave propagate perpendicular to the background magnetic field
(Stix, 1992). While this result might be a reasonable approximation when R  r, it is invalid in
the opposite case (Sukhorukov and Stubbe, 1997), because in the limit B0 → 0 the result fails to
recover the nonzero Landau damping rate. Therefore, it is necessary to take both wave motion and
gyro motion into account.
In the regime gyro motion dominates wave motion, collisionless damping can happen due to
stochastic heating (Karney, 1978, 1979). In this regime, a gyrating particle, whose perpendicular
velocity v⊥ > vp, receives small random kicks from the wave at two points along its gyro orbit, where
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the particle is in Landau resonance with the wave. When the kicks are small, particle’s diffusion in
the energy space is well correlated with its diffusion in the configuration space. On the other hand,
larger kicks destroy the phase of gyration, making the particle’s motion stochastic. The stochastic
motion occurs within a window in the phase space, wherein a plateau of the distribution function is
formed. During the formation of the plateau, if the distribution function is such that more particles
gain energy than loss energy, then the wave damps in the same way as in the unmagnetized case,
except now the time scale for the plateau formation is the stochastic diffusion time. Assuming that
good estimations for the stochastic window and the diffusion coefficient can be obtained, the wave
damping rate can then be estimated.
In the opposite regime, where the wave motion dominates the gyromotion, and collisionless
damping can happen due to surfatron acceleration (Sagdeev and Shapiro, 1973; Dawson et al., 1983).
In this regime, magnetic field is considered as an initially-small perturbation to the unmagnetized
picture. In the unmagnetized picture, resonant particles are trapped in the wave, and bounce back
and forth along the Ex direction in the wave trough. In the co-moving frame, which moves across
the transverse background magnetic field Bz at wave phase velocity vp, the trapped particles see
an electric field Ey = vpBz, which accelerates trapped particles along the wave front. Due to this
secular surfatron acceleration in the y-direction, trapped particles quickly gain energy. After a few
bounces, the vy×Bz force becomes sufficient for particles to overcome the Ex barrier and thereafter
become untrapped. In other words, the surfatron acceleration mechanism converts trapped particles
with averaged velocity vp to passing particles with averaged velocity ∼ Ex/Bz. When the magnetic
field is weak, this conversion results in a large energy gain for the particles, and consequently a
strong damping of the wave.
Estimating the damping rate is very difficult even in the above two regimes where the physical
picture is relatively clear. Here, as a very rough estimation, notice that the UH wave frequency
is typically comparable to the gyro frequency. Hence an electron having perpendicular velocity
close to vp sees an almost-constant wave electric field. In such an electric field, the electron may
gain or loss energy to the wave, depending on the relative phase of wave motion and gyro motion.
The phase mixing process causes the UH wave to damp on a Maxwellian background with rate
νL ∼
√
pi(vp/vT )
3 exp(−v2p/v2T )ω2p/ω3, where vT is the thermal velocity. Since linear wave requires
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vp > vT , the sufficient condition that collisionless damping is weak may be approximated as
ν3L
ω3
≈ √pi(3/2)3/2e−v2p/v2T γ−23  1. (6.16)
As ω3 → |Ω|, the electron density vanishes, so there are fewer electrons to participate in the phase
mixing, and collisionless damping thereof becomes smaller.
6.3 Operation windows
The limiting effects define an operation window, within which efficient pulse compression is theoret-
ically possible. In unmagnetized plasma, the four limiting effects discussed in the previous section
give the tightest constraints. These constraints rule out regions in the parameter space, where the
pulse compression process is interrupted. If these regions do not cover the entire parameter space,
then we are left with a viable operation window, within which we can avoid all competing effects
and use three-wave interactions to compress laser pulses. Now with an external magnetic field,
the limiting effects are changed with respect to the pulse compression process. In other words, the
magnetic field gives an extra degree of freedom, so that for a given seed pulse, the parameters we
can tweak are now the pump laser frequency ω0 and intensity I1, and plasma density n0, temper-
ature T , magnetic field B0, and the plasma length L. By adjusting the extra control variable γ3,
the unmagnetized operation window can thus be expanded.
6.3.1 Laser parameter space: wavelength-intensity window
Consider the two-dimensional projection of the multi-dimensional operation window to the pump
laser parameter space. For simplicity, I will plot sharp boundaries for the operation window by
replacing constraints of the type x  y by more definite constraints of the type x/y < 0.1. It
is worth noting that the operation window does not in fact have sharp boundaries in the sense
that pulse compression is possible on one side and impossible on the other side. Instead, the pulse
compression efficiency makes a smooth transition from low to high when crossing the boundary
from the outside to the inside of the operation window. The sharp boundaries merely give a sense
where the transition happens in the parameter space. To plot the boundaries, we need to solve a
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number of inequalities imposed by the four limiting effects, which can be done numerically. Let us
introduce an boolean function C(ω0, I1), whereas C = 1 means all constraints are satisfied, while
C = 0 means at least one constraint is not satisfied. We can scan the ω0-I1 space with the boolean
function, and whenever C = 1, we can then use the solution to the three-wave equations as an
objective function to maximize the output pulse intensity I2, by choosing among viable plasma
parameters.
For example, consider pulse compression in hydrogen plasmas (Fig. 6.2), where species matters
because the ion charge affects the collision frequency. First, notice that the unmagnetized operation
window (Fig. 6.2a, colored region) can be maximally expanded to the magnetized window (Fig. 6.2b,
colored region), when the optimal external magnetic fields (Fig. 6.2b, black contours) are applied.
In these figures, region I is excluded because collisionless damping becomes strong while keeping
the plasma condition neλ
3
D  1; region II is excluded, because both damping mechanisms are
strong; region III is excluded because the wavebreaking limit is exceeded while keeping ω3  ω0.
A pump laser can be compressed using plasmas when the laser intensity is not too large and the
laser frequency is not too high. Although the range of lasers that can be compressed by plasmas is
still bounded, the range is already orders of magnitude larger than before.
Second, the maximum achievable output intensity can be increased by applying the optimal
magnetic field. In Fig. 6.2a, the colors denote the ratio of the maximum output intensity Iu2 in the
unmagnetized case to Im2 in the magnetized case. As can be seen from the figure, if a laser whose
parameters are such that it can already be compressed using unmagnetized plasmas, then applying
a magnetic field can only improve the final intensity by a factor of a few. This improvement is
enabled by the alleviation of the modulational instability, so that pulse compression can proceed for
a longer time. While improvements are moderate within the unmagnetized operation window, the
most dramatic improvements are in the region where applying an external magnetic field enables
compression of lasers that could not be compressed before. In Fig. 6.2b, the colors denote the
amplification gain, namely, the ratio of the output pulse intensity Im2 over the pump laser intensity
I1. As can be seen from the figure, amplifications by orders of magnitude are possible even in the
region where unmagnetized compression does not work due to strong damping.
Finally, the necessary plasma density is reduced when external magnetic fields are applied. In
Fig. 6.2, the dashed contours are the requisite plasma density (in units of 1020 cm−3) for optimizing
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Figure 6.2: Operation windows in pump laser parameter space (colored regions). Regions I-III are
excluded by limiting effects and fluid model constraints. (a) The operation window when B0 = 0.
The color scale compares the maximum output achievable in the magnetized case Im2 versus that
in the unmagnetized case Iu2 . The dashed contours (in units of 10
20 cm−3) are plasma density
necessary for achieving Iu2 . (b) The expanded operation window when B0 ≥ 0. The color scale
is the gain Im2 /I1. By applying optimal magnetic fields (solid contours), plasma densities (dashed
contours) necessary for achieving Im2 are now reduced.
the output intensity. In unmagnetized plasmas, the density needs to be high enough to provide
sufficient coupling and avoid wavebreaking. On the other hand, the density cannot be too large,
otherwise less energy is distributed to the seed pulse during three-wave interactions and damping
also becomes strong. Now when we magnetize the plasma, the same resonance condition can be
satisfied with less plasma density. Since the resonance condition is the same, the energy distribu-
tion during three-wave interactions also remains the same. Although the coupling is reduced, the
limiting effects are reduced more. In particular, the reduction of the modulation instability allows
longer amplification time, and the reduction of wave damping reduces energy loss. The density
reduction not only allows an increase of the output intensity, but also relaxes engineering con-
straints. As mentioned earlier, achieving high-density uniform plasmas is challenging with current
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technologies. Therefore, replacing density with available magnetic fields now enables compression
of lasers that were technologically challenging to compress before. This technological advantage
makes it beneficial to use magnetized plasma within the unmagnetized window, even when it does
not improve the maximum output intensity.
6.3.2 Plasma parameter space: density-temperature window
The multi-dimensional operation window can also be projected to the plasma parameter space.
This projection informs us what plasma targets we need to set up in order to achieve efficient pulse
compression. As before, the operation window only gives a rough indication where the transition
from efficient to inefficient pulse compression happens. In what follows, I will give two examples.
The first example is the compression of a soft X-ray laser, which cannot be compressed using
unmagnetized plasmas due to strong damping. The second example is the compression of a UV
laser, for which magnetic field helps to improve performance and relax engineering requirements.
First, to illustrate the expanded regime made possible through magnetized plasma, consider
the very ambitious, and speculative, compression of soft X-ray pulses. For example, X-ray pulses
produced at the Linac Coherent Light Source have 2-6 mJ in energy, 5-500 fs in duration, and focal
spot ∼ 10µm2 (Bostedt et al., 2013), corresponding to intensity ∼ 1018 W/cm2. Since the photon
energy in these pulses is in the range 250 eV–10 keV, efficient pulse compression using unmagnetized
plasmas is not possible (Fig. 6.2). However, the inefficient compression using unmagnetized plasmas
(Sadler et al., 2015) can be made efficient by applying a magnetic field on the order of gigagauss
(Fig. 6.3a) using hydrogen plasmas. Such a field is of course huge, but in principle achievable over
the small volumes; for compressing a 500 fs pulse, a plasma length of only 0.3 mm is needed. The
strong magnetic field reduces necessary plasma density and therefor reduces wave damping, making
it theoretically possible to compress picosecond X-ray pulses to femtosecond (Table 6.1). In this
example, the magnetic field opens up the otherwise closed operation window.
To illustrate the use of magnetized plasma in a more practicable example, consider the com-
pression of UV lasers. For example, KrF pulses produced at the Nike laser facility have kilojoules
energy with nanoseconds duration (Obenschain et al., 1996). These pulses can be focused on a spot
of size ∼ 0.01 cm2, reaching peak intensity ∼ 1014 W/cm2. The average intensity, however, falls in
the range 1012–1013 W/cm2. Since the photon energy of the KrF laser is ∼ 5 eV, the unmagne-
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tized operation window is about to close when the laser intensity is at the lower end (Fig. 6.2).
However, the narrow unmagnetized window can be expanded by applying a megagauss magnetic
field (Fig.6.3b), when hydrocarbon plasmas (C3H8, Zeff≈2.36) are used. In the expanded operation
window, the minimum plasma density is reduced, which enables the output pulse to have larger
intensity and longer duration (Table 6.1). In this example, less density is required and more intense
output can be produced using magnetized plasma.
The required plasma parameters in the above two examples are very challenging, but in prin-
ciple achievable, using current technologies for strong magnetic fields. As mentioned in Ch. 1, one
technique generates magnetic field by driving capacitor coil targets with intense lasers. In a number
Figure 6.3: Operation windows in plasma parameter space (white regions). The colored regions,
possibly overlapping, are excluded by wavebreaking (blue-i), collisionless (orange-ii) or collisional
damping (red-iii), and ω3/ω0 > 0.1 (yellow-iv). The exclusions in unmagnetized plasmas (left) are
larger than those in magnetized plasmas (right). (a) Soft x ray laser with I1 = 10
18 W/cm2 and
ω0~ = 250 eV. B0 = 1.5 GG. (b) KrF laser with I1 = 1013 W/cm2 and ω0~ = 5 eV. B0 = 5 MG.
n19 and n22 are ne in the units of 10
19 cm−3 and 1022 cm−3.
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Pump
Plasma Pulse Compression
B0 minne max I2/I1 ∆t2 γ3 tM ω3/ω0
250 eV, I18 1.5 GG 8.1 n22 2.3×103 0.5 fs 1.9 0.9 ps 8.1%
5 eV, I13
0 G 8.9 n18 1.9×104 54 fs 1.0 0.8 ns 2.2%
5 MG 3.6 n18 2.7×104 65 fs 1.3 1.3 ns 1.8%
Table 6.1: Key parameters for examples given in Fig. 6.3, assuming the initial pulse duration is not
much longer than ∆t2, and the initial pulse intensity is such that Λ0 ≈ 6. For soft X-ray pulses,
applying a magnetic field opens up the otherwise closed operation window. For UV pulses, applying
a magnetic field reduces the necessary plasma density and enables more intense and longer outputs.
of experiments (Fujioka et al., 2013; Santos et al., 2015), generation of megagauss magnetic field,
which is uniform on millimeter scale and quasi-static on nanosecond scale, has been demonstrated.
Another technique generates magnetic field by ablating solid targets with intense laser pulses (Wag-
ner et al., 2004; Tatarakis et al., 2002a; Borghesi et al., 1998). This technique can produce plasmas
with ∼ 1021 cm−3 density and magnetic fields on the order of gigagauss, when picoseconds pulses
with ∼ 1µm wavelength and ∼ 1020 W/cm2 intensity are used in experiments. The density and
magnetic field produced near the solid surfaces are uniform on micrometer scale and quasi-static
on picosecond scale. The usefulness of strong magnetic fields provides an additional justification
to further development of these magnetic field technologies.
6.4 Particle-in-cell validations
From theoretical analysis in the previous sections, it is clear that a transverse external magnetic
field can improve the performance of laser pulse compression. However, the order-of-magnitude es-
timations cannot quantify the exact improvements. In addition, the one-by-one analysis of limiting
effects may not capture the complete picture when all processes are at play. Moreover, we have
hitherto only considered limiting effects that are known to be stringent for unmagnetized compres-
sions, and it is not guaranteed that no other effects can impose stricter conditions. Therefore, it is
helpful to carry out comprehensive numerical simulations for the magnetized compression process.
The two well-established methods for simulating kinetic plasmas where high-frequency processes
are modeled directly are the electromagnetic Vlasov simulations and the electromagnetic particle-
in-cell (PIC) simulations. The Vlasov simulations directly solve the coupled Vlasov-Maxwell’s
equations as partial differential equations. The distribution function f(t,x,v) lives on a phase
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space grid, while E(t,x) and B(t,x) live on a configuration space grid. Plasmas influence E(t,x)
and B(t,x) through charge and current densities, which are computed as velocity space integrals;
while E(t,x) and B(t,x) directly act on plasmas through the velocity space advection term. Special
attentions need to be paid when solving the hyperbolic PDEs to prevent numerical oscillations and
ensure positivity of the distribution function. In comparison, the PIC simulations exploit the
Klimontovich formalism, and represent the distribution function by a collection of super-particles.
The electromagnetic fields again live on a spatial grid, and are solved from the Maxwell’s equations
as PDEs. On the other hand, the j-th super-particle’s phase space coordinates (xj(t),vj(t)) are
functions of time only, and they are solved from the Newton’s equation with the Lorentz force as
ODEs. Since particles and fields live on different domains, some deposition scheme is necessary
to translate particles’ position and velocity to charge and current densities on the grid, and some
interpolation schemes is necessary to use field values on the grid to compute forces on particles
that live in the continuum. Neither the Vlasov nor the PIC scheme is perfect. They merely provide
approximate solutions to the plasma kinetic model, in which other effects such as collisions may be
later added. Although there is no guarantee for long-time accuracy, solutions by both schemes are
expected to converge to the correct results for sufficiently high resolutions.
Many implementations of the PIC scheme are available. In fact, I led a collaborative software-
engineering project EMOOPIC, which implemented the PIC scheme using C++ with 3D MPI
and OpenMP parallelizing capability. The Electro-Magnetic Object-Oriented Particle-In-Cell code
uses the standard relativistic Boris algorithm (Boris, 1970) to solve the Newton’s equation, the
standard Yee’s algorithm (Yee, 1966) to solve the Maxwell’s equations, and a first-order deposition
and interpolation scheme to interconnect particles and fields. The EMOOPIC code can handle
a suite of initial and boundary conditions, and is equipped with particle-sorting options to accel-
erate computations. The code has been successfully tested in a few example problems, and the
latest release can be downloaded from GitHub (Glasser et al., 2017), which is accompanied by a
detailed documentation. However, a more established code that has been thoroughly benchmarked
is perhaps more suitable for the purpose of simulating magnetized pulse compression, a setup that
had never been investigated before. In collaboration with Jia et al. (2017), a set of PIC simula-
tions are carried out using the EPOCH code (Arber et al., 2015) in one dimension to model pulse
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compression with a transverse magnetic field. In what follows, I will highlight findings of these
simulations.
6.4.1 Fluid effects: growth and saturation
The prediction that applying a moderate magnetic field improves the performance of laser pulse
compression has been verified using PIC simulations. First, consider the use of a 1.0-µm pump
laser, with constant initial intensity I10 = 3.5 × 1014 W/cm2, to compress a counter-propagating
1.1-µm seed pulse, whose initial intensity I20 = 1.8×1013 W/cm2 and initial duration ∆t20 = 33 fs.
Given the pump and the seed lasers, we apply a magnetic field transverse to the direction of
Figure 6.4: Applying a transverse magnetic field improves the performance of plasma-based laser
pulse compression, as shown here in terms of the peak intensity as a function of the distance of
propagation, obtained using 1D PIC simulations. For a 1-µm optical pulse (a), using a longer
plasma and an optimal magnetic field (red line), the final pulse intensity is twice of what is achiev-
able using unmagnetized Raman (black line). The initial pump intensity I10 = 3.5× 1014 W/cm2,
and the 1.1-µm seed has initial intensity I20 = 1.8× 1013 W/cm2 and initial duration ∆t20 = 33 fs.
For a 10-nm X-ray pulse (b), replacing plasma density with a transverse magnetic field on gi-
gagauss scale alleviates strong damping. Consequently, magnetized pulse compression becomes
possible (purple), while unmagnetized amplification can barely work (black). The pump intensity
I10 = 1.4× 1018 W/cm2, and the 11-nm seed pulse has I20 = 1.4× 1018 W/cm2 and ∆t20 = 1.5 fs.
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laser propagation, and reduce the plasma density accordingly to maintain the resonance conditions
(Fig. 6.4a). When there is no magnetic field (black line), pulse compression is mediated by Raman
backscattering. After the initial exponential growth, the seed pulse enters the nonlinear compression
stage, until its intensity saturates at I2 ≈ 5.5 × 1017 W/cm2 due to the modulational instability.
As we increase the magnetic field (color lines), the growth becomes slower, but the saturation is
delayed. The net consequence is that the attainable final pulse intensity increases with the magnetic
field, until an optimal field B ≈ 8.6 MG is reached (red line), where the final pulse intensity is
about twice of what is achievable using Raman compression. When a stronger magnetic field is
applied (blue line), the seed pulse loses a substantial amount of energy to the wakefield, which
inhibits further increase of the pulse intensity.
In addition to improving the performance in the optical regime, applying a magnetic field
enables compression of short-wavelength pulses that cannot be compressed using unmagnetized
plasmas. For example, a 10-nm soft X-ray laser is at the verge of what can be amplified using
Raman compression. At even shorter wavelength, collisional damping becomes too strong. The
total damping could have been alleviated by increasing the plasma temperature, if it were not due
to collisionless damping, which increases with the plasma temperature. Therefore, the operation
window in the plasma parameter space is almost closed (Fig. 6.2). In one-dimensional PIC simu-
lations with the collision module of the EPOCH code turned on (Jia, 2016), the 11-nm seed pulse,
whose initial intensity I20 = 1.4 × 1018 W/cm2 and initial duration ∆t20 = 1.5 fs, barely grows
when pumped at I10 = 1.4 × 1018 W/cm2 (Fig. 6.4b, black). However, keeping the same plasma
temperature Te = 200 eV and Ti = 1 eV, while applying a 0.8-GG magnetic field and reduce the
plasma density in such a way that the frequency of the plasma wave remains fixed, the effective
growth rate becomes much larger (purple). This is because although the undamped growth rate
γ0 ∝ n1/2e is reduced in lower density plasmas, the collisionless damping ν3 ∝ ne and the collisional
damping ν1,2 ∝ n2e are reduced more substantially. Therefore, faster effective growth is possible
when we magnetize the plasma medium, using which compression of soft X-ray pulses beyond the
reach of previous methods becomes possible.
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6.4.2 Kinetic effects: wakefields and wavebreaking
From simulations of 1-µm pulse compression, we see that while moderate magnetic fields delay
modulational saturation and improve final pulse intensity, applying too large a magnetic field
results in a decrease of the pulse intensity due to wakefield generation. When an intense laser
pulses propagates in a plasma, its ponderomotive force expels plasma electrons and excites plasma
wakefield. In a weakly magnetized plasma (Fig. 6.5a), the wakefield is similar to the unmagnetized
wakefield, in which the longitudinal component E‖ dominates. However, in a strongly magnetized
plasma (Fig. 6.5b), the transverse component E⊥ grows to comparable strengths. Therefore, the
field energy density contained in the wakefield increases when the magnetization factor γ3 becomes
larger. In addition, the scale of the wakefield ∼ c/ωp is comparable to the plasma skin depth. When
more plasma density is replaced by the magnetic field, the skin depth increases. Hence, not only
is a larger energy density contained in the wavefield, but the wakefield also extends for a larger
spatial region when γ3 increases. Moreover, wakefield energize plasma electrons and transfer its
Figure 6.5: Left-propagating electric fields (left axis) when the right-propagating 1.1-µm pulse (right
axis) reaches relativistic intensity a2 ∼ 1, whereby wakefield starts to be excited. The silhouettes
outline the wave envelopes, inside which the colored regions are covered by fast oscillations on the
wavelength scale. When the magnetization factor is γ3 = 1.42 (a), the wakefield excited by the
intense pulse (orange) is largely electrostatic, where the longitudinal field E‖ (blue) dominates the
transverse field E⊥ (red). When magnetization increases to γ3 = 2.42 (b), the E⊥ component
starts to become comparable to E‖. The magnetized wakefield contains more energy, causing the
amplified pulse to loss energy more rapidly.
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energy to the kinetic energy of fast particles. In the unmagnetized case, electrons are accelerated
only in the longitudinal direction. Whereas in the magnetized case, the wakefield also accelerates
electrons in the transverse direction. Consequently, when the magnetization factor increases, both
the field energy and the kinetic energy contained in the wakefield increases, to which the amplified
laser pulse losses more energy.
The energy loss due to electromagnetic wakefield generation may be partially compensated
by the resilience of magnetized plasmas to wavebreaking, whereby a stronger pump laser can be
employed to supply energy to the growing seed pulse. As mentioned in Sec. 6.2.1, although wave-
breaking is an important limiting effect in unmagnetized compression, the magnetized plasma wave
can still mediate pulse compression efficiently beyond the wavebreaking threshold. This is because
the transverse magnetic field B0 provides an additional restoring force, and the large E‖×B0 shear
stabilizes the plasma wave beyond the wavebreaking threshold. For example, for compression of
1-µm lasers in a plasma with γ3 = 2.24, the wavebreaking pump amplitude ab ≈ 5 × 10−3. When
Figure 6.6: Due to resilience of magnetized plasma waves to wavebreaking, pulse compression
efficiency is higher than expected. In a plasma with γ3 = 2.24, a set of 1-µm pump lasers with
a1 above the wavebreaking intensity ab are used to compress the 1.1-µm seed to a2 ∼ 0.5. When
a1 ≈ 2ab, spikes are formed in the electron phase space (a), which indicate infinite density gradient
and thereof wavebreaking. However, the plasma wave remains intact until a1 ≈ 6ab, where phase
space islands form (b), and the plasma wave becomes strongly damped. The pulse compression
efficiency (c, red circles) is well above the wavebreaking expectation (c, black line). The efficiency
remains high after the pump amplitude exceeds the wavebreaking threshold, and η diminishes only
after an even higher phase mixing threshold is surpassed.
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pumped by a1 ≈ 2ab, the plasma wave breaks, which is manifested in the electron phase space den-
sity plot (Fig. 6.6a). The plasma density piles up at the spikes, reaching theoretically infinite density
gradient. However, instead of collapsing, the plasma continues to mediate pulse compression, and
the efficiency η ≈ 70% (Fig. 6.6c, red circles) remains well above the wavebreaking expectation
(Fig. 6.6c, black line). Although the pump intensity is not limited by wavebreaking, it is bounded
by a higher phase-mixing threshold, beyond which the plasma wave becomes strongly damped. For
example, when the compression is pumped by a1 ≈ 6ab, the large amplitude plasma wave can no
longer be sustained by the background magnetic field, and phase space islands form (Fig. 6.6b).
Although η ≈ 10% is still well above the wavebreaking expectation, the collapsing plasma wave
can no longer efficiently mediate energy transfer (Fig. 6.6c). We see phase mixing, which happens
at amplitudes higher than wavebreaking, is the stringent effect that limits the maximum allowable
pump intensity in magnetized laser pulse compression.
Simulations of 1-µm pulse compression in magnetized plasmas confirm the theoretical expecta-
tion that replacing plasma density with background magnetic fields on magagauss scale relatively
suppresses instability and damping, and allows the use of slightly longer plasma targets to improves
the performance of laser pulse compression. Moreover, the PIC simulations identify wakefield gen-
eration as an important mechanism that disfavor the use of magnetic fields that are too strong. This
limitation can however be circumvented due to the resilience of magnetized plasmas to wavebreak-
ing. Until a higher phase-mixing threshold is reached, the pump can be strengthened to efficiently
compress the pulse to intensities that are not achievable using unmagentized plasmas.
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Part II
QED plasma theory and simulations
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W hen strong electromagnetic fields or energetic particles are present, we enter the realm of
relativistic quantum physics. For example, in the vacuum, electron-positron pairs can be
created by strong electric fields beyond the Schwinger limit Es ∼ 1018 V/m, which corresponds to
a magnetic field Bs ∼ 109 T. These strong fields also noticeably alter plasma behaviors, leading to
anharmonic cyclotron absorption features observed in spectra of X-ray pulsars. Moreover, when
high-energy-density plasmas are present, relativistic quantum effects become important even when
fields are orders-of-magnitude smaller than the Schwinger fields. For example, when ultra-intense
lasers interact with solid targets, electron-positron pairs can be produced, whose experimentally
observed energy spectra remain to be explained by better models.
In this part of my thesis, I develop a relativistic quantum model for plasma physics, starting
directly from quantum field theory. In particular, I extend quantum electrodynamic (QED), which
is the ab initio standard model for electromagnetic interactions, to a model also for plasmas. In
the standard QED, only a few charged particles and a few photons are involved, and what is of
concern is usually relativistic quantum interactions between these particles. On the other hand,
in the standard plasma physics, many particles and waves are present, and the focus is usually
on the collective behavior of the medium. Now, in order to model systems like neutron star
magnetospheres and high-energy-density laser plasmas, I develop a model for QED plasmas, which
is applicable when both relativistic-quantum and collective effects are important.
As a toy model, I contemplate scalar QED, which describes spin-0 charged bosons, such as
deuteron ions, charged pions, and Cooper pairs. Although plasmas are typically made of spin-1/2
charge fermions, classical plasma physics takes no account of particle spin-statistics at all, which
is valid when one is not concerned with spin effects and when the plasma is not Fermi degenerate.
Keeping in mind that the developments for spinor QED can proceeds analogously, the scalar-QED
plasma model enables a clean demonstration of collective effects, without the complication due to
spin and chiral effects associated with Dirac fermions. As a proof-of-principle demonstration that
QED can be extended into a many-body theory, just as quantum mechanics did for condensed
matter physics, I will focus on scalar-QED plasmas.
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Chapter 7
Prerequisite: quantum
electrodynamics in vacuum
In this chapter, I will give a condensed introduction to quantum field theory, which is the founda-
tion of modern descriptions of elementary particles and their interactions, as elaborated by many
text books, for example, Peskin and Schroeder (1995); Schwartz (2014). Quantum field theory
used to be in the tool box of many first-generation plasma physicists, who later decided that rel-
ativistic quantum effects are neither important for understanding astrophysical plasmas like the
sun, nor achieving thermonuclear fusion using magnetic confinement. After decades of isolated
developments, many plasma physicists nowadays are probably not familiar with quantum field
theory. However, the scope of plasma physics has been expanded beyond the realm of classical
physics. In recent decades, X-ray and gamma-ray telescopes have unveiled rich spectral features
of neutron stars, providing valuable data for strong-field astrophysics. Moreover, developments
of intense lasers have paved ways not only for achieving fusion through inertial confinement, but
also for studying high-energy-density matter previously inaccessible by experiments. With these
technological developments, it becomes necessary that plasma physicists pick up tools that have
been sharpened in particle physics and condensed matter physics and use them to farm the fertile
land that so far has not been fully explored.
Quantum field theory is perhaps the most successful theory in physics, based on which three
out of four fundamental interactions can be described to an astonishing precision. As an example
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of quantum field theory, quantum electrodynamics arises when one combines quantum mechanics
and special relativity. These two building blocks of QED are quite simple. One of the building
blocks is the U(1) symmetry of quantum mechanics, which requires that physics remains the same
when an arbitrary complex phase is added to the wave function. The other building block is
the Lorentz symmetry of special relativity, which requires that physical laws remain the same
in any inertial reference frame. However, putting these two building blocks together results in
nontrivial consequences. One consequence is that if charged particles exist, then there must also
exist electromagnetic field; otherwise the theory cannot satisfy the local U(1) symmetry and the
Lorentz symmetry simultaneously. Perhaps an even more profound consequence is that if one type
of charged particles exist, then there must also exist another type of charged particles that have
exactly the same mass but the opposite charge. These amazing facts of QED, together with its
quantitative predictions, have been proven experimentally with extremely high accuracy for a wide
range of conditions. It is the indisputable facts that QED, with its very simple building blocks,
can already explain every aspects of electromagnetic interactions, including strange things such as
the anomalous magnetic moment of electrons and the Lamb shift of hydrogen energy levels, that
made people believe QED to be a cornerstone of our understanding of the universe. This same
cornerstone will be useful in order to develop a theory of relativistic quantum plasmas.
7.1 Classical field theory
The name “quantum field theory” usually presumes that fields are promoted to operators and
thereof become quantized. However, this notion of second quantization is narrower than necessary.
In fact, all observables in quantum field theory can be computed without quantizing the fields.
Quantization is therefore a method instead of the essence of field theory. In this section, I will first
work with field theory from the perspective of equations. For convenience, I will use the natural
units ~ = c = 0 = 1, whereby all dimensional quantities have units of energy scales.
7.1.1 Classical field equation
First, let us consider a free complex scalar field φ, which satisfies the Klein–Gordon (KG) equation.
The KG equation is the simplest relativistic extension of the Schrdinger’s equation, and it describes
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particles that satisfy the relativistic energy-momentum relation E2 = p2 +m2. Taking the ansatz
φ ∝ exp(−iEt + ipx) that particles behave like waves, then we can replace energy E → i∂t and
momentum pj → −i∂j . The energy-momentum relation can then be casted into a PDE, namely,
the KG equation
(∂2t −∇2 +m2)φ = 0. (7.1)
Not surprisingly, since the KG equation is built with the wave ansatz, the general solution is a
linear superposition of plane waves
φ(x) =
∫
d3p
(2pi)3
1√
2Ep
(
ape
−ipx + b†pe
ipx
)
, (7.2)
where Ep =
√
p2 +m2 is the positive energy associated with momentum p, and px := pµx
µ =
Ept−p ·x is the Minkowski inner product with the metric gµν = diag(1,−1,−1,−1). In the above
spectral expansion, ap and b
†
p are some complex functions of p, where b
†
p denotes the Hermitian
conjugate of bp. The Fourier integral is normalized such a way for later convenience.
To develop the free-field theory to an interacting-field theory, it is helpful to take an variational
principle perspective. From this perspective, the KG equation is the least-action trajectory of the
action S0 =
∫
d4xL0, with the Lagrnagian density of the free field
L0 = ∂µφ∗∂µφ−m2φ∗φ, (7.3)
where φ∗ is the complex conjugate of φ. The Lagrangian L0 is invariant under the global U(1)
transformation φ → φ′ = exp(iα)φ, where α is an arbitrary real constant. This U(1) symmetry
requires that φ and φ∗ appear in pairs. Moreover, the action S0 is invariant under the Lorentz
transformation xµ → x′µ = Λµνxν , under which the complex scalar field is transformed by under
the pullback φ(x)→ φ′(x) = φ(Λ−1x). This Lorentz symmetry requires that all spacetime indices
are properly contracted. In addition to the kinetic term and the mass term in L0, interaction
terms are also allowed by the U(1) symmetry and the Lorentz symmetry. For example, consider
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the Lagrangian with a φ4-interaction term
L = L0 + LI
= ∂µφ
∗∂µφ−m2φ∗φ− λ
4
(φ∗φ)2. (7.4)
This interaction Lagrangian is natural in the sense that the coupling coefficient λ is a dimensionless
number. To see why λ is dimensionless, notice that in the natural units, space and time have mass
dimension M−1. In order for the action is a dimensionless number, the Lagrangian density needs
to have mass dimension M4, which can be satisfied if the complex scalar field have mass dimension
M . Therefore, the φ4 interaction Lagrangian has the correct dimension of M4, and the coupling
coefficient is thereof dimensionless.
To obtain the classical equation of motion for the φ field, we demand the classical field to
be the trajectory that extremize the action S. Integrating by part, we can rewrite the action
S =
∫
d4x[φ∗(−∂µ∂µ −m2)φ − λ4 (φ∗φ)2]. In this form, it is easy to take variation with respect to
φ∗. The action is extremized when φ satisfies δS/δφ∗(x) = 0, namely,
(∂2 +m2)φ = −λ
2
φ∗φ2, (7.5)
where ∂2 = ∂µ∂
µ. This equation recovers the KG equation [Eq. (7.1)] when λ → 0. When λ  1,
Eq. (7.5) may be solved perturbatively using the Born approximation with the asymptotic expansion
φ = φ0 + λφ1 + λ
2φ2 + . . . . (7.6)
To λ0 order, φ0 simply satisfies the KG equation, whose general solution is given by Eq. (8.5). To
λ1 order, φ1 satisfies the driven KG equation
(∂2 +m2)φ1 = −λ
2
φ∗0φ
2
0, (7.7)
where the forcing term on the RHS is known from the previous order. Suppose we know the inverse
of the differential operator (∂2 + m2)G(x, x′) = −iδ(4)(x − x′), then the solution to the above
161
equation can be easily constructed as follows:
φ1(x) = − iλ
2
∫
d4x′φ∗0(x
′)φ20(x
′)G(x, x′). (7.8)
This construction will encounter secular terms, as we have seen in Ch. 2, where the field can grow
indefinitely. Instead of using a multiscale expansion, in quantum field theory, removing secular
terms is usually done using a procedure called renormalization, which we shall discuss later. For
now, it is sufficient to recognize that we can systematically obtain the perturbative solution order
by oder, if we know the inverse of the differential operator.
7.1.2 The Green’s function
The inverse of the differential operator is called the Green’s function, which satisfies
(∂2 +m2)G(x, x′) = −iδ(4)(x− x′), (7.9)
where the factor −i in front of the delta function is inserted for later convenience. Notice that the
Green’s function is not unique unless we specifies the boundary conditions. This is because if G
is a Green’s function, then G + φ0 is also a Green’s function, where φ0 satisfies the KG equation.
Using the identify
∫
d4p exp[ip(x−x′)] = (2pi)4δ(4)(x−x′), the Green’s function can be represented
by the integral
G(x, x′) =
∫
d4p
(2pi)4
ie−ip(x−x′)
p2 −m2 , (7.10)
where p2 = pµp
µ is again the Minkowski inner product. The integral encounters poles at p2 = m2,
and the different integration contours for getting around the poles thereof give different Green’s
functions that satisfy different boundary conditions.
A particularly important Green’s function is the one that respects causality. From Eq. (7.8), we
see the value of φ1(x) at one spacetime coordinate x is determined by values of φ0(x
′) at another
spacetime coordinate x′, weighted by the Green’s function G(x, x′). From special relativity, we
expect that the classical information at x′ can influence the field at x if their separation x − x′ is
timelike. On the other hand, we expect that the classical information cannot propagate faster than
the speed of light, so that φ1(x) should have no dependence on φ0(x
′), if the separation x − x′ is
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spacelike. In classical field theory, the present value is determined by the past values through the
advanced Green’s function GA, and the present value affects future values through the retarded
Green’s function GR. However, in quantum field theory, quantum fluctuations enable particles to
take arbitrary trajectories that are not allowed classically. For example, in a particular realization,
a quantum particle can travel faster than the speed of light or even travel backward in time. As we
shall see later, the Green’s function that respects causality in the quantum sense is the Feynman
Green’s function
GF (x, x
′) =
∫
d4p
(2pi)4
ie−ip(x−x′)
p2 −m2 + i , (7.11)
where  > 0 is an arbitrarily small parameter, prescribing how to move the integration contour
away from the poles. The above integral representation can be evaluated using Bessel functions
(Appendix D), and an explicit formula for the Feynman Green’s function can be written in terms
of the correlation function as
GF (x, x
′) = θ(t− t′)D(x− x′) + θ(t′ − t)D(x′ − x), (7.12)
where θ is the Heaviside step function, and the correlation function
D(x) =
∫
d3p
(2pi)3
e−ipx
2Ep
. (7.13)
When the separation is spacelike, the correlation function ∝ ρ−3/2e−ρ is suppressed exponentially
for large spatial separations
D(x− x′) = m
2
4pi2
K1(ρ)
ρ
, (7.14)
where Kν(z) is the modified Bessel functions of the second kind, and the normalized proper length
ρ = m
√
(x− x′)2 − (t− t′)2. On the other hand, when the separation is timelike, the correlation
function ∝ τ−3/2e−iτ behaves like a decaying wave for large temporal separations
D(x− x′) = im
2
8pi
H
(2)
1 (τ)
τ
, (7.15)
where H
(2)
ν (z) is the Hankel function of the second kind, and the normalized proper time τ =
m
√
(t− t′)2 − (x− x′)2[θ(t − t′) − θ(t′ − t)] keeps the original sign of the time separation. The
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correlation functions inside and outside the light cone are connected by analytic continuation
(Fig. D.1), and it is thus continuous on the light cone (t − t′)2 = (x − x′)2. However, due to
the Heaviside step function, the derivative of the Green’s function GF is not continuous, giving rise
to the delta function in Eq. (7.9). We see there is an important distinction between the classical
and the quantum world. In the classical world, information cannot propagate faster than the speed
of light. On the other hand, propagation faster than the speed of light is allowed in the quantum
world, but the probability is exponentially suppressed.
7.1.3 Interacting fields
Now that we have a formula for the Green’s function, we can in principle evaluate integrals, such
as Eq. (7.8), to obtain perturbative solutions to the field equation. In scattering theory, one is
usually concerned with the asymptotic behaviors of the wave functions. For example, consider the
case where φ0 contains two incoming waves with momentum p1 and p2, and an out going wave with
momentum p3, where the wave function asymptotes to
φ0(x) ∼ 1
r
(eip1x + eip2x + e−ip3x), (7.16)
for some large proper distance r  1/m measured from the lab origin. Then, in Eq. (7.8), the
products φ20φ
∗
0 ∼ 2r3 exp[i(p1 + p2 − p3)x] + . . . , where the factor of “2” comes from φ20. After
carrying out the convolution integral with the Green’s function, the first-order field contains many
terms, including
φ1(x) ∼ −iλ
r
e−ip4x + . . . , (7.17)
where the 4-momentum p4 = p1 + p2 − p3. We see the scattering amplitude
iM(p1p2 → p3p4) = −iλ+ . . . . (7.18)
Knowing the probability amplitude, we can then compute the scattering cross section, which is
proportional to |M|2 up to some phase space factors. Similarly, it is possible to compute scattering
cross sections of other processes by first solving the field equation perturbatively and then extracting
the asymptotic behavior of the wave function.
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Apart from the φ4 interaction, local U(1) symmetry of the complex scalar field requires that
the complete theory also contains additional fields and interactions. To see why, let us consider
how derivatives transform under the local U(1) symmetry
φ(x)→ φ′(x) = eieα(x)φ(x), (7.19)
where α(x) is an arbitrary real scalar field, and e is the charge of the field φ(x) under the group
action. In particular, when the charge e = 0, the field φ does not transform. Under the above
transformation, the mass term m2φ∗φ and the interaction term λ4 (φ
∗φ)2 are both invariant. If α
was just a constant, then the kinetic term ∂µφ
∗∂µφ would also be invariant. However, now that
α(x) is a function, the derivative is transformed by
∂µφ→ eieα(∂µφ+ ie∂µαφ), (7.20)
which does not look particularly nice. In fact, the partial derivative is defined as the limit
∂µφ = lim∆µ→0
1
∆µ
[φ(x+ ∆µ)− φ(x)]. Since the two points φ(x + ∆µ) and φ(x) are transformed
differently under the local U(1) symmetry, the partial derivative does not have a well-defined trans-
formation.
In order to define a properly transformed derivative, we need some comparator U(x, y), such
that under symmetry transformation
φ(x) → g(x)φ(x), (7.21)
U(x, y) → g(x)U(x, y)g−1(y), (7.22)
for all element g in the Lie group G. Under local transformation, g(x) is some smooth section of the
fiber bundle P ×G, where P is the spacetime manifold. In this way, the combination U(x, y)φ(y)
transforms as φ(x), and we can then compare values at two different points x, y ∈ P in a well
defined manner. In particular, we can define a well-transformed derivative
Dµ(x)φ(x) = lim
∆µ→0
1
∆µ
[
U(x, x+ ∆µ)φ(x+ ∆µ)− φ(x)
]
. (7.23)
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This derivative is called the gauge covariant derivative, which transforms as the field φ(x) by
Dφ → D′φ′ = gDφ. From how the comparator transform, it is clear that the covariant derivative
is transformed by
D(x)→ D′(x) = g(x)D(x)g−1(x). (7.24)
When defining the covariant derivative, we want the comparator U(x, x) = I ∈ G to be the group
identity. Then, there exist some Lie-algebra-valued 1-form A, such that the comparator can be
locally expressed as the trace of the path-ordered (P) exponential map
Uγ(x, y) = trP exp
[
ie
∫ x
y
Aµ(z)dz
µ
]
, (7.25)
which in usually called the Wilson’s line, where γ is a smooth curve γ : [0, 1]→ P on the spacetime
manifold P , such that γ(0) = x and γ(1) = y. The Lie algebra valued 1-form A is usually called
the gauge field, and it is a smooth section of T ∗P × g, where T ∗P is the cotangent bundle of the
spacetime manifold P , and g is the Lie algebra associated with the Lie group G. Substituting the
comparator Uγ into Eq. (7.23), the covariant derivative can be written in terms of the exterior
derivative d and the gauge 1-form A in a coordinate-independent way
D = d− ieA, (7.26)
which becomes Dµ = ∂µ − ieAµ in a local coordinate patch of the spacetime manifold. From the
transformation rule of the covariant derivative [Eq. (7.24)], it is easy to see that the transformation
rule of A under the action of g ∈ G is
ieA→ ieA′ = g(ieA)g−1 + (dg)g−1. (7.27)
Using the Newton-Leibniz formula for the line integral exp(
∫ b
a dx x
−1) = exp[ln(ba−1)] = ba−1,
and the cyclic identity tr(abc) = tr(bca) of the trace operator, we see the Wilson’s line [Eq. (7.25)]
transforms as the comparator [Eq. (7.22)]. The covariant derivative is a linear operator D(φ1+φ2) =
Dφ1 +Dφ2, and satisfies the Leibniz’s rule D(fφ1) = fDφ1 + df ⊗ φ1 for any smooth sections φ1
and φ2 and smooth function f . Therefore, in the language of differential geometry, the covariant
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derivative defines a connection on the fiber bundle whose connection 1-form is the gauge field and
the parallel transport D(x)U(x, y) = 0 is induced by the comparator. From the physics standpoint,
it is sufficient to recognize that under local U(1)-gauge transformation
φ→ eieαφ, Aµ → Aµ + ∂µα, (7.28)
the gauge covariant derivative Dµφ → eieαDµφ transforms as the complex scalar field. Therefore,
a kinetic term of the form (Dµφ)
∗(Dµφ) is what we need to ensure that the Lagrangian remains
invariant under the local U(1) symmetry.
From the above discussion, we see that in order for charged fields to be dynamical, it is necessary
that the gauge field is also dynamical. To see what term in the Lagrangian governs the dynamics of
the gauge field, notice that the Wilson’s line Uγ [Eq. (7.25)] defines a parallel transport on the fiber
bundle that is path dependent. In the mathematical language, the connection D [Eq. (7.26)] has
curvature. To see the effect of curvature, one way is to compare using two paths, or equivalently
around a loop
U∂S = trP exp
(
ie
∮
∂S
A
)
= trP exp (ie ∫
S
dA
)
, (7.29)
which is usually called the Wilson’s loop. Using properties of the exterior derivative and trace, it
is easy to see that the Wilson’s loop is invariant under the gauge transformation Eq. (7.27). Alter-
natively, instead of transporting around a finite size loop, we can compare infinitesimal transport
along two directions. For example, we can ask what is the difference if we first transport in X di-
rection and then in Y direction, versus if we first transport in Y direction and then in X direction,
where X and Y are two vector fields. The infinitesimal difference is given by the curvature function
− ieF (X,Y ) = DXDY −DYDX −D[X,Y ], (7.30)
where the factor −ie is inserted by convention, D is the connection [Eq. (7.26)], and [X,Y ] is the
Lie bracket, which measures the intrinsic non-communicativeness of the two vector fields X and
Y . The difference −ieF (X,Y ) then measures the infinitesimal curvature of the parallel transport
itself. Since F (X,Y ) = −F (Y,X) is a skew-linear map, it is a differential 2-form, known as the
curvature form of the connection D. To find a formula for the curvature form, we can contract F
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with two vector fields and evaluate Eq. (7.30). Equivalently, we can consider how the curvature
2-form, which is a skew-symmetric generalization of the second-order derivative, acts on smooth
sections of the fiber bundle. Taking the covariant derivative twice, the curvature 2-form acts on a
smooth section φ by
−ieFφ = D ∧Dφ
= d2φ− ied(Aφ)− ieA ∧ dφ− e2A ∧Aφ
= −ie(dA− ieA ∧A)φ, (7.31)
where A∧B = [A,B] denotes the exterior product on T ∗P and the Lie bracket on g. To obtain the
last line, I have used properties of the exterior derivative d2 = 0 and d(a∧b) = (da)∧b+(−1)aa∧(db),
where (−1)a is the degree of the differential form a. In particular, for 1-form A, the sign is
(−1)1 = −1. Since the above expression holds for any smooth section, we have thus obtain a
formula for the curvature 2-form
F = dA− ieA ∧A. (7.32)
To see how the curvature 2-form transform under the group action, we can use the transformation
rule for D [Eq. (7.24)]. Then −ieF → −ieF ′ = D′ ∧ D′ = (gDg−1) ∧ (gDg−1) = gD ∧ Dg−1, so
that the curvature form is transformed under the group action by
F → gFg−1 (7.33)
Equivalently, this transformation rule can also be obtained using the transformation rule for A
[Eq. (7.27)]. In the special case G = U(1) is an abelian group, the Lie algebra is trivial [A,A] = 0,
so we simply have F = dA. In local coordinate, A = Aµdx
µ, and F = dA = ∂νAµdx
ν ∧ dxµ =
1
2(∂µAν − ∂νAµ)dxµ ∧ dxν , namely, components of the curvature tensor for U(1)-gauge theory are
Fµν = ∂µAν − ∂νAµ, (7.34)
which are nothing but the gauge-invariant electromagnetic fields that transform trivially under
the group action by Fµν → Fµν . Hence, we see electromagnetic fields are in fact components of
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the curvature tensor of the U(1) connection. Moreover, by straightforward calculations, one can
show that the relativistic Newton’s equation for point charged particle under the Lorentz force is
in fact the geodesic equation x¨µ = Γµαβx˙
αx˙β, where the Christoffel symbols Γµαβ is now due to the
curvature of electromagnetic fields. In Einstein’s language, instead of treating particle’s motion
using Newton’s second law, one can also think of the particle as a freely moving particle traveling
along geodesics on a curved manifold.
Now we have all the terms needed in the action S =
∫
d4xL. To summarize, first, we start
with a massive charged scalar field, whose mass term φ∗φ is in fact the norm of the scalar field.
Second, we demand that the complex scalar field to have kinetic energy. Then, the local U(1)-gauge
symmetry requires that kinetic term of φ to be (Dµφ)
∗gµν(Dνφ), which is in fact the Minkowski
norm of the covariant derivative g(Dφ,Dφ). Third, upon introducing the covariant derivative, we
inevitably need a gauge field Aµ. Analogously, we can write the kinetic term of the gauge field as
the norm of the curvature 2-form g(F, F ) = tr(F ∧ ?F ), where ?F denotes the hodge dual of F . It
is obvious from the transformation rule Eq. (7.33) that g(F, F ) is gauge invariant. Finally, up to
some normalization convention, the Lagrangian density can be written as
L = (Dµφ)∗(Dµφ)−m2φ∗φ− U(φ∗φ)− 1
4
FµνF
µν , (7.35)
where U(φ∗φ) is some potential of the complex scalar field. The physics model defined by the above
Lagrangian with U = 0 is usually called scalar QED. Let us check the mass dimension of terms in
the scalar QED Lagrangian. In the natural units, the action is a dimensionless number. Since space
and time have mass dimension M−1, the Lagrangian must have mass dimension M4. As mentioned
earlier, the φ field has mass dimension M , so the kinetic term |Dφ|2 has the correct dimension M4.
In the covariant derivative, the gauge field A has mass dimension M , so its kinetic term F ∧?F also
has the correct dimension M4. Another term that has the same dimension is F ∧F . However, this
term is skew symmetric and violate the discrete time-reversal and parity symmetry of the Lorentz
group. The quadratic term |φ|2 has mass dimension M2, and after multiplying by m2, the mass
term m2|φ|2 thereof has the correct dimension. Notice that a simple mass term of the gauge field
of the form m2AµA
µ is not allowed by the gauge symetry. The scalar-QED Lagrangian [Eq. (7.35)]
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is the most general renormalizable Lagrangian that respects both the local U(1)-gauge symmetry
and the Lorentz symmetry, where the Lorentz group is represented by the scalar field.
The classical equations of motion of scalar QED are the Euler–Lagrangian equations, which
extremize the action δS = 0. For the scalar field, regarding φ and φ∗ as independent fields, then
the scalar field satisfies the Euler–Lagrangian equation
0 = ∂µ
∂L
∂(∂µφ∗)
− ∂L
∂φ∗
= ∂µ(D
µφ)− [ieAµ(Dµφ)−m2φ− λ
2
φ∗φ2
]
= DµD
µφ+m2φ+
λ
2
φ∗φ2, (7.36)
which transforms by an overall factor of exp(ieα), and is thereof invariant under local U(1)-gauge
symmetry, as well as the Lorentz symmetry. The equation for φ∗ is the complex conjugate of the
above equation. Similarly, taking variation with respect to Aν , The Euler–Lagrangian equation for
the gauge field
0 = ∂µ
∂L
∂(∂µAν)
− ∂L
∂Aν
= ∂µ
(− ∂µAν + ∂νAµ)− [ieφ∗(Dµφ)− ieφ(Dµφ)∗]
= −∂µFµν + Jν . (7.37)
These are the two nontrivial Maxwell’s equations, namely, the Gauss’ law and the Maxwell–
Ampe`re’s law, with the 4-current density
Jµ =
e
i
[φ∗(Dµφ)− φ(Dµφ)∗]. (7.38)
The other two other Maxwell’s equations, namely, ∇ · B = 0 and the Faraday’s law, are simply
the geometric identity d2F = 0. It is obvious that both the current density Jµ and the Maxwell’s
equations are invariant under local U(1)-gauge transformations.
By Noether’s theorem, symmetries of the action correspond to conserved quantities. Now for
the scalar-QED model, under the global U(1) symmetry where α is a constant, the infinitesimal
transformation is δφ = ieαφ. Using the Euler–Lagrangian equation, the infinitesimal change of the
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Lagrangian under the global U(1) symmetry is
0 = δL = ∂L
∂φ
δφ+
∂L
∂(∂µφ)
δ∂µφ+ c.c.
= ∂µ
( ∂L
∂(∂µφ)
δ∂µφ+ c.c.
)
= ∂µ
[
(Dµφ)∗ieαφ+ c.c.
]
. (7.39)
We see the conserved Noether’s current is proportional to the 4-current density [Eq. (7.38)]. Using
Eq. (7.36) of the φ field, it is a straightforward calculation to check that ∂µJ
µ = 0 is guaranteed.
Equivalently, using Eq. (7.37), ∂µJ
µ = ∂µ∂νF
µν = 0, because Fµν is an antisymmetric tensor
while the derivatives ∂µ∂ν are symmetric. In addition to the charge current, another Noether’s
current comes from the translational symmetry. Under translation x→ x− a, functions transform
by pullback f(x) → f(x + a), and the infinitesimal transformation is δf = aµ∂µf . In particular,
using the Euler–Lagrangian equations, the Lagrangian function transforms under the translational
symmetry by
0 = δL − aµ∂µL
= aν∂µ
[ ∂L
∂(∂µφ)
∂νφ+
∂L
∂(∂µφ∗)
∂νφ
∗ +
∂L
∂(∂µAλ)
∂νAλ − δµνL
]
. (7.40)
Then, up to some constant, the term in the bracket Tˆ µν is the conserved Noether’s current. Let us
add some terms to it and construct a symmetric tensor that is well-transformed under the Lorentz
symmetry and the U(1)-gauge symmetry. The symmetrized stress-energy tensor
T µν = (Dµφ)∗(Dνφ) + (Dµφ)(Dνφ)∗ + FµλgλσF σν − gµνL. (7.41)
The time-time component T 00 = |D0φ|2 + |Diφ|2 + m2|φ|2 + λ4 |φ|4 + 12(E2 + B2) is the Hamil-
tonian density, and the space-time component T 0i = (D0φ)∗(Diφ) + (Diφ)∗(D0φ) + (E × B)i is
the momentum density. Therefore, the symmetric tensor Eq. (7.41) is in fact the stress-energy
tensor, whose space-space component T ij are the stress tensor. To see energy and momentum are
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conserved, notice that the stress-energy tensor is related to the Noether’s current by
T µν = Tˆ µν + (Dµφ)∗ieAνφ− (Dµφ)ieAνφ∗ − Fµλ(∂λAν)
= Tˆ µν + ∂λ(AνF λµ) +Aν(Jµ − ∂λF λµ). (7.42)
Using the Maxwell’s equation [Eq. (7.37)], the last two terms cancel, and the difference between
T µν and Tˆ µν is a total derivative. Moreover, since ∂µTˆ µν = 0 is a conserved current, we have
∂µT µν = ∂µ∂λ(AνF λµ) = 0, because F λµ is an antisymmetric tensor, while the derivatives ∂µ∂λ
are symmetric. Therefore, energy and momentum of scalar QED are both conserved locally at the
classical level, which can also be shown by straightforward calculations using the Euler–Lagrangian
equations.
7.2 Second quantization
In this section, I will approach the field theory using the standard method of second quantization.
This method is developed from our familiarities with quantum harmonic oscillators, which can
be described in terms of the creation and annihilation operators instead of the wave functions.
Since quantum field theory is usually concerned with states that are asymptotically free, the exact
details of wave functions are usually not important. Therefore, second quantization, which promotes
classical fields to operators, hides unnecessary details and enables a conceptually clean treatment
of the field theory.
7.2.1 Canonical quantization
To see how to quantized the fields, let us mimic what is done for quantum harmonic oscillators.
The simple oscillator field is a function of time only. Hence, let represent the complex scalar field
using Fourier expansion
φ(t,x) =
∫
d3p
(2pi)3
eip·xφp(t). (7.43)
Substituting the Fourier expansion into the KG equation [Eq. (7.1)], then each time-dependent
Fourier amplitude must satisfy
(d2t + p
2 +m2)φp(t) = 0. (7.44)
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This is the equation for a simple harmonic oscillator, whose displacement is φp(t) and frequency
is Ep =
√
p2 +m2. The Lagrangian of the oscillator is Lp = φ˙
†
pφ˙p − E2pφ†pφp. Instead of the
Lagrangian, the usual quantum mechanics works with the Hamiltonian
Hp(t) = φ˙
†
p(t)φ˙p(t) + E
2
pφ
†
p(t)φp(t), (7.45)
where φ˙p := dtφp denotes the time derivative. In the Hamiltonian formalism, the canonical mo-
mentum of φp is pip = ∂Lp/∂φ˙p = φ˙
†
p. Now that φp and pip are a pair of canonical coordinates
in the phase space, analogous to the commutation relation [x, px] = i, we can impose canonical
quantization rules
[φp(t), piq(t)] = i(2pi)
3δ(3)(p− q), (7.46)
[φp(t), pi
†
q(t)] = 0, (7.47)
[φp(t), φq(t)] = [φp(t), φ
†
q(t)] = 0, (7.48)
[pip(t), piq(t)] = [pip(t), pi
†
q(t)] = 0. (7.49)
where (2pi)3 is a phase space factor accompanying the Fourier transform, and the delta function is
reminiscent of the fact that waves with different momentum are independent. To obtain other com-
mutation relations, notice that for operators, the Hermitian conjugate (AB)† = B†A†. Therefore,
the Hermitian conjugation of the commutator [A,B]† = −[A†, B†] is the negative of the commutator
of Hermitian conjugates.
Having quantized the Fourier amplitudes as simple harmonic oscillators, the canonical quan-
tization rules for fields in the configuration space can thereof be determined. Since the canonical
momentum of the φ field is pi = ∂L0/∂φ˙ = φ˙†, the canonical momentum has Fourier expansion
pi(t,x) =
∫
d3p
(2pi)3
e−ip·xpip(t). (7.50)
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Notice that the negative sign in the Fourier exponent is necessary in order for pi = φ˙† to be consistent
with pip = φ˙
†
p. Then, the equal-time commutation relation
[φ(t,x), pi(t,y)] =
∫
d3p
(2pi)3
d3q
(2pi)3
eip·x−iq·y[φp(t), piq(t)]
=
∫
d3p
(2pi)3
d3q
(2pi)3
eip·x−iq·yi(2pi)3δ(3)(p− q)
= iδ(3)(x− y). (7.51)
Following similar calculations, it is easy to verify that the other commutation relations are trivial.
For example, the equal-time commutations
[φ(t,x), φ(t,y)] = 0. (7.52)
We see the quantization rules in the configuration space is also canonical, where the displacement
φ(t,x) and the momentum pi(t,x) are now the canonical coordinate pair in the phase space.
Having promoted fields to operators, the dynamics in the phase space is determined by the
Hamiltonian. For free fields, the Hamiltonian can be found by summing up contributions from all
oscillators in the momentum space. Substituting the inverse Fourier transforms of Eqs. (7.43) and
(7.50) into the momentum space Hamiltonian [Eq. (7.45)], we have
H0(t) =
∫
d3p
(2pi)3
Hp(t)
=
∫
d3p
(2pi)3
d3xd3y
[
pi(t,y)pi†(t,x) + φ†(t,y)φ(t,x)
(
∇x · ∇y +m2
)]
eip·(y−x)
=
∫
d3x
[
pi(t,x)pi†(t,x) +∇φ†(t,x) · ∇φ(t,x) +m2φ†(t,x)φ(t,x)
]
. (7.53)
Alternatively, the Hamiltonian can be computed from the Lagrangian using the Legendre transfor-
mation. From the Lagrangian density L0, the Hamiltonian density of the free field is
H0 = ∂L0
∂φ˙
φ˙+ φ˙†
∂L0
∂φ˙†
− L0
= φ˙†φ˙+ (∇φ†) · (∇φ) +m2φ†φ. (7.54)
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After identifying the canonical momentum of the φ field as pi = ∂L0/∂φ˙ = φ˙†, and the canonical
momentum of the φ† field as pi† = ∂L0/∂φ˙† = φ˙, the total Hamiltonian H0(t) =
∫
d3xH0(t,x) is
then in agreement with the Fourier space computation.
As a functional of the quantized fields, the Hamiltonian is now also a quantized operator. In the
Heisenberg picture, the equation of motion for the operator O is given by the Heisenberg equation
i∂tO = [O, H], where H is the Hamiltonian operator. For free fields, the Hamiltonian is simply
H0. Using the identity [A,BC] = [A,B]C +B[A,C], the Heisenberg equation for the φ field
i∂tφ(t,x) = [φ(t,x), H0(t)]
=
∫
d3ypi†(t,y)[φ(t,x), pi(t,y)]
= ipi†(t,x), (7.55)
which recovers the relation pi† = φ˙. Similarly, after integration by part, the Heisenberg equation
for the pi† field can be easily found
i∂tpi
†(t,x) = [pi†(t,x), H0(t)]
=
∫
d3y(−∇2φ(t,y) +m2pi(t,y))[pi†(t,x), φ†(t,y)]
= i(∇2 −m2)φ(t,x), (7.56)
which recovers the KG equation after identifying pi† = φ˙. In other words, φ as an operator also
satisfies the KG equation.
Since the free φ field satisfies the KG equation, the general solution to this operator-valued
partial differential equation is
φ(x) =
∫
d3p
(2pi)3
1√
2Ep
(
ape
−ipx + b†pe
ipx
)
. (7.57)
The above expression is identical to Eq. (8.5), except now ap and b
†
p are some spacetime-independent
Heisenberg picture operators. To see what commutation relations these operators must satisfy, we
can used the canonical quantization rules in the momentum space. First, taking Fourier transform,
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we have
φp(t) =
∫
d3pe−ip·xφ(t,x) =
1√
2Ep
(
ape
−iEpt + b†−pe
iEpt
)
, (7.58)
pi†p(t) =
∫
d3pe−ip·xφ˙(t,x) = −i
√
Ep
2
(
ape
−iEpt − b†−peiEpt
)
. (7.59)
Second, mimicking what is done for simple quantum harmonic oscillators, we can solve for operators
ap and b
†
−p in terms of the displacement operator φp(t) and the momentum operator pi
†
p(t) as
ap =
[√Ep
2
φp(t) +
i√
2Ep
pi†p(t)
]
eiEpt, (7.60)
b†−p =
[√Ep
2
φp(t)− i√
2Ep
pi†p(t)
]
e−iEpt. (7.61)
Finally, using commutation rules for operators φp(t) and pi
†
p(t) [Eqs. (7.46)-(7.49)], it is a straight-
forward calculation to find the commutation rules for operators ap and b
†
−p
[ap, a
†
q] = [bp, b
†
q] = (2pi)
2δ(3)(p− q), (7.62)
[ap, b
†
q] = [ap, bq] = 0, (7.63)
[ap, aq] = [b
†
p, b
†
q] = 0, (7.64)
and other commutation relations are Hermitian conjugations of the above rules. The operators a†p
and b†p are called the creation operators, and the operators ap and p are called the annihilation
operators.
To see the physical meaning of the creation and annihilation operators, we can compute a
number of observables (Appendix E). First, the Hamiltonian, namely the total energy operator
[Eq. (E.1)], can be expressed as
H0 =
∫
d3p
(2pi)3
Ep(a
†
pap + b
†
pbp). (7.65)
The total energy equals to the sum of energy carried by all the particles H0 =
∑
pEp(N
a
p +N
b
p),
where Nap is the number of particles of type a, N
b
p is the number of particles of type b, and both
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types of particles have energy Ep when their momentum is p. Therefore, we see a
†
pap = N
a
p
and b†pbp = N bp are the number operators. To confirm the interpretation that p is related to
the momentum of particles, we can calculate the momentum operator [Eq. (E.2)], which can be
expressed as
P =
∫
d3p
(2pi)3
p(a†pap + b
†
pbp). (7.66)
As expected, the total momentum P is the sum of momentum carried by all particles P =∑
p p(N
a
p + N
b
p). From the above discussion, it is apparent that type a and type b particles have
the same mass. Nevertheless, they are different types of particles, because they carry the opposite
charge. To see this, we can compute the charge operator [Eq. (E.3)], which can be expressed as
Q = e
∫
d3p
(2pi)3
(−a†pap + b†pbp). (7.67)
We see type a particles have negative charge −e as “electrons”, while type b particles have positive
charge +e as “positrons”, except that these particle, satisfying commutation relations, are now
charged bosons. Since the complex scalar field φ has no intrinsic degree of freedom, the intrinsic
angular momentum is trivially zero. Therefore, we see the complex scalar field describes spin-0
charged bosons, whose only quantum numbers are the mass m and the charge ±e. It is conventional
to refer to a as particles, then b are antiparticles, which have the same mass but the opposite charge.
Up to this point, quantization does not play an essential role and the preceding results can also be
derived from the classical field theory, which already provides useful machineries for plasma physics
(Dodin, 2014).
Now that we understand the physical meaning of the creation and annihilation operators, we
can construct the quantum Hilbert space. Similar to what is done for quantum harmonic oscillators,
using the bra-ket notation, we can define the vacuum state |0〉 as the null space of the annihilation
operators
ap|0〉 = bp|0〉 = 0. (7.68)
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Then, the one-particle and one-antiparticle eigenstates with momentum p can be created out of
the vacuum by their creation operators
|p〉 = √2Epa†p|0〉, (7.69)
|p¯〉 = √2Epb†p|0〉. (7.70)
The normalization of the state is chosen such that the expectation value 〈q|p〉 = 2Ep(2pi)3δ(3)(p−q)
is Lorentz invariant. This combination is invariant because under Lorentz transformations, the
energy is boosted by the γ factor, while the momentum space volume is contracted by the same
γ factor. The quantum Hilbert space is a complete inner product space. The completeness of
one-particle states can be expressed in terms of the identity operator
I =
∫
d3p
(2pi)3
|p〉〈p|
2Ep
, (7.71)
and the identity operator can similarly be written in terms of one-antiparticle states. Having
constructed the single-boson states, we can construct the Fock space of many identical particles
by repeatedly acting the creation operators on the vacuum, similar to how it is done for quantum
harmonic oscillators.
Finally, we can now also give an interpretation of the φ field as a quantized operator. First,
similar to how it is done in quantum mechanics, the momentum eigenstates have wave-function
representations. By projecting a one-particle state |p〉 to the configuration space, one find that
its Lorentz-invariant wave function is 〈p|x〉 = eipx. This is a plane wave propagating with wave
vector p, whose frequency Ep is positive in our Fourier convention. Similarly, projecting the one-
antiparticle state to configuration space, its wave function 〈p¯|x〉 = e−ipx, which has the same
direction of propagation as the one-particle state but a negative energy. Now using its spectral
expansion, when φ† acts on the vacuum state
φ†(x)|0〉 =
∫
d3p
(2pi)3
1
2Ep
eipx|p〉 =
∫
d3p
(2pi)3
|p〉〈p|x〉
2Ep
= |x〉. (7.72)
we see the field φ†(x) creates a particle at position x out of the vacuum. Similarly, we can show
that φ(x) creates an antiparticle at position x out of the vacuum φ(x)|0〉 = |x¯〉. On the other
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hand, the meaning of φ(x)|y〉 is not as simple, because φ annihilates the particle while creates an
antiparticle, so the outcome is a linear superposition of the vacuum state and a pair state. In the
next subsection, I will introduce notations that can simplify the above physical picture.
7.2.2 Feynman propagator and Wick contraction
The canonical quantization procedure imposes rules on equal-time commutation relations. As
a next step, it is a natural question to ask what happens when the time is different. Using the
spectral expansion for φ [Eq. (7.57)], and the commutation relations of the creation and annihilation
operators, we have
[φ(x), φ†(y)] =
∫
d3p
(2pi)3
d3q
(2pi)3
1
2
√
EpEq
[
ape
−ipx + b†pe
ipx, a†qe
iqy + bqe
−iqy
]
=
∫
d3p
(2pi)3
1
2Ep
(
eip(y−x) − eip(x−y)
)
= D(x− y)−D(y − x), (7.73)
where D(x) is the correlation function [Eq. (7.13)]. Similarly, we can express other commutation
relations in terms of the correlation function. When placed inside the vacuum bracket, it is easy to
see that the correlation function can in fact be written as
D(x− y) = 〈0|φ(x)φ†(y)|0〉 = 〈0|φ†(x)φ(y)|0〉. (7.74)
We see the two-point correlation function is related to the probability amplitude of some two-point
processes. To be more precise, we can write 〈0|φ(x)φ†(y)|0〉 = 〈0|φ(x)|y〉. As mentioned earlier,
φ(x)|y〉 is a mixture of the vacuum state and a pair state, so D(x − y) is the projection of this
mixed state on the vacuum state.
To further clarify, one can ask the following physical question about vacuum fluctuations: what
is the probability amplitude that a boson emerges at one spacetime coordinate out of the vacuum
and then disappears back into the vacuum at some other spacetime coordinate? This question can
be experimentally answered, if we put up a detector that sees a boson pops out of the vacuum at
time t = 0 and then vanishes at some later time t = T . To compute the probability amplitude
of this process, we need to introduce the time-ordering operator T , which instructs us to place
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operators at later time after those at earlier times. The probability amplitude is then the two-point
function
〈0|T φ(x)φ†(y)|0〉 := θ(x0 − y0)〈0|φ(x)φ†(y)|0〉+ θ(y0 − x0)〈0|φ†(y)φ(x)|0〉
= θ(x0 − y0)D(x− y) + θ(y0 − x0)D(y − x)
= GF (x, y), (7.75)
where GF is the Feynman Green’s function [Eq. (7.12)]. We see that GF is the probability amplitude
of propagating a vacuum pair fluctuation from one point to another. The time-ordered two-point
function [Eq. (7.75)] is therefore also called the Feynman propagator. As discussed in Sec. 7.1.2,
propagations between timelike separations have wavelike amplitude, while propagations between
spacelike separations are exponentially suppressed due to causality.
In fact, the time-ordering operator does not need to be placed inside a vacuum bracket, and it can
instead be expressed in terms of Wick contractions and the normal-ordering operator. The normal-
ordering operator N rearranges products of creation and annihilation operators, such that all
creation operators are placed on the left of the annihilation operators. For example, N (apa†qb†k) =
a†qb†kap. Since the creation operators commute among themselves, the normal-ordering operator is
uniquely defined. Using the normal-ordering operator, we can write
φ(x)φ†(y) = N{φ(x)φ†(y)}+
∫
d3p
(2pi)3
d3q
(2pi)3
1
2
√
EpEq
[
ap, a
†
q
]
eiqy−ipx
= N{φ(x)φ†(y)}+D(x− y). (7.76)
Then the time-ordered products of two fields
T φ(x)φ†(y) = θ(x0 − y0)φ(x)φ†(y) + θ(y0 − x0)φ†(y)φ(x)
= N{φ(x)φ†(y)}+GF (x, y), (7.77)
where I have used the property of the Heaviside step function θ(t) + θ(−t) = 1. Once the above is
placed inside the vacuum bracket, 〈0|N{φ(x)φ†(y)}|0〉 = 0, and we immediately recover Eq. (7.75).
The Feynman Green’s function can also be written in a notation where the fields are explicit. This
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notation is called the Wick contraction, which is defined on any two operators Aˆ and Bˆ such that
AˆBˆ = T (AˆBˆ)−N (AˆBˆ), (7.78)
where the time-ordering operator only applies to the case where both operators Aˆ and Bˆ have time
dependence. Using the above definition, Eq. (7.77) immediately gives
φ(x)φ†(y) = φ†(y)φ(x) = GF (x, y). (7.79)
In other words, we have the operator identity
T φ(x)φ†(y) = N{φ(x)φ†(y) + φ(x)φ†(y)}. (7.80)
More generally, for products of more than two fields, for example when n fields are involved, it is
possible to prove by mathematical induction the following Wick’s theorem
T {φ(x1)φ†(x2) . . . φ(xn)} = N{φ(x1)φ†(x2) . . . φ(xn) + all possible contractions}, (7.81)
where the phrase “all possible contractions” means the sum of all possible ways of contracting one
pair, two pairs, and up to bn/2c pairs. The Wick’s theorem enables easy calculation of time-ordered
n-point Green’s function such as 〈0|T φ(x1)φ†(x2) . . . φ(xn)|0〉, which will appear when interactions
between otherwise free fields are present.
Using the Wick contraction, we can also compute other quantities. For example, it is a straight-
forward calculation to show that
φ(x)φ(y) = φ†(x)φ†(y) = 0. (7.82)
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Moreover, we can contract fields with states. For example, we can annihilate one-particle state |p〉
with field φ using the Wick contraction
φ(x)|p〉 = √2Epφ(x)a†p|0〉
=
√
2Ep
(
T {φ(x)a†p}−N{φ(x)a†p})|0〉
=
√
2Ep
∫
d3q
(2pi)3
1√
2Eq
[aq, a
†
p]e
−iqx|0〉
= e−ipx|0〉, (7.83)
where T {φ(x)a†p} = φ(x)a†p because a†p has no time dependence. Similarly, we can annihilate
one-antiparticle state |p¯〉 with field φ†
φ†(x)|p¯〉 = e−ipx|0〉. (7.84)
On the other hand, it is a straightforward calculation to show that
φ(x)|p¯〉 = φ†(x)|p〉 = 0. (7.85)
Combining the above results with Eq. (7.72), we see the φ† field creates particles and annihilate
antiparticles, while the φ field creates antiparticles and annihilate particles.
7.2.3 The interaction picture
So far, I have only discussed free fields. In this case, the fields can be canonically quantized in the
same way as simple harmonic oscillators, and the quantum states are well defined. However, when
the Hamiltonian H = H0 + V becomes more complicated, solutions to the Heisenberg equations
no longer describe simple harmonic oscillations. In this case, even if we can solve the nonlinear
equations, it is not obvious how we should quantize the fields. Moreover, it is not obvious how we
should define quantum states, because the quantum Hilbert space is intrinsically a vector space
whereas the solution space of nonlinear equations is usually not a vector space. The difficulties of
both quantizing the fields and defining quantum states render most nonlinear problems intractable
with second quantization.
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The special case we know how to deal with is when V can be considered small in some sense, for
which perturbation methods can be applied. In this case, the quantum theory is almost free, except
for some weak interactions that happen only within some localized spacetime regions. With this
physical picture in mind, we can quantized the fields as if they were free, and treat nonlinearities
as couplings between these otherwise noninteracting fields. Moreover, we can define the notion of
asymptotic states, in the sense that they asymptote to eigenstates of simple harmonic oscillators
at infinity. These states starts to deform when they come closer to each other and interact. The
exact details of how they deform do not matter in a collider experiment, because a detector can
measure well-defined states only when they have flown apart and become asymptotically free again.
Therefore, all we need to compute is the transition amplitude from some incoming asymptotic
states to some outgoing asymptotic states. These amplitudes can be thought of as elements of
some scattering matrix, called the S matrix.
An S matrix element has a simple representation in the Schro¨dinger picture, where the initial
state |i〉 is evolved by the time-evolution operator U , so that the transition amplitude to the final
state |f〉 is simply the projection 〈f |U |i〉. To be more precise, in the Schro¨dinger picture, the
time-evolution operator US(t, t
′) is an unitary operator that evolves the state from an earlier time
t′ to a later time t by the full Hamiltonian operator. In other words, the Schro¨dinger equation
i∂t|ψ〉S = H|ψ〉S is solved by |ψ(t)〉S = US(t, t′)|ψ(t′)〉S . Then US(t, t′), with initial condition
US(t, t) = 1, must satisfy the equation
i∂tUS(t, t
′) = H(t)US(t, t′). (7.86)
It is easy to check that this operator equation can be solved by the expansion
US(t, t
′) = 1 + (−i)
∫ t
t′
dt1H(t1) + (−i)2
∫ t
t′
dt1
∫ t1
t′
dt2H(t1)H(t2) + . . . . (7.87)
Using the Fubini’s theorem, integrations inside the simplexes can be converted to integration over
cubes divided by the symmetry factor
∫ t
t′
dt1· · ·
∫ tn−1
t′
dtnH(t1) . . . H(tn) =
1
n!
∫ t
t′
dt1 . . . dtnT {H(t1) . . . H(tn)}, (7.88)
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where T is the time-ordering operator and n! is the symmetry factor. Then, the expansion of
US(t, t
′) can be written in terms of the time-ordered exponential
US(t, t
′) = T
{
exp
[
− i
∫ t
t′
H(τ)dτ
]}
. (7.89)
The time-evolution operator satisfies the group properties
US(t1, t2)US(t2, t3) = US(t1, t3), (7.90)
U †S(t, t
′) = U−1S (t, t
′) = US(t′, t). (7.91)
Unfortunately, since we do not know how the full Hamiltonian should act on states that are only
defined asymptotically, the above symbolic solution is of little practical use. What we do know,
on the other hand, is how the free Hamiltonian H0 acts on asymptotic states. Therefore, we
need to convert the above treatment from the Schro¨dinger picture to a different picture called the
interaction picture.
In the interaction picture there is an interaction region where fields are coupled, and outside this
region fields become free, just as what happens in a collider experiment. The incoming asymptotic
state |i〉 is brought into the interaction region by the free Hamiltonian, and similarly the outgoing
asymptotic state |f〉 is brought away from the interaction region by the free Hamiltonian. Since we
know how the free Hamiltonian acts on asymptotic states, the remaining task is to find out what
happens within the interaction region, which we shall determine using perturbation theory.
From the mathematical perspective, in the interaction picture, dynamics associated with the
free Hamiltonian H0 is factored out, so that we can focus on the interaction Hamiltonian V . To
avoid confusion, let us denote the time-independent Schro¨dinger operators as φS and piS . Then, the
Schro¨dinger picture Hamiltonian H(φS , piS , t) = H0(φS , piS)+V (φS , piS , t), and the Schro¨dinger pic-
ture states |ψ(t)〉S evolves according to the Schro¨dinger equation i∂t|ψ(t)〉S = H(φS , piS , t)|ψ(t)〉S .
Now in the interaction picture, states and operators are related to the Schro¨dinger picture states
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and operators by
|ψ(t)〉I = eiH0(φS ,piS)t|ψ(t)〉S , (7.92)
OI(t) = eiH0(φS ,piS)tOS(t)e−iH0(φS ,piS)t. (7.93)
This is different from the Heisenberg picture, because now only the free part H0 is involved, instead
of the full Hamiltonian. Since exp(iH0t) can be expanded as a polynomial of H0, it commutes with
H0. Then, the interaction picture wave function satisfies
i∂t|ψ(t)〉I = −H0|ψ(t)〉I + eiH0tH(t)|ψ(t)〉S
= VI(t)|ψ(t)〉I , (7.94)
where VI(t) = V (φI , piI , t) is the interaction picture operator. The above equation is mathematically
identical to the Schro¨dinger equation, except that the trivial dynamics associated with H0 has now
been removed. Similarly, the interaction picture operator satisfies
i∂tOI(t) = −H0eiH0tOS(t)e−iH0t + ieiH0t∂tOS(t)e−iH0t + eiH0tOS(t)H0e−iH0t
= [OI(t), H0] + i(∂tO)I . (7.95)
In other words, the interaction picture operator is trivially evolved by the free Hamiltonian
H0(φI , piI) = exp[iH0(φS , piS)t]H0(φS , piS) exp[−iH0(φS , piS)t]. We see the interaction picture is
a mixture of the Schro¨dinger picture and the Heisenberg picture, where states are evolved by
VI according to the Schro¨dinger equation, while operators are evolved by H0 according to the
Heisenberg equation.
Analogous to how we convert OS to OI , we can define the interaction picture time-evolution
operator
UI(t, t
′) = eiH0tUS(t, t′)e−iH0t
′
. (7.96)
Notice that now the left and right actions by H0 are at different moments of time. The time-
evolution operator apparently satisfies the initial condition UI(t, t) = 1. Moreover, it satisfies the
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interaction picture Schro¨dinger equation
i∂tUI(t, t
′) = −H0eiH0tUS(t, t′)e−iH0t′ + eiH0tH(t)US(t, t′)e−iH0t′
= eiH0tV (t)US(t, t
′)e−iH0t
′
= VI(t)UI(t, t
′). (7.97)
Similar as before, this equation can be solved by the time-ordered exponential
UI(t, t
′) = T
{
exp
[
− i
∫ t
t′
VI(τ)dτ
]}
. (7.98)
The time-evolution operator satisfies group properties similar to Eqs. (7.90) and (7.91). However,
what is of critical importance is that now it only involves interaction-picture operators, which we
know how to quantize and how they should act on asymptotic states.
Now both the time-evolution operator and the quantum states are defined in the same inter-
action picture, we are ready to compute S-matrix elements. It is important to recognize that the
spectral expansion for the φ field [Eq. (7.57)] is a solution to the Heisenberg equations (7.55) and
(7.56). Since these equations only involve the free Hamiltonian, they are special cases of the inter-
action picture operator equation (7.95), with O = φ and pi, respectively. Therefore, the free field
given by Eq. (7.57) is in fact the interaction-picture operator φI , and the quantum states defined by
Eqs. (7.68)-(7.70) are in fact interaction-picture asymptotic states. As an example, let us compute
the transition amplitude from the incoming state |i〉 = |p1p2〉 to the outgoing state |f〉 = |p3p4〉 due
to the φ4 interaction [Eq. (7.4)]. Since the interaction Lagrangian LI = −
∫
d3xλ4 (φ
†φ)2, the inter-
action Hamiltonian VI =
∫
d3xλ4 (φ
†
IφI)
2. Expanding the time-ordered exponential perturbatively,
and using Wick’s theorem [Eq. (7.81)], the S-matrix element can be computed by
〈p3p4|S|p1p2〉 = 〈p3p4|T exp[−i
∫
d4x
λ
4
(φ†IφI)
2]|p1p2〉
= 〈p3p4|1− iλ
4
T
∫
d4x(φ†IφI)
2 + . . . |p1p2〉 (7.99)
=
(
1 + z + . . .
)( 1 3
2 4
+
1 3
2 4
+
2
1
4
3
x + . . .
)
.
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Now let me elaborate the meaning of the last line, which is written in terms of Feynman diagrams
that represent different ways of contracting operators using the Wick’s theorem. Terms in the first
bracket are contractions where the external states are not involved. For example, the figure-eight
diagram
z = − 2 iλ
4
∫
d4zφ†φφ†φ = − iλ
2
∫
d4zGF (z, z)GF (z, z), (7.100)
where the vertex labeled by z indicates where the interaction takes place, the factor of “2” comes
from two equivalent ways of contracting the two pairs of φ†φ fields, and each internal line is
associated with the Feynman propagator. The second set of terms are contraction that involve
external states. For example, the parallel-line diagram
1 3
2 4
= 〈p3p4|p1p2〉 = 2E12E2(2pi)6δ(3)(p1 − p3)δ(3)(p2 − p4), (7.101)
corresponds to the situation where no interaction happens between the identical particles, such that
the |p1〉 state can be identified with the |p3〉 state, and the |p2〉 state can be identified with the
|p4〉 state, where the identifications are enforced by the delta functions. Apart from the two terms
where no interaction happens, other terms are contractions that involve both internal vertexes and
external states. For example, the cross diagram
2
1
4
3
x = − 2 · 2 iλ
4
∫
d4x〈p3p4|φ†φφ†φ|p1p2〉
= −iλ
∫
d4xe−i(p1+p2−p3−p4)x
= −iλ(2pi)4δ(4)(p1 + p2 − p3 − p4), (7.102)
where the delta function enforces that the 4-momentum of the incoming states are the same as
the 4-momentum of the outgoing states, and thereof ensures energy and momentum conservation
during the interaction process.
From the above example, we see the S matrix can be symbolically decomposed into two parts
“S = 1 + iT”, and each part can be represented by Feynman diagrams, which can be evaluated
with a set of rules called the Feynman rules. The part “1” does not contribute to the coupling
between incoming states and outgoing states, while the part “iT” is responsible for transitions
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between states. This later part is thereof called the transition matrix, or simply the T matrix. The
T matrix always contains the factor (2pi)4δ(4)(
∑
i pi−
∑
f pf ), because physical transitions between
the initial and final states always conserve energy and momentum. Therefore, it is convenient to
define the reduced matrix element M, such that iT = iM(2pi)4δ(4)(∑i pi −∑f pf ). For example,
with an overload of the Feynman diagrams, the reduced matrix element
iM = + · · · = −iλ+ . . . . (7.103)
We see the φ4 diagram can be attributed with the value of −iλ. This attribution is the Feynman
rule for the interaction vertex. Similarly, the Feynman rule attributes the propagator to internal
lines
x y = GF (x, y),
p
=
i
p2 −m2 + i , (7.104)
in the configuration space and the momentum space, respectively. Finally, the Feynman rule
attributes wave functions to external lines, where the configuration space and the momentum
space wave functions are
→p x = e
−ipx, = 1, (7.105)
→x p = e
ipx, = 1, (7.106)
where Eq. (7.105) is for incoming states, and Eq. (7.106) is for outgoing state. With the above
rules, Feynman diagrams can be evaluated either in the configuration space by integrating over
all interaction points, or evaluated in the Fourier space by integrating all internal momentum and
imposing momentum conservation at each vertex. If multiple ways contracting a term exist, then
the results need to be devided by the symmetry factor. Computing the T matrix is usually sufficient
for determining the scattering cross sections, which are proportional to the reduced matrix element
|M|2 up to some phase space volume. The cross sections can be directly related to experimental
observables in collider experiments, which I will not elaborate here.
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Although vaguely speaking, experimental observables are mostly contained in the T matrix, the
symbolic expression “S = 1 + iT” needs some clarifications. As we have seen, the term “1” is in
fact nontrivial, because the physical vacuum is different from the interaction picture vacuum, and
fluctuations such as Eq. (7.100) can occurs. Now let us look into vacuum fluctuations in some more
details.
To compute properties of the fluctuating vacuum, we can calculate time-ordered two-point
function similar to Eq. (7.75), where now the vacuum state becomes the Schro¨dinger picture ground
state, and the fields become the Heisenberg-picture operators in the full quantum theory. Since we
only know how to compute in the interaction picture, we need to convert both the state and the
operators to the interaction picture. First, to see how the physical ground state |Ω〉 is related to
the interaction-picture vacuum |0〉, we can use the completeness relation 1 = ∑n |λn〉〈λn|, where
|λn〉 denotes the Schro¨dinger-picture eigenstate of the full Hamiltonian H|λn〉 = En|λn〉. Then,
the time evolution [Eq. (7.89)] of the interaction-picture vacuum |0〉 can be expanded using the
eigenstates
US(t, T )|0〉 = US(t, T )
∑
n
|λn〉〈λn|0〉
= e−i(t−T )E0 |Ω〉〈Ω|0〉+
∑
n6=0
e−i(t−T )En |λn〉〈λn|0〉, (7.107)
where t is an arbitrary reference time. Since excited states have energy En > E0, we can project
out the ground state by taking the limit T → −∞(1− i), assuming the density of states does not
grow too fast when n → ∞. Then, the interaction-picture ground state |Ω〉I , which is different
from the interaction-picture vacuum |0〉 due to quantum fluctuations, can be represented by
|Ω〉I = eiH0t|Ω〉
= lim
T→−∞(1−i)
(
e−i(t−T )E0〈Ω|0〉
)−1
eiH0tUS(t, T )|0〉
= lim
T→−∞(1−i)
(
e−i(t−T )E0〈Ω|0〉
)−1
UI(t, T )|0〉, (7.108)
where I have used Eq. (7.65) for the free Hamiltonian and the definition Eq. (7.68) for the interaction
picture vacuum, which gives H0|0〉 = 0 and thereof exp(−iH0T )|0〉 = |0〉. Second, the Heisenberg-
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picture operator is related to the interaction-picture operator by
φ(x) = U †S(x
0, t)φS(x)US(x
0, t)
= U †S(x
0, t)e−iH0tφI(x)eiH0tUS(x0, t)
= e−iH0tU †I (x
0, t)φS(x)UI(x
0, t)eiH0t, (7.109)
where I have used Eq. (7.96) to convert the Schro¨dinger picture time evolution US to UI , the
interaction picture time evolution. Having expressed both the state [Eq. (7.108)] and the operator
[Eq. (7.109)] in the interaction picture, we can now compute the vacuum expectation value of the
two-point function. Without loss of generality, suppose x0 > y0, then
〈Ω|φ(x)φ†(y)|Ω〉= lim
T→∞
〈0|UI(T, t)U †I (x0, t)φI(x)UI(x0, t)U †I (y0, t)φI(y)UI(y0, t)UI(t,−T )|0〉
e−2iTE0 |〈Ω|0〉|2
= lim
T→∞
〈0|UI(T, x0)φI(x)UI(x0, y0)φI(y)UI(y0,−T )|0〉
e−2iTE0 |〈Ω|0〉|2 , (7.110)
where I have used group properties of the time-evolution operator [Eqs. (7.90) and (7.91)], and
canceled the interconnecting terms exp(iH0t) exp(−iH0t) = 1. The normalization factor in the
denominator can be canceled by the normalization of the ground state
1 = 〈Ω|Ω〉 = 〈0|UI(T,−T )|0〉
e−2iTE0 |〈Ω|0〉|2 . (7.111)
Finally, notice that the operator products are time ordered. Using Eq. (7.98) for UI , and taking
the limit T → +∞(1− i), we can obtain a simple formula for the two-point function
〈Ω|T φ(x)φ†(y)|Ω〉 = 〈0|T φI(x)φI(y) exp[−i
∫
dtVI(t)]|0〉
〈0|T exp[−i ∫ dtVI(t)]|0〉 , (7.112)
which can be readily expanded using Feynman diagrams and evaluated using Feynman rules. Notice
that the term in the denominator exactly gives the terms in the first bracket of Eq. (7.99). Therefore,
we see the meaning of “1” in the symbolic expression “S = 1+iT” is in fact the vacuum persistence
amplitude, which is the amplitude that the interaction-picture vacuum does not end up in excited
states amids all the quantum fluctuations.
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Similarly, the precise meaning of “iT” is the transition amplitude times persistence amplitudes
of quantum states, which is the amplitude that an interaction-picture state does not end up in
some other states due to quantum fluctuations. In other words, an interaction-picture state can
fluctuate. Nevertheless, as long as the state remains the same when it enters the interaction
region, these fluctuations do not matter. Therefore, physical transition amplitudes, which are
related to experimental measurables, should remove these fluctuations by dividing them from the
total amplitude. From a diagram perspective, an matrix element, such as Eq. (7.103), can have
bubbles on external legs that represent fluctuations of the incoming and outgoing states. These
bubble diagrams are irrelevant to the physical transition amplitude. To compute physical transition
amplitudes, we will only need the so-called amputated diagrams, which are obtained by cutting
away bubbles so that external legs become simple lines. The precise mathematical statement of
the above result is the LSZ reduction formula, which is first proven by Lehman, Symanzik, and
Zimmermann (Lehmann et al., 1955).
In this section, the second-quantization formalism is developed using the scalar field theory as
an example. For Dirac fermions and gauge bosons, similar developments can be made except for
somewhat different spins-statistics and symmetry groups. The basic idea is nevertheless the same:
we first quantized free fields, then compute correlation functions in the interaction picture, and
finally obtain the S matrix using the LSZ reduction formula. Here, I will not elaborate on the
technical details, which can be found in many textbooks. To conclude this section, let me list the
Feynman rules for scalar QED, using which I will develop a theory for relativistic quantum plasmas
in the following chapters. The scalar-QED Lagrangian is given by Eq. (7.35), which can be written
explicitly as
L = ∂µφ†∂µφ−m2φ†φ− 1
4
FµνF
µν
+ ieAµ(φ†∂µφ− ∂µφ† φ) + e2AµAµφ†φ (7.113)
where terms on the first line are the Lagrangian of free complex scalar field and the free U(1)
gauge field, while terms on the second line are the interaction Lagrangian. For convenience, let me
denote Leφ2A = ieAµ(φ†∂µφ−∂µφ† φ) and Le2φ2A2 = e2AµAµφ†φ, where the quantum fields should
be interpreted as the interaction picture operators. First, similar to scalar field wave functions
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Eqs. (7.105) and (7.106), the gauge field wave functions can be attributed to external lines
→k, µ x = µ(k)e
−ikx,
k
µ = µ(k), (7.114)
→x k, µ = 
†
µ(k)e
ikx,
k
µ = †µ(k), (7.115)
where µ(k) is the unit polarization vector of the gauge boson, which can have up to three differently
polarized eigenstates in general. Second, similar to the scalar field propagator [Eq. (7.104)], the
gauge boson propagator is attributed to internal lines
x, µ y, ν = ΛµνF (x, y),
k
µ ν=
−i
k2 + i
[
gµν − (1− ξ)k
µkν
k2
]
, (7.116)
where ξ is the Faddeev–Popov gauge parameter. The Feynman Green’s function for the gauge
boson satisfies
Dµν(x)ΛνρF (x, y) = −iδρµδ(4)(x− y), (7.117)
where Dµν is the dispersion operator. In the vacuum theory, Dµν = (∂µ∂ν − ∂2gµν), and its
spatial components is precisely Eq. (3.19). With the minus sign Ai = −Ai, the sign convention
for the gauge boson Green’s function is the opposite of what is used for the scalar field Green’s
function [Eq. (7.104)], because the gauge boson is usually quantized in the temporal gauge A0 = 0.
Quantization in this gauge can readily ensure positivity of the Hamiltonian, because gij = −δij
have the same sign and terms with the opposite sign g0ν = δ0ν do not contribute. Quantizations
in other gauges are also viable, as long as a gauge condition is fixed. Without fixing a gauge,
the operator Dµν has a nontrivial kernel and is thereof not invertible. Fixing the gauge using the
Faddeev–Popov procedure introduces the gauge parameter ξ in Eq. (7.116), which disappears when
computing observables that are gauge-invariant. Finally, the scalar-QED Lagrangian [Eq. (7.113)]
has two interaction terms. To find out the Feynman rules, let us compute two matrix elements.
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One matrix element is
〈p2|iT
∫
d4xLeφ2A|p1k〉 = i
∫
d4x〈p2|ieAµφ†∂µφ|p1k〉 − 〈p2|ieAµ∂µφ† φ|p1k〉
= −e
∫
d4x
[
eip2xµe−ikx(−ipµ1 )e−ip1x−(ipµ2 )eip2xµe−ikxe−ip1x
]
=
∫
d4xµei(p2−p1−k)xie(p1 + p2)µ. (7.118)
Taking away integration of wave functions, we see the interaction vertex can be attributed with the
following momentum-space Feynman rule
k
p1 p2
µ
= ie(p1 + p2)
µ. (7.119)
The matrix element due to the Le2φ2A2 interaction can be computed similarly, which gives the
Feynman rule for the other scalar-QED vertex
µ ν
= 2ie2gµν , (7.120)
where the factor of two comes from two ways of contracting the gauge field. With the above
Feynman rules, we can readily evaluate all matrix elements of the scalar-QED model.
7.3 Path integral formulation
In the previous section, quantum field theory is treated using the standard second quantization
formulation, which accounts for quantum uncertainty using the commutation relations. However,
introducing noncommutativeness is not the only way of incorporating the quantum uncertainty. A
more intuitive way is perhaps using the path integral formulation. In this alternative formulation,
quantum uncertainty is manifested through random trajectories of particles. Unlike in classical
physics where a particle travels along the definite trajectory that extremizes the action, quantum
fluctuations allow a particle to wiggle around the extrema and travel along random trajectories that
are not allowed in classical physics. If no trajectory is forbidden in an experimental setup, then
after multiple realizations of the experiment, the averaged trajectory will be close to the classical
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trajectory. However, interesting things happen when some trajectories are blocked, for example,
in a double-slit experiment. In this later situation, averaging the quantum trajectories no longer
recovers the classical trajectory, and genuine quantum phenomena, such as double-slit interference
of a single electron, can then happen.
By carrying out the path integral, namely, allowing particles to take all possible trajectories
and then averaging them with the weighting factor eiS , all experimentally observed behaviors of
quantum particles can be explained (Feynman, 1985). Not only does the path integral formulation
explains quantum behaviors, but it also explains why our daily experience is mostly classical. This is
because without special setups to block the classical path, the classical trajectory, which extremizes
the action S, is the saddle point of the path integral and thereof has the dominate contribution.
The insight that classical physics and quantum physics can be unified through path integral can
be extended from the time domain to the entire spacetime. The result of such an extension is the
path integral formulation of quantum field theory, which I will discuss in this section.
7.3.1 Path integrals in quantum mechanics
To see that path-integral formulation is equivalent to second quantization, let us first consider
the motion of a single particle. Suppose we are interested in the following question: what is the
probability that a particle, initially found at location xa at time ta, appears at the final location
xb at time tb? The answer given by the Schro¨dinger picture is that the probability amplitude is
〈xb|T exp(−i
∫ tb
ta
dtH)|xa〉, where T is the time-ordering operator and H is the full Hamiltonian.
Now instead of inquiring only the initial and final states, suppose we are also interested in finding out
what happens in between, namely, we want to know what trajectory the particle takes to move from
xa to xb. Then, we can make a series of observations at time t0 < t1 < · · · < tN−1 < tN , when we
find the particle at locations x0, x1, . . . , xN−1 and xN , where the initial coordinate (t0, x0) = (ta, xa)
and the final coordinate (tN , xN ) = (tb, xb). Taking the limit ∆tk = tk − tk−1 → 0 while keeping
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Figure 7.1: A classical particle travels along the minimal-action trajectory (black), while a quantum
particle can wiggle around (gray) and sample all possible states. At given time tk, the particle’s
location xk can be anywhere, with a probability amplitude exp(iS) determined by the action
S =
∫
dtL(x, x˙) of the trajectory x(t). The weighted average of all trajectories gives the expected
trajectory, where the classical contribution usually dominates.
the sum
∑N
k=1 ∆tk = tb − ta fixed, the transition amplitude can be partitioned as
〈xb|T exp(−i
∫ tb
ta
dtH)|xa〉 = lim
∆t→0
〈xb|T exp(−i
N∑
k=1
∆tkH)|xa〉
= lim
∆t→0
∫ N∏
k=1
dxk〈xk|T exp(−i∆tkH)|xk−1〉, (7.121)
where I have inserted the completeness of quantum states I =
∫
dxk|xk〉〈xk| at each time when an
observation is made (Fig. 7.1). The above amplitude is the transition amplitude along the path
(t0, x0), (t1, x1), . . . , and (tN , xN ), where the end points are fixed, but the interior points are allowed
to vary. In the limit N →∞, the discrete path becomes a smooth trajectory.
To evaluate the transition amplitude along an infinitesimal path, let us explicitly write the
Hamiltonian operator H = H(xˆ, pˆ), where pˆ and xˆ are the momentum and position operators in
the second quantization formulation. The position eigenstate |x〉 is an eigenstate of the position
operators xˆ|x〉 = x|x〉. Then, using the orthonormal condition of the eigenvectors, the projection
〈xk|f(xˆ)|xk−1〉 can be expressed in the momentum space as
〈xk|f(xˆ)|xk−1〉 = f
(xk + xk−1
2
)
δ(xk − xk−1)
=
∫
dpk
2pi
eipk(xk−xk−1)f
(xk + xk−1
2
)
.
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Similarly, denote the momentum space eigenstate as |p〉, which satisfies pˆ|p〉 = p|p〉. Since the mo-
mentum operator has the configuration-space representation pˆ = −i∂x, the momentum eigenstate
wave function 〈x|p〉 satisfies the equation −i∂x〈x|p〉 = p〈x|p〉. It is thereof easy to see that the
projection 〈x|p〉 = eipx. Inserting the completeness condition in momentum space I = ∫ dpk2pi |pk〉〈pk|,
the projection 〈xk|g(pˆ)|xk−1〉 can be expressed as
〈xk|g(pˆ)|xk−1〉 = 〈xk|
∫
dpk
2pi
|pk〉〈pk|g(pˆ)|xk−1〉
= 〈xk|
∫
dpk
2pi
|pk〉〈pk|g(pk)|xk−1〉
=
∫
dpk
2pi
eipk(xk−xk−1)g(pk).
If the Hamiltonian is separable, namely, H(x, p) = f(p) + g(x), as is the case for simple harmonic
oscillators, then we can apply the above tricks to the transition amplitude along an infinitesimal
path
〈xk|T exp[−i∆tkH(xˆ, pˆ)]|xk−1〉 = 〈xk|1− i∆tkH(xˆ, pˆ) + . . . |xk−1〉
=
∫
dpk
2pi
exp
[
ipk(xk − xk−1)− i∆tkH
(xk + xk−1
2
, pk
)]
→
∫
dpk
2pi
exp
{
i
∫ tk
tk−1
dt
[
pkx˙k −H
(
xk, pk
)]}
, (7.122)
where the last line is obtained by taking the limit ∆tk → 0. It is easy to recognize that the
inverse Legendre transformation px˙ −H = L is the Lagrangian, and what sits in the exponential
is simply the infinitesimal action. Therefore, the Schro¨dinger picture time evolution can be related
to summation of exp(iS) over all possible paths. Here, it is worth mentioning what happens when
H(x, p) is not separable. In this case, the ordering of operators xˆ and pˆ matters in the quantized
Hamiltonian H(xˆ, pˆ). A particular ordering is call the Weyl ordering, in which xˆ and pˆ appears
symmetrically so that the product reads the same from left and right. If the Hamiltonian operator
H(xˆ, pˆ) is Weyl-ordered, it will simply be replaced by the Hamiltonian function H(x, p) in the
path-integral formula. When the Hamiltonian operator is not Weyl-ordered, it can be converted
to an auxiliary Hamiltonian H˜(xˆ, pˆ) that is Weyl-ordered. This is because an arbitrary product
can always be converted to a linear combination of Weyl-ordered products by commuting xˆ and
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pˆ. For example, pˆxˆ2 = (pˆxˆ2 + xˆ2pˆ)/2 + [pˆ, xˆ]xˆ, where [pˆ, xˆ] is simply a complex number so both
terms on the RHS are Weyl-ordered. After Weyl ordering, the auxiliary Hamiltonian will in general
contain additional terms, and what appears in the path-integral formula will be H˜(x, p) instead of
the original Hamiltonian function.
After adding up the contributions from infinitesimal paths, the transition amplitude of a quan-
tum particle from the initial coordinate (ta, xa) to the final coordinate (tb, xb) can be computed.
Using the path partition Eq. (7.121) and the infinitesimal contribution Eq. (7.122), the initial to
final transition amplitude can be written as
〈xb|T exp
[− i∫ tb
ta
dtH(xˆ, pˆ)
]|xa〉 = ∫ xb
xa
Dx(t) exp
[
i
∫ tb
ta
dtL(x, x˙)
]
, (7.123)
where Dx(t) = limN→∞
∏N
k=1
dxkdpk
2pi denote the path integral of all possible paths x(t) that satisfy
the boundary conditions x(ta) = xa and x(tb) = xb. The above expression connects the Hamiltonian
second quantization formulation and Lagrangian path integral formulation of quantum mechanics.
To see how path integral works in practice, consider the simple example where the particle is
free. In this case, the Hamiltonian H = p2/2m only contains a kinetic term. First, using quantum
mechanics, we have
〈xb|T exp[−i(tb − ta)H]|xa〉 = 〈xb|
∫
dp
2pi
|p〉〈p|T exp [− i(tb − ta) pˆ2
2m
]|xa〉
=
∫
dp
2pi
eipxb exp
[
− i(tb − ta) p
2
2m
]
e−ipxa
=
√
m
2pii(tb − ta) exp
[
i
m(xa − xb)2
2(tb − ta)
]
, (7.124)
where the time is slightly rotated t → (1 − i)t away from the real axis to make the Gaussian
integral converge. The above result gives the wave function Φ(xb, tb), which satisfies the Schro¨dinger
equation i∂tbΨ = − 12m∂xbΨ and the initial condition Φ(xb, ta) = δ(xb−xa). The wave packet spreads
from an initial delta function to an imaginary Gaussian distribution, whose standard deviation
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increases with time. The same result can be obtained using the path integral. From its definition
∫ xb
xa
Dx(t) exp
[
i
∫ tb
ta
dtL(x, x˙)
]
= lim
∆t→0
∫ N∏
k=1
dxk
dpk
2pi
exp
[
i∆t
(
pkx˙k − p
2
k
2m
)]
= lim
∆t→0
∫ N∏
k=1
dxk
√
m
2pii∆t
exp
[
i
m(xk+1 − xk)2
2∆t
]
=
√
m
2pii(tb − ta) exp
[
i
m(xa − xb)2
2(tb − ta)
]
. (7.125)
The integral series can be computed by choosing N = 2n for some integer n and then successively
using the following pairwise reduction
∫
dxk exp
{ im
2∆t
[
(xk+1 − xk)2 + (xk − xk−1)2
]}
=
∫
dxk exp
{ im
2∆t
[
2
(
xk − xk+1 + xk−1
2
)2
+
(xk+1 − xk−1)2
2
]}
=
√
ipi∆t
m
exp
[
i
m(xk+1 − xk−1)2
4∆t
]
.
To make the Gaussian integral converge, time is again rotated in the complex plane ∆t→ (1−i)∆t.
After one round of pairwise reduction, the number of intermediate points N = 2n → 2n−1 is reduced
by half, while the time step ∆t→ 2∆t is doubled. Therefore, after n rounds of pairwise reductions,
Eq. (7.125) can then be obtained.
The usefulness of the path-integral formulation comes from the mathematical developments,
whereby functional integrations can be computed directly without starting from their definition.
The functional integration can be computed either in the configuration space or in the Fourier
space (Grosche and Steiner, 1998). For example, in the configuration space, since the paths satisfy
the boundary conditions x(ta) = xa and x(tb) = xb, it is convenient to subtract the classical
contribution xc(t) and then integrating over quantum fluctuations. In other words, the trajectory
can be decomposed as x(t) = xc(t)+ξ(t), where the quantum fluctuation satisfies ξ(ta) = ξ(tb) = 0.
Moreover, we can also shift the time t→ t−ta, and denote T = tb−ta. Then, in our simple example
L = mx˙2/2, the classical trajectory is simply free streaming xc(t) = xa + vt, where the constant
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velocity v = (xb − xa)/T , and the action S =
∫
dtL can be written as
S =
∫ T
0
dt
1
2
m(v2 + 2vξ˙ + ξ˙2)
=
1
2
mv2T +mv[ξ(T )− ξ(0)] +
∫ T
0
dt
1
2
mξ˙2
= Sc − m
2
∫ T
0
dt ξd2t ξ. (7.126)
On the last line, Sc is the classical action, the second terms vanishes because of the boundary
conditions ξ(0) = ξ(T ) = 0, and the third term has been rewritten using integration by part, whose
boundary terms also vanish. Then, changing the integration path, the functional integral can be
factored as
∫ xb
xa
DxeiS = eiSc
∫ xb
xa
Dξ exp
[
− m
2i
∫ T
0
ξ(−d2t )ξ
]
, (7.127)
where −d2t ∼ ω2 > 0 is a positive-definite elliptic operator. The Gaussian functional integral is an
infinite-dimensional generalization of the N -dimensional Gaussian integral. For a positive-definite
N ×N symmetric matrix A, the Gaussian integral
∫ N∏
i=1
dxie
− 1
2
xpApqxq =
N∏
i=1
√
pi
λi
=
(
det
A
2pi
)− 1
2
, (7.128)
where λi > 0 are the eigenvalues of the matrix. More generally, when integrated with a polynomial
of even order 2n, the Gaussian integral
∫ N∏
i=1
dxi
2n∏
j=1
xkje−
1
2
xpApqxq =
(
det
A
2pi
)− 1
2 1
2nn!
∑
σ∈S2n
(A−1)kσ(1)kσ(2) . . .(A−1)kσ(2n−1)kσ(2n) , (7.129)
where S2n is the permutation group of 2n elements. As a generalization of the multivariate Gaussian
integral, the Gaussian functional integral
∫ xb
xa
Dξ exp
[
− α
∫ T
0
ξ(−d2t )ξ
]
= γ(α)
[
det(−d2t )
]−1/2
, (7.130)
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where γ(α) is some normalization factor. To compute the functional determinant, notice that for a
matrix A, we have the identity detA = exp[tr(lnA)] = exp
∑
n lnλn, where λn are the eigenvalues.
To compute the trace of lnA, we can use the zeta function
ζrA(s) := trA
−rs =
∑
n
1
λrsn
, (7.131)
where r is an arbitrary parameter, on which the final result does not depend. Take derivative ds
of the zeta function and then take the limit s → 0, ζr′A (s) = −
∑
n r lnλn/λ
rs
n → −r
∑
n lnλn is
well-behaved. Therefore, the determinant of the matrix A can be written in terms of the companion
zeta function as
detA = exp
[− 1
r
ζr
′
A (0)
]
, (7.132)
which is a relation also holds for the functional determinant. Now let us return to the example
A = −d2t , and solve the eigenvalue problem Aξn = λnξn. The eigenvector ξn(t) of the operator are
functions that satisfies the Dirichlet boundary conditions ξ(0) = ξ(T ) = 0. It is easy to see that the
eigenvectors are ξn(t) ∝ sin(npit/T ), and the eigenvalues are λn = (npi/T )2. For simplicity, denote
λn = cn
2 where c is a constant, then the companion zeta function
ζrA(s) = c
−rs
∞∑
n=1
1
n2rs
= c−rsζ(2rs), (7.133)
where ζ is the Riemann zeta function. The derivative ζr
′
A (s) = rc
−rs[−(ln c)ζ(2rs) + 2ζ ′(2rs)],
whose value at s = 0 is ζr
′
A (0) = r[ln(c)/2 − ln(2pi)], where I have used the special values of the
Riemann zeta function ζ(0) = −12 and ζ ′(0) = −12 ln 2pi. Using Eq. (7.132), the determinant
detA = 2pic−1/2. Notice that when we rescale the matrix A→ αA, the eigenvalue is scaled by the
same factor λ → αλ, so the determinant det(αA) = α−1/2 detA. This scaling law of functional
determinant is very different from that of N×N matrices, which is scaled by αN . In any case, such
a scaling only affects the overall normalization. Now that c = (pi/T )2, the functional determinant
det(−d2t ) = 2T. (7.134)
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Substituting this result into Eq. (7.130), then the path integral Eq. (7.127) becomes
∫
DxeiS = γ
(m
2i
) 1√
2(tb − ta)
exp
[
i
m(xa − xb)2
2(tb − ta)
]
, (7.135)
which equals to our earlier calculations [Eq. (7.125)] up to some normalization factor, which contains
no information regarding the dynamical process. Normalization factors in functional integrals can
be difficult to compute, unless the measure of the functional space is treated carefully. Fortunately,
normalization can usually be determine by some other ways, for example, by normalizing the total
probability to one. Moreover, when we compute physical observables using path integrals, the
normalization factors can usually be canceled as we shall see next.
7.3.2 Path integral in quantum field theory
Now we can extend the path integral formulation from quantum mechanics in the time domain to
quantum field theory defined on the entire spacetime. In the time domain, we have seen that the
transition amplitude of x(t) from (ta, xa) to (tb, xb) can be computed both using second quantization
in the Hamiltonian formalism, and using path integral in the Lagrangian formalism [Eq. (7.123)].
Following similar steps, the transition amplitude of a real scalar field φ(x) from the field configu-
ration φa(x) at time ta to another field configuration φb(x) at some later time tb, can be computed
using both formulations
〈φb|T exp
[− i∫ tb
ta
dtH(φ, pi)
]|φa〉 = ∫ φb
φa
Dφ exp
[
i
∫ tb
ta
d4xL(φ, ∂µφ)
]
, (7.136)
where pi is the canonical momentum of φ, and L is the Lagrangian density. If the field is complex,
then we can treat φ and φ∗ as independent fields, and the integration would be carried over DφDφ∗.
Here, for simplicity, I will first illustrate with a real scalar field.
In the usual quantum field theory, one is more concerned with scattering amplitudes than the
actual field configuration φ(x). For this purpose, as discussed in Sec. 7.2.3, the S-matrix elements
can be extracted from correlation functions using the LSZ reduction formula. Therefore, the task
now is to compute N -point functions using path integrals. For example, let us consider the two-
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point path integral
I =
∫ φb
φa
Dφ φ(x1)φ(x2)e
iSba ,
where φ(x1) and φ(x2) are the field values at the two spacetime coordinates x1 and x2, and S
b
a =∫ tb
ta
d4xL. Without loss of generality, let us suppose that ta < x01 < x02 < tb. Since the path integral
sums over all possible field configurations, we can first restrict the field at two configurations φ1
and φ2, and then integrate over φ1 and φ2. In other words, in addition to the initial φa and final φb
configurations, we make two additional observations during the field evolution, where we find the
field is φ1 at x
0
1 and φ2 at x
0
2. Then, the path integral can be written as products of three sections
I =
∫
Dφ1Dφ2 φ(x1)φ(x2)
∫ φb
φ2
Dφ eiS
b
2
∫ φ2
φ1
Dφ eiS
2
1
∫ φ1
φa
Dφ eiS
1
a
=
∫
Dφ1Dφ2φ(x1)φ(x2)〈φb|US(tb, x02)|φ2〉〈φ2|US(x02, x01)|φ1〉〈φ1|US(x01, ta)|φa〉,
where I have used Eq. (7.136) to convert path integrals to transition amplitudes, and US is the
Schro¨dinger picture time-evolution operator [Eq. (7.89)]. The field configuration |φ〉 is the eigenstate
of the Schro¨dinger picture operator φS(x)|φ〉 = φ(x)|φ〉. Absorbing the eigenvalue φ(xi) into the
transition amplitude, and using the completeness condition of eigenstates I =
∫
Dφ|φ〉〈φ|, we can
write
I =
∫
Dφ1Dφ2〈φb|US(tb, x02)φS(x2)|φ2〉〈φ2|US(x02, x01)φS(x1)|φ1〉〈φ1|US(x01, ta)|φa〉
= 〈φb|US(tb, x02)φS(x2)US(x02, x01)φS(x1)US(x01, ta)|φa〉
= 〈φb|US(tb, t)φH(x2)φH(x1)US(t, ta)|φa〉.
To avoid confusion, I have inserted the subscripts to emphasize that φH is the Heisenberg-
picture operator [Eq. (7.109)], which is related to the Schro¨dinger-picture operator by φH(x) =
US(t, x
0)φS(x)US(x
0, t). To obtain the last line, I have used goup properties of the time-evolution
operator Eqs. (7.90)-(7.91), and inserted an arbitrary reference time t. Denote the Heisenberg-
picture state |φ(t)〉H = US(t, x0)|φ(x)〉, which reverses the time evolution of the Schro¨dinger
picture state such that |φ(t)〉H is fixed at the reference time t and hence does not evolve. Then,
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the two-point path integral is
∫ φb
φa
Dφ φ(x1)φ(x2) exp
(
i
∫ tb
ta
d4xL
)
= H〈φb|T φH(x1)φH(x2)|φa〉H , (7.137)
where the assumption that x02 > x
0
1 is now manifested by the time-ordering operator T . We see
the two-point path integral equals to the transition amplitude from the initial to final states when
we make two intermediate observations. The above formula connects Lagrangian path-integral
formulation, where fields are functions, to Hamiltonian second-quantization formulation, where
fields are operators.
To compute S-matrix elements using the LSZ reduction formula, we need the notion of asymp-
totic vacuum. Similar to how we projected out the vacuum in Eq. (7.108), we can push the boundary
condition ta to the remote past ta  t of the reference time. Inserting a complete set of eigenstates
of the full Hamiltonian I =
∑
n |n〉〈n|, and sending ta → −∞(1− i), the boundary state
|φa〉H = US(t, ta)|φa〉 = US(t, ta)
∑
n
|n〉〈n|φa〉
=
∑
n
e−iEn(t−ta)|n〉〈n|φa〉
→ eiE0ta |Ω〉〈Ω|φa〉. (7.138)
Similarly, sending the other boundary to the remote future, tb → +∞(1−i), the field configuration
is also dominated by the physical vacuum
H〈φb| → e−iE0tb〈φb|Ω〉〈Ω|. (7.139)
With the vacuum as the asymptotic state in both the remote past and the remote future, the
two-point function
H〈φb|T φH(x2)φH(x1)|φa〉H → 〈φb|Ω〉〈Ω|φa〉e−iE0(tb−ta)〈Ω|T φH(x2)φH(x1)|Ω〉
= 〈φb|US(tb, t)US(t, ta)|φa〉〈Ω|T φH(x2)φH(x1)|Ω〉
=
∫ φb
φa
Dφ exp
(
i
∫ tb
ta
d4xL
)
〈Ω|T φH(x2)φH(x1)|Ω〉,
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where I have used the normalization of the physical vacuum 〈Ω|Ω〉 = 1 to rewrite the normalization
factor in terms of the path integral. Taking the limit tb → +∞ and ta → −∞, substituting the
above expression into Eq. (7.137), we thus obtain a formula for the vacuum two-point function for
the real scalar field in terms of path integrals
〈Ω|T φH(x1)φH(x2)|Ω〉 =
∫
Dφ φ(x1)φ(x2) exp
(
i
∫
d4xL
)
∫
Dφ exp
(
i
∫
d4xL
) . (7.140)
Now the boundary conditions are pushed to infinity and the Lagrangian density is integrated over
the entire spacetime. As promised earlier, the normalization factors of the functional integrals
cancel, and physical results are independent of the functional measure. The above formula, derived
using the real scalar field, also holds for fields of other types.
7.3.3 Feynman rules from path integrals
To illustrate the path-integral formulation, let me first use the example of the free complex scalar
field, whose Lagrangian is given by Eq. (7.3). Suppose the field vanishes at infinity, then using
integration by part, the action
iS0 = i
∫
d4xL0 = −
∫
d4xφ∗i(∂2 +m2)φ = −1
2
∫
d4xΦT
 0 D
D 0
Φ, (7.141)
which can be regarded as the action of a real scalar field ΦT = (φ, φ∗) with the differential oper-
ator appearing as the off-diagonal components of an extended symmetric matrix. The differential
operator D = i(∂2 + m2 − i), where a small positive number  > 0 is inserted to ensure that
the operator is positive definite. To compute the Gaussian functional integral, we can mimic the
following integrals in the complex plane
∫
dzdz¯ e−z¯az =
pi
a
, (7.142)∫
dzdz¯ zz¯e−z¯az =
pi
a
a−1, (7.143)∫
dzdz¯ z2e−z¯az =
∫
dzdz¯ z¯2e−z¯az = 0, (7.144)
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which are natural extensions of Gaussian integrals in the real vector space [Eq. (7.128) and (7.129)],
if we regard x = (z, z¯) as a real vector and double the size the matrix. Denoting the inverse of
the differential operator D as G(x, x′), which satisfies DG(x, x′) = δ(4)(x − x′), then up to some
normalization of the functional determinant, the functional Gaussian integrals
∫
DφDφ∗ exp
(
−
∫
d4zφ∗Dφ
)
= (detD)−1, (7.145)∫
DφDφ∗ φ(x)φ∗(y) exp
(
−
∫
d4zφ∗Dφ
)
= (detD)−1
1
2
[
G(x, y) +G(y, x)
]
. (7.146)
To see what the inverse G is, we need to solve the differential equation. Since the operator
D is translational invariant, the inverse G(x, y) = G(x − y). Then, taking Fourier transform∫
d4x exp[ip(x− y)], the Fourier space inverse
Gˆ(p) =
i
p2 −m2 + i , (7.147)
which is exactly the momentum space Feynman propagator for the scalar field [Eq. (7.104)]. Indeed,
after taking the inverse Fourier transform, the function G(x, y) = G(y, x) is exactly the Feynman
Green’s function [Eq. (7.11)]. In other words, for the free complex scalar field, the two-point
function
〈0|T φH(x)φ†H(y)|0〉 =
∫
DφDφ∗ φ(x)φ∗(y)eiS0∫
DφDφ∗ eiS0
= GF (x, y), (7.148)
which agrees with our previous result [Eq. (7.75)], which was obtained using second quantization.
Previously, the prescription of how to integrate around the poles in GF was imposed by causality.
Here, the same prescription is given by imposing that the differential operator D is positive definite
so that the Gaussian integrals converge. Moreover, from the path integral formulation, we see
it is natural to use the convention where the Green’s function is normalized such that (∂2 +
m2)G(x, x′) = −iδ(4)(x − x′), which is different from the typical mathematical definition by a
factor of −i. Analogous to multivariate Gaussian integral, the two other two-point functions are
zero ∫
DφDφ∗ φ(x)φ(y)eiS0 =
∫
DφDφ∗ φ∗(x)φ∗(y)eiS0 = 0, (7.149)
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which agree with our earlier results Eq. (7.82). Therefore, two-point Gaussian path integrals of free
fields are equivalent to Wick’s contractions in the second quantization formulation.
Next, let us compute the propagator of the free U(1) gauge field. Due to the gauge symmetry,
the U(1) gauge field contains a redundant degree of freedom. This redundancy requires that we fix
a gauge in the second quantization formulation, which usually uses the temporal gauge in order to
ensure the positivity of the Hamiltonian. Similarly, the gauge redundancy needs to be reduced in
the path integral formulation, which usually uses the Lorentz gauge, in order to ensure that the
functional integrals converge. To see why this is necessary, notice that the free action
iS0 = − i
4
∫
d4xFµνF
µν = − i
2
∫
d4x
[
(∂µAν)(∂
µAν)− (∂µAν)(∂νAµ)
]
= −1
2
∫
d4xAµi
(
∂µ∂ν − ∂2gµν
)
Aν , (7.150)
is a quadratic form with a degenerate matrix iDµν = i(∂µ∂ν − ∂2gµν). The matrix has a nontrivial
kernel, which is the set of functions α such that iDµν∂
να = 0. This situation is equivalent to
having a zero eigenvalue in the matrix of multivariate Gaussian integrals, in which case the integrals
diverge. To solve this problem, we need to remove the kernel from the integration domain. For
functional integrals, this can be achieved using the Faddeev–Popov procedure (Faddeev and Popov,
1967). Instead of integrating over the entire functional space, we can integrate in the quotient
space Aµ ∼ Aµ + ∂µα, with equivalent classes represented by field configurations that satisfy the
generalized Lorenz-gauge condition ∂µA
µ = ω. To enforce the gauge condition, we can insert the
identity
1 =
∫
Dαδ(∂µAµ − ω) det
(δ∂µAµ
δα
)
. (7.151)
The above identity is the infinite dimensional generalization of the delta function identity in mul-
tivariate calculus
1 =
∫ n∏
i=1
dxiδ(n)[f(x)− x0] det
( ∂fi
∂xj
)
,
where the determinant of the Jacobian compensates for the change of measure when inverting
x = f−1(x0). The Jacobian of the functional change of variable is δ∂µAµ/δα = ∂2, which is simply
a numerical factor. The functional delta function can be absorbed by inserting another Gaussian
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integral identity
1 = γ(ξ)
∫
Dω exp
(
− i
∫
d4x
ω2
2ξ
)
, (7.152)
where ξ is an arbitrary parameter and γ(ξ) is the normalization factor of the functional Gaussian
integral. Inserting both identities Eqs. (7.151) and (7.152), the functional integral can be written
as the infinity
∫ Dα times the integration in the quotient space
∫
DAO(A)eiS0 = γ(ξ)
∫
DαDADω exp
(
− i
∫
d4x
ω2
2ξ
)
δ(∂µA
µ−ω) det
(δ∂µAµ
δα
)
O(A)eiS0
= γ(ξ) det(∂2)
(∫
Dα
)∫
DAO(A) exp
[
i
∫
d4x
(
L0 − 1
2ξ
(∂µA
µ)2
)]
,
where O(A) is any gauge invariant functional of A. Since the three terms in front are just nor-
malization factors that will be canceled in the N -point function, what the above Faddeev–Popov
procedure does to U(1) gauge field1 is transforming the Lagrangian L0 → L˜0(ξ) = L0− 12ξ (∂µAµ)2.
Then the operator in the Gaussian integral becomes iDµν → iD˜µν(ξ) = i[(1− 1ξ )∂µ∂ν−(∂2−i)gµν ],
which becomes nondegenerate. Now that the functional integrals converge, we can use the property,
analogous Eq. (7.129), of the Gaussian integral to compute the two-point function of the free gauge
field
〈0|T AµH(x)AνH(y)|0〉 =
∫
DA Aµ(x)Aν(y)eiS˜0∫
DAeiS˜0
= ΛµνF (x, y). (7.153)
To find the Green’s function, which satisfies iD˜µν(ξ)Λ
νσ
F (x, y) = δ
ρ
µδ(4)(x − y), it is easy to solve
the equation in the momentum space
iD˜µνΛˆ
νσ
F (k) = −i
[
(1− 1
ξ
)kµkν − (k2 + i)gµν
]
ΛˆνσF (k) = δ
σ
µ . (7.154)
Since there are only two Lorentz invariant symmetric tensors gµν and kµkν in this problem, the
inverse must be a linear combination of these two tensors. It is straightforward to compute the
coefficients, and the momentum space Feynman Green’s function
ΛˆνσF =
−i
k2 + i
[
gµν − (1− ξ)k
µkν
k2
]
, (7.155)
1For other gauge groups, such as the SU(N) group, the Faddeev–Popov procedure can introduce a functional
determinant that depends on dynamical fields. In this case, other terms, such as the Faddeev–Popov ghost fields, are
also added to the Lagrangian.
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which is exactly the Feynman propagator of the gauge field Eq. (7.116) with the correct pole
prescription. The special value ξ = 0 is the Landau gauge, and ξ = 1 is the Feynman gauge, which
usually makes calculations simple in practice. However, it is advisable to keep the gauge parameter
ξ in the calculation, whose cancellation can be used as a criteria to check whether correct results
are obtained when computing gauge-invariant quantities.
Finally, apart from propagators of free fields, let me use the φ4 theory [Eq. (7.4)] to illustrate
how to obtain Feynman rules for interaction vertexes using path integrals. When the coupling
coefficient λ is small, we can compute the functional integral perturbatively
∫
DφDφ∗ eiS =
∫
DφDφ∗ eiS0
[
1− iλ
4
∫
d4z(φφ)∗ + . . .
]
=
[
det i(∂2 +m2)
]−1(
1 + z + . . .
)
.
The figure-eight diagram corresponds to the Gaussian integral
∫
dzdz¯ (zz¯)2e−z¯az = (pi/a)2a−2.
Now that a is the operator D = i(∂2 + m2 − i), whose inverse is the Feynman Green’s function
GF , the figure-eight diagram is given by functional Gaussian integral as
z = − iλ
4
∫
d4z2GF (z, z)GF (z, z), (7.156)
which is identical to Eq. (7.100), which was obtained using second quantization. Similarly, we can
compute the two-point path integral
∫
DφDφ∗ φ(x)φ∗(y)eiS =
∫
DφDφ∗ eiS0φ(x)φ∗(y)
[
1− iλ
4
∫
d4z(φφ)∗ + . . .
]
= (detD)−1
[
x y+
(
x y× z + x y
z
)
+ . . .
]
,
where the figure-eight diagram represents the same Gaussian integral as before, and the line diagram
represent the free propagator as in Eq. (7.104). The 1-loop diagram represent the following terms
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in the Gaussian integral
x y
z
= − iλ
4
∫
d4z 4GF (x, z)GF (z, z)GF (z, y), (7.157)
where the factor “4” comes from the four permutations that give the same term in the Gaussian
integral similar to Eq. (7.129). From the above example, we see functional Gaussian integrals can
be represented by Feynman diagrams, in which an internal line is associated with the propagator
GF , and an interaction vertex z is associated with the integral −iλ
∫
d4z. These Feynman rules
are identical to what we have obtained in Sec. 7.2.3 using second quantization. After properly
accounting for the symmetry factor, the path integrals can then be evaluated using the Feynman
rules.
7.4 Beyond lowest order: renormalization
Using either the second-quantization or the path-integral formulations, what we need to do in
the end is computing Feynman diagrams. Once the Feynman rules are figured out, computing
diagrams is a rather mechanical task. However, when computing higher-order diagrams, in which
loops appear, simply following the Feynman rules yields infinities. This is a typical situation facing
perturbation theories, where secular terms arise beyond the leading order, rendering naive higher-
order perturbative solutions invalid. When solving the classical field equations as PDEs, the secular
terms can be removed by multiscale expansions discussed in Ch. 2, which rescales space and time
to absorb the infinity. Similarly, infinities in perturbative solutions of quantum field theory can be
absorbed by a technique called renormalization, which I will briefly discuss in this section.
7.4.1 Basic idea: subtract infinity by rescaling
Although many different approaches to renormalization have been developed in the second half of
the 20th century, they share the same idea that peturbative infinities may be removed by rescaling,
namely, renormalizing. To see how this idea comes about, let us compute the 1-loop propagator
Eq. (7.157). Using the Fourier representation of the Green’s function, the 1-loop contribution to
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the propagator is
x y
z
= −iλ
∫
d4z
d4p
(2pi)4
d4k
(2pi)4
d4q
(2pi)4
GˆF (p)e
−ip(x−z)GˆF (k)GˆF (q)e−ip(z−y)
= −iλ
∫
d4p
(2pi)4
d4k
(2pi)4
GˆF (k)Gˆ
2
F (p)e
−ip(x−y), (7.158)
where the z and q integrals have been carried out. Notice that the k integral is divergent, because
it scales as d4kGˆF (k) ∼ k4k−2, which goes to infinity when we integrate over the entire momentum
space. For now, let us bear with this infinity problem and carry on. In the Fourier space, the 1-loop
diagram can be written as the product
p p
k
= −iλGˆ2F (p)
∫
d4k
(2pi)4
GˆF (k) = Gˆ
2
F (p)× p p , (7.159)
The above diagram is the first term in the following series of diagrams:
p p
1PI =
p p
+
p p
+ · · · = −iµ2(p2). (7.160)
On the LHS, the summed diagram is called the 1-particle-irreducible (1PI) diagram. This name
comes from the fact that the diagrams involve one external particle and each diagram in the series
is irreducible. A diagram is said to be irreducible, if it cannot be made disconnected by cutting
a single internal propagator. In other words, if a connected diagram can be cut into two separate
subdiagrams by removing a single internal line, then the diagram is said to be reducible. On the
RHS of Eq. (7.160), µ2 denotes the 1PI amplitude that only depends on the Lorentz scalar p2.
Then, the Fourier space two-point function Gˆ(2)(p) can be expanded by the geometric series
Gˆ(2)(p) =
p p
=
p
+
p p
1PI +
p p
1PI 1PI + . . .
= GˆF (p) + (−iµ)Gˆ2F (p) + (−iµ)2Gˆ3F (p) + . . .
=
GˆF (p)
1 + iµ2GˆF (p)
=
i
p2 −m2 − µ2 + i . (7.161)
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Notice that the two-point function is the Green’s function of the effective action Γ(2)G(2) = I,
where Γ(2) = i(∂2 + m2) + . . . is the tree-level action plus higher-order interactions. We see the
loop diagrams effectively shift the mass of the particle m2 → m2 + µ2, where the mass shift µ2(p2)
is energy-dependent. In other words, due to the φ4 interaction, the observed effective mass of the
particle is different from its bare mass by an amount that depends on the energy scale. This is the
same physical effect that the dispersion relation of a particle is altered by its interactions with a
medium, except now the interactions are self-interactions due to the φ4 coupling.
Having understood that loop effects are equivalent to shifting parameters in the Lagrangian, let
us quantify the amount of infinity, such that they can be shifted away later. One way to quantify
the infinity is using dimensional regularization. In this approach, instead of integrating in the four
dimensional spacetime, we first carry out the Wick rotation k0 = ik0E such that the integration
is transformed to the Euclidean space. Next, we integrate in a hypothetical d-dimensional space
where d = 4 − , such that the integral ddkGˆF (k) ∼ kd−2 becomes convergent. After obtaining
d-dimensional results, we can then take the limit  → 0. Although the limits will go to infinity,
we can now quantify the divergence using the Laurent series ∼ ∑∞n=−k cnn. For example, in the
1-loop diagram Eq. (7.159), the divergent momentum integral in d-dimension
∫
d4k
(2pi)4
i
k2 −m2 →
∫
ddkE
(2pi)d
1
k2E +m
2
=
∫ +∞
0
Sd−1kd−1dk
(2pi)d
1
k2 +m2
=
Sd−1
2(2pi)d(m2)1−d/2
∫ +∞
0
td/2−1
t+ 1
dt,
where Sd−1 = 2pid/2/Γ(d/2) is the surface area of the (d−1)-dimensional unit sphere. The remaining
integral is the beta function in its standard form
B(x, y) =
∫ +∞
0
tx−1
(t+ 1)x+y
dt =
Γ(x)Γ(y)
Γ(x+ y)
, (7.162)
where Γ(z) is the gamma function Γ(z + 1) = zΓ(z). Then, the 1-loop diagram
p p
= −iλ Γ(1− d/2)
(4pi)d/2(m2)1−d/2
, (7.163)
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where 1−d/2 = −1+/2. Taking the limit → 0, the gamma function Γ() = −1−γ+O(), where
γ is the Euler’s constant. In the same limit, the mass term can be expanded by z = 1+ ln z+O(2).
Using these expansions, Eq. (7.163) can be expressed as Laurent series, in which the divergent term
is iλm2/8pi2. We have thereof quantified the loop infinity using dimensional regularization.
The infinities, quantifiable using dimensional regularization, can be shifted away by redefin-
ing parameters in the Lagrangian. For example, in the above example, infinity in µ2(p2) can
be canceled if we subtract the same infinity from the mass term m2 such that the combination
m2 + µ2(p2) corresponds to the finite physical mass. In retrospect, there is no particular reason
why the Lagrangian has to be normalized in the standard form Eq. (7.4). The normalizations are
thus degrees of freedom we can exploit. Now let us use the multiplicative renormalization scheme
with dimensional regularization, where scaling factors are kept explicit in the Lagrangian
L = Zφ∂µφ∗∂µφ− Zmm2φ∗φ− λ
4
ZλM
(φ∗φ)2
= ∂µφ
∗
B∂
µφB −m2Bφ∗φ−
λB
4
(φ∗BφB)
2. (7.164)
The second line is identical to the standard Lagrangian Eq. (7.4) except for the subscript B,
which indicates that the terms are in fact their bare values. These bare values are related to the
renormalized values by
φB = Z
1/2
φ φ, (7.165)
m2B =
Zm
Zφ
m2, (7.166)
λB =
Zλ
Z2φ
M λ. (7.167)
The term M  is inserted to make the scaling factor Zλ dimensionless. To see why the term is needed,
notice that in dimensional regularization, in order for the action S =
∫
ddxL to be dimensionless, the
field has mass dimension [φ] = Md/2−1. Therefore, the interaction term, which has mass dimension
[φ4] = Md−, needs to be compensated by M . The above scaling factors can be expanded as power
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series of the normalized coupling constant
Zλ = 1 + δλ = 1 + a1λ+ a2λ
2 + . . . , (7.168)
Zm = 1 + δm = 1 + b1λ+ b2λ
2 + . . . , (7.169)
Zφ = 1 + δz = 1 + z1λ+ z2λ
2 + . . . . (7.170)
When the normalized coupling λ → 0, the field theory becomes free, so there is no interaction
and thereof no need for perturbative corrections. In this case, we can either second-quantize or
path-integrate the theory in ways discussed in previous sections. On the other hand, for small but
finite coupling λ, divergent perturbative corrections arise, which can be removed by allowing the
expansion coefficients ci =
∑∞
j=−k cij
j to contain infinities. In the expansion Z = 1 + δ, the “1”
part can be treated in the usual way, while the “δ” part can be regarded as extra interactions. It
is easy to see two additional interactions arise, and the following momentum space Feynman rules
can be attributed to the counter terms
p p
= i(p2δφ −m2δm), (7.171)
= −iλδλ. (7.172)
By renormalizing the Lagrangian [Eq. (7.164)], we introduce the above counter terms into the
Lagrangian, which can be regarded as additional interactions. These additional interactions can
then be used to cancel infinities in loop diagrams.
Before dealing with specific infinities, let us classify what types of infinities can possibly arise.
As we have seen earlier, infinities come from loop integrals. Suppose there are L loops in a diagram,
then the L integrals, each contributes ∼ ddk in d dimension, have total momentum dimension kdL.
This momentum in the numerator is canceled by the momentum in the denominator, which is
provided by the propagator ∼ k−2. Hence, if an L-loop diagram contains P propagators, the
integral is superficially divergent with degree
D = dL− 2P. (7.173)
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Using simple graph theory, the number of loops L and the number of internal lines P can be related
to the number of external lines N and the number of vertexes V of the diagram. First, a loop exist
if two vertexes are connected by more than one internal lines. Therefore, discarding all external
lines, when we remove one internal line together with one of its vertex, the number of loops is
reduced by one. By induction, the graph satisfies
L = P − V + 1. (7.174)
Second, a line in the digram is connected to some vertex. Each external line connects to only one
vertex, whereas each internal line connects to two vertexes. Since each vertex emanates n lines in
the φn theory, the number of lines and vertexes are related by
nV = N + 2P. (7.175)
Expressing L and P in terms of V and N , the superficial degree of divergence of the diagram can
be written as
D = d−
[
d− n
(d
2
− 1
)]
V −
(d
2
− 1
)
N. (7.176)
Notice that in φn theory in d-dimension, the mass dimension of the coupling coefficient is
[λ] = Md−n(d/2−1), whose exponent is precisely the coefficient of V in the superficial degree of
divergence. When λ has positive mass dimension, namely when d− n(d/2− 1) > 0, the coefficient
of V is negative. In this case, when a diagram contains more vertexes, the diagram becomes less
divergent. In other words, when computing higher order diagrams in the perturbation series, the
momentum integral becomes more convergent. The perturbation series is well-behaved in this
case, and the theory is thereof said to be super-renormalizable. On the other hand, when λ has
negative mass dimension, namely when d − n(d/2 − 1) < 0, the coefficient of V is positive. In
this case, when a diagram contains more vertexes, the diagram becomes more divergent. In other
words, when computing higher order diagrams in the perturbation series, the momentum integral
becomes more divergent. The perturbation series is thus ill-behaved, and the theory is said to be
non-renormalizable. Finally, when λ is dimensionless, namely when d − n(d/2 − 1) = 0, the D is
independent of V . In this case, the degree of divergence only depends on the number of external
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lines N , and the divergence is the same to all orders of the perturbation series. In this case, the
theory is said to be renormalizable.
According to the above classification, the φ4 theory in four dimensional spacetime is renormaliz-
able, and contains three types of infinities that can be sifted away by imposing three renormalization
conditions. Now that d = n = 4, the superficial degree of divergence D = 4−N . Since the theory
is invariant under the symmetry φ → −φ, only diagrams with even number of external lines can
have nonzero amplitudes. In other words, the possible values of N such that a digram is divergent
is N = 0, 2, and 4. When N = 0, there is no incoming or outgoing states, so the diagram is
not related to the S matrix. The N = 0 diagrams, such as Eq. (7.100), contribute to zero-point
function G(0) = 〈Ω|Ω〉, which gives vacuum fluctuations. When N = 2, the diagrams are of the
form Eq. (7.161), which give perturbative corrections to the propagator. In other words, N = 2
diagrams contribute to the two-point function G(2)(x, y) = 〈Ω|T φ(x)φ∗(y)Ω〉, which is the Green’s
function of the effective action Γ(2) of the interaction theory. In the effective action Γ(2), parameters
of the Lagrangian are shifted by loop diagrams. To subtract infinities by rescaling the parameters,
we need to impose renormalization conditions. For example, we can impose the physical renormal-
ization condition to N = 2 diagrams such that the renormalized mass m in the Lagrangian is the
physical rest mass of the particle
p p
1PI = 0,
d
dp2
(
p p
1PI
)
= 0, at p2 = m2. (7.177)
The first condition requires that the location of the propagator pole is simply p2 = m2 at the
physical mass of the particle. The second condition requires that the residue of the pole is sim-
ply i, so that the normalization of the propagator also remains physical. Finally, the remaining
divergent diagrams are the N = 4 diagrams. These diagrams contribute to the 4-point function
G(4)(x1, x2, y1, y2) = 〈Ω|T φ(x1)φ(x2)φ∗(y1)φ∗(y2)|Ω〉. By the LSZ reduction formula, the momen-
tum space 4-point function Gˆ(4)(p1, p2, p3, p4) = Γˆ
(4)(p1, p2, p3, p4)
∏4
i=1 Gˆ
(2)(pi), where Γˆ
(4) is the
1PI amplitude. To subtract infinities from Γˆ(4), we can impose the physical renormalization condi-
tion that the coupling coefficient λ in the renormalized Lagrangian equals to the physical coupling
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at rest
1PI = −iλ, at s = 4m2, t = u = 0. (7.178)
Here s = (p1 + p2)
2 = (p3 + p4)
2, t = (p1 − p3)2 − (p2 − p4)2, and u = (p1 − p4)2 = (p2 − p3)2 are
the Mandelstam variables, where p1 and p2 are incoming 4-momentum whereas p3 and p4 are the
outgoing 4-momentum. Three renormalization conditions, such as those given above, are necessary
and sufficient to determine the three scaling factors Zλ, Zm and Zφ.
7.4.2 Renormalization of φ4 theory at 1-loop level
Now let us consider renormalization of the propagator, namely, the N = 2 diagrams. Using the
1-loop integral Eq. (7.163) and the counter term Eq. (7.171), the λ1-order 1PI amplitude contains
two diagrams
−iµ2 =
p p
+
p p
+ . . .
= −iλ Γ(1− d/2)
(4pi)d/2(m2)1−d/2
+ iλ(p2z1 −m2b1) + . . . (7.179)
where z1 and b1 are the first-order coefficients in expansions Eqs. (7.169) and (7.170). Using the
two renormalization conditions Eq. (7.177), the two expansion coefficients
z1 = 0, (7.180)
b1 = − Γ(1− d/2)
(4pi)d/2(m2)2−d/2
' 1
8pi2
−1 +O(1). (7.181)
Therefore, the 1-loop correction to the propagator vanishes, and the 1PI amplitude
− iµ2 = O(λ2). (7.182)
This is a special feature of φ4 theory, and the 1PI amplitude will receive corrections starting from
two-loop diagrams at second order in the perturbation series.
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Next, let us consider normalization of the interaction vertex, namely, the N = 4 diagrams. At
1-loop level, the φ4 interaction contains the following diagrams
−iΛ = 1PI = + + + + + . . .
= −iλ(1 + a1λ) + (−iλ)2
[
iV (s) + iV (t) + iV (u)
]
+O(λ3), (7.183)
where V (p2) denotes the 1-loop integral with loop momentum p. The first loop diagram is the
s-channel diagram with loop momentum s = (p1 + p2)
2, where two incoming particles merge to
produce a pair of virtual particles, which then annihilate to produce the outgoing particles. The
second loop diagram is the t-channel diagram with loop momentum t = (p1 − p3)2, where the
two incoming particles scatter by exchanging a pair of virtual particles. The third diagram is the
u-channel diagram with loop momentum u = (p1 − p4)2, which is similar to the t-channel diagram
except that the two outgoing particles are exchanged. Using the Feynman trick
1
AB
=
∫ 1
0
dx
[xA+ (1− x)B]2 , (7.184)
where the dummy variable x is called the Feynman parameter, the 1-loop integral can be computed
as follows
iV (p2) =
∫
d4k
(2pi)4
i
k2 −m2
i
(k + p)2 −m2
= −
∫ 1
0
dx
∫
d4k
(2pi)4
1
{(1− x)(k2 −m2) + x[(k + p)2 −m2]}2
= −
∫ 1
0
dx
∫
d4l
(2pi)4
1
[l2 + x(1− x)p2 −m2]2 .
On the last line, the integral variable is changed to l = k + xp. For large momentum, the integral
scales as d4l/l4 ∼ 1 and is thereof divergent. The divergence can be quantified using dimensional
regularization, where we first rotate l0 = il0E to the imaginary axis and then integrate in a hypo-
thetical d = 4 −  dimensional Euclidean space. Denoting ∆2 = m2 − x(1 − x)p2, then the 1-loop
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integral
V (p2) = −
∫ 1
0
dx
∫
ddlE
(2pi)d
1
(l2E + ∆
2)2
= −
∫ 1
0
dx
∫ +∞
0
Sd−1ld−1dl
(2pi)d
1
(l2 + ∆2)2
= − 1
(4pi)d/2Γ(d/2)
∫ 1
0
dx
1
∆4−d
∫ +∞
0
dt
td/2−1
(t+ 1)2
= − Γ(/2)
(4pi)2−/2
∫ 1
0
dx
1
[m2 − x(1− x)p2]/2 , (7.185)
where Sd−1 is again the surface area of the (d−1)-dimensional unit sphere, and I have used the beta
function Eq. (7.162) to carry out the t = l2/∆2 integral. Substituting the above result Eq. (7.185)
into the 1PI interaction diagram Eq. (7.183), we have thus obtained a formula for the second order
scattering amplitude. The 1-loop infinity contained in V (p2) can be subtracted by the infinity in the
1-loop counter term a1. Using the physical renormalization condition Eq. (7.178), the coefficient
a1 = −V (4m2)− 2V (0) ' 3
8pi2
−1 +O(1). (7.186)
Substituting the above result into Eq. (7.183), the renormalized 4-point 1PI amplitude
−iΛ=−iλ− iλ
2
16pi2
∫ 1
0
dx ln
∣∣∣(1−x(1−x)s/m2
1− 4x(1−x)
)(
1−x(1−x)t
m2
)(
1−x(1−x)u
m2
)∣∣∣+O(λ3), (7.187)
in the limit → 0. We have thus obtained a well-behaved scattering amplitude to second order in
λ. In the center of mass frame, the scattering is symmetric p1 = (E,p), p2 = (E,−p), p3 = (E,p′),
and p4 = (E,−p′). Then the Mandelstam variables s = 4E2, t = −2(E2 − m2)(1 − cos θ), and
u = −2(E2 − m2)(1 + cos θ), where θ = 〈p,p′〉 is the angle between the incoming and outgoing
momentum. We see the energy and angle dependences in the second-order amplitude do not cancel.
In other words, while −iΛ is independent of the incoming and outgoing momentum at tree level,
the amplitude starts to depend on the energy scale at 1-loop level, because the interactions now
involve creation and annihilation of momentum-carrying virtual particles.
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7.4.3 Scale dependence and renormalization group flow
From the above 1-loop calculations, we see after subtracting infinities using counter terms, the
effects of loop diagrams are shifting parameters in the Lagrangian in an energy-dependent way. For
example, when we impose physical normalization condition that λ is the coupling constant between
particles at rest, then Eq. (7.187) tells us what the effective coupling Λ(E) is at larger particle
energy. Alternatively, we could have imposed the physical renormalization condition at some other
energy scale Λ(E0) = λ0. Then, after renormalizing the loop diagrams, we can similarly determine
what the coupling constant becomes at other energy scales. In other words, the coupling constant
at one energy scale is related to the coupling constant at another energy scale by renormalization.
We can think of Λ(E) as a one-parameter flow, where Λ evolves as a function of E in this Wilson’s
picture of renormalization. Unless we specify how parameters are renormalized, two Lagrangians
with seemingly different parameters, can in fact be the same Lagrangian if their parameters are
along the same flow line Λ(E). On the other hand, if parameters of two Lagrangians are not along
the same flow line, then these Lagrangians describe two distinct theories, which are not equivalent
under renormalization. More generally, if we regard parameters of a theory as coordinates on a
manifold, then renormalization induces one-parameter local diffeomorphism ΦE of the manifold.
The diffeomorphism ΦE forms a one-parameter multiplicative group ΦEΦE′ = ΦE+E′ . This group
is called the renormalization group. The renormalization group flow allows systematic investigation
of how parameters, and thereof observables, change when we do experiments at different scales.
The renormalization group flow is described by the Callan-Symanzik equation. Let me use
the φ4 theory as an example to derive the Callan-Symanzik equation for the n-point function,
which is a fundamnetal quantity in quantum field theory. In terms of the bare values, the n-point
function G
(n)
B = 〈Ω|T φB(x1) . . . φ∗B(xn)|Ω〉 is independent of the renormalization scale M in the
dimensional regularization scheme Eq. (7.164). Therefore, the momentum space n-point irreducible
amplitude Γ
(n)
B (p1, . . . , pn), which is related to Gˆ
(n)
B by the LSZ reduction formula Gˆ
(n)
B (p1, . . . , pn) =
Γˆ
(n)
B (p1, . . . , p4)
∏n
i=1 Gˆ
(2)
B (pi), is also independent of the renormalization scale M . In other words,
the bare value of the n-point irreducible amplitude satisfies
d
dM
Γˆ
(n)
B = 0. (7.188)
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On the other hand, the renormalized n-point irreducible amplitude Γˆ(n) does depend on the
renormalization scale. Using the scaling relations between the bare and renormalized field val-
ues [Eq. (7.165)], the LSZ reduction formula gives
Γˆ(n) =
Gˆ(n)(p1, . . . , pn)∏n
i=1 Gˆ
(2)(pi)
=
Z
−n/2
φ Gˆ
(n)
B (p1, . . . , pn)∏n
i=1 Z
−1
φ Gˆ
(2)
B (pi)
= Z
n/2
φ Γˆ
(n)
B . (7.189)
This renormalized n-point irreducible amplitude depends on renormalized parameters in the La-
grangian. In the φ4 theory example, Γˆ(n) = Γˆ(n)(M,m, λ) explicitly depends on the renormalization
scaleM and two parameters of the Lagrangianm(M) and λ(M). Substituting the above expressions
into Eq. (7.188), the total derivative
0 =
d
dM
(
Z
−n/2
φ Γˆ
(n)
)
= −n
2
Z
−n/2−1
φ
∂Zφ
∂M
Γˆ(n) + Z
−n/2
φ
(∂Γˆ(n)
∂M
+
∂Γˆ(n)
∂λ
∂λ
∂M
+
∂Γˆ(n)
∂m
∂m
∂M
)
,
where the partial derivatives means the bare parameters mB and λB are kept constant. The above
equation states that the dependency of the n-point irreducible amplitude on the renormalization
scale is exactly canceled by the dependencies of the scaling factors on the renormalization scale. In
other words, physical observables have scale dependences, because parameters in the Lagrangian
change with scales. This scale dependence is summarized by the above Callan-Symanzik equation,
which is conventionally written as
(
M
d
dM
− nγ
)
Γˆ(n) =
(
M
∂
∂M
+ β
∂
∂λ
+ γmm
∂
∂m
− nγ
)
Γˆ(n) = 0, (7.190)
where the advection speed are given by the dimensionless renormalization group parameters
γ =
M
2
(∂ lnZφ
∂M
)
B
, (7.191)
β = M
( ∂λ
∂M
)
B
, (7.192)
γm =
M
m
( ∂m
∂M
)
B
, (7.193)
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where the subscript B indicates that the partial derivatives hold the bare parameters constant.
In the above equations, parameters in the Lagrangian flow with the energy scale M . The flow
rates of these parameters then determine how fast the physical observable Γˆ(n) changes when
varying the experimental scale. Suppose we know how the gamma function γ(M) depends in the
renormalization scale, then the Callan-Symanzik equation Eq. (7.190) can be immediately solved:
Γˆ(n)(M) = Γˆ(n)(M0) exp
[
n
∫ M
M0
dµ
γ(µ)
µ
]
. (7.194)
This solution connects the renormalized n-point irreducible amplitude on one energy scale M to
the observable on a different scale M0. Similarly, suppose we know the beta function β(λ), then
the renormalization group equation Eq. (7.192) can be symbolically solved by
ln
M
M0
=
∫ λ
λ0
dλ′
β(λ′)
. (7.195)
Suppose we can invert this implicit function, then the coupling coefficient λ at other energy scales
M can be determined by its renormalized value λ0 at energy scale M0. Finally, suppose we know
γm(M) as a function of the renormalization scale, then Eq. (7.193) can be easily solved to give the
renormalization flow of mass
m(M) = m0 exp
[ ∫ M
M0
dµ
γm(µ)
µ
]
. (7.196)
This relation tells us how the mass of the particle at energy scale M is related to its mass at
a reference scale M0. For example, suppose we know the rest mass of the particle to be m0,
then the above renormalization flow gives the effective mass of the particle when it has finite
kinetic energy. The Callan-Symanzik equation with its renormalization group equations thus give a
systematic description of how observables depend of the energy scale, which is equivalent to spatial
and temporal scales in the experiment.
Now let us determine the renormalization group parameters γ, β and γm. In dimensional
renormalization Eq. (7.164), we see the scaling factors Zφ, Zm, and Zλ have no explicit dependence
on the renormalization scale M . The dependence is implicit in the coupling coefficient λ, and we
can write Z = Z(λ(M), ). Therefore, the gamma function [Eq. (7.191)], which is related to wave
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function renormalization, can be written as
γ =
M
2
d lnZφ
dλ
∂λ
∂M
=
1
2
β
d lnZφ
dλ
. (7.197)
Similarly, we can express the beta function in terms of the scaling factors. Using the cyclic identity
(∂x/∂y)z(∂y/∂z)x(∂z/∂x)y = −1, and the scaling relation λB = M λZλZ−2φ [Eq. (7.167)], the
beta function [Eq. (7.192)], which is related to renormalization of the coupling coefficient, can be
expressed as
β = −M (∂λB/∂M)λ,mB
(∂λB/∂λ)M,mB
= −
[ d
dλ
ln
(
λZλZ
−2
φ
)]−1
=
−+ 4γ
d ln(λZλ)/dλ
. (7.198)
The last line is obtained by expressing the derivative of Zφ in terms of the gamma function, and
then solving for β using the second line. Finally, using the scaling relation m = Z
1/2
φ Z
−1/2
m mB
[Eq. (7.166)], the γm function [Eq. (7.193)], which is related to mass renormalization, becomes
γm =
M
m
d
dλ
(
Z
1/2
φ Z
−1/2
m mB
) ∂λ
∂M
=
β
2
( 1
Zφ
dZφ
dλ
− 1
Zm
dZm
dλ
)
= γ − β
2
d lnZm
dλ
. (7.199)
The above results express the renormalization group parameters in terms of the scaling factors.
Using perturbation theory, the scaling factors, expanded by asymptotic series Eqs. (7.168)-(7.170),
can be computed order by order. Once the expansion coefficients are known, we can then determine
the renormalization group flow.
The group flow at 1-loop level can be determined from the renormalization of 1-loop diagrams.
In Sec. 7.4.2, we have already determined the first-order expansion coefficients, which are z1 = 0,
a1 = 3/8pi
2 + O(1), and b1 = 1/8pi
2 + O(1) as Laurent series of . Regarding  as a finite
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number, then as series of λ, the derivatives dZφ/dλ = O(λ), d(λZλ)/dλ = 1 + 2λa1 + O(λ
2),
and dZm/dλ = b1 + O(λ). Now we are ready to compute the renormalization parameters. Using
Eq. (7.197), the gamma function γ = 12βO(λ). Substituting this result into Eq. (7.198) and solving
for β, the 1-loop beta function
β = −λ+ a1λ
2 +O(λ2)
1 + 2a1λ+O(λ3)
= −[λ− a1λ2 +O(λ3)]
→ −λ+ 3λ
2
8pi2
+ . . . , (7.200)
where the last line in the limit  → 0. Notice that only the coefficient of the divergent term in
the Laurent series of a1 contributes to the beta function. Having obtained the beta function, the
lowest order gamma function
γ = −z2λ2 + . . . , (7.201)
where the coefficient z2 needs to be determined by 2-loop calculations. Finally, substituting the
1-loop beta function and gamma function into Eq. (7.199), the mass renormalization flow at 1-loop
level is given by
γm =
λ
16pi2
+ . . . , (7.202)
where the contribution only comes from the divergent term in the Laurent series of b1. While the
group flow for the n-point function is trivial at λ order [Eq. (7.194)], the renormalized coupling
coefficient and the renormalized mass already start to flow at 1-loop level. Integrating the renor-
malization group equation Eq. (7.195), it is easy to express λ in terms of M . Then, the coupling
coefficient λˆ = 3λ/8pi2 at scale µ = M/M0 is related to the coupling coefficient λˆ0 at the reference
scale µ = 1 by the following flow
λˆ(µ) =
λˆ0
µ + λˆ0−1(1− µ)
→ λˆ0
1− λˆ0 lnµ
, (7.203)
where the limit is attained when  → 0. We see for positive λ0, as the energy scale µ → 0, the
coupling coefficient goes to zero. On the other hand, then µ→ +∞, the coupling coefficient grows
until the perturbation theory fails. This is intuitive because as the energy scale increases, more
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virtual particles can be excited, whose interactions add up and contribute to a larger effective
coupling coefficient. Of course, when the coupling coefficient becomes large, contributions from
higher-order diagrams, which are ignored so far, will become important. Therefore, the above 1-
loop result is self-contained only in the low energy limit. Now suppose it is possible to have  > 0,
for example, in some condensed matter system. Then, the 1-loop beta function has two fixed point
λ1 = 0 and λ2 = 8pi
2/3. When λ0 > λ2, we have β0 = M
∂λ
∂M |0 > 0, so λ will increase as M
increases. On the other hand, when λ1 < λ0 < λ2, we have β0 < 0. Then, λ will decrease towards
λ1 as M increases. Finally, when λ0 < λ1, we have β0 > 0, so λ will increase towards λ1 as M
increases. Hence, we see the smaller λ1 is a stable fixed point of the renormalization group flow,
and a point starts nearby will ultimately flow towards the stable fixed point. On the contrary, the
larger λ2 is an unstable fixed point of the renormalization group flow, and a point starts nearby
will ultimately flow away from the unstable fixed point. Having obtained the normalization flow
for the coupling coefficient, we can readily obtain the mass renormalization flow using Eq. (7.196).
After carrying out the integral, the mass flows with the change of scale by
m(µ) = m0
[
1 +
λˆ0

(
µ− − 1)]−1/6 → m0(1− λˆ0 lnµ)−1/6, (7.204)
where the limit is again attained when → 0. For positive λ, we have γm = Mm ∂m∂M > 0. Therefore,
the mass becomes larger at higher energy. This is also intuitive, because when a particle propagates,
it drags virtual particles with it, which add to its effective mass. At higher energy, more virtual
particles are created, so the effective mass becomes larger.
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Chapter 8
Quantum electrodynamics in plasmas:
effective action approach
In this chapter, I will extend QED to model plasma waves using an effective action approach.
Plasma waves are fluctuations that involve self-consistent interactions between charged particles
and electromagnetic fields. To make contact with vacuum waves, it is helpful to focus on fluctuations
of the EM fields, and package charged particle responses into an effective action. Due to the charged
particle responses, a wave that exist in the vacuum now propagate differently, which is manifested by
a different wave dispersion relation between the wavelength and the wave frequency. In addition, due
to the presence of the plasma, waves that do not exist in the vacuum now emerge, whose dispersion
relation and polarization differ substantially from the vacuum EM waves. A detailed understanding
of the plasma waves is the first step towards a more complete theory of weakly-interacting QED
plasmas, in which collective effects dominate collisional effects so that linear fluctuations are the
simplest phenomena. As we shall see, the spectrum of linear waves, which are directly observable
in experiments, already exhibits interesting modifications as consequences of relativistic quantum
effects in high-energy-density plasmas.
The effective action approach used here is related to the Green’s function approach commonly
adopted in the literature. As discussed in Sec. 7.4.1, the effective action is constituted of the action
of the free field plus interactions, and the inverse of the effective action is the Green’s function
of the full theory. In other words, to determine the effective action, it is equivalent to compute
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the Green’s function of the full theory. The later approach is taken by Schwinger (1961) and
Keldysh (1965), who developed a nonequilibrium quantum field theory using the closed time path
formalism. Combining the nonequilibrium Green’s function formalism with QED, Bezzerides and
DuBois (1972) developed a relativistic quantum theory for plasmas. In their theory, the dynamics of
the plasma can be described using the Schwinger-Dyson’s equations satisfied by the nonequilibrium
Green’s functions. By taking the classical and the adiabatic limits, the Schwinger-Dyson’s equations
recover the Boltzmann’s equation, which describes the advection and collisions of charged particles,
as well as the wave kinetic equation, which describes the propagation, absorption, and emission of
waves. When the plasma is close to equilibrium, fluctuations can also be described by the finite-
temperature field theory using the thermal Green’s functions (Rojas and Shabad, 1979; Melrose,
2008, 2013; Kuznetsov and Mikheev, 2013), where the thermal average is a special case of the
average over an arbitrary density matrix.
Despite of the connections, the effective action approach, which treats the problem on the La-
grangian level using path integrals, has a number of important differences from the Green’s function
approach. The effective approach separates statistical fluctuations from quantum fluctuations, and
thereof does not rely on the interaction picture used in the Green’s function approach, which re-
quires that the system is in thermal equilibrium either in the remote past or in the remote future in
order for the asymptotic states and operators to be well defined. In the Green’s function approach,
the initial and boundary conditions are hided in the density matrix and the Green’s function,
whereas they are now displayed explicitly in the Lagrangian in the effective action approach. The
later treatment is more convenient in practice, which build up successively higher order approx-
imations from below instead of truncating the BBGKY Hierarchy of N -point functions from the
above.
The machinery for computing the effective action has already been provided by quantum field
theory, and the only additional ingredient is that now there exists a background plasma filling
up the vacuum. The presence of a background plasma maybe unfamiliar for QED, which has
hitherto been developed to incorporate background EM fields only. However, background plasma
can be regarded as a background particle field, which is analogous to the background EM fields
already included in the strong-field QED. From the perspective of classical field theory, background
fields are a set of initial and boundary conditions that differ from the vacuum. Alternatively, from
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the point of view of second quantization, background fields are initial and final states other than
the vacuum states. Finally, in the path integral formulation, background fields are classical field
configurations that differ from the vacuum configuration, upon which quantum fluctuations take
place. I find the path integral perspective convenient, and I will use it to derive the general theory
of wave effective action for plasmas (Shi et al., 2016, Sec. II) in this chapter.
8.1 The general theory
The starting point of a relativistic quantum plasma model is the standard action of scalar QED,
in which the complex scalar field is coupled to the gauge field through the covariant derivative
[Eq. (7.35)]. To focus on interactions between the charged field and the gauge field, I will consider
the special theory in which the renormalized φ4 coupling is zero. In other words, the scalar-QED
plasma model is based on the action
S =
∫
d4x
[
(Dµφ)
∗(Dµφ)−m2φ∗φ− 1
4
FµνF
µν
]
. (8.1)
The complex scalar field φ describes charged spin-0 bosons with massm and charge e. For simplicity,
I have only included one scalar field, keeping in mind that additional scalar fields can be added to
model a multi-species plasma, in which we can set, for example, mass m = me and the fine structure
constant α = e2/4pi ≈ 1/137 to model electron-like species. The real-valued 1-form A = Aµdxµ is
the gauge field that defines the gauge covariant derivative Dµ = ∂µ−ieAµ. The covariant derivative
has curvature 2-form Fµν = ∂µAν − ∂νAµ, commonly known as the field strength tensor. Although
I will not deal with the φ4 term, it is worth mentioning that this coupling is necessary for the theory
to be renormalizable. In the strongly coupled regime, the φ4 nonlinearity can lead to intriguing
structures like the Abrikosov vortex (Abrikosov, 1957). In the weak coupling regime, the φ4 term
can be treated perturbatively and contributes at the 2-loop level. Here, I will focus on the weak
coupling regime and study the propagation of the gauge field at the 1-loop level, where we can
safely set the renormalized value of λ to zero.
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8.1.1 Plasmas as background fields
To describe plasmas, which are constituted of charged particles and their self-consistent EM fields,
let us first understand the roles of background fields in quantum field theory. In the usual quantum
field theory, fields fluctuate near their vacuum expectation values. In finite temperature field theory,
fields fluctuate in a thermal bath, which is characterized by two parameters: temperature and
chemical potential. More generally, fields fluctuate on some background. The background, which is
described by some wave function, can be dynamical and out of thermal equilibrium. The presence
of such a non-trivial background adds new ingredients to field theories (Fig. 8.1). Mathematically,
φ and A can be decomposed into classical fields and quantum fluctuations
φ = φ0 + ϕ, Aµ = A¯µ +Aµ. (8.2)
The classical fields φ0 and A¯µ account for statistical fluctuations of the system, whereas the quantum
fields ϕ and Aµ account for quantum fluctuations. Notice that the expectation value 〈φ〉 = φ0+〈ϕ〉.
In other words, the classical field φ0 is not the mean field, and the quantum field ϕ is not assumed
to have zero expectation value. Similarly, the field Aµ can have nonzero expectation value and in
general depends on A¯µ and φ0. Vacuum is the trivial case when the background fields φ0 and A¯ are
zero. When the background fields are nontrivial, the only condition for the classical fields φ0 and A¯
is that they satisfy the self-consistent classical Euler−Lagrange equations [Eqs. (7.36) and (7.37)].
FIG. 8.1: Comparison between field theory in the vacuum and field theory with dynamical back-
ground. When a scalar field φ(x) fluctuates in the vacuum (a), energy and momentum fluctuations
are always accompanied by density fluctuations. On the other hand, when the field fluctuates near
some non-vacuum background (b), energy and momentum fluctuations can be orthogonal to density
fluctuations.
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To emphasize that now it is the background fields that satisfy these classical field equations, we
can write
(D¯µD¯
µ +m2)φ0 = 0, (8.3)
∂µF¯
µν = J¯ν0 . (8.4)
In the above equations, D¯µ = ∂µ − ieA¯µ is the background gauge covariant derivative, F¯µν =
∂µA¯ν − ∂νA¯µ is the background field strength tensor, and J¯ν0 =
∑
s J¯
ν
s0 is the total background
current [Eq. (7.38)], summed over all charged species. It is clear that the above equations are
invariant under the background U(1)-gauge transformation of φ0 and A¯. The classical equations of
motion describe bound states as well as unbound states. When the potential energy is larger than
the kinetic energy, as is the case in condensed matter systems, particles are bound by the potential
created by other particles. In this case, the wave functions φ0 and A¯ are localized and correlation
between particles can be strong. On the other hand, when the kinetic energy is larger than the
potential energy, as is the case in plasmas, particles are unbound. In this case, the motion of one
particle is weakly correlated with the motion of other particles, except during collisions.
The above background separation scheme is different from the usual BBGKY hierarchy
commonly adopted for many-body systems. In the BBGKY scheme, the exact N -point func-
tion G(N)(x1, . . . , xN ) = 〈φ(x1) . . . φ(xn)〉 satisfies an infinite hierarchy of equations of the form
Oˆ[G(N)] = Cˆ[G(N+1)], where Oˆ and Cˆ are some operators. In a mathematical language, the
evolution of the mean is affected by the standard deviation, and more generally, the evolution of
the N -th cumulant is affected by the (N + 1)-th cumulant. Equivalently, in a physical language,
the BBGKY hierarchy expresses the mean field in terms of the binary collision operator, and
express the two-point correlation function in terms of tertiary collision operator and so on. To
solve the infinite set of equations, one has to truncate the hierarchy by imposing some closure
conditions. In other words, in order to solve lower-order correlation functions, one has to approx-
imate higher-order correlations, and the approximation propagates from high order to low order.
This is in contrast to the separation scheme Eq. (8.2). In this scheme, the lower-order correlation
functions satisfy closed equations, such as Eqs. (8.3) and (8.4). Building upon the exact solutions
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to the closed equations, higher-order correlation functions then pick up information from lower
order, and the approximation is thereof bottom-up instead of top-down.
While the background EM field F¯µν is conceptually simple, the background charged particle
field φ0 needs some clarifications. When the plasma background is constituted of N bosons, the
classical background field φ0(x) is formally related to the properly symmetrized N -body wave
function Φ0(x1, x2, . . . , xN ) by
φ0(x) =
∫ √
V Φ0(x, x2, . . . , xN ). (8.5)
Here V = d4x2 ∧ · · · ∧ d4xN is the volume form of the 4(N − 1)-dimensional subspace of the N -
boson configuration space. The half-form
√
V is commonly seen in geometric quantization (Bates
and Weinstein, 1997). It is easy to check that the N -body wave function has mass dimension
[Φ0(x1, . . . , xN )] = M
2N−1 and the field φ0(x) has mass dimension [φ0(x)] = M as expected. When
a pair φ0(x)φ
∗
0(x) appears in an expression, two half-forms combine into the volume form, and the
integration can then be carried out. For example, the 4-current density J¯µ0 of an N -body wave
function Φ0 can be written explicit as
J¯µ0 (x) =
e
i
∫
V [Φ∗0(x, x2...)D¯
µ(x)Φ0(x, x2...)− c.c.], (8.6)
where c.c. denotes the complex conjugation. For conciseness, whenever the pair φ0(x)φ
∗
0(x) appears
in an expression, integration over all other coordinates of x2, . . . of the many-body wave function
Φ0(x, x2, . . . ) will be implied.
The background particle field φ0 may be interpreted using notions in the second quantization
formulation. In this formulation, the combination φ0(x)φ
∗
0(x) may be understood as a functional
representation of the density operator ρˆ0 = |φˆ0〉〈φˆ0|. From another perspective, the combina-
tion φ0(x)φ
∗
0(y) may be understood as the 2-point correlation function F (x, y) = 〈φˆ0(x)φˆ†0(y)〉.
The correlation function can be transformed to a phase space distribution using the Wigner-Weyl
transform, which first change variables to R = (x+y)/2 and r = x−y, and then take Fourier trans-
form exp(ipr) to obtain F (R, p). The phase space correlation function can be related to the phase
space distribution function f(R, p) in the semiclassical limit, where the relativistic quantum scales
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are well separated from the collective scales. That being said, interpretation of the background
field φ0 using notions of second quantization is not essential. Here in the path integral formulation,
the background field φ0 is simply a classical field that satisfies the classical field equation, upon
which quantum fluctuations take place.
8.1.2 Background-reduced action
Having clarified the roles of background fields, we can now study their effects in the field theory.
When solving the classical field equations, the separation of small fluctuations from the dominant
backgrounds allows the equations to be solved perturbatively. This is a viable way to proceed in
classical field theory, whereby we can use expansions Eq. (8.2) to obtain linear dispersion relations
and higher order wave-wave interactions in a way similar to what I have done in the first part
of this thesis. However, at the end of the perturbative solution, we will only know the classical
trajectory of the fields. To allow quantum fluctuations to take place, we need to carry out path
integrals, which accounts for quantum trajectories that are forbidden classically.
Path integrals of quantum fluctuations are easier to carry out after the classical action is sub-
tracted. Similar to the example in Sec. 7.3.1, subtracting the classical contribution allows the
fluctuating fields to vanish on the boundaries, whereby functional integrals can be easily computed.
To subtract classical fields from quantum fluctuations using decomposition Eq. (8.2), we can use
the following trick. Suppose at least one of the two functions h and f vanishes at infinity, then the
covariant integration by part is given by
∫
dxh∗D¯µf =
∫
dxh∗(∂µ − ieA¯µ)f
=
∫
dxf(−∂µ − ieA¯µ)h∗
= −
∫
dxf(D¯µh)
∗. (8.7)
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Using the classical equations of motion [Eqs. (8.3) and (8.4)] to cancel terms linear in the fluctuating
fields, the action Eq. (8.1) can be written as
S = Sc +
∫
d4x
[
(Dµϕ)
∗(Dµϕ)−m2ϕ∗ϕ− 1
4
FµνFµν
−η¯µAµ + e2(φ0φ∗0 + φ0ϕ∗ + φ∗0ϕ)AµAµ
]
, (8.8)
where Sc is the classical action, and Fµν = ∂µAν−∂νAµ is the field strength tensor of the fluctuating
field A. Terms on the first line define the usual strong-field scalar QED. The background gauge
field A¯µ shows up in the background gauge covariant derivative D¯µ = Dµ + ieAµ, which affects the
parallel transport of the charged field on the U(1) bundle. Similar to scalar QED in the vacuum,
the 4-current density arises from the vacuum excitation is given by
¯µ :=
e
i
(ϕ∗D¯µϕ− c.c.), (8.9)
except now the covariant derivative is D¯µ. What was not included in strong-field QED but now
becomes incorporated is the background plasma contribution, which appears on the second line of
Eq. (8.8). The background field φ0 shows up in two places. First, it shows up as the interaction
vertex in the background current
η¯µ :=
e
i
(φ∗0D¯
µϕ+ ϕ∗D¯µφ0 − c.c.), (8.10)
through which fluctuations in the plasma medium affect the fluctuating gauge field Aν . Second, φ0
shows up in coefficients of the quadratic term AµAµ, through which the gauge field acquire mass
without breaking the local U(1)-gauge symmetry. This mass generation mechanism is similar to
the Higgs mechanism (Higgs, 1964), except now the vacuum expectation values, generated by spon-
taneous symmetry breaking, is replaced by the physical presence of charged particles (Anderson,
1963), whereby the symmetry remains unbroken.
The background-reduced action Eq. (8.8) is associated with a Lagrangian density L that de-
pends on the fluctuating fields ϕ and A. When waves propagate through background plasmas, the
background field F¯µν , which is usually generated by some slowly-varying and large-scale external
charge current distributions, can be regarded as purely classical. The background charged particle
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field φ0, which is self-consistent with F¯µν , can also be regarded as purely classical. In this way, all
interactions between waves and charged particles are taken into account by the fluctuating fields.
Up to some constant terms in the classical action, the Lagrangian density of the fluctuating fields
A and ϕ is
L = Lϕ + LA + LI
= (D¯µϕ)
∗(D¯µϕ)−m2ϕ∗ϕ
− 1
4
FµνFµν + e2φ∗0φ0AµAµ (8.11)
− (¯µ + η¯µ)Aµ + e2(φ0ϕ∗ + φ∗0ϕ+ ϕ∗ϕ)AµAµ.
Here Lϕ, LA, and LI correspond to terms on the second, the third, and the fourth line, respectively.
Lϕ is the Lagrangian density of the free ϕ field. It should be clarified that ϕ is not free in the sense
that its dynamics is influenced by the background field A¯, as is manifested by the background gauge
covariant derivative D¯ acting on ϕ. But ϕ is nevertheless free in the sense that it neither interacts
with A nor couples to itself. Similarly, LA is the Lagrangian density of the free A field. Notice
that the background field φ0 endows the gauge field A with a mass term that can have spatial
and temporal dependencies. Finally, the interaction Lagrangian LI contains interactions between
ϕ and A. Some interactions only involve the fluctuating fields ϕ and A with constant couplings.
These interactions happen in plasmas as well as in the vacuum. Other interactions involve the
background fields φ0 and A¯ in the coupling. These interactions do not happen unless nontrivial
background fields are present.
The Lagrangian density Eq. (8.11) has a number of gauge symmetries. It is obvious that the
Lagrangian is invariant under background local U(1)-gauge transformation
φ0 → φ0eieχ, ϕ→ ϕeieχ, A¯µ → A¯µ + ∂µχ, (8.12)
where χ is an arbitrary real scalar field. These correspond to a local phase rotation of the total
particle field φ, where the background gauge field A¯µ absorbs all the transformations. Alterna-
tively, we can keep the background fields φ0 and A¯ fixed, and transform the ϕ and Aµ fields.
It is a straightforward calculation to verify that the Lagrangian is invariant under the following
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transformation of fluctuating fields
Aµ → Aµ + ∂µχ, ϕ→ ϕeieχ + φ0(eieχ − 1). (8.13)
This can be understood intuitively as follows. The local U(1)-gauge transformation (7.28) is a shift
in A and a phase rotation in φ. When A¯ is fixed the shift is completely absorbed into A. When
φ0 is fixed, ϕ has to transform by Eq. (8.13) in order to preserve the norm of φ. The conserved
symmetry current ∂µJ µ = 0 is
J µ = ¯µ + η¯µ − 2e2φφ∗Aµ. (8.14)
This gauge invariant current J contains contributions from excitations of the background fields as
well as excitations of the vacuum. Through this current, the fluctuations of the charged field can
be transmutated to fluctuations of the gauge field. In other words, the ϕ field and the Aµ field
are mixed by the above symmetry current, and both fields thereof share the same set of quantum
numbers.
8.1.3 Effective action of gauge bosons
So far, no approximation has been made, and the Lagrangian density (8.11) is exact. The La-
grangian density describes the free ϕ field, the free A field, and their interactions. When behaviors
of the charged particles are of concern, this background-reduced Lagrangian is well suited for de-
scribing propagation and collisions of charged particles. The focus here is, however, the behavior
of the gauge field. When the gauge field A propagates, it interacts with charged particles and
becomes dressed by these interactions. After summing up all these dressings, the effective action,
which describes the propagation of the dressed A field, can be obtained. The summation of dress-
ings can be rigorously implemented using the path integral, which can be evaluated perturbatively
using the small dimensionless coupling constant e, namely, the elementary charge in the natural
units, as an expansion parameter.
Formally, the exponentiated effective action eiΓ[A] of the A field is the partially evaluated
quantum partition function when the ϕ field is integrated out. The quantum partition function
serves a similar role as the statistical partition function. In the statistical case, the average is
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weighted by the Boltzmann factor e−H/kBT , while in the quantum case, the average is weighted by
the phase factor eiS/~. To integrate out the ϕ field, we will need to expand the action exponential
eiS . It is convenient to group terms in the interaction SI =
∫
d4xLI according to their powers in
e, ϕ, and A. Schematically, we can write
SI = SeϕA + Seϕ2A + Se2ϕA2 + Se2ϕ2A2 , (8.15)
where each term corresponds to an interaction Lagrangian LeϕA = −η¯µAµ, Leϕ2A = −¯µAµ,
Le2ϕA2 = e2(φ0ϕ∗ + φ∗0ϕ)AµAµ, and Le2ϕ2A2 = e2ϕ∗ϕAµAµ. Denoting the action of the free ϕ
field and the free A field by Sϕ and SA, expanding the action exponential to e2 order, and using
properties of Gaussian integrals to eliminate terms that contain odd powers of ϕ in the path integral,
the exponentiated effective action
eiΓ[A] :=
1
Zϕ
∫
DϕDϕ∗ei(Sϕ+SA+SI) (8.16)
=
eiSA
Zϕ
∫
DϕDϕ∗eiSϕ
[
1 + i
(
Seϕ2A + Se2ϕ2A2
)
+
i2
2
(
S2eϕA + S
2
eϕ2A
)
+O(e3)
]
,
where Zϕ :=
∫
DϕDϕ∗eiSϕ is the partition function of the free ϕ field. The term Seϕ2A is linear
in A. It serves as the source term that is responsible for the emission, absorption and scattering
of gauge bosons. Since the focus here is wave propagation, I will not be concerned with this term.
The remaining terms in the expansion (8.16) are quadratic in A and they are responsible for the
propagation of the gauge field. It is worth mentioning that when deriving the full effective action
of the gauge field, or equivalently its Green’s function in the full theory, the collisional term Seϕ2A
should not be disregarded.
To express the effective action in a more illuminating form, we can write the above expansion in
terms of quantities that are familiar in quantum field theory. The first quantity is the propagator,
or the Green’s function, of the free ϕ field
G(x, x′) = 〈ϕ(x)ϕ∗(x′)〉ϕ
=
1
Zϕ
∫
DϕDϕ∗eiSϕϕ(x)ϕ∗(x′). (8.17)
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The Green’s function of the free ϕ field appears when evaluating the Gaussian functional integrals
similar to Eqs. (7.145) and (7.146). Using covariant integration by part [Eq. (8.7)], the quadratic
form of the Gaussian integral is
iSϕ = −
∫
d4x ϕ∗i
(
D¯µD¯
µ +m2 − i)ϕ. (8.18)
where −i is added to make the operator positive definite. The inverse of the quadratic operator
is the Feynman Green’s function
[D¯µ(x)D¯
µ(x) +m2]G(x, x′) = −iδ(x− x′), (8.19)
where the pole prescription is given by m2 → m2− i. The equation satisfied by the above Green’s
function is similar to Eq. (7.9), except the partial derivatives are now replaced by background
gauge covariant derivatives. When the background field is nontrivial, namely, when F¯µν is nonzero,
A¯µ cannot be shifted away by background U(1)-gauge transformation. In this case, the Green’s
function of the charged field is different from its vacuum value.
The second quantity useful for rewriting the effective action is the gauge invariant polarization
tensor Πµν(x, x′). The polarization tensor is the current-current correlation function. It is the
probability amplitude that a wave excites a current at location x, from which the current propagates
to another location x′, where the current emits another wave and becomes de-excited. Using
properties of Gaussian integrals to integrate out the A field, we can evaluate the exact polarization
tensor to O(e2) order
Πµν(x, x′) = 〈J µ(x)J ν(x′)〉
=
1
Z
∫
DϕDϕ∗DAeiSJ µ(x)J ν(x′)
=
1
Zϕ
∫
DϕDϕ∗eiSϕ(η¯µη¯ν + ¯µ¯ν) +O(e3)
= Πµν2,bk(x, x
′) + Πµν2,vac(x, x
′) +O(e3), (8.20)
where Z =
∫
DϕDϕ∗DAeiS is the total partition function of Lagrangian density (8.11). Notice
that integrating the A field requires gauge fixing, which can be done using the Faddeev–Popov
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procedure similar to Eq. (7.153). However, since the A field does not contribute to the polarization
tensor at e2 order, we do not need to be concerned with gauge fixing at this order. On the third
line of Eq. (8.20), cross terms between η¯ and ¯, which contain odd power of either ϕ or ϕ∗, vanish
upon evaluating the Gaussian path integral. The two terms Πµν2,bk(x, x
′) and Πµν2,vac(x, x
′) are the
polarization of the background plasma and the polarization of the vacuum, respectively. They
appear from S2eϕA and S
2
eϕ2A after evaluating the path integral (8.16). The subscript “2” indicates
that they are approximate expressions to e2 order in the perturbation series.
In terms of the Green’s function and the polarization tensors, the effective action of gauge boson
propagation can be written in a concise form. Eliminating the source term Seϕ2A in Eq. (8.16), the
Gaussian path integral can be computed as
eiΓ[A] =
eiSA
Zϕ
∫
DϕDϕ∗
[
1 + i
∫
d4xLe2ϕ2A2
+
i2
2
(∫
d4xLeϕA
∫
d4x′L′eϕA +
∫
d4xLeϕ2A
∫
d4x′L′eϕ2A
)
+O(e3)
]
= eiSA
{
1 + i
∫
d4xe2G(x, x)Aµ(x)Aµ(x)
−1
2
∫
d4xd4x′Aµ(x)
[
Πµν2,bk(x, x
′) + Πµν2,vac(x, x
′)
]
Aν(x′) +O(e3)
}
= exp
{
i
∫
d4x
[
LA + e2GAµAµ + i
2
∫
d4x′Aµ
(
Πµν2,bk + Π
µν
2,vac
)
A′ν +O(e3)
]}
,
where the expansion is put back into the exponential on the last line. From the above result, we
can read out the effective action Γ[A] from the exponent. Using Eq. (8.11) for the free gauge field
LA, the O(e2)-order effective action for wave propagation
Γ2[A] = 1
2
∫
d4x
[
Aµ(x)(∂2gµν − ∂µ∂ν)Aν(x) +
∫
d4x′Aµ(x)Σµν2 (x, x′)Aν(x′)
]
, (8.21)
where the first term is the vacuum action, and Σµν2 (x, x
′) is the e2-order response tensor, which is
also called the self-energy of the gauge boson. The response tensor contains contributions from the
background plasma as well as the vacuum
Σµν2 (x, x
′) = Σµν2,bk(x, x
′) + Σµν2,vac(x, x
′). (8.22)
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The response due to the background plasma is constituted of the gauge boson mass term and the
plasma polarization term
Σµν2,bk(x, x
′) = µ ν
x
+ µ ν
x x′
(8.23)
= 2e2φ0φ
∗
0δ(x− x′)gµν+ iΠµν2,bk(x, x′).
The first term, corresponding to the first Feynman diagram, is the photon mass term in Lagrangian
(8.11). The second term, corresponding to the second Feynman diagram, comes from the η¯µη¯ν
term in the path integral (8.20). The background plasma responds by particle-hole pair excitation.
During this process, a gauge boson is forward scattered, namely, the gauge boson is first absorbed
after exciting a plasma particle and then get re-emitted by this particle after its de-excitation.
The response due to the vacuum is constituted of the gauge boson mass renormalization and the
vacuum polarization
Σµν2,vac(x, x
′) = µ ν
x
+ µ ν
x x′
(8.24)
= 2e2〈ϕϕ∗〉ϕδ(x− x′)gµν + iΠµν2,vac(x, x′).
The first term, corresponding to the first Feynman diagram, is the photon mass renormalization
term. It comes from the Se2ϕ2A2 term in the path integral (8.16). The second term, corresponding
to the second Feynman diagram, is the vacuum polarization term. It comes from the ¯µ¯ν term in
the path integral (8.20). The vacuum responds by virtual pair excitation. During this process, a
gauge boson first decays into a pair of virtual particle and antiparticle, and then get reproduced
when the virtual pair annihilates. The first line of the effective action (8.21) is the same as 14FµνFµν
after integration by part. This is the action of the A field in the vacuum. The second line is a
nonlocal term that depends on two coordinates x and x′. This term describes the dressing of the
A field due to its interactions with the background plasma and the vacuum.
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8.2 Polarization tensors
Explicit expressions of the polarization tensors Πµν2,bk(x, x
′) and Πµν2,vac(x, x
′) can be found by eval-
uating the path integrals in Eq. (8.20). For conciseness, I will abbreviate 1-point functions by
ϕ(x) = ϕ, ϕ(x′) = ϕ′, and so on. Similarly, I will abbreviate 2-point functions by G(x, x′) = G,
G(x′, x) = G′, and so on. It is useful to note since Lϕ is quadratic in ϕϕ∗, the Gaussian integrals
〈ϕϕ′〉ϕ = 〈ϕ∗ϕ′∗〉ϕ = 0. Moreover, due to the imaginary exponent eiS , we have G∗ = −G′ in the
presence of background gauge fields.
8.2.1 Polarization of the plasma medium
Polarization in the plasma medium is similar to polarization in other charged matter. The dif-
ference between plasma and normal matter is that particles are bounded and non-relativistic in
normal matter, whereas they become unbound and can have relativistic energy in the rest frame
of the plasma. Although the states of the matter are different, the physical processes that lead to
polarization are the same for condensed matter and plasmas. When the medium is perturbed, for
example by a photon, charged particles in the medium have some probability to absorb the photon.
However, unless special resonance conditions are satisfied, the absorption is virtual. This is because
the dispersion relation of the photon usually does not match the dispersion relation of the particle.
In this case, the absorption process does not respect energy-momentum conservation. Neverthe-
less, quantum uncertainty allows such process to happen within some time ∆t ∼ 1/∆E. Within
this time, the photon can be transiently absorbed and then re-emitted, returning the particle to
its original state. The process described above is the lowest order process where the interaction
is two-body. It gives the dominant contribution to the polarization tensor when the medium is
weakly coupled.
To compute the polarization tensor of the plasma, we need to compute the current-current
correlation function, where the current is due to medium excitation. In other words, we need to
compute the expectation value Πµν2,bk = 〈η¯µη¯ν〉, where η¯µ is given by Eq. (8.10). In the path integral
formulation, the expectation value can be obtained by functional integration in Eq. (8.20). Using
properties of Gaussian integrals, the expectation value can be expressed in terms of the background
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wave function φ0 and the charged particle Green’s function G as follows
〈η¯µη¯ν〉 = 1
Zϕ
∫
DϕDϕ∗eiSϕ η¯µη¯
′
ν
=
e2
Zϕ
∫
DϕDϕ∗eiSϕ
[
(ϕD¯∗µφ
∗
0 − φ∗0D¯µϕ)(ϕ
′∗D¯
′
νφ
′
0 − φ
′
0D¯
′∗
ν ϕ
′∗) + c.c.
]
= e2
[
G(D¯∗µφ
∗
0)(D¯
′
νφ
′
0)−(D¯∗µφ∗0)(φ
′
0D¯
′∗
ν G)−(D¯
′
νφ
′
0)(φ
∗
0D¯µG)+φ
∗
0φ
′
0D¯µD¯
′∗
ν G−c.c.
]
.
On the second line, I have used 〈ϕϕ′〉 = 〈ϕ∗ϕ′∗〉 = 0, so only cross terms like ϕϕ′∗ contribute to the
Gaussian integral. In addition, I have used (z − c.c.)(w − c.c.) = zw − zw∗ + c.c. to compress the
expression. On the third line, the four additional terms involve G′, which can be written in terms
of G∗ = −G′, giving rise to the negative sign. The last line can be factorized using commutations
like [D¯µ, φ
′
0] = 0, which holds because φ
′
0 is at location x
′ whereas the derivative D¯µ acts on a
different location x. From the above calculation, we see the background polarization tensor
Πµν2,bk = e
2
[
φ∗0D¯
µ − (D¯µφ0)∗
][
φ′0D¯
′∗ν − (D¯′νφ′0)
]
G− c.c. . (8.25)
The background polarization tensor corresponds to the second Feynman diagram in Eq. (8.23).
The incoming photon excites the plasma medium and creates current η¯µ(x). The current is carried
by an “electron-hole” pair, namely, a virtual excitation of the plasma medium, whose propagation
from x to x′ is given by the charged particle Green’s function G(x, x′). The transient current
de-excites at x′, where the current η¯ν(x′) emits an outgoing photon when the “electron-hole”
pair recombines. Notice that this process cannot happen unless the occupation number of charged
particles is nonzero. In other words, when the background particle field is trivial φ0 = 0, background
polarization is also zero. This is intuitive because when there is no on-shell particles filling up the
vacuum, the plasma medium does not exist and thereof cannot be polarized. When the plasma
medium does exist, the presence of A¯µ affects the excitation and de-excitation of the medium current
through covariant derivatives like D¯µ, as well as affects the propagation of the “electron-hole” pair
through the charged particle Green’s function.
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8.2.2 Vacuum polarization under background fields
Regardless of whether the plasma is present or not, the vacuum can be polarized. Vacuum po-
larization is a genuine relativistic quantum effect: due to the quadratic relativistic E2 = m2 + p2
dispersion relation, antiparticles must exist in addition to particles; due to quantum uncertainty,
energy and momentum are conserved only on average. Therefore, when both quantum and rel-
ativistic effects are in place, a seemingly empty space is in fact filled with vacuum fluctuations
where particle-antiparticle pairs pop out and then disappear spontaneously. When a real photon
propagates through the fluctuating vacuum, it may encounter a virtual “electron-positron” pair
and transiently interacts with these charged particles. This process can also be thought of as spon-
taneously decay of the photon to an “electron-positron” pair, which then recombines to re-emit the
photon.
Although vacuum polarization knows nothing about the plasma medium at e2 order, it is af-
fected by the presence of background electromagnetic fields, because EM fields affect dynamics of
the virtual pairs. For example, in strong magnetic field, virtual pairs are magnetized and occupy
quantized Landau levels. When a photon interacts with magnetized vacuum, its dispersion relation
receives corrections from the Heisenberg–Euler effective action (Heisenberg and Euler, 1936). As
another example, when intense laser field is present, the linearly polarized laser accelerates charged
particles mostly in the direction of the laser electric field. The anisotropic vacuum fluctuations
appear to another photon as a birefringent medium, resulting in an effect known as vacuum bire-
fringence (Brezin and Itzykson, 1971). These effects of background EM fields can also be though of
as multi-photon effects, where the background field can be written as a superposition of coherent
virtual photons. Just as plasmas are made of charged particles, which interact through virtual pho-
tons, background EM fields are made of photons, which interact through virtual charged particles.
Using path integral formulation, the vacuum polarization tensor can be computed when arbi-
trary background fields are present. Regardless of whether the background field is static, such as a
DC magnetic field, or dynamic, such as a laser field, the general formula given by path integral is the
same. To compute the polarization tensor of the vacuum, we need to compute the current-current
correlation function, where the current is due to vacuum fluctuations. In other words, we need to
compute the expectation value Πµν2,vac = 〈¯µ¯ν〉, where ¯µ is given by Eq. (8.9). In the path integral
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formulation, the expectation value can be computed by functional integration in Eq. (8.20). Using
properties of Gaussian integrals,
〈¯µ¯ν〉 = 1
Zϕ
∫
DϕDϕ∗eiSϕ ¯µ¯
′
ν
=
e2
Zϕ
∫
DϕDϕ∗eiSϕ
[
(ϕ∗D¯µϕ)(ϕ
′
D¯
′∗
ν ϕ
′∗)− (ϕ∗D¯µϕ)(ϕ′∗D¯′νϕ
′
) + c.c.
]
= e2
[
G′(D¯µD¯
′∗
ν G)− (D¯
′
νG
′
)(D¯µG)
]
+ c.c. .
On the second line, I have again used (z−c.c.)(w−c.c.) = zw−zw∗+c.c. to compress the expression.
On the third line, the Gaussian integral is calculated using properties similar to Eq. (7.146). The
last line can be factorized using G∗ = −G′, then the e2-order vacuum polarization tensor can be
written as
Πµν2,vac = e
2
[
G′D¯µ − (D¯∗µG′)](D¯′∗νG) + c.c. . (8.26)
The vacuum polarization tensor corresponds to the second Feynman diagram in Eq. (8.24). The
incoming photon decays to a virtual pair, creating a vacuum current ¯µ(x) at location x through the
interaction vertex eD¯µ(x). The creation of the virtual pair cannot satisfy energy and momentum
conservation, so the pair must annihilate within ∆t ∼ 1/∆E. Within this time allowed by quan-
tum fluctuations, the particle propagates ‘forward in time” from x to x′ by the Green’s function
G(x′, x), while the antiparticle propagates “backward in time” from x′ to x by the Green’s function
G(x, x′). At location location x′, the virtual pair annihilates and the current ¯ν(x′) re-emits the
photon through the interaction vertex eD¯ν(x
′). As discussed earlier, this process is affected by the
background gauge field through covariant derivatives like D¯µ, whereas it knows little about the
presence of the background plasma at e2 order. Expressions (8.21)-(8.26) combined give an explicit
formula of the effective action of gauge field propagation to order e2 in the most general setting.
To this order, effective action contains all Feynman diagrams of the gauge boson propagator up to
1-loop level, so the e2-order effective action is the same as the 1-loop effective action.
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8.3 Properties of the effective action
In the previous section, I derived the 1-loop effective action of gauge boson propagation using path
integrals. The general formulas for plasma and vacuum responses are applicable when arbitrary
background fields φ0 and A¯µ are present. The background fields can be inhomogeneous and dy-
namical, as long as they satisfy the self-consistent classical field equations. In this section, I will
discuss a number of symmetries and conservation properties of the effective action, and point out
how the behaviors of the gauge boson are fully encoded in the effective action.
8.3.1 Symmetries and conservation laws
First, the 1-loop effective action is manifestly Lorentz-invariant. The fluctuating gauge field Aµ
transforms as a Lorentz vector, and the response tensor Σµν2 transforms as a rank-(2, 0) tensor.
The effective action, with all indexes properly contracted, is a Lorentz scalar. In other words, the
theory I have developed for waves in scalar-QED plasmas is a relativistic theory. Although when
the plasma is present, there exist a special reference frame, namely, the plasma rest frame in which
particle momentum averages to zero, the plasma wave theory is equally valid in any other inertial
frames. Once we compute the response tensor in one reference frame, we can immediately find its
expression in boosted frames using Lorentz transformations.
Second, the 1-loop effective action is invariant under the background U(1)-gauge transformation.
Therefore, when computing the effective action, we can choose any gauge of convenience, and the
final result will be independent of the gauge choice. In practice, it is usually convenient to chose
the gauge under which the background 1-point functions and the 2-point Green’s function respect
other symmetries of the problem. To see the background U(1)-gauge invariance, notice that under
transformation Eq. (8.12), the photon mass term φ0φ
∗
0, namely the first term in Eq. (8.23), is
obviously invariant. Moreover, the Green’s function G(x, x′) = 〈ϕ(x)ϕ∗(x′)〉 transforms as
G(x, x′)→ eieχ(x)G(x, x′)e−ieχ(x′). (8.27)
While the covariant derivative of the 1-point function is simply transformed by D¯µ(x)φ0(x) →
eieχ(x)D¯µ(x)φ0(x), the transformation of the background covariant derivatives of the Green’s func-
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tion is slightly more complicated
D¯µ(x)G(x, x
′) → eieχ(x)[D¯µ(x)G(x, x′)]e−ieχ(x′), (8.28)
D¯∗µ(x
′)G(x, x′) → eieχ(x)[D¯∗µ(x′)G(x, x′)]e−ieχ(x
′). (8.29)
Using the above transformation rules, it is a straightforward calculation to verify that the back-
ground polarization tensor [Eq. (8.25)], and thereof the plasma response tensor [Eq. (8.23)] are
invariant under background U(1)-gauge transformation. Similarly, the vacuum response tensor
[Eq. (8.24)] is also invariant. Its first term, namely, the mass renormalization term, involves
the Green’s function G(x, x) at the same point, which is trivially invariant by transformation
Eq. (8.27). Moreover, its second term, namely the vacuum polarization [Eq. (8.26)], involves
G′ := G(x′, x) = −G∗(x, x′), which transforms in exactly the opposite way as G(x, x′). Therefore,
using transformation rules for the covariant derivatives, it is easy to verify that Πµν2,vac, and thereof
the 1-loop effective action is invariant under background U(1)-gauge transformation.
Finally, the 1-loop effective action is invariant under local gauge transformation of the fluctu-
ating field Aµ → Aµ + ∂µχ. In other words, the presence of background fields do not break the
gauge symmetry. The gauge symmetry of Aµ is the relic of Eq. (8.13), after the fluctuating charged
particle field ϕ is integrated out. The relic gauge symmetry ensures that charge is conserved in
the effective theory. By direct calculations (Appendix F), the response tensors satisfy conservation
laws
∂µΣ
µν
2,bk(x, x
′) = ∂′νΣ
µν
2,bk(x, x
′) = 0, (8.30)
∂µΣ
µν
2,vac(x, x
′) = ∂′νΣ
µν
2,vac(x, x
′) = 0. (8.31)
These conservation laws are in fact local charge conservation laws, because the linear re-
sponse tensors are related to currents by the Ohm’s law. To be more precise, the pertur-
bation Aµ creates a plasma current η¯µ(x) =
∫
d4x′Σµν2,bk(x, x
′)Aν(x′) and a vacuum current
¯µ(x) =
∫
d4x′Σµν2,vac(x, x
′)Aν(x′). The plasma current is due to excitation of “electron-hole” pair.
Since charge is conserved during this process, we have ∂µη¯
µ = 0. Similarly, the vacuum current
is due to creation of “electron-positron” pair. Although the number of particles is not conserved
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during this process, the charge is nevertheless conserved ∂µ¯
µ = 0. After integration by part,
it is clear that the effective action is invariant under the local gauge transformation of the A
field. Identities (8.30) and (8.31) indicate that the plasma current and the vacuum current are
conserved separately, so the plasma contribution to wave propagation is separable from the vacuum
contribution.
8.3.2 Experimental observables
The full effective action encodes all properties of the gauge boson. To e2 order, the effective action
is quadratic in A, and therefore describes the propagation of the gauge boson. From the classical
field theory point of view, we can derive the classical equation of motion of the gauge field using
variational principle. To e2 order, the resultant equation is a linear hyperbolic PDE, whose solutions
are linear waves. Components of the 4-vector equation are simply the Maxwell’s equations, in which
the 4-current is given self-consistently by the Ohm’s law through the response tensors. Solutions
to the field equations give the classical behaviors of linear fluctuations on top of the background
φ0 and A¯, which can be inhomogeneous and dynamical. From the quantum field theory point of
view, the quadratic effective action can be inverted to give the Green’s function of the free A field.
Notice that the free A field feels the effects of background fields φ0 and A¯, and is thereof different
from the vacuum gauge boson propagator. With the Green’s function of the A field, we can then
calculate higher order correlation functions and study interactions mediated by the A field, such
as screened collisions between charged particles inside the plasma medium.
The effective action becomes particularly simple when the background fields are translational
invariant. In this case, the response tensor Σ(x, x′) only depends on the difference between coordi-
nates r = x− x′ and is independent of R = (x+ x′)/2. In this case, it is more convenient to work
in the momentum space. In general, the momentum space is related to the configuration space by
Fourier transforms
Aµ(x) =
∫
d4k
(2pi)4
e−ikxAˆµ(k), (8.32)
Σµν2 (x, x
′) =
∫
d4k
(2pi)4
d4k′
(2pi)4
e−ikxΣˆµν2 (k, k
′)eik
′x′
. (8.33)
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The configuration space reality condition A∗(x) = A(x) and the exchange symmetry Σµν2 (x, x′) =
Σνµ2 (x
′, x) correspond to the momentum space conditions
Aˆµ(k) = Aˆ∗µ(−k), (8.34)
Σˆµν2 (k, k
′) = Σˆνµ2 (−k′,−k). (8.35)
Using the above properties, the configuration space 1-loop effective action [Eq. (8.21)] can be
transformed to the momentum space
Γ2[A] = 1
2
∫
d4k
(2pi)4
[
Aˆµ(−k)(kµkν − k2gµν)Aˆν(k)
+
∫
d4k′
(2pi)4
Aˆµ(−k)Σµν2 (k, k′)Aˆν(k′)
]
, (8.36)
where k2 = kµkµ is the Minkowski inner product. Simplifications can be made when the plasma
is translational invariant. In this case, changing variables from x and x′ to r and R in Eq. (8.33),
we have Σˆ(k, k′) = (2pi)4δ(4)(k − k′)Σˆ(k), where Σˆµν(k) = ∫ d4reikrΣµν(r) = Σˆνµ(−k). The gauge
invariance and current conservation laws in the configuration space [Eqs. (8.30) and (8.31)] becomes
the Ward–Takahashi identities
kµΣ
µν
2,bk(k) = kµΣ
µν
2,vac(k) = 0. (8.37)
Moreover, with the extra delta function from Σˆ(k, k′), the k′ integral on the second line of Eq. (8.36)
can be easily carried out. The momentum space e2-order effective action can then be simplified as
Γ2[A] = −1
2
∫
d4k
(2pi)4
Aˆµ(−k)Dµν(k)Aˆν(k). (8.38)
The dispersion tensor is constituted of the free field contribution [Eq. (7.154)], as well as plasma
and the vacuum responses
Dµν(k) = k2gµν − kµkν − Σµν2 (k) = Dνµ(−k). (8.39)
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For given background fields φ0 and A¯, the dispersion tensor D
µν(k) may be inverted after gauge
fixing iD˜µν(ξ)Λˆ
νσ
F (k) = δ
ρ
µ, from which the momentum space Green’s function can be readily
obtained. The Green’s function ΛˆµνF (k) can then be used to calculate Feynman diagrams, when
substituted into the usual machinery of quantum field theory.
When there is no external source, the classical equation of motion in the momentum space is
Dµν(k)Aˆν(k) = 0. The nontrivial solutions are plane waves whose wave 4-momentum k satisfies
detDµν(k) = 0. The property kµD
µν(k) = 0 guarantees that one eigenvalue of Dµν is trivial. In
fact, using the Ward−Takahashi identity and performing elementary row and column operations,
it is easy to show that the temporal components of the dispersion tensor (8.39) can be eliminated
by matrix similarity. Hence, the dispersion relation of linear waves can be written as
detDij(k) = 0, (8.40)
where Dij is the spatial block of the dispersion tensor. In general, the 3-by-3 matrix Dij has three
nontrivial eigenvalues, giving relativistic covariant dispersion relations of three waves. When there
exists some external test current Jˆ µext(k), the equation of Aˆ(k) is Dµν(k)Aˆν(k)+ Jˆ µext(k) = 0. After
gauge fixing, the solution to this inhomogeneous equation gives response of the relativistic quantum
plasma to external perturbations
Aˆ = −D−1Jˆext = −iΛF Jˆext, (8.41)
where ΛF is the Feynman Green’s function. Taking inverse Fourier transform, the linear response
of A(x) to the external test current Jext(x) can be easily found. For example, when placing a test
charge in the plasma J µext(x) = eδ(3)(x)(1, 0, 0, 0), one can derive Debye screening in the relativistic
quantum plasma.
Finally, it is worth pointing out that the configuration space response tensor Σ = Σr + iΣi is
in general complex, corresponding to the momentum space response tensor Σˆ = ΣˆH + iΣˆA that
contains an antihermitian part. In classical field theory, when one solves the dispersion relation
Eq. (8.40) with Σi 6= 0, the wave 4-momentum kµ is necessarily complex. So the amplitude of a
plane wave either changes in time in an initial value problem, or changes in space in a boundary
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value problem. In the quantized field theory, the wave 4-momentum kµ is always real, and it is the
number of gauge bosons that change when Σi 6= 0. By the famous optical theorem, the imaginary
part Σi is proportional to the total cross section of the gauge boson. In fact, the optical theorem can
be heuristically derived as follows. In the configuration space, we can separate the exponentiated
action into an oscillatory part and an exponential part
eiΓ = eiA(∇+Σ)A = eiA(∇+Σr)Ae−AΣiA. (8.42)
When Σi = 0, the exponential is purely oscillatory. This corresponds to the simple propagation of
the gauge field. When Σi > 0, namely, when the matrix is positive definite, the exponential decays.
This corresponds to wave damping in the classical theory, and the decay or absorption of gauge
bosons in the quantized theory. When Σi < 0, namely, when the matrix is negative definite, the
exponential grows. This corresponds to instabilities in the classical theory, and the production or
emission of gauge bosons in the quantized theory. Finally, when the matrix Σi is indefinite, some
eigenmodes grow while others decay. In this case, the dominant mode of a state of the A field can
convert from one mode to another mode as the state evolves.
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Chapter 9
Waves in unmagnetized scalar-QED
plasmas
In this chapter, I will demonstrate how to apply the general formalism developed in Ch. 8 using
the example of an unmagnetized plasma (Shi et al., 2016, Sec. III). Formulas for the wave effective
action can be evaluated once the self-consistent background fields φ0 and A¯, as well as the Green’s
function of the free ϕ field are known. To study waves in the plasma, there are basically four
steps. First, we need to solve the classical field equations [Eqs. (8.3) and (8.4)] and find the self-
consistent solution that corresponds to conditions of the background plasma. Second, we need
to solve the Schwinger–Dyson equation [Eq. (8.19)] to determine the charged particle Green’s
function. The Green’s function knows about the background field A¯, whose gauge may be chosen
to simplify the expression of the Green’s function. Third, we need to compute the background
plasma response using Eq. (8.23), in which the plasma polarization tensor can be evaluated using
Eq. (8.25). Similarly, we can compute the vacuum response using Eq. (8.24), where the vacuum
polarization tensor is given by Eq. (8.26). Finally, having obtained an explicit expression for the
wave effective action under specific background fields φ0 and A¯, we can determine properties of the
plasma waves. For example, we can treat the fluctuation A as a classical field, and determine its
linear eigenmodes by solving the dispersion relation Eq. (8.40). In what follows, I will elaborate
on each of these four steps using a homogeneous unmagnetized plasma. Using this example, I will
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verify the effective action formalism by recovering known results in the literature, which have been
obtained by other methods.
9.1 Unmagnetized background and Green’s functions
An unmagnetized and homogeneous plasma background is perhaps the simplest background after
to the vacuum. In this case, there is no macroscopic EM fields, and charged particles uniformly fill
up the space. A realistic plasma is of course of some finite size. Nevertheless, if the length scale of
the plasma is much larger than both the plasma skin depth and the plasma wave length, then near
the center of the plasma slab, a homogeneous plasma background is a reasonable approximation.
9.1.1 Background fields
When there is no background EM field, it is convenient to choose the vacuum gauge
A¯ = 0. (9.1)
In this case, the equation of motion of φ0 reduces to the Klein-Gordon equation in its simplest
form. As we have seen in Sec. 7.1.1, the single-boson solutions to the KG equation are plane waves
with the dispersion relation p2 = pµp
µ = m2. Since particles are not confined, the background wave
functions are not square integrable. To deal with an infinitely large plasma with finite density, it
is helpful to first think of a periodic spatial box with size L and a temporal box of length T that
contains N particles, and then take the limit L, T →∞ while keeping the density n0 = N/L3 fixed.
Inside the box, the properly normalized single-boson wave function
ψsp(x) =
eispx√
2mL3
, (9.2)
where pµ = (p0,p) is the 4-momentum with p0 =
√
p2 +m2. The wave function represents a
particle state when s = +1 and an anti-particle state when s = −1. The wave function is normalized
such that the current density J¯µ0 = sep
µ/mL3 is what one would expect of a single particle. In the
periodic box, pn = 2pin/L is quantized. We can label a single particle state by its wave number
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n. It is clear that the inner products 〈ψ+n |ψ+n′〉 = 〈ψ−n |ψ−n′〉 = δn,n′T/2m and 〈ψ+n |ψ−n′〉 = 0, so the
single boson wave functions form an orthogonal basis.
To see how to deal with an infinitely large plasma, let us calculate current density of N bosons
contained in a box. Since particles in plasmas are unbound, they interact weakly with each other.
To lowest order, using the random phase approximation, the plasma may be treated as a collection
of noninteracting particles. Suppose the N bosons occupy M orthogonal states ψ1, . . . , ψM , with
Nk bosons in the state k, then the properly symmetrized and normalized wave function of the boson
gas can be approximated by
Φ0 =
√
(2m/T )N−1
(N − 1)!N1!..NM !
∑
σ∈SN
N∏
k=1
ψdσ(k)(xk). (9.3)
Here SN is the permutation group of N elements. The index function dk is defined such that dk = 1
for k = 1, . . . , N1; dk = 2 for k = N1 + 1, . . . , N1 + N2; and dk = M for k = N −NM + 1, . . . , N .
After carrying out the integrals and summations, the current density [Eq. (8.6)] becomes J¯µ0 =
e
∑M
k=1Nkskp
µ
k/mL
3. More elaborately, the current density can be written as
J¯µ0 (x) =
∑
s,k
fsk
2m
e
i
(
e−ispkx∂µeispkx − c.c
)
, (9.4)
where fsk = Nk/L
3 is the occupation density of the state with quantum numbers (s, k), and the
summation runs over all single-boson states. When L→∞, the spectrum of φ0 becomes continuous.
In this case, let a single-boson state be labeled by its wave vector p. If we keep the occupation
density fs(p) fixed when we take the limit L, T →∞, the current density can be written as
J¯µ0 (x) =
∑
s=±1
∫
d3p
(2pi)3
e
i
(
Ψs∗p (x)∂
µΨsp(x)− c.c
)
, (9.5)
where the properly normalized effective single-boson wave function
Ψsp(x) =
√
fs(p)
2m
eispx. (9.6)
We see that the current [Eq. (9.5)] can be obtained from the many-body current [Eq. (8.6)] by re-
placing φ0(x) with the properly normalized effective single-boson wave function [Eq. (9.6)], followed
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by summations over discrete labels, and integrations over continuous labels in the Hilbert space
of single-boson states. The occupation density fs(p) is the momentum space distribution function
of the plasma. In classical plasma physics, one can specify both the location and the momentum
of a classical particle, so the distribution function fs(x,p) is defined on the entire phase space.
However, in a quantum plasma, due to the uncertainty principle, one is not allowed to specify a
particle’s location once its momentum is known accurately. This is manifested by the wave function
Eq. (9.6), whose momentum is certain but spatial distribution is completely uncertain.
9.1.2 Green’s function
When the background gauge field is trivial, the Green’s function for the charged particles is the
usual Green’s function of scalar field in quantum field theory. In Sec. 7.1.2, this Green’s function
has been discussed in details. In its integral representation, the Green’s function
G(x, x′) =
∫
d4k
(2pi)4
ie−ik(x−x′)
k2 −m2 , (9.7)
where the pole prescription is given by the replacement m2 → m2− i, such that the exponentiated
action is positive definite and the path integrals can thereof converge. Recall that using the above
pole prescription, the integral Eq. (9.7) can be evaluated in terms of Bessel functions (Appendix D).
However, in what follows, the integral representation will be sufficient for determining the response
tensor.
9.2 Unmagnetized response tensors
Now that we have determined the self-consistent background fields [Eqs. (9.1) and (9.6)] and the
Green’s function [Eq. (9.7)], we can evaluate formulas of the plasma response tensor [Eq. (8.23)]
and the vacuum response tensor [Eq. (8.24)]. Notice that the photon mass terms are important
in addition to the polarization terms. Without the mass terms, the response tensors in scalar-
QED plasmas loss their gauge invariance. After summing the mass terms with the polarization
terms, the resultant effective action gives a Lorentz-invariant and gauge-invariant description of
wave propagation in unmagnetized scalar-QED plasmas.
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9.2.1 Plasma dielectric response
The plasma response Σµν2,bk(x, x
′) can be evaluated by substituting the effective single-boson wave
function and the Green’s function into the photon mass term and the plasma polarization term,
followed by integration and summation over the single-boson Hilbert space. The contribution of
each charged species to the mass term of the A field is
2e2φ0φ
∗
0 =
∑
s=±1
∫
d3p
(2pi)3
e2fs(p)
m
, (9.8)
and the plasma polarization tensor [Eq. (8.25)] becomes
Πµν2,bk =
∑
s=±1
∫
d3p
(2pi)3
e2[Ψs∗p ∂
µ − (∂µΨsp)∗][Ψs
′
p∂
′ν − (∂′νΨs′p )]G− c.c. . (9.9)
Similar results are shown by Melrose (2008), using the prescription of cutting one charged par-
ticle propagator in the vacuum polarization diagram and replacing it by statistical average over
the plasma. The path integral formulation developed in Ch. 8 has thus provided an alternative
justification for such a prescription.
For the purpose of illustrating the general formalism, let us consider the simple example of
a cold particle plasma. Denoting the 4-momentum of cold particles by qµ, then the occupation
density of the state with quantum numbers (s,p) is
fs(p) = n0(2pi)
3δ(3)(p− q)δs,1 , (9.10)
where n0 is the number density of the plasma. The occupation density fs(p) is nothing other
than the momentum space distribution function commonly seen in plasma physics. In general, the
distribution function can be any integrable function of interest. Here in this simple example, due
to the δ-functions, integrals and summations can be evaluated very easily. The current density due
to each charged species becomes
J¯µ0 (x) = en0q
µ/m. (9.11)
This is what one would expect of a cold uniform fluid. To satisfy the background self-consistency
∂µF¯
µν = 0, the plasma needs to be constituted of more than one charged species, such that the
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total current
∑
s J¯
µ
s0 = 0, after summing over all charged species. Using the momentum space
distribution function [Eq. (9.10)], the mass term of the A field [Eq. (9.8)] becomes
2e2φ0(x)φ
∗
0(x) =
e2n0
m
= ω2p. (9.12)
It is easy to recognize that ωp is the plasma frequency in the natural units. In other words, photons
become massive particles in plasmas, where the mass is precisely the plasma frequency. In the limit
where the plasma density n0 → 0, photons become massless particles as in the usual quantum field
theory. Similarly, substituting in the distribution function [Eq. (9.10)], the plasma polarization
tensor [Eq. (9.9)] becomes
Πµν2,bk(x, x
′) =
ω2p
2
∫
d4k
(2pi)4
ie−ik(x−x
′)
[(2q + k)µ(2q + k)ν
(k + q)2 −m2 +
(2q − k)µ(2q − k)ν
(k − q)2 −m2
]
. (9.13)
The two terms above correspond to the s-channel and the t-channel Feynman diagrams of the
forward scattering of a gauge boson. We see quantum recoil, the change of the 4-momentum of
charged particles during forward scattering of the gauge boson, is automatically taken into account.
Combining the photon mass term Eq. (9.12) and the plasma polarization term Eq. (9.13), and
taking Fourier transform, the contribution of each charged species to the momentum space plasma
response tensor is
Σˆµν2,bk = ω
2
p
[
gµν − k
2(4qµqν+ kµkν)− 4kq(qµkν+ kµqν)
(k2)2 − 4(kq)2
]
. (9.14)
Here k2 = kµkµ and kq = k
µqµ are Minkowski inner products. The above expression, involving only
Lorentz scalars and Lorentz vectors, is manifestly Lorentz covariant. Having obtained the plasma
response tensor in the reference frame where the plasma 4-momentum is qµ, we can boost to any
other inertial frames, in which the response tensor takes the same form after the Lorentz trans-
formation. Finally, it is straightforward to check that the Ward−Takahashi identity [Eq. (8.37)] is
satisfied, so the plasma response tensor Eq. (9.14) is gauge invariant.
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9.2.2 Vacuum polarization
The vacuum response tensor contains two 1-loop diagrams, both of which are divergent. These
divergences can be removed by the renormalization procedure discussed in Sec. 7.4, using the renor-
malization condition that photons are massless particles in the vacuum. Multiplicative renormal-
ization introduces counter terms as additional interactions. For the free A field, whose Lagrangian
is given by Eq. (8.11), it is easy to see the Feynman rules for the counter terms are
k k
= i
[
(−k2gµν + kµkν)δA + δMgµν
]
, (9.15)
where δA comes from the wave function renormalization of the A field, with the scaling factor
ZA = 1 + δA. Since photons become massive particles, the mass term of the A field also needs
to be renormalized, where the scaling factor ZM = 1 + δM . The scaling factors can be expanded
using Taylor series using the small charge e as the expansion parameter, and at the same time the
scaling factors can be expanded as Laurent series using dimensional regularization to cancel the
loop divergences.
Now let us compute the loop diagrams using dimensional regularization in d = 4−  dimension.
The first diagram is the mass renormalization term, which is essentially the same as the scalar-field
loop [Eq. (7.163)] except for a different interaction vertex [Eq. (7.120)]. Using previous results, the
mass renormalization term is
µ ν = 2ie2gµν
∫
d4k
(2pi)4
i
k2 −m2 = 2ie
2gµν
Γ(1− d/2)
(4pi)d/2(m2)1−d/2
. (9.16)
The second loop diagram is the vacuum polarization term Eq. (8.26). To compute this diagram,
we will need the following symmetry properties of the momentum space integrals:
∫
d4l
(2pi)4
lµ
f(l2)
= 0, (9.17)∫
ddl
(2pi)d
lµlν
f(l2)
=
gµν
d
∫
ddl
(2pi)d
l2
f(l2)
. (9.18)
the first identity is similar to
∫
xf(x2)dx = 0, which vanishes because of the antisymmetry x→ −x.
The second identity is true for similar reasons, and the coefficient can be easily check by contracting
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both sides with gµν , where the trace in d-dimension gµνg
µν = d. Then, in the momentum space,
the vacuum polarization tensor can be computed using the usual Feynman rules [Eqs. (7.104) and
(7.119)], which give
k
k+p
p
k
µ ν = (−ie)2
∫
d4p
(2pi)4
i(2p+ k)µ
p2 −m2
i(2p+ k)ν
(p+ k)2 −m2
= e2
∫
d4p
(2pi)4
∫ 1
0
dx
(2p+ k)µ(2p+ k)ν
(p2 + 2xpk + xk2 −m2)2
= e2
∫
d4l
(2pi)4
∫ 1
0
dx
l2gµν + (1− 2x)2kµkν
[l2 + x(1− x)k2 −m2]2
= ie2
∫ 1
0
dx
∫ +∞
0
Sd−1ld−1dl
(2pi)d
−4d l2gµν + (1− 2x)2kµkν
(l2 + ∆2)2
= ie2
Γ(2− d/2)
(4pi)d/2
∫ 1
0
dx
(∆2)1−d/2
[ 2gµν
d/2− 1 +
(1− 2x)2kµkν
∆2
]
. (9.19)
On the second line, I have used the Feynman trick Eq. (7.184). On the third line, I have changed the
integration variable to l = p+xk, and used identities Eqs. (9.17) and (9.18). On the fourth line, the
divergent integral is regulated in d-dimension after the Wick rotation l0 = il0E . The normalization
factor 4d is inserted so that the trace of the first term remains the same. In the spherical integral,
Sd−1 is again the area of (d−1)-dimensional unit sphere, and I have denoted ∆2 = m2−x(1−x)k2.
On the last line, the momentum integral is carried out using the beta function Eq. (7.162). The
above result is a well-known result in quantum field theory.
Having computed the two 1-loop diagrams, the vacuum response tensor can be readily obtained.
Substituting the above results into Eq. (8.24), it is a straightforward calculation to verify that the
Ward−Takahashi identity [Eq. (8.37)] is satisfied in the limit d→ 4, after the Feynman parameter
x is integrated out. Therefore, the momentum space vacuum polarization tensor can be written in
the form
Σˆµν2,vac(k) = χv(k
2)(kµkν − k2gµν), (9.20)
where χv(k
2) is a Lorentz scalar. Imposing the renormalization condition that photons remain
massless in the vacuum, and subtracting the counter terms [Eq. (9.15)], the renormalized 1-loop
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vacuum permittivity
χv(k
2) = e2
Γ(2− d/2)
(4pi)d/2
∫ 1
0
dx
(1− 2x)2
(m2)2−d/2
[(
1− x(1− x) k
2
m2
)d/2−2 − 1]
=
2e2
3(4pi)2
{4
3
− 4m
2
k2
+
(4m2
k2
− 1
)3/2
arctan
[(4m2
k2
− 1
)−1/2]}
. (9.21)
The second line is obtained by taking the limit d → 4, and then integrating over the Feynman
parameter. It is not hard to see that Σˆ2,vac(k
2) is real when k2 = kµk
µ ≤ 4m2, and Σˆ2,vac(k2)
becomes complex with a positive imaginary part when k2 > 4m2. The positive imaginary part is
proportional to the cross section of the gauge boson, which can decay into a pair of “electron” and
“positron” when k2 > 4m2 is above the mass threshold.
9.3 Spectrum of linear waves
Having calculated the response tensors due to the plasma response [Eq. (9.14)] and the vacuum
response [Eqs. (9.20) and (9.21)], we have thus obtained an explicit expression for the 1-loop wave
effective action in the momentum space [Eq. (8.36)]. Since the plasma is translational invariant,
the momentum space classical field equation has a well-defined spectrum of linear eigenmodes.
9.3.1 Dispersion relations in the plasma rest frame
Since the effective action is Lorentz invariant, we can study linear eigenmodes in any inertial frame.
Both the dispersion relation and the eigenmodes are Lorentz covariant. The simplest case is when
different charged species in the plasma have no relative motion. In this case, there exists an inertial
frame in which all background particles are at rest. In this plasma rest frame, the particle 4-
momentum qµ = (m, 0, 0, 0). Let us choose a coordinate system such that the wave 4-momentum
kµ = (ω, k, 0, 0). Notice that to avoid confusion, I use the italic k for 4-momentum of and the
roman k = |k| for the magnitude of the wave vector. While k2 = kµkµ and kq = kµqµ denote
the Minkowski inner products, produces such as k2 and ωk are the usual scalar products. In the
special coordinate system, the tensor kµkν − k2gµν , which is contained in the vacuum response
tensor [Eq. (9.20)], becomes very simple. Moreover, the plasma response tensor [Eq. (9.14)] is also
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simplified. The nonzero components of the plasma response tensor are
Σˆ002,bk = χpk
2,
Σˆ112,bk = χpω
2,
Σˆ012,bk = Σˆ
10
2,bk = χpωk,
Σˆ222,bk = Σˆ
33
2,bk = −ω2p, (9.22)
where the total plasma frequency ω2p and the total plasma permittivity χp are contributed by each
charged species
ω2p =
∑
s
ω2ps, (9.23)
χp =
∑
s
ω2ps(k
2 − ω2 + 4m2s)
(ω2 − k2)2 − 4m2sω2
. (9.24)
The above results have been obtained previously by Hines and Frankel (1978); Kowalenko et al.
(1985); Eliasson and Shukla (2011). Here, using a different approach, namely, the effective action
approach, I have thus recovered previously known results.
Using elementary column and row operations, the dispersion matrix Dµν can be diagonalized
and the eigenvalue problem can be solved. There are two transverse modes and one longitudinal
mode. The two transverse modes are degenerate and electromagnetic with the dispersion relation
(1 + χv)(ω
2 − k2)− ω2p = 0. (9.25)
From this dispersion relation, it is easy to see that the photon modes are gapped when background
plasmas exist. Namely, the wave frequency ω 6= 0 when the wave vector k = 0 if ωp 6= 0. When
ignoring the vacuum response, the above result is the familiar dispersion relation ω2 = ω2p + k
2
of EM waves in unmagnetized plasmas. The longitudinal mode is purely electrostatic with the
dispersion relation
1 + χv + χp = 0. (9.26)
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In the absence of the vacuum response, the above dispersion relation resembles the result in classical
plasmas, except now the plasma permittivity is given by Eq. (9.24). Since χp(k = 0) = −ω2p/ω2,
there always exists one gapped plasmon mode, known classically as the Langmuir wave. When there
are two or more charged species, there also exist nontrivial gapless phonon modes, known classically
as the ion acoustic waves. Moreover, due to vacuum fluctuations, now there exist additional modes
known as the pair modes. In the pair mode, whose frequency ω > 2m, a single gauge boson has
enough energy to created “electron-positron” pairs. As the longitudinal wave oscillates, virtual pairs
are constantly being created and annihilated. The pair mode only exists in relativistic quantum
plasmas.
An example of wave dispersion relations in a cold, quasineutral, “electron-ion” plasma is plotted
in Fig. 9.1. In the figure, the upper curves are the degenerate EM waves, the middle curves are
FIG. 9.1: Wave dispersion relations in a cold, unmagnetized, quasineutral, “electron-ion” plasma.
For various effects to be visible on the scale of this figure, parameters used for making this plot are
2e2/3(4pi)2 = 20, me/ωpe = 5, and mi/me = 3. The solid black curves are the 1-loop dispersion
relations. The solid red curves are the dispersion relations that ignore the vacuum polarization.
The dashed black curves are wave dispersion relations in a classical plasma. The upper curves are
the electromagnetic waves, the middle curves are the Langmuir waves, the bottom curves are the
ion acoustic waves, and the dashed gray line across the diagonal represents the light cone. Notice
that near the light cone, wave dispersion relations in the relativistic quantum plasma asymptote to
wave dispersion relations in the classical plasma. The pair modes, emanating from ω = 2me and
ω = 2mi, are out of the scale of this figure.
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the Langmuir waves, and the lower curves are the ion acoustic waves. There also exist pair modes
with ω > 2m. These high energy modes readily decay and are not plotted here. In Fig. 9.1, the
wave dispersion relations in a classical plasma (dashed black) is modified by tree-level relativistic
quantum effects (red), even when the vacuum permittivity χv is ignored. Moreover, when 1-loop
effects are included, the wave dispersion relations, solved from Eqs. (9.25) and (9.26), receive
further corrections (solid black). To make all effects visible on the scale of this figure, the plasma
density is set so high that ωpe/me = 0.2, such that relativistic quantum effects are comparable
to classical collective effects. The ion mass is set artificially low with mi/me = 3, such that ion
effects are comparable to electron effects. The coupling constant is taken to be unphysically strong
2e2/3(4pi)2 = 20, such that loop-level effects are comparable to tree-level effects. When parameters
are more physical, collective plasma effects dominate tree-level relativistic quantum effects, which
in turn dominate loop-level effects in the frequency range relevant to contemporary laboratory
experiments. In fact, as can be seen from the figure, wave dispersion relations in the relativistic
quantum plasma are very similar to those in the classical plasma near the light cone, where the
effective mass of the gauge boson mA = ω
√
1− (∂ω/∂k)2 is much smaller than the “electron” mass.
However, there are clear distinctions away from the light cone, where the gauge boson becomes very
massive. In particular, unlike classical plasma theories, the relativistic quantum theory predicts
that longitudinal waves propagate with nonzero group velocities even when the plasma is cold. This
can be understood intuitively, because a longitudinal wave spends a part of its time in the form of
an excited charged boson [Eq. (8.23)]. Due to the recoil effect, the momentum carried by the wave
transfers to charged bosons, whose nonzero velocity contributes to the finite group velocity of the
wave.
The photon modes and the plasmon mode have the same cutoff frequency ωc, which is given by
the solution to the equation ω2c (1 +χv(ωc, k = 0)) = ω
2
p. The cutoff frequency ωc, or the mass gap,
is less than the plasma frequency ωp due to vacuum polarization. It can be shown that the ratio
ωc/ωp decreases with increasing ωp/2m. This can be understood intuitively. Vacuum polarization
produces virtual pairs near charged particles. These virtual pairs screen the electric field of charged
particles, so the effective electric charge of real particles are reduced. For higher plasma densities,
the virtual pair density is also higher, resulting in stronger shielding of the electric charge and
consequently smaller cutoff frequencies. To get a sense of how small the vacuum polarization effect
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is, let us approximate ωc when ωp/2m = 1. Denoting g = 2e
2/3(4pi)2, since the physical value for
electron charge is g = α/6pi  1, where α ≈ 1/137 is the fine structure constant, the equation for
ωc can be solved asymptotically. To lowest order, ωc/ωp ∼ 1 − g/6. We see in comparison, the
effect of the vacuum polarization is minuscule. However, when the plasma frequency is large, the
absolute value of the relativistic quantum shift can be appreciable.
9.3.2 Asymptotics of the dispersion relations
The above dispersion relations are applicable to all energy range within the scalar-QED model. Now
let us check that classical dispersion relations can be recovered when taking the classical limit in
relativistic quantum results. Since energy of particles are not quantized in unmagnetized plasmas,
the non-relativistic low energy limit is the classical limit. In the low energy limit k2/m2 → 0,
namely, near the light cone, contribution of a relativistic quantum plasma asymptote to that of a
classical plasma
χp ∼ −
∑
s
ω2ps
ω2
(
1 +
k2
4m2s
)(
1 +
k4
4m2sω
2
)
→ −ω
2
p
ω2
, (9.27)
and the contribution of the vacuum response vanishes
χv ∼
∑
s
gs
5
k2
4m2s − k2
→ 0. (9.28)
This can be understood intuitively, because in this limit, the mass of the gauge boson is much
smaller than the mass of charged particles. Since the gauge boson do not have sufficient energy to
excite “electron-positron” pairs, it sees little effect of the vacuum polarization. In the low energy
limit, the next-to-leading order asymptotic dispersion relations of the photon, the plasmon, and
the phonon modes are
ω2 ' ω2p(1− λ2Dω2p) + k2, (9.29)
ω2 ' ω2p
[
1−λ2D(ω2p − k2)
]−( ω2pe
4m2e
+
ω2pi
4m2i
)(
k2 − k
4
ω2p
)
, (9.30)
ω2 '
( ω2pe
4m2i
+
ω2pi
4m2e
)k4
ω2p
=
k4
4memi
. (9.31)
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Here λ2D =
∑
s gs/20m
2
s is the vacuum shielding length due to virtual pair production. Similar
results have been obtained using other approaches by Hines and Frankel (1978); Kowalenko et al.
(1985), in which the phonon mode was not considered. Here, these known results are recovered
using the effective action approach.
In the opposite limit k2/m2 → ∞, namely, away from the light cone where the gauge boson
becomes very massive, the plasma contribution diminishes
χp ∼ −
ω2p
k2
→ 0. (9.32)
This behavior can be understood in the physical picture where gauge bosons are regarded as
particles. In the above limit, gauge bosons are infinitely massive, so when they collide with charged
particles whose masses are much smaller, the gauge bosons feel little impact. Alternatively, the
above behavior can be understood when gauge fields are regarded as waves. From the perspective
of spatial scales by fixing ω and letting k go to infinity. In this perspective, since the wave length
of a high energy gauge boson is much smaller than the typical inter-particle spacing in the plasma,
the gauge boson rarely encounters a plasma particle and propagates as if it is in the vacuum. The
asymptotic behavior Eq. (9.32) can also be understood from the perspective of time scales by fixing
k and letting ω go to infinity. In this perspective, since the wave frequency is much larger than the
plasma frequency, the plasma does not have time to respond. Unlike the plasma response, which
diminishes when k2/m2 →∞, the real part of the vacuum susceptibility blows up
Re(χv) ∼ −
∑
s
gs
2
ln
∣∣∣ k2
4m2s
∣∣∣→∞, (9.33)
This can be understood intuitively. Since the gauge bosons now have sufficient energy, they can
easily decay to create virtual “electron-positron” pairs, and thereof see a large effect of vacuum
polarization. Outside the light cone, the imaginary part of χv is always zero. Inside the light cone,
when k2 > 4m2, the imaginary part of the vacuum susceptibility
Im(χv) ∼
∑
s
pi
2
(
1− 4m
2
s
k2
)
→
∑
s
pi
2
, (9.34)
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This positive imaginary part is proportional to the total decay cross section of a massive gauge
boson. The imaginary part is larger when there are more charged species, in which case there are
more types of particles that the massive gauge boson can decay into. After its typical life time, a
massive gauge boson decays and thereafter stops propagating.
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Chapter 10
Waves in magnetized scalar-QED
plasmas
Classical treatments of plasma waves start to break down when strong magnetic fields beyond
gigagauss are present. In fields of such strengths, both relativistic and quantum effects become im-
portant. Quantization effects are relatively well understood. Since charged particles are confined
in the perpendicular direction, the perpendicular energy is quantized. Quantization is explicitly
included in the usual quantum mechanics, where electrons occupy discrete Landau levels. Alterna-
tively, since statistical fluctuations result in similar effects as quantum fluctuations, quantization
effects are included in usual plasma physics implicitly when averaging of the distribution function
over gyro orbits, which introduces Bessel functions that effectively quantize the angular momentum.
Using either non-relativistic quantum mechanics or classical plasma physics, the response of the
plasma medium can be computed, and the wave dispersion relations are well known when magnetic
fields are moderate. However, the usual quantization is altered by relativistic effects in strong mag-
netic fields. For example, in gigagauss fields, the magnetic energy B =
√
eBc2~ ∼ 10 keV starts
to be comparable to the electron rest energy mec
2 ≈ 511 keV. Consequently, the evenly spaced
Landau levels become anharmonic. In additional to modifying the quantum states, strong mag-
netic fields also affect transitions between quantum states, which determines the plasma dielectric
response. When making transitions, electrons carry recoil momentum on the scale of Ωe~ ∼ 10 eV
in gigagauss field. This recoil momentum can be comparable to the momentum of gauge bosons,
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unless the wave frequency is orders of magnitude larger. In other words, there are two additional
effects in strongly magnetized plasmas: magnetic energy is now comparable to the electron rest
energy in each quantum state; and momentum change is no longer negligible when electrons make
transitions between quantum states. To capture these effects, a relativistic quantum treatment
becomes necessary in strongly magnetized plasmas.
In this chapter, I will treat relativistic quantum effects for wave propagation in strongly mag-
netized plasmas by applying the general theory developed in Ch. 8. This is yet another example,
from which we will see the powerfulness of the general formalism that enables the wave dispersion
relations in strongly magnetized scalar-QED plasmas to be determined for the first time. While
previous methods were only able to compute a useful dispersion relation parallel to the magnetic
field, the effective action formalism can easily treat arbitrary geometry transparently, by simply fol-
lowing the four steps discusses in Ch. 9. First, I will solve the classical field equations to determine
self-consistent background fields φ0 and A¯. Second, I will solve the Schwinger–Dyson equation to
determine the charged particle Green’s function. Third, using the general formulas, the vacuum re-
sponse and the background plasma response can be evaluated. Finally, having obtained an explicit
expression for the wave effective action, we can then determine properties of the gauge bosons.
In particular, when wave propagates perpendicular to the magnetic field, Bernstein waves become
unevenly spaced (Shi et al., 2016, Sec. IV). The resultant anharmonic cyclotron absorption features
have been observed in spectra of X-ray pulsars, whose magnetic fields ∼ 1012 G. Although current
laboratory techniques can only produce ∼ 109 G magnetic fields, it turns out that relativistic quan-
tum effects already become observable through Faraday rotation (Shi et al., 2018a, Sec. IV), where
the rotation angle is predicted to have a different frequency dependence than expected classically.
10.1 Magnetized background and Green’s functions
To solve for the background wave functions and the Green’s function, it is convenient to pick a
reference frame and fix a gauge. The explicit expressions depends on these choices, although the
general formula for the wave effective action is Lorentz invariant and gauge invariant. Notice that
EM fields depend on reference frames, and the two Lorentz invariant scalars are F ∧?F ∝ (B2−E2)
and F ∧ F ∝ B · E. When F ∧ ?F > 0 and F ∧ F = 0, there exist inertial frames in which the
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EM fields are purely magnetic. In what follows, I will use such a special reference frame, and the
coordinate where the background magnetic field B¯ = B0z. Physically, the magnetic field must be
generated by some macroscopic current, such as the current in a long solenoid. We can then fill
plasmas inside the solenoid, and wait until dissipative processes damp out the diamagnetic surface
current, after which the plasma will become magnetized. Although the solenoid plasma is of finite
size, in the regime where the size of the solenoid is much larger than both the plasma skin depth
and the wavelength of interest, the center of the solenoid plasma can be well approximated by a
uniformly magnetized plasma.
10.1.1 Background fields
Since the solenoid plasma is rotationally symmetric, it is convenient to use the symmetric gauge,
in which the 4-potential
A¯µ = (0,−1
2
B0y,
1
2
B0x, 0). (10.1)
In the symmetric gauge, the background covariant derivatives, with proper signs from the Minkowski
metric, can be written as
D¯0 = ∂t, (10.2)
D¯1 = −∂x + ieB0
2
y = − cos θ ∂
∂r
+
sin θ
r
∂
∂θ
± ir
r20
sin θ, (10.3)
D¯2 = −∂y − ieB0
2
x = − sin θ ∂
∂r
− cos θ
r
∂
∂θ
∓ ir
r20
cos θ, (10.4)
D¯3 = −∂z, (10.5)
where the Cartesian coordinate (x, y) is related to the cylindrical coordinate (r, θ) by the usual
relations x = r cos θ and y = r sin θ. Since eB0 has the units of length squared, let us denote
eB0/2 = ±1/r20, where the upper and lower sign of ± correspond to eB0 > 0 and eB0 < 0 such
that r20 > 0 and the length scale r0 is always real. Having chosen the background gauge A¯, the field
φ0 can be solved from its equation of motion [Eq. (8.3)]. In the symmetric gauge, the second-order
covariant derivative becomes
D¯µD¯
µ = ∂2 + ieB0(y∂x − x∂y) + 1
4
e2B20(x
2 + y2). (10.6)
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The equation of motion can be solved as a partial differential equation, where the wave function can
be factorized as products of the decoupled t and z wave functions, and the coupled perpendicular
wave function.
Perhaps a more illuminating way of solving the equation is using second quantization. In the
usual quantum mechanics, the Hamiltonian equation is of the form H|ψ〉 = E|ψ〉. In the relativistic
case, it is more convenient to write h2 = H2−E2, then the Hamiltonian equation becomes h2|ψ〉 = 0.
In terms of kinetic momentum, h2 = ΠµΠ
µ + m2, where Πµ = pµ − eA¯µ = −iD¯µ is given by
the covariant derivative, while the canonical momentum pµ = −i∂µ is given by the usual partial
derivative. Due to the presence of the background magnetic field in the z direction, the kinetic
momentum in the perpendicular plane do not commute. In Cartesian coordinate, the x and y
components of the kinetic momentum
[Πx,Πy] = −imΩ, (10.7)
where Ω = eB0/m is the gyro frequency. For “electrons” with negative charge Ω < 0, we can define
the rising and lowering operators analogous to what is done for quantum harmonic oscillator,
a† =
1√
2m|Ω|(Πx − iΠy) = −i
(
r0∂⊥ − w¯
2r0
)
, (10.8)
a =
1√
2m|Ω|(Πx + iΠy) = −i
(
r0∂¯⊥ +
w
2r0
)
. (10.9)
Here, it is convenient to introduce the complex variable w = x+ iy due to the rotation symmetry in
the perpendicular plane. We see r0 is a fundamental length scale of the wave functions. Restoring
full units, the magnetic de Broglie length
r0 =
√
2~
|eB0| , (10.10)
is determined only by the background magnetic field. Using the complex variable, the perpendicular
derivatives ∂⊥ := ∂/∂w and ∂¯⊥ := ∂/∂w¯ satisfy ∂⊥w = ∂¯⊥w¯ = 1, while ∂⊥w¯ = ∂¯⊥w = 0. It is a
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straightforward calculation to verify that
[a, a†] = 1, (10.11)
which satisfies the canonical commutation relation. The rising operator a† satisfies [h2, a†] =
2m|Ω|a, and the lowering operator a satisfies [h2, a] = −2m|Ω|a. In terms of these operators, the
squared Hamiltonian can be written as
h2 = ∂2t − ∂2z +m2 + 2m|Ω|
(
a†a+
1
2
)
. (10.12)
The particle eigenstates are of the form |ψ〉 = exp(iEn,p‖t − ip‖z)|n〉, where n is the principle
quantum number and p‖ is the parallel momentum. The energy of the eigenstate can be easily read
out from the Hamiltonian equation
En,p‖ =
√
p2‖ +m
2 + 2m|Ω|(n+ 1
2
). (10.13)
The energy can be written as En,p‖ =
√
m2n + p
2
‖, where the effective mass of the n-th excited state
is mn =
√
m2 + |eB0|(2n+ 1). Notice that the ground state mass m0 =
√
m2 + |eB0| is higher
than the rest mass of the particle due to the background magnetic field. In the non-relativistic
limit, namely when p‖, |Ω|  m, the energy level En,p‖ recovers the usual non-relativistic Landau
level En,p‖ ∼ m+p2‖/2m+ |Ω|(n+1/2), for which En,p‖−En′,p‖ = (n−n′)|Ω| changes harmonically
by integer multiples of |Ω|. On the other hand, when the magnetic field is strong, energy levels
En ∼
√
2m|Ω|n become anharmonically spaced.
Since there are two degrees of freedom in the perpendicular plane, the principle quantum number
n does not fully characterize quantum states. The principle quantum number determines the
perpendicular energy, which is related to how fast particles gyrate in the perpendicular plane, and
equivalently the size of gyro the radius. The other degree of freedom is where particles gyrate about,
namely, the location of the gyro center. For a charged particle at (x, y) with velocity (vx, vy), the
coordinates of its gyro center are X = x + vy/Ω = x− Πy/mΩ and Y = y − vx/Ω = y + Πx/mΩ,
where the minus sign vi = −Πi/m is due to the Minkowski metric. Since the kinetic momentum is
related to the covariant derivative by Πµ = −iD¯µ, it is easy to see that the gyro center coordinates
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do not commute in finite magnetic fields
[X,Y ] =
i
mΩ
. (10.14)
Suppose Ω < 0, then analogous to what is done for quantum harmonic oscillators, we can define
the ladder operators for gyro centers
b† =
√
m|Ω|
2
(
X + iY
)
=
w
2r0
− r0∂¯⊥, (10.15)
b =
√
m|Ω|
2
(
X − iY
)
=
w¯
2r0
+ r0∂⊥. (10.16)
These ladder operators, combined with the a and a†, form a complete set in the perpendicular
plane. The gyro center operators satisfy the canonical commutation relation
[b, b†] = 1, (10.17)
and commute with the Hamiltonian [h2, b†] = [h2, b] = 0. In other words, the above ladder operators
do not change the energy of quantum states, and are associated with another quantum number
l that can be measured simultaneously with the energy. To see what this quantum number is,
notice that the canonical angular momentum Lz = xpy − ypx. By straightforward calculations,
the ladder operators satisfies the commutation relations [Lz, a
†] = −a†, [Lz, a] = a, [Lz, b†] = b†,
and [Lz, b] = −b. Therefore, the quantum state |n, l〉 is a simultaneous eigenstate of both the
perpendicular energy H⊥ = (Π2x + Π2y)/2m and the canonical angular momentum
H⊥|n, l〉 = |Ω|(n+ 1
2
) |n, l〉, (10.18)
Lz|n, l〉 = (l − n) |n, l〉, (10.19)
where the quantum numbers n, l = 0, 1, 2 . . . can take nonnegative integer values. It is a straight-
forward calculation to show that for the eigenstate |n, l〉, the expectation value of its kinetic angular
momentum 〈xΠy−yΠx〉 = 2n+1 only depends on the principle quantum number, which determines
how fast the charged particle rotates. While the expectation value of the perpendicular coordinate
〈r2〉 = r20(n+ l + 1) depends on both the gyro radius and the location of the gyro center.
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Using the above two sets of ladder operators, we can create a complete set of wave functions
of particle states from the ground state. The ground state satisfies a|0, 0〉 = b|0, 0〉 = 0. Using
the configuration space representation of the ladder operators, the ground state wave function
|0, 0〉 ∝ exp(−ww¯/2r20) is a Gaussian wave packet. The wave function for other single-particle
states can be created by acting the rising operators on the ground state wave function
|n, l〉 = (a
†)n√
n!
(b†)l√
l!
|0, 0〉
=
(−i)n√
pir20n!l!
n∑
k=0
(
n
k
)
l!
(l − n− k)!
(
− ww¯
r20
)k(w
r0
)l−n
e−ww¯/2r
2
0 . (10.20)
In cylindrical coordinate, the complex variable can be written as w = reiθ. Then, the above
perpendicular wave function can be expressed as a function of the radius r and the azimuthal angle
θ. Moreover, the above series solution can be written in terms of the generalized Laguerre function
Λ
(α)
n (w) = L
(α)
n (w)e−w/2, where the generalized Laguerre polynomial is given by the sum
L(α)n (w) =
n∑
k=0
(
n+ α
n− k
)
(−w)k
k!
. (10.21)
To obtain the full wave function, we can multiply the perpendicular wave function by the temporal
and parallel wave functions. Since particles are confined by the magnetic field in the xy plane, the
single-boson wave function is already normalizable in the perpendicular plane. Hence, it is only
necessary to impose a periodic box in the z direction. Let L be the length of this periodic box.
Then, in polar coordinate, the properly normalized single-boson wave function is
ψsn,l,p‖(x) =
√
n!
2mnl!pir20L
ρl−nΛ(l−n)n (ρ
2)e
is[En,p‖ t−p‖z∓(l−n)θ].
where ρ = r/r0 is the normalized radius. The above derivation using second quantization assumed
particle states with Ω < 0. Similar derivations can be carried out for Ω > 0, as well as for
antiparticle states. In the end, these four cases can be accounted for by s = +1 and −1 for particle
and antiparticle states; as well as the upper and lower sign of ∓ for eB0 > 0 and eB0 < 0, which
account for the fact that positively and negatively charged particles gyrate in opposite directions.
The above wave functions are relativistic Landau levels, which have been obtained, for example,
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by Witte et al. (1987). To check the wave functions are properly normalized, one can calculate, for
example, the total current in the z direction.
To deal with plasmas that are infinitely large, we can follow procedures in Sec. 9.1.1. First,
we can consider finite number of particles in a spatial box of size L and temporal box of length
T . Using the random phase approximation, the many-body wave function can be expressed as
the symmetrized products of single-boson wave functions. We can carry out calculations using the
normalized many-body wave function, and then take the limit L, T →∞ while keeping the plasma
density fixed. Results of this formal procedure can be obtained using an alternative method, where
we first take the limit, and then carry out calculations using the effective single-boson wave function
Ψsn,l,p‖(x) =
√
n!fsn,l(p‖)
2mnl!
ρl−nΛ(l−n)n (ρ
2)e
is[En,p‖ t−p‖z∓(l−n)θ], (10.22)
followed by integration over the continuous label p‖/2pi and summations over the discrete labels
n, l,and s over the single-boson Hilbert space. In the above expression, fsn,l(p‖) is the occupation
density of the state with quantum numbers (s, n, l, p‖). Except for the fact that perpendicular
states are now quantized, the occupation density is nothing other than the momentum space dis-
tribution function commonly seen in plasma physics. In general, the distribution function can be
any integrable function of interest.
10.1.2 Green’s function
Besides the wave functions, we will also need the Green’s function of charged bosons in the uniform
magnetic field. The Green’s function can either be found by calculating the propagator of the
quantized ϕ field, or more directly by solving the Schwinger–Dyson equation [Eq. (8.19)]. There
are many representations of the Green’s function, for example, the proper time representation
(Schwinger, 1951) and the spectral representation (Melrose, 2013). Although these representations
are equivalent, for computing the vacuum response tensor, the proper time representations appears
to be more convenient. On the other hand, for computing the plasma response tensor, it is more
convenient to use the spectral representation, which I shall derive next.
To derive a spectral representation of the Green’s function in the uniform magnetic field, it is
more convenient to first use the Landau gauge and then transform to the symmetric gauge using
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Eq. (8.27). In the Landau gauge,
A¯µL = (0,−B0y, 0, 0), (10.23)
which is convenient because it only depends on a single coordinate y. Then, the Schwinger–Dyson
equation for the Green’s function GL becomes
(
∂2 +m2 + e2B20y
2 + 2ieB0y∂x
)
GL(x, x
′) = −iδ(4)(x− x′). (10.24)
Since GL is translational invariant in t, x and z directions, we can take Fourier transform exp[iq0(t−
t′) − iq⊥(x − x′) − iq‖(z − z′)]. Without loss of generality, suppose Ω > 0. Then, denoting the
nondimensionalization variable ξ =
√
mΩy − q⊥/
√
mΩ, the partially Fourier transformed Green’s
function satisfies [ d2
dξ2
+ (µ− ξ2)
]
GˆL =
i√
mΩ
δ
(
ξ +
q⊥√
mΩ
−
√
mΩy′
)
,
where the dimensionless ratio µ = (q20−q2‖−m2)/mΩ, and I have used the property δ(ax) = δ(x)/|a|
of the delta function. The LHS of the above equation is clearly related to the Hermite function
ψn, which satisfies ψ¨n(ξ) + (2n+ 1− ξ2)ψn = 0. Since the Hermite functions form an orthonormal
basis, we can expand the Green’s function GˆL =
∑
n cnψn(ξ). Taking inner products with ψl on
both sides of the expansion, the coefficient
cn =
i√
mΩ(µ− 2n− 1)ψn
(√
mΩy′ − q⊥√
mΩ
)
,
where the argument of the Hermite function is enforced by the delta function. The above results
are derived for Ω > 0. Analogous results for Ω < 0 can be obtained similarly. Regardless of the
sign of Ω, after taking inverse Fourier transform of the spectral expansion, the Green’s function in
the Landau gauge can always be written as
GL(x, x
′) =
√
2
r0
∞∑
n=0
∫
dq0dq⊥dq‖
(2pi)3
iei[q0(t−t
′)−q⊥(x−x′)−q‖(z−z′)]
q20 − q2‖ −m2n
×ψn
[ r0√
2
(q⊥ + eB0y)
]
ψn
[ r0√
2
(q⊥ + eB0y′)
]
, (10.25)
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where the characteristic length scale r0 is given by Eq. (10.10). Using the completeness of the
Hermite functions (Olver et al., 2010) that the infinite sum
∞∑
n=0
ψn(x)ψn(y) = δ(x− y), (10.26)
it is straightforward to check that the Green’s function (10.25) solves the Schwinger–Dyson equation
in the Landau gauge [Eq. (10.24)]. This form of the Green’s function is expanded by wave functions
that are eigenfunctions of the E ×B drift. These eigenfunctions are featured by free propagation
along the B field; free propagation in the E×B direction; and harmonic oscillation in the direction of
the E-field. These features make the Green’s function GL convenient for studying DC quantum Hall
conductivity. But the loss of rotation symmetry in the perpendicular plane makes it inconvenient
for studying AC wave phenomena.
To restore the rotation symmetry, we need to make a gauge transformation into the symmetric
gauge Eq. (10.1). The symmetric gauge is related to the Landau gauge Eq. (10.23) by gauge
transformation Eq. (8.12), where the scalar field is
χ = −1
2
B0xy. (10.27)
Under this gauge transformation, the Green’s function is transformed by Eq. (8.27) as
G(x, x′) = e−ieB0(xy−x
′y′)/2GL(x, x
′), (10.28)
where G denotes the Green’s function in the symmetric gauge. In the symmetric gauge, the
eigenfunctions [Eq. (10.22)] are circular in the perpendicular plane, so the Green’s function G,
which can be expanded by these eigenfunctions, is also invariant under rotations around the z axis.
To put G in a manifestly rotational invariant form, we need to carry out the integral of Hermite
functions. Notice that the Hermite function is
ψn(x) = (2
nn!
√
pi)−1/2e−x
2/2Hn(x), (10.29)
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where Hn(x) is the Hermite polynomial and satisfies
Hn(x+ y) =
n∑
k=0
(
n
k
)
Hk(x)(2y)
n−k, (10.30)∫
dxHn(x)Hm(x)e
−x2 = 2nn!
√
piδn,m . (10.31)
Recall that the Laguerre function Λ
(0)
n (x) := L
(0)
n (x)e−x/2, where the Laguerre polynomial L
(0)
n (x)
has the closed series expansion Eq. (10.21). Denoting w = u + iv and w¯ = u − iv, and changing
variable to p = q + iu, the integration
∫
dqe−2iquψn(q + v)ψn(q − v)
=
1
2nn!
√
pi
∫
dqe−q
2−v2−2iquHn(q + v)Hn(q − v)
=
e−ww¯
2nn!
√
pi
∫
dpe−p
2
Hn(p− iw)Hn(p− iw¯)
=
e−ww¯
2nn!
n∑
k,l=0
(
n
k
)(
n
l
)
(−2iw)n−k(−2iw¯)n−l2kk!δk,l
= Λ(0)n [2(u
2 + v2)],
which can be expressed in terms of the Laguerre function. Using the above identity, we can carry
out the q⊥ integral in the Green’s function Eq. (10.25) by identifying q = r0[q⊥ + eB02 (y + y
′)]/
√
2,
u = (x − x′)/√2r0, and v = r0eB0(y − y′)/2
√
2. After the integration, the Green’s function
Eq. (10.28) can be put into the following rotational invariant form:
G(x, x′) =
i
pir20
eieB0(xy
′−yx′)/2
∞∑
n=0
∫
dq0dq‖
(2pi)2
ei[q0(t−t
′)−q‖(z−z′)]
q20 − q2‖ −m2n
Λ(0)n
(r2
r20
)
, (10.32)
where r2 = (x−x′)2+(y−y′)2 is the relative separation between the two points in the perpendicular
plane, and mn is again the effective mass of the n-th excited state. Using the completeness of the
Laguerre functions (Olver et al., 2010), we have
∞∑
n=0
Λ(0)n (x
2 + y2) = piδ(x)δ(y). (10.33)
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It is thereof straightforward to check that the Green’s function (10.32) satisfies the Schwinger–
Dyson equation in the symmetric gauge. In addition to the rotation symmetry, the above Green’s
function respects a number of symmetries of the system. First, it is invariant under parity x→ −x.
Second, it is invariant under the joint symmetry action of charge conjugation e → −e and time
reversal t→ −t, B0 → −B0. Notice that the Green’s function has poles when q0 = ±En,q‖ . These
are nothing other than the dispersion relations of charged particles and antiparticles occupying
relativistic Landau levels. When the ϕ field propagates, it can propagate through any of these
quantum channels.
10.2 Magnetized response tensors
The general formulas of the response tensors are Lorentz covariant and gauge invariant. However, a
particular explicit expression of the response tensor depends on the choice of the reference frame as
well as the gauge. In the reference frame where the background magnetic field is in the z direction
and the 4-potential is in the symmetric gauge, the background gauge field A¯ is given by Eq. (10.1),
and the background particle field φ0 is given by Eq. (10.22). Combining background fields with the
Green’s function of the charged field [Eq. (10.32)], the vacuum response and the plasma response
can be evaluated.
10.2.1 Vacuum polarization
The vacuum response is given by the famous Heisenberg-Euler effective Lagrangian (Heisenberg and
Euler, 1936; Dunne, 2012). Here, I will not consider the vacuum response for three reasons. First,
as can be seen from Ch. 9, effects of the vacuum response are minuscule compared to collective
plasma effects for low energy waves, especially when the wave effective mass and the cyclotron
energy are much smaller than the electron rest energy. Second, due to separate conservation of
the plasma current and the vacuum current [Eqs. (8.30) and (8.31)], contributions by the plasma
background and the vacuum are separable. Ignoring the vacuum response does not break any
symmetry of the system, and is thereof allowed. Finally, for a practical reason, obtaining a useful
expression of the vacuum response is highly nontrivial. Although many formal representations
of the vacuum response tensor have been obtained (Witte, 1990; Kuznetsov and Mikheev, 2013),
275
they can be evaluated analytically to give concrete numbers only in some special limits (Shabad,
1975; Karbstein, 2013). In more general cases, the vacuum response tensor needs to be evaluated
numerically (Kohri and Yamada, 2002).
10.2.2 Plasma dielectric response
In order for the plasma background to be consistent with a uniform magnetic field, the plasma needs
to fill the entire space uniformly with zero current and charge density everywhere in space. This
is achievable by infinite sums of eigenfunctions, which form a complete basis. After choosing the
occupation density appropriately, such that the equation for the background EM field ∂µF¯
µν = 0 is
satisfied, we can evaluate the plasma response tensor [Eq. (8.25)] by plugging in the effective single-
boson wave functions [Eq. (10.22)] and the Green’s function [Eq. (10.32)], followed by integration
over the continuous parallel momentum p‖/2pi, as well as summations over the discrete principle
quantum number n, the angular momentum quantum number l, and the species index s. The
plasma response tensor is constituted of a mass term and a polarization term. The mass term
becomes a constant after summing eigenfunctions to form a uniform plasma background. The
polarization term involves excitation and de-excitation of the plasma current, when charged bosons
make transitions between relativistic Landau levels.
Covariant derivatives
When evaluating the plasma response tensor, we need covariant derivatives of the background wave
function [Eq. (10.22)]. For simplicity, let us abbreviate the effective single-boson wave function as
Ψ = MeiΘρl−nΛ(l−n)n , (10.34)
where M is a constant amplitude, ρ = r/r0 is the normalized radius, Θ = s[Et − pz ∓ (l − n)θ]
is the phase, and the argument of Λ
(l−n)
n is omitted. Using the above abbreviated notations, the
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covariant derivatives of the wave function are
D¯0Ψ = isEMeiΘρl−nΛ(l−n)n , (10.35)
D¯1Ψ =
M
r0
eiΘ[2ρl−n+1Λ(l−n+1)n−1 cos θ + e
±isθρl−n−1(ρ2 − l − n)Λ(l−n)n ], (10.36)
D¯2Ψ =
M
r0
eiΘ[2ρl−n+1Λ(l−n+1)n−1 sin θ + e
±is(θ−pi/2)ρl−n−1(ρ2 − l − n)Λ(l−n)n ], (10.37)
D¯3Ψ = ispMeiΘρl−nΛ(l−n)n . (10.38)
Here I have used the property of the Laguerre function Λ
(α)′
n (x) = −Λ(α+1)n−1 (x)− Λ(α)n (x)/2, where
Λ
(α)
n = 0 whenever n < 0. From the above expressions, we see D¯2Ψ can be obtained from D¯1Ψ by
replacing θ → θ − pi/2, which is expected from the rotation symmetry.
In addition to the background wave functions, we will also need covariant derivatives of the
Green’s function [Eq. (10.32)]. For simplicity, let us abbreviate the Green’s function in the sym-
metric gauge as
G = ΥGneiXΛ(0)n , (10.39)
where Υ = 1/(pir20)
∑
n
∫
d2q/(2pi)2 is the summation and integration prefactor, Gn(q0, q‖) = i/(q20−
q2‖ −m2n) is the momentum space propagator in the tz subspace, X = ±is(xy′ − x′y)/r20 + iq0(t−
t′) − iq‖(z − z′) is the phase, and the argument of Λ(0)n is omitted. Write η1 = (x − x′)/r0 and
η2 = (y − y′)/r0, the covariant derivatives of the Green’s function
D¯0G = ΥGniq0eiXΛ(0)n , (10.40)
D¯1G = ΥGn e
iX
r0
[2η1Λ
(1)
n−1 + (η1 ± isη2)Λ(0)n ], (10.41)
D¯2G = ΥGn e
iX
r0
[2η2Λ
(1)
n−1 + (η2 ∓ isη1)Λ(0)n ], (10.42)
D¯3G = ΥGniq‖eiXΛ(0)n . (10.43)
The covariant derivatives D¯
′µ with respect to x′ can be found by direct calculations. Alternatively,
recall G′ = −G∗. We can also find D¯′µ derivatives using D¯′µG = −(D¯′∗µG′)∗. The above are all
the background gauge covariant derivatives that are necessary for evaluating the plasma response
tensor.
277
Distribution function
For illustrative purpose, let us consider the simple example of a cold particle plasma, in which all
charged bosons are condensed in the lowest Landau levels. In the rest frame of the cold plasma,
the occupation density
fsn,l(p‖) = 2pin0δ(p‖)δn,0δs,1 , (10.44)
where n0 is the number density of the plasma. In this simple example, the three δ-functions make
it very easy to carry out the integrations and summations. In this simple example, the ground
states Ψl = Me
i(m0t∓lθ)ρle−ρ2/2 are the only relevant states.
To check that the above distribution function is consistent with the uniform background mag-
netic field, let us compute the current density. Using Eqs. (10.35)-(10.38), the covariant derivatives
of ground states D¯0Ψl = im0Ψl, D¯
1Ψl =
1
re
±iθ(ρ2 − l)Ψl, D¯2Ψl = ∓iD¯1Ψl, and D¯3Ψl = 0. After
summing over angular momentum quantum number l, the background 4-current density
J¯00 = en0
∞∑
l=0
1
l!
ρ2le−ρ
2
= en0, (10.45)
J¯10 = ±
en0 sin θ
m0r
∞∑
l=0
1
l!
ρ2l(ρ2 − l)e−ρ2 = 0, (10.46)
J¯20 = ∓
en0 cos θ
m0r
∞∑
l=0
1
l!
ρ2l(ρ2 − l)e−ρ2 = 0, (10.47)
J¯30 = 0. (10.48)
Although each eigenfunction is nonuniform, the sum of all ground state wave functions gives a
uniform charge distribution. Similarly, although each gyro orbit carries nonzero current, the sum
of all gyro orbits cancels the current density everywhere in space. The total 4-current density due
to each charged species is J¯µs0 = esns0(1, 0, 0, 0), which is what one would expect of a uniform cold
fluid. The self-consistency condition
∑
s J¯
µ
s0 = 0 is thereof satisfied if the plasma is quasi neutral.
The gauge boson mass term
Having confirmed that the plasma, with all particles equally occupying the degenerate ground
states, is self-consistent with the uniform background magnetic field, let us now compute the
278
plasma response tensor. The contribution of each species to the mass term of the A field is
2e2φ0φ
∗
0 = 2e
2
∞∑
l=0
ΨlΨ
∗
l = 2e
2
∞∑
l=0
n0
2m0l!
ρ2le−ρ
2
=
mω2p
m0
, (10.49)
where ω2p = e
2n0/m is the usual plasma frequency. Due to the background magnetic field, ground
states acquire zero-point energy, so that the ground state mass m0 > m is larger than mass of the
free particle. The larger particle mass results in a smaller plasma frequency, and consequently a
smaller photon mass in strongly magnetized plasmas.
The plasma polarization tensor
Now let us compute the Π002,bk component of the plasma polarization tensor. For simplicity, in
addition to abbreviations used previously, I will further abbreviate τ = t−t′, ζ = z−z′, k = (k1, k2),
and η = (η1, η2). Substituting the occupation density Eq. (10.44) into the effective single-boson
wave function [Eq. (10.22)] and use it in place of the background field φ0 in the expression of the
background polarization tensor [Eq. (8.25)], the temporal component of the polarization tensor
Π002,bk(x, x
′) = e2
∞∑
l=0
Υ(q0 +m0)
2Ψ∗l Ψ
′
lGneiXΛ(0)n − c.c.
=
e2n0
2m0
Υ(q0 +m0)
2Gnei[(q0−m0)τ−q‖ζ]−η2/2Λ(0)n − c.c.
=
imω2p
2m0
Υei(q0τ−q‖ζ)−η
2/2Λ(0)n pi
00
n . (10.50)
The kernel of the polarization tensor is similar to the unmagnetized case [Eq. (9.13)], except now
only the t and z components of the momentum are free
pi00n (q0, q‖) =
(q0 + 2m0)
2
(q0 +m0)2 − q2‖ −m2n
+
(q0 − 2m0)2
(q0 −m0)2 − q2‖ −m2n
. (10.51)
As in the unmagnetized case, the above two terms correspond to the s-channel and the t-
channel forward scattering. Notice that Π002,bk only depends on the difference between coordinates
rµ = (x− x′)µ. This is expected since the system is translational invariant. The above results are
qualitatively similar to those in Rojas and Shabad (1979), who studied fermion plasmas using the
temperature Green’s functions.
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Since the system is translational invariant, the polarization tensor takes a simpler form in
the momentum space. Recall in Sec. 8.3.2, the Fourier space tensor is of the form Πˆ(k, k′) =
(2pi)4δ(4)(k − k′)Πˆ(k). Denoting kη = k1η1 + k2η2, we have
Πˆ002,bk(k) =
∫
d4reikrΠ002,bk(r)
=
imω2p
2pim0
∞∑
n=0
∫
dηe−ir0kη−η
2
L(0)n (η
2)pi00n (k0, k‖).
To calculate the integral, we need a number of identities of special mathematical functions (Olver
et al., 2010). First, the Laguerre polynomial can be split as L
(α+β+1)
n (x+y) =
∑n
l=0 L
(α)
l (x)L
(β)
n−l(y).
Second, the special value L
(−1/2)
n (x2) =
(−1)n
22nn!
H2n(x) is related to the Hermite polynomial, whose
Fourier integral
∫
dxe−ikx−x2H2n(x) =
√
pi(−1)nk2ne−k2/4. With these properties, the integral in
Πˆ002,bk(k) can be computed
∫
dηe−ikη−η
2
L(0)n (η
2)
=
∫
dηe−ikη−η
2
n∑
l=0
L
(−1/2)
l (η
2
1)L
(−1/2)
n−l (η
2
2)
=
(−1)n
22n
n∑
l=0
1
l!(n− l)!
∫
dη1e
−ik1η1−η21H2l(η1)
∫
dη2e
−ik2η2−η22H2(n−l)(η2)
=
pi
22n
e−k
2/4
n∑
l=0
k2l1 k
2(n−l)
2
l!(n− l)!
=
pi
n!
e−k
2/4
(k2
4
)n
.
Denoting the normalized wave vector κµ = r0k
µ/2, and the squared perpendicular momentum
κ2 = r20k
2/4, the momentum space Πˆ002,bk(k) becomes
Πˆ002,bk(k) =
imω2p
2m0
e−κ
2
∞∑
n=0
(κ2)n
n!
pi00n (k0, k‖).
Taking the limit B0 → 0, the effective mass mn → m, so the kernel pi00n becomes independent
of n. Then, the summation can be easily carried out, and the above expression recovers the
polarization tensor Πˆ002,bk in the unmagnetized case. Notice that the pole of pi
00
n is weighted by
wn(κ) = e
−κ2(κ2)n/n!, which is proportional to the strength of interaction between the plane wave
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with 4-momentum k and particles in the n-th Landau level. The weighting factor maximizes at
κ2 = n. For large n, the maximum value scale as wn ∼ 1/
√
2pin. We see waves couple more
strongly to electrons in lower Landau levels.
The summation in the above expression can be carried out using the confluent hypergeometric
functions (Olver et al., 2010). For convenience, let us define the K-function, which is related to the
confluent hypergeometric function 1F1(a; b; z) by
K(x, z) :=
1
x
1F1(1; 1− x;−z) = e−z
∞∑
n=0
zn
n!
1
x− n. (10.52)
From this expression, it is easy to see that when x ∼ n, where n is some integer, the K-function
K(x, z) ∼ zne−z/n!(x−n) is dominated by the pole at x = n. Using the K-function, the temporal
component of the momentum space plasma polarization tensor
Πˆ002,bk(k) =
imω2p
2m0
∑
ς=±1
(κ0 + ς%0)2K(κ2ς ,κ
2). (10.53)
Here, %µ = r0(m0, 0, 0, 0) is the normalized 4-momentum of plasma particles, the normalized poles
of the kernel are κ2ς := κ
2
0 − κ23 + ς%0κ0, and the summation over ς = ±1 corresponds to the
summation of the s-channel and the t-channel Feynman diagrams for forward scattering of the
gauge boson.
Other components of the plasma response tensor Πˆµν2,bk(k) can be calculated using similar meth-
ods. When calculating other components, one will encounter Fourier integrals, where the identity
of the Laguerre polynomial L
(α+1)
n (x) =
∑n
k=0 L
(α)
k (x) is useful. Using this property, all Fourier in-
tegrals that appear in the calculation of other components of Πˆµν2,bk can be calculated. For example,
∫
dηe−ikη−η
2
η1L
(1)
n−1(η
2) = i
∂
∂k1
n−1∑
l=0
∫
dηe−ikη−η
2
L
(0)
l (η
2) = − ipi
2
e−κ
2
k1
(κ2)n−1
(n− 1)! .
To carry out summations of the kernels of the response tensor, the following recurrence relation of
the confluent hypergeometric function b 1F1(a; b; z) = b 1F1(a−1; b; z)+z 1F1(a; b+1; z) is useful.
Using this recurrence relation, summations that appear in the calculation of other components of
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Πˆµν2,bk can be simplified. For example,
e−z
∞∑
n=0
zn
n!
n
x+ n
=
z
x+ 1
1F1(1;x+ 2;−z) = 1− 1F1(1;x+ 1;−z).
Finally, in terms of the K-function, the recurrence relation becomes xK(x, y)− yK(x− 1, y) = 1,
which is useful when verifying that the response tensor satisfies the Ward–Takahashi identity.
In fact, the Ward–Takahashi identity, which is proven for the most general case in Appendix F,
provides a useful check of calculations.
The plasma response tensor
After tedious but otherwise straightforward calculations, all components of the polarization tensors
can be computed. Combining the polarization term with the mass term, the contribution of each
charged species to the Fourier space plasma response tensor is
Σˆλσ2,bk(k) =
mω2p
m0
{
gλσ − 1
2
∑
ς=±1
(κ+ ς%)λ(κ+ ς%)σK(0)ς
}
, (10.54)
Σˆab2,bk(k) =
mω2p
2m0
∑
ς=±1
{
εacεbdκcκd(2K(1)ς −K(0)ς )
−κ2ς [δabK(1)ς ± iςεab(K(1)ς −K(0)ς )]
}
, (10.55)
Σˆλa2,bk(k) = Σˆ
aλ
2,bk(−k) =
mω2p
2m0
∑
ς=±1
(κ+ ς%)λ
×
{
− κaK(1)ς ± iςεabκb(K(1)ς −K(0)ς )
}
. (10.56)
In the above expressions, the Greek indices λ, σ = 0, 3 correspond to the unconfined directions,
and the Latin indices a, b = 1, 2 correspond to the confined directions. On right hand sides, gλσ
is the metric tensor of the Minkowsi space, δab is the δ-function, and εab is the rank-2 Levi-Civita
symbol. The upper and lower sign of ± in the imaginary parts correspond the the case eB0 > 0 and
eB0 < 0, respectively. For conciseness, I abbreviate K
(n)
ς := K(κ2ς − n,κ2) to suppress arguments
of the K-function. The wave and plasma 4-momentum are normalized by the magnetic de Broglie
length as before.
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The plasma response tensor Eqs. (10.54)-(10.56) satisfies a number of symmetry properties.
First, it satisfies the exchange symmetry Σˆµν2,bk(k) = Σˆ
νµ
2,bk(−k), as required by the reality con-
dition [Eq. (8.35)]. Second, it is invariant under rotations around the z-axis, which is a basic
symmetry of the coordinate system. Third, it transforms properly under time reversal symme-
try Tµν = diag(−1, 1, 1, 1) by Σˆµν(ω,k)|B0 = TµαT νβ Σˆαβ(−ω,k)|−B0 . Finally, using the recurrence
relation of the confluent hypergeometric function, it is straightforward to check that the Ward–
Takahashi identity [Eq. (8.37)], which is required by charge conservation and gauge invariance, is
satisfied as expected.
In addition to the aforementioned symmetry properties, the plasma response tensor Eqs. (10.54)-
(10.56) satisfies a number of asymptotic properties. First, since the confluent hypergeometric
function 1F1(a; b; z) has poles whenever b equals to nonpositive integers, the response tensor has
poles whenever ω = ±ω±n,k‖ , where the frequency of relativistic quantum cyclotron resonances
ω±n,k‖ = En,k‖ ±m0 ∼
 ω
−
n,k‖
+ 2(m+ |Ω|/2), “ + ”,
k2‖/2m+ n|Ω|, “− ”.
(10.57)
The eigenenergy En,k‖ is given by Eq. (10.13). The above asymptotic behavior is in the limit
k‖, |Ω|  m. These resonances have clear physical meanings. The ω−n,k‖ resonance corresponds
to the energy it takes to excite a plasma particle from the ground state to the n-th Landau level
with parallel momentum k‖. The ω+n,k‖ resonance corresponds to the aforementioned excitation
energy plus the energy it takes to create a pair of new particles in the ground state. The second
important asymptotic property is when the magnetic field B0 → 0. In this limit, the ground
state mass m0 asymptotes to the vacuum mass m. Moreover, using the asymptotic property that
1F1(1; b; z)→ b/(b−z) when z, b→∞ while keeping b/z fixed, we can find the asymptotic behavior
of the K-function
r20
4
K(n)ς →
1
k2 + 2ςmk0
, B0 → 0. (10.58)
Here k2 = kµkµ is the Minkowski inner product. Using the above expression, it is straightforward
to check that in the limit B0 → 0, the response tensor of cold magnetized plasmas asymptotes to
the response tensor Eq. (9.14) of cold unmagnetized plasmas.
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10.3 Spectrum of magnetized waves
Substituting the plasma response tensor into Eq. (8.21), we have thus obtained an explicit expression
of the tree-level nonlocal wave effective action, using which we can determine properties of linear
waves. If we treat the fluctuating gauge field A as a classical field, then by solving its equation of
motion in the momentum space, we can obtain the dispersion relation of waves. The dispersion
relation contains many branches. At frequency ω < 2m, the spectrum of linear waves in strongly
magnetized scalar-QED plasmas is qualitatively similar to that in warm classical plasmas, but
quantitatively modified by relativistic quantum effects.
10.3.1 Oblique propagation
For convenience, let us choose a coordinate in which the wave 4-momentum kµ = (ω, k⊥, 0, k‖).
Since k2 = 0 in this coordinate system, the plasma response tensor can be simplified. In components,
the wave dispersion relation Eq. (8.40) can be written explicitly
det

ω2−k2‖+Σˆ11 Σˆ12 k⊥k‖+Σˆ13
Σˆ21 ω2−k2+Σˆ22 Σˆ23
k⊥k‖+Σˆ31 Σˆ32 ω2−k2⊥+Σˆ33
=0, (10.59)
where the subscripts of the response tensor are omitted. In this form, it is easy to recognize that
the spatial components of the response tensor Σˆij = ω2χij is related to the linear susceptibility.
While the dispersion relation is formally identical to that in classical plasmas, relativistic quantum
effects are encoded in the response tensor.
In the coordinate system where the background magnetic field is in the z direction, and the
wave vector is in the xz plane, the plasma response tensor Eqs. (10.54)-(10.56) is greatly simplified.
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The diagonal components are
Σˆ11 = −mω
2
p
2m0
∑
ς=±1
κ2ςK
(1)
ς , (10.60)
Σˆ22 = Σˆ11 − mω
2
p
2m0
∑
ς=±1
κ2⊥
(
K(0)ς − 2K(1)ς
)
, (10.61)
Σˆ33 = −mω
2
p
m0
(
1 +
1
2
∑
ς=±1
κ2‖K
(0)
ς
)
, (10.62)
where summation over charged species is implied. Similarly, the off-diagonal components of the
response tensor are much simplified
Σˆ12 = −Σˆ21 = ∓imω
2
p
2m0
∑
ς=±1
ςκ2ς
(
K(1)ς −K(0)ς
)
, (10.63)
Σˆ23 = −Σˆ32 = ±imω
2
p
2m0
∑
ς=±1
ςκ⊥κ‖
(
K(1)ς −K(0)ς
)
, (10.64)
Σˆ31 = +Σˆ13 = −mω
2
p
2m0
∑
ς=±1
κ⊥κ‖K(1)ς . (10.65)
The above six distinct components of the plasma response tensor completely describe how charged
bosons, filling up the ground states in a uniform background magnetic field, interact with EM
perturbations by making transitions between relativistic Landau levels.
The dispersion relation for oblique propagation at general angles can be solved numerically
using the above formulas. Since the K-function is related to the confluent hypergeometric func-
tion by Eq. (10.52), it can be readily evaluated by established numerical procedures. In a single
species plasma with a neutralizing background, the spectrum of the dispersion relation contains
two non-degenerate EM waves hybridized with the plasma oscillation and the relativistic cyclotron
resonances [Eq. (10.57)]. When two or more charged species are present, the spectrum contains
additional gapped hybrid waves and gapless acoustic waves, whose low-frequency asymptotics give
the magnetohydrodynamics waves, modified by relativistic quantum effects.
10.3.2 Parallel and perpendicular propagations
The wave dispersion relations become particularly simple when the wave vector is exactly parallel
(k⊥ = 0) or perpendicular (k‖ = 0) to the magnetic field. In these cases, Di3 = D3i = 0 for both
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i = 1 and 2, whereby the dispersion tensor Dij becomes very simple. Therefore, simple analytical
expressions of the wave dispersion relation can be obtained at these special angles.
Parallel propagation
When waves propagate parallel to the magnetic field, namely, when k⊥ = 0, the nonvanishing
spatial components of the plasma response tensor can be written as
Σˆ11 = Σˆ22 = ω2(S − 1), (10.66)
Σˆ12 = −Σˆ21 = −iω2D, (10.67)
Σˆ33 = ω2(P − 1). (10.68)
In the above expressions, S = (R + L)/2, D = (R − L)/2, and P are the Stix’s notations of
permittivities typically used in classical plasma physics. Using these notations, the dispersion
relations of the right-handed circularly polarized electromagnetic wave (R wave), the left-handed
circularly polarized electromagnetic wave (L wave), and the longitudinal electrostatic wave are
R = n2‖, L = n
2
‖, P = 0. (10.69)
where n‖ = k‖/ω is the refractive index. Although the above dispersion relations are formally
identical to those in classical plasmas, the permittivities are modified by relativistic-quantum effects.
For exact parallel propagation, the K-functions take special values K
(n)
ς = 1/(κ2ς−n). Then, writing
summations over charged species explicitly, the permittivities are
R = 1−
∑
s
msω
2
ps
ms0ω2
ω2 − k2‖ ∓ 2ms0ω
ω2 − k2‖ ∓ 2(ms0ω +msΩs)
, (10.70)
L = 1−
∑
s
msω
2
ps
ms0ω2
ω2 − k2‖ ± 2ms0ω
ω2 − k2‖ ± 2(ms0ω −msΩs)
, (10.71)
P = 1−
∑
s
msω
2
ps
ms0
ω2 − k2‖ − 4m2s0
(ω2 − k2‖)2 − 4m2s0ω2
. (10.72)
In the expressions of R and L, the upper and lower sign of ∓ and ± correspond to esB0 > 0
and esB0 < 0, respectively. Since particle energy is not quantized in the direction parallel to the
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magnetic field, the low energy limit is the classical limit. In the classical limit ω, k‖, |Ωe|  me, it is
clear that the above expressions asymptote to their classical values. Consequently, wave dispersion
relations in relativistic-quantum plasmas asymptote to those in classical plasmas when magnetic
fields are weak.
An example of wave dispersion relations for parallel propagation in a quasineutral “electron-
ion” plasma is plotted in Fig. 10.1. Only low-energy branches with ω, k‖  me are plotted, for
which effects of the vacuum polarization can be safely ignored. In the figure, the solid curves are
wave dispersion relations in a relativistic-quantum plasma and the dashed curves are corresponding
wave dispersion relations in a classical plasma. The black and blue curves are the R and L waves,
respectively. The red curves are the longitudinal electrostatic waves, which include a gapped
FIG. 10.1: Parallel wave dispersion relations in a cold, magnetized, quasineutral, “electron-ion”
plasma. The solid curves are waves in a relativistic-quantum plasma and the dashed curves are
the corresponding waves in a classical plasma. The black and blue curves are the right- and left-
handed circularly polarized electromagnetic waves, respectively. The red curves are the longitudinal
electrostatic waves, which include a gapped Langmuir wave (upper) and a gapless acoustic wave
(lower). The dashed gray line across the diagonal represents the light cone. For various effects
to be visible on the scale of this figure, parameters used for making this plot are ωpe/|Ωe| = 0.7,
|Ωe|/me = 0.1 and mi/me = 3. Notice that near the light cone, wave dispersion relations in the
relativistic-quantum plasma asymptote to wave dispersion relations in the classical plasma. While
away from the light cone, relativistic-quantum modifications become appreciable.
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Langmuir wave and a gapless acoustic wave. For relativistic effects to be visible, the magnetic field
is made strong such that |Ωe|/me = 0.1. For ion effects to be visible, the ion mass is chosen to be
close to the electron mass with mi/me = 3. The ratio of the plasma frequency to the gyrofrequency
is chosen to be ωpe/|Ωe| = 0.7. It is easy to see that the relativistic-quantum dispersion relations
asymptote to the classical dispersion relations near the light cone. On the other hand, away from
the light cone, relativistic-quantum modifications become prominent.
To get a sense of how large relativistic-quantum corrections are, we can calculate the cutoff
frequencies, the wave frequencies when the wave vector k = 0. In a single-species plasma, the
approximate cutoff frequencies in the limit ωp ∼ |Ω|  m are
ωR0 − ωR
ωR0
∼ |Ω|
2m
(
1− Ω√
Ω2 + 4ω2p
)
, (10.73)
ωL0 − ωL
ωL0
∼ |Ω|
2m
(
1 +
Ω√
Ω2 + 4ω2p
)
, (10.74)
ωP0 − ωP
ωP0
∼ |Ω|
4m
. (10.75)
Here ωR0 is the cutoff frequency of the R wave in a classical plasma and ωR is the cutoff frequency
of the R wave in a relativistic-quantum plasma. Similar notations are used for the L wave and the
longitudinal wave. As expected, relativistic-quantum effects are large when |Ω| ∼ m, namely, when
the cyclotron energy is comparable to the rest energy of particles.
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Perpendicular propagation
When waves propagate perpendicular to the magnetic field, namely, when k‖ = 0, the contribution
by each charged species to the nonvanishing spatial components of the plasma response tensor are
Σˆ11 = −mω
2
p
2m0
∑
ς=±1
κ2ςK
(1)
ς , (10.76)
Σˆ22 = Σˆ11 − mω
2
p
2m0
∑
ς=±1
κ2⊥(K
(0)
ς − 2K(1)ς ), (10.77)
Σˆ12 = −Σˆ21 = ∓imω
2
p
2m0
∑
ς=±1
ςκ2ς
(
K(1)ς −K(0)ς
)
, (10.78)
Σˆ33 = −mω
2
p
m0
. (10.79)
Notice that the perpendicular components are the same as in the general case, whereas the parallel
component becomes simplified.
The dispersion relations can be easily read out by substituting the above nonvanishing com-
ponents of the response tensor into Eq. (10.59). When the wave electric field is parallel to the
background magnetic field, the wave is purely transverse. The dispersion relation of this linearly
polarized ordinary electromagnetic wave (O wave) is
ω2 =
mω2p
m0
+ k2⊥. (10.80)
This is very similar to the dispersion relation of the O wave in classical plasmas, except that the
bare mass m is now replaced by the ground state mass m0. On the other hand, when the wave
electric field is perpendicular to the background magnetic field, relativistic-quantum modifications
are less trivial. In this case, the longitudinal and transverse components of the wave are mixed
by the off-diagonal components of the response tensor. Relativistic quantum cyclotron resonances
[Eq. (10.57)] then hybridize with the extraordinary electromagnetic wave (X wave) by the dispersion
relation
(ω2 + Σˆ11)(ω2 − k2⊥ + Σˆ22) = Σˆ12Σˆ21. (10.81)
While the X wave is qualitatively captured by classical plasma theories, cyclotron resonances, also
known as the Bernstein waves, are absent in classical theories when plasmas are cold (Stix, 1992). In
289
FIG. 10.2: Perpendicular wave dispersion relations in a magnetized cold “electron” gas with immo-
bile ions as neutralizing background. The solid curves are waves in a relativistic-quantum plasma
and the dashed curves are corresponding waves in a classical plasma. The red curves are the
ordinary electromagnetic waves. The blue curves are the extraordinary electromagnetic wave hy-
bridized with cyclotron resonances. The dashed gray line across the diagonal represents the light
cone. Parameters used for making this plot are ωpe/|Ωe| = 0.7 and |Ωe|/me = 0.1. Notice that
near the light cone, wave dispersion relations in the relativistic-quantum plasma asymptote to wave
dispersion relations in the classical plasma. While the classical dispersion relations only capture
the upper-hybrid resonance ωUH, the relativistic-quantum dispersion relations capture all cyclotron
resonances even when the plasma is cold. Notice that cyclotron resonances are not harmonically
spaced. The fifth resonance occurs near 4Ω instead of 5Ω in this example.
classical plasmas, charged particles sample wave fields along their gyro orbits. Bernstein resonances
arise when the gyro frequencies match the wave frequency. If plasma temperature is zero, cyclotron
motion of classical particles stops and Bernstein resonances vanish consequently. However, this is
not the case when quantum effects are taken into account. Using the uncertainty principle and the
fact that the kinetic momentums Πµ = −iD¯µ do not commute [D¯µ, D¯ν ] = −ieF¯µν , it is easy to see
that the gyro motion of a quantum particle never stops. So Bernstein waves persist in a quantum
plasma even when it is cold.
An example of wave dispersion relations for perpendicular propagation is plotted in Fig. 10.2.
For the sake of clarity, the ion mass is set to infinity, such that the immobile ions merely serve
as a neutralizing background. By doing so, ion cyclotron resonances, gapped hybrid waves, and
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gapless magnetohydrodynamics waves are removed. What remains in this single species plasma
are the O wave, the X wave, and the relativistic-quantum electron-Bernstein waves. Only low
energy branches with ω, k‖  me are plotted here, for which effects of the vacuum polarization
can be safely ignored. When making the plot, I choose the ratio ωpe/|Ωe| = 0.7 on the order of
unity, so that collective plasma effects are comparable to the magnetization effect. In addition, for
relativistic-quantum effects to be clearly visible, I choose the ratio |Ωe|/me = 0.1 not too much
smaller than one. In Fig. 10.2, the solid curves are dispersion relations in a relativistic-quantum
plasma, and the dashed curves are dispersion relations in a classical plasma. The solid and the
dashed red curves almost overlap, since the dispersion relations of the relativistic-quantum and the
classical O wave differ only in their mass gaps by the ratio m/m0 . 1. The blue curves are the
X waves hybridized with relativistic cyclotron resonances. While the classical dispersion relation
only captures the upper-hybrid resonance at ωUH =
√
Ω2 + ω2p, the quantum dispersion relation
captures all the cyclotron resonances, which are present even when the plasma is cold. Notice that
cyclotron resonances are not harmonically spaced due to relativistic effects. As can be seen from
the figure, the fifth resonance occurs near 4Ω instead of 5Ω in this example.
The dispersion relations of relativistic-quantum Bernstein waves may be grossly approximated
as follows. For simplicity, let us abbreviate ωn := ω
−
n,0, where ω
−
n,k‖
is the lower cyclotron resonance
given by Eq. (10.57). Using properties of the K-function, the asymptotic behaviors of the plasma
response tensor when ω ∼ ωn are
Σˆ11 ∼ −mω
2
p
m0
(
1 + σn
κ2+
κ2+ − n
)
, (10.82)
Σˆ22 ∼ −mω
2
p
m0
(
1 + σn
κ2+ − κ2⊥(2− κ2⊥/n)
κ2+ − n
)
, (10.83)
Σˆ12 = −Σˆ21 ∼ −imω
2
p
m0
σn
κ2⊥ − κ2+
κ2+ − n
, (10.84)
where σn+1 = (κ
2
⊥)
n exp(−κ2⊥)/n!. A reasonable approximation of wave dispersion relations may
be obtained by substituting the above expressions into Eq. (10.81), keeping all the even powers of ω
intact, while replacing odd powers ω2l+1 → ω2lωn, such that the asymptotic behavior ω ∼ k⊥ near
the light cone is respected. To lowest order, the approximate dispersion relation near the resonance
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ωn is
ω2 ∼ 1
2
[(
ω2n + ξ
2
n + k
2
⊥ +
mω2p
m0
)
±
√(
ω2n + ξ
2
n − k2⊥ −
mω2p
m0
)2
+ 4ω2nξ
2
n
]
, (10.85)
where ξ2n = n|Ω|m2ω2pσn/2ωnm20 is a function of k⊥. The “+” branch emanates from ωn and
asymptotes to the light cone, while the “−”branch emanates from the cutoff of the O wave and
asymptotes to the cyclotron resonance ωn. Of course, the above approximation is only valid near
ω ∼ ωn, where the gaps between branches of relativistic-quantum Bernstein waves are controlled
by the factor ωnξn. Notice that the gaps remain open even when the plasma is cold.
10.4 Observable consequences
From the above discussion of wave dispersion relations, we see relativistic quantum modifications
are most prominent away from the light cone. This is expected, because away from the light
cone ω2 = k2, gauge bosons become massive particles. When massive gauge bosons interact with
charged particles, the recoil momentum ignored in classical calculations becomes important. There
are two directions the dispersion curve can move away from the light cone. First, it can move inside
the light cone, whereby wave behaviors near cutoffs are modified. Modifications of this type can
be observed, for example, using Faraday rotation of linearly polarized EM waves, as we shall see
in Sec. 10.4.1. Alternatively, the dispersion curve can move outside the light cone, whereby the
behaviors near resonances are modified. Apart from exciting resonances directly, the modifications
can be seen from passive absorptions. In fact, as we shall see in Sec. 10.4.2, modified absorptive
behaviors have already been observed in spectra of X-ray pulsars.
10.4.1 Modifications of Faraday rotation in gigagauss fields
Since the R wave and the L wave of the same frequency have different phase velocities, when they
combine to form a linearly polarized wave, the wave polarization vector rotates at a rate
λ
dθ
dz
= pi∆n. (10.86)
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Here, θ is the polarization angle, z is the distance of propagation along the magnetic field, λ = 2pic/ω
is the vacuum wavelength, and ∆n = nL − nR is the difference in refractive indexes between the L
wave and the R wave of the same frequency. In electron-positron plasmas with charge-conjugation
symmetry, Faraday rotation remains identically zero as in the classical case. On the other hand, once
charge conjugation symmetry is broken, so is the joint parity and time-reversal symmetry broken,
whereby Faraday rotation happens. For example, in an electron-ion plasma, since mi  me,
the dominant contribution comes from electrons. Keeping only electron terms in the dispersion
relations Eqs. (10.69), and using the relativistic-quantum permittivities Eqs. (10.70) and (10.71),
the refractive indexes
n2R/L = 1−
mΩ
ω2
− mω
2
p
2m0ω2
∓ m0
ω
±
√(mΩ
ω2
+
mω2p
2m0ω2
± m0
ω
)2 ∓ 2mω2p
ω3
, (10.87)
where the upper signs correspond to the R wave and the lower signs correspond to the L wave. It
is straightforward to check that in the classical limit ω, ωp, |Ω|  m, the above formulas recover
the classical results. For waves of given frequency, the phase velocity of the R wave is decreased
by a larger amount than the phase velocity of the L wave due to relativistic quantum effects.
Consequently, Faraday rotation is reduced in strongly magnetized relativistic quantum plasmas.
Although relativistic-quantum modifications remain small in gigagauss magnetic fields, they are
boosted near the cutoff frequency of the R wave, where Faraday rotation is maximized. Suppose we
measure Faraday rotation by passing multiple linearly-polarized lasers of slightly different frequen-
cies through the same plasma, then the relativistic-quantum formula predicts a different frequency
dependence than expected classically. To see the difference, one can subtract measured data from
the classical prediction, and plot the discrepancy ∆θ as a function of the laser frequency (Fig. 10.3).
For example, in a gas jet plasma with density ne = 10
19 cm−3, a magnetic field B0 = 108 G results
in a difference of ∼ 1◦/λ when the laser frequency approaches the R-wave cutoff ∼ 1.16 eV (red
line). This discrepancy can be resolved if the measurement uncertainty is . 1.5% at the classical
cutoff, and . 15 ppm at ∼ 0.1 eV above the cutoff. In a stronger magnetic field B0 = 109 G,
the difference is as large as ∼ 10◦/λ near the cutoff ∼ 11.5 eV (blue line). This discrepancy can
be resolved if measurement uncertainty is . 67% at the classical cutoff, and . 0.13% at ∼ 0.1
eV above the cutoff. While corrections introduced by a 0.1 GG magnetic field is unlikely to be
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measurable, much larger corrections introduced by gigagauss magnetic fields might be discernible
from noise and inhomogeneities.
Generally speaking, relativistic quantum modifications to Faraday rotation are important when
magnetic field is strong and density is low. A comparison between Faraday rotations in a relativistic
quantum plasma and a classical plasma is plotted in Fig. 10.4(a), for parameters ωpe/|Ωe| = 0.7
and |Ωe|/me = 0.1. In the figure, the left axis is Faraday rotation per vacuum wavelength. The
solid black curve is the Faraday rotation λθ˙ in a relativistic quantum plasma and the dashed black
curve is the Faraday rotation λθ˙0 in a classical plasma. The right axis of the figure is the relative
difference θ˙0/θ˙ − 1. As can be seen from the figure, while the relative difference asymptotes to a
small number |Ωe|/me when ω  |Ωe|, it can be of order 1 near the classical cutoff of the R wave.
Denoting δ the relative difference at ω = ωR0. The region in the ne–B0 space where δ is of order 1
is plotted in Fig. 10.4(b). In the figure, the horizontal axis is the density of the electron gas and
Figure 10.3: Deficiency of Faraday rotation from the classical prediction can be used to measure
relativistic-quantum corrections. In a gas jet plasma with density ne = 10
19 cm−3, a 0.1 GG
magnetic field (red) leads to a deviation ∆θ of ∼ 1◦ after the laser, whose frequency is near the
R-wave cutoff, propagates by a vacuum wavelength λ. In a stronger 1 GG magnetic field (blue), a
deviation as large as ∼ 10◦/λ may be observed using a laser whose frequency is slightly above the
cutoff. Notice that the deviations fall precipitously when the laser frequency is above the classical
cutoff. Therefore, for relativistic-quantum effects to be measurable, the laser frequency must be
sufficiently close to the R-wave cutoff.
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FIG. 10.4: (a) Faraday rotation per vacuum wavelength in a cold magnetized “electron” gas.
The solid and dashed black curves are Faraday rotations in a relativistic quantum plasma and
a classical plasma, respectively. The red curve is their relative difference. Parameters used for
making this plot are ωpe/|Ωe| = 0.7 and |Ωe|/me = 0.1. Notice that near the classical cutoff ωR0,
Faraday rotations in the relativistic quantum plasma and the classical plasma differ significantly.
(b) Region in the ne–B0 space where relativistic quantum corrections are important. The regions
above the solid, large-dashed and small-dashed black contours are regions where δ > 100%, 10%
and 1%, respectively. The blue, red and gray contours are where the classical cutoff ωR0 = 10 eV,
1 eV and 0.1 eV, respectively. These two sets of contours combined can be used to determine how
important relativistic quantum corrections are in given conditions.
the vertical axis is the strength of the magnetic field. The region above the solid black contour
is where δ > 100%, the region above the large-dashed black contour is where δ > 10%, and the
region above the small-dashed black contour is where δ > 1%. To facilitate reading of the figure,
contours of ωR0 are also plotted. The blue contour is where ωR0 = 10 eV, the red contour is where
ωR0 = 1 eV, and the gray contour is where ωR0 = 0.1 eV. The contours of δ and ωR0 combined can
be used to determined how important relativistic quantum corrections are in a given situation. For
example, the small-dashed black contour and the red contour intersect around ne ∼ 1019 cm−3 and
B ∼ 108 G. This means if laser with photon energy ~ω ∼ 1 eV is used to diagnose such a plasma,
then ignoring relativistic quantum effects will introduce ∼ 1% systematic error.
In laser plasma experiments, when lasers with frequencies close to classical cutoffs are used
for diagnostics, relativistic quantum corrections of wave dispersion relations need to be taken into
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account in order to avoid systematic errors. As can be seen from Fig. 10.4(a), if one tries to match
data points on the relativistic quantum curve by shifting the classical curve, then |Ωe| will have to be
smaller than its true value, resulting in systematic errors. As the frequency of the diagnostic laser
increases, the inferred magnetic field strength approaches its true value from below. This is why the
inferred magnetic field appears to increase with the frequency of the diagnostic laser when classical
formulas are used. In experiments conducted by Tatarakis et al. (2002a); Wagner et al. (2004), the
magnetic field strength is determined from Cotton-Mouton effect, which depends on frequencies
of cutoffs just as the Faraday rotation does. It is beyond the scope of this thesis to analyze
their experimental details, but the peculiar dependence of the inferred magnetic field strength on
the frequencies of diagnostic lasers can already be understood qualitatively as a consequence of
relativistic quantum modifications of cutoff frequencies.
10.4.2 Anharmonic cyclotron absorptions in X-ray pulsar spectra
Even stronger magnetic fields can be found near neutron stars, where relativistic quantum effects
become more prominent. Since we can only passively observe these stars, relativistic quantum
effects shows up in their spectra. In particular, anharmonic cylotron absorption features have been
observed using a number of X-ray telescopes, such as Ginga (Makishima et al., 1990), BeppoSAX
(Santangelo et al., 1999), RXTE (Heindl et al., 1999, 2000; Pottschmidt et al., 2005), INTEGRAL
(Tsygankov et al., 2006, 2007; Boldin et al., 2013), and Suzaku (Pottschmidt et al., 2012; Jaisawal
and Naik, 2015). These anharmonic cyclotron absorption features are observed for accretion pow-
ered X-ray pulsars. These neutron stars orbit in close proximity of their companion stars, from
which plasmas are accreted. The accreted plasmas flow along the magnetic fields ∼ 1012 G to the
polar regions of the neutron stars, where charged particles accelerate and radiate when falling into
the deep gravitational potential of the neutron stars.
The observed cyclotron absorption lines are believed to form in some localized regions, otherwise
inhomogeneities of neutron stars’ dipole magnetic fields would have wiped out the line features. If
the plasma density is low, particles free fall to the surface of the neutron stars and form plasma
mounds, which can subsequently collapse to give off localized radiations. When the plasma density
is higher, before reaching the surfaces of neutron stars, the converging plasma flows can create
hydrodynamic shocks, where localized radiations are emitted. Moreover, in a number of neutron
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stars, the radiations are so intense that the Eddington limit appears to have been exceeded. In this
case, the radiation pressure can balance the plasma pressure, whereby radiation shocks are formed in
the plasma falls. From these localized layers, photons escape the plasma columns mostly from their
sides. Therefore, X rays propagate nearly perpendicular to magnetic fields, passing through colder
plasma layers where absorptions occur. Although a consensus regarding the exact mechanisms of
cyclotron line formation have not been reached, it is widely accepted that the absorption features
are due to transitions between relativistic Landau levels.
Due to relativistic effects, cyclotron resonances in strongly magnetized plasmas are anharmon-
ically spaced. In uniform magnetic fields, the anharmonicity is due to relativistic effect, which
redshifts the cyclotron resonance ωn from its classical value n|Ω|. The frequencies of line centers
are given by ω−n,k‖ in Eq. (10.57). The relativistic redshift is significant when either the magnetic
field is strong or the cyclotron order n is large. More specifically, the redshift is comparable to the
gyrofrequency, namely n|Ω| − ωn & |Ω|, when the order
n &
√
2m
|Ω| =
√
2m2c2
eB0~
≈ 9.4×
√
1012 G
B0
. (10.88)
In other words, for X-ray pulsars with B0 ∼ 1012 G, the redshift is of order unity from the ninth
resonance. The line-averaged magnetic field may be determined by fitting the center of absorption
lines to Eq. (10.57). The ratio of the frequency of cyclotron harmonics to the frequency of the
fundamental is plotted in Fig. 10.5. In the figure, the solid curves are ratios when relativistic
quantum effects are taken into account, and the dashed lines are classical ratios. Using expression
of ω−n , it is easy to see when in the weak field limit |Ω|  m, cyclotron resonances are harmonically
spaced ωn ∼ nω1. While in the strong field limit |Ω|  m, cyclotron resonances are anharmonically
spaced with ωn ∼
√
nω1. The anharmonic line ratios for pulsars 4U011+63 and V0332+53, where
more than two cyclotron lines have been observed, are also plotted in Fig. 10.5. Although data
points (colored symbols) are somewhat scattered, the qualitative feature that the n-th harmonic
occurs at ωn < nω1 roughly agrees with the relativistic quantum expectation.
While the line center contains information regarding the magnetic field, the line shape con-
tains information regarding the plasmas. When the plasma density is high, transitions between
relativistic Landau levels result in collective plasma responses as we have seen in Sec. 10.2.2. The
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FIG. 10.5: Ratios of the frequencies of cyclotron harmonics to the frequency of the fundamental.
The solid curves are ratios when relativistic quantum effects are taken into account, and the dashed
curves are the classical ratios. Quantum effects sustain cyclotron resonances even when the plasma is
cold. Relativistic effects space resonances anharmonically even when the magnetic field is uniform.
Notice that the anharmonicity is larger for stronger magnetic field and higher harmonic order.
In neutron star magnetosphere, the plasma temperature is low kBT ∼ Ω~/4 when compared to
the magnetic field, and cyclotron absorptions occur when X-ray photons leave plasma columns
perpendicular to the magnetic field in a localized layer. The observed absorption lines (colored
symbols) qualitatively agree with the relativistic quantum expectation (black lines) that the n-th
harmonic occurs at ωn < nω1 in the strong magnetic field inferred by fitting all cyclotron lines.
plasma response modifies the dispersion relation of EM waves, and thereof affects how long it takes
for X-ray photons to leave the plasma column. Moreover, the plasma response dresses charged
particles, so that the absorption cross section is modified by the spectral density function, which
affects the line shape of cyclotron absorptions. Roughly speaking, the width and depth of the
absorption lines are correlated with the gaps between branches of Bernstein waves. As can be seen
from Fig. 10.2, lower Bernstein branches have larger gaps, resulting in wider absorption lines with
larger optical depth. Quantitatively, when plasma density and magnetic field profile are known,
the absorption line shapes can be calculated by solving the radiative transfer equations (Me´sza´ros,
1992), in which photons advection is governed by the dispersion relation, and the absorption cross
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sections are dressed by collective plasma effects. Conversely, when the absorption line shapes are
measured, the plasma and magnetic field profile can be retrieved by solving the inverse problem.
Thus, a new era in astrophysics has been opened, in which it is possible to measure the profile of
the magnetosphere of an X-ray pulsar while it is accreting materials from its companion star.
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Chapter 11
Plasma simulations using real-time
lattice scalar QED
In previous chapters, I develop an analytical theory for waves in scalar-QED plasmas. Although the
formulation is applicable in the most general cases, to study scenarios where obtaining analytical
expression is not practical, we will need simulation schemes that can solve the problem numerically.
In this chapter, I will develop such a simulation scheme (Shi et al., 2018b), by exploiting the fact
that tree-level effects dominate loop effects especially when plasmas are present. In the classical-
statistical regime, statistical fluctuations dominate quantum fluctuations, and the path integral is
dominated by the solution to the classical field equations. The usual lattice QED, which relies on
numerical path integrals so that both statistical and quantum fluctuations are captured, can then be
simplified to real-time simulations, which retains only the dominant statistical fluctuations. Solving
the classical field equations in real time is trivial in the usual lattice QED, because the classical
fields for the vacuum are simply zero. However, when background fields are present, solutions to
the classical field equations already contain rich physics, as we shall see in this chapter.
Real-time lattice QED, which has been used to study strong-field effects in the vacuum, also
provides a unique tool for simulating plasmas in the strong-field regime, where collective plasma
scales are not well-separated from relativistic-quantum scales. As a toy model, I again focus on
scalar QED. To solve this model on a computer, I first discretize the action on a spacetime lattice, in
a way that respects both the geometric structures of exterior calculus and the U(1)-gauge symmetry.
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The lattice scalar QED can then be solved, in the classical-statistical regime, by advancing an
ensemble of statistically equivalent initial conditions in time. The initial ensemble, which may
or may not be a thermal ensemble, is necessary because the exact field configurations cannot be
determined uniquely, when only the statistical properties of the initial state are known. For each
realization of the initial condition, the time advance is achieved using classical field equations
obtained by extremizing the discrete action. The numerical scheme I will use is fully explicit
and respects local conservation laws, making it efficient and reliable for long-time dynamics. The
algorithm is readily parallelized using domain decomposition on modern supercomputers. Moreover,
the ensemble may be computed efficiently using quantum parallelism in the future. Having advanced
the field configurations in time, an statistical observable at a future time can then be computed from
its ensemble average. Using this numerical procedure, the accuracy of the observable is expected
to decay when it involves higher order correlation functions, because the real-time simulation only
captures classical field effects, whose dominance deteriorate in higher order correlation functions.
To demonstrate the capability of the numerical scheme, we apply it to two example problems.
The first example is the propagation of linear waves, where analytic wave dispersion relations
are recovered using numerical power spectra. The second example is an intense laser interacting
with a one-dimensional plasma slab, where natural transition from wakefield acceleration to pair
production when the laser amplitude exceeds the Schwinger threshold is demonstrated for the first
time.
11.1 Simulations beyond classical schemes: lattice QED
While lattice simulations may be unfamiliar for plasma physics, they have been used extensively
in quantum chromodynamics (QCD) to model the strong interaction, which binds the nucleus
(Wilson, 1974) and mediate interactions in quark-gluon plasmas formed during heavy-ion collisions
and the Big Bang (Bass et al., 1999; Satz, 2000). In conventional lattice-QCD simulations, quantum
correlation functions are computed using numerical path integrals, from which observables are
extracted as coefficients of scaling laws (Creutz, 1980). This scheme can be analytically continued
to imaginary time to describe statistical systems in thermal equilibrium (Yagi et al., 2005). For
out-of-equilibrium systems, real-time simulations can be carried out using the Schwinger-Keldysh
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time contours. The above formulations, based on numerical path integrals, are capable of capturing
genuine quantum loop effects, but are numerically expensive. Fortunately, the computational cost
can be dramatically reduced when the occupation numbers of quantum states are high and when the
coupling is weak. This is precisely the case for plasma physics, where a large number of particles are
present, and the coupling coefficient e ≈ 0.3 is small. In this classical-statistical regime, statistical
fluctuations dominate quantum fluctuations (Aarts and Berges, 2002; Mueller and Son, 2004; Jeon,
2005; Berges and Gasenzer, 2007; Berges et al., 2014), and the quantum system can be adequately
described by time-advancing the classical field equations with an ensemble of statistically equivalent
initial conditions (Aarts and Smit, 1999; Polkovnikov, 2003; Borsanyi and Hindmarsh, 2009; Gelis
and Tanji, 2013). Based on this approach, lattice spinor-QED simulations have been carried out
to demonstrate production of fermion pairs from the vacuum by self-consistent background electric
fields (Hebenstreit et al., 2013a,b; Kasper et al., 2014). However, the role plasmas is usually not
considered in lattice simulations, where attention is unnecessarily restricted to fluctuations on the
vacuum background.
By incorporating a nonperturbative amount of background particle fields, real-time lattice sim-
ulations can be turned into numerical tools useful for plasma physics, especially when plasmas
are dense or when fields are strong. Under these extreme conditions where collective QED effects
are important, the commonly adopted classical plasma kinetic model is no longer sufficient. An
example is the production of electron-positron pairs when intense lasers interact with plasma tar-
gets (Liang et al., 1998; Gahn et al., 2000; Liang et al., 2015; Sarri et al., 2015). To describe
such phenomena in the classical framework, source terms must be inserted into kinetic or fluid
equations (Berezhiani et al., 1992; Kluger et al., 1998; Schmidt et al., 1998; Roberts et al., 2002;
Hebenstreit et al., 2010), which can then be solved by numeric integration (Hebenstreit et al.,
2008, 2009) or QED particle-in-cell simulations (Duclous et al., 2011; Nerush et al., 2011; Ridgers
et al., 2012). However, prefabricated source terms take little account of the interplay between
coexisting processes (Schu¨tzhold et al., 2008), which may interfere quantum mechanically. While
classical approximations may be applicable when scales are well separated, large source-term errors
are expected when fields, such as those of X-ray lasers, evolve on scales comparable to intrinsic
QED scales. Moreover, in classical treatments, there is no obvious way to conserve both energy
and momentum, when strong fields produce pairs and when particles radiate high-energy photons.
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Although errors may be tolerable in some cases, disrespecting energy-momentum conservation will
likely have nonphysical consequences. Therefore, lattice QED is in fact an indispensable tool when
relativistic-quantum and collective effects are both important.
In the following sections, I will develop an algorithm for solving the Klein-Gordon-Maxwell’s
equations [Eqs. (8.3) and (8.4)], which can be used to model behaviors of scalar-QED plasmas
as classical fields. A variational algorithm is derived by first discretizing the scalar-QED action
[Eq. (8.1)] in a way that respects the U(1)-gauge symmetry. The finite difference equations can
then be obtained by taking variations of the discretized action with respect to the discrete fields.
The resultant discrete classical equations of motion guarantee that the Bianchi identities, namely,
∇ ·B = 0 and the Faraday’s law, are automatically and exactly satisfied. The remaining equations
of motions are the discrete Gauss’s law, which can be used to initialize the simulation; the discrete
Klein-Gordon (KG) equation, which can be used to advance the charged field; and the discrete
Maxwell-Ampe`re’s law, which can be used to advance the gauge field. After fixing a gauge, explicit
schemes for advancing the discrete fields in time can be constructed. The variational scheme respects
local symmetries and conservation laws, and can be easily parallelized using domain decomposition.
Moreover, such a numerical scheme can be inherently mimicked by quantum systems with local
couplings (Wiese, 2013; Martinez et al., 2016), which can be efficiently realized using quantum
parallelism (Feynman, 1986; Lloyd, 1996) in the future.
Before going into details, let me first point out a number of advantages of the real-time lattice
QED scheme, in comparison with conventional methods for simulating plasmas. The two con-
ventional methods that can fully simulate kinetic effects are the particle-in-cell (PIC) scheme and
the Vlasov scheme. The PIC scheme represents point particles in the continuum and EM fields
on a grid. Particles feel EM fields through interpolations, and EM fields feel particles through
depositions. Using proper smoothing functions, these two steps can preserve gauge symmetry and
symplectic structures, thereby respect local conservation properties when used in geometrical al-
gorithms (Squire et al., 2012; Xiao et al., 2013, 2015; Qin et al., 2016). Nevertheless, interpolation
and deposition introduce artificial collisions that are absent in physical systems. In the alterna-
tive Vlasov scheme, EM fields are represented on the three-dimensional space, while particles are
represented in the six-dimensional phase space. Particles are directly forced by fields on spatial
grids, while fields feel particles though velocity space integrals, which requires resolving three extra
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dimensions with substantial computational cost. In contrast, the lattice QED scheme represents
both particles and EM fields on the same grid. Therefore, there is no need for interpolations and
depositions as in the case of the PIC scheme, nor is there need for resolving extra velocity space
dimensions as in the case of the Vlasov scheme. By folding the phase space dynamics of charged
particles into the complex plane, lattice QED enables the modeling of relativistic and quantum
dynamics in regimes where classical treatments are not applicable.
Of course, the advantages of the real-time lattice QED plasma simulations come at an expense.
The expanse comes from the necessity of resolving the relativistic-quantum scales, which can be
much smaller than scales that classical plasma physics typically deals with. The coarsest resolution
needed in relativistic-quantum plasma simulations is determined by the lowest energy scale of the
problem, which is the rest mass of electrons ∼ 0.5 MeV, corresponding to time scale of ∼ 10−21 s,
and spatial scale of ∼ 10−12 m. This resolution requirement can be seen from the discrete KG
equation, in which we must have m∆t  1 in order for δφ  φ. Moreover, since we are solving a
system of hyperbolic partial differential equations, the Courant–Friedrichs–Lewy (CFL) condition
∆t < ∆x must be satisfied, in order for the numerical scheme to be stable. Finally, it is worth
noting that high resolution is required for large gauge fields. Since the gauge field will appears
through the Wilson’s lines [Eq. (7.25)] in complex exponentials, the discrete theory is invariant
under the gauge transformation A→ A+ 2pi/(e∆). Therefore, the discrete gauge field lives on the
torus T1,3, which has a very different topology than R1,3. Consequently, the step size must be small
enough in order to avoid exciting topological modes that are absent in the continuous theory.
These stringent resolution requirements make lattice plasma simulations excessively expensive
for some problems. For example, to simulate ∼ 1-µm lasers interacting with plasmas, at least ∼ 106
grid points are needed in each dimension. In such cases where QED scales are well-separated from
classical plasma physics scales, schemes based on semiclassical approximations may be more suit-
able. However, in other plasma physics problems, the lack of scale separation renders semiclassical
approximations invalid. For example, to simulate ∼ 50-keV free-electron lasers interacting with
plasmas, the Compton wavelength of electrons is only ∼ 1/10 of the laser wavelength. In such
cases where relativistic-quantum scales overlap with plasma physics scales, real-time QED plasma
simulations are indispensable.
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11.2 Variational algorithm
Instead of discretizing classical field equations directly, a better approach is to discretize the action,
and then extremize the discrete action to obtain finite difference equations. Algorithms derived in
this way are called variational algorithms, which are known to have good conservation properties, by
inheriting as many symmetries as possible from the original action. In fact, a variational algorithm
for solving the KGM equations has already been developed in the numerical analysis community
(Christiansen and Halvorsen, 2011), which shows superior charge conservation property when gauge
symmetry is respected. In what follows, I will rederive the variational algorithm in arbitrary gauge,
using local energy conservation to justify the choice of Yee-type action (Yee, 1966) over Wilson-type
action (Wilson, 1974), and emphasize on the application of such an algorithm to plasma physics.
11.2.1 Discretization on spacetime manifold
To solve the continuous system numerically, let us discretize the spacetime manifold. For conve-
nience, here I will use a rectangular lattice, keeping in mind that other lattices, such as triangular
latices, are also viable. The classical scalar field φ0, namely a 0-form in the language of differential
geometry, naturally lives on the vertexes of the discrete manifold
φni,j,k := φ0(tn, xi, yj , zk), (11.1)
where (tn, xi, yj , zk) is the coordinate of the vertex. Notice that here the classical field φ0 is treated
as a simple function, instead of the half density operator
√
ρ as in Eq. (8.5), which is related to
the many-body wave function. Such a treatment is not valid in general. However, in the classical-
statistic regime, where the coupling e 1 is small and the occupation number 〈φφ†〉 & O(1/e2) is
large, replacing the many-body wave function by the classical field already captures the dominate
behavior of the quantum field. One way of seeing this is by comparing the Schwinger-Keldysh’s
closed time path (CTP) formulation of nonequilibrium quantum fields, with the Martin-Siggia-Rose
(MSR) formulation (Martin et al., 1973) of nonequilibrium classical fields. The Schwinger-Dyson’s
equations satisfied by the quantum field and the classical field are formally identical, except that
the quantum field encounters additional interaction vertexes that are higher order in ~ (Cooper
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et al., 2001; Blagoev et al., 2001). In other words, a classical vertex is larger than a quantum vertex
by a factor of the background occupation number. Therefore, in the regime where the occupation
number is large, statistical fluctuations dominate quantum fluctuations, which can be neglected
to the lowest order. In this regime, a reasonably good approximation can already be obtained by
treating the classical field φ0 as a simple function.
Similar to the particle field, the gauge field can be well approximated by a simple 1-form in the
classical-statistics regime. Upon discretization, the classical gauge 1-form A¯ = A¯µdx
µ naturally
lives along the edges of the discrete spacetime manifold. For example, the t and x components
A
n+ 1
2
i,j,k := +A¯
0(tn +
∆t
2
, xi, yj , zk), (11.2)
An
i+ 1
2
,j,k
:= −A¯1(tn, xi + ∆x
2
, yj , zk), (11.3)
where ∆t = tn+1 − tn and ∆x = xi+1 − xi. The minus sign comes from the Minkowski metric
gµν , which lowers the index A¯µ = gµνA¯
ν . In the above discretization, a half-integer index indicates
which edge does the field resides along. For example, A
n+1/2
i,j,k resides along the edge connecting
vertices (tn, xi, yj , zk) and (tn+1, xi, yj , zk), and is therefore the A¯0 component of A¯. Notice that
since A¯ is a 1-form living along edges, only one of its four indexes can take half-integer values,
while the other three indexes must take integer values. Moreover, to each edge of the lattice, the
discrete 1-form only assigns the component of A¯ that is parallel to this edge (Fig. 11.1), to which
other components of A¯ are not assigned.
Having discretized the fields, the gauge-covariant derivatives can be computed using the Wilson’s
lines [Eq. (7.25)]. Since the covariant derivatives are 1-forms, they also lives along edges when
discretized. For example, the t and x components of the first-order pull-back gauge-covariant
derivatives are
(D<0 φ)
n+ 1
2
i,j,k =
1
∆t
(
U¯
n+1/2
i,j,k φ
n+1
i,j,k − φni,j,k
)
, (11.4)
(D<1 φ)
n
i+ 1
2
,j,k
=
1
∆x
(
U¯ni+1/2,j,kφ
n
i+1,j,k − φni,j,k
)
, (11.5)
where U
n+1/2
i,j,k = exp(ie∆tA
n+ 1
2
i,j,k ) and U
n
i+1/2,j,k = exp(ie∆xA
n
i+ 1
2
,j,k
) are the infinitesimal Wilson’s
lines, which are usually called gauge links in lattice field theory. Here, I denote the complex
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FIG. 11.1: Discretization of the txy submanifold of spacetime using a rectangular lattice. The
discrete function φv lives on the vertexes (blue squares). For example, φ
n
i,j,k = φ¯0(tn, xi, yj , zk) lives
on the vertex (n, i, j, k). The discrete 1-form Ae lives along edges (red circles). For example, the t
component A
n+1/2
i+1,j,k = A¯
0(tn + ∆t/2, xi+1, yj , zk) lives along the timelike edge connecting vertexes
(n, i+1, j, k) and (n+1, i+1, j, k), and the x component Ani+1/2,j,k = −A¯1(tn, xi+∆x/2, yj , zk) lives
along the spacelike edge connecting vertexes (n, i, j, k) and (n, i + 1, j, k). The discrete 2-form Ff
lives on faces (green crosses). For example, electric field E
n+1/2
i+1/2,j,k = Ex(tn+∆t/2, xi+∆x/2, yj , zk)
lives on the timelike face spanned by vertexes (n, i, j, k), (n+ 1, i, j, k), (n+ 1, i+ 1, j, k) and (n, i+
1, j, k); magnetic field Bn+1i+1/2,j+1/2,k = Bz(tn+1, xi+∆x/2, yj +∆y/2, zk) lives on the spacelike face
spanned by vertexes (n+ 1, i, j, k), (n+ 1, i, j + 1, k), (n+ 1, i+ 1, j + 1, k) and (n+ 1, i+ 1, j, k).
conjugation of U as U¯ in order to avoid pilling up superscripts. Analogously, one can define
push-forward covariant derivatives, which is not needed here. As in the continuous case, the
classical gauge field A¯ serves as the 1-form defining the connection on the U(1)-bundle along the
Wilson’s lines [Eq. (7.25)], which enables parallel transport of the φ0 field on the discrete spacetime
manifold. Since the Lagrangian is quadratic in derivatives of the φ field, the above first-order
covariant derivative results in a second-order finite difference approximation to the KG equations.
Higher order algorithms may be constructed using higher-order covariant derivatives.
To compute the classical field strength tensor F¯µν , notice that F¯ = dA¯ is the curvature 2-
form and hence lives on faces of the lattice upon discretization. To compute the discrete exterior
derivative, we can use the Stokes’ theorem
∫
S dα =
∫
∂S α, where α is a differential p-form on some
manifold M , and S is a (p+ 1)-dimensional submanifold of M . Upon discretization, the manifold
is made of a chain of complexes, and the differential form α assigns values to each element of the
p-dimensional complex. Using the Stokes’ theorem, the exterior derivative dα, which assigns values
307
to each element of the (p + 1)-dimensional complex, can be computed by (dα)i = lijαj/Si, where
Si is the volume of the i-the element of the (p + 1)-dimensional complex, whose boundaries have
volumes lij . Now that the gauge field is a 1-form, the volumes lij are simply lengths of edges of the
lattice, and the volume Si is simply the surface area of the i-th face of the lattice. For example,
the timelike component F¯01 = E
1, namely the electric field in the x direction, can be computed to
first-order accuracy by
E
n+ 1
2
i+ 1
2
,j,k
=
An+1
i+ 1
2
,j,k
−An
i+ 1
2
,j,k
∆t
−A
n+ 1
2
i+1,j,k−A
n+ 1
2
i,j,k
∆x
. (11.6)
This component lives on the timelike face spanned by four vertices (n, i, j, k), (n, i + 1, j, k), (n +
1, i+ 1, j, k), and (n+ 1, i, j, k). Analogously, we can compute the spacelike components of F¯ . For
example, F¯12 = −B3 is the magnetic field in the z direction. To first order,
−Bn
i+ 1
2
,j+ 1
2
,k
=
1
∆x
(
An
i+1,j+ 1
2
,k
−An
i,j+ 1
2
,k
)
− 1
∆y
(
An
i+ 1
2
,j+1,k
−An
i+ 1
2
,j,k
)
. (11.7)
This z component of the magnetic field lives on the spacelike face spanned by four vertices (n, i, j, k),
(n, i+1, j, k), (n, i+1, j+1, k) and (n, i, j+1, k). Notice that the sign of the discrete F¯ is determined
by the orientation of the face. Since the Lagrangian is quadratic in derivatives of the A field, the
above exterior derivatives result in second-order finite difference approximations to the Maxwell’s
equations. Higher order algorithms may be constructed using higher order exterior derivatives,
which involve more faces and edges than included in the basic units of the discrete manifold.
Using the discrete gauge-covariant derivatives and the discrete field strength, the action can be
discretized and written as the summation
Sd =
∑
c
∆V Ld[φv, Ae], (11.8)
where φv and Ae are the discrete fields. Here the subscript v denotes vertexes, and e denotes edges.
In the discrete action, ∆V is the volume 4-form, and the summation runs over all cells of the lattice.
In each unit cell, the discrete Lagrangian density
Ld = (Dµφ)e(Dµφ)e −m2φ¯vφv + 1
2
(E2f −B2f ), (11.9)
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where summations over unique vertexes v, edges e, and faces f are implied. Here, I change the
notation for complex conjugation φ¯ = φ∗ for the classical charged field, in order to avoid double
superscripts when writing the indexes of the discrete field explicitly. Notice that in favor of local
energy conservation, I choose the non-compact FµνF
µν instead of the standard Wilsonian plaquettes
Re[1−exp(ieFµν∆µ∆ν)] for the gauge sector. The Wilsonian formulation is numerically convenient,
because it uses gauge links Uµ = exp(ieAµ∆µ) as the basic variables and thereby avoids computing
exponentiations. However, this compact formulation introduces an O(∆2) local energy error, which
can be eliminated using the non-compact formulation as we shall see later. Since capturing long-
time dynamics accurately is what concerns real-time lattice simulations, local energy conservation
is more preferable than numerical convenience.
11.2.2 Finite difference equations
Having discretized the action, the classical equation of motion (EOM) for the discrete field φv can
be obtained by extremizing Sd. Taking variation with φ¯v and set δSd/δφ¯v = 0, a discrete version
of the KG equation [Eq. (8.3)] can be written as
1
∆t2
(
U¯
n+ 1
2
s φ
n+1
s − 2φns + U
n− 1
2
s φ
n−1
s
)
=
1
∆2l
(
U¯n
s+ l
2
φns+l − 2φns + Uns− l
2
φns−l
)
−m2φns , (11.10)
where the time index is explicit, the vertex-centered spatial index is abbreviated as s := (i, j, k),
and summations over l = i, j, k directions are implied. By taking variation with φv, we can obtain
the EOM for φ¯v, which is the complex conjugation of the above equation. The finite difference
equation (11.10) is centered around vertexes, and couples φv with its eight nearest neighbors though
Ae, as illustrated by Fig. 11.2(a) in the tx submanifold.
To find the equation for the electric field, which lives on timelike faces, take variation of Sd with
respect to the timelike component A
n+1/2
s . By setting δSd/δA
n+1/2
s = 0, we can obtain a discrete
version of the Gauss’s law ∇ ·E = j0, centered along timelike edges:
1
∆l
(
E
n+ 1
2
s+ l
2
− En+
1
2
s− l
2
)
= Jn+1/2s . (11.11)
309
The charge density 1-form J
n+1/2
s is the hodge dual of the charge density 3-form j0 = ?j
0, which
is given by the following expression:
Jn+1/2s =
ie
∆t
(
φ¯n+1s U
n+ 1
2
s φ
n
s − c.c.
)
. (11.12)
The above discretization of the charge density [Eq. (7.38)] is dictated by the variational algorithm
once the discretization of the Lagrangian density is given. When there are multiple charged species,
the RHS should sum over charge densities of all species. In Fig. 11.2(b), the coupling pattern of
the above finite difference equation is illustrated.
To find equations involving components of the magnetic field, we can take variation of Sd with
respect to spacelike components Ans+l/2. For example, by setting δSd/δA
n
i+1/2,j,k = 0, we can obtain
an equation advancing the electric field Ei in time by
E
n+ 1
2
s+ i
2
− En−
1
2
s+ i
2
∆t
= ijk
Bn
r− k
2
−Bn
r− k
2
−j
∆j
+ Jn
s+ i
2
. (11.13)
Here, r = (i+ 1/2, j + 1/2, k + 1/2) is the abbreviated index for the body center, ijk is the Levi-
Civita symbol, and summations over repeated indexes are implied. The current density 1-form
Jns+i/2 is the hodge dual of the current density 3-form ji = ?j
i. The hodge dual gives rise to a
negative sign, so that the x component of the current density −jx is discretized by
Jn
s+ l
2
=
ie
∆l
(
φ¯ns+lU
n
s+ l
2
φns − c.c.
)
. (11.14)
Again the above discretization of the current density [Eq. (7.38)] is dictated by the variational
algorithm. The finite difference equation (11.13) is the discrete version of the Maxwell-Ampe`re’s
law ∂tEi = ijk∂jBk − ji centered around spacelike edges, whose coupling pattern is illustrated in
Fig. 11.2(c). When computing the RHS, summation over charged species is implied.
In order to advance the above finite difference equations in time, we need to fix a gauge to
eliminate the extra degree of freedom. To see that the discrete action Sd is U(1)-gauge invariant,
notice that under the continuous U(1)-gauge transformation [Eq. (7.28)], the discrete fields are
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FIG. 11.2: Coupling pattern of φv (blue squares), Ae (red circles) and Ff (green crosses) in the tx
submanifold. (a) The discretized KG equation [Eq. (11.10)] couples φv with its nearest neighbors
though Ae. (b) The discretized Gauss’s law [Eq. (11.11)] couples Ei−1/2 and Ei+1/2 through φv,
centered around the common timelike edge. (c) The Maxwell-Ampe`re’s law [Eq. (11.13)] couples
En+1/2 to En−1/2 through φv and Bn (not depicted here), centered around the common spacelike
edge. (d) The Lorenz gauge condition couples Ae’s that share the same vertex.
transformed by
φns → φns eieα
n
s , (11.15)
A
n+ 1
2
s → An+
1
2
s +
1
∆t
(αn+1s − αns ), (11.16)
An
s+ l
2
→ An
s+ l
2
+
1
∆l
(αns+l − αns ), (11.17)
where αns is any real-valued function living on vertexes. It is a straightforward calculation to verify
that these transformations leave the discrete face-centered field strength tensor Ff invariant, while
transforming the pull-back covariant derivative by
(D<µ φ)
n
s → eieα
n
s (D<µ φ)
n
s . (11.18)
Therefore, the discrete Lagrangian density Eq. (11.9) is U(1)-gauge invariant, and we can choose
any gauge of convenience. For example, one convenient choice is the Lorenz gauge ∂µA
µ = 0, which
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becomes
A
n+1/2
s −An−1/2s
∆t
=
Ans+l/2 −Ans−l/2
∆l
, (11.19)
after being discretized. The Lorenz gauge condition allows time advance A
n−1/2
s → An+1/2s in a
very simple way [Fig. 11.2(d)]. Another convenient choice is the temporal gauge A0 = 0. When
discretized, A
n+1/2
s remains zero on all timelike edges.
11.2.3 Numerical scheme
Having obtained discrete equations and fixed the gauge, an explicit time advance scheme can be
constructed. The first step is initializing the simulation by giving values of φns at both n = 0 and
n = 1 for every spatial lattice points s in the simulation domain. This is necessary because the KG
equation is a second-order partial differential equation and therefore needs two initial conditions.
Similarly, we need to give initial values of Ae at n = 0 and n = 1/2, because Maxwell’s equations
are second-order equations when written in terms of the gauge field. Although the initial field
configurations φ0s, φ
1
s, A
0
s+l/2, and A
1/2
s can take any values, the initialization step is in fact very
crucial. Together with boundary conditions, the initial field configurations determine what physical
system will be evolved subsequently during the time advance.
The second step is calculating A1s+l/2 using the Gauss’s law. This step ensures that the self-
consistency of classical fields is satisfied initially. The EOMs then guarantee that the self-consistency
between the charged field and the gauge field will always be satisfied at later time. The discrete
Gauss’s law [Eq. (11.11)] is a system of linear equations, which can be rewritten explicitly as
A1s+l/2 −A1s−l/2
∆l
=
A0s+l/2 −A0s−l/2
∆l
+
∆t
∆l2
(
A
1/2
s+l − 2A1/2s +A1/2s−l
)
+ ∆tJ1/2s . (11.20)
Notice that all terms on the RHS are known, and the unknowns are A1s+l/2 at every spatial points in
the next time slice. Since the LHS couples only two adjacent A1s+l/2 in each direction [Fig. 11.2(b)],
the discrete Gauss’s law is easier to solve than the Poisson’s equation, which couples three nearest
neighbors in each direction. In fact, the continuous version of the above finite difference equation
is ∂t∇ · A = −∇2A0 − ρ, where the RHS is known. Because the unknowns on the LHS involve
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FIG. 11.3: Time evolution scheme for discrete KGM equations using the Lorenz gauge. As initial
conditions, the values of φv(n = 0) and φv(n = 1) are given (blue squares), so are Ae(n = 0) and
Ae(n = 1/2) (red circles). Then the Gauss’s Law [Eq. (11.11)] is used to calculate Ae(n = 1). On
entering the time loop, the first step is to calculate An+1/2 using the Lorenz gauge condition. The
second step is to use the KG equation [Eq. (11.10)] to calculate φn+1, and concurrently, use the
Maxwell-Ampe`re’s law [Eq. (11.13)] to calculate An+1. The time loop is advanced by n → n + 1
and then repeat.
only first-order spatial derivative, the discrete Gauss’s law couples less number of points than the
discrete Poisson’s equation, which involves second-order spatial derivatives.
The third step is advancing the time-component of the gauge field (A
n−1/2
s , Ans+l/2)→ A
n+1/2
s .
This step depends on the choice of the gauge condition. For example, when the Lorenz gauge is
used [Fig. 11.2(d)], the time advance is simply given by
An+1/2s = A
n−1/2
s + Cl
(
Ans+l/2 −Ans−l/2
)
, (11.21)
where Cl = ∆t/∆l is the dimensionless Courant number. In comparison, when temporal gauge is
used instead, A
n+1/2
s = 0 and the time advance is trivial. Using the temporal gauge, one only needs
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to store values of Ae at integer time steps t = n, which is numerically efficient. However, when
a background electric field is present, Ans+l/2 will grow indefinitely in the temporal gauge. In this
case, long-time dynamics may be more accurately computed using the Lorenz gauge instead.
In the fourth step, we can use the discrete KG equation [Eq. (11.10)] to time advance the
charged field (φn−1s , φns ;Ans+l/2, A
n±1/2
s )→ φn+1s . The explicit time advance is given by
φn+1s = U
n+ 1
2
s
[
(2− 2C2l −∆t2m2)φns − U
n− 1
2
s φ
n−1
s
+C2l
(
U¯n
s+ l
2
φns+l + U
n
s− l
2
φns−l
)]
, (11.22)
where all terms on the RHS are known. For the free φ0 field, suppose the fluctuation is of the form
exp(iplx
l − iEt), then the numerical dispersion relation of the massive particle is
4
∆t2
sin2
E∆t
2
=
4
∆2l
sin2
pl∆l
2
+m2, (11.23)
which is consistent with the continuum energy-momentum relation E2 = p2 + m2 for relativistic
particles when the resolution ∆ → 0. For the numerical solution to be stable, E must be real,
which holds if and only if the CFL condition Cl < 1 is satisfied for all l = i, j, k. Computing φ
n+1
s
needs the values of the gauge links, which require exponentiations of An and An+1/2 whose values
are already known at this step.
Finally, without relying on the values of φn+1s , we can use the discrete Maxwell-Ampe`re’s law
[Eq. (11.13)], concurrently with the KG equation, to advance the spatial component of the gauge
field (An−1s+l/2, A
n±1/2
s , Ans+l/2;φ
n
s )→ An+1s+l/2. The explicit time advance is given by
An+1
s+ i
2
= An
s+ i
2
+ Ci
(
A
n+ 1
2
s+i −A
n+ 1
2
s
)
+∆t2Jn
s+ i
2
+ ∆t
[
E
n− 1
2
s+ i
2
+ ijkCj
(
Bn
r− k
2
−Bn
r− k
2
−j
)]
, (11.24)
where all terms on the RHS is known. For free gauge field, it is straightforward to show that the
numerical solution is stable if and only if the CFL condition Cl < 1 is satisfied. Notice that the
discrete Gauss’s Law is preserved during time advance, which is a consequence of the discrete local
charge conservation law, which we shall see next. Having computed both φv and Ae at t = n+ 1,
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we can move forward in the time loop by updating n → n + 1, with proper boundary conditions
supplied (Fig. 11.3). In similar fashion, explicit time advance schemes can be constructed when
other gauge conditions are used.
11.3 Discrete identities and conservation laws
Since the discretization in Sec. 11.2.1 respects the structure of exterior calculus, a number of geomet-
ric identities are automatically satisfied. Moreover, by the famous Noether’s theorem, symmetries
of the action results in conservation laws. Although the continuous Poincare´ group becomes discrete
on a spacetime lattice, the continuous gauge symmetry is preserved. Therefore, charge is exactly
conserved by the numeric scheme, while energy and momentum have errors that are consistent with
the order of the algorithm.
11.3.1 Geometric identities of discrete exterior derivatives
When discretizing the classical gauge 1-form A¯ and calculating the classical field strength 2-form
F¯ = dA¯ in Sec. 11.2.1, geometric structures of discrete exterior calculus are respected. Conse-
quently, the identity d2 = 0 holds for the discrete exterior derivative. In components, the Bianchi
identity can be written as 0 = dF¯ = (∂σF¯µν + ∂µF¯νσ + ∂νF¯σµ)dx
µ ∧ dxν ∧ dxσ/3!. One nontrivial
identity, corresponding to all indexes being spatial, is ∇ · B = 0. When discretized, this identity
becomes
1
∆l
(
Bn
r+ l
2
−Bn
r− l
2
)
= 0. (11.25)
In other words, the equation ∇ ·B = 0 is automatically guaranteed by the variational algorithm.
The other nontrivial identity, corresponding to two spatial indexes and one temporal index, is the
Faraday’s law ∂tB = −∇×E, whose discrete version is
1
∆t
(
Bn+1
r− i
2
−Bn
r− i
2
)
=
ijk
∆k
(
E
n+ 1
2
s+ j
2
+k
− En+
1
2
s+ j
2
)
. (11.26)
In other words, the Faraday’s law does not need to be solved. Instead, it is automatically satisfied
by geometric constructions. This is different from standard electromagnetic algorithms, such as
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the Yee’s algorithm (Yee, 1966), in which the Faraday’s law needs to be solved as a dynamical
equation. In the standard Yee’s algorithm, the gauge invariant electric and magnetic fields, which
have six components in total, are solved as dynamical fields using two equations that are first order
in time. In comparison, in the variational algorithm, the gauge field, which has three components
after gauge fixing, is solved as the only dynamical field using an equation that is second order in
time. Although the degrees of freedom are the same in both schemes, the Yee’s algorithm advances
all six degrees of freedom at each time step, while the variational algorithm folds the six degrees of
freedom at two time steps, and thereof only advances three field components at each time step.
11.3.2 Charge conservation: continuous U(1)-gauge symmetry
In addition to geometric identities, we also have local conservation laws due to symmetry of the
discrete action. In particular, charge is conserved as a direct consequence of local U(1)-gauge
symmetry. Using the classical field equation δSd/δφv = 0, we have
δSd
δφns
δφns + c.c. = 0. (11.27)
Substituting the infinitesimal transformation δφns = ieα
n
sφ
n
s under the local U(1) transformation
[Eq. (11.15)] in to the discrete KG equation [Eq. (11.10)], the above identity becomes
0 = ∆V ieαnsφ
n
s
[
1
∆t2
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2
s φ¯
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s + U¯
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2
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s
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− 1
∆2l
(
Un
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2
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2
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= ∆V ieαns
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1
∆t2
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φ¯n+1s U
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s φ
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φ¯nsU
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s φ
n−1
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− 1
∆2l
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φ¯ns+lU
n
s+l/2φ
n
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)
−
(
φ¯nsU
n
s−l/2φ
n
s−l − c.c.
)]}
.
It is easy to recognize the above terms are the discrete charge density [Eq. (11.12)] and the discrete
current density [Eq. (11.14)]. Since the above identity holds for all αns , we have an exact discrete
charge conservation law
1
∆t
(
J
n+ 1
2
s − Jn−
1
2
s
)
=
1
∆l
(
Jn
s+ l
2
− Jn
s− l
2
)
. (11.28)
Here, the sign is due to the Minkowski metric. It is straightforward to check that the above discrete
charge conservation law is compatible with the discrete Gauss’s law [Eq. (11.11)] and the discrete
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Maxwell-Ampe`re’s law [Eq. (11.13)]. Therefore, once the Gauss’s law is satisfied at the initial time,
it will be satisfied for all time.
11.3.3 Energy error at finite coupling: loss of time-translation symmetry
The discrete action Sd is invariant under translations on the discrete spacetime manifold. Although
the symmetry group in this case is discrete and hence the Noether’s theorem does not immediately
apply, we do have local energy conservation laws for the charged field and EM fields separately
when their coupling vanishes. Using the classical field equations δSd/δφv = 0 [Eq. (11.10)] and
δSd/δA
n
s+l/2 = 0 [Eq. (11.13)], as well as the geometric identity [Eq. (11.26)], we have the following
identity
0 =
δSd
δφns
(D0φ)ns +
δSd
δφ¯ns
(D0φ)ns
+
δSd
δAns+l/2
1
2
(
E
n+1/2
s+l/2 + E
n−1/2
s+l/2
)
(11.29)
+ Bnr−l/2
1
2
[
(d2A)
n+1/2
r−l/2 + (d
2A)
n−1/2
r−l/2
]
,
where the vertex-centered time covariant derivative (D0φ)ns = 12∆t(U¯
n+ 1
2
s φn+1s − U
n− 1
2
s φn−1s ). After
rearranging terms, similar to what is done when proving charge conservation, the above identity
gives rise to the local energy conservation law
Hn+1/2s −Hn−1/2s
∆t
=
Pns+l/2−Pns−l/2
∆l
+O(e∆2), (11.30)
where the sign is again due to the Minkowski metric. The energy density can be separated into
three terms
Hn+1/2s = Hn+1/2s [φ] +Hn+1/2s [A] + hn+1/2s , (11.31)
where the energy density of the charged field is
Hn+
1
2
s [φ] =
1
2
[
(D<0 φ)
n+ 1
2
s (D
<
0 φ)
n+ 1
2
s +m
2φnsU
n+ 1
2
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s
+(D<l φ)
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2
U
n+ 1
2
s (D
<
l φ)
n+1
s+ l
2
]
+c.c., (11.32)
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and the energy density of the EM fields is
Hn+
1
2
s [A] =
1
2
[(
E
n+ 1
2
s+ l
2
)2
+Bn+1
r− l
2
Bn
r− l
2
]
. (11.33)
The energy density correction h = O(e∆2) can take many different forms, each has a corresponding
error term at finite-resolution. As expected, the energy density is U(1)-gauge invariant, so is the
momentum density, which can be split into two terms
Pns+l/2 = Pns+l/2[φ] + Pns+l/2[A]. (11.34)
The momentum density of the charged field is
Pn
s+ l
2
[φ] = (D<l φ)
n
s+ l
2
Un
s+ l
2
(D<0 φ)ns+l + c.c., (11.35)
and the momentum density of the EM fields Pi = −P i = −(E×B)i is
Pn
s+ i
2
[A]= ijkB
n
r− j
2
1
2
(
E
n+ 1
2
s+i+ k
2
+E
n− 1
2
s+i+ k
2
)
. (11.36)
Since the stress-energy tensor T µν [Eq. (7.41)] is not a 2-form, neither the energy density H nor
the momentum density P is well-defined on the discrete spacetime manifold. Hence, it can be
shown, by enumerating combinations of U(1)-gauge invariant basis terms, that the resulting error
in the local energy conservation law [Eq. (11.30)] is always second order. A special case is when the
coupling e = 0, where the conservation law becomes exact even at finite spacetime resolutions. This
remarkable feature would be lost if we had instead used the Wilsonian plaquettes in the discrete
action.
11.4 Numerical examples
In previous sections, I have developed a second-order algorithm for solving the KGM equations
with good conservation properties. Since plasmas are typically in the classical-statistical regime,
solving the classical field equations with an ensemble of statistically equivalent initial conditions
captures the dominant behaviors of scalar-QED plasmas. To extract observables from real-time
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lattice simulations, one may first compute the distribution function from the classical field using
Wigner-Weyl transform. More elaborately, one may use spectral expansion of the classical field
and keep track of the evolution of individual spectral components. However, these additional
information is rarely observable in experiments, which may thereof be bypassed. In this section, I
will use two examples to demonstrate the numerical scheme and compute simple observables that
can be constructed directly from the classical fields. The first example is the propagation of linear
waves, and the second example is laser-plasma interaction in one spatial dimension.
11.4.1 Linear waves in unmagnetized plasmas
To validate the code implementation, we can compare numerical spectra and analytical linear wave
dispersion relations (Hines and Frankel, 1978; Kowalenko et al., 1985; Eliasson and Shukla, 2011;
Shi et al., 2016). For small-amplitude waves, the dispersion relation constrains the wave frequency
ω as a function of the wave vector k. In unmagnetized cold scalar-QED plasmas, the dispersion
relation of the transverse EM wave is given by Eq. (9.25). To tree-level, ignoring the vacuum
permittivity, the dispersion relation is simply
ω2 = ω2p + k
2, (11.37)
where ω2p =
∑
s ω
2
ps is the total plasma frequency, and ω
2
ps = e
2
sns0/ms is the plasma frequency of
individual charged species s. The other eigenmode is the longitudinal electrostatic wave, whose
dispersion relation is given by Eq. (9.26). To tree-level, it becomes
1 + χp = 0, (11.38)
where the susceptibility of a cold scalar-QED plasma is given by Eq. (9.24). As discussed in
Sec. 9.3.1, the dispersion relation of the electrostatic wave contains three branches. The gapless
branch is the acoustic wave, the gapped low-frequency branch is the Langmuir mode, and the
gapped high-frequency branch is the pair mode. While acoustic mode and Langmuir mode exist
in classical plasmas, the pair mode only exists in relativistic-quantum plasmas (Fuda and Furlani,
1982). The pair mode can be excited when gamma photons (ω > 2m) inelastically scatter in high
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density plasmas, creating longitudinal oscillations in which virtual pairs are created and annihilated
to carry the wave quanta.
Let us compute the numerical spectra in a single species plasma, in which immobile ions serve
as homogeneous neutralizing background. To initialize the simulation so that a broad spectrum
of linear waves are excited, the initial values of Ae are given using small amplitude white noise
with mean µ(Ae) = 0 and standard deviation σ(Ae) = 10
−4m. Assuming the charged field is
initially free, then its initial conditions can be given using the free field expansion Eq. (8.5).
The expansion coefficients are related to the momentum space distribution functions for parti-
cles and antiparticles by fa(p) = a
†
pap and the fb(p) = b
†
pbp, respectively. Consider the sim-
ple example where the plasma is initially homogeneous and constituted of cold particles, namely,
fa(p) = n0δ
(3)(p) and fb(p) = 0, where n0 is the background plasma density. Then, the free charged
field φ(x) =
√
n0/2m exp(−imt+ iα), where α is some random phase. When discretized, this free
field corresponds to the initial conditions φ0s =
√
n0/2m exp(iα) and φ
1
s = φ
0
s exp(−im∆t). An
FIG. 11.4: Power spectra (color) of the transverse electric field Ey (a) and the longitudinal electric
field Ex (b) are well-traced by tree-level dispersion relations (black lines) up to the grid resolution.
The power spectra are averaged over an ensemble of 100 simulations with statistically equivalent
initial conditions. In these simulations, immobile ion background is homogeneous. The charge
e = 0.3, such that the fine structure constant e2/4pi ≈ 1/137 is physical. The unperturbed back-
ground plasma density is extremely high, such that the plasma frequency ωp = 0.85m can be shown
on the same scale as m. The resolution m∆x = 0.04 and m∆t = 0.02. The number of spatial grid
point is L = 512, and the total number of time steps, including the initial conditions, is T = 1024.
The dashed gray lines is the light cone.
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ensemble of statistically equivalent initial conditions can then be constructed by randomly sample
the phase α of the charged field, and randomly assign noise to the gauge field.
After advancing the initial conditions in time using periodic boundary conditions, numerical
spectra can be read out from simulations by taking discrete Fourier transforms of components of
the electric field. Since the unmagnetized plasma is isotropic, it is sufficient to read out the disper-
sion relation in the tx submanifold. In this submanifold, the spectra of either Ey or Ez correspond
to the dispersion relation of transverse EM modes, and the spectrum of Ex corresponds to the
dispersion relation of longitudinal electrostatic modes. The ensemble-averaged power spectrum of
Ey [Fig. 11.4(a)] is indistinguishable from that of Ez, and is well-traced by the analytical dispersion
relation (black line) of the transverse EM wave [Eq. (11.37)], until k∆x ∼ 1 where the spatial reso-
lution is no longer sufficient. Similarly, the ensemble-averaged power spectrum of Ex [Fig. 11.4(b)]
is localized near three bands, corresponding to the cold acoustic mode, the Langmuir mode and
the pair mode [Eq. (11.38)]. That the analytical dispersion relations are recovered by numerical
power spectra indicates that our solutions faithfully capture the propagation of linear waves up to
the grid resolution.
11.4.2 From laser wakefield acceleration to Schwinger pair production
Having verified the code implementation, let us study laser-plasma interaction as another example,
which can no longer be easily solve analytically. Laser-plasma interactions cannot be described
self-consistently under the classical framework once the laser wavelength becomes too short or the
field strength becomes too large. For illustrative purposes only, as opposed to suggesting a futuristic
device, let us use the example of gamma lasers to show that lattice QED now enables simulations
in a regime that was not accessible through previous methods.
Before discussing simulations in the relativistic-quantum regime, it is helpful to recall what
happens in the classical regime (Kruer, 1988). Classically, when the plasma slab is under-dense,
namely when the laser frequency ω > ωp, much of the laser will travel through the plasma slab,
with some reflection and inverse Bremsstrahlung absorption. In an initially quiescent slab, the laser
will propagate uneventfully, if its frequency stays away from the two-plasmon-decay resonance, and
its intensity is not strong enough to grow instabilities within the pulse duration. Beyond nonlinear
wave instabilities, when the laser field becomes relativistically strong, namely when the normalized
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field [Eq. (4.45)] a ≈ eE/mω & 1, the ponderomotive force of a short laser pulse can expels a
significant fraction of plasma electrons and form wakefield (Pukhov and Meyer–ter–Vehn, 2002).
The wakefield can then accelerate particles, generating energetic beams of particles and radiations
trailing the laser pulse. When the beams are energetic enough, they may produce gamma photons
through synchrotron radiation or Bremsstrahlung. The virtual gamma photons may then decay into
electron-positron pairs through the trident process (Bjorken and Chen, 1967). Alternatively, the
on-shell gamma photons may produce pairs when interacting with ion potentials through the Bethe-
Heitler process (Bethe and Heitler, 1934), or interacting with other photons through the Breit-
Wheeler process (Breit and Wheeler, 1934). Finally, when the laser field becomes even stronger,
namely when eE/m2 & 1, pairs may also be produced directly through the Schwinger process
(Schwinger, 1951).
Many aspects of laser-plasma interaction can be studied using real-time lattice QED. Here, to
validate that the numerical scheme in Sec. 11.2.3 can capture genuine relativistic-quantum effects,
parameters can be selected in 1D simulations to demonstrate transition from wakefield acceleration
to Schwinger pair production as the laser intensity increases. Notice that in 1D, the phase space is
highly constrained. Using periodic boundary conditions in directions transverse to laser propaga-
tion, Schwinger pair production by laser fields is suppressed. This is because when transverse fields
try to pull e−/e+ pairs apart, their wave functions are enforced to be the same by the periodic
boundary condition, which prevents pairs from emerging out of vacuum fluctuations. Therefore, in
1D simulations, Schwinger pair production requires longitudinal field Ex. To generate Ex beyond
the Schwinger field Ec = m
2/e through plasma wakefield, the plasma density must be extremely
high. Heuristically, to produce on-shell pairs, the critical electric field needs to separate the pair
by Compton wavelength 1/m within the Compton time T ∼ pi/m, namely, eExT 2/m & 1/m. In
the wavebreaking regime, Ex ' amωp/e, so the inequality requires that the plasma density be high
enough such that the plasma frequency ωp/m & 1/api2. In reality, at those densities, it is necessary
to treat the electron Fermi degeneracy to capture the full physical effects. However, simulating
instead a high-density bosonic plasma is just a toy model that tests real-time lattice simulations,
with the density picked so high that we can already see laser Schwinger pair production in 1D
simulations.
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FIG. 11.5: Charge density (a, b) and energy density (c, d) of the φ0 field. When the gamma-ray laser
(ω0 = 0.7m) is relativistic (a ≈ 1), but not strong enough to produce Schwinger pairs (Ex ≈ 0.3Ec),
“electrons” are expelled by the laser ponderomotive force, accelerated by the wakefield, and splashed
from the plasma boundaries (a, c). On the other hand, when the laser field exceeds the Schwinger
threshold (a ≈ 16, Ex ≈ 5Ec), copious pairs are produced when laser interacts with plasma waves
(b, d). The spin-0 “electrons” are initially confined by a smooth immobile neutralizing background,
with a density plateau n0 = m
3 and a Gaussian off-ramp σ = 20/m. The trajectories of the pulse
center (black lines) and the pulse half widths (dashed lines) are well traced by geometric optics.
Both the charge density (normalized by em3) and the energy density (normalized by m4) are
averaged over an ensemble of size 200. The resolutions are such that m∆x = 0.04 and m∆t = 0.005.
With this basic understanding of how laser pair production happens in 1D, we can choose setups
to suppress the trident and Bethe-Heitler processes, by treating ions as immobile homogeneous
neutralizing background, so that there is no spiky ion potentials from which energetic “electrons”
and gamma photons can scatter. The smooth ion background provides an electrostatic potential
that initially confines the “electrons”. The charged boson wave function can be initialized according
to φ(x) =
√
n0(x)/2m exp(−imt), where n0(x) is the background ion density with a plateau of
width L ≈ 100/m and Gaussian off-ramps with σ = 20/m. For density of the bosonic plasma to be
high enough to enable pair production, let us pick n0 = m
3 so that the plasma frequency ωp = 0.3m
is enormous. The above wave function is a linear superposition of many eigenstates of the system.
In the simulations, the wave function is allowed to evolve to statistically stationary states through
phase mixing, before samples are drawn at random time intervals. The sampled wave functions are
then used as initial conditions for φv, which are combined with the initial values Ae of a Gaussian
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pulse to construct an ensemble. The linearly-polarized Gaussian pulse is initialized in the vacuum
region with zero carrier phase Ay ∝ exp(−ξ2/2τ2) cosωξ, where ξ = x − t and τ = 20/m. For
the laser to be able to transmit the high-density plasma slab, we can pick the frequency of the
gamma-ray laser above the plasma frequency ω0 = 0.7m, for which classical treatments are far
from valid. The laser envelope is slowly varying (ω0τ = 14), and has full width at half maximum
about twice the plasma skin depth. When the intense laser pulse propagates, it can excite plasma
waves, from which the laser can be Raman scattered.
With the above setup, the laser pulse simply travels through the plasma with some refraction
and reflections when the laser field is weak (a  1). More interesting phenomena happen when
FIG. 11.6: Total energy density of EM fields (a, b), and the power spectral density of its transverse
components (c, d). The inserts show the initial (blue) and final (red) spectra of EM waves. When
a ≈ 1 (Ex ≈ 0.3Ec) is below the Schwinger field, the laser excites plasma waves and is Raman
scattered (a, c). The time evolution of the main pulse is well-traced by geometric optics (dashed
lines). On the other hand, when the laser field a ≈ 16 (Ex ≈ 5Ec) is above the Schwinger field, a
noticeable amount of energy is lost due to pair production (b), and the k spectrum is substantially
broadened (d). The field energy density is normalized by the Schwinger field E2c , and are averaged
over an ensemble of size 200. The resolutions are such that m∆x = 0.04 and m∆t = 0.005. The
dotted gray lines mark where the geometric-optics trajectory of the pulse center crosses the plasma
plateau boundaries.
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the laser field becomes strong. For example, when a ≈ 1 is relativistically strong but the resulting
Ex ≈ 0.3Ec is below the Schwinger field, the simulation recovers what happens in classical plasmas
(McKinstrie and Startsev, 1996; Naumova et al., 2004; Geyko et al., 2009). First, let us look at
what happens to charged particles. After the laser enters the plasma, beams of “electrons” are
formed in the forward direction by both ponderomotive snow-plow and laser wakefield acceleration.
At the same time, some “electrons” are splashed in the backward direction from strongly-driven
plasma boundaries (Fig. 11.5a, c). Next, for the laser pulse, its center (solid black lines) and half
widths (dotted black lines) are well-traced by geometric optics in the xt space (Fig. 11.6a), as well
as in the kt space (Fig. 11.6c, dashed white line), because the background plasma is smooth on
the laser wavelength scale. Beyond geometric optics, as the laser travels through the plasma slab,
ponderomotive expulsion of “electrons” cause the laser pulse to adiabatically loose a small amount
of energy in the form of frequency redshift ω < ω0 (Figs. 11.6a, c and 11.7b). In addition, the
laser excites plasma waves, from which the laser is Raman-scattered in both forward and backward
directions. In the insert of Fig. 11.6c, the final spectrum (red) shows distinctive Raman scattering
peaks at ω+nωp up to n = 8, and second harmonics peaks 2ω and 2ω+ωp in the forward direction.
In the backward direction, peaks at ω−ωp, ω, ω+ωp and 2ω can also be identified unambiguously.
When laser field is increased beyond the Schwinger threshold (ac = m/ω). For example, when
a ≈ 16 (Ex ≈ 5Ec), a large amount of e−/e+ pairs are produced (Figs. 11.5b, d). A very small
fraction of pairs are produced and trapped in the laser wakefield, forming low-luminosity “electron”
(negative charge density, blue) and “positron” (positive charge density, red) beams that leave the
plasma slab from its right boundary. On the other hand, a much larger fraction of pairs are produced
when the backscattered EM wave, whose intensity is near the Schwinger threshold (Fig. 11.6b),
interacts with forward-propagating plasma waves. “Positrons” produced in this way form high-
luminosity collimated beams, leaving the plasma slab from its left boundary. Apart from these
beams, many “positrons” never manage to leave the plasma slab. These trapped “positrons” have
large probabilities to annihilate with “electrons” in the highly constrained 1D phase space. Due
to pair creation and particle acceleration, the laser initially looses a significant amount of energy,
until pair creation and annihilation roughly balance (Figs. 11.6b, c and 11.7b). At that point,
the k spectrum of the laser is substantially broadened (Fig. 11.6d). Such a spectral broadening is
expected from general wave action considerations (Wilks et al., 1988; Dodin and Fisch, 2010), which
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predict frequency upshift due to pair creation, and frequency downshift due to pair annihilation and
plasma expulsion. In the insert of Fig. 11.6d, the final EM wave spectrum (red) shows distinctive
annihilation bumps near integer multiples of “electron” rest mass. These annihilation peaks are
very broad since “electrons” and “positrons” annihilate with large kinetic energy. Finally, notice
that no pair is produced when the laser travels through the vacuum region, which is expected in
1D. It is remarkable that very rich physics can already be captured by simply solving the classical
field equations with proper initial and boundary conditions.
To extract observables from simulations, the charge density (Figs. 11.5a, b) is computed using
Eq. (11.12), which includes no contribution from background ions. Therefore, negative charge
(blue) indicates “electron” density in excess of “positron” density, whereas positive charge (red)
indicates the contrary. The energy density of the charged field (Figs. 11.5c, d) and the EM fields
FIG. 11.7: Evolution of total charge (a) and total energy (b), when periodic boundary conditions
are used. The total charge remains constant up to the machine precision, both when E < Ec (cyan),
where little pairs are produced, and when E > Ec (blue), where copious pairs are produced. When
E < Ec is below the Schwinger field, a small amount of energy is transfered from the electromagnetic
field (magenta) to the charged field (cyan) due to wakefield acceleration and plasma wave excitation,
while the total energy (gray) remains constant. In contrast, when E > Ec, a large amount of laser
energy (red) is consumed by pair production. The energy of the charged field (blue) significantly
increases until pair production and annihilation roughly balance. During this process, the total
energy (black) remains constant. The total charge Qn+1/2 =
∑
s J
n+1/2
s is normalized by the total
ion charge, and the total energy Un+1/2 = ∑sHn+1/2s is normalized by m3/∆x. The vertical
dashed gray lines mark the time when the laser pulse center enters and leaves the plasma plateau
boundaries.
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(Figs. 11.6a, b) are computed using Eqs. (11.32) and (11.33), respectively. To compute the k
spectra of EM waves (Figs. 11.6c, d), notice that a monochromatic EM wave satisfies kxEy = ωBz.
Upon discretization, this relation remains exactly satisfied if we take kx = sin(k∆x)/∆x and
ω = 2 tan(ωk∆t/2)/∆t, where ωk > 0 is the positive solution of the local numerical dispersion
relation 4 sin2(ωk∆t/2)/∆t
2 = 4 sin2(k∆x/2)/∆x2. In the discrete version of kxEy = ωBz, it is
necessary that we take Ey = E
n+1/2
s+j/2 , and center Bz on time-like faces B
n+1/2
r−k/2−i/2 = (B
n
r−k/2 +
Bnr−k/2−i+B
n+1
r−k/2+B
n+1
r−k/2−i)/4. A similar relation holds for the Ez and By components, which are
subdominant now that the laser is linearly polarized. Using these momentum-space Faraday’s law,
the k spectrum of right-propagating EM waves (k > 0) and left-propagating EM waves (k < 0) can
be separated from the spatial Fourier transforms of electric and magnetic fields.
Results presented in Figs. 11.5-11.7 are averaged over an ensemble of 200 simulations with
statistically equivalent initial conditions. The ensemble average starts to show convergence for
tens of realizations. In these simulations, temporal gauge A0 = 0 is used, and periodic boundary
conditions are employed for both φv and Ae. The resolutions mdx = 0.04 and mdt = 0.005 are
chosen high enough so that the fastest dynamics is resolved and the simulation results converge.
The 1D box is large enough such that the laser does not transit the spatial domain before the
simulations are terminated.
In the above numeric examples, the total charge Qn+1/2 =
∑
i J
n+1/2
i is constant up to the ma-
chine precision (Fig. 11.7a), both when the laser field is below (Q<) and above (Q>) the Schwinger
field. Although the total energy Un+1/2 = ∑iHn+1/2i , whose error is of order O(en∆t2), is not
exactly conserved, the resolution is chosen high enough such that the total energy fluctuates up
to 6 ppm and 0.2% when the laser field is below (U<) and above (U>) the Schwinger field, re-
spectively. The roughly constant amount of energy is redistributed among the classical fields φ0
and A¯ (Fig. 11.7b) when the laser interact with the plasma. By solving the classical field equa-
tions, the transition from laser wakefield acceleration to Schwinger pair production has thus been
demonstrated for the first time.
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Chapter 12
Conclusion and discussion
12.1 Thesis highlights
In the first part of this thesis, I study the effects of strong background magnetic fields on three-wave
interactions, which are important when electron gyro frequency is not negligible when compared to
the plasma frequency. A comprehensive understanding is obtained by solving the fluid-Maxwell’s
equations to second order using a multiscale expansion. The resultant second-order electric-field
equation [Eq. (4.14)] takes a very intuitive form, in which quasimodes develop and linear eigenmodes
evolve due to three-wave interactions. Since resonant three-wave interactions conserve wave actions,
the second-order electric-field equation can be reduced to the three-wave amplitude equations.
Although the three-wave equations are well-known, it contains an essential coupling coefficient,
whose general formula was not known when background magnetic fields are present. In this thesis,
a convenient formula for the coupling coefficient is obtained for the first time [Eq. (4.51)], which can
be readily evaluated for any three resonant waves propagating at arbitrary angles in the magnetic
field (e.g. Fig. 4.2). In addition to its practical significance, the general formula is also aesthetically
satisfying. Using the Lagrangian formulation [Eq. (4.110)], I demonstrate, for the first time, that
the scattering strength can be represented as 3! = 6 ways of contacting a single Feynman diagram
[Eq. (4.112)], which is nonvanishing only when background plasmas are present.
As an application of three-wave interactions in magnetized plasmas, I consider laser pulse ampli-
fication mediated by magnetized plasma waves. For example, when mediated by the upper-hybrid
wave, it is possible to use more controllable background magnetic fields to replace the less control-
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lable internal plasma density to achieve better performance of plasma-based laser amplification.
Although the amplification rate is reduced in less dense plasmas, what is of critical importance
is that the competing effects are reduced even more (Sec. 6.2). In particular, the modulational
instability is relatively suppressed, resulting in longer allowable amplification time and thereof
higher output pulse intensity. Moreover, both collisionless and collisional dampings are relatively
suppressed, which enable efficient pulse compression also for shorter-wavelength lasers. In other
words, using magnetized plasma mediation, we can significantly expand the operation window and
achieve efficient pulse compression for higher-frequency and lower-intensity pumps (Fig. 6.2) to
produce laser pulses of higher final intensity (Table 6.1). Even for lasers that can already be com-
pressed using unmagnetized plasmas, applying a magnetic field improves pulse intensity (Fig. 6.4)
and relaxes the engineering requirements of producing high and uniform plasma densities.
In the second part of this thesis, I develop a relativistic quantum theory for plasmas, when
fields are so strong that classical plasma models become invalid. In this new regime, I extend
quantum field theory to incorporate plasma effects by adding the extra ingredient of dynamical
background fields [Eq. (8.11)]. In the extended theory, the lowest-order phenomena are linear
waves, which can be described using an effective action approach. The wave effective action is
computed to 1-loop level using path integrals [Eq. (8.21)], and a general formula is obtained for the
first time whereby both the plasma response [Eq. (8.25)] and the vacuum response [Eq. (8.26)] can be
described. Using this new formalism, the known dispersion relation in unmagnetized QED plasmas
are recovered. Moreover, the effective action approach enables a useful general dispersion relation in
strongly magnetized plasmas to be determined for the first time (Sec. 10.3.1). Relativistic-quantum
modifications contained therein have already been observed near X-ray pulsars, where anharmonic
cyclotron absorption features can now be associated with relativistic Bernstein waves (Fig.10.2).
More excitingly, laboratory tests of strong-field effects may already become possible in gigagauss
magnetic fields, where Faraday rotation is predicted to have a different frequency dependence than
expected classically (Fig. 10.4). My thesis thereof provides a theoretical basis, when QED plasma
effects become relevant in the presence of strong fields.
Beyond analytical theory, to simulate effects such as laser pair production, I extend real-time
lattice QED to become a unique tool for plasma physics for the first time. In the classical-statistic
regime, the behaviors of relativistic quantum plasmas are adequately described by solving the
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classical field equations. By discretizing the action in a way that respects both the local U(1)-
gauge symmetry and the structures of discrete exterior calculus (Sec. 11.2.1), I develop a variational
algorithm for solving the classical field equations with good conservation properties (Sec. 11.3). By
affording a much higher resolution than needed classically, the numerical scheme is much simpler
than standard methods for simulating classical plasmas, and may be parallelizable using quantum
computing in the future. The numerical scheme easily recovers the spectrum of linear ways including
the pair mode (Fig. 11.4). Moreover, the scheme can be used to simulate laser-plasma interactions
(Figs. 11.5-11.7). When the laser intensity is relativistically strong, the scheme recovers well-
known phenomena, such as parametric instability, harmonic generation, and wakefield acceleration.
Beyond the applicability of classical models, when the laser reaches quantum strength, my scheme
naturally captures new phenomena, such as Schwinger pair production by strong electric fields and
gamma-ray lasing during recollisions of electron-positron pairs.
12.2 Future Work
In the classical regime, both the fundamental wave-wave interactions and their implications are open
grounds for further investigations. As a fundamental physical phenomenon, magnetized wave-wave
interactions remain to be thoroughly charted using theories, simulations, and experiments. In
terms of theory, an obvious next step for three-wave interactions is to incorporate thermal effects,
using the warm fluid model and then the kinetic model. It remains to be verified that the general
formula for three-wave coupling coefficient, which is expressed in terms of the linear susceptibility,
remains valid. To the next-order, four-wave interactions in magnetized plasmas can be studied
either by solving equations or expanding the Lagrangian to the next order. In another direction,
wave-wave interaction can be analyzed analytically in inhomogeneous medium, either when there is
a weak gradient or when there are statistical fluctuations. The aforementioned analytical theories
remain to be confirmed by detailed numerical simulations in the multidimensional parameter space,
which provide valuable verifications that the effects being considered in theories are the dominant
effects in the problems. Ultimately, wave-wave interactions in magnetized plasmas should be studied
experimentally, which is particularly relevant to laser-driven inertial fusion where magnetic fields are
imposed to enhance the confinement. In applications such as magnetized inertial confinement, wave-
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wave interactions are usually considered deleterious effects that need to be mitigated. However, by
exploiting the effects, one may be able to utilize them to design experiments such that laser plasma
coupling are optimized. Moreover, wave-wave interactions can be utilized to produce powerful lasers
beyond the attainment of current technologies. For pulse compression, mediations by other hybrid
waves, the MHD waves, and the Bernstein waves remains to be analyzed and compared. Beyond
pulse compression, magnetized plasmas can be used to mediate four-wave mixing and harmonic
generation. These interactions have particularly large cross section using cyclotron resonances.
The existence of multiple tunable resonances and the capability of sustaining high power make
multi-species magnetized plasmas promising media for next-generation lasers.
In the relativistic-quantum regime, strong-field plasma physics is again open ground for novel
theories, numerical schemes, and experimental tests. An obvious extension to what has been done
in this thesis is to study spinor-QED plasmas, which are constituted of fermions instead of bosons.
The Fermi statistics changes the nature of the background fields, whereby the fields become anti-
commuting. In addition to changing particle statistics, the QED plasma theory can be solved
to higher orders to describe effects beyond linear waves. For example, due to the presence of
plasmas, virtual photons that mediate collisions between particles are modified. Consequently,
interactions between charged particles are altered by the plasma-dressing effects, and the modified
cross sections of many phenomena, such as pair annihilation, remains to be calculated. Apart from
the dressing effects during particle interactions, wave-wave interactions in relativistic quantum
plasmas also remain to be studied. In parallel to analytical theory, simulation capabilities remain
to be developed to capture nonperturbative effects in QED plasmas, which can then be applied to
study many interesting phenomena. One direction is to develop higher-order algorithms, which relax
the resolution requirement for given error tolerance so that long-time dynamics in three-dimensional
space are affordable. Another direction is to develop schemes that can capture next-to-leading-order
effects in path integrals, which are not incorporated by simply solving the classical field equations.
Moreover, the numerical schemes, which runs on nowadays supercomputers, remains to be adapted
to quantum computers, by exploiting the fact that lattice QED can be intrinsically mimicked by
a lattice of quantum particles in the quantum computer. Relativistic quantum effects predicted
by theory and simulations remains to be tested by observations and experiments. In particular,
for neutron stars where spectral data is being collected, quantitative connections between QED
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plasma theory and observed spectral features remains to be built by developing radiative transfer
models, which may enable remote sensing of neutron star atmospheres in the future. In laboratory
conditions where gigagauss magnetic fields become feasible, tests of basic predictions of QED plasma
theory remain to be conducted. Last but not least, relativistic-quantum plasmas need not be limited
to regular plasmas, in which interactions are electromagnetic. Beyond quark-gluon plasmas (Berges,
2015), where interactions are mediated by the strong force, and neutrino plasmas (Kuznetsov and
Mikheev, 2013), where interactions are mediated by the weak force, it is plausible to study dark
matter plasmas, in which interactions are mediated by yet unknown forces. If dark matter really
exists, as evidenced by astrophysical observations, then we may be living inside a dark-matter
plasma, which may have observable consequences that are yet to be discovered.
12.3 Suggested experiments
Although this thesis focuses on theories and simulations of plasma physics in the strong-field regime,
I would also like to speculate a number of experiments that might be feasible in the near future.
A series of experiments will be necessary to confirm or refute basic phenomena predicted in this
thesis. Once these fundamental phenomena are understood, they can then be exploited in various
applications.
Laser scattering from magnetized targets
To design implosion experiments where both magnetic fields and lasers are present, it is imperative
to understand how lasers might scatter from the magnetized plasma target. A general formula for
laser scattering at arbitrary angles is provided in this thesis, whose validity should now be tested
by taking measurements in well-controlled environments. A basic experimental setup (Fig. 12.1)
involves a magnetized plasma target, a pump laser, and a spectrometer. The magnetized plasma
target may be produced by pulsed power devices or laser-driven coils, whereby the magnetic field
is tunable, and the plasma parameters can be characterized. Suppose the plasma and the magnetic
field are uniform and stationary on the scale of the pump laser, then Eq. (4.51) is applicable.
Theoretical predictions of the scattering spectra can then be compared with the experimental
spectra, taken at various angles under a set of plasma conditions.
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FIG. 12.1: An experimental setup for measuring laser scattering in a magnetized plasma. The
plasma target is an imploding gas pipe, which is driven by azimuthally symmetric drive lasers and
magnetized by a pair of laser coils. The probe laser, whose pulse duration is much shorter than the
implosion time scale, is focused at the center of the plasma to measure spatially and temporally
localized scattering. The angle-dependent scattering signals are collected by an array of optical
fibers and transmit to a spectrometer, which is not depicted.
For example, consider a plasma target produced by imploding a magnetized gas pipe, which is
driven radially by 351-nm lasers with ∼ 1 ns duration, where a seed magnetic field of ∼ 0.1 MG
is provided by a pair of laser-driven coils in a quasi-Helmholtz geometry. During the implosion,
the gas is ionized and the plasma is compressed, which amplifies the frozen-in magnetic field by
roughly the convergence ratio squared. Suppose the convergence ratio is ∼ 10, then the gas pipe
with initial diameter ∼ 1 mm is compressed to ∼ 0.1 mm in size, and the magnetic field is amplified
to ∼ 10 MG. With an initial fill pressure ∼ 10 Torr at room temperature, the final plasma density is
∼ 1019 cm−3 and the temperature is ∼ 10 eV. In this final state, the plasma frequency ωp ∼ 0.1 eV,
the Debye length λD ∼ 10 nm, and the electron gyro frequency Ωe ∼ 0.1 eV is on the same order
of the plasma frequency.
In such a magnetized plasma target, coherent scattering can be measured using a 1053-nm probe
laser with picosecond durations, for which the plasma is transparent, uniform, and stationary. The
scattering is coherent because the laser wavelength is much larger than the Debye length. Moreover,
the plasma is quasi-uniform in the absence of fine-scale structures, because the laser wavelength is
much smaller than the size of the plasma. Finally, the implosion is quasi-stationary, because the
333
pulse duration is much shorter than the implosion time scale. To localize the scattering signal, we
can propagate the probe laser along the axis of the gas pipe and focus the laser on the plasma center.
To collect the scattered light, an array of optical fibers can be placed in the far field and pointed at
various angles towards the focal region. The scattered light is then transmitted to a spectrometer,
whose necessary spectral range is from ∼ 600 nm to ∼ 1500 nm in order to capture electron-scale
features, and resolution is ∼ 0.1 nm in order to resolve ion-scale features. Since features of low-
mass ions are easier to resolve, the filling gas is preferably helium or hydrocarbon. The measured
spectra can then be compared with predictions from the analytical formula. Evaluating of the
formula requires diagnosing the plasma parameters. The magnetic field may be measured using
Zeeman effect of ionic lines, and the plasma density and temperature may be measured using Stark
broadening together with an X-ray framing camera.
Measurement errors of local plasma parameters translate to uncertainties of the analytical
spectra. Roughly speaking, the scattering intensity is proportional to the plasma density, so the
intensities of spectral lines are sensitive to density by δn0/n0. The frequency shifts of the spectral
lines are algebraic functions of ωp and Ωs. When ωp and Ωe are of the same order, then, roughly
speaking, electron-scale lines are sensitive to both the density by
√
δn0/n0 and to the magnetic field
by δB0/B0, while ion-scale lines are only sensitive to the magnetic field by δB0/B0. Finally, since
the plasma temperature is low, thermal effects on the order of vTk ∼ 10−2 eV are small. Therefore,
the spectra are unlikely to be sensitive to uncertainties of the temperature measurements.
The largest source of noise perhaps comes from fine-scale structures, which may evolve on faster
time scales than the implosion process. The analytical formula is not applicable, whenever the
homogeneous and stationary assumptions are not satisfied. Nevertheless, using the X-ray framing
camera, one may be able to select shots where the formula is indeed applicable. To suppress fine
scale structures, the implosion may be controlled by changing the gas fill pressure, the seed magnetic
field, and the drive laser pulse shape. Alternatively, without changing the implosion process, we
can launch a train of probe pulses during the implosion, and select the time slices where the plasma
is uniform and stationary on the probe laser scales. Given an implosion trajectory, the noise may
be reduced using a shorter probe pulse focused more tightly inside the plasma target, and aligning
all diagnostics well within the focal region.
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Interaction of two lasers in magnetized plasmas
In the second experiment, we can stimulate three-wave interactions with a seed laser, unlike in the
first experiment where the scattering is spontaneous. When the seed has comparable duration as
the pump, this scenario gives the simplest setup for studying cross-beam energy transfer, which
commonly occurs in laser-driven inertial confinement experiments. On the other hand, when the
seed has much shorter duration than the pump, this setup naturally leads to the application of laser
pulse compression, during which the weak seed pulse gains energy from the intense pump laser.
While interactions between two lasers in unmagnetized plasmas have been investigated intensively,
what happens in a magnetized plasma remains largely unknown until work presented in this thesis,
whose theoretical predictions should now be tested experimentally.
Consider laser pulse amplification, whose basic experimental setup involves a magnetized
plasma, a long pump laser, and a short seed pulse (Fig. 12.2). A well-conditioned plasma target
may be provided by imploding a magnetized gas pipe as discussed before. Alternatively, a much
cheaper and lower-quality target may be provided by ablating a solid surface with a single drive
laser. When the drive laser impinges on a planar solid surface, a dense plasma jet can form in the
backward direction, which is spontaneously magnetized in the azimuthal direction. For example,
by focusing a 100-J and 1-ps laser to a ∼ 10µm spot, the drive laser reaches an intensity of
∼ 1020 W/cm2. When such an intense laser hits a solid surface, a coronal plasma of ∼ 100µm in
size can form (Borghesi et al., 1998; Chatterjee et al., 2017). After the initial rapid expansion, the
plasma becomes uniform on 10-µm scale and stationary on 10-ps scale. The plasma density decays
from ∼ 1022 cm−3 near the solid surface to ∼ 1019 cm−3 at ∼ 10µm away from both the axis of the
plasma jet and the solid surface. Around the same toroidal region, the spontaneously generated
magnetic field peaks at ∼ 100 MG, and the plasma temperature is ∼ 10 eV. The exact plasma
density and magnetic field may be diagnosed using a combined interferometry and polarimetry
technique for a given target and drive laser. Thereafter, we may select a volume within the coronal
plasma as the interaction region. Although such an interaction volume is not sufficiently uniform
and stationary for efficient laser pulse compression, it may already be sufficient to demonstrate
energy transfer from a long pump laser to a short seed pulse.
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FIG. 12.2: Side view (a) and top view (b) of an experimental setup for laser amplification in a
magnetized plasma. The plasma is produced by ablating a solid target with a drive laser at time
t0. In the coronal plasma (not depicted here), a region can then be chosen to mediate energy
transfer from a pump laser to a seed pulse, which overlap in the interaction region at time t1.
For given laser and target conditions, plasma parameters may be tuned to match the resonance
condition by either changing the time delay t1 − t0 or moving the solid target, which is of radial
distance r and axial distance h away from the interaction region. Plasma parameters including
density and magnetic field may be diagnosed using interferometry and polarimetry. For fixed
plasma parameters, the optimal angle θ for achieving the maximum coupling may be computed
analytically. In experiments, this angle may be scanned by rotating the solid target.
The aforementioned plasma target can be used to amplify lasers in the 1-µm range. Suppose
we focus a 1054-nm pump laser with ∼1 ns duration and ∼ 1 J energy in a ∼ 10µm interaction
region, then the pump intensity is ∼ 1015 W/cm2. The picosecond seed pulse can have much lower
energy ∼ 0.1 mJ. After focusing it in the same interaction region, the seed intensity ∼ 1014 W/cm2
is much smaller than to the pump intensity. There are four choices of the seed wavelength such
that the two lasers couple resonantly through the four waves in a two-species plasma. The required
wavelength shift of the seed pulse depends on plasma parameters. For example, in an interaction
region where the coronal plasma has density ∼ 1019 cm−3, temperature ∼ 10 eV, and magnetic
field ∼ 100 MG, coupling through the slow MHD wave and the kinetic Alfve´n wave require little
wavelength shift. On the other hand, coupling though the lower-hybrid wave requires a wavelength
shift of ∼ 100 nm, which can be achieved using a Raman cell. Coupling through the upper-hybrid
wave requires a large shift of ∼ 1000 nm, which may be achieved using a down-conversion crystal
combined with a Raman cell. For a given frequency shift, the resonance condition may be satisfied
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by scanning plasma parameters. The parameter scan may be achieved by either choosing a different
region or a different time delay in the expanding coronal plasma where the interaction takes place.
Since the pump and seed meet only in a very small region, their interaction is largely linear. The
short seed grows exponentially in the long pump by an amount determined by the linear growth
rate, which can be calculated analytically and compared with experimental results. For example, in
the plasma condition considered above, theory predicts that the largest growth rate for slow MHD
wave mediation occurs at θ ≈ 80◦, where θ is the angle between the counter-propagating lasers
and the background magnetic field. The maximum growth rate is about half the Raman growth
rate in a unmagnetized plasma with the same density, which is ∼ 10 ps−1. Second, for Alfve´n wave
mediation, the largest growth occurs over a wide range of angles around θ ≈ 20◦, with the growth
rate about five times that of Raman. Third, for lower-hybrid wave mediation, the growth rate
peaks near θ ≈ 60◦ at about one third of the Raman growth rate. Finally, for upper-hybrid wave
mediation, the maximum growth rate is comparable to that of Raman, and peaks near θ ≈ 50◦. The
exact growth rates depend rather sensitively on plasma parameters, which need to be diagnosed
in the experiment and are likely to have large uncertainties. Although a quantitative comparison
between the theory and experiments may be overly ambitious in this setup, qualitative results of
laser pulse amplification in magnetized plasmas may already be interesting as a proof-of-principle
demonstration of a new technology.
Measure relativistic-quantum modifications through Faraday rotation
When hundreds-megagaus or even gigagauss magnetic fields become available, we can use them
to test strong-field relativistic quantum effects. For example, this thesis predicts that Faraday
rotation can be modified substantially in strong fields (Fig. 10.4). Consider an experiment where
we prepare a quasi-static and quasi-uniform plasma target, and pass multiple linearly-polarized
lasers with different frequencies along the magnetic field to measure Faraday rotation. Since the
lasers are collimated and pass the same plasma at the same time, results of the magnetic-field-
strength measurements should be independent of the frequency of the diagnostic lasers. However,
this will not be the case when the classical formula is used to interpret the results in the relativistic-
quantum regime, where the correct interpretations should be given using Eq. (10.87) instead.
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To see what experimental conditions are necessary to observe relativistic-quantum corrections,
notice that the feasible magnetic field is B0 . 1 GG with current experimental techniques. Such a
magnetic field strength makes the relativistic parameter Ωe~/mec2 . 10−5 a rather small number.
Since the corrections diminish rapidly towards Ωe~/mec2 when the EM wave frequency increases
above the cutoff frequency ωR, the best way to observe the corrections is perhaps by employing a
probe laser whose frequency is right above ωR. Near ωR, relative-quantum corrections are boosted
and can be of order unity, especially when the magnetic field B0 is large and the plasma density
ne is small. Consider the example parameters highlighted in Table 12.1, where B0 ∼ 0.2 GG and
ne ∼ 1017 cm−3. Then, right at the cutoff ∆ω = 0 eV, Faraday rotation per vacuum wavelength
λ∂zθ ≈ 114.19◦, and the relativistic-quantum correction is as large as δ ∼ 57.63%. Such a large
correction is measurable if the experimental uncertainty . 10%, provided that we know the values
of B0 and ne exactly.
In practice, both B0 and ne need to be diagnosed. This can be achieved, for example, by
utilizing the entire bandwidth of the probe laser. Consider a solid state probe laser with central
wavelength 539.1 nm and bandwidth ∼ 0.1 nm. Then, within the bandwidth ∆ω ∼ 10−4 eV,
Faraday rotation diminishes above the cutoff to λ∂zθ ∼ 37.01◦, which is significantly different from
the rotation exactly at the cutoff. Moreover, the correction reduces to δ ∼ 21.85%, which is still
measurable within . 10% experimental uncertainty. After sending the linearly polarized probe
B0 (GG) ne(cm
−3) ωR (eV)
(λ∂zθ, δ) @ ∆ω
0 eV 10−4 eV 10−3 eV
0.1
1019 1.16 (176.90◦, 1.48%) (163.12◦, 0.36%) (130.00◦, 0.04%)
1017 1.15 (154.50◦, 16.50%) (59.38◦, 4.15%) (10.28◦, 0.13%)
1015 1.15 (41.44◦, 3.34) (1.10◦, 13.02%) (0.11◦, 0.13%)
0.2
1019 2.31 (172.55◦, 4.24%) (156.14◦, 1.81%) (112.63◦, 0.25%)
1017 2.30 (114.19◦, 57.63%) (37.01◦, 21.85%) (5.35◦, 0.52%)
1015 2.30 (9.16◦, 18.67) (0.53◦, 51.39%) (0.06◦, 0.52%)
0.4
1019 4.60 (159.46◦, 12.87%) (142.64◦, 8.05%) (90.15◦, 1.33%)
1017 4.60 (52.94◦, 2.40) (19.05◦, 1.02) (2.70◦, 2.08%)
1015 4.60 (1.33◦, 134.71) (0.23◦, 2.04) (0.03◦, 2.07%)
Table 12.1: Relativistic-quantum corrections to Faraday rotation are larger for higher field B0
and lower density ne, and decreases rapidly when the frequency of the probe laser increases ∆ω
above the R wave cutoff ωR. For parameters discussed in the text (green), Faraday rotation per
vacuum wavelength λ∂zθ deviates from classical expectation by δ & 10%, when the laser frequency
is . 10−4 eV above the cutoff.
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FIG. 12.3: Faraday rotation near the R-wave cutoff λR may be used to measure relativistic-quantum
corrections to the wave dispersion relation in strongly magnetized plasmas. During the flux com-
pression, the plasma becomes opaque to the probe laser when the magnetic field and plasma density
exceed their critical values. Right before the plasma becomes opaque, the spectrum of the trans-
mitted laser, which is sent through a polarizer, shows a fringe patten. In the regime Ωe  ωp, the
cutoff λR is mostly sensitive to the background magnetic field B0, while the spacing between the
fringes depends on both B0 and the electron density ne. For a given distance of propagation inside
the plasma z, one may fit the fringe pattern to determine the line-averaged B0 and ne. For given
plasma parameters, the measured spectrum (solid green) deviates systematically from the classical
spectrum (dashed green).
laser through the magnetized plasma of z ∼ 50µm in length, the transmitted laser, after passing
through a polarizer, will have a spectrum similar to what is shown in Fig. 12.3. The spectral
intensity suddenly drops beyond λR, where the plasma is opaque to the R wave, so that only the L
component of the linearly polarized probe laser can transmit the plasma. On the other hand, below
λR, both the R and the L waves can transmit, whose phase velocity difference leads to Faraday
rotation of the linearly polarized EM wave. Slightly below λR, Faraday rotation λ∂zθ changes
rapidly with λ. Therefore, after propagating by a distance z, the EM wave with λ0 may have
rotated by N cycles, while the wave with λ0 −∆λ may have only rotated by N − 1 cycles. Such a
sensitive λ dependence leads to a fringe patter in the spectrum, which becomes less densely spaced
when λ is further below λR. In the regime where Ωe  ωp, the fringe pattern is sensitive to both
B0 and ne, while the cutoff λR is only sensitive to B0. Therefore, by fitting the fringe pattern,
which can be resolve by a spectrometer with . 1-pm resolution in the range λ . λR− 50 pm, both
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B0 and ne can be determined experimentally. If the classical formula is used for the fitting, one will
find that the transmitted EM wave has a narrower underlying line shape than the incident probe
laser, unveiling systematic errors in the classical formula.
The required experimental precision is relaxed using a less dense plasma with a stronger mag-
netic field (bottom left corner of Table 12.1). On the other hand, the requisite precision is higher for
a more dense plasma with a weaker field (top right corner of Table 12.1). The highlighted plasma
parameters in Table 12.1 might be feasible with the flux compression technique discussed earlier.
For example, consider a gas disk with height z ∼ 50µm and radius r ∼ 1 mm. Suppose the initial
gas fill is ∼ 10 mTorr, then the plasma density reaches ∼ 1017 cm−3 after a radial implosion with
convergence ratio ∼ 30. Moreover, suppose we impose an initial magnetic field of ∼ 0.2 MG with
a pair of laser coils, then the final magnetic field is ∼ 200 MG after the flux compression.
The experimental procedure is something like the following. We first drive the laser coils, and
then implode the gas pipe. We can continuously monitor the implosion process, which happens on
∼ 1 ns time scale, by illuminating the target with the probe laser along the z direction and monitor
the ∼ 1 mm spot of the probe laser using a high speed camera (Fig. 12.3). At the initial stage
of the compression, the entire probe laser spot is bright. However, as B0 and ne increase above
their critical values, the center of the laser spot, where the compressed gas pipe is located, will
become dark after the plasma is no longer transparent to the probe laser. Right before the plasma
becomes opaque, we can record the spectrum with a spectrometer, after passing the transmitted
light through a polarizer. The high-resolution spectrum then contains information necessary for
measuring relativistic-quantum corrections.
To reduce noise and increase the experimental sensitivity, only light from a ∼ 10µm region near
the center should be sent to the spectrometer, while the background light outside the plasma target
should be blocked. In addition, to reduce temporal blurring, the spectrum should be taken within
a time period much shorter than the compression time scale. Moreover, to reduce Faraday rotation
in the ambient plasma, the background pressure in the vacuum chamber should be kept low such
that the plasma density outside the target is negligible. The influence of the wall material of the
gas disk may be subtracted by comparing experiments with and without a gas fill. Finally, since
the fringe pattern close to the cutoff is unlikely to be resolvable, it is favorable to use a probe laser
with a fat but otherwise stable intensity profile.
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12.4 Summary
In this thesis, I study strong-field effects in plasma physics, in both the classical and the relativistic
quantum regimes. In Ch. 2, I review the multiscale-expansion technique, using which secular terms
can be systematically removed from perturbative solutions of differential equations. Multiscale
expansion is then used to solve the cold fluid-Maxwell’s equations to study the effects of strong
magnetic fields on wave-wave interactions. To the first order (Ch. 3), linear eigenmodes in mag-
netized plasmas are recovered from the modern perspective of linear operators. This perspective
then leads to a tractable second-order solution (Ch. 4), based on which a general and yet con-
venient description of three-wave interactions is obtained for the first time. Having obtained the
magnetized three-wave coupling coefficient in arbitrary geometry, the behaviors of resonant waves
can then be found by solving the three-wave equations (Ch. 5). As an application, I consider laser
pulse compression mediated by the upper-hybrid wave (Ch. 6), which provides a promising way of
producing high-intensity short-wavelength pulses beyond the attainment of current methods.
In even stronger fields, plasma physics enters the relativistic-quantum regime. In Ch. 7, I give a
self-contained review of quantum field theory, a powerful tool not commonly used in plasma physics.
By allowing for dynamical background fields, I extend scalar QED to a model for plasma physics
using a new formalism based on the effective action, where the dispersion relation of linear waves
can be computed using path integrals (Ch. 8). When applied to unmagnetized plasmas (Ch. 9),
the effective action formulation recovers the known dispersion relation in unmagnetized scalar-
QED plasmas. Moreover, the same formula, given by the effective action approach, also enables a
convenient wave dispersion relation in magnetized scalar-QED plasma to be determined for the first
time (Ch. 10). Strongly magnetized plasma waves, modified by relativistic quantum effects, account
for cyclotron absorptions in spectra of X-ray pulsars, and lead to observable corrections of Faraday
rotation. Finally, beyond the perturbative regime, I extends lattice QED to simulate relativistic
quantum plasmas (Ch. 11). Using real-time lattice simulations for laser-plasma interactions, the
transition from wakefield acceleration to pair production is demonstrated for the first time when
laser intensity exceeds the Schwinger limit.
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Appendix A
Properties of the cold forcing operator
In this appendix, I will prove three nontrivial properties of the cold forcing operator F, which is
defined in Sec. 3.1.4. First, let us derive the formula for F. Recall that the forcing operator is
defined to solve the cold momentum equation of the form
vˆ = E + iβvˆ × b, (A.1)
such that vˆ is the image of E under the linear map vˆ = FE . To find the formula for F, what we
need to do is to solve this vector equation. Taking inner product with b on both sides,
vˆ · b = E · b.
Next, taking cross product with b on both sides, and using the above result,
vˆ × b = E × b + iβ[(E · b)b− vˆ].
Substituting this into Eq. (A.1), we immediately find
(1− β2)vˆ = E + iβ(E × b)− β2(E · b)b, (A.2)
which expresses vˆ in terms of E . After identifying γ2 = 1/(1− β2), the formula Eq. (3.26) can be
read out from the above solution.
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Second, let us prove the identity F2 = F− ω∂F/∂ω. Apart from a straightforward calculation,
this identity can also be proven using the following trick. Notice that the inverse operator satisfies
vˆ = F−1vˆ + iβvˆ × b. Since neither vˆ nor b depends on ω, after taking ∂/∂ω derivative on both
sides, we immediately find
ω
∂F−1
∂ω
z = iβz× b, (A.3)
where z ∈ C3 is any complex vector. Next, taking derivative on both side of the identity I = F−1F,
we have 0 = ∂F−1/∂ωF+ F−1∂F/∂ω. Acting this identity on vector z, we have
ω
∂F
∂ω
z = −F
(
ω
∂F−1
∂ω
)
Fz
= −F[iβ(Fz)× b]
= (F− F2)z. (A.4)
To obtain the last equality, I have used the vector identity Eq. (3.28). Since the above relation
holds for all z ∈ C3, we have thus proven the identity Eq. (3.31).
Finally, we can use the same trick to prove the quadratic identity (β1−β2)F1F2 = β1F1−β2F2.
To avoid going through tedious algebra, instead of computing F1F2 directly, let us compute the
following:
β2F−11
(
F2z
)
= β2
[
F2z− iβ1
(
F2z
)× b]
= β2F2z− β1
[
iβ2
(
F2z
)× b]
= (β2 − β1)F2z + β1z, (A.5)
where I have again used the vector identity Eq. (3.28). Now, acting the linear operator F1 on both
sides, we immediately obtain (β1 − β2)F1F2z = β1F1z − β2F2z. Since this relation holds for all
z ∈ C3, we have thus proven the identity Eq. (3.32).
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Appendix B
Resonances in magnetized cold
electron-ion plasma
The resonance frequencies are the finite asymptotic values of ω when ck → ∞ in a cold plasma.
Along a dispersion branch, as the frequency approaches the resonance frequencies from below, the
refractive index n2 → +∞. Using Eq. (3.55), we can find ωr by solving A(ω2r ) = 0. In electron-ion
plasma, this equation can be written explicitly as
0 = ω6r − ω4r (ω2p + Ω2e + Ω2i )− ω2pΩ2eΩ2i cos2 θ (B.1)
+ ω2r [ω
2
p(Ω
2
e + Ω
2
i ) cos
2 θ − ω2pΩeΩi sin2 θ + Ω2eΩ2i ],
where I have removed the poles to convert the equation to a polynomial form. This cubic equation
for ω2r has three positive roots (Fig. B.1), which can be ordered from large to small as the upper
(ωu, red), lower (ωl, orange), and bottom (ωb, blue) resonances. In a given plasma with fixed
plasma parameters, the resonance frequency ωr is a function of the propagation angle θ. Although
expressions of the three roots can be found using the cubic formula, they are not more illuminating
than obtaining numerically solutions of the polynomial equation. In what follows, I will only list
the asymptotic expressions of the three resonance frequencies in the parallel and the perpendicular
limits, in a form that is more accurate than what is given by Aleksandrov et al. (1984).
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Figure B.1: Resonance frequencies in electron-ion plasma with mi/me = 10. In over-dense plasma,
e.g. |Ωe|/ωp = 0.8 (a), as θ increases from 0◦ to 90◦, the upper resonance (red) increases from ωp to
ωUH ; the lower resonance (orange) decreases from |Ωe| to ωLH ; and the bottom resonance (blue)
decreases from Ωi to zero. In under-dense plasma, e.g. |Ωe|/ωp = 1.2 (b), as θ increases from 0◦ to
90◦, the upper resonance (red) increases from |Ωe| to ωUH ; the lower resonance (orange) decreases
from ωp to ωLH ; and the bottom resonance (blue) decreases from Ωi to zero.
When sin θ → 0, the resonance frequencies approaches ωp, |Ωe|, and Ωi. Keeping the next-order
angular dependence, the three resonance frequencies can be approximated by
ω2r
ω2p
' 1− Ω
2
e sin
2 θ
Ω2e(2− cos2 θ)− ω2p
, (B.2)
ω2r
Ω2e
' 1− ω
2
p sin
2 θ
ω2p(2− cos2 θ)− Ω2e
, (B.3)
ω2r
Ω2i
' 1− Ωi|Ωe| tan
2 θ. (B.4)
In the other limit, cos θ → 0, the resonance frequencies approach the upper-hybrid frequency ωUH ,
the lower hybrid frequency ωLH , and 0. The upper (+) and lower (−) hybrid frequencies are
ω2± =
1
2
[
(Ω2e + Ω
2
i + ω
2
p)±
√
(Ω2e − Ω2i )2 + 2ω2p(Ωe + Ωi)2 + ω4p
]
. (B.5)
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Since the ion mass is much larger than the electron mass, the gyro frequencies Ωi  |Ωe|. Therefore,
to a good approximation, we have
ω2UH ' ω2p + Ω2e, (B.6)
ω2LH '
ω2p
ω2UH
|Ωe|Ωi. (B.7)
Away from the perpendicular angle, keeping the next-order angular dependence, the resonance
frequencies can be approximated by
ω2u
ω2UH
' 1− ω
2
pΩ
2
e cos
2 θ
(ω2p + Ω
2
e)
2 + ω2pΩ
2
e cos
2 θ
, (B.8)
ω2l
ω2LH
' 1 + Ω
2
e cos
2 θ
Ω2e cos
2 θ + |Ωe|Ωi(1 + cos2 θ) , (B.9)
ω2b
Ω2i
' |Ωe| cos
2 θ
Ωi + |Ωe| cos2 θ . (B.10)
The above asymptotic expressions for resonance frequency ωr are useful when we approximate the
scattering strength and wave energy coefficients.
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Appendix C
Secular-free identity of three-wave
scattering tensor
The secular-free identity Ssq,−q = 0 of the scattering tensor is an important identity that justifies
the multiscale solution a posteriori. This identity is obvious using formula Eq. (4.20), together
with the self-adjoint property of the forcing operator Eq. (3.29), because now ω3 = −ω2 and
ω1 = ω2 + ω3 = 0. In this appendix, I will give an alternative proof using a straightforward
calculation.
First, substituting Eqs. (4.9), (4.10), and (4.13) into the formula for the quadratic response
[Eq. (4.12)], we have
ωqωq′Rq,q′ = Fq+q′
[
Fq ×
(
q′ × Eq′
)
+ Fq
(
q · Fq′
)]
+
(
1 +
ωq
ωq′
)
Fq
(
q′ · Fq′
)
, (C.1)
where Fq := FqEq, and I have suppressed the species index with the implied understanding that
all terms are associated with the same species. Then, using notations (3.21) and (3.22), the secular
quadratic responses
−ω2qRq,−q = F0
[
Fq ×
(− q× E∗q)+ Fq(q · F ∗q)], (C.2)
−ω2qR−q,q = F0
[
F ∗q ×
(
q× Eq
)
+ F ∗q
(− q · Fq)], (C.3)
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where F0 = F(ω = 0) is the zero-frequency forcing operator. Since ω−q = −ωq, the last term on
the RHS of Eq. (C.1) does not contribute.
Next, let us find an expression for the zero-frequency forcing operator F0. In magnetized
plasmas, when ω → 0, the magnetization ratio β → ∞. Therefore, the magnetization factor
γ2 = 1/(1− β2)→ 0, while the product γ2β2 → −1. Using formula for the forcing operator
[Eq. (3.26)], we see the zero-frequency operator is simply the projection operator along the back-
ground magnetic field
F0 = bb. (C.4)
This is intuitive, because at zero frequency, charged particles stays along the same magnetic field
line. In unmagnetized plasmas, there is no well-defined direction b. Nevertheless, since the forcing
operator is the identity operator, Rq,−q+R−q,q = 0 is trivially satisfied in the unmagnetized case.
Now let us compute the secular scattering strength Sq,−q. Using the vector identity Eq. (3.28),
we have Eq = Fq − iβFq × b. Substituting this into Eqs. (C.2) and (C.3), then the scattering
strength [Eq. (4.15)] is proportional to
−ω2q
(
Rq,−q + R−q,q
)
= bb
[− q(Fq · E∗q)+ E∗q(q · Fq)+ Fq(q · F ∗q)
q
(
F ∗q · Eq
)− Eq(q · F ∗q)− F ∗q(q · Fq)]
= iβbb
{
q
[
Fq ·
(
F ∗q × b
)]− (q · Fq)(F ∗q × b)+ c.c.}
= 0. (C.5)
To obtain the last equality, notice that Fq ·
(
F ∗q × b
)
is of the form z · (z∗ × b) = ziijkz∗jbk =
−z∗jjikzibk = −z∗ · (z×b). Since this term is purely imaginary, Fq ·
(
F ∗q×b
)
+c.c.= 0 vanishes. As
for the second term, since F ∗q ×b is perpendicular to b, its parallel projection along bb is trivially
zero. I have thus proven the secular-free identity.
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Appendix D
Feynman Green’s function
In this appendix, I calculate the Feynman Green’s function by evaluating its integral representation
[Eq. (7.11)] in terms of Bessel functions (Olver et al., 2018, Ch. 10). First, integrating along the p0
direction
GF (x, x
′) =
∫
d3p
(2pi)3
ieip·(x−x
′)
∫
dp0
2pi
e−ip0(t−t′)
p20 − p2 −m2 + i
=
∫
d3p
(2pi)3
ieip·(x−x
′)i
[
− e
−iEp(t−t′)
2Ep
θ(t− t′) + e
−iEp(t′−t)
−2Ep θ(t
′ − t)
]
= θ(t− t′)D(x− x′) + θ(t′ − t)D(x′ − x), (D.1)
where θ is the Heaviside step function. To obtain the second line, when t > t′, we can take closure
of the integration contour in the lower half of the complex plane, whereby the pole at p0 = Ep
contributes. Analogously, when t′ > t, we can take closure in the upper half of the complex plane,
whereby the pole at p0 = −Ep contributes. Here, Ep =
√
p2 +m2 is again the positive energy
associated with momentum p. Since the Green’s function is invariant under translational symmetry,
it is natural to introduce the correlation function
D(x) =
∫
d3p
(2pi)3
e−iEpt+ip·x
2Ep
, (D.2)
so that both D(x− x′) and D(x′ − x), which appear on the last line of Eq. (D.1), only depend on
the separation between the two points.
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Under Lorentz transform xµ → x′µ = Λµνxν , the correlation function is transformed by the
pullback D(x)→ D′(x) = D(Λ−1x). In particular, under boost in b direction, the coordinates are
transformed by
t′ = γ(t− βb · x), (D.3)
x′ = γ(x− βbt) + (γ − 1)(x× b)× b, (D.4)
where b is a unit spatial vector, β = v/c < 1 is the boost speed, and γ = 1/
√
1− β2 is the
relativistic factor. In order to calculate D(x) for a general separation x, we can first calculate
expressions for timelike and spacelike separations, and then boost back to the general reference
frame.
When x is timelike (t2 > x2), there exists an inertial frame in which the separation x′µ = (t′,0) is
purely time. To transform to this reference frame, we can boost with βb = x/t, with the relativistic
factor γ = |t|/√t2 − x2. Then, in the new reference frame, the spatial separation x′ = 0 vanishes,
and the time separation t′ = sgn(t)
√
t2 − x2 preserves the sign of the original time separation. In
the boosted reference frame, integrating using the spherical coordinate in the momentum space, we
have
D′(t′) =
1
(2pi)2
∫ +∞
0
dp
p2√
p2 +m2
e−it
′√p2+m2
=
1
(2pi)2
∫ +∞
m
dE
√
E2 −m2e−iEt′
=
im
8pit′
H
(2)
1 (mt
′), (D.5)
where H
(2)
ν (z) is the Hankel function of the second kind. When the temporal separation t′ →
∞, using the asymptotic expressions for the Hankel function, the correlation function D′(t′) '
−m22 (2pimt′)−3/2e−i(mt
′−pi/4). We see the correlation between two points decay with their time
separation as ∝ (mt′)−3/2e−imt′ , with a phase related to wave propagation from one point to the
other.
When x is spacelike (x2 > t2), there exists an inertial frame in which the separation x′µ = (0,x′)
is purely space. To transform to this reference frame, we can boost with βb = txˆ/|x|, where xˆ is
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the unit vector in the x direction and |x| is the norm of the spatial separation. With such a boost,
the relativistic factor γ = |x|/√x2 − t2, the time separation t′ = 0, and the spatial separation
x′ = xˆ
√
x2 − t2. In the boosted reference frame, integrating using the spherical coordinate and
denoting r′ = |x′|, we have
D′(x′) =
1
2(2pi)2
∫ +∞
0
dp
p2√
p2 +m2
∫ pi
0
dθ sin θeipr
′ cos θ
=
1
(2pi)2
∫ +∞
0
dp
p sin(pr′)
r′
√
p2 +m2
=
m
4pi2r′
K1(mr
′), (D.6)
where Kν(z) is the modified Bessel functions of the second kind. When the spatial separation
r′ → +∞, using the asymptotic expressions for the modified Bessel functions, the correlation
function D′(r′) ' m22 (2pimr′)−3/2e−mr
′
. We see the correlation between two spatially separated
points ∝ (mr′)−3/2e−mr′ is exponentially suppressed. Using analytical continuation (Fig. D.1), the
modified Bessel function is related to the Hankel function by K1(iz) = −pi2H
(2)
1 (z). Hence, it is
easy to verify the Eqs. (D.6) and (D.5) are in fact the same formula
Figure D.1: The formulas for Feynman Green’s function inside [Eq. (D.5)] and outside [Eq. (D.6)]
the light cone are connected by analytic continuation. When moving along a trajectory (red lines),
which first exits and then reenter the light cone, the argument of the modified Bessel function
r =
√
x2 − t2 first moves along the negative imaginary axis towards the origin, then moves along
the positive real axis towards the maximum r0, then returns to the origin along the Re(r) axis, and
finally moves along the Im(r) axis away from the origin.
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Appendix E
Energy, momentum, and charge
operators of free φ field
In this appendix, I compute three quantum operators in terms of the creation and annililation
operators. First, the energy operator, namely the Hamiltonian [Eq. (7.53)], can be expressed using
the spectral expansion of φ [Eq. (7.57)], which gives
H0 =
∫
d3x
[
pipi† +∇φ† · ∇φ+m2φ†φ
]
=
∫
d3x
2
√
EqEp
d3q
(2pi)3
d3p
(2pi)3
[(
EqEp + p · q +m2
)(
a†qape
i(q−p)x + bqb†pe
−i(q−p)x
)
−
(
EqEp + p · q−m2
)(
a†qb
†
pe
i(q+p)x + bqape
−i(p+q)x
)]
=
∫
d3p
(2pi)3
Ep(a
†
pap + bpb
†
p). (E.1)
Here I have used the fact that E−p = Ep =
√
p2 +m2, which leads to the simplifications on the
last line, after carrying out the x and q integrals. Using the commutation relation Eq. (7.62),
we can write bpb
†
p = b
†
pbp + (2pi)
2δ(3)(0). Then, the Hamiltonian can be written in terms of the
number operators a†pap and b
†
pbp after a shift by an infinity. The infinity comes from the ground
state energy of particles of type b, namely the antiparticles. In the Dirac-sea picture, the vacuum is
filled up by antiparticles, and thereof contains infinite energy, which can be removed by redefining
the origin on the energy axis.
352
Next, let us compute the momentum operator. The total momentum P is the spatial integral
of the momentum density Pi =
∫
d3xP i, where the momentum density P i is the T 0i component of
the stress energy tensor [Eq. (7.41)]. Using the metric tensor gµν to lower the index of the spatial
derivative, substituting in the spectral expansion of φ, we have
P =
∫
d3x
(− φ˙∇φ† − φ˙†∇φ)
=
∫
d3x
2
√
EqEp
d3q
(2pi)3
d3p
(2pi)3
[
−
(
qEp + pEq
)(
a†pb
†
qe
i(p+q)x + bpaqe
−i(p+q)x
)
+pEq
(
a†paq + bqb
†
p
)
ei(p−q)x + pEq
(
bpb
†
q + a
†
qap
)
ei(q−p)x
]
=
∫
d3p
(2pi)3
p(a†pap + bpb
†
p), (E.2)
where I have used E−p = Ep to cancel the cross terms, where q = −p is enforced by the delta
function after the x integral. Using the commutation relation, we can replace bpb
†
p by the number
operator b†pbp, up to a shift of the total momentum by infinity.
Finally, let us compute the charge operator. The total charge is the spatial integral of the
charge density Q =
∫
d3xρ, where the charge density ρ = J0 is the time component of the 4-current
density Jµ [Eq. (7.38)]. In the absence of the gauge field, the covariant derivatives Dµ is simply
the partial derivative ∂µ. Using the spectral expansion of φ,
Q =
∫
d3x
e
i
[
φ†φ˙− φ˙†φ]
= e
∫
d3x
2
√
EqEp
d3q
(2pi)3
d3p
(2pi)3
[(
Ep − Eq
)(
a†qb
†
pe
i(p+q)x + bpaqe
−i(p+q)x
)
+Ep
(
− a†qap + bpb†q
)
ei(q−p)x + Ep
(
bqb
†
p − a†paq
)
ei(p−q)x
]
= e
∫
d3p
(2pi)3
(−a†pap + bpb†p), (E.3)
where I have again used the fact that E−p = Ep to cancel the cross terms. Using the commutation
relation, we can replace bpb
†
p by the number operator b
†
pbp, up to a shift of the total charge by
infinity.
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Appendix F
Separate conservation of plasma and
vacuum currents
In this appendix, I prove by direct calculation that the plasma and vacuum currents in the 1-loop
effective action are separately conserved. First, to prove the conservation of plasma current, we
need to show the configuration space Ward–Takahashi identity Eq. (8.30). Since Σµν2,bk(x, x
′) =
Σνµ2,bk(x
′, x), it is sufficient to show ∂µΣ
µν
2,bk(x, x
′) = 0. To directly compute the LHS, we can use
Eq. (8.3) for the background field φ0 and Eq. (8.19) for the Green’s function G. The derivative of
the plasma polarization tensor contains
∂µ
[
φ∗0D¯
µ − (D¯µφ0)∗
]
G = (∂µφ
∗
0)(D¯
µG)−G(∂µD¯µφ0)∗
−(D¯µφ0)∗(∂µG) + φ∗0(∂µD¯µG)
= φ∗0(D¯µD¯
µG)−G(D¯µD¯µφ0)∗
= −iφ∗0δ,
where the arguments of the functions are omitted for brevity. The second equality is obtained by
completing partial derivatives to covariant derivatives. To compute partial derivatives of polar-
ization tensors, we need the following properties of the δ function, which can be shown from its
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integral definition
f(x)δ′(x) = −δ(x)f ′(x), (F.1)
where f ′(x) denotes the derivative of f(x). To see how to take derivatives of the delta function
when both x and x′ are present, we can change variables to r = x− x′ and R = 12(x + x′). Then,
the partial derivatives ∂ = ∂r +
1
2∂R and ∂
′ = −∂r + 12∂R, and the inverse relations are ∂R = ∂+ ∂′
and ∂r =
1
2(∂ − ∂′). The derivative of delta function
f(x, x′)∂δ(x− x′) = f(r,R)
(
∂r +
1
2
∂R
)
δ(r)
= −δ(r)∂rf(r,R)
=
1
2
δ(x− x′)(∂′ − ∂)f(x, x′).
When x is a vector, different components of x are independent, and the above identity can be
analogously written for partial derivatives
f(x, x′)∂µδ(x− x′) = 1
2
δ(x− x′)(∂′µ − ∂µ)f(x, x′), (F.2)
where f is an arbitrary differentiable function. With the above property of the delta function, the
partial derivative of the background polarization tensor [Eq. (8.25)] becomes
∂µΠ
µν
2,bk = −ie2φ∗0
[
φ′0D¯
′∗ν − (D¯′νφ′0)
]
δ − c.c.
= −ie2φ∗0
[
φ′0∂
′ν − (∂′νφ′0)
]
δ − c.c.
= −ie2δ
[1
2
(
∂ν − ∂′ν)φ∗0φ′0 − φ∗0(∂′νφ′0)]− c.c.
= ie2δ
(
φ0∂
′νφ
′∗
0 + φ
′∗
0 ∂
νφ0
)
= 2ie2∂ν
(
φ0φ
′∗
0 δ
)
. (F.3)
On the second line, covariant derivatives become partial derivatives because the gauge part is purely
real and is thereof canceled when subtracting the complex conjugate. On the third and the last
line, I have used Eq. (F.2) to compute derivatives of the delta function. Due to the delta function,
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we have f(x)g(x′)δ(x − x′) = f(x′)g(x)δ(x − x′), which is used on the fourth line when taking
complex conjugation. From the above result Eq. (F.3) and the formula for the plasma response
tensor [Eq. (8.23)], it is obvious that the Ward–Takahashi identity [Eq. (8.30)] is satisfied, so is the
conservation of the plasma current.
Next, to prove the conservation of vacuum current, we need to show the configuration space
Ward–Takahashi identity Eq. (8.31). Again, due to symmetry of the response tensor, it is sufficient
to show ∂µΣ
µν
2,vac(x, x
′) = 0. The LHS contains the derivative of the vacuum polarization tensor
∂µΠ
µν
2,vac = e
2
[
(∂µG
′)(D¯µD¯
′ν∗G) +G′(∂µD¯µD¯
′ν∗G)
−(∂µD¯µ∗G′)(D¯′ν∗G)− (D¯µ∗G′)(∂µD¯′ν∗G)
]
+ c.c.
= e2
[
(D¯∗µG
′)(D¯µD¯
′ν∗G) +G′(D¯µD¯µD¯
′ν∗G)
−(D¯∗µD¯µ∗G′)(D¯
′ν∗G)− (D¯µ∗G′)(D¯µD¯′ν∗G)
]
+ c.c.
= ie2
[
δ(D¯
′ν∗G)−G′(D¯′ν∗δ)]+ c.c.
= ie2
[
δ(∂
′νG)−G′(∂′νδ)]+ c.c.
= ie2δ∂ν(G+G′)
= 2ie2∂ν(Gδ). (F.4)
The first equality directly follows from Eq. (8.26), where the partial derivatives can be completed
to covariant derivatives to obtain the second equality. Using Eq. (8.19) for the Green’s function G,
we can then obtain the third equality, in which the gauge terms cancel in the presence of the delta
function. The last two lines are obtained using Eq. (F.2) to take derivatives of the delta function.
Using the above result Eq. (F.4) and the formula for the vacuum response tensor [Eq. (8.24)], it is
obvious that the Ward–Takahashi identity [Eq. (8.31)] is satisfied. Consequently, the conservation
of vacuum current is also satisfied.
356
Bibliography
Aarts, G. and Berges, J. Classical aspects of quantum fields far from equilibrium. Phys. Rev. Lett.,
88(4):041603, 2002.
Aarts, G. and Smit, J. Real-time dynamics with fermions on a lattice. Nucl. Phys. B, 555(1-2):355
– 394, 1999.
Ablowitz, M. J., Kaup, D. J., Segur, H., and Newell, A. C. The inverse scattering transform-Fourier
analysis for nonlinear problems. Stud. Appl. Math., 53(4):249–315, 1974.
Abrahams, J. P., Leslie, A. G. W., Lutter, R., and Walker, J. E. Structure at 2.8 A˚ resolution of
F1-ATPase from bovine heart mitochondria. Nature, 370(6491):621, 1994.
Abrikosov, A. A. The magnetic properties of superconducting alloys. J. Phys. Chem. Solids, 2(3):
199, 1957.
Akhiezer, I. A. and Peletminskii, S. V. Use of the methods of quantum field theory for the inves-
tigation of the thermodynamical properties of a gas of electrons and photons. Zh. Eksp. Teor.
Fiz., 11:1316, 1960.
Alber, M. S., Luther, G. G., Marsden, J. E., and Robbins, J. M. Geometric phases, reduction and
Lie-Poisson structure for the resonant three-wave interaction. Physica D: Nonlinear Phenomena,
123(1-4):271, 1998.
Aleksandrov, A. F., Bogdankevich, L. S., and Rukhadze, A. A. Principles of Plasma Electrody-
namics. Springer-Verlag Berlin Heidelberg, 1984.
Anderson, P. W. Plasmons, gauge invariance, and mass. Phys. Rev., 130(1):439, 1963.
Andreev, A. A., Riconda, C., Tikhonchuk, V. T., and Weber, S. Short light pulse amplification and
compression by stimulated Brillouin scattering in plasmas in the strong coupling regime. Phys.
Plasmas, 13(5):053110, 2006.
Arber, T. D., Bennett, K., Brady, C. S., Lawrence-Douglas, A., Ramsay, M. G., Sircombe, N. J.,
Gillies, P., Evans, R. G., Schmitz, H., Bell, A. R., and Ridgers, C. P. Contemporary particle-in-
cell approach to laser-plasma modelling. Plasma Phys. Contr. F., 57(11):113001, 2015.
Armstrong, J. A., Bloembergen, N., Ducuing, J., and Pershan, P. S. Interactions between light
waves in a nonlinear dielectric. Phys. Rev., 127(6):1918, 1962.
Armstrong, J. A., Jha, S., and Shiren, N. Some effects of group-velocity dispersion on parametric
interactions. IEEE J. Quantum Elect., 6(2):123, 1970.
357
Baranovskiy, A. G., Babayeva, N. D., Liston, V. G., Rogozin, I. B., Koonin, E. V., Pavlov, Y. I.,
Vassylyev, D. G., and Tahirov, T. H. X-ray structure of the complex of regulatory subunits of
human DNA polymerase delta. Cell Cycle, 7(19):3026, 2008.
Barnak, D. H., Davies, J. R., Betti, R., Bonino, M. J., Campbell, E. M., Glebov, V. Y., Harding,
D. R., Knauer, J. P., Regan, S. P., Sefkow, A. B., et al. Laser-driven magnetized liner inertial
fusion on OMEGA. Phys. Plasmas, 24(5):056310, 2017.
Barr, H. C., Boyd, T. J. M., Gardner, L. R. T., and Rankin, R. Raman and two-plasmon decay
instabilities in a magnetized plasma. Phys. Fluids, 27(11):2730, 1984.
Bartels, R., Backus, S., Zeek, E., Misoguti, L., Vdovin, G., Christov, I. P., Murnane, M. M., and
Kapteyn, H. C. Shaped-pulse optimization of coherent emission of high-harmonic soft X-rays.
Nature, 406(6792):164, 2000.
Bass, S. A., Gyulassy, M., Sto¨cker, H., and Greiner, W. Signatures of quark-gluon plasma formation
in high energy heavy-ion collisions: a critical review. J. Phys. G Nucl. Part., 25(3):R1, 1999.
Bates, S. and Weinstein, A. Lectures on the Geometry of Quantization, Berkeley Mathematics
Lecture Notes. American Mathematical Society, 1997.
Berezhiani, V. I., Tskhakaya, D. D., and Shukla, P. K. Pair production in a strong wake field driven
by an intense short laser pulse. Phys. Rev. A, 46(10):6608, 1992.
Berges, J. Nonequilibrium quantum fields: from cold atoms to cosmology. arXiv preprint
arXiv:1503.02907, 2015.
Berges, J. and Gasenzer, T. Quantum versus classical statistical dynamics of an ultracold Bose
gas. Phys. Rev. A, 76(3):033604, 2007.
Berges, J., Boguslavski, K., Schlichting, S., and Venugopalan, R. Basin of attraction for turbulent
thermalization and the range of validity of classical-statistical simulations. J. High Energy Phys.,
2014(5):54, 2014.
Bethe, H. and Heitler, W. On the stopping of fast particles and on the creation of positive electrons.
Proc. R. Soc. Lond. A, 146(856):83–112, 1934.
Betti, R., Christopherson, A. R., Spears, B. K., Nora, R., Bose, A., Howard, J., Woo, K. M.,
Edwards, M. J., and Sanz, J. Alpha heating and burning plasmas in inertial confinement fusion.
Phys. Rev. Lett., 114(25):255003, 2015.
Bezzerides, B. and DuBois, D. F. Quantum electrodynamics of nonthermal relativistic plasmas:
Kinetic theory. Ann. Phys., 70(1):10, 1972.
Bezzerides, B., Jones, R. D., and Forslund, D. W. Plasma mechanism for ultraviolet harmonic
radiation due to intense CO2 light. Phys. Rev. Lett., 49(3):202, 1982.
Bialynicka-Birula, Z. and Bialynicki-Birula, I. Nonlinear effects in quantum electrodynamics. pho-
ton propagation and photon splitting in an external field. Phys. Rev. D, 2(10):2341, 1970.
Bignami, G. F., Caraveo, P. A., De Luca, A., and Mereghetti, S. The magnetic field of an isolated
neutron star from X-ray cyclotron absorption lines. Nature, 423(6941):725, 2003.
358
Bjorken, J. D. and Chen, M. C. High-energy trident production with definite helicities. Phys. Rev.,
154(5):1335, 1967.
Blagoev, K. B., Cooper, F., Dawson, J. F., and Mihaila, B. Schwinger-dyson approach to nonequi-
librium classical field theory. Phys. Rev. D, 64(12):125003, 2001.
Bloembergen, N. and Pershan, P. S. Light waves at the boundary of nonlinear media. Phys. Rev.,
128(2):606, 1962.
Boldin, P. A., Tsygankov, S. S., and Lutovinov, A. A. On timing and spectral characteristics of
the X-ray pulsar 4U 0115+63: Evolution of the pulsation period and the cyclotron line energy.
Astron. Lett., 39(6):375, 2013.
Bonitz, M. Quantum kinetic theory. Springer, 2016.
Borghesi, M., MacKinnon, A. J., Bell, A. R., Gaillard, R., and Willi, O. Megagauss magnetic field
generation and plasma jet formation on solid targets irradiated by an ultraintense picosecond
laser pulse. Phys. Rev. Lett., 81(1):112, 1998.
Boris, J. P. Relativistic plasma simulation-optimization of a hybrid code. In Proc. Fourth Conf.
Num. Sim. Plasmas, Naval Res. Lab, Wash. DC, pages 3–67, 1970.
Borsanyi, S. and Hindmarsh, M. Low-cost fermions in classical field simulations. Phys. Rev. D, 79
(6):065010, 2009.
Bose, A., Woo, K. M., Betti, R., Campbell, E. M., Mangino, D., Christopherson, A. R., McCrory,
R. L., Nora, R., Regan, S. P., Goncharov, V. N., et al. Core conditions for alpha heating attained
in direct-drive inertial confinement fusion. Phys. Rev. E, 94(1):011201, 2016.
Bostedt, C., Bozek, J. D., Bucksbaum, P. H., Coffee, R. N., Hastings, J. B., Huang, Z., Lee, R. W.,
Schorb, S., Corlett, J. N., Denes, P., et al. Ultra-fast and ultra-intense X-ray sciences: first
results from the Linac Coherent Light Source free-electron laser. J. Phys. B-At. Mol. Opt., 46
(16):164003, 2013.
Boyd, T. J. M. and Rankin, R. Kinetic theory of stimulated Raman scattering from a magnetized
plasma. J. Plasma Phys., 33(2):303, 1985.
Boyd, T. J. M. and Turner, J. G. Three- and four- wave interactions in plasmas. J. Math. Phys.,
19(6):1403, 1978.
Breit, G. and Wheeler, J. A. Collision of two light quanta. Phys. Rev., 46(12):1087, 1934.
Brezin, E. and Itzykson, C. Polarization phenomena in vacuum nonlinear electrodynamics. Phys.
Rev. D, 3(2):618, 1971.
Brodin, G. and Stenflo, L. Three-wave coupling coefficients for a magnetized plasma. Phys. Scripta,
85(3):035504, 2012.
Calogero, F. and Degasperis, A. Novel solution of the system describing the resonant interaction
of three waves. Physica D: Nonlinear Phenomena, 200(3-4):242, 2005.
Canova, F., Uteza, O., Chambaret, J.-P., Flury, M., Tonchev, S., Fechner, R., and Parriaux, O.
High-efficiency, broad band, high-damage threshold high-index gratings for femtosecond pulse
compression. Opt. Express, 15(23):15324, 2007.
359
Capjack, C. E., James, C. R., and McMullin, J. N. Plasma KrF laser pulse compressor. J. Appl.
Phys., 53(6):4046, 1982.
Carman, R. L., Forslund, D. W., and Kindel, J. M. Visible harmonic emission as a way of measuring
profile steepening. Phys. Rev. Lett., 46(1):29, 1981.
Cesario, R., Cardinali, A., Castaldo, C., Paoletti, F., Fundamenski, W., Hacquin, S., et al. Spectral
broadening of lower hybrid waves produced by parametric instability in current drive experiments
of tokamak plasmas. Nucl. Fusion, 46(4):462, 2006.
Chang, R. P. H. and Porkolab, M. Parametrically induced nonlinear wave-particle scattering and
plasma heating near the lower hybrid frequency. Phys. Rev. Lett., 32(22):1227, 1974.
Chapman, H. N., Fromme, P., Barty, A., White, T. A., Kirian, R. A., Aquila, A., Hunter, M. S.,
Schulz, J., DePonte, D. P., Weierstall, U., et al. Femtosecond X-ray protein nanocrystallography.
Nature, 470(7332):73, 2011.
Chatterjee, G., Singh, P. K., Robinson, A. P. L., Blackman, D., Booth, N., Culfa, O., Dance, R. J.,
Gizzi, L. A., Gray, R. J., Green, J. S., et al. Micron-scale mapping of megagauss magnetic fields
using optical polarimetry to probe hot electron transport in petawatt-class laser-solid interactions.
Sci. Rep., 7(1):8347, 2017.
Cheng, W., Avitzour, Y., Ping, Y., Suckewer, S., Fisch, N. J., Hur, M. S., and Wurtele, J. S.
Reaching the nonlinear regime of Raman amplification of ultrashort laser pulses. Phys. Rev.
Lett., 94(4):045003, 2005.
Christiansen, S. H. and Halvorsen, T. G. Discretizing the Maxwell-Klein-Gordon equation by the
lattice gauge theory formalism. IMA J. Numer. Anal., 31(1):1–24, 2011.
Clark, D. S. Investigations of Raman Laser Amplification in Preformed and Ionizing Plasmas. PhD
thesis, Princeton University, 2003.
Cooper, F., Khare, A., and Rose, H. Classical limit of time-dependent quantum field theorya
schwinger–dyson approach. Phys. Lett. B, 515(3-4):463, 2001.
Corkum, P. B. Plasma perspective on strong field multiphoton ionization. Phys. Rev. Lett., 71(13):
1994, 1993.
Craxton, R. S., Anderson, K. S., Boehly, T. R., Goncharov, V. N., Harding, D. R., Knauer, J. P.,
McCrory, R. L., McKenty, P. W., Meyerhofer, D. D., Myatt, J. F., et al. Direct-drive inertial
confinement fusion: A review. Phys. Plasmas, 22(11):110501, 2015.
Creutz, M. Monte Carlo study of quantized SU(2) gauge theory. Phys. Rev. D, 21(8):2308, 1980.
Davidson, R. Methods in Nonlinear Plasma Theory. Academic Press Inc., 1972.
Davis, C. C. Lasers and Electro-Optics: Fundamentals and Engineering. Cambridge University
Press, 2014.
Dawson, J. M., Decyk, V. K., Huff, R. W., Jechart, I., Katsouleas, T., Leboeuf, J. N., Lembege,
B., Martinez, R. M., Ohsawa, Y., and Ratliff, S. T. Damping of large-amplitude plasma waves
propagating perpendicular to the magnetic field. Phys. Rev. Lett., 50(19):1455, 1983.
360
Debnath, L. Nonlinear Partial Differential Equations for Scientists and Engineers. Birkha¨user,
2011.
Degasperis, A. and Lombardo, S. Exact solutions of the 3-wave resonant interaction equation.
Physica D: Nonlinear Phenomena, 214(2):157–168, 2006.
Degasperis, A., Conforti, M., Baronio, F., Wabnitz, S., and Lombardo, S. The three-wave resonant
interaction equations: spectral and numerical methods. Lett. Math. Phys., 96(1-3):367–403, 2011.
Di Piazza, A., Hatsagortsyan, K. Z., and Keitel, C. H. Enhancement of vacuum polarization effects
in a plasma. Phys. Plasmas, 14(3):032102, 2007.
Dodin, I. Y. Geometric view on noneikonal waves. Phys. Lett. A, 378(22):1598, 2014.
Dodin, I. Y. and Arefiev, A. V. Parametric decay of plasma waves near the upper-hybrid resonance.
Phys. Plasmas, 24(3):032119, 2017.
Dodin, I. Y. and Fisch, N. J. Damping of linear waves via ionization and recombination in homo-
geneous plasmas. Phys. Plasmas, 17(11):112113, 2010.
Dodin, I. Y. and Fisch, N. J. Surfatron acceleration along magnetic field by oblique electrostatic
waves. arXiv preprint arXiv:1111.4638, 2011.
Drake, J. F., Kaw, P. K., Lee, Y.-C., Schmid, G., Liu, C. S., and Rosenbluth, M. N. Parametric
instabilities of electromagnetic waves in plasmas. Phys. Fluids, 17(4):778, 1974.
Dromey, B., Zepf, M., Gopal, A., Lancaster, K., Wei, M. S., Krushelnick, K., Tatarakis, M., Vakakis,
N., Moustaizis, S., Kodama, R., et al. High harmonic generation in the relativistic limit. Nat.
Phys., 2(7):456, 2006.
Duclous, R., Kirk, J. G., and Bell, A. R. Monte Carlo calculations of pair production in high-
intensity laser–plasma interactions. Plasma Phys. Contr. F., 53(1):015009, 2011.
Dunne, G. V. The Heisenberg–Euler effective action: 75 years on. Int. J. Mod. Phys. A, 27(15):
1260004, 2012.
Durran, D. R. Numerical Mthods for Fluid Dynamics: With Applications to Geophysics, volume 32.
Springer–Verlag New York, 2010.
Edwards, M. R., Toroker, Z., Mikhailova, J. M., and Fisch, N. J. The efficiency of Raman amplifi-
cation in the wavebreaking regime. Phys. Plasmas, 22(7):074501, 2015.
Edwards, M. R., Jia, Q., Mikhailova, J. M., and Fisch, N. J. Short-pulse amplification by strongly
coupled stimulated Brillouin scattering. Phys. Plasmas, 23(8):083122, 2016.
Edwards, M. R., Mikhailova, J. M., and Fisch, N. J. X-ray amplification by stimulated Brillouin
scattering. Phys. Rev. E, 96(2):023209, 2017.
Eliasson, B. and Shukla, P. K. Relativistic laser-plasma interactions in the quantum regime. Phys.
Rev. E, 83(4):046407, 2011.
Faddeev, L. D. and Popov, V. N. Feynman diagrams for the Yang-Mills field. Phys. Lett. B, 25(1):
29, 1967.
361
Farmer, W. A., Koning, J. M., Strozzi, D. J., Hinkel, D. E., Berzak Hopkins, L. F., Jones, O. S.,
and Rosen, M. D. Simulation of self-generated magnetic fields in an inertial fusion hohlraum
environment. Phys. Plasmas, 24(5):052703, 2017.
Feynman, R. P. QED: The Strange Theory of Light and Matter. Princeton University Press, 1985.
Feynman, R. P. Quantum mechanical computers. Found. Phys., 16(6):507, 1986.
Fisch, N. J. Confining a tokamak plasma with rf-driven currents. Phys. Rev. Lett., 41(13):873,
1978.
Fisch, N. J. Theory of current drive in plasmas. Rev. Mod. Phys., 59(1):175, Jan 1987.
Forslund, D. W., Kindel, J. M., and Lindman, E. L. Theory of stimulated scattering processes in
laser–irradiated plasmas. Phys. Fluids, 18(8):1002, 1975.
Franken, P. A., Hill, A. E., Peters, C. W., and Weinreich, G. Generation of optical harmonics.
Phys. Rev. Lett., 7(4):118, 1961.
Franklin, R. E. and Gosling, R. G. Molecular configuration in sodium thymonucleate. Nature, 171
(4356):740, 1953.
Freeman, P. E., Lamb, D. Q., Wang, J. C. L., Wasserman, I., Loredo, T. J., Fenimore, E. E.,
Murakami, T., and Yoshida, A. Resonant cyclotron radiation transfer model fits to spectra from
gamma-ray burst GRB 870303. Astrophys. J., 524(2):772, 1999.
Fuda, M. G. and Furlani, E. Zitterbewegung and the Klein paradox for spin-zero particles. Am. J.
Phys., 50(6):545, 1982.
Fujioka, S., Zhang, Z., Ishihara, K., Shigemori, K., Hironaka, Y., Johzaki, T., Sunahara, A.,
Yamamoto, N., Nakashima, H., Watanabe, T., et al. Kilotesla magnetic field due to a capacitor-
coil target driven by high power laser. Sci. Rep., 3:1170, 2013.
Furry, W. H. On bound states and scattering in positron theory. Phys. Rev., 81(1):115, 1951.
Gahn, C., Tsakiris, G. D., Pretzler, G., Witte, K. J., Delfin, C., Wahlstro¨m, C.-G., and Habs, D.
Generating positrons with femtosecond-laser pulses. Appl. Phys. Lett., 77(17):2662, 2000.
Galloway, J. J. and Kim, H. Lagrangian approach to non-linear wave interactions in a warm plasma.
J. Plasma Phys., 6(1):53, 1971.
Gao, L., Nilson, P. M., Igumenschev, I. V., Hu, S. X., Davies, J. R., Stoeckl, C., Haines, M. G.,
Froula, D. H., Betti, R., and Meyerhofer, D. D. Magnetic field generation by the Rayleigh–Taylor
instability in laser-driven planar plastic targets. Phys. Rev. Lett., 109(11):115001, 2012.
Gao, L., Nilson, P. M., Igumenshchev, I. V., Haines, M. G., Froula, D. H., Betti, R., and Meyerhofer,
D. D. Precision mapping of laser-driven magnetic fields and their evolution in high-energy-density
plasmas. Phys. Rev. Lett., 114(21):215003, 2015.
Gelis, F. and Tanji, N. Formulation of the Schwinger mechanism in classical statistical field theory.
Phys. Rev. D, 87(12):125035, 2013.
Geyko, V. I., Fraiman, G. M., Dodin, I. Y., and Fisch, N. J. Ponderomotive acceleration of hot
electrons in tenuous plasmas. Phys. Rev. E, 80(3):036404, 2009.
362
Ghimire, S., DiChiara, A. D., Sistrunk, E., Agostini, P., DiMauro, L. F., and Reis, D. A. Observa-
tion of high-order harmonic generation in a bulk crystal. Nat. Phys., 7(2):138, 2011.
Gilson, C. R. and Ratter, M. C. Three-dimensional three-wave interactions: A bilinear approach.
J. Phys. A: Math. Gen., 31(1):349, 1998.
Glasser, A., Lestz, J., Mandell, N., Ochs, I., Shi, Y., and Onge, D. S. ElectroMagnetic Object-
Oriented Particle-in-Cell (EMOOPIC) Code. https://github.com/DenSto/APC_524_Project/
releases/tag/v2.0-beta, 2017.
Glenzer, S. H., MacGowan, B. J., Meezan, N. B., Adams, P. A., Alfonso, J. B., Alger, E. T.,
Alherz, Z., Alvarez, L. F., Alvarez, S. S., Amick, P. V., et al. Demonstration of ignition radiation
temperatures in indirect-drive inertial confinement fusion hohlraums. Phys. Rev. Lett., 106(8):
085004, 2011.
Gohle, C., Udem, T., Herrmann, M., Rauschenberger, J., Holzwarth, R., Schuessler, H. A., Krausz,
F., and Ha¨nsch, T. W. A frequency comb in the extreme ultraviolet. Nature, 436(7048):234,
2005.
Goncharov, V. N., Regan, S. P., Campbell, E. M., Sangster, T. C., Radha, P. B., Myatt, J. F.,
Froula, D. H., Betti, R., Boehly, T. R., Delettrez, J. A., et al. National direct-drive program on
OMEGA and the National Ignition Facility. Plasma Phys. Contr. F., 59(1):014008, 2017.
Gotchev, O. V., Chang, P. Y., Knauer, J. P., Meyerhofer, D. D., Polomarov, O., Frenje, J., Li, C. K.,
Manuel, M. J.-E., Petrasso, R. D., Rygg, J. R., et al. Laser-driven magnetic-flux compression in
high-energy-density plasmas. Phys. Rev. Lett., 103(21):215004, 2009.
Goyon, C., Pollock, B. B., Turnbull, D. P., Hazi, A., Divol, L., Farmer, W. A., Haberberger, D.,
Javedani, J., Johnson, A. J., Kemp, A., et al. Ultrafast probing of magnetic field growth inside
a laser-driven solenoid. Phys. Rev. E, 95(3):033208, 2017.
Grebogi, C. and Liu, C. S. Brillouin and Raman scattering of an extraordinary mode in a magnetized
plasma. Phys. Fluids, 23(7):1330, 1980.
Greiner, W., Mu¨ller, B., and Rafelski, J. Quantum Electrodynamics of Strong Fields. Springer-
Verlag Berlin Heidelberg, 1st edition, 1985.
Grosche, C. and Steiner, F. Handbook of Feynman Path Integrals. Springer-Verlag Berlin Heidel-
berg, 1998.
Guzdar, P. N., Liu, C. S., and Lehmberg, R. H. Stimulated Brillouin scattering in the strong
coupling regime. Phys. Plasmas, 3(9):3414, 1996.
Haas, F. Quantum Plasmas: An Hydrodynamic Approach. Springer-Verlag New York, 2011.
Hairer, E., Lubich, C., and Wanner, G. Geometric Numerical Integration: Structure-Preserving
Algorithms for Ordinary Differential Equations. Springer-Verlag Berlin Heidelberg, 2006.
Harding, A. K. and Lai, D. Physics of strongly magnetized neutron stars. Rep. Prog. Phys., 69(9):
2631, 2006.
Harvey, R. W. and Schmidt, G. Three wave backscatter interactions in a finite region. Phys. Fluids,
18(10):1395, 1975.
363
Hau-Riege, S. P., London, R. A., Chapman, H. N., Szoke, A., and Timneanu, N. Encapsulation
and diffraction-pattern-correction methods to reduce the effect of damage in X-ray diffraction
imaging of single biological molecules. Phys. Rev. Lett., 98(19):198302, 2007.
Hay, M. J., Valeo, E. J., and Fisch, N. J. Geometrical optics of dense aerosols: Forming dense
plasma slabs. Phys. Rev. Lett., 111(18):188301, 2013.
Hebenstreit, F., Alkofer, R., and Gies, H. Pair production beyond the Schwinger formula in time-
dependent electric fields. Phys. Rev. D, 78(6):061701, 2008.
Hebenstreit, F., Alkofer, R., Dunne, G. V., and Gies, H. Momentum signatures for Schwinger pair
production in short laser pulses with a subcycle structure. Phys. Rev. Lett., 102(15):150404,
2009.
Hebenstreit, F., Alkofer, R., and Gies, H. Schwinger pair production in space-and time-dependent
electric fields: Relating the Wigner formalism to quantum kinetic theory. Phys. Rev. D, 82(10):
105026, 2010.
Hebenstreit, F., Berges, J., and Gelfand, D. Real-time dynamics of string breaking. Phys. Rev.
Lett., 111(20):201601, 2013a.
Hebenstreit, F., Berges, J., and Gelfand, D. Simulating fermion production in 1 + 1 dimensional
QED. Phys. Rev. D, 87(10):105006, 2013b.
Heindl, W. A., Coburn, W., Gruber, D. E., Pelling, M. R., Rothschild, R. E., Wilms, J.,
Pottschmidt, K., and Staubert, R. Discovery of a third harmonic cyclotron resonance scattering
feature in the X-ray spectrum of 4U 0115+63. Astrophys. J. Lett., 521(1):L49, 1999.
Heindl, W. A., Coburn, W., Gruber, D. E., Pelling, M., Rothschild, R. E., Wilms, J., Pottschmidt,
K., and Staubert, R. Multiple cyclotron lines in the spectrum of 4U0115+63. AIP Conf. Proc.,
510(1):173, 2000.
Heisenberg, W. and Euler, H. Consequences of Dirac’s theory of the positron. Z. Phys., 98:714,
1936.
Higgs, P. W. Broken symmetries and the masses of gauge bosons. Phys. Rev. Lett., 13(16):508,
1964.
Hines, D. F. and Frankel, N. E. Relativistic charged Bose gas. Phys. Lett. A, 69(4):301, 1978.
Hohenberger, M., Chang, P.-Y., Fiksel, G., Knauer, J. P., Betti, R., Marshall, F. J., Meyerhofer,
D. D., Se´guin, F., and Petrasso, R. D. Inertial confinement fusion implosions with imposed
magnetic field compression using the OMEGA laser. Phys. Plasmas, 19(5):056306, 2012.
Igumenshchev, I. V., Zylstra, A. B., Li, C. K., Nilson, P. M., Goncharov, V. N., and Petrasso,
R. D. Self-generated magnetic fields in direct-drive implosion experiments. Phys. Plasmas, 21
(6):062707, 2014.
Inagaki, T., Kimura, D., and Murata, T. Proper-time formalism in a constant magnetic field at
finite temperature and chemical potential. Int. J. Mod. Phys. A, 20(20n21):4995, 2005.
Ishikawa, T., Aoyagi, H., Asaka, T., Asano, Y., Azumi, N., Bizen, T., Ego, H., Fukami, K., Fukui,
T., Furukawa, Y., et al. A compact X-ray free-electron laser emitting in the sub-˚angstro¨m region.
Nat. Photonics, 6(8):540–544, 2012.
364
Ishizawa, A., Inaba, K., Kanai, T., Ozaki, T., and Kuroda, H. High-order harmonic generation
from a solid surface plasma by using a picosecond laser. IEEE J. Quantum Elect., 35(1):60, 1999.
Jaisawal, G. K. and Naik, S. Detection of fundamental and first harmonic cyclotron line in X-ray
pulsar Cep X-4. Mon. Not. R. Astron. Soc. Lett., 453(1):L21, 2015.
Jeon, S. Boltzmann equation in classical and quantum field theory. Phys. Rev. C, 72(1):014907,
2005.
Jia, Q. private communication, 2016.
Jia, Q., Shi, Y., Qin, H., and Fisch, N. J. Kinetic simulations of laser parametric amplification in
magnetized plasmas. Phys. Plasmas, 24(9):093103, 2017.
Jurkus, A. and Robson, P. N. Saturation effects in a travelling-wave parametric amplifier. Proceed-
ings of the IEE-Part B: Electronic and Communication Engineering, 107(32):119, 1960.
Kapusta, J. I. and Gale, C. Finite-Temperature Field Theory: Principles and Applications. Cam-
bridge University Press, 2006.
Karbstein, F. Photon polarization tensor in a homogeneous magnetic or electric field. Phys. Rev.
D, 88(8):085033, 2013.
Karmakar, M., Maity, C., and Chakrabarti, N. Wave-breaking amplitudes of relativistic upper-
hybrid oscillations in a cold magnetized plasma. Phys. Plasmas, 23(6):064503, 2016.
Karney, C. F. Stochastic ion heating by a lower hybrid wave: II. Phys. Fluids, 22(11):2188, 1979.
Karney, C. F. F. Stochastic ion heating by a lower hybrid wave. Phys. Fluids, 21(9):1584, 1978.
Kasper, V., Hebenstreit, F., and Berges, J. Fermion production from real-time lattice gauge theory
in the classical-statistical regime. Phys. Rev. D, 90(2):025016, 2014.
Kauffman, R. L., Suter, L. J., Darrow, C. B., Kilkenny, J. D., Kornblum, H. N., Montgomery,
D. S., Phillion, D. W., Rosen, M. D., Theissen, A. R., Wallace, R. J., et al. High temperatures
in inertial confinement fusion radiation cavities heated with 0.35 µm light. Phys. Rev. Lett., 73
(17):2320, 1994.
Kaup, D. J. The solution of the general initial value problem for the full three dimensional three-
wave resonant interaction. Physica D: Nonlinear Phenomena, 3(1-2):374, 1981.
Kaup, D. J., Reiman, A., and Bers, A. Space-time evolution of nonlinear three-wave interactions.
I. Interaction in a homogeneous medium. Rev. Mod. Phys., 51(2):275, 1979.
Keefe, D. Inertial confinement fusion. Ann. Rev. Nucl. Part. S., 32(1):391, 1982.
Keldysh, L. V. Diagram technique for nonequilibrium processes. Sov. Phys. JETP, 20(4):1018,
1965.
Kendrew, J. C., Bodo, G., Dintzis, H. M., Parrish, R. G., Wyckoff, H., and Phillips, D. C. A
three-dimensional model of the myoglobin molecule obtained by X-ray analysis. Nature, 181
(4610):662, 1958.
365
Kim, I. J., Kim, C. M., Kim, H. T., Lee, G. H., Lee, Y. S., Park, J. Y., Cho, D. J., and Nam,
C. H. Highly efficient high-harmonic generation in an orthogonally polarized two-color laser field.
Phys. Rev. Lett., 94(24):243901, 2005.
Kluger, Y., Mottola, E., and Eisenberg, J. M. Quantum Vlasov equation and its Markov limit.
Phys. Rev. D, 58(12):125015, 1998.
Knauer, J. P., Gotchev, O. V., Chang, P. Y., Meyerhofer, D. D., Polomarov, O., Betti, R., Frenje,
J. A., Li, C. K., Manuel, M. J.-E., Petrasso, R. D., et al. Compressing magnetic fields with
high-energy lasers. Phys. Plasmas, 17(5):056318, 2010.
Koechner, W. Solid-State Laser Engineering. Springer-Verlag New York, 2013.
Kohri, K. and Yamada, S. Polarization tensors in strong magnetic fields. Phys. Rev. D, 65(4):
043006, 2002.
Korneev, P., d’Humie`res, E., and Tikhonchuk, V. Gigagauss-scale quasistatic magnetic field gen-
eration in a snail-shaped target. Phys. Rev. E, 91(4):043107, 2015.
Kowalenko, V., Frankel, N. E., and Hines, K. C. Response theory of particle-anti-particle plasmas.
Phys. Rep., 126(3):109, 1985.
Krause, J. L., Schafer, K. J., and Kulander, K. C. Calculation of photoemission from atoms subject
to intense laser fields. Phys. Rev. A, 45(7):4998, 1992a.
Krause, J. L., Schafer, K. J., and Kulander, K. C. High-order harmonic generation from atoms and
ions in the high intensity regime. Phys. Rev. Lett., 68(24):3535, 1992b.
Kruer, W. L. The Physics of Laser Plasma Interactions. Addison-Wesley Pub. Co. Inc., 1988.
Kuznetsov, A. and Mikheev, N. Electroweak Processes in External Active Media. Springer-Verlag
Berlin Heidelberg, 2013.
Laham, N. M., Nasser, A. S. A., and Khateeb, A. M. Effects of axial magnetic fields on backward
Raman scattering in inhomogeneous plasmas. Phys. Scripta, 57(2):253, 1998.
Lancia, L., Marque`s, J.-R., Nakatsutsumi, M., Riconda, C., Weber, S., Hu¨ller, S., Mancˇic´, A.,
Antici, P., Tikhonchuk, V. T., He´ron, A., et al. Experimental evidence of short light pulse
amplification using strong-coupling stimulated Brillouin scattering in the pump depletion regime.
Phys. Rev. Lett., 104(2):025001, 2010.
Lancia, L., Giribono, A., Vassura, L., Chiaramello, M., Riconda, C., Weber, S., Castan, A., Chate-
lain, A., Frank, A., Gangolf, T., and others. Signatures of the self-similar regime of strongly
coupled stimulated Brillouin scattering for efficient short laser pulse amplification. Phys. Rev.
Lett., 116(7):075001, 2016.
Landau, L. D. On the vibrations of the electronic plasma. Zh. Eksp. Teor. Fiz., 10:25, 1946.
Landau, L. D. Collected papers of L.D. Landau. Pergamon Press, 1965.
Landsman, N. P. and Van Weert, C. G. Real- and imaginary-time field theory at finite temperature
and density. Phys. Rep., 145(3-4):141, 1987.
366
Larsson, J., Stenflo, L., and Tegeback, R. Enhanced fluctuations in a magnetized plasma due to
the presence of an electromagnetic wave. J. Plasma Phys., 16(1):37–45, 03 1976.
Lehmann, H., Symanzik, K., and Zimmermann, W. Zur formulierung quantisierter feldtheorien. Il
Nuovo Cimento (1955-1965), 1(1):205, 1955.
L’Huillier, A., Balcou, P., Candel, S., Schafer, K. J., and Kulander, K. C. Calculations of high-order
harmonic-generation processes in xenon at 1064 nm. Phys. Rev. A, 46(5):2778, 1992.
Liang, E., Clarke, T., Henderson, A., Fu, W., Lo, W., Taylor, D., Chaguine, P., Zhou, S., Hua,
Y., Cen, X., et al. High e+/e- ratio dense pair creation with 1021W. cm−2 laser irradiating solid
targets. Sci. Rep., 5:13968, 2015.
Liang, E. P., Wilks, S. C., and Tabak, M. Pair production by ultraintense lasers. Phys. Rev. Lett.,
81(22):4887, 1998.
Lindl, J. Development of the indirect–drive approach to inertial confinement fusion and the target
physics basis for ignition and gain. Phys. Plasmas, 2(11):3933, 1995.
Lindl, J. D., McCrory, R. L., and Campbell, E. M. Progress toward ignition and burn propagation
in inertial confinement fusion. Phys. Today, 45(9):32, 1992.
Liu, C. and Dodin, I. Y. Nonlinear frequency shift of electrostatic waves in general collisionless
plasma: unifying theory of fluid and kinetic nonlinearities. Phys. Plasmas, 22(8):082117, 2015.
Liu, C. S. and Tripathi, V. Parametric instabilities in a magnetized plasma. Phys. Rep., 130(3):
143–216, 1986.
Lloyd, S. Universal quantum simulators. Science, 273(5278):1073, 1996.
Luan, S. X., Yu, W., Li, F. Y., Wu, D., Sheng, Z. M., Yu, M. Y., and Zhang, J. Laser propagation
in dense magnetized plasma. Phys. Rev. E, 94(5):053207, 2016.
Lundin, J. An effective action approach to photon propagation on a magnetized background.
Europhys. Lett., 87(3):31001, 2009.
Maine, P., Strickland, D., Bado, P., Pessot, M., and Mourou, G. Generation of ultrahigh peak
power pulses by chirped pulse amplification. IEEE J. Quantum Elect., 24(2):398, 1988.
Makishima, K., Mihara, T., Ishida, M., Ohashi, T., Sakao, T., Tashiro, M., Tsuru, T., Kii, T.,
Makino, F., Murakami, T., et al. Discovery of a prominent cyclotron absorption feature from the
transient X-ray pulsar X0331+53. Astrophys. J., 365:L59, 1990.
Malkin, V. M. and Fisch, N. J. Key plasma parameters for resonant backward Raman amplification
in plasma. Eur. Phys. J-Spec. Top., 223(6):1157, 2014.
Malkin, V. M., Shvets, G., and Fisch, N. J. Fast compression of laser beams to highly overcritical
powers. Phys. Rev. Lett., 82(22):4448, 1999.
Malkin, V. M., Fisch, N. J., and Wurtele, J. S. Compression of powerful X-ray pulses to attosecond
durations by stimulated Raman backscattering in plasmas. Phys. Rev. E, 75(2):026404, 2007.
Malkin, V. M., Toroker, Z., and Fisch, N. J. Exceeding the leading spike intensity and fluence
limits in backward Raman amplifiers. Phys. Rev. E, 90(6):063110, 2014a.
367
Malkin, V. M., Toroker, Z., and Fisch, N. J. Saturation of the leading spike growth in backward
Raman amplifiers. Phys. Plasmas, 21(9):093112, 2014b.
Manuel, M. J.-E., Li, C. K., Se´guin, F. H., Frenje, J., Casey, D. T., Petrasso, R. D., Hu, S. X.,
Betti, R., Hager, J. D., Meyerhofer, D. D., et al. First measurements of Rayleigh–Taylor-induced
magnetic fields in laser-produced plasmas. Phys. Rev. Lett., 108(25):255006, 2012.
Marklund, M. and Shukla, P. K. Nonlinear collective effects in photon–photon and photon-plasma
interactions. Rev. Mod. Phys., 78(2):591, 2006.
Martin, P. C., Siggia, E. D., and Rose, H. A. Statistical dynamics of classical systems. Phys. Rev.
A, 8(1):423, 1973.
Martina, L. and Winternitz, P. Analysis and applications of the symmetry group of the multidi-
mensional three-wave resonant interaction problem. Ann. Phys., 196(2):231, 1989.
Martinez, E. A., Muschik, C. A., Schindler, P., Nigg, D., Erhard, A., Heyl, M., Hauke, P., Dalmonte,
M., Monz, T., Zoller, P., et al. Real-time dynamics of lattice gauge theories with a few-qubit
quantum computer. Nature, 534(7608):516, 2016.
McKinstrie, C. J. and Startsev, E. A. Electron acceleration by a laser pulse in a plasma. Phys.
Rev. E, 54(2):R1070, 1996.
McPherson, A., Gibson, G., Jara, H., Johann, U., Luk, T. S., McIntyre, I. A., Boyer, K., and
Rhodes, C. K. Studies of multiphoton production of vacuum-ultraviolet radiation in the rare
gases. J. Opt. Soc. Am. B, 4(4):595, 1987.
Melrose, D. Quantum Plasmadynamics: Unmagnetized Plasmas. Springer-Verlag New York, 2008.
Melrose, D. Quantum Plasmadynamics: Magnetized Plasmas. Springer-Verlag New York, 2013.
Me´sza´ros, P. High-Energy Radiation from Magnetized Neutron Stars. University of Chicago Press,
1992.
Me´sza´ros, P. and Nagel, W. X-ray pulsar models. I. Angle-dependent cyclotron line formation and
comptonization. Astrophys. J., 298:147–160, 1985.
Miller, G. H., Moses, E. I., and Wuest, C. R. The National Ignition Facility. Opt. Eng., 43(12):
2841, 2004.
Milroy, R. D., Capjack, C. E., and James, C. R. Plasma laser pulse amplifier using induced Raman
or Brillouin processes. Phys. Fluids, 22(10):1922, 1979.
Moses, E. I. and Wuest, C. R. The National Ignition Facility: laser performance and first experi-
ments. Fusion Sci. Technol., 47(3):314, 2005.
Mouhot, C. and Villani, C. On Landau damping. Acta mathematica, 207(1):29, 2011.
Mueller, A. H. and Son, D. T. On the equivalence between the Boltzmann equation and classical
field theory at large occupation numbers. Phys. Lett. B, 582(3):279, 2004.
Myatt, J. F., Vu, H. X., DuBois, D. F., Russell, D. A., Zhang, J., Short, R. W., and Maximov,
A. V. Mitigation of two-plasmon decay in direct-drive inertial confinement fusion through the
manipulation of ion-acoustic and Langmuir wave damping. Phys. Plasmas, 20(5):052705, 2013.
368
Naumova, N. M., Nees, J. A., Hou, B., Mourou, G. A., and Sokolov, I. V. Isolated attosecond
pulses generated by relativistic effects in a wavelength-cubed focal volume. Opt. Lett., 29(7):778,
2004.
Nerush, E. N., Kostyukov, I. Y., Fedotov, A. M., Narozhny, N. B., Elkina, N. V., and Ruhl, H.
Laser field absorption in self-generated electron-positron pair plasma. Phys. Rev. Lett., 106(3):
035001, 2011.
Neutze, R., Wouts, R., van der Spoel, D., Weckert, E., and Hajdu, J. Potential for biomolecular
imaging with femtosecond X-ray pulses. Nature, 406(6797):752, 2000.
Nishimura, O. Superposition of cyclotron lines in accreting X-ray pulsars. II. increasing B-field.
Publ. Astron. Soc. Japan, 65(4):84, 2013.
Nozaki, K. and Taniuti, T. Propagation of solitary pulses in interactions of plasma waves. J. Phys.
Soc. Jpn., 34(3):796, 1973.
Obenschain, S. P., Bodner, S. E., Colombant, D., Gerber, K., Lehmberg, R. H., McLean, E. A.,
Mostovych, A. N., Pronko, M. S., Pawley, C. J., Schmitt, A. J., et al. The Nike KrF laser facility:
Performance and initial target experiments. Phys. Plasmas, 3(5):2098, 1996.
Ohsawa, Y. and Nozaki, K. Propagation of solitary pulses in interactions of plasma waves. II. J.
Phys. Soc. Jpn., 36(2):591, 1974.
Olver, F. W. J., Lozier, D. W., Boisvert, R. F., and Clark, C. W., editors. NIST Handbook of
Mathematical Functions. Cambridge University Press, 2010.
Olver, F. W. J., Olde Daalhuis, A. B., Lozier, D. W., Schneider, B. I., R. F. Boisvert and,
C. W. C., Miller, B. R., and Saunders, B. V. NIST Digital Library of Mathematical Functions.
http://dlmf.nist.gov/, Release 1.0.18 of 2018-03-27, 2018.
Peskin, M. E. and Schroeder, D. V. An introduction to quantum field theory. Westview, 1995.
Ping, Y., Geltner, I., Morozov, A., Fisch, N. J., and Suckewer, S. Raman amplification of ultrashort
laser pulses in microcapillary plasmas. Phys. Rev. E, 66(4):046401, 2002.
Ping, Y., Cheng, W., Suckewer, S., Clark, D. S., and Fisch, N. J. Amplification of ultrashort laser
pulses by a resonant Raman scheme in a gas-jet plasma. Phys. Rev. Lett., 92(17):175007, 2004.
Ping, Y., Kirkwood, R. K., Wang, T.-L., Clark, D. S., Wilks, S. C., Meezan, N., Berger, R. L.,
Wurtele, J., Fisch, N. J., Malkin, V. M., et al. Development of a nanosecond-laser-pumped
Raman amplifier for short laser pulses in plasma. Phys. Plasmas, 16(12):123113, 2009.
Platzman, P. M., Wolff, P. A., and Tzoar, N. Light scattering from a plasma in a magnetic field.
Phys. Rev., 174(2):489, 1968.
Polkovnikov, A. Quantum corrections to the dynamics of interacting bosons: Beyond the truncated
Wigner approximation. Phys. Rev. A, 68(5):053604, 2003.
Porkolab, M. Parametric instabilities due to lower-hybrid radio frequency heating of tokamak
plasmas. Phys. Fluids, 20(12):2058, 1977.
369
Pottschmidt, K., Kreykenbohm, I., Wilms, J., Coburn, W., Rothschild, R. E., Kretschmar, P.,
McBride, V., Suchy, S., and Staubert, R. RXTE discovery of multiple cyclotron lines during the
2004 December outburst of V0332+53. Astrophys. J. Lett., 634(1):L97, 2005.
Pottschmidt, K., Suchy, S., Rivers, E., Rothschild, R. E., Marcu, D. M., Barraga´n, L., Ku¨hnel, M.,
Fu¨rst, F., Schwarm, F., Kreykenbohm, I., et al. A Suzaku view of cyclotron line sources and
candidates. AIP Conf. Proc., 1427(1):60, 2012.
Pukhov, A. and Meyer–ter–Vehn, J. Laser wake field acceleration: the highly non-linear broken-
wave regime. Appl. Phys. B-Lasers O., 74(4):355, 2002.
Qin, H., Liu, J., Xiao, J., Zhang, R., He, Y., Wang, Y., Sun, Y., Burby, J. W., Ellison, L., and
Zhou, Y. Canonical symplectic particle-in-cell method for long-term large-scale simulations of
the Vlasov–Maxwell equations. Nucl. Fusion, 56(1):014001, 2016.
Raicher, E., Eliezer, S., and Zigler, A. The Lagrangian formulation of strong-field quantum elec-
trodynamics in a plasma. Phys. Plasmas, 21(5):053103, 2014.
Ram, S. Nonlinear scattering from electron Bernstein modes in a plasma. Plasma Physics, 24(8):
885, 1982.
Regan, S. P., Goncharov, V. N., Igumenshchev, I. V., Sangster, T. C., Betti, R., Bose, A., Boehly,
T. R., Bonino, M. J., Campbell, E. M., Cao, D., et al. Demonstration of fuel hot-spot pressure
in excess of 50 Gbar for direct-drive, layered deuterium–tritium implosions on OMEGA. Phys.
Rev. Lett., 117(2):025001, 2016.
Reiman, A. Parametric decay in a finite width pump, including the effects of three-dimensional
geometry and inhomogeneity. Phys. Fluids, 21(6):1000, 1978.
Ridgers, C. P., Brady, C. S., Duclous, R., Kirk, J. G., Bennett, K., Arber, T. D., Robinson, A. P. L.,
and Bell, A. R. Dense electron-positron plasmas and ultraintense γ rays from laser-irradiated
solids. Phys. Rev. Lett., 108(16):165006, 2012.
Roberts, C. D., Schmidt, S. M., and Vinnik, D. V. Quantum effects with an X-ray free-electron
laser. Phys. Rev. Lett., 89(15):153901, 2002.
Rodgers, C. D. Inverse Methods for Atmospheric Sounding: Theory and Practice. World Scientific,
2000.
Rojas, H. P. and Shabad, A. E. Polarization of relativistic electron and positron gas in a strong
magnetic field. propagation of electromagnetic waves. Ann. Physics, 121(1):432, 1979.
Rojas, H. P. and Shabad, A. E. Absorption and dispersion of electromagnetic eigenwaves of electron-
positron plasma in a strong magnetic field. Ann. Physics, 138(1):1, 1982.
Ruiz, D. E. A geometric theory of waves and its applications to plasma physics. PhD thesis,
Princeton University, 2017.
Ruiz, D. E. and Dodin, I. Y. On the correspondence between quantum and classical variational
principles. Phys. Lett. A, 379(4041):2623, 2015.
Ruiz, D. E., Gunderson, L. M., Hay, M. J., Merino, E., Valeo, E. J., Zweben, S. J., and Fisch, N. J.
Aerodynamic focusing of high-density aerosols. J. Aerosol Sci., 76:115, 2014.
370
Sadler, J. D., Nathvani, R., Oles´kiewicz, P., Ceurvorst, L. A., Ratan, N., Kasim, M. F., Trines, R.
M. G. M., Bingham, R., and Norreys, P. A. Compression of X-ray free electron laser pulses to
attosecond duration. Sci, Rep., 5:16755, 2015.
Sadooghi, N. and Anaraki, K. S. Improved ring potential of QED at finite temperature and in the
presence of weak and strong magnetic fields. Phys. Rev. D, 78(12):125019, 2008.
Sagdeev, R. Z. and Shapiro, V. D. Influence of transverse magnetic field on Landau damping.
JETP Lett., 17(7):279, 1973.
Santangelo, A., Segreto, A., Giarrusso, S., Fiume, D. D., Orlandini, M., Parmar, A. N., Oost-
erbroek, T., Bulik, T., Mihara, T., Campana, S., et al. A BEPPOSAX study of the pulsating
transient X0115+63: The first X-ray spectrum with four cyclotron harmonic features. Astrophys.
J. Lett., 523(1):L85, 1999.
Santos, J. J., Bailly-Grandvaux, M., Giuffrida, L., Forestier-Colleoni, P., Fujioka, S., Zhang, Z.,
Korneev, P., Bouillaud, R., Dorard, S., Batani, D., et al. Laser-driven platform for generation
and characterization of strong quasi-static magnetic fields. New J. Phys., 17(8):083051, 2015.
Sanuki, H. and Schmidt, G. Parametric instabilities in magnetized plasma. J. Phys. Soc. Jpn., 42
(2):664, 1977.
Sarri, G., Poder, K., Cole, J. M., Schumaker, W., Di Piazza, A., Reville, B., Dzelzainis, T., Doria,
D., Gizzi, L. A., Grittani, G., et al. Generation of neutral and high-density electron–positron
pair plasmas in the laboratory. Nat. Commun., 6:6747, 2015.
Satz, H. Colour deconfinement in nuclear collisions. Rep. Prog. Phys., 63(9):1511, 2000.
Schmidt, S., Blaschke, D., Ro¨pke, G., Smolyansky, S. A., Prozorkevich, A. V., and Toneev, V. D.
A quantum kinetic equation for particle production in the Schwinger mechanism. Int. J. Mod.
Phys. E, 7(06):709, 1998.
Scho¨nherr, G., Wilms, J., Kretschmar, P., Kreykenbohm, I., Santangelo, A., Rothschild, R. E.,
Coburn, W., and Staubert, R. A model for cyclotron resonance scattering features. Astron.
Astrophys., 472(2):353, 2007.
Schu¨tzhold, R., Gies, H., and Dunne, G. Dynamically assisted Schwinger mechanism. Phys. Rev.
Lett., 101(13):130404, 2008.
Schwarm, F.-W., Ballhausen, R., Falkner, S., Scho¨nherr, G., Pottschmidt, K., Wolff, M. T., Becker,
P. A., Fu¨rst, F., Marcu-Cheatham, D. M., Hemphill, P. B., et al. Cyclotron resonant scattering
feature simulations-II. description of the CRSF simulation process. Astron. Astrophys., 601:A99,
2017.
Schwartz, M. D. Quantum Field Theory and the Standard Model. Cambridge University Press,
2014.
Schwinger, J. On gauge invariance and vacuum polarization. Phys. Rev., 82(5):664, 1951.
Schwinger, J. Brownian motion of a quantum oscillator. J. Math. Phys., 2(3):407, 1961.
Seres, J., Seres, E., Verhoef, A. J., Tempea, G., Streli, C., Wobrauschek, P., Yakovlev, V., Scrinzi,
A., Spielmann, C., and Krausz, F. Laser technology: Source of coherent kiloelectronvolt X-rays.
Nature, 433(7026):596, 2005.
371
Sethian, J. D., Pawley, C. J., Obenschain, S. P., Gerber, K. A., Serlin, V., Sullivan, C., Lehecka, T.,
Webster, W. D., Smith, I. D., Corcoran, P. A., and Altes, R. G. The Nike electron beam-pumped
KrF laser amplifiers. IEEE T. Plasma Sci., 25(2):211, 1997.
Shabad, A. E. Photon dispersion in a strong magnetic field. Ann. Phys., 90(1):166, 1975.
Shi, Y., Fisch, N. J., and Qin, H. Effective-action approach to wave propagation in scalar QED
plasmas. Phys. Rev. A, 94(1):012124, 2016.
Shi, Y., Qin, H., and Fisch, N. J. Laser-pulse compression using magnetized plasmas. Phys. Rev.
E, 95(2):023211, 2017a.
Shi, Y., Qin, H., and Fisch, N. J. Three-wave scattering in magnetized plasmas: From cold fluid
to quantized lagrangian. Phys. Rev. E, 96(2):023204, 2017b.
Shi, Y., Qin, H., and Fisch, N. J. Laser-plasma interactions in magnetized environment. Phys.
Plasmas, 25(5):055706, 2018a.
Shi, Y., Xiao, J., Qin, H., and Fisch, N. J. Simulations of relativistic quantum plasmas using
real-time lattice scalar QED. Phys. Rev. E, 97(5):053206, 2018b.
Shiner, A. D., Trallero-Herrero, C., Kajumba, N., Bandulet, H.-C., Comtois, D., Le´gare´, F.,
Gigue`re, M., Kieffer, J.-C., Corkum, P. B., and Villeneuve, D. M. Wavelength scaling of high
harmonic generation efficiency. Phys. Rev. Lett., 103(7):073902, 2009.
Shivamoggi, B. K. Kinetic theory of three-wave interaction in a magnetised, inhomogeneous plasma.
Phys. Scripta, 25(5):637, 1982.
Shoucri, M. Numerical simulation of Raman and Brillouin laser-pulse amplification in a magnetized
plasma. Laser Part. Beams, 34(2):315, 2016.
Shu, C.-W. and Osher, S. Efficient implementation of essentially non-oscillatory shock-capturing
schemes. J. Comput. Phys., 77(2):439, 1988.
Shukla, P. K. and Eliasson, B. Nonlinear aspects of quantum plasma physics. Phys. Usp., 53(1):
51, 2010.
Shvets, G. Interaction of Intense Lasers with Plasmas. PhD thesis, Massachusetts Institute of
Technology, 1995.
Sjo¨lund, A. and Stenflo, L. Non-linear coupling in a magnetized plasma. Z. Phys. A Hadron. Nucl.,
204(3):211, 1967.
Skjaeraasen, O., Robinson, P. A., and Newman, D. L. Fast numerical treatment of nonlinear wave
equations by spectral methods. Phys. Plasmas, 18(2):022103, 2011.
Slutz, S. A. and Vesey, R. A. High-gain magnetized inertial fusion. Phys. Rev. Lett., 108(2):025003,
2012.
Squire, J., Qin, H., and Tang, W. M. Geometric integration of the Vlasov-Maxwell system with a
variational particle-in-cell scheme. Phys. Plasmas, 19(8):084501, 2012.
Stamper, J. A. Review on spontaneous magnetic fields in laser-produced plasmas: Phenomena and
measurements. Laser Part. Beams, 9(4):841, 1991.
372
Stenflo, L. Kinetic theory of three-wave interaction in a magnetied plasma. J. Plasma Phys., 4(3):
585, 1970.
Stenflo, L. Resonant three-wave interactions in plasmas. Phys. Scripta, 1994(T50):15, 1994.
Stenflo, L. Comments on stimulated electromagnetic emissions in the ionospheric plasma. Phys.
Scripta, T107:262, 2004.
Stix, T. H. Waves in Plasmas. American Inst. of Physics, 1992.
Stuart, B. C., Feit, M. D., Rubenchik, A. M., Shore, B. W., and Perry, M. D. Laser-induced damage
in dielectrics with nanosecond to subpicosecond pulses. Phys. Rev. Lett., 74(12):2248, 1995.
Sukhorukov, A. I. and Stubbe, P. On the Bernstein–Landau paradox. Phys. Plasmas, 4(7):2497,
1997.
Tamaki, Y., Itatani, J., Nagata, Y., Obara, M., and Midorikawa, K. Highly efficient, phase-matched
high-harmonic generation by a self-guided laser beam. Phys. Rev. Lett., 82(7):1422, 1999.
Tarasevitch, A., Lobov, K., Wu¨nsche, C., and von der Linde, D. Transition to the relativistic
regime in high order harmonic generation. Phys. Rev. Lett., 98(10):103902, 2007.
Tatarakis, M., Gopal, A., Watts, I., Beg, F. N., Dangor, A. E., Krushelnick, K., Wagner, U.,
Norreys, P. A., Clark, E. L., Zepf, M., et al. Measurements of ultrastrong magnetic fields during
relativistic laser-plasma interactions. Phys. Plasmas, 9(5):2244, 2002a.
Tatarakis, M., Watts, I., Beg, F. N., Clark, E. L., Dangor, A. E., Gopal, A., Haines, M. G., Norreys,
P. A., Wagner, U., Wei, M.-S., et al. Laser technology: Measuring huge magnetic fields. Nature,
415(6869):280, 2002b.
Tikhonchuk, V. T., Bailly-Grandvaux, M., Santos, J. J., and Poye´, A. Quasistationary magnetic
field generation with a laser-driven capacitor-coil assembly. Phys. Rev. E, 96(2):023202, 2017.
Tondo, G. S. The eigenvalue problem for the three-wave resonant interaction in (2+1) dimensions
via the prolongation structure. Lett. Nuovo Cimento, 44(5):297, 1985.
Toroker, Z., Malkin, V. M., and Fisch, N. J. Backward Raman amplification in the Langmuir
wavebreaking regime. Phys. Plasmas, 21(11):113110, 2014.
Tsygankov, S. S., Lutovinov, A. A., Churazov, E. M., and Sunyaev, R. A. V0332+53 in the outburst
of 20042005: luminosity dependence of the cyclotron line and pulse profile. Mon. Not. R. Astron.
Soc., 371(1):19, 2006.
Tsygankov, S. S., Lutovinov, A. A., Churazov, E. M., and Sunyaev, R. A. 4U0115+ 63 from RXTE
and INTEGRAL data: Pulse profile and cyclotron line energy. Astron. Lett., 33(6):368, 2007.
Turner, J. G. and Baldwin, M. Three wave soliton interactions in warm magnetized plasmas. Phys.
Scripta, 37(4):549, 1988.
Vij, S., Gill, T. S., and Aggarwal, M. Effect of the transverse magnetic field on spatiotemporal
dynamics of quadruple Gaussian laser beam in plasma in weakly relativistic and ponderomotive
regime. Phys. Plasmas, 23(12):123111, 2016.
373
von der Linde, D. and Rza`zewski, K. High-order optical harmonic generation from solid surfaces.
App. Phys. B, 63(5):499, 1996.
Vyas, A., Singh, R. K., and Sharma, R. P. Effect of the magnetic field on coexisting stimulated
Raman and Brillouin backscattering of an extraordinary mode. Phys. Plasmas, 23(1):012107,
2016.
Wagner, U., Tatarakis, M., Gopal, A., Beg, F. N., Clark, E. L., Dangor, A. E., Evans, R. G., Haines,
M. G., Mangles, S. P. D., Norreys, P. A., Wei, M.-S., Zepf, M., and Krushelnick, K. Laboratory
measurements of 0.7 GG magnetic fields generated during high-intensity laser interactions with
dense plasmas. Phys. Rev. E, 70(2):026401, 2004.
Wang, W.-M., Gibbon, P., Sheng, Z.-M., and Li, Y.-T. Magnetically assisted fast ignition. Phys.
Rev. Lett., 114(1):015001, 2015.
Weber, S., Riconda, C., Lancia, L., Marque`s, J.-R., Mourou, G. A., and Fuchs, J. Amplification of
ultrashort laser pulses by Brillouin backscattering in plasmas. Phys. Rev. Lett., 111(5):055004,
2013.
Wegner, P. J., Auerbach, J. M., Barker, C. E., Burkhart, S. C., Couture, S. A., DeYoreo, J. J.,
Hibbard, R., Liou, L. W., Norton, M. A., Whitman, P. K., et al. Frequency converter development
for the National Ignition Facility. In Third International Conference on Solid State Lasers for
Application to Inertial Confinement Fusion, pages 392–405. Proc. SPIE 3492, 1999.
Weiland, J. and Wilhelmsson, H. Coherent Non-linear Interaction of Waves in Plasmas. Pergamon
Press, 1977.
White, R. B. Asymptotic Analysis of Differential Equations. Imperial College Press, 2010.
Wiese, U.-J. Ultracold quantum gases and lattice systems: quantum simulation of lattice gauge
theories. Ann. Phys., 525(10-11):777, 2013.
Wilks, S. C., Dawson, J. M., and Mori, W. B. Frequency up-conversion of electromagnetic radiation
with use of an overdense plasma. Phys. Rev. Lett., 61(3):337, 1988.
Wilson, K. G. Confinement of quarks. Phys. Rev. D, 10(8):2445, 1974.
Witte, N. S. Polarization of the magnetized scalar and spinor vacua. J. Phys. A: Math. Gen., 23
(22):5257, 1990.
Witte, N. S., Dawe, R. L., and Hines, K. C. Relativistic charged bosons in a magnetic field. I. wave
functions and matrix elements. J. Math. Phys., 28(8):1864, 1987.
Witte, N. S., Kowalenko, V., and Hines, K. C. Relativistic charged-boson plasma in a magnetic
field. II. Phys. Rev. D, 38(12):3667, 1988.
Xiao, J., Liu, J., Qin, H., and Yu, Z. A variational multi-symplectic particle-in-cell algorithm with
smoothing functions for the Vlasov-Maxwell system. Phys. Plasmas, 20(10):102517, 2013.
Xiao, J., Qin, H., Liu, J., He, Y., Zhang, R., and Sun, Y. Explicit high-order non-canonical
symplectic particle-in-cell algorithms for Vlasov-Maxwell systems. Phys. Plasmas, 22(11):112504,
2015.
374
Yagi, K., Hatsuda, T., and Miake, Y. Quark-gluon plasma: From big bang to little bang. Cambridge
University Press, 2005.
Yampolsky, N. A., Fisch, N. J., Malkin, V. M., Valeo, E. J., Lindberg, R., Wurtele, J., Ren, J.,
Li, S., Morozov, A., and Suckewer, S. Demonstration of detuning and wavebreaking effects on
Raman amplification efficiency in plasma. Phys. Plasmas, 15(11):113104, 2008.
Yang, C.-N. and Mills, R. L. Conservation of isotopic spin and isotopic gauge invariance. Phys.
Rev., 96(1):191, 1954.
Yee, K. Numerical solution of initial boundary value problems involving Maxwell’s equations in
isotropic media. IEEE T. Antenn. Propag., 14(3):302, 1966.
Zakharov, V. E. and Manakov, S. V. The theory of resonance interaction of wave packets in
nonlinear media. JETP, 42(5):842, 1975.
Zepf, M., Tsakiris, G. D., Pretzler, G., Watts, I., Chambers, D. M., Norreys, P. A., Andiel, U.,
Dangor, A. E., Eidmann, K., Gahn, C., et al. Role of the plasma scale length in the harmonic
generation from solid targets. Phys. Rev. E, 58(5):R5253, 1998.
375
