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1 INTRODUCTION 
1.1 General Introduction 
Since the time of Newton and the invention of the (fluxional) calculus, a great 
many differential equations have appeared in mathematical models for various physi­
cal situations. These equations are formulated by defining interesting physical quan­
tities (called dynamical or state variables), such as velocity, density, or pressure, and 
then applying empirically based laws to obtain differential equations in one or more 
of these dynamical variables. A simple but widely used example of such a law is 
Newton's second law, 
T? _ 
which relates the time rate of change of the velocity (acceleration) of a particle to 
the resultant force imparted upon it. To give an example of the formulation of a 
differential equation, we follow a discussion in [12]. Consider the unsaturated flow of 
water through a porous medium, and define the state variables 
6 { x , y , Z j t )  = volumetric moisture content, 
q ( x , y , z , t )  =  seepage velocity, and 
^{x,y,z,t) = piezometric (pressure) head. 
2 
where x, y, and z are the usual Cartesian coordinates with z denoting the vertically 
upward direction. Then the law of conservation of mass 
and Darcy's law 
together with some additional physical assumptions and appropriate rescaling in t, 
result in 
dt dx^ d'tp' dz"^ dz 
Here C, n, and m are positive constants. For such flow in a porous column, we have 
de __ d(n 
d t  d z ^  d z  
In addition to the differential equations, one also builds known data into the 
model. For instance, in the example above, suppose it is known that the ends of 
the porous column (of height 1) are always dry and that initially, i.e., at i = 0, 
9 = z{l — z). Such data lead to the boundary conditions 0(0, t) = 0(1, t) = 0 and the 
initial condition 0(z,0) = z(l — z). Thus, the complete mathematical model is the 
initial - boundary value problem 
"(M,.,..», 
(IBVP) ^(0,<) = ^(1,<) = 0 on (0, oo) 
0 ( z , Q )  =  z ( l  —  z )  on [0,1]. 
With such a model in hand, one hopes to predict the values of the state variables 
by working directly with the model. If anything can be done in this direction, then it 
3 
is usually a vast improvement over actually taking measurements from a laboratory 
setup (which may be costly or impossible). The ultimate goal of this process is to 
actually find a function (or functions) which satisfies the model problem, i.e., find a 
solution of the model problem. This is done with some degree of success. However, 
consideration of the equation 
^j^ + sin^ = 0, 
which models a simple pendulum [30, page 213], shows that explicit solutions (when 
they can even be found) can not always be immediately translated into useful infor­
mation. 
This is the point where a research mathematician in partial differential equations 
(PDEs) will often pick up the battle. A physically motivated model, such as (IBVP), 
which involves PDEs, is considered as a purely mathematical problem with the hope 
of obtaining information about its solution. However, in viewing the model (or an 
abstraction of it) as a mathematical problem, such a person is usually first confronted 
with three questions: 
1. Does there exist a solution? 
2. Is the solution unique? 
3. Does the solution depend continuously on the data? That is, do "small" changes 
in the data result in "small" changes in the solution? 
If these three questions are all in the affirmative, then the model is said to be well-
posed in the sense of Hadamard, see [15, page 155]. But before these issues can be 
taken up, the question of what is meant by a solution must be addressed. Classically, 
4 
a solution is simply a function possessing all the necessary derivatives which satisfies 
the model. However, it is known that some PDEs simply do not have such classical 
solutions, and so a weakened notion of solution is sometimes required. So-called 
weak solutions must be carefully defined. If the definition is overly weakened, then 
uniqueness may fail, whereas existence may fail if the definition is not weakened 
enough. 
Once these are settled, the following additional questions can be posed for a time 
dependent (evolutionary) model; 
4. Are there any stationary solutions, i.e., solutions which are independent of i? 
5. Are any of these stationary states, w, stable in the sense that a solution, u, which 
starts "near" w will stay "near" w for all time? Is w asymptotically stable in 
the sense that if u starts "near" w, then u "converges" to w as time increases? 
6. Do any of the solutions "blow-up" in finite or infinite time? 
Such qualitative studies compose a large part of modern research in dynamical sys­
tems. 
Let us remark here that the first three of these six questions (especially the 
existence question) are usually regarded by people outside the field as physically 
expected and, therefore, necessary only to satisfy a mathematician's need for rigor. 
This is. unfortunate since many existence proofs are somewhat constructive and so 
are of use when trying to establish more "physically interesting" results. Such is the 
case in this work. 
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1.2 Statement of Problems and Motivation 
Before stating the problems, let us recall the usual subscript notation for partial 
derivatives. K / is a function of x and t, then 
f x -  g ^ j x x -
and so on. This notation can also be used similarly for functions of a higher number 
of independent variables and shall be used throughout the remainder of this work. 
In this thesis, we will be concerned with the following model problems 
H = {u^)xx + -{y^)x on Qj' 
(A) 
n 
u(0,t) = 0 on (0, T) 
=  a u P { l , t )  on (0,T) 
u(x,0) = wo(a;) on [0,1], 
and 
H = {'"^)xx + on Qrp 
(B) 
e 
- I  
n 
-(«"^)a;(0, t) = auP{0, t) on (0, T) 
u { l , t )  = 0 on (0, r) 
ti(a:, 0) = «o(a;) on [0,1], 
where a ,  e, m , n , p >  0, and Qj' = (0,1) x (0, T). Our main objective is to answer the 
questions discussed above for nonnegative "solutions" of (A) and (B). The motivation 
for such a study comes from both physical and purely mathematical fronts. 
From the discussion in the previous section, a physical situation giving rise to 
(A) or (B) can be understood once it is known how a boundary condition of the type 
or - (u"^)x(0,f) = 
6 
might come about. To do this, one must go all the way back to the law of conservation 
of mass to discover that 
is an expression of the seepage velocity (sometimes referred to as simply the flux). 
Roughly speaking, this quantity can be described as the volume of water flowing across 
a unit area of the porous medium per unit time. Hence, such boundary conditions are 
a forcing of the flux which depends nonlinearly on the volumetric moisture content. 
Note that in this light, specifying {u^)x + —(u^) on the boundary is a more natural 
n  
condition. We will discuss our recisoning behind expressing the boundary conditions 
as in (A) or (B) later in this section. 
When 6 = 0, the PDE in (A) and (B) is called the porous medium equation; 
see [26] for a review of recent results concerning this equation. In fluid mechanics, 
first order derivative terms such as {vP')x usually come about as a result of operating 
in the Eulerian system. In such a coordinate system, one fixes attention at a point 
in space, and hence properties of the fluid, such as temperature, are carried to the 
observer not only by conduction but also by the flow of the fluid. The latter method 
of transporting properties of the fluid is called convection. Thus we have termed the 
PDE in (A) and (B) the convective porous medium equation. 
This PDE, in various settings, has been the object of investigation by others. In 
a series of papers culminating in [10], Gilding developed an existence and comparison 
theory for various models involving the more general equation 
H = ('•{u)xx + 
which he mentioned is often called the nonlinear Fokker-Planck equation. The prob­
7 
lems considered therein were 
1. The Cauchy problem 
U f  =  a { u ) x x  +  6(«)a; o n  R x  (0, T ]  
«(x,0) = «o(®) ^ 0 on i2, 
2. The Cauchy-Dirichlet problem 
U f  =  a { u ) x x  +  on (0,oo) x (0,r] 
u(z,0) = wo(a;) > 0 on [0, oo) 
u { 0 , t )  =  > 0  on (0,r], 
3. The first boundary value problem 
U f  =  a { u ) x x  + on (—1,1) X (0, T] 
u(-l,<) = V'~(<)>0 on(0,r] 
u(l,f) = ^ 0 on (0, T] 
«(3,0) = WQ(z) > 0 on [—1,1]. 
Originally, he established the existence and uniqueness results for these problems 
under assumptions which included 
for any e > 0 [11]. This assumption was later shown to be unnecessary by Diaz 
and Kersner [5]. In [31,32], Wolanski developed the existence and comparison theory 
for such equations with boundary conditions of the form a{u)x{l,t) + 6(u)(l,i) = 
/(<). A similar theory for the case of nonlinear boundary conditions of the form 
a(u)x(l,t) + b(u)(l,t) = c(u)(l,t) was established by Xu [33]. This work actually 
8 
contains problem (A) in the cases a, e < 0 and problem (B) for the cases a, —e < 0. 
However, the methods used do not carry over to these problems when a, e > 0. 
We shall discuss this in more detail in Chapter 2. Finally, we mention a work of 
DiBenedetto [6] where he has proved the continuity of solutions to more general 
PDEs under any of the above boundary condition under appropriate assumptions. 
Concerning the long time behavior of solutions, there have been many studies 
conderned with the existence and behavior of the interface curves of solutions of the 
Cauchy problem for 
«i = +  i u ^ ) x -
See, for instance [12,16,13]. These are curves 
^ ~ { t )  = inf{a; 6 R  : u(a:,<) > 0} 
and 
= sup{r G R  :  u { x , t )  >  0}, 
and simply their existence for m > 1 is in sharp contrast to the situation when 
0 < m < 1. Theorems dealing with blow up of solutions of (A) or (B) in finite time 
can be developed using the same concavity method as was used in [20,21,22,19,23]. 
We shall return to this in Chapter 4. 
The mathematical motivation behind these problems comes from a previous work 
of Levine [19]. He considered (A) and (B) for m = 1 and n = 2. Our aim is to discover 
how his results persist or are altered as n and m are varied. It is for purposes of 
comparison that we have written the boundary conditions as above. Studies of this 
type can be interesting from a purely mathematical point of view as dramatic changes 
in the character of solutions have often been observed with different values of m > 0. 
9 
A case in point is the porous medium equation 
= { y ^ ) x x -
When m = 1, this equation is known as the heat equation and, due to maximum 
principles [27], exhibits infinite speed of propagation. This is also true for 0 < m < 1. 
However, in the case m > 1, one has finite speed of propagation. (See [26].) 
1.3 Outline of the Thesis 
In Chapter 2, we make some preliminary definitions, and then introduce two 
more general problems which include (A) and (B), respectively, as special cases. We 
define a weakened notion of solutions for these problems, and state the local existence 
and continuation results. We also state some technical results on increased regularity 
for later use. The proofs of all the theorems in Chapter 2 appear in Chapter 5. 
In Chapter 3, we completely parallel and generalize Levine's results on station­
ary solutions. This chapter concludes with the complete solution diagrams for the 
stationary solutions of (A) and (B). For the cases of 0 < m < n, we observe that 
these diagrams are identical to those obtained by Levine. However m = n is a special 
border case, and the case of m > n gives diagrams which are roughly inversions of 
the first case. Another interesting aspect of these curves occurs for problem (B) in 
the case 0 < m < n, where they are not completely contained in a plane. 
The long time behavior is taken up in Chapter 4, and it is here that we must 
restrict to the case oî n,p > m and m > 1 because of the lack of a better uniqueness 
result. We hope to take up the issue of an improved uniqueness theorem in a later 
work. Comparison and continuous dependence results are presented here, and then 
10 
the stability of stationary states is discussed. Finally, we show that some solutions of 
(A) do blow up in finite time. Results which heavily suggest that some solutions of 
(B) also blow up in finite time are also presented. 
The thesis concludes with two appendices where we gather some modifications 
of known facts which are used in the development of existence and uniqueness. 
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2 LOCAL EXISTENCE AND CONTINUATION 
2.1 Preliminary Definitions 
For the purposes of defining weak solutions, we now make the following defini­
tions. Our notation will adhere to standard usages as much as possible. 
To begin, R shall always denote the real numbers, 
R = (—00,00). 
Given an open, connected set Cl C R O T  Ct C Rx R, we define the following function 
spaces: 
C(îî) = continuous functions on Ct, 
C^(fi) = continuously difFerentiable functions on fi, 
= twice continuously difFerentiable functions on Q,. 
Furthermore, define the norms 
II « \\LP{n)= jçi I 1^ 
for 1 < p < 00, and 
ll"lllOO(n)=GSS sup|w|. 
Then, for 1 < p < 00, 
LP{Q,) = {Lebesgue measurable functions / on : || / 00} 
12 
are the usual Lebesgue spaces. The notation "a.e," will denote "almost everywhere". 
F i n a l l y ,  f o r  C t  C  R ,  
II « ll^l(fi)= ^{l 1^ + I 
and 
H^{Cl) = completion of C^(0) in the norm || u II^I^q^ • 
2.2 Definition of Weak Solutions, Local Existence, Continuation, and 
Increased Regularity 
Our considerations in this chapter will center around the more general problems 
Uf = <l>{u)xx + /(w)x on Qy 
u(0,<) = 0 on(0, T) 
(Al) 
(^(u)a;(l,i) = g(M)(l,t )  on (0, T )  
u(a:,0) = «o(®) on [0,1] , 
and 
u i  =  < f ) { u ) x x  + /(w)x on 
-<^(«)z(0, t )  = £f(«)(0, t )  on (0, T )  
u(l,<) = 0 on (0,r) 
u { x ,  0) = «o(®) on [0,1] . 
Throughout this thesis we shall assume the following of <f), /, and «q : 
(Hi) <{> G C { R )  n C ^ { R  \  {0}) such that <^(0) = 0 and (f>\u) > 0 for all tf ^ 0. 
(H2) f , g e  C { R )  n C ^ { R \ { 0 } )  such that /(O) = g(0) = 0. 
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(H3) «0 G L°°{0,1) such that UQ > 0 a.e. on (0,1). 
Note that these hypotheses allow problems (Al) and (Bl) to include (A) and (B), 
r e s p e cti v e l y ,  a s  s p e c i a l  c a s e s .  T o  s e e  t h i s  o n e  n e e d  o n l y  m a k e  t h e  d e f i n i t i o n s  < f ) { u )  =  u  |  
u = €.u\u 1"—^ , and g{u) = a« | w (Since we are concerned with 
only the case of nonnegative solutions in this work, it turns out not to be important 
how ^,/ , and g are defined on (—oo,0). However we will eventually need to consider 
mollifiers of these functions at which time it will be necessary that they are defined 
on all of R.) 
The aim of the present chapter is to define a weakened notion of solution {weak 
solutions) for problems (Al) and (Bl) and then state the associated local existence 
and continuation theorems. Finally we will state some technical results which will 
be needed later in our development of blow-up theorems. Although these results are 
new and of interest in their own right, their proofs are delegated to Chapter 5. In 
this way the main flow of the thesis is better preserved. 
We now proceed to the definitions of subsolution, supersolution, and solution 
of (Al) and (Bl). These definitions are just the usual weakened notions which are 
motivated by multiplying the equation or inequality by an appropriate "test function" 
and then formally integrating by parts. 
Definition 2.1 (A) A function u{x,t) is called a subsolution (supersolution) of (Al) 
on Qrp if: 
(i) u { x , t )  i s  d e f i n e d  e v e r y w h e r e  o n  Q j »  \  ([0,1] x {0}) and a.e. on [0,1] x {0} 
s u c h  t h a t  u  €  L ° ° [ Q j > )  a n d  < l ) { u ) x  E  L ^ { Q j ' ) .  
(il) u(0,f)<(>)0 on (0 ,T) .  
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(iii) For every t 6 [0, T] and every 
C  € f{0}(Ôr) = U G cH q^) I a o , t )  = 0,e > 0}, 
« ( œ ,  t ) d x  <  ( > )  0 ) ( f a ;  
^JQ IQ  - {4>iu)x + f{u))^x}dxds 
+  J Q  \ 9 { U { 1 , S ) )  +  f { u { l , s ) ) ] ^ { l , s ) d s .  
A function u{x,t) is called a solution of (A 1) on Qj' if it is both a subsolution 
and a supersolution of (Al) on Qj' . 
(B) A function u{x,t) is called a subsolution (supersolution) of (Bl) on Qj< if: 
(i) u { x , t )  i s  d e f i n e d  e v e r y w h e r e  o n  Q j <  \  ([0,1] X {0}) and a.e. on [0,1] x {0} 
such that u € L°°{Qj') and <^(u)x 6 L^{Q']f). 
(ii) u { l , t )  <  (>)0 o n  (0,7). 
(iii) For every t G [0, T] and every 
e e P{i)(g?) = u 6 cHo^) I aht) = o,^ > o}, 
j \ { x , t ) ( { x , t ) d x  <  ( > )  U Q { x ) ^ { x , 0 ) d x  
+ JQ  JQ  - (^(if)a; + f { u ) ) ( x }  d x d s  
+ ^  [g(«(0, a)) - f { u { 0 ,  s))] ^ (0, s ) d s .  
A function u{x, t) is called a solution of (Bl) on Qj' if it is both a subsolution 
a n d  a  s u p e r s o l u t i o n  o f  ( B l )  o n  Q j <  .  
15 
The main existence and continuation theorem can now be stated as follows. 
Theorem 2.1 A) There exists a T > 0 {T < oo) such that there exists a solution, 
u{x,t) > 0, of (Al) on Qrp and 
B) There exists a T > 0 {T < oo) such that there exists a solution, u{x, t) > 0, o f  
(Bl) on Qj< and 
and the case of f > 0,g' < 0 for problem (Bl), Theorem 2.1 can be established 
via the approach of semigroup theory as in [33]. See [4] for an excellent review of 
this topic, and see [3] for a development relating to the porous medium equation. In 
[31,32], Wolanski has applied this technique also. However, this approach fails for 
other nonlinearities. To give a brief argument as to why this is the case, we first 
simply state here that in a development such as [31,32,33] one has the following: If u 
and V are solutions of (Al), then 
for all < > 0. Now suppose that f > 0 is such that u  >  v  o n  Q f .  Operating formally, 
we integrate the PDE to find 
For certain types of nonlinearities, e.g., the case of f ,g' < 0 for problem (Al) 
II u { ; t )  -  v { - , t )  ||j^l(04) ^ II 4 ,0) - u(-,0) 11^1(0,1) 
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and hence such an estimate is possible provided / + is nonincreasing. In this 
way, we expect that the nonlinearities for which f' + g^>0 present a more difficult 
situation and will have solutions which exhibit more interesting behavior, such as 
blow up in finite time. 
The increased regularity theorems referred to above are results such as: "If u 
is a solution of (Al), then G (Here <i>{u)i is understood to be the 
weak or distributional derivative of <f>{u).) That is, under appropriate hypotheses, 
certain functions of a solution of (Al) or (Bl) actually have more well behaved (in 
an integral sense) weak derivatives than called for in the definition. Such results (and 
their proofs) are useful in obtaining further a priori estimates, including the so-called 
energy estimate. We now state these technical results which shall be employed in 
Chapter 4 in the development of some blow-up theorems. At this point we have 
made no mention of any uniqueness of solutions to problem (Al) or (Bl). Therefore, 
the quantifier "there exists a solution" shall appear in the following theorem. (In 
fact, it is the solution constructed in Chapter 5 which is used to establish it.) Once 
such uniqueness is proved, the quantifier may be replaced with "the solution." 
Define 
0(u) = (f>{v)dv and ^{u) = \J(i>'{y)dv. 
Theorem 2.2 Assume that f € C^{R) and that is bounded on compact sub­
sets of(0,oo). 
A) For each given uq such that «^(wg) € 11^(0,1), there exists a solution, u, of (Al) 
on Qrp with the following properties: 
(i) ($(«))(, («(«))( e lHQt)< '"d ($(«))( = 
17 
(il) 
10 lo $(u(a;,5)) dx 
f t  r l  
= - JQ JQ {<f>{u)x + fiu)) 4>{u)xdxds 
+ JQ  [?(«(!, <3)) + /(«(l, s))] <l>{u{l, s))ds. 
(iii) ("Energy inequality") If f = 0 then 
JO JQ (^('^))sdxds < <j>{u)L{ x , s )  I g g  d x  +  { s ) g { s ) d s .  
B) For each given uq such that (I> { U Q )  € 1), there exists a solution, u, of (Bl) 
on Qrp with the following properties: 
( ! )  ( $ ( « ) ) !  e  L ^ Q T ), and ($(«)), = 
y 4 > { u )  
(ii) 
11 J Q i ^ ( ^ ) ) s d x d s  = $(u(x,s)) Igg d x  
f t  f l  
= ~ JQ  JQ  + /(«)) <l>{u)xdxds 
+ [^(«(0,5)) - /(u(0, a))] <^(u(0, s ) ) d s .  
(iii) ("Energy inequality") If f = 0 then 
Jo <l>{u)l{x,s) ||=[, dx + (!>'{s)g{s)ds. 
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3 STATIONARY SOLUTIONS 
The goal of this chapter is to obtain solution diagrams for the stationary states 
of (A) and (B). This is done, as in [19], by cléissifying all such solutions via an integral 
identity and then analyzing the identity for each of the problems (A) and (B). 
3.1 Classification via Integral Identity 
In trying to follow the developments in [19], the first roadblock one encounters is 
the issue of the regularity, i.e., differentiability, of the stationary solutions. Levine's 
arguments depended heavily on the observation that such solutions were actually clas­
sical and so could be differentiated. However, in the present situation, we have only 
the weak solutions afforded by Definition 2.1. This causes no significant difficulties 
as we now show. 
If iw is a stationary solution of (Al) or (Bl), then <l){w)x € L^{Q'j<). So (j>{'w)x € 
2,^(0,1), and hence, via a Sobolev embedding [18, page 61], it follows that <i){w) 6 
C([0,1]). By the continuity of we thus have w € C([0,1]). Such continuity 
allows us to prove that w satisfies 
+ /W)a; = 0 
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on [0,1] in the classical sense, and in addition, most such solutions satisfy 
weC^(o,i). 
This is the content of the following three lenmias. 
Lemma 3.1 (A) I f w { x )  i s  a  s t a t i o n a r y  s o l u t i o n  o f  ( A l ) ,  t h e n  
< f > { w { x ) )  +  f { w { y ) ) d y  = x[flf(u;(l)) + f { w { l ) ) ]  
on [0,1]. 
(B) I f w { x )  i s  a  s t a t i o n a r y  s o l u t i o n  o f  ( B l ) ,  t h e n  
- ^ { w { x ) )  + f f { w { y ) ) d y  = (1 - x)[-£f(u;(0)) + f { w { 0 ) ) ]  
Jx 
on [0,1]. 
Proof: 
First let w be a stationary solution of (Al). Then for every ^ 6 
every t G [0,r], 
w { x ) ( { x , t ) d x  =  w { x ) ^ { x , 0 ) d x  + j ^ [ g { w )  +  f { w ) ] { l ) ^ { l , s ) d s  
+ JQ  JQ  - [(l>{W)x + f{ w )]^x} d x d s .  
So for 7/ = r ] { x )  such that r j  6 C^([0,1]), 7/(0) = 0, and 77 > 0 on [0,1], 
j^[<l>iw)x + f{w)]T}xdx = [g(w) + /(w)]77(l). 
Let 
H { x )  =  f i w { y ) ) d y  -  x [ g { w )  +  f { w ) ] { l ) ,  
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then this last identity can be written as 
[<f>{'w)x + H']rixdx = 0, 
which upon integration by parts becomes 
— Jq y>{w) + Hjrixxdx + y>{w) + H]rjx |^=Q— 0. 
Given % G C([0,1]) such that % > 0, define 
Then j/(0) = 0,7ya;(l) = 0, and rjxxix) = —x(z), so for this test function we have 
on [0,1]. (The above argument is actually quite standard in the Calculus of Varia­
tions.) 
The statement for problem (Bl) follows in a similar manner. • 
From Lemma 3.1 it follows that {<f>{w)x + fiw))x = 0 on [0,1] for any stationary 
solution, w{x), of (Al) or (Bl) and that w is twice continuously differentiable on 
intervals where w ^ 0. Thus to prove w E C^(0,1), it only needs to be shown that 
w ^ 0 on (0,1). The following lemmas accomplish this task for most solutions. To 
state these we first define 
Since x was picked arbitrarily, it now follows that 
( ^ > ( w ( x ) )  +  f { w ( y ) ) d y  = x[flf(u;(l)) + /(u;(l))] 
a;o(v) = sup {z € [0,1] : %(%) = 0} 
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and 
I/Q(V) = inf {z E [0,1] : v ( x )  =  0} , 
for a given function v  : [0,1] —> H .  
Lemma 3.2 Stationary solutions of (A 1) or (Bl) cannot change sign. 
Lemma 3.3 (A) I f  w { x )  i s  a  n o n t r i v i a l ,  n o n n e g a t i v e  s t a t i o n a r y  s o l u t i o n  o f  ( A l ) ,  
then w = 0 on [0,a;Q(w)] and w,w^ > 0 on (a;o(iw),l]. 
(B) I f  w [ x )  i s  a  n o n t r i v i a l ,  n o n n e g a t i v e  s t a t i o n a r y  s o l u t i o n  o f  ( B l ) ,  t h e n  w  =  0  o n  
[i/q(u;),1] and w,—w' > 0 on [0,yQ(u;)). 
Once these lemmas are established it will follow from Lemma 3.1(A) and Lemma 
3.3(A) that if w{x) is a nontrivial, nonnegative stationary solution of (Al), then 
®o(^)[^(^(^)) /(w(l))] = 0. Furthermore, from Lemma 3.1(A) we have 
(f>'{w)wx = -f{w) + [flr(u;(l)) + f { w { l ) ) ]  >  0 
on (xo(u;), 1]. So 
0 < lim { - f { w { x ) )  +  \ g { w { l ) )  + f { w { l ) ) ] }  
x — y x Q { w y  
= bMi)) + /(Wi))]-
Hence, if £f(ty(l))+/(u;(l)) > 0, then X Q { m )  = 0 and w > 0 on (0,1]. Similarly, if w { x )  
i s  a  n o n t r i v i a l ,  n o n n e g a t i v e  s t a t i o n a r y  s o l u t i o n  o f  ( B l )  s u c h  t h a t  g { ' w { 0 ) )  —  f { w { 0 ) )  >  
0, then yQ{w) = 1 and tw > 0 on [0,1). We now present the proofs of these lemmas 
which use the maximum principles in much the same manner as in Lemma 2.1 of [19]. 
Proof:(of Lemma 3.2) 
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Let w ( x )  be a nontrivial stationary solution of (Al). It will be established that w = 0 
on [0,a;o(t«)] which will complete the proof. To this end, suppose that 
M  =  max w { x )  >  0. 
0<a:<ZQ(w) 
We may then find points x-y^yi^zi such that 0 < < ZQ(w),= 
M,w{yi) = w{zi) = and w { x )  > ^ on [yi,z-^. By Lemma 3.1(A), w is a 
classical solution of 
4>{w)wxx + 4''{w)'U}l + f\w)wx = 0 
on [yi, ^ i], which cannot have an interior extremum by the maximum principle. Thus 
we have a contradiction, and it follows that M = 0. Similarly it can be shown that 
min w { x )  = 0. 
0<z<zoW 
Part (B) is proved as above. • 
Proof:(of Lemma 3.3) 
Let w { x )  be a nontrivial, nonnegative stationary solution of (Al); so w > 0 on 
(a;Q(w), 1]. For xi G (a;Q(w), 1] and yi € (a;Q(w),a;i) such that w{yi) < w{xi), we 
have 
max w(z) = w(x-\ ) 
by the maximum principle. Hence ^^(a?^) > 0 by the Hopf boundary point lemma. 
Part (B) follows in a similar manner. • 
We now proceed to the characterizations of the nontrivial, nonnegative stationary 
states. This is done as in [19], except here we first state two lemmas which actually 
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characterize positive solutions (in the classical sense) to the problems 
{<l>{w)x + f{w))x = 0 on (xQ, 1) 
(SAOÎQ) to(zQ) = 0 
^(Wa:(l) =a'(w)(l), 
and 
{4>{W)X + f{W))x = 0 on (0, VQ) 
(SBJ/Q) -<^(«')x(0) = ^f(w)(0), 
w(yo) = 0, 
respectively, for xg € [0,1) and yg € (0,1]. (Observe that Lemmas 3.2 and 3.3 hold 
for these problems.) To do this, as in [19], we must restrict to the cases where / is 
nondecreasing on [0, oo) for (SA^g) and where / > 0 on [0,oo) for (SBj/g). 
Lemma 3.4 (A) Assume that f is nondecreasing on [0,oo). There exists a positive 
solution, 
w € C([xg,l])nC2((a:g,l]), 
o f  ( S A X Q )  w i t h  w i  =  w { l )  >  0  i f f  
fW-[ <f>^i(T) 
/o 
and g{wi) > 0. 
Proof: 
I. Suppose that w { x )  is a positive solution of (SA%g) with w  € C([rg, l])nC^((a-Q, 1]). 
By Lemma 3.3(A), <f>\w)wx > 0 on (xg, 1], and hence 
< f > ' { w { x ) ) w x { x )  =  g { w i )  +  f { w i )  -  f { w { x ) )  >  0 
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on (zQ, 1]. So g { w i )  > 0, and letting x  6 (zQ, 1], we have 
f l  < f > ' { w { x ) ) w x { x )  ^  f  
J x  g ( w i )  +  f ( w ^ )  -  f ( w ( x ) )  J u  
j / { w { x ) ) w x _ [ W l  < j > ' { < T )  
{ { i { {  w { x )  g { w i )  +  f { w i )  -  / ( CT)  
= 1 — X. 
The integral identity (3.1) now follows by letting x —> in the above equation 
II. Conversely, suppose > 0 satisfies equation (3.1) and g{wi) > 0. Define 
_ m 
~  L  ^ a ( w ,  )  +  f ( w ^  )  -I w  g { i )  f { i   f { c r )  
for w 6 [0,t«i]. By the monotonicity assumption on /, we see that 
g { w i )  +  f { w i )  -  f { < r )  >  g { w i )  >  0  
for all <7 6 [Ojiyj], and so F G C([0, iwj^]). Moreover, 
^  g ( w i )  +  / ( w i )  -  f i w )  ^  
for w € (0, wj, which implies that 
F : [0, wi] [0,1 - XQ] 
is 1-1 and onto. Hence we may define 
u; : [xQ,!] [0,wi] 
by 
w { x )  =  F ~ ^ { 1  —  x ) .  
Clearly w(zQ) = 0,w(l) = 
f w i  ( j > \ a )  
L  w { x )  g { w i )  +  f { w i )  -  /(<r) c?cr = 1 — X 
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on [®o» !]• Furthermore, the differentiability of F  implies that w  € C^((zQ, 1]), 
and so differentiating the identity above gives 
<l>'{w{x))w'{x) = g{wi) + f{wi) - f{w{x)). 
From this it follows that w 6 C^{{X Q , 1]) and is a solution of (SAojq). • 
Lemma 3.5 (B) Assume that f >0 on [0, oo). There exists a positive solution, 
w e C([0,!/o]nC^([0,yo)), 
of (SByQ) with WQ = w(0) iff 
Jo ° ° 
and 
(ii) either f > 0 on (0,WQ] and g{wQ) - f{wQ) > 0, o r  g { w Q )  -  /(wq) > 0. 
Proof: 
This result is proved much Hke the parallel result above. However, we will include 
a sketch of the proof indicating where the condition (ii) is involved. 
I. Let w € C([0, j/q]) n C^([0, yg)) be a solution of (SBj/q). Then a quadrature yields 
{ w { x ) ) w ' ( x )  =  - g { w Q )  +  f { w Q )  -  f { w { x ) )  
on [0,j/o), and this quantity is negative by Lemma 3.3(B). Hence, 
0 > \im_[-g{wQ) + f{wQ) ~ f{w{x))] 
x-*yQ 
= -^(^o) + /(WQ). 
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Furthermore, if f { w )  = 0 for some w  G  (0,WQ], then 
- ^ ( w g )  +  f { w Q )  =  < / ) ' { w { x ) ) w ' { x )  +  f { w { x ) )  <  0, 
where x  € [0, yg) is such that w(z) = w .  Statements (i) and (ii) now follow. 
n. Conversely, if (i) and (ii) hold, then the denominator, G { W Q )  —  / { W Q )  + f { c r ) ,  is 
positive for a € [0, wg]. Thus, the proof concludes by defining 
G(^) B I  d a  I w  g { w Q )  -  f { w Q )  +  f { < 7 )  
and proceeding as in the proof of Lemma 3.4(A). • 
By applying these lemmas to the case of nontrivial, nonnegative stationary solu­
tions of (Al) and of (Bl), we have the following results. 
Theorem 3.1 (A) Assume that f is nondecreasing on [0,oo). There exists a non-
t r i v i a l ,  n o n n e g a t i v e  s t a t i o n a r y  s o l u t i o n ,  w { x ) ,  o f  ( A l )  w i t h  w i  =  w ( l )  >  0  i f f  
and g{wi) > 0. 
Theorem 3.2 (B) Assume that f >0 on [0,oo). There exists a nontrivial, nonneg­
ative stationary solution, w(x), of (Bl) of the form 
w { x )  =  
where v is a solution of (SBy^), with tug = iu(0) iff 
0 ..boJ] (3.,) 
u(a:) on[0,î/o)» 
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(i) 
/o 
"^0 
'0 - f { w Q )  + f i a )  do- = VQ, (3.5) 
and 
(il) either f  >  0  on (0, wg] and G { W Q )  — /(W Q )  >  0, or G { W Q )  — /{W Q ) > 0. 
Whenever g{wQ) > /(wg), it must be the case that yg = 1. 
Theorems 3.1 and 3.2 are actually the classification results we have been striving 
for, but it is interesting to pause here for a moment and examine the other apparent 
"solutions" of (Al) given by 
w { x )  =  (3.6) 
0 on [0, zg] 
u(a;) on(a;g,l], 
where u is a solution of (SA^g). Note that such a function has < f ) { w ) x  €  
Moreover, for ^ 6 P^Q'^iQx) ^ G [0,T], an integration by parts gives 
L JQ [(I>{^)X + f{w)]^xdxds - J^\g{w{l)) + f{w{l))]^{Us)ds 
~ ~ lo IxQ -
=  - [ 9 { v { l ) )  +  f { v { l ) ) ] J  i { x Q , s ) d s ,  
lim (l>{v)x{x) 
X— 
f t  
J Q  s ) d s  
smce 
<f>{v)x + f{v) = f{v{l)) + g{v{l)) 
on [xg, 1], from which it follows that w { x )  is a nontrivial, nonnegative solution of 
(Al) on Qrp if xg = 0 or if ^(w(l)) + f{w{l)) = 0 and zg E [0,1). We also note that 
all the functions defined as in (3.6) are subsolutions of (Al) on Qj". 
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Similar comments hold for functions defined by (3.4). E yg = 1 or if g((w(0)) = 
f{w{0)) and yg G [0,1), then w{x) defined by (3.4) are nontrivial, nonnegative solu­
tions of (Bl) on Qj<. Moreover, all such functions, w{x), are nontrivial, nonnegative 
subsolutions of (Bl) on Qj'. 
Knowing the existence of subsolutions is also useful since one usually has a com­
parison principle which says that a solution starting above a subsolution will remain 
above it (for as long as the solution exists). A similar statement holds for supersolu­
tions. 
We conclude this section with some ordering results for stationary solutions of 
(Al) and (Bl). These are similar to the corresponding results in [19] and proved in 
much the same manner. However, since there is no extra work involved in establishing 
such statements for solutions of (SAXQ) and (SBJ/Q), we shall do this and thus have 
ordering results for some subsolutions of problems (Al) and (Bl) as well. To help 
with the expression of these theorems, let us write t/;^(x, xg) to denote the function 
defined as in (3.6) and w^{x^yQ) to denote the function defined as in (3.4). 
Theorem 3.3 (A) Suppose that W]^(z) = Wj^{x,xi) and W2{x) = Wj^{x,x2) are 
g i v e n  a s  a b o v e  w i t h  0  <  X 2  <  x i  < 1 .  I f O  <  w i ( l )  <  W 2 ^ ^ ) >  w i ( z )  <  W 2 { x )  o n  
(®2'1]-
Proof: 
We will borrow some techniques used to prove Theorem 2.2A in [19]. To begin, 
suppose that the theorem is false, and let 
X = sup{a: < 1 : u;2 > on (z, 1]}. 
Then xi < x < 1, and we have the following three cases to consider. 
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Case 1. If /(u;i(l)) + flr(u;i(l)) > /(t«2(l)) +^'(^2(1))' then from 
<l>{wih + f{wi) = + 
> fl'Wl)) +/("'2(1)) 
= <(>{w2)x + f { w 2 ) ,  
which holds on the interval [a;j, 1], it follows that 
< 4w2)z(z) 
, Thus, for 6 > 0 sufficiently small, we have 
[(I>{w2) - <f>{wi)]x <0 
on [x,x + 5] C (œj, 1). But now 
0 < [(I>{w2) - <f>iwi)]{x + 6) 
Jx 
< 0, 
which is impossible. 
Case 2. If f{wi{l)) + flr(u;i(l)) > f{w2{l)) +fl'(u;2(l))> then we may argue as 
above to conclude 
[(i>{w2) - <l>{wi)]x > 0 
on [z — 6, z + 6] C , 1). So 
f X  [<f>{w2) - <l>{wi)]{x - S) = - J^_^[4>{w2)-(l>iwi)]xdx 
< 0, 
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which implies that W2{x  — S)  <  wi {x  — S) .  Define 
• y = sup{y e (arj,®) :w2<wi on (y,x)}. 
Arguing as above once more, we find that there exists a small u > 0 such that 
[4>{w2) - <f>{wi)]x > 0 
on [y,y +1/] C [œi,œ). But now 
which again is impossible. 
Case 3. If f{wi{l)) + gr(wi(l)) = f{w2{l)) + flr(t«2(l))5 then the conservation 
laws for wi and W2 imply 
on [xj, 1]. Hence, w = W2 — wi satisfies a differential equation of the form 
But, since w { x )  =  0, we must have iw = 0 in at least some small neighborhood about 
X = X. This contradicts the definition of x. • 
Let us remark here that loi(l) < ^2(1) does not imply that x^ > X2, and so the 
hypotheses above do not allow any further weakening. For example. 
0 < 
= [<i)iw2) - <l>{wi)]{y + I/) 
< 0, 
<i>{wi)x + f{wi) = ( f >{w2) x  +  f { w 2 )  
Wx + hw = 0. 
W l ( x )  =  y / x ,  
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and 
y / S x  —  4, X  c i.J 
are such functions associated with the problem 
(u I u I)'' = 0 
u(0) = 0 
on (0,1) 
(u I « l)'(l) = u I u p (1) 
which clearly violate the conclusion of the theorem. 
Theorem 3.4 (B) Suppose that = w^{x,xi) and W2{x) = w q { x , X 2 )  a r e  
given with 0 < — ^2 — ^ ^(w^(0)) — /(u;^(0)) > 0, for i = 1,2. If 0 < 
u;i(0) < wi(z) < W2{x) on [0,X2)-
The proof of this result is virtually identical to that of the previous theorem 
and, therefore, is omitted. Observe that Theorems 3.3(A) and 3.4(B) are actually 
stronger results than their counterparts in [19] in the sense that they do not require 
the additional hypotheses /' + 5*' > 0 and > 0, respectively. 
this analysis is done, we will have complete solution diagrams for the nontrivial, 
3.2 Solution Diagrams for Problem (A) 
This section is devoted to applying Lemma 3.4(A) to the case of <^(w)= if | ^ 
f { u )  = —w I K I, and g { u )  =  a u \ u  |P~^, where a , € , m , n , p  >  0. Observe that once 
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nonnegative solutions of 
[(w'")® + -u'^]x = 0 on [XQ, 1) 
n 
«(rcg) = 0 
( w ' ^ ) x ( l )  =  a u P { l ) .  
The apparently restrictive choice of / above is made to simplify the following analysis 
and is really not a restriction at all. For note that v{x) is a nontrivial, nonnegative 
solution of 
= 0 on ko, 1) 
u(xo)= 0 
( u " ^ ) x ( l )  =  a v P { l )  
iff u { x )  = is a solution of 
= 0 on [zQ, 1) 
U(XQ) = 0 
(u2m/n)^(l) = au2p/^(l), 
and so the above work will allow us to completely characterize all the nontrivial, 
nonnegative stationary states of (A), as well as some subsolutions as discussed in the 
previous section. 
For the above choices of ^,/, and g, equation (3.1) becomes 
Jo awl + n ^ l  ~ n ^ ' ^  
which, after a substitution and some manipulation, can be written as 
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where 
The case of p = 2 is now easy to analyze. When m 5^ 2, there is exactly one value of 
wi associated with each sq G [0,1) such that H{wi) = 1 — xq- When m = 2, 
€ 
H{wi) = — In 1 + 
a m  
and so for any a > 0 and ZQ E (1 — 1) D [0,1), there exists exactly one e > 0 such 
that H{wi) = 1 — ZQ for any wi > 0. 
Now consider the case p^2. We have toj = [(e/on)(|5 — Therefore, 
H { w )  can be expressed in terms o f  1 3  a s  
Thus if we define 
= Jo 
then the problem of finding toj > 0 such that H{w-\) = 1 — sq is equivalent to the 
problem of finding /3 > 1 for which 
To carry out this task we shall first obtain the graph of {j3 — 1)^G{P) for /3 > 1 and 
Ç = (m — 2)/(p — 2). The key to doing this is the following lemma. 
Lemma 3.6 Define 
fl cr^ 
 ^ /o 
for X > 1 and n > —1. Then 
pV) = Î^P(x)-^^. 
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Proof: 
This lemma is simply the application of some techniques from introductory cal­
culus. From an integration by parts, it follows that 
(n + l)(x — 1) n + 1 Jo (a: — o"^)^ 
c?cr, 
and, via some algebraic manipulation, we have 
-1 Q.M+2 -1 xa" - (z — <T^) cr" Jo = Jo 
f l  <7» , J  
- ^Jo (x-,72)2 Jo  x -<72 
Thus 
1 2x rl a" 2 
" (n + l)(z-l) ~ ^TTT /o 
which can be simplified to 
J n -1 ^ 1 
- Jo - S(J3T) • 
The conclusion now follows from 
(I-,72)2"^" 
for a: > 1. • 
Using this lemma, we calculate 
^ [(/J - L)'G(^)] = '  | W - 1 )  +  2 ] G ( / 3 )  -  I | ,  ( 3 . 7 )  
which, for m ^ 2, is seen to be negative in the case g < 0. If ç = 0, i.e., m = 2, then 
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Thus {P — is strictly decreasing for g < 0, > 1. Furthermore, 
lim (/9 - l)9G(y9) = 0 
in this case. 
Also for 9 < 0, 
rl /r"*-! rl 
1 0  »  
-1)« 
myS ' 
and so 
lim — l)^G(/3) = oo. 
^-+1+ 
When 9 = 0 we form the same conclusion from 
To analyze the case of ç > 0, define 
i2(/5) = W - 1) + 2]G(/3) -
and 
[p(;a - 1) + 2]/3("^-2)/2 
Then note that (3.7) can be written as 
A(;9). 
^ L(/3 - 1)'G(/3)] = 
Also, via Lemma 3.6, we calculate 
9(^-1)?-! 
2/3 A(/3). 
p  ^ m — 2 
p(/3-l) + 2 2^ J W) + 
4 - 1](^ - 1) - 2 
[p(^-l) + 2](/3-l)' 
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and so 
bI{I3 )  =  
p{\ - ll(/5 - 1) - 2 
W - l )  +  W - l )  . [p(/3-1) + 2]M"'-2)/2 
Therefore, in the case ? > 1, we find that R\P) < 0. Now if R{P) were ever zero, 
then it would be negative for all large values of p. But then R{P) would also be 
negative for all large thus contradicting 
lim R{0) = — = 
/5-»oo m q m 
1-1 
. 1  
> 0 ,  
which follows from the Lebesgue dominated convergence theorem. Hence, R{/3 )  >  0 
for all > 1 which implies 
d 
for Ç > 1. In this Ccise also, we have 
^ [(/) - > 0 
lim (/3 - 1)9G(^) = 0, 
and 
1 /m if Ç = 1 
CO if g > 1. 
The first of these limits actually holds for all g > 0 and follows from 
13^00^ 
( l 3 - l ) i G ( n  
- - ''' lift 
and 
lim (;g- l)9ln(\/^- 1) = 0, 
13-^1+ 
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i _  
m 
I 0  
Figure 3.1: Graph of (/? — 1)'G(/S), where q  =  { m ~  2 ) / { p  —  2) and p ^ 2. 
for any positive q. 
Finally in the case 0 < ç < 1, we see that R' vanishes exactly once. Hence, from 
lim R(/3) = oo and lim R{I3) = 
/3—>1+ >oo 
- - 1  
9 
< 0 ,  
it follows that i2(/3) must have exactly one zero. Therefore, there exists I 3q > I  such 
that 
>0 on (l,/3o) 
^ [(^ - = 0 ÎOÏ P = 
<0 on (^o,oo). 
Also, 
lim {l3-l)'iG{l3)= lim - 1)^G()9) = 0. 
/3-»l+ 
The graph of (/3 — l)^G{^) can thus be sketched as in Figure 3.1 
From such sketches it is easy to determine when there exists > 0 and XQ 6 
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[0,1) such that 
for 
in the case p ^ 2. We now use this to determine the number of nontrivial, non-
negative solutions of (SAOJQ) in the various cases m , n , p , a , e  >  0 and œg 6 [0,1) by 
2/72 
recalling our comments at the outset of this section and replacing m , p  and W Q  
above by 2m/m,2p/n and log, respectively. (Recall that only the case ZQ = 0 repre­
sents solutions of (A).) For a > 0, xg € [0,1) with a(l — xq) < 1 define eg > 0 such 
that 
/in r 1 
= 0(1 -Zg), a .  — In 
^0 
1 + ^ 
an J 
and for m , p , n  with 0 < (m — n)/(p — n) < 1 define 
G= max 
l</?<oo Jo 13-(T^ 
Finally, define ej > 0 such that 
mn J 
Our results are summarized in the following outline. 
o < m < n. 
o < p < m. There are two solutions for 0 < e < e^, exactly on solution for 
e = ej, and no solutions for e > ej. 
p = ni. There is exactly one solution when a(l — xg) < 1. Otherwise, there 
are no solutions. 
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p > m. There is exactly one solution for all a, e > 0 and zg € [0,1). 
TTif Th» 
p ^ m. There is exactly one solution for each a, e > 0 and X Q  6 [0,1). 
p = m. There are a continuum of solutions for each a > 0, xg G [0,1) such 
that A(l — XQ) < 1 and E = eg. Otherwise, there are no solutions. 
m > n. 
G < p < m. There is exactly one solution for each a, e > 0 and xq G [0,1). 
p = m. There is exactly one solution when a(l — xq) < 1; otherwise, there are 
none. 
p > m. There are two solutions for 0 < c < ej, exactly one solution for e = , 
and no solutions for e > . 
Let w { x , e )  denote the solution of (SASQ). The graphs of = w(l, e) are 
now sketched in Figures 3.2 - 3.7 in the various cases of a, n, m,p > 0 for xq = 0. The 
analysis which justifies the slopes and limiting behavior of these curves is presented 
following the sketches. We observe that for 0 < m < n our graphs are identical with 
those obtained by Levine [19] for m = l,n = 2. 
We now proceed to calculate the signs of w^^{e) and the limiting behavior of wi{e) 
along its various branches. To do this we will again consider the case f { u )  =  — u |  u  |  
and XQ € [0,1). Our results can then be interpreted for the general cases f { u )  =  
—u I u 1"—^ as done previously. Also, we can observe from this analysis that all the 
n 
diagrams of the subsolutions which we have discussed look exactly like the solutions 
diagrams. For now we shall agree to drop the subscript on t«i(e) and simply denote 
this by w(e) or w. 
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yk • 
0 < p < m 
p >  m  
£ 
Figure 3.2: u;i(e) where (i«'")'(l) = ou)P(l),0 < m < n,a > 1, and iwi(O) = ^^/(m-p) 
wi(e) 
0 < p < m 
p = m 
p > m 
£ 
Figure 3.3: iwi(e) where (w'")'(l) = atz;''(l),0 < m < n,a < 1, and wi(0) = ''l 
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10,(e) 
p < m 
p >  m  
£ 
Figure 3.4: w i { e )  where (u;'")'(l) = a w ^ { l ) , m  = n,a > 1, and wi(0) = 
p < m 
p > m 
e  
Figure 3.5: w i ( e )  where (uj'")'(1) = a w P ( l ) , m  =  n , a  <  1 ,  and toi(O) = 
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p > m 
e  
Figure 3.6: uJi(e) where («;"*)'(!) = aw''(l),m > n,a > 1, and îi;i(0) = 
W t  
0 < p < m 
1 •• p  =  m  
p >  m  
e 
Figure 3.7: tui(e) where (uj"*)'(l) = aw''{l),m > n,a <1, and uJi(O) = 
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For the case p = 2, recall that 
/«' 
,m—1 
-da w m 
2a + e(l — 0-2) 
so differentiating with respect to e immediately gives 
<0 if m < 2 
-2 _ l--%0 
2m 
We 
>0 if m > 2, 
where 
We = dw 
Also from this identity it follows that 
lim w ( e )  =  
£—>•00  ^ ' 
0 if m < 2 
oo if m > 2. 
Recall, for p ^ 2, that 
(3.8) 
where ^ = {anle)wP ^ + 1. Differentiating this expression with respect to e gives 
e 
e e-' 
which, after some manipulation, becomes 
— {(m — 2)[p(/? -1)4- 2]G(/9) - (p - 2)} We = ~^[(/^ "" 
If m ^ 2, then this can be written as 
(3.9) 
(3.10) 
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From a previous calculation, -^[{P — 1 ) G { ^ ) ]  >  0, and so from (3.9) we see that for 
{ m - 2 ) f { p - 2 )  <  0, 
<0 if 771 < 2 
We < 
>0 if m > 2. 
Moreover, taking limits in (3.8), we have 
lim lim — W " ' - P { ^ - 1 ) G { I 3 )  =  — { 1 - X Q ) ,  
->oo e e->oo an mn " 
so it must be that lime—^oo tu(c) = 0. For if this limit were positive, then lime-+oo P = 
1 and lime_+oo - 1)^(^9) = 0 = y^(l - xg) which is impossible. Simi­
larly, we have lime—>cx5 tw(f) = oo when m > 2. 
In the case m = 2, we again use equation (3.9) to conclude 
<0 if p > 2. 
Furthermore, from (3.8), it must be the Ccise that 
oo if p < 2 
lim w(e) = 
I 0 if p > 2. 
We previously showed i2(/3) > 0 when (m — 2)/(p — 2) > 1. So from (3.10) it 
follows that, for (m — 2)/(p — 2) > 1, 
> 0 if p < 2 
< 0 if m < 2 
> 0 if m > 2. 
As done above it also follows that 
0 if m < 2 
oo if m > 2. 
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In the case 0 < (m — 2)/(p — 2) < 1, we have i2(/5) > 0 on {1, /SQ), R{/3Q) — 0, 
and R{^) < 0 on (/3Q,oo). Thus we will consider e = e{w). From our previous work, 
€(w) is bounded with some bound €(m,p), and e([a(l — = 0, since 
w(0) = [a(l — Recalling 
771—'2 / V 771"~2 
we see that 
m—2 
liin (^-1)'F2'g(^) = 0, 
€->0+ 
and so one of the solution branches of w { e )  must satisfy lim^_^g+(zy^~"^/e) = 0. 
Hence, 
oo if p < 2 
lim w { e )  =  
e—>0+ 0 if p > 2 
for this branch. So with p < 2, m < 2 and €(w) is defined on [[a(l —oo). 
Equation (3.10) now implies that wg > 0 on the lower branch, and wg < 0 on the upper 
branch. Similarly, with p > 2, m > 2 and e(w) is defined on (0, [a(l — 
So We > 0 on the lower branch, and iwe < 0 on the upper branch. 
Finally, note that tu(0) = [a(l — ZQ)]^/(^'"f') provided m p .  With m  —  p ,  we 
use (3.8) to calculate 
lim -W'^-^G{ / 3 ) =  lim Ê J Z 1G{ 0 )  = — { 1  -  X Q ) .  
e_o+e e->0+ 
Now if lim^_^Q-|. W P ~ ^ [ E )  =  L  >  0 ,  then 
lim ^^G(/3) = — lim {/3 - 1)G{I3) = ^ 
an an /3-^oo omn 
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and so a(l — œg) = 1. But we showed previously that a(l — xg) < 1 in order for w ( e )  
to exist at all. Hence it must be that 
lim wP~^(e) = 0, 
£->0+ 
from which it follows 
oo if m = p < 2 
lim w ( e )  =  
e—>0+ 0 if m = p > 2. 
3.3 Solution Diagrams for Problem (B) 
We now carry out a similar analysis for positive solutions of (SByg) and hence 
obtain the solution diagrams for the nontrivial, nonnegative stationary states of (B). 
However, in contrast to the previous section, some of the functions are 
actually solutions of (B), namely, those for which tug = wg(0, yg) satisfies OWQ = 
(efn)wQ. Because of this, the solutions diagrams for (B) in the case 0 < m < n will 
leave the plane. 
In the same spirit as in the previous section, we consider the case <p(u) = 
u I u = —« I u |,fl'(u) = au I u |P~^. In this situation Lemma 3.5(B) e 
n 
says that we must seek wg > 0 and j/g € (0,1] such that 
,m—1 
/o 
wg ma' , d(T = j/g, 
'0 awg — (e/n)[it;g - cr^] 
and 
As before we can rewrite the integral identity as 
,m—1 
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For now we shall consider the case of positive solutions of F(iwo) = 2/0 such that 
anvjQ ^ > e. The possibility of solutions which satisfy amv^ ^ = e will be discussed 
later. 
l i p  =  2 ,  then it is clear that when m  ^ 2  and e  <  a n  there will be exactly one 
solution of F(wQ) = yg for each yg € (0,1]. When m = 2, 
a n j e  n 
F { W Q )  =  — H I  (an/c) - Ij ' 
so for any A > 0 and any J/Q € (1/A, 1] there exists an e such that e < an and 
F(wQ) = yg for all WQ ^ 0-
To analyze the remaining cases, we define 
an p-2 . r^i s cr^~^ m-2 
and seek a > 0 such that 
(a + l)^G(a) = ^ {^YyO-
mn 
To do this, we first sketch the graph of (a + l)^G(a) for the various ranges of q. 
Using the inequalities 
M 
m • ' ma 
^ < (a + l)'G(a) < 
and the Lebesgue dominated convergence theorem, the following Umits are found: 
lim (a + l)^G(a) = < 
a—>oo^ ' ^ ' 
0 if 9 < 1 
1/m if 9 = 1 
oo if g > 1. 
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Furthermore, observe that 
G(a) > 
/ f t  — i f  0  <  m  <  1  
" a+cr^ 
/n —^^d<T if 1 < m < 2, 
" a+cr^ 
and so (using this and the Lebesgue dominated convergence theorem again) we have 
joo if 0 < m < 2 
lim (a + l)^G(a) = < 
û î — l / ( m  — 2 )  i f  m  >  2 .  
In the case g < 0, 
^[(a + l)^G{a)] = q{a + l)1-'^G{a) + {a+ l)9G'ia) 
doc 
which is easily seen to be negative. To continue the analysis for positive values of q 
we require the following lemma, which is parallel to Lemma 3.6. 
Lemma 3.7 Define 
f o r x > 0 , n > — l .  T h e n  
fl (r" 
^ Jo 
Using this lemma, as before, it follows that 
where 
R { a )  =  [ap + (p — 2)]G(a) — ^ 
(3.11) 
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and ç ^ 0. Moreover, 
R\a) = P + ( m  -  2 ) [ a p  + { p -  2)] 2a 
similar to the previous section. But now the analysis becomes a little more complex 
because the term [otp + (p — 2)] can change sign. (Recall that the corresponding term 
in the previous section, \p{P — 1) + 2], did not give us this problem.) Therefore, we 
shall have a few more cases to consider. 
In the case ç > 0,p > 2 (so m > 2), we can solve for G ( a )  in terms of J i ( a )  t o  
get 
m  —  ,  .  p { p  —  m ) a  +  { p  —  2 ) { p  —  m  +  2 )  p / /  \  _  P  ,  - z  \ , p  -  ) a \  -  z ) y -  ^
a p  +  { p - 2 )  2 a  { m  -  2 ) { a  +  l ) [ a p - \ - { p  -  2 ) ]  
Hence 
has 
R { a )  =  .A(a) 
B! {a) = 
[ap + (p - 2)]û:("^ 2)/2 
|p(p - m ) a  + (p — 2)(p - m + 2) (3.12) [ap + (p _ 2)]a('^-2)/2 \ (m-2)(o: + l)[ap+(p-2)] J" 
From (3.12) we see that R'{a) > 0 for 2 < m < p, and thus R{a) < 0 for all a > 0 
smce 
lim R i a )  =  lim ^ 
a—>00 ^ '  a — *00 [ a p  + (p — 2)] 
Similarly, R { a )  >  0 when 2 < p < m — 2, since R\a) < 0 for all a > 0. In the 
intermediate case of m,p > 2 such that m — 2 < p < m, there exists ag > 0 for which 
R'{a) > 0 on (0, ag), R'iaQ) = 0, and R'{a) < 0 on (oqjOo). Furthermore, 
lim R { a )  = 0, 
a-.0+ 
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(a4-irG(a) 
A 
2 < m < p or m > "2, p < 2 
Figure 3.8: (a + for the cases of (m — 2)/(p — 2) < 0 and 
(m — 2)/(p — 2) > 0,p > 2. 
and 
lim R^Oi) = 
a-40+ 
p-2 if m > 4 
< 0 ,  m — 2 m — 4 
—oo if 2 < m < 4 
which implies that R{cx) < 0 for small a > 0. Therefore, there exists aj > 0 
such that R{a) < 0 on (0,aj), -R(Q;I) = 0, and R{ct) > 0 on (ajjoo). The graphs of 
(a+l)9G(a) can now be deduced, in the cases discussed above, from this information 
and appear in Figure 3.8. 
For (m — 2)/(p — 2) > 0 such that p < 2, we have m <2 and R{a) < 0 when 
a 6 (0, (2—p)/p]. Observe that [o;p+(p—2)] is positive for a € ((2—p)/p, oo), and so, 
for such values of a, equation (3.12) holds. In the case p < m < 2, if a > (2 — p)/p, 
then R'{a) > 0. It thus follows from lima—foo Ri^i) = 0 that R{a) < 0 for all 
a > (2 — p)/p. Therefore, R{a) < 0 for all a > 0. 
When 9 > 0,p < 2 is such that p > m, we see from (3.12) that R'(a) vanishes 
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(a + l)*G(a) 
A, 
Figure 3.9: (a + for the case of (m — 2)/(p — 2) > 0,p < 2. 
exactly once on ((2—p)/p, oo), namely, for â = ~~~ 1 + 
p — m 
. In fact, R'{a) > 0 
on ((2 —p)/p, a), R'{&) = 0, and R'{a) < 0 on (â, oo). Hence from R{{2 — p)/p) < 0 
and lima—>oo Â(a) = 0, it follows that there must exist aj > 0 such that R{a) < 0 
on {{2—p)/p,ai), R{ai) = 0, and R(a) > 0 on (aj^, oc). From the above information 
we now have the graph of (Û + l)^G{a) for the remaining cases as given in Figure 
3.9. Using these diagrams it is now easy to determine when there exist WQ > 0 such 
that anwQ ^ > e and ^(WQ) = Î/Q. 
It only remains to consider solutions of F(WQ) = yg for which anw^ ^ = e. 
(Note that such solutions give rise to stationary solutions of (B). This did not happen 
in the previous section.) If anwQ ^ = e, then 
^(^O) = 
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Hence, we must have m > 2, IWQ ^ = e/an, and 
tWQ = yoe{m - 2) 
mn 
l/(m—2) 
So in the case p = 2, if c = an, then for any yQ € (0,1] there exists a solution 
l/(?7l—2) 
w;0 = 
When p ^ 2, then for e such that 
yoajm - 2) 
m 
mn / e ^("^-2)/(p-2) ^ 
e(m-2)Van; ^ ^ 
there exists a solution, 
WQ =  
with 
yoe(m - 2) 
mn 
l/(j7l—2) / € \l/(p-2) 
= w 
mn ( e \  (m—2)/(p—2) 
^0 = uj 
We now use the above work to determine the number of nontrivial, nonnegative 
solutions of (SBJ/Q) in the various cases m,n,p, a, e > 0 and yQ € (0,1]. (This 
2/72 is done, as in the previous section, by replacing m,p, and Wq' by 2m/n, 2p/n, 
and WQ, respectively.) To do this we make the following definitions. For the cases 
p>n,m — n<p<m and m < p < n, define 
a = min(a + l)("'-")/(P-'') 
a>0 -/O a + o— 
and ej > 0 is defined such that 
iL 
nm 
'  an\ 
. n /  
{m—n)/{p—n) 
yo = ^ -
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Finally, 
eo(p) = an a{m - n)yo 
m 
{p~n)l{m-p) 
for m n, m ^ p, and define eg > 0 such that 
an 
In 
(«"/ep) 
= ayq, 
CQ [(an/eo) - 1. 
for o > 0, %/Q G (0,1] with ayQ > 1 ajid m = n = p. Our results are now 
summarized in the following outline. 
o < m < n. 
o < p < m. There is exactly one solution for each a, e > 0 and T/Q G (0,1]. 
p = m. There is exactly one solution when ayQ > 1. Otherwise, there are none. 
m <. p < n. There are two solutions for 0 < e < ej, exactly one solution for 
e = ej, and no solutions for e > . 
p = n. There is exactly one solution when 0 < e < an. For e > an, there are 
no solutions. 
p > n. There is exactly one solution for each a, e > 0 and t/Q G (0,1]. 
TÏT — ?%$ 
p 7^ m. There is exactly one solution for each a, e > 0 and Î/Q G (0,1]. 
p = m. There are a continuum of solutions when ayQ > 1 and e = CQ. Qther-
wise, there are no solutions. 
m > n. 
o < p < n, n < p < m — n, ov p > m. There is exactly one solution for 
0 < e < eQ(p) and no solutions for e > eo(p). 
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m — n < p < m and p > n. There are two solutions for CQCP) ^ ^ 
exactly one solution for 0 < e < eo(p) and for e = ej, and no solutions for 
p = m. There is exactly one solution for each e > 0 whenever 1 < ayQ < 
ml{m — n). Otherwise, there are no solutions. 
Observe that this settles the question of stationary solution diagrams for (B) in 
the case 0 < m < n upon setting yg = 1. However, when 0 < n < m, we must 
consider the bounded surface u;Q(6, i/g) = WQ{0,yQ). The outline above gives the 
cross-sections of this surface for fixed j/g. The actual solution curve is made up of 
the curve U;Q(E, 1) and the curve made up of the endpoints of TI;Q(E, J/Q), given by 
îoo(e(p),î/o) for î/Q € (0,1]. Note that we have an explicit representation for this last 
curve, since these are solutions which satisfy 
We now give the stationary solution curves for problem (B) in Figures 3.10 -
3.22. In the case 0 < m < n, these are the graphs of WQ(e) = w(0, e), where w{x, e) is 
the solution of (SBJ/Q) and J/Q = 1. In the case 0 < n < M, we are actually drawing 
the edge of the surface WQ(e, yq) which corresponds to solutions of (B). For this case 
the notation eg = co(p) is used, and the vertical axis is labeled TWO(E, J/q) eventhough 
we are only graphing a curve which lies on this surface. 
To calculate the signs of WQ(e) and the limiting behavior along the various 
branches of tug, we drop the subscript on WQ for now and recall that 
e > ej. 
au;p = 
1 .m—1 
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IJIo(fi) 
m  < p <  n  
P > n  
p < m  
l-
p = m 
£ a n  
Figure 3.10: Wo(e) where —(t/;"*)'(0) = aii;''(0), a > 1, 0 < m < n, and wq = 
A 
p >  n  p as n 
m < p < n 
p < m  
a n  6 
Figure 3.11: u/o(e) where —{t«'")'(0) 
wo(0) = 
=  a u ) P ( 0 ) , 0  < a < l ,  0 < m < n ,  a n d  
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tool 
m 
p=s m 
i • 
p  >  m  
£ 
Figure 3.12: UJO(C) where —(u;'")'(0) — au;''(0),a > 1, 0 < m = n, iwo(O) = 
too(e) 
p  >  m  
p < m  
e. 
Figure 3.13: W(i{e) where —(u;'")'(0) 
Wo(0) — 
= fluj''(0),0 <a<l, 0<m = n, and 
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wo(e>yo)/K 
p < n 
I-
an 
Figure 3.14: iwo(c) where —(to'")'(0) = ati;''(0),a > mf{m — n), 0 < n < m, 
0 < p <71, and Wo(0) = 
«'o(e,yo)A 
p  =  n  
a -  -
1 - p < n 
an 
Figure 3.15: Wo(6) where —(u;'"y(0) = ai«''(0),l < a < m/(m 
0 < p < n, and ii;o(Ô) = 
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«flo(«.yo)A 
I-
p < n  
a n  
Figure 3.16: %uo(c) where —(iu*")'(0) = atw''(0),0 <a<l, 0<n<m, 0<p<n, 
and îi>o(0) = 
««o(e,yo)A 
m —n < p < m 
a- • 
n < p < m — n  
Figure 3.17; f(0),o > m/(m (e) where —(u;'")'(0) 
n < p < m, and ÎUO(Ô) = 
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«H)(e,yo)A 
I 
I 
m  —  n  <  p  < m  
a - .  
1 - -
Figure 3.18: u;o(e) where —(u;'")'(0) = ait;''(0),l < a < mf{m — n), 0 < n < m, 
n < p<m, and u;o(0) = 
«'o(«,yo)A 
1 ' 
n <  p  < m  —  n  
m — r» < P < 
V 
Figure 3.19: Wo(€) where —(u;'")'(0) = au;P(0),0 <a<l, 0<n<m, n<p<m, 
and itfo(O) = 
60 
Voira 
«"olïjfo) AT" 
p >  m  
p=: m 
o(m — n) 
I ^ e  
Figiire 3.20: ti;o(e) where -(tx;'")'(0) = au>''(0),a > m/(m — n), 0 < n < m, p > m, 
and Wo(0) = 
u>o(«.yo)^ 
p > m 
yoir 
Figure 3.21: Wo(e) where —(ti;"*)'(0) = au;''(0), 1 < a < mf{m — n), 0 < n < m, 
p > m, and u)o(O) = 
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too(e,yo)^ 
p > m 
Figure 3.22: Wo(£) where —(w"*)'(0) = aw''(0),0 <a<l, 0<n<m, p>m, and 
wo(0) = 
for 0 < e < anwP~^. Differentiating this expression with respect to e in the case 
p = 2 gives 
i) [an-£(1-^2)1 dcT. 
FVom this it follows that 
we < 
>0 if m < 2 
<0 if m > 2. 
Furthermore, 
lim 10^ ^(e) = lim 
e—*an mn Jo : e-^an- "O an-£(1-0-2) 
0 if m < 2 
a(m — 2)^0/m if m > 2, 
-1 
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and so 
oo 
lim w{e) = 
e—>an~ a(m - 2)yo 
m 
l/(m—2) 
if m < 2 
if m > 2. 
In the case of p ^ 2, we have 
-w'"-^g{a) = 
c mn 
which upon differentiation yields 
[(m -  2 ) G { a )  +  { p -  2)(a + l)G'(a)]u;e = + l)G(o:)] < 0. 
Therefore, we immediately see that 
<0 if m > 2,p < 2 
we 
Moreover, 
lim iwfe) = 
e—*oo ^ '  
> 0 if m < 2,p > 2. 
0 if m = 2,p < 2 
oo if m < 2,p > 2 
follows from e < anwP~'^{e). In the case m > 2,p < 2, there exists an CQ > 0 such 
that w{e) exists on (0,eo] but not on (eg, oo). Explicitly, eg is the number for which 
(m-2)/(p-2) 1 
_eo_ /on"! 
nm {eQj yo m - 2 '  
and thus we have 
lim (a+l)(™-2)/(p-2)Q(^)^^_ 
So it must be the case that 
Hm û = 0, 
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which implies 
lim w(e)= 
e-.eq 
To continue, we use Lemma 3.7 to rewrite (3.13) as 
^^^^i2(o!)u;e = < 0 
for m ^ 2,p ^ 2. Recalling the properties of R{a), the following can be seen: 
>0 if p > m > 2 
W e  ^  <  0  i f 2 < p < m  —  2  
<0 if p < m < 2. 
Also, as done above, it follows that 
(eg/am)^/(P~^) ifp>m>2orif2<p<m — 2 
oo if p < m < 2, 
and in the case p = m ^ 2, 
lim wP~^(e) = oo 
e—>oo ^ ' 
implies that 
0 if p = m < 2 
lim w(e) = 
e-+oo ^ ^ n 
oo if p = m > 2. 
When m < p < 2, we define ej > 0 by the equation 
(™-2)/(p-2) 
(3.14) 
lim = < 
e->eQ 
ej I an 
mn \  ei ^ 
yn = min(a + l)^G(a). 
a>0 
Now {a + 1)9(?(q:) = {efmn){anfe)^yQ has two solutions if 0 < e < , one solution 
if e = ej, and none if e > cj. So e = e{w) is bounded by ej. Also 
lim (a + l)^G(a) = oo, 
e-»0+ 
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and 
«>(0) = («•ïo)''''™"'''. 
which implies that one of the solution branches must satisfy lim^_^Q_|_ w{e) = oo. 
Hence €(w) is defined on ^(w) > 0 on 
and /(w) < 0 on (u;(e]^,oo). 
Similarly, when m,p > 2 are such that m — 2 < p < m, then there are two 
solutions of (a + l)9G(a) = (e/mn)(an/e)^j/o if (Q < c < one solution if e = 
or e < eg, and no solutions if e > . (Here eg and ej are defined as above.) Also one 
of the branches of ii>(e) must satisfy 
lim u;(e) = ^ =w(0). 
e_>e+ Vany 
Furthermore, to(e) > (e/an)^/(P~^) for all e on which it is defined. So €(w) is defined 
on ((6Q/o»)^/P)] with e' < 0 on (^(c^), P)] and e' > 0 
on ((eQ/an)^/("^~P\w(ei)). 
Finally, as we have used above, m(0) = provided m ^ p. If 
m = p ^ 2, then from 
lim (a + 1)G(q;) = > — 
e->0+ ^ 
it follows that lim^_^Q_(_ wP~^{e) = 0. Hence 
lim w(e) = 
e->0+ 
0 if p = m > 2 
oo if p = m < 2. 
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4 UNIQUENESS, COMPARISON, AND STABILITY 
In this chapter we restrict attention to nonlinearities <f>,f, and g for which we 
have obtained uniqueness and comparison results for problems (Al) and (Bl). The 
following additional hypotheses will be needed: 
( H 4 )  ^ , / 6 C l ( i l ) .  
(H5) For each M > 0, there exists a constant C  (which may depend on M )  such 
that 
for all u e (0, M]. 
(H6) For each M  >  0 ,  there exists a constant C  (which may depend on M) such 
that 
I -/'(«) + S'(U) I < C/(«) 
for all € { 0 , M ] .  
Under the hypotheses (HI) - (H5) we shall be able to obtain such results for problem 
(Al); the hypotheses (HI) - (H4), (H6) will turn out to be sufficient for problem (Bl). 
With these further restricted types of nonlinearities, we proceed to explore the 
stability/instability of the stationary states found in Chapter 3. It is also established 
that some solutions of problems (Al) or (Bl) blow up in finite time. 
66 
In section 1, we develop the above mentioned comparison results. Theorems 
which relate to the stability of instability of stationary solutions are gathered in 
section 2. Also, in section 2 the stability/instability of stationary solutions of (A) 
and (B) is completely analyzed for p, n > m > 1 and solution diagrams displaying 
these results are given. Finally in section 3 we develop blow up results which are 
parallel to those in [19, section 3]. 
4.1 Uniqueness and Comparison 
For the developments of this section we will need to use the solution of (Al) (and 
eventually, the solution of (Bl)) which was constructed in the existence proof. Let 
us call this solution, so constructed, the limit solution. We shall prove comparison 
principles between nonnegative sub- and supersolutions of the problems (Al) and 
(Bl) and the associated limit solution. It will follow from this that the limit solution 
and the weak solution (introduced in Chapter 2) must be the same. Thus the desired 
uniqueness and comparison principles will appear as corollaries to these above results. 
Our technique closely parallels some work of Diaz and Kersner [5]. 
Let us mention here that, for the remainder of this chapter, when discussing 
problem (Al), we will always assume (HI) - (H5). Likewise, when we are discussing 
problem (Bl), (HI) - (H4) and (H6) will be in force. Also, when we are discussing 
any solutions, subsolutions, or supersolutions, all times {t or T) under consideration 
will be understood to lie strictly inside the maximum time interval of existence for 
those solutions. That is, our results are not necessarily global. 
Theorem 4.1 (A) Letu{x,t) denote the limit solution of (A 1) on Qj^. 
67 
(i) If û{x,t) is a nonnegative supersolution of (Al) on Qijp, then 
[«(z, <) — û{x,t)\'^dx < C [u(z, 0) — û(a;,0)]"^(fz 
for all t € [0,r]. 
(ii) Ifu{x,t) is a nonnegative subsolution of (Al) on Qj», then 
J^[u{x,t) -  u{x,t)]'^dx < [«(z,0) -  «(z,0)]"l"(Zz 
for all t € [0, T]. 
Here C is a constant which depends on T. 
A similar result holds for problem (Bl). 
Theorem 4.2 (B) Let u{x,t) denote the limit solution of (Bl) on Qj<. 
(i) If û{x,t) is a nonnegative supersolution of (Bl) on Qrp, then 
[u{x,t) — v,{x^t)]'^dx < C [«(a;,0) — «(x, 0)]"^c?x 
for all t e [0,T].  
(ii) Ifu{x,t) is a nonnegative subsolution of (Bl) on Qj^, then 
JQ [«(a:, t) -  u{x,<)]+rfa; < [u(x,0) - %(%,0)]+rfx 
for all t 6 [0,r] .  
Here C is a constant which depends on T. 
Before presenting the proof of these theorems let us first state some important 
corollaries of them. We have the following comparison results. 
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Corollary 4.1 (A) Let u(x,t) and v{x,t) be a nonnegative subsolution and a non-
negative supersolution, respectively, of (Al) on Qrp. //«(x, 0) < v(x.O) a.e on (0,1), 
then for each t 6 (0,r],u(a;,<) < v(x,t) on [0,1]. 
Corollary 4.2 (B) Let u{x, t) and v{x, t) be a nonnegative subsolution and a non-
negative supersolution, respectively, of (Bl) on Qj'. Ifu{x,0) < t;(x.O) a.e on (0,1), 
then for each t € (0,7"], «(x,<) < v{x,t) on [0,1]. 
We also obtain the following continuous dependence results. 
Corollary 4.3 (A) Let u{x,t) and v{x,t) be solutions of (Al) on Qj». Then, for 
each t € [0, T], 
Corollary 4.4 (B) Let u{x,t) and v{x,t) be solutions of (Bl) on Qj>. Then, for 
each t € [0, T], 
We will prove one of the four statements in Theorems 4.1(A) and 4.2(B). The 
remaining assertions follow in a similar manner. To this end let u{x,t) be a nonneg­
ative supersolution of (Al) on Qj^, and let u{x,t) be the limit solution of (Al) on 
Qt'> 
ti(a;,i)= lim un{x,t) 
K-»0+ 
as in Appendix A. For each function, u/c, in this limit we have 
UK{x,t)^{x,t)dx = [u{x,0)+ K]C{x,0)dx 
lo lo " [<^("k)z 4- y(^/c)]^z} 
+ Jq [9{uk{1,s)) -  g{K) + f{uK{l,s))]^{l,s)d, 
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for every t € [0,r] and every ( € we take such a ^ with the addi­
tional property that ^ G C^'^(Qj'), integrate by parts in both the above equality and 
also in the inequality satisfied by û{x,t), and subtract the two resultant expressions, 
then 
where 
and 
Let 
j^[uK{x,t) -  u{x,t)]^(x,t)dx 
< J^[u{x,0) + K-u{x,0)]^{x,0)dx 
f t  r l  
+ yg ~ — f n ^ x ^ d x d s  
+ {uk — û)(l,5) [ff/c(3)^(1,5) — $/c(l,g)&(l,3)] ds 
jq {-5(«K(1,S) + [m - «^(«(0,s))]^a;(0,5)}(^5, 
#k(x, i) = JQ /[^«/c(x, t) + (l- ^ )u(x, t)]dû, 
FK(x,t) = f'[9uKix,t) + (1 - e)û{x,t)]de, 
HK{t) = g'iOuKiljt) + (1 — 9)u{l,t)]d6 + F/c(l,<). 
m = max 
Observe that we have 
{11 = lli°°(er)'oS?ïi " "i°°(<3r)} • 
and 
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on Qrp. The lower bound for is found from the following analysis. 
(i) If û{x,t) > k/2, then 
(ii) If 0 < û{x,t) < /c/2, then 
«/c(a;,<) - u{x,t) 
for some 6 6 (k/2, k). 
The upper bounds follow from (H4). 
Thus, for fixed k 6 (0,1), we may define sequences {$K,n} and and 
constants //, which is independent of n and «, and i/, which is independent of n, in 
such a way that 
1- ^K,n-,FK,n € C'°°(<3y)j 
2. $/c,n —^ and fn^n —^ as n —+ OO a.e. in q'j', 
3. 0 < 1/ < in Çy, 
4. I F/c,n |< fi in Qj^, and F/c,n(0,i) = 0. 
Let us choose x E C°°([0,1]) such that suppx C (0,1) and 0 < % < 1, and ^ E 
c°°([o,r]). 
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Now let in denote the solution to the "adjoint problem" 
is + ^ K^nixx — FK,nix =0 on 
^(0,5) = 0 on (0,f) 
(AP) 
&(1,5) = on (0,t) 
= on [0,1]. 
With the test function ^ we thus have 
j^[uK,{x,t) -  u{x,t)]x{x)dx 
< J^[u{x,0) +K-u{x,0)]i{x,0)dx 
Jq Jq ~ •") {[^« ~ ^K,N] ixx — — Fk^ti] ^X} dxds 
+  j q { u k - û ) { l , s ) i { l , s ) [ h k { s ) - i p { s ) ^ k { l , s ) ] d s  
Jq a) + [(I>{k) - <^(û(0, s))]^a;(0, s)} ds. 
(Recall that ^(0, <) = 0 and ^ > 0, so we have i x { 0 , t )  >  0.) By the analysis in 
Appendix B, there exist constants Ci,C2,C^ such that 
II llz,oo(Q2')- II IIi°O((57')- ^2» II (nxx ||j^2^Q^)^ ^3-
Here Ci depends only on 
II ^ lli:oo(0,r)' 
C2 depends on 
Cb II x' llioo(o,i); 
C3 depends on 
^2) II V»' 11^00(0,?) • 
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Therefore, applying appropriate bounds on and its derivatives and then letting 
n ^ oo in the above inequality, we have 
< Jq 0) + K — û{x, 0)]"*"(fz 
+ I « « ( l ,-s)-«(1,-s) II HK{s)-7l;{s)^K{hs) \ ds 
^2jl {l ^(4 I +<?i(«)}rf5, 
We now take a sequence of such functions say {^ç}, which converge to Hk,/$«(1, •) 
a.e. on (0, t) and are bounded independent of q and K. The independence of K in this 
bound is possible by (H5). Thus, letting q —* oo and then « —> 0''", it follows that 
[«(x,<) - û(x,<)]x(a:)dx < [u(a;,0) - û(x, 0)]+c?a;. 
Since this inequality holds for every x € C°°([0,1]) with compact support in (0,1) 
and 0 < X < 1 and the constant C-^ does not depend on %, the theorem now follows 
upon consideration of a sequence of such functions % which converge a.e. on (0,1) to 
the function given by 
1 iî u{x,t) > û{x,t) ^ 
0 if u(a:,<) < û(a;,<). 
4.2 Stability/Instability of Stationary Solutions 
We now present some lemmas which are special to the case of (j>{u) = > 1. 
The essential ingredient in these results is that (under appropriate hypotheses on / 
and g) if w{x) is a stationary solution of (Al), then, for cr G (0,1), (1 — cr)w{x) is 
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a supersolution and (1 + cr)w{x) is a subsolution of (Al). There are corresponding 
statements for stationary solutions of (Bl). Such facts together with the comparison 
theorems of the previous section, allow us to discover the stabihty or instability of the 
stationary states. We now make the notion of stability more precise in the following 
definition. For this purpose, define the class of functions 
5 = {u e C([0,1]) : <l>{v) € cl([0,l]), v{0) = 0,v>0 on [0,1]}. 
Definition 4.1 (Stability for (Al)) A stationary solution, w{x), of (Al) is stable 
from above  i f  for  any  g iven  e  >  0  there  ex i s t s  func t ion ,  z  Ç.  S ,  wi th  <j>{z ) x  >  ( f>{w ) x  
on [0,1] such that the following is true: If u{x,t) is a nonnegative solution of (Al) 
with w(a;) < u(x,0) < z{x) a.e. on (0,1), then 
II ||j:OO(O,1)< ^ 
for all t >0 and 
lim u(x,t)=^w(x) 
t^oo ^ ^ ' 
for each x € [0,1]. If the statement above holds with all the inequalities reversed, then 
w(x) is stable from below. 
The stationary solution w(x) is stable if it is both stable from above and below. 
The analogous notions for problem (Bl) are defined as above with the obvious modifi­
cations. This type of stabihty is often (and more accurately) referred to as asymptotic 
stability. The notion of stability above is the same as used in [19] and is in the spirit 
of some works on strongly order preserving systems [14,25]. 
Lemma 4.1 (A) Assume that (f>{u) = u^, m > 1, and that f {u) j4>'{u) and g{u) ju<j>'{u) 
are nondecreasing on (0, oo). Let w{x) be a nontrivial, nonnegative stationary solution 
of (Al), and let u{x,t) be a solution of (Al) on Qj'. 
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(i) IfO< it(a;, 0) < (1 — ( T ) W { X )  a.e. on (0,1) for some a G [0,1], then 0 < u{x,t) < 
(1 — a)w{x) on [0,1] x [0,oo), i.e., the solution is global. 
(ii) lfu{x,0) > (l + o")u;(a;) a.e. on (0,1) for some a > 0, then u{x,t) > (H-<T)u;(a;) 
on Qj'. 
Proof: 
(i) Set u(a:) = (1 — (r)w(z). Then <f>{v) = (1 — a)^<j>{w), so 
<f>{v)xx + f{v)x = (1 - <^)"^<l>{w)xx + (1 - (r)wxf'i{l - (t)w) 
= (1 — (TY^<i)\w)wx 
< 0, 
f'{{l-a)w) f'{w)' 
{{I — cr)w) 
on (0,1]. Also, 
9i(u)a;(l,0 -5(v)(l,<) 
= (1 — cr)^ (j)'{•w)w 
- > 0. 
g{w) g{{l -  a)w) 
w<f>'{w) (1 — a)w(f)'{{\ — cr)w) (1) 
Thus, multiplying by ^ G jP^Q'^iQx) integrating by parts over for t 6 
[0,r], we have 
-  JQ  JQ  [4>{V ) X  + f{v)]^xdxds + ^  [(f>{v)x + /(u)]^(l, s)ds < 0, 
from which it follows that u is a supersolution of (Al) on Qj'. The conclusion 
now follows by Corollary 4.3(A) and Theorem 2.2(A). 
(ii) Let v{x) = (1 + cr)w{x). It follows from calculations similar to those in (i) that 
u is a subsolution of (Al) on Qrp. • 
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There are parallel results for (Bl), and, although they only apply to (B) in the 
cases for which we have a uniqueness theorem when p = m, we present them now. 
Their proofs are essentially the same arguments as in the previous lemma. 
Lemma 4.2 (B) Assume that (f){u) = u^, m > 1 and that f{u)l(j>'{u) and 
—g{u)lu4>\u) are nondecreasing on (0,oo). Let w{x) be a nontrivial, nonnegative 
stationary solution of (Bl), and let u{x,t) by a solution of (Bl) on Qj^. 
(1) IfO< u(a:,0) < (1 + <T)iw(a;) a.e. on (0,1) for some a > 0, then 0 < u{x,t) < 
(1 + a)w{x) on [0,1] X [0, oo), i.e., the solution is global. 
(ii) //u(a;, 0) > (1 — (r)w(x) a.e. on (0,1) for some <j € (0,1), then u{x,t) > 
(1 — cr)w{x) on Qrp. 
To apply these lemmas and get statements about stability or instability of solu­
tions, we first estabUsh that if u{x,t) is a solution of (Al) such that 
lim u(x,i) = û(x) 
t-^oo ^ ^ ^ ^ 
for all X 6 [0,1] and some û 6 L°°(0,1), then û is a stationary solution of (Al). (A 
similar statement will also be established for such solutions of (Bl).) The existence 
of this limit for «(z, 0) = (1 — a)w(x) and u(x,0) = (1 + a-)w(x) is a consequence of 
the comparison theorems. From this, the desired results on stability/instability will 
follow. In this direction, we first show that solutions of (Al) or (Bl) satisfy a certain 
integral equation. 
Lemma 4.3 (A) Let u{x,t) be a solution of (Al) on Qj>. Then 
|(^(u(a;,s))+ ^ f{u{y,s))dy^ds 
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= JQ •»)) + /Ml, 
~  l o  ^ [«(z,<) 
for {x,t) e Qj'. 
Proof: 
This is proved much in the same spirit as the similar results for stationary solu­
tions. By the definition of a solution of (Al), 
JQ 5) |G=O = Jq Jq + <f>{u)^xx -  f{u)^x} dxds 
+ ^  {[y(«) + /WK(1, a) - a)} ds 
for every ^ G Define 
H{x,t) = f{u{y,t))dy-x\g{u{l,t))-\-f{u{l,t))], 
i{x,t) = ^(<)C(®),and 
K{x,t) = - JQ Jy u{z,s)e\s)ds - [u{z,t)e{t) -  uo(2)^(0)]| dzdy, 
where % € C°°([0,1]) and 9 6 C°°([0,T]) are both nonnegative. Then the above 
identity can be written as 
KxxCdx + JQ JQ y>{y'WC" -  HxOC'] dxds = 0 
which, upon integration by parts, is equivalent to 
JQ + ^  [<?i(ti(a;,s)) + £r(x,5)]0(s)c?s|x(a;)«?a; = 0. 
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Since x was arbitrarily chosen, it follows that 
K{x, + JQ s)) + H{x, s)] 9{s)ds = 0 
for X € [0,1]. Manipulating terms in K{x,t), we see that if 9{t) = 0, then 
K{x,t) = -jQ  0\s)ds. 
Hence, 
4) + 5)]^(5) -  0'{s) {u{z, s) -  uç^{z)]dzdy^ ds = 0, 
from which another integration by parts yields 
{lo + H{x,r)]dr + j^[u{z,s) -  UQ{z)]dzdy^ 6'{s)ds = 0. 
Since > 0 can be picked arbitrarily, the lemma now follows. • 
Now suppose / is monotone and û(z) = u{x,t), where û 6 i°°(0,1) 
and u{x,t) is monotone in t. (Alternatively, we could simply assume that u{x,t) is 
uniformly bounded and û{x) = lim^_>QQ u(x,t).) Then, for fixed x € [0,1], 
ili.'Sc r // =r l y  
and so 
1 I^ y " 
for some sequence tn —* oo. The lemma above implies 
<f>{u{x)) + f{u{y))dy - a:[flr(û(l)) + /(û(l))] = 0 
from which it follows that û is a stationary solution of (Al). Similar statements hold 
for problem (Bl). We now collect all these results in the following lemmas. 
78 
Lemma 4.4 (B) Let u{x,t) be a solution of (Bl) on Qj>. Then 
f{u{y,s)dy^ ds 
= jQii-x)\g{u(0,3) +f{u{0,s)]ds 
- JQ  [«(«,<) -  UQ{z)]dzdy 
for {x,t) 6 Qj^. 
Lemma 4.5 Suppose that f is monotone on [0, oo), and let u{x, t) be a solution of 
(Al), respectively of (Bl), such that u{x,t) —» û{x) monotonically as t oo, where 
Û € X°®(0,1). Then û is a stationary solution of (Al), respectively of (Bl). 
As a consequence of these results we have the following stability/instability the­
orems, the statements of which are very similar to those in [19]. 
Theorem 4.3 (A) Let <j){u) = u"^,m > 1. Assume that f'14> is strictly increasing 
and that g/cj) and f are nondecreasing on (0, oo). If the roots of (3.3) are isolated, 
then there is at most one nontrivial, nonnegative stationary solution of (Al), w(x). 
Furthermore, the trivial solution is stable from above, and w is unstable. 
Proof: 
Observe that once we have established the first assertion, the stability result is 
a consequence of Lemma 4.1(A), Corollary 4.1(A), and Lemma 4.5. To see this, let 
«(xjO) = (1 — (r)w(z) as in Lemma 4.1(A). Then u{x,t) < u(a;, 0), and hence u{x,t) 
is monotone decreasing by Corollary 4.1(A). (This is because u(x, 5) = u{x,t + s) is 
a solution of (Al) such that u(z, 0) < «(x, 0) for s € [0,00) and any fixed t > 0.) 
Now lim(_^oo «($,<) exists and must equal a stationary solution of (Al). Similarly, 
consider u(®, 0) = (1 + cr)w{x) to see that w is unstable from above. 
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To prove that there is at most one nontrivial, nonnegative stationary solution of 
(Al), suppose that and W2 are two such solutions, i.e., 0 < wi(l) < W2(l) with no 
solutions of (3.3) in (w]^(l), 102(1)), Then 0 < i«i(x) < W2{x) and 10^(0;),t«2(®) > 0 
on (0,1] by Theorem 3.3(A) and Lemma 3.3(A). Proceeding as in [19, pages 319-320], 
set 
We have 
and 
_ g(wi(l))Mu>l(l))^(t«l(l)) , 
q'{x) = f'{w2) f'm q{x) > 0 
on (0,1]. Hence for 71 = 1 — ç(l), we have 71 6 (0,1), and from q(x) < q(l) on 
(0,1) there follows ^(wi(x)) < (1 — 7i)<^(w2(x)) on (0,1]. (If g{u)l<f){u) is strictly 
increasing, we now have a contradiction from ^(t0i(l))/(^(i02(l)) < (1 — 7i) < 
(l>{wi{\))l<i>{w2{l)).) Thus, 
wi(z) < (1 - 7i)^/'"u;2(®)-
Let u{x,t) be the solution of (Al) with 
ti(x,0) = (1 -7i)^/^"^u;2(a:)-
Then 
(1  -7l)~^/^"^wi(a:) < u(x, 0 )  <  { 1  -  7i)^^'^"^W2{x) 
on (0,1], so 
(1 -  7i)~^/^'^iwi(x) < u{x,t) < (1 -Ji)^^'^'^W2{x) 
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for all {x,t) € [0,1] x [0,oo) by Lemma 4.1(A). But now, by Lemma 4.5, 
û(x) = lim u(x,t) 
^ ' t^oo ^ ' 
is a stationary solution of (Al) with 
"'l(®) < (1 — < «(x) < (1 — < W2(a;) 
on (0,1]. This is impossible, since û(l) € (lui(l), 102(1)). • 
Theorem 4.4 (B) Ltt <^(w) = > 1. Assume that on (0,oo), / and 
—g{u)lu<j/{u) are nondecreasing and that g and f l<j/ are strictly increasing. Suppose 
the roots of (3.2) are isolated for yg = 1. Then there is at most one nontrivial, 
nonnegative stationary solution of (Bl), w{x). Furthermore, w is stable, and the 
trivial solution is unstable from above. 
We first show that, under the above hypotheses, if Wjg{x,yQ) is a solution of 
(Bl), then J/Q = 1. This follows by recalling that such a function with ?/Q € (0,1) is 
a solution of (Bl) iff iwq = iy^(0,2/o) satisfies 
Proof: 
But, since f /(f>' is strictly increasing, we have 
f{(^) = Jq f\t)dt 
= C<I>{(T), 
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which implies that 
•/o fier) ~ C Jo Mcr) /(cr  4>{cr
= c Jo 
= oo. 
Suppose wi and W2 are two solutions of (Bl) such that 0 < tui(O) < ^2(0) and 
(3.2) has no solutions in (t/;j(0), 1^2(0)) for yg = 1. Recall that we then have wi < W2 
and < 0 on [0,1) by Lemma 3.3(B) and Theorem 3.4(B). As done previously, 
observe that q{x) again has q'{x) > 0 on (0,1), so there follows 
<l>iwi{x)) < q{0)(l){w2{x)) + ^ (wi(0)) - g(0)<^(w2(0)). 
Now 
and 
^ -g(wi(o))/^(wi(o)) 4«;i(o)) _ ^(wi(o)) 
-£r(iw2(0))/<;6(u;2(0)) ^(w2(0)) ~ <;^(u^2(0)) 
Hence, for 7Q = 1 — g(0), we have 
w i { x )  <  { 1  -  ^q ) ^ ^ ^ w 2 { x )  
on [0,1), and 70 E (0,1). Following [19], let 6 > 0 such that 
(1 - 70^"^"'2(0) < (1 + ^ )t«l(0) < W2(0), 
and set 
v ( x )  =  ^ ^ ,—w\ (x) — wo(x). 
(1-70)1/" 
Then u(0) > 0, u(l) = 0, and <i>{v)xx < on (0,1). It follows that r(a;) > 0, 
and hence 
< (1 — < (1 + 
on [0,1). Now let u{x,t) solve (Bl) with «(x,0) = (1 + 6)102 (z). Then 
(1 - ^ < (1 + 6)t«i(œ) 
on [0,1] X [0,00) by Lemma 4.2(B). Therefore, by Lemma 4.5, 
u{x)= lim u{x,t) 
t—^oo 
is a stationary solution of (Bl), and û(0) € (u;i(0),i«2(0)) which is a contradiction. 
The rest of the theorem now follows from our previous work. • 
The section is now concluded with some results which are more useful than 
those above for determining stability or instability when more than one nontrivial, 
nonnegative stationary solution is present. Again, these theorems (and their proofs) 
are virtually identical to the corresponding results in [19]. After this is done for 
each problem, (Al) and (Bl), we apply the results and characterize the stability 
or instability of the stationary states of (A) and (B). Diagrams which display these 
results are given. 
Theorem 4.5 (A) In (Al) replace f by ef where e>0 is a parameter. Suppose that 
f\u) > 0 for u > 0. Let w{x,e) be a branch of nontrivial, nonnegative stationary 
solutions such that w{x,-) is (on its interval of definition). For lyi(e) = u;(l,e), 
ifw'^{e) > 0 on this branch, then the solutions are stable. Ifw'^{e) <0 on this branch, 
then the solutions are unstable. 
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Proof: 
From the proof of Theorem 3.1(A), 
ri(4 = 
Jw{x,e) g{wi{e)) + e[/(«;i(e)) - /(a)] 
on [0,1]. So 
^ ^  
Jo 9{wi{e)) + e[f{wi{e)) - fia)] 
which upon differentiation with respect to e yields 
e) 
^(wi(e)) + e[/(tui(e)) - f{w{x, e))] de 
rw{x,e) {{g'jwi) + ef'{wi)]w[{e) + (/(wj - f{(T))}<f>'i(T) 
Jo [g{wi ) + e{f{wi ) - /(<r)]2 
Hence, if > 0, then dw{x,e)fd€ > 0 on (0,1] from which it follows that 
ti;(x,ei) < w{x,e2) on (0,1] for [ci,e2] contained in the domain of this branch. 
Observe that 
( f ' m x x i x ,  6 2 )  +  e i f { w ) x i x ,  62) 
< (l>{w)xx{x, 62) + C2))wz(a;, ^ 2) 
= 0, 
so w{x,e2) is a supersolution of (Al) with e = ej. Therefore, if u{x,t,ei) is the 
solution of (Al) with u(x, 0, ej) = w{x,e2)i then 
u;(x,ei) < «(z,<,ei) < w { x , e 2 )  
for all {x,t) € [0,1] x [0,oo) by the comparison theorem. Now we must have 
lim u(x,t,e-\) = w(x,e-\) 
Woo ^ ^ 
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by Lemma 4.5. It can be shown similarly that is stable from below. 
If < 0 on [ei,e2]» then w{l,e2) < tw(l,ei) and consequently w{x,e2) < 
w(x, ej) in some interval (1 — 1]. A simple calculation shows that iw(x,ei) is a 
subsolution of (Al) with e = e2- Hence, if eg) is the solution of (Al) which 
satisfies u(z,0, eg) = then 
w { x , e 2 )  <  w { x , e i )  <  u { x , t , e 2 )  
on (1 — 6,1) for as long as u exists. Therefore, w{x,e2) is unstable from above. 
Instabihty from below follows from an identical argument. • 
The next corollary is proved using Theorem 4.5(A) and an argument exactly as 
printed in [19, page 323]. Its proof is therefore omitted. 
Corollary 4.5 (A) Let f,g he as in Theorem 4-5(A). If < 1, then the 
branch of stationary solutions emanating from e = 0 is stable; if g^{wi{0)) > 1, then 
it is unstable. 
To apply this corollary to (A), we recall that i«i(0) = P) for m ^ p. So 
1 - /(t«i(0)) = 1 - po(l-m)/(p-m) 
and thus nontrivial, nonnegative solutions of (A) are unstable when p > PQ, where 
PO — ^ such that 
PQ = a(^-l)/(PO-'"). 
However, in the cases of p, n > m > 1, we always have ^^(e) < 0 (whenever i«i(e) 
exists). Hence the solution branch lyi(e) is unstable by Theorem 4.5(A), and the 
trivial solution is stable by Theorem 4.3(A). In case p = m < n and a > 1, the 
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instability of the trivial solution can be seen by considering solutions, of (A) 
satisfying 
(«"^)x(l,0 = hvP{\,t) 
with b e (0,1). Observe that 
(!,<)> 
i.e., Ufj{x, t) is a subsolution of (A). Hence the instability of the trivial solution in this 
case follows from the case p = m<n, 0<a<l. It only remains to determine the 
stability or instability of the trivial solution in the cases m = n — p. We note that, 
from our work in Chapter 3, when a > 1 and m = n = p, there exists xq 6 (0,1) such 
that 
an 
In 1 + 
an J a(l -XQ). 
So there are subsolutions, of (A) for which tt?^(l,a;o) can be any positive 
number. Thus the trivial solution is unstable from above. When a < 1, let eg > 0 be 
such that 
an 
^0 
In 1 + iO 
an J 
= a. 
Then for e > eg the instability of the trivial solution follows as above. The case 
e = eg has a continuum of stationary states, including the trivial solution, which are 
all unstable. Finally, for 0 < e < eg, the argument above does not apply (because 
an 
In 1 + 
anj > a(l -®o) 
for all xg € [0,1)). However, if we let u{x) = u;(a;, eg), then Ux > 0, and 
( u ^ ) x x  4 — ^  ( u ^ ) x x  +  — =  0 ,  
n n 
y  
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A 
p> m 
stable for p > m. unstable far p ^  m e 
Figure 4.1: Wi(€) where (itf"')'(l) = au;P(l), 1 < m < n, a > 1, zmd î«i(0) = a^/('"~P). 
i.e., u is a supersolution of (A). It follows that the trivial solution is stable. These 
results are now displayed in the following graphs. Before leaving this example let us 
remark that if a comparison result for (Al) can be proved without the need for (H5), 
then one can continue in the above manner to determine the stability of instability 
of more branches of the solution diagrams for (A). We hope to pursue this matter in 
a future work. 
Replacing / by e f ,  e > 0, in (Bl), we have the following parallel results. 
Theorem 4.6 (B) Let /' > 0 on (0,oo) and suppose that w{x^e) is a branch of 
nontrivial, nonnegative stationary solutions of (Bl) with w{x, •) being for each x 
and satisfying 5(1^0) — /(wg) > 0. If Wq^e) < 0, then this is a branch of unstable 
stationary solutions; if (^) > 0, the branch is stable. 
Corollary 4.6 With f and g as in Theorem 4.6(B), ifg'{wQ{0)) > 1, then the branch 
of stationary solutions emanating from e = 0 is unstable. If g\wQ{0)) < 1, then-this 
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Wii 
1 - unscaLle 
p > m  
onstable 
stable e 
Figure 4.2: Same as above except with 0 < a < 1. 
I - -
p >  m  
unstable 
stable for p > nt,  unstable for p a m g 
Figure 4.3: iwi(e) where (ti;"*)'(l) = at/;''(l), 1 < m = n, a > 1, and tUi(O) = 
88 
Wife) 
A 
p = m 
unstable 
\ p> m 
unstable 
. .  >  
stable for p > "i. 
Figure 4.4: Same as above except with 0 < a < 1. 
branch is stable. 
To apply these results and conclude the stability or instability of the stationary 
solutions of (B), we first note that this question is easily settled by Theorem 4.6(B) 
for all the branches of nontrivial, nonnegative solutions. Hence, we only need to 
discuss the trivial solution. From Lemma 4.2(B) this solution is unstable in the case 
p = m < n, a > 1. Since a solution of (B) for some a > 1 is a supersolution of (B) 
with 0 < a < 1, we may conclude the stability of the trivial solution in the cases of 
p = m<n, p>n>m, and p > n = m, when 0 < a < 1. This is achieved by 
considering a solution of these problems which is initially equal to a stationary state 
of the corresponding problem with a > 1 and then applying Lemma 4.5. Arguing 
similarly, we arrive at the same conclusion for m < p < n when 0 < a < 1 and 
0 < e < eg. That the trivial solution is stable for m < p < n, 0 < a < 1, e > eg 
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follows by observing that w{x, eg) satisfies 
{w^)xx H—< {w^)xx + —(w")z = 0 
n n 
for e > eg, i.e., w{x, eg) is a supersolution of (B) with e > eg. Now apply Lemma 4.5 
for the solution of (B), u{x, <), such that u{x, 0) = w(x, eg). In the case of p = n = m, 
0 < a < 1, we see that the trivial solution is stable by considering the solution of (B), 
u{x,t), such that u(z,0) = «g(x) = (1 — Since 
{UiQ)xx + (e/n)(«y)a; = -c/n on (0,1) 
uo(l) = 0 
-(î'g^)x(O) = 1 > a = a«y(0), 
i.e., «g is a supersolution of (B), it follows that lim^_j.QQ u{x, <) = 0 by the comparison 
theorem and Lemma 4.5. It only remains to consider the cases where a > 1. First, 
arguing as above, we use the continuum of stationary states for m = n = p, e = eg 
to establish that the trivial solution is stable for m = n = p, e > eg and unstable for 
0 < e < eg. Furthermore, 
v{x) = — 1, 
where 0 < A < e/n is chosen so that 
> a[e^ - Ip/^, 
is a supersolution of (B) when m = n < p, and hence the trivial solution must be 
stable in this case. Finally, in the case p,n > m, a > 1, fix ej >0 and let w{x, ej) be 
the stationary solution of as unstable branch. For e > ej, u;(z, e^) is a supersolution 
of (B). Hence it u{x,t) is the solution of (B) for e > ej such that ii(x,0) = iy(a;, ej), 
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tna(e) 
' » 
m < p < « 
P = T% 
unstable 
p > n  
unstable 
unstable 
unstable for p =""'^ stable for p > m 
Figure 4.5: u;o(e) where —(w'")r(0) = auj''(0), 1 < m < n, a > 1, iwo(O) = 
an 
then by Lemma 4.5 it must be that lim^^qq «(a;, f) = 0. In this manner we establish 
the stability of the trivial solution for p,n > m, a > 1, and e > 0. 
The diagrams of these results are given below. We again remark that a bet­
ter uniqueness and comparison theorem for (B) would allow one to continue in this 
manner and investigate the stability/instability of the remaining branches. 
4.3 Blow-up Results 
Prom the results of the previous section, we have that if w(x) is the largest 
stationary solution of (Al) and u(x, i) is a solution of (Al) with u(x, t) > (1+cr)ti;(x), 
then II u(-,t) lljroo^Q must become unbounded in finite or infinite time. We now 
show that there are some solutions for which this blow-up time is actually finite. 
This section has three main parts. The first part follows some work of Levine 
and Sacks [23] to develop a blow up result for solutions of (Al) with f{u) = 0. In the 
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u*o(«) 
p = 71 
unstable , stable 
p > n 
unstable 
unstable 
1 -
stable for p > m a n  
Figure 4.6: Same as above except 0 < a < 1. 
Wo 
I 
p=*m / 
unstable /  P > m 
a • / unstable 
1-
stable for p > m unstable for p = m ^ stable for p > « 
Figure 4.7: luo(e) where —(io'")a;(0) = au;''(0), 1 < m = n, a > 1. 
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««o(e) 
/1 
> m  
unstable 
L - -
stable for p > m 
Figure 4,8: Same as above except 0 < a < 1. 
second part, this is used to prove such a theorem for solutions of (Al) with certain 
types of nontrivial / and monotone initial data. This same approach can be applied 
to (Bl), but the resulting theorem does not apply to (B). Therefore, we follow the 
corresponding work in [19] to obtain a suitable blow up result for (Bl). Finally these 
results are put to use in the third part to establish that some solutions of (A) do blow 
up in finite time. 
The first theorem is a result which is parallel to Theorem 4.1 in [23]. We include a 
brief sketch of the proof for the convenience of the reader. First, recall some definitions 
from Chapter 2: 
Theorem 4.7 (A) Suppose thatu is a nontrivial solution of (Al) on Qj' with f = 0 
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and <I >{u q ) € 1). If there exists k  € (0,1/2) such that is convex on R and 
G{u) = 4>'{s)g{s)ds 
satisfies 
G(u) < ^ </>(u)g(u) 
on [0,oo), then 
G(uo(l)) < i I' «>(«0)1''^ + f i ~ 2 K ) 2 f  l o  ( 4 . 1 )  
Proof: 
As in [23], define 
a = 1 - 2K, 13= ^ ^UQ)dx, r = aT, 
and let 
H{t) = J* $(«(z, s))dxds + {T-t) ^UQ{x))dx + /3(i + r)^. 
Using the techniques of [22] to handle the nonhnear boundary condition, Theorem 
2.2(A), and the facts 
> 0 and G{u) < ^ (j){u)g{u), 
it can be shown that 
> ^r(i) |2G(uo(l)) - J^<l'{uo)ldx-2?{l+2a)j 
for t e [0, T]. Now if (4.1) fails, then the quantity in the curly brackets is nonnegative, 
and so 
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Thus, on [0,r], 
< £f-"-l(0) [^(0) - aH'{0)t] . 
But, since 
= (1 - 2k)T, 
aH'iO) 
this last inequality implies that vanishes for some ig € (0,T), i.e., 
lim H{t) = oo, 
t-^tq 
which is a contradiction. • 
Corollary 4.7 (A) Let the assumptions of Theorem 4-3(A) hold, and let T denote 
the largest time for which u{x,t) exists as a solution of (Al) on Qj>. If 
1 
2I0 < ^("0(1))' /O 
then 
limsup II u{-,t) ll^oom 1)= 0°. 
t-^t- ' ' 
To use these results, we obtain a comparison result for solutions of (Al) with 
/ = 0 and solutions of (Al) with f > 0. 
Lemma 4.6 (A) Suppose f^,g>0 on [0,00). In addition, assume that there exists 
a S > 0 for which either f^>0orf = 0on (0,6). Let u{x, t) be the solution of (Al), 
and let v{x,t) be the solution of the same problem (Al) except with / = 0. Ifu{x,0) 
is nondecreasing and u(x,0) > t;(a;, 0) a.e. on (0,1), then u{x,t) > v(x,t) for as long 
as both solutions exist. 
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Proof: To prove this we rely heavily on the existence proof for (Al), where it is shown 
that u{x,t) and v{x,t) are obtained as pointwise limits of solutions of the associated 
regularized problems, U/c,n and U/c,nî respectively. We shall construct a regularizing 
sequence, fn, for which /4 > 0 and additional sequences, and UQn' which 
"On — ^On 3,nd > 0. (See section 5.1 for clarification of this notation.) With 
such constructions, maximum principles will be applied to give {uK,n)x > 0 and then 
UK,n > VK,n- The desired result will follow upon taking limits. 
To this end, fix /c G (0,6/4) and choose <f>n and gn as in section 5.1. Observe 
that if z € [k/2,2k], then 
> 0 
provided k/4 < k/2 — 1/n and 2k — 1/n < 4«. Thus, we may choose rn € C°°{R) 
such that 
rn = 0 on (—oo, 0] U [2/c, oo), 
0 < < 1 on [0,2/c], 
Tn —» 0 uniformly as n ^ oo, 
r n > 0  o n  [ 0 ,  K/2], 
— min /'(x) < r^(z) <0 on [/c/2,2/c], and 
[«/4,4/c] 
^n(«) = -Jn* 
Then 
fn{x) = Jn* f'{x) + rn{x) > 0 
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for all X and all sufficiently large n. (K /' = 0 on (0,6), then let rn = 0.) Further­
more, choose «On G C°°([0,1]) such that > 0, «Qn "0 ^^(0,1), 
II "On IIloo(o,i)<II «0 llio°(0,l) %0m(0) = «0^(0) = 0,%On(l) = %o(%), 
and ^m(%On(l) + /c)uo^(l) = fl'nCwQn + «)• % arguments in [9], the solution, UK,n, 
of (A/e,n) is smooth enough so that the equation can be differentiated in x. Applying 
the maximum principle to the problem for («/c,n)œî we have {uK,n)x > 0. 
Construct as above such that ugn ^ "On [0, !]• Then w = UK,n — '^K,n is 
a solution of 
Wf = awxx + bwx •\-cw-\-d on 
w(0,f) = 0 on (0,r) 
awx{l,t) + hw{l,f) = 0 on (0,T) 
w{x,0)>0 on [0,1], 
where 
a{x,t) = (f>'{uK,n){x,t), 
b{x,t) = <f>'\uii^n{uK,n + VK,n)x{xii)i 
c{x,t) = <f>"{-){vK,n)xx{x,t) + <l>'"{-){vK,n)x{^,t), 
d{x,t) = fh{'^K,n){uK,n)x{x,t), 
h{t) = (f>'\-){vK,n)x{i,t) - g'i-)-
Finally, </ > 0 on qj<, so iw > 0 on qj< by the maximum principle. • 
We now have the following blow-up result for (Al). 
Theorem 4.8 (A) Let u{x,t) be the solution of (Al) with initial data t/Q(z) such 
that ^(«o) G ^^(0,1). If the assumptions of Theorem hold and ug is nonde-
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creasing with 
I lo < <?(«0(1))' 
then II u{-,t) llj^oo^Q becomes unbounded in finite time. 
In the case of (A), the above result applies provided there exists a nondecreasing 
function «o(®) such that S ^^(0,1) and 
where p, n > m > 1 and vgC®) = u^(a;). To see that such functions exist, we follow 
[19, Example 3.1] and set 
^O(^) ~ — (a — — (r^ — 
where a,r,A are positive constants to be chosen later with r > a > 1. Observe that 
for VQ so defined 
5/o'["'ÔW1^ "'"' = t{5'" 
and 
am Jm+p)/m,^.  ^  am ^(m+p)/mr/  2_/^_^\2\l /2_/  2_^2\l /2i(m+p)/m 
m + pO ^ ' m + p v\ \ ) ! \ ) \ 
Since (m + p)/m >2, it is clear that for any r > a > 1, A can be chosen sufficiently 
large so that the inequality of Theorem 4.8(A) is satisfied. Note that finding suitable 
initial states is easier here than in [19] because we do not need the compatibility 
condition (^(tiQ)'(l) = g(uQ)(l). However, with a little more work, initial states 
which satisfy the hypotheses of the theorem and this compatibility condition can be 
found. The analysis is exactly as in [19]. 
(r  — a  + l)(r  + a)  
{r + a — l )(r  — a) 
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In the direction of developing a corresponding blow up result for (Bl), let us 
first remark that when / = 0, problems (Al) and (Bl) are essentially the same. 
Hence Theorem 4.7(A), with obvious modifications, applies to (Bl). However, the 
comparison result in Lemma 4.6(A) relied on the fact that {uK,n)x > 0 in Qj^. For 
(Bl), the boundary condition «(!,<) = 0 causes this inequality to reverse for suitable 
initial states, which ultimately reverses the inequality in the corollary. Because of 
this fact, no conclusion about blow-up it possible for (B) using such an approach. 
Therefore, we must, as in [19], obtain a suitable result directly for the problem (Bl) 
with possibly nonzero /. This is the content of the following results. 
Lemma 4.7 (B) Let f'{u) > 0 for u > 0, and let «^(UQ) € Suppose that 
for each K E (0,1) there exist functions € C°°([0,1]) which satisfy 
for all sufficiently large n. Then the solution, u{x,t), of (Bl) with «(z, 0) = KQ(z) 
satisfies 
and 
(i) Wo„ < 0 on [0,1], 
(ii) <^n(«On + «)'' + /n(«On + «)' > 0 for x € (0,1), 
(iii) -<l)n{uQn + k)'(O) = 5n(won + 
(iv) won(l) = ^ o n ( ^ )  =  0, 
/o lo ^ "5 II ^("1^ 1^=0 
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Proof: 
Recall, from previous calculations, that if UK,n is the solution of (AKJTI) with 
UK,n(^, 0) = UQn(x) + K, then v = UK,n has 
f t  r l  
Jo Jo 
= Jq <f>n{v)x iKo + lv{0 0) + Jq Jq <t>n{v)sfn{v)xdxds. 
By (i) - (iv) and standard applications of the maximum principles, —Vi,Vx < 0 on 
Qrp. Hence, 
jo Jo <l>n{v)x |g=o + Xil^o/ <i>'n{s)9n{s)ds, 
from which the result follows upon taking limits. • 
Theorem 4.9 (B) Let ug and f be as in the previous lemma, and define 
Hit) = Jq Jq s)dxds + {T-t) J^ ^UQ){x)dx + /3{t + rf 
where > 0. Assume that is convex for some K G (0,1/2) and that A > 1 — 2K. 
Then 
- (A + l)lJî'(<)]^ 
> ff(i)L(u)(s(u)-/Ml(0,i)- f^jGK0,<))-2;a(2A + l) 
+ ^(''oC)) - 2 X }• 
This is established exactly as the previous blow-up result. The parallel result for 
(Bl) is now contained in the following corollary. 
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Corollary 4.8 (B) Let UQ,f, and <j> be as in the previous theorem, and suppose that 
there exists a > 2 such that 
<f>{v)[g{v) - f{v)] - aG{v) > 0 
for v>0. If 
\lo < G(uo(0)), 
then 
limsup II u{-,t) ll^oom n= oo 
t-*t- ^ ' 
for some finite T > 0. 
The above result suggests that some solutions of (Bl), and hence (B), do blow 
up in finite time. However, the complicated conditions of Lemma 4.7(B) prohibit the 
construction of an explicit example as was previously done for (A). The conditions of 
this lemma are simply ones which allow us to prove the evergy inequality. With this 
in mind, we now formulate a weaker version of our blow up result for problem (Bl) 
by adding the energy inequality to the hypotheses. This is the point of view taken in 
[23], for example. 
Corollary 4.9 (B) Assume that is convex for some k  6 (0,1/2) and that there 
exists a >2 such that 
- f{v)] - aG{v) > 0 
for u > 0. Let u{x,t) be the solution of (Bl) with u(x, 0) = «o(®)' suppose that 
u satisfies the energy inequality, 
Jo Jo 2 - J /o' i::o 
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for each t >0 such that u is defined on Q^. If 
\ Jo < G(«o(o)), 
then 
limsup II u(-,<) ll^oo/Q n= oo 
t-*t- ^ ^ 
for some finite T > 0. 
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5 PROOF OF THE THEOREMS FROM CHAPTER 2 
5.1 Introduction 
In this chapter we present the proofs of the results which appeared in Chapter 
2. The proof of the existence and continuation theorem will be presented in Section 
2; in Section 3 we will prove the increased regularity results. 
In the theory of PDEs an equation of the form 
ui = a{x,t)uxx + b{x,t,u,ux) 
is called uniformly parabolic if there exists a positive constant, j/, for which a > u. 
For such equations there is a well established theory. See [18] or [9], for instance. In 
light of (HI), we have not ruled out the possibility that <^'(0) = 0, i.e., (j){u) = 
for m > 1. Because of this, the PDE 
ut = <l>{u)uxx + 4'"{u)ui + f{u)x 
is often called degenerate parabolic. To prove an existence theorem for such an 
equation, there are basically three approaches that are used. One is the previously 
mentioned semigroup theory approach. Another is to apply the existing theory to 
the equations 
n = [A(") + + fn{u)x, 
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where the functions and fn are smoothings of <f> and /, respectively. One gets a 
sequence of solutions to these problems for each « > 0 and hopes to be able to pass to 
the limits n —> oo and K —> 0"*" in order to obtain a solution of the original problem. 
This idea has been used by Sacks [29,28] and has the advantage of usually giving one 
a continuous solution for any data regardless of its sign. The third approach is 
to leave the equation alone and change the boundary conditions. For instance, one 
would replace boundary conditions of the form u(0, t) = 0 with w(0, t) = k > 0. In 
doing this, the problem is made nondegenerate, not by eliminating the degeneracy of 
the equation, but by preventing the solution from taking on values where the equation 
is degenerate. This method has been used in [10,2,5], to name a few, and has the 
advantage of a simpler passage to the limit. However, such an approach yields an 
existence theorem only for nonnegative data. 
We shall prove the existence theorem via a hybrid of the last two of these three 
methods. Our main steps will follow those of the latter method, but we will borrow 
the idea of regularizing the functions (j) and / from the second. Such an approach 
was mentioned by Gilding on the last page of [10], but it is not clear at the outset 
how the flux boundary conditions should be handled. We will outline the existence 
proof more thoroughly throughout the course of the actual proof. At this time some 
additional function spaces which will be needed later are defined. 
will simply be the space of all functions on Qj' which are twice con­
tinuously difFerentiable in x and once continuously differentiable in t. For a G (0,1), 
etc. will denote the usual Holder spaces. See [18, pages 7- 8] for precise definitions. 
The increased regularity results are virtually the same as their counterparts in 
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[23]. In fact it is our goal to obtain blow up results parallel to those in [23] which 
motivates us to develop these theorems in their present form. 
The proofs given in this chapter are all one-dimensional. However, it is straight­
forward to show that all of these arguments can be suitably generalized to apply to 
problems in higher dimensions. One could replace the results in Appendix A with 
those of Amann [1] or those of Lieberman [24] depending on whether or not the 
boundary is disconnected or connected. The rest of the proofs carry through with 
little change. 
5.2 Proof of Local Existence and Continuation 
In order to estabUsh the existence and continuation theorem the following prob­
lems will be needed. 
(A/c) 
ut = (l>{u)xx + fiu)x 
«(0,t) = K 
on Qj^ 
on (o,r) 
and 
(B«) 
Uf = (i>{u)xx + /(«)x on Qj< 
-<^(u)x(0, t) = giu){0, t) - g{K) on (0, T )  
w(l,<) = k  
u{x,0) = wo(®) + « 
on (o,r) 
on [0,1]. 
Under the hypotheses (HI) - (H3) we have the following theorem: 
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Theorem 5.1 For each k € (0,1) there exists a T > 0, which depends only on 
I I  « 0  l l x ° ° ( 0  1 ) '  ®  w e a t  s o l u t i o n  ( d e f i n e d  a s  f o r  p r o b l e m  ( A l ) ) ,  u k ^  o f  ( A k ) ,  
alternatively of (Bk), on Qj< such that 
0 < cr < K <1 uk > Ua > 0 on Qj<. 
The existence theorem now appears as a corollary to this theorem. 
Corollary 5.1 Let u{x,t) = lim^_^Q+ U/c(a;,i). Then u{x,t) is a weak solution of 
(Al), alternatively of (Bl), on Qj<. 
Proof:(of Theorem 5.1) 
We shall first consider the case of problems (A^). To this end, fix K G (0,1). 
We begin by constructing smooth approximations of (f>, f, g, and «g possessing certain 
properties which will be needed later. Let denote a sequence of symmetric 
mollifiers with supp J n  C For definiteness we will take J n { ^ )  = n p { n x ) ,  
where 
'  0 ,  if  I X !> 1 
cexp[(x^ — 1)"^] , if I  X |< 1, 
and c is chosen so that p { x ) d x  = 1. Define 
< j > n { x )  =  J n *  < f > { x )  + k n { x ) ,  
where denotes the usual convolution, 
/
GO 
J n {x - y)(f>{y)dy, 
-oo 
and k n  G  C ^ { R )  is chosen such that k n { x )  = 0 for x < 0, ^ 0 uniformly on 
(0, oo), = 0 for X > 1, > 0 on r, and ^«(k) = —{Jn * Similarly define 
/n(x) =  J n *  f { x )  +  r n { x ) ,  
p{x) = 
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where rn 6 C°°(/2) is chosen such that rn{x) = 0 for a; G \ (0,1),0 < < 1 on 
[0, l],rn -* 0 uniformly on (0,1), and r^(/c) = —Jn * /'(«)> and define 
g n { x )  =  J n *  9 { x )  - J n *  9 { k ) ,  
Finally, let uon(®) chosen such that uq„ € C°°([0,1]), supp C (0,1),0 < 
"On ^ 
II «0 IIloo(0 1) +1 [0,1], and —*• ug in Z'^(0,1). With these constructions we 
now turn our attention to the "regularized" problems 
= <f> n (u) x x  +  f n {u) x  o n  Qj^ 
U{Q,t) = K on{0,T) 
(A«:,n) 
^n(w)a:(l,0 =fl'n(«)(l,i) on (0,r) 
ti(a:,0) = UQn + « on [0,1], 
and try to establish existence for them. (Once this is done it will be shown that the 
solutions of (Akju) converge to a solution of (AK) as n —> oo.) However, Theorem 
7.1 is not applicable because of the various boundedness assumptions. To rectify this 
s i t u a t i o n  w e  w i l l  t r u n c a t e  t h e  f u n c t i o n s  ^ n , f n ,  a n d  g n  o u t s i d e  a  s e t  o f  t h e  f o r m  k / 2  <  
« < M =11 UQ llx,oo(0 1) + ^ such a way that these boundedness assumptions hold. 
The motivation to do this comes from observing that if « is a classical solution of 
(AK,n)î then it should be the case that k < u < M — 1. Thus (A^,») and the 
corresponding "truncated" problem are equivalent. The actual application of this 
idea will occupy us for most of what remains of this proof. In order that this general 
idea not be lost in the shuffle, we now give a brief outline of the steps which follow. 
I Definition of the truncated functions, <t>^, •, ' 
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n Application of Theorem 7.1 to the truncated problems 
H = <l>¥i'^)xx + on Qji 
^ ti(0,f) — K on (OjT) 
(«)(!>0 on (0,r) 
u{x, 0) = «On(®) + on [0,1] 
ni Maximum principles which will give a time T* > 0 such that if u is a solution of 
(•^Aefn)> then k<u<M — 1 on Qj>*. 
At the conclusion of these steps we will have established the existence of a classical 
solution, Un^rii of {^K^n) on qjy*. {t* will turn out to depend only on m and not 
on K or n.) 
Before defining such truncations, first recall th? definition of M: 
M =11 "0 llioo(0,l) +3. 
Define (j)^ G C°°{R) so that 
for Ç < It < M, 
{(f>rf)'{u) = l on (-co, J] U [M + l,oo), 
{<!>¥)'(u) > 2 min {l, <^n(f )} on [|, |], and 
{<!>¥)'i^) ^ 2 {l' <^n(^)} on [M, M + 1]. 
Define E C°°{R) so that 
/n^(w) = fn{u) for I < u < M, 
fnH'^) = 0 on (-00, |] U [M + 1, oo), and 
I  f^{u) |< 2maxjK^^|  |  fn{u) |  on [f ,  f ]  \J[M,M + 1].  
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Finally, let {u) be defined in the same manner as . 
With the above definitions we now claim that Theorem 7.1 applies to problem 
To see that this is the case, set 
«(«) = {<!>¥)' 
-h{u,ux) = {<f>{fy\u)ul + {f^y{u)ux, 
-0(M) = 
fc = K, and 
I>Q{X) =  UQNIX) + K. 
Clearly a,ip E C^{R),b G C7^(i2 x R),i^Q € 1]). Also for all u^p E R and 
all X € [0,1] it is the case that 
a(u) > min l,imin l,9i^(|)] ,imin [l,(^fj(M)] > 0 ,  
a{u) < max 
[f,M+l] 
—ub{u,0) = 0 < biu + 62 with = 62 = 0, 
-u6(ii + V'o(®),P +V'o(®)) 
= + uon(a^) + «)(P + «On(®))^ 
+"(/n^/(« + «On(®) + K)(p + uon(®)) 
- ^0<J%+1 ' I II "On lli°o(0,l)] 
'^^^0<J<M+1 ' I [1 P I + II "On llioo(0,l)] ' 
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-b{K,p) = <l>n{ii)p^ + /i(«)P = 0, 
+ ^ oN) = + «On(®) + «) ^ 2M max | sr^(u) |, 
0<u<M+l 
I M" + ^o(®)'P + V'o(®)) I (1+ I P 1)4-1 6u(« +Vo(®)>P + ^ o(®)) I 
= I 2(p + + "On + «) + Un)\'^ + «0n(®) + «) I (1+ I P I) 
+ I (P + + "0n(®) + «) I 
+ l(P + "0n(®))(/n^/'(" + «On(^) + «) I 
- ^0<J%+1 ' I [(I P I + II "On llloo(0,l))(^+ I P I)] 
+ 0<a+l ' I P+ II "On lliOO(o,i)] 0<u<Af+l 
max 
0<u<M+l + . . a , ^ I i f^fiv) I [| p I + II «0^ II2,00(0,1)] ' 
and 
I K'^,p) 1= I {<i>n)"iy)p^ + Uniiv)? I 
- o<a+i I i+i'-i o<a+i 1'• 
from which assumptions (ii) and (iii) of Theorem 7.1 follow. Finally, 
^O(O) = wOn(O) 4- K = K, 
V'o(O) = wo„(0) = 0, and 
4V'0(1))^6(^) + ^ (^0(1)) = {'l^n)'{i^WQn^^)-9n{i^) 
= 0. 
Therefore, for any n and any T > 0, there exists a unique solution, un^n E C^'^((5j'), 
of (Ajcfn). 
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It will now be established that UK,n{x,t)  > k on Qj>] this is accomplished via a 
standard maximum principle argument which we include here for the convenience of 
the reader. 
Lemma 5.1 For every k € (0,1) and every n = 1,2, • • •, 
W/c,n > K 
on Qj<. 
Proof:(of Lemma 5.1) 
Define 
w{x,t) = 
where A < 0 are chosen so as to satisfy 
g^{v + K) 
+ «) 
for any u < 0, and 
+ ^  < 0, 
A + 6^{(f>¥)'{v + «) + 0 + i^)vx + + K) < 0 ,  
for all (z,<) E Qj'.  To see that such a choice of 6 is possible recall that {k) = 
9n{i^) = € C°°{R), and (g^Yix) = 0 for x G i? \ [^, M + 1]. So there exists 
a constant C > 0 such that | (g^Yix) |< C on i2. Furthermore, gj^{v + K) = 
9n for some ^ between « and v + k, and hence 
g^f{v + K) C 
< -
Ill 
where > i/ > 0. Therefore, we may choose 9 — —ICjv. With 6 and A so 
chosen observe that w satisfies 
Wf = + i^)^xx 
+ + k) + {<l>rf)"{v + k)vx + {f^Yiv + /c)] wx 
+ {a + 0 '^{<l>FFY{v + K) + e [{<f>}^)"{v + K)VX + {f^Y{v + /c)]} w, 
on Qj' 
w(0,<) = 0, on(0,r) 
M 
Wxilyt) = w(l,<), on (0,r) 
w(z,0) = uo7î(a:)e^®, on [0,1]. 
If min^^iy(x, t)  < 0, then the minimum must occur either in Qj^ U ((0,1) x {T}) or 
on the set {1} x (0, T]. The first of these cases is ruled out by the PDE. For at such a 
point we would have Wf > {<i>^)'{v + k)wxx > 0 which is a contradiction. The latter 
case is ruled out by the boundary condition at a: = 1. Therefore, w{x,t) > 0 on Qy, 
and it follows that 
5QÎS"K,n($,<) = «. 
Qt 
We now need to obtain an upper bound on «/c,n- For this a different approach 
is taken since a certain type of uniformity in « and n is needed which cannot be 
obtained from the work above. The following lemma works in this direction; its proof 
is simply a modification of some standard arguments. See e.g., [29]. 
Lemma 5.2 Let a,b,c G C{R) be such that there exists fcg > 1 and 6,a > 0 for 
which 
a{u) > 20 for |  u |> kQ, and 
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I b(u) I, I c(u) |< a for all  u e R. 
If  u E is a classical solution of 
Uf = {a{u)ux + b{u))j .  on Qrp 
u(0,<) = K on (o,r) 
a(«)«x(l,i) = c(u)(l,i) on (0,7) 
«(x, 0) = V'o(®) 0^ [0,1] 
with kQ > max|/c, II 11^00(0 1)}' there exists a constant,  C, which depends 
only on 9 and a,  such that 
u{x,t)<kQ + C 1 + T^ 
for all  {x,t)  G Qj<. 
Proof: 
Let k > kQ, and make the following definitions: 
(r)"^ = max(r, 0). 
Af,{t)  = {x e [0,1] I u{x, t)  > k} .  
Then for any T* G [0, T] we use the PDE to derive that 
{u-k)'^^{x,T*)dx =J^{u-k)'^ufdxdt 
fT* fl  
~ ~ Jo (a(u)wx + 6(u)) dxdt 
+ j^ {u-k)'^[c{u) + b(u)](l , t)dt 
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Hence 
I (« - k)'^ = ess supo<^<r II («(',<) - k)+ 11^2(0,1) 
+ II (« - k)t ||2 
L'^{Qt) 
10a' 
min(g,^) ( ^ 
1 1 
< Cir2/i(&)2, 
l i{k) 
where 
10a' 
^ min(2,^) \ ^ j  
Now by a result from [18, page 77], there exists a constant /?, which does not depend 
on r, such that 
II (« \^L^{Qj,)-
n 
2/3+ T^ (" - lv^2(^r) 
Combining these results, it follows that for 6 > 0 and h > k > kQ + S, 
{h-kf^WS < ||(ti-i)+||2 
< Ci 
11 
2/3+ T^ 
LHQ t )  
2 1 1 
r2^(J:)2, 
and so 
f i{h) < Ci 2/3+ T^ (A-6)6" 
Since /((') is nonincreasing in k, we may apply a lemma from [17, page 63], to get 
fi{d 4- &Q + 6) = 0, where 
1 
d = Cj ^2^ + rèj A2^^fi{kQ+S)^ 
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1\ 1 
< c(l + T^^T'5. 
Therefore, u{x,t)  < tg + 6 + C ^1 + T? for all (z,() € Qy and for any 6 > 0. 
The lemma now follows by letting 6 —» 0"^. 
To apply Lemma 5.2 to problem (A^), set a(u) = {(f>^)'{u),  h{u) — f^{u),  
c(«) = = "On(®) + ^0 =11 "0 llloo(0,l) foi" I " l> ^0 it 
follows that 
Now 
a(u) < min i i min{l, <l>n{M)}, min ^(u) 1 . 
12 [ko,M] J 
min <l>n(u) = min / , p{z)<l> (u — ^  dz 
> min é'{y) 
[/jQ—1,^0+2] 
> min [1,M+1] 
so it follows that if | u |> feg, then 
Furthermore, 
a(«) > ^ min |l, mn ^(u) j = 20 > 0. 
\b{u)\ < 2 max |/n(«)| 
10,KO+3J 
^ 4l-L 
and 
-IT+51 ' 
c(u)|<3 m&x \g{u)\,  
[-l,M+5] 
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so a can be taken to be the larger of these upper bounds. Therefore, by Lemma 5.1, 
UK,n{^, i) < M -1 + c ^ 1 + ri 
for all (x, t)  6 Qj<. 
Thus, for r* > 0 such that C{1 + (T*)^)(T'*)5) < 1, we have K  <  <  
M on Qy*. It follows that uk^t i  is actually a classical solution of (AK^TI)- Note that 
T* does not depend on re or K. SO what we have shown up to this point is that there 
exists a T* > 0 such that for every n = 1,2,... and for every K E (0,1), (A«;^n) has 
a unique solution, UK,n G with 
« < UK,n(x, t)  < II UQ IIZ,°°(0,1) ^ 
on Qji*. From this point on the star on T* will be dropped and this time will be 
referred to as simply T. 
We now take a moment to outline the final steps in the completion of the proof 
of Theorem 5.1. 
rV Holder estimates of un^n which are uniform in re for fixed k E (0,1). Hence, for 
fixed K G (0,1), the set is equicontinuous. 
V Invoke the Arzela - Ascoli Theorem to obtain a convergent subsequence, UK,nj^, 
the Hmit of which will turn out to be a weak solution of (A/c). 
VI Estimate of || (l>n{uK,n)x which is uniform in K  and re. Thus, invoking 
weak compactness arguments and taking a further subsequence of {uK,re^}^p 
if necessary, it follows that uk = has ^{uk)x G Sub­
sequently, un is a weak solution of (A/c). 
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VII Monotonicity result for the problems (AR): 0 < < K < 1 U(J <UK . 
The Holder estimates referred to in IV are contained in Theorems 1.1 [18, page 
419] and 7.1 [18, page 478]. These bounds are uniform in n for fixed k 6 (0,1), and 
hence is a uniformly bounded, equicontinuous collection. It follows that 
there exists a subsequence, which converges uniformly to a limit function, 
u/c, on Qj<. 
Let v{x,t)  = UK^n{x,t) .  Multiplying the PDE of problem (A^^n) by <^n(u) and 
integrating over Q-jp, we obtain 
Since u(0,f) = k < v{x,t)  on Qy, it must be that ua;(0, <) > 0 on (0,T). Therefore, 
Hence, 
where 
^ Jo ^ri{v){x,t)  \IJ^ dx + fn{v)'^ 
J Q <f>n{v) [^n(v) + fn{v)] {i , t)dt,  
and so we have a uniform bound on || <i>n{'^K,n)x || By the weak compactness 
of bounded sets in the Hilbert space, see [8], taking a further subsequence 
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of {u/t^n}? if necessary, will give a sequence {<^n^(«/c,n^)} which converges weakly 
in L^{Qj<). Moreover, since for any ^ 6 C^{Q']^),  
Jo Jo ' i 'nk^'^ii ,nj^)xidxdt = ^ <f>nj^{uK,n^)ixdxdt 
^  -  JQ JQ 4>{uK)ixdxdt,  
it follows that € L^{Qj'), and <hiui^K,nu)x converges to <tt{uK)x weakly in 
lhqt)-
Now let ^ Then for any t  € [0,r], we have 
uk,nj^{x,3)^ix,s) |2o dx 
^  Jo Jo ~ {^nj^i '^K,nf,)x + fnf^{uK,nj^)] ^x} dxds 
+ Jo [9njf.{fJ'K,njç) + fnj^{uK,nj^)] i{l ,s)ds. 
Passing to the limit in this equality, via the Lebesgue dominated convergence theorem, 
yields 
UK{x,t)i{x,t)dx = j^ {uo{x) + K)^{x,0)dx +j^[g{uK)-9{ii)  +f{uK)]^{\,s)d& 
ft  rl  
+ Jq Jq {uk^s -  [< I>{uk)x + f{uk )]^x} dxds, 
from whence it follows that «« is a weak solution of (A#) on Qj^. 
The monotonicity result is a consequence of the following two lemmas. 
Lemma 5.3 7/0 < a < /c < 1, then 
Ucr,n < "/c,n 
on Qrp for each n = 1,2, • • •. 
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Lemma 5.4 The weak solution of (Ak ) is unique when further restricted to the class 
of functions 
^u:u> K on Qgrj.  
Once these lemmas have been proved, it will follow from Lemma 5.4 and our 
previous work that 
for each k € (0,1). Hence the monotonicity is concluded from Lemma 5.3. We now 
take up the proofs of these results. 
Proof:(of Lemma 5.3) 
This is another standard maximum principle argument much like that used to 
establish Lemma 5.1. Let 
n—>oo 
Urn = «« 
w{x,t) = (u/c,n — «cr,n) 
where 0, A < 0 are chosen so that 
max 
I 9niy) I + I ill ("<7,n)x \\L°°{Qjy) 
+  9 < 0  
cr<v<M 
and 
A + AO^ -J" BO "l" C < 0, 
where 
B = 
cr<v<M 
I 9^n(") I [ll \\l°°{Q'j') + II («cr,n)x IIZ,oo(Q^) 
+ I fh{v) I, 
cr<v<M 
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and 
^ I III lliOO(Q2,) 
^a^<M ' («<T,n)xx \\l°°[Qj ,) 
'^a<v<M ' "' • 
Proceed as in Lemma 5.1 to conclude that w > 0 on Qj'.  The lemma now follows. 
Proof:(of Lemma 5.4) 
Suppose uk and vk are both weak solutions of (A/c) with uk > k and vk > k on 
Qr[>. Then we have 
UK{x,t)i{x,t)dx = j^ iuQ{x) + K)^{x,0)dx + j^ [g{uK)-giK) + f{uK)]i{l,s)ds 
f t  f l  
+ J Q J Q {uk^s — [(t>{uK)x + /("«)]&} dxds, 
and 
V K {X ,  t)^(x,  t)dx = («o(aî) + 0)(Za; + [5r(u/c) -  G { K )  + /(uk)]^(1, s)ds 
f t  f \  
for every t  G [0,T] and every i  6 P ^ Q - ^ i Q x ) -  Thus, if ^ € C^'^((5j') H -P{o}(^r)' 
then an integration by parts gives 
f l  f l  
U K { x , t ) ^ { X , t ) d x  =  { U Q { X )  +  K ) ^ { x , 0 ) d x  
f t  f l  
+ /o Jo ^  -  f{uK)^x} dxds 
+ {^("/c) + /(««)] (1,5)^(1, s) - ^(MKXz(l,a)} ds 
+ JQ {<I>{K)(X{0,S) ~ g{K)^{l,s)} ds 
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and a similar expression for v^- Subtracting these equalities, we have 
{uk -  VK)C{x,t)dx 
~ lo lo ~ '"k)Îs + (^(«K) — <f>{'"K))îxX — (/("«) — fivK))^x} dxds 
+ Jq {^(î^k) + /("«) — fl'CvAc) — /(«/c)]^(l, 5) — [<^(«k) — ^(ï;K)]&(!, 5)} ds, 
for each such Define 
$(x,<) = <f>\euK{x,t) + (1 - 9)vK{x,t))de, 
F{x, t)= Jq f \OuK{x,<) + (!-  0)vk{x ,  t))d9, 
and 
H{t) = g'{9u4l,t) + (1 - e)vK{ht))d9 + 
Then we have 
{UK -  VK)^{x,t)dx < j^iuK-VK){U + Hxx-F(x}dxds 
+ j^i^K -  vk){1,S) - $(l,s)^a;(l,5)}<is 
for each t  6 [0,7] and every ^ H proceeding as in the 
proof of the uniqueness result in Chapter 4, let Fn € C°°{Qj<) be functions such 
that 
1. 0/1 —» 0 and Ffi —* F as n  ^  00 in 
2. 0 < f and 0^, | Fn |< f i  on Qj^ for constants 1/ and f i  which are 
independent of n, and 
3. Fn{0,t) = 0. 
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Further, let ^ G C°°([0,r]), and let x € (7°°([0,1]) be such that supp^ C (0,1) and 
0 < ^ < 1. With ^ denoting the solution of the "adjoint problem" 
+ ^n^xx — Fnix =0 oxiQi 
^(0,s) = 0 on(0,i) 
(AP) 
^x(l, 5) = ^(5)^(1,5) on (0, t)  
^{x,t) = x{x) on [0,1], 
we thus have 
{UK -  VK)^{X,T)DX 
— JQ JQ {[$ — ^n]^a:x — [F — Fn]^a;} dxds 
+ ^  («K - U/c)^(l,5)[i/'(s) - ^{l,s)^{s)]ds 
< C II $ - h^Qt) W ^ ||^2(q^) 
+c II m, ) llLOO(0,i) /q I H{s) -  $(1,3)^(6) I ds. 
By the results of Appendix B, letting n —+ oo in this inequality yields 
J^{uk -  VK){x,t)x{x)dx < I H{s) -  $(1,6)^(3) I ds,  
where here the constant C depends on || ip H^oo^o T)' 
To complete the proof we first consider a limit of such functions ^ which converge 
a.e. on (0,i) to the function •) and then a limit of functions x which converge 
a.e. on (0,1) to the function which is given by 
0 if u/c(x,f) - u/c(x,i) < 0 
< 
1 if u/î(a;,^) - •u/c(a;,^) > 0 
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Thus 
for each t  6 [0,T], from which it follows that U/j < on Qrp. Reversing the above 
argument now completes the proof. 
This concludes the proof of Theorem 5.1. 
Corollary 5.1A now follows immediately by observing that our estimate on 
(BK,n)î (B/c), and, ultimately, (Bl). However it is simpler to observe that if u/c,n is 
the solution of (A/c,n) with fn and gn replaced by —fn and gui respectively, then 
VK,,n{x,t) = v,K,nO-—x,t) is the solution of Moreover, the results established 
for U/c,n allow one to easily complete the proof. 
In regards to the asserted continuation, we remark that this follows from the 
observation that the time T* which was constructed above depended only on 
was uniform in both k and n, and hence by letting /c —> 0"^ in II MuK,n)x llx2(Qy) 
j \K^{x,t)dx = J^{uQ{x) + K)^{x,0)dx +J*[g{uK)-g{K) +f{uK)U{l,s)d. 
ft  f l  
+ J Q J Q {««^5 — [(f>{y'K)x + /(w/c)] dxds 
the conclusion follows. 
The above process could be repeated to give similar results for problems (B^^), 
II "0 llioo(0,l)-
5.3 Increased Regularity Results 
In the present section the proof of Theorem 2.2 is given. This proof relies heavily 
on the constructions from Section 5.1, and so the notation from that section will be 
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used freely here. Our proof also makes use of the fact that bounded sets in a Hilbert 
space are weakly precompact, a result which follows from the reflexivity of Hilbert 
spaces and Alaoglu's theorem. (Such facts can be found in any good modern analysis 
text. See e.g., [8].) 
To begin, define 
Also, to keep the number of subscripts from becoming unruly and confusing, we shall 
continue to write v{x,t) in place of «K,n(z,f). Now, by multiplying the PDE in 
(^K,n) by V and integrating over Qj^, we obtain 
$n(«) = (j>n{v)dv and ^n(«) = \l<l>n{v)d" 
An integration by parts thus yields 
fT 
+ J Q {u[fl'n(u) + /n(w)](l,<) - « [<^n(«)fi(0,<) + /n('c)]}(^i, 
which upon rearrangement becomes 
fT f 1 tT 
~ Jo Jo ^ v\gn{v) + fniv)]il , t)dt 
J Q {[v(fl'n(u) + /n(w)) - Fn{v)] (1,<) + Fn('c)} dt,  
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where 
^ fn{v)dv. 
Recall vx(0,<) > 0. From this and the last inequality above it follows that || 
®n(wK,n)x is bounded uniformly in n and k. 
If we now multiply the PDE in (A/c,n) by <i>n{v)t,  integrate over Qj<, and inte­
grate by parts, then 
Jq <t>n{v)tvtdxdt = Jq Jq {-<f>n{v)xt'l>n{'")x + fk{^)<l>n{^)n^x} dxdt 
fT 
+ Jq <l>n{v)t9n{v){l, t)dts 
= -f^ | |=r jg. + fh{v)^n{v)t^niv)xdxdt 
Observe that | /n(u) |< maxj_j | f '{v) |. Thus by Cauchy's inequaUty we 
And 
rv(l,T) / 
+Xo™(i) 
If <I> { U Q ) X  6 2^(0,1), then we claim that || ( f> N { ' U Q J I ) X  11^2(0 1) t)ounded uniformly 
in n. This is actually a consequence of the Principle of Uniform Boundedness, see 
[8], and the fact that <^n(«On)® weakly in 2,^(0,1). Therefore, there 
exists a constant C such that || ^n(^/c,n)f lljr2^Q^^— Using a method similar 
to the way we estabhshed <i>{u)x € lP'{Qj') in the previous section, it follows that 
E L^iQrp). 
In the above manner, it is also shown that, for fixed t  € [0, T], 
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Il <^n("K,n(')0)x llx,2(o 1) uniformly in n and hence has a subsequence 
which converges weakly to (f>{u){-,t)x in 2^(0,1). Therefore, if / = 0, then passing 
to the limit in the above inequality (with T replaced by t) yields 
lo Jo ^ -\jQ lg=0 + IU Q { 1 )  
which is the "energy inequality." 
That 
(j>{u)t, iu<j){u))i ,^u)t e  L^iQx) 
and 
y/<f>'{u) 
now follows exactly as in [23, pages 155-156]. Finally, we see that <f>{u) 6 
and so Theorem 2.2A(ii) follows by setting ^ = <f>{u). 
The results for Theorem 2.2B are proved exactly as above. 
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7 APPENDIX A. GLOBAL EXISTENCE FOR NONLINEAR, 
UNIFORMLY PARABOLIC EQUATIONS WITH MIXED 
BOUNDARY CONDITIONS 
Consider the boundary value problem 
Uf  — a {u )uxx  +  ux)  =0 on = (0,1) x (0, T) 
u{0,t)  = k on (0,r) 
(NBVP) 
[a(u)tia; + ^ (u)](l,f) = 0 on (0,T) 
u(z, 0) = ^o(®) on [0,1] 
where the following assumptions will be made. 
(i) a,^ € C^{R) ; b € C^{R x R) ; ipQ £ for some 0 e (0,1) -, k  is & 
given constant. 
(ii) There exist constants m , i>i and ,Cj > 0, (i = l,2;j = 1,2,3,4) such that 
0 < f 1 < o(u) < Hi (uniform parabolicity), —ti6(«,0) < + 62, 
-ub{u + + V'o(œ)) < + eg, 
b{k,p) = 0, and —uip{u + V'o(®)) ^ + C4 for every u,p £ R and every 
X G [0,1] . 
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(iii) Given a constant M > 0 there exists a constant f i  >0 such that 
I V"+^o(®)'P+^o(®)) 1(1+ IP l)+ I M«+V'o(®)>P+V'o(®)) l< 
and I b{u,p) |< //(!+ |  p |)^ for every \  u \< M, p e R, x e [0,1]. 
(iv) ^o(O) = k,  ^ g(O) = 0, and a(V'o(l))0o(l) + V'(V'o(l)) = 0-
The purpose of this appendix is to sketch the proof of the following global exis­
tence result: 
Theorem 7.1 Under the assumptions (i)  -  (iv) and for any T > 0 there exists a 
unique solution, u £ {Qj<), of (NBVP). 
This theorem is really just an adaptation of results in Chapter 5 of [18]. However, 
due to the great amount of generality of [18] which causes a certain degree of difficulty 
in a first reading, we feel the need to discuss its proof to the degree of highlighting 
the main ingredients and referencing the appropriate theorems from [18] when they 
are needed. Although existence theorems for problems such as (NBVP) are known to 
follow from classical results, we have been able to find few authors, such as Amann [1] 
and Lieberman [24], who explicitly state theorems for problems with mixed boundary 
conditions. We have chosen to follow [18] for the sake of being able to get the greatest 
number of necessary results from the same source. Other good references on this topic 
include [9,17]. A good introduction to some of the main topics is [7]. 
The proof of Theorem 7.1 is really an application of the Leray - Schauder theorem 
which, for the convenience of the reader, we now state in the form found in [9, page 
189]. 
131 
Theorem 7.2 (Leray - Schauder) Let X denote a Banach space with norm || • | | ,  
and consider a transformation T : X x [a,b] —> X .  Assume: 
(i) T{x, k) is defined for all  x G X,a < k < b. 
(ii) For any fixed k,  T{x, k) is continuous in X. 
(iii) For x in hounded sets of X ,  T{x,k) is uniformly continuous in k,  i .e. ,  for any 
hounded  se t  X Q  C X  and  for  any  e  >  0  t here  ex i s t s  a  S  >  0  such  tha t  i f xE  X Q ,  
\  ki  — k2 \< S, and a < ki,k2 < b, then ||  T{x,ki) — T{x,k2) ||< e.  
(iv) For any fixed k,  T{x,k) is a compact transformation, i .e. ,  i t  maps bounded 
subsets of X in compact subsets of X. 
(v) There exists a (finite) constant M such that every possible solution x of 
X — T{x, k) = 0 
{x Ç. X,k Ç. [a, 6]) satisfies ||  x | |< M. 
(vi) The equation x — T{x,a) = 0 has a unique solution in X. 
Then there exists an x € X such that x — T{x, 6) = 0. 
To apply this theorem, define the transformation r(u,r)(x,i) = w{x,t) , where 
w{x, t) is the solution of 
H - [(1 - T) + To(u 4- i I^q )]uxx + rb{v + ^ Q,fa; + ^ pq ) on Qj' 
«(0, i) = 0 on (0,r) 
(Lr )  
{[(1 - T) + Ta{v + I I^Q )]UX + T^(v + ^ Q,Ua; + V'o)}(l,0 = 0 on (0,T) 
u(x,0) = 0 on [0,1]. 
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We will consider 
T : X [0,1] _ 
where a € (0,1) will be chosen later. The hypotheses, (i) - (iv) and (vi), of the Leray 
- Schauder theorem will follow from the following corollary of [18, Theorem 5.3, page 
320]. 
Corollary 7.1 Let I € (0,1). If  
I I  1+/ 
(i) ae H '2((5ji), 0 < 1/ < a{x,t)  < fi in Qj' ,  o(l, ) 6 ([0,T]), 
(ii) /Gif^'2(g^), /(0,i) = 0, 
(iii) 6(i,.),5(i,-)€fr"r([0,r]), 
(iv) UQ G i^^+^([0,l]),uo(0) = «o(0) = 0,o(l,0)uQ(l) + 6(l,0)uo(l) =fl'(l,0), 
2+/ 
then there exists a unique solution, u E H '  ,  of 
Uf = a{x, t)uxx + /(®5 0 on Qj'  
{LP) 
w(0,f) = 0 on (o,r) 
o(l,<)«a;(l,() = g( l ,<)  on (0,r) 
u(a;, 0) = uo(a;) on [0,1]. 
Furthermore 
where û,f  ,and UQ are the odd extensions in x (about x = 0) ofu,f ,  and U Q ,  respec­
t ively,  to Rj> = [-1,1] X [o ,R] .  
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This corollary is established by simply reflecting all the functions in problem 
(LP) about z = 0 to arrive at a new problem which is handled by Theorem 5.3 of 
[18]. Note that this theorem along with the Arzela - Ascoh theorem establishes (i) -
(iv), and (vi) of Theorem 7.2 for the transformation T{x, k). Hence it only remains 
to show that (v) is true. This is usually the most difficult task when applying the 
Leray - Schauder theorem. We must prove the existence of a constant, M, such that 
if w = r(u,T), then 
The first step in this direction is an L°°{Qj') estimate of u which, in the present 
situation, follows from the maximum principle, such as [18, Theorem 7.3, page 487]. 
Next we need bounds on 
(a) 
II llj:o°(Çy) and(«a;)Q^ . 
For this there are the following theorems from [18]: 
Chapter 5 1.1, 3.1, 4.1, 5.3, 7.1, 7.2 . 
Chapter 6 3.2 . 
With such bounds established, it follows that there exists a « G ^ (Q t) 
such that u — T{u, 1). (The actual choice of a is dictated by the above quoted 
theorems.) The uniqueness follows from maximum principles. (See [18, Theorem 2.2, 
page 16].) 
Finally, observe that if T{v, 1) = u, then «(x, t)  = v{x, t)  + ^ Q(z) is a solution of 
(NBVP). In fact (NBVP) and the corresponding problem for v(x,t) are equivalent. 
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8 APPENDIX B. ESTIMATES FOR SOLUTIONS OF THE ADJOINT 
PROBLEM 
We now present a proof of the following theorem. 
Theorem 8.1 Consider the linear boundary value problem 
i t  + -bix =0 on Qj> 
e(0,i) = 0 on(0,r) 
(AP) 
^x(l,<) = c(0^(l,0 on(0,r) 
i{x,T) = x{.x) on [0,1], 
where a,  b € C°°{Qij ');  0 < i> < a{x,t)  on Qj<; o, | 6 |, | c |< ^  on Qj^; c € C°°([0,r]); 
i € C°°([0,1]); 0 < ^ < 1 on [0,1]; suppi C (0,1); 6(0,i) = 0. 
a.) There exists a unique solution, ^ E of (AP). 
b.) Let 0 = —2^ and A = —2(4/^^ + 2/I^) . Then 
0 < i{x,t)  < on Qj' .  
C-) II ix ||x,oo(Qj,)< max jII x' IUoo(o,i)»ll c('X(l,') llf,oo(0,r)} ' 
135 
d.) 
Il ^xx ll^2(Qy) 
lo + 5lo } 
{li h°°{QT) II llioo(o,r) +f]} + 
Proof: 
We first note that (formally) ^{x,t)  is a solution of (AP) iff T i { x , t )  = ^ {x,T — t)  
is a solution of 
r]t{x,t)  = a{x,T -t)r]xx{x,t)  -  b{x,T -  t)T]x{x,t)  on Q'jp 
v{0,t)  = 0 on(0,r) 
(AP.l) 
T]xil , t)  = c{T on(0,r) 
V{x,0) = x{x) on [0,1]. 
The existence of a solution, t) € of (AP.l) follows from [18, Theorem 
5.3, page 320] via the same reflection technique used to establish Corollary 7.1. To 
prove (b.) we use the standard trick of defining a function p{x,t)  = e^^'^^^Ti{x,t) ,  
for appropriately chosen values of 9 and A, and then applying maximum principles to 
it. To establish (c.) define C{x,t) = T]x{x,t) . Then ( is a solution of 
(AP2) 
1) = (a(x, T -  t)Cx{x, t)  + b{x, T -  t)C{x, t))^; on Qj-
a(0, T -  t)Cx{0, t)  + 6(0, T -  <)((0, i) = 0 on (0, T) 
((l,f) = c(l,T-<)((l,r-<) on (0,T) 
C(a;,0) = ^'(x) on [0,1]. 
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Fix 
m>max||| x' IIloo(0,1)'II llioo(0,r)}-
It is a straightforward calculation to show that 
(( — m)"^(a:,<) = max{((a;,() — m,0} 
is an absolutely continuous function and, moreover, 
(C - m)+ = ^(C - m)+ 
vanishes a.e. on {(z,f) € Qj' |  C{x,t) < m} .  Thus for s € [0,T] 
= Jq - m)+Ctdxdt.  
Using (AP.2), we substitute in for Cf in this equality and integrate by parts to get 
1 
2I0 = 
rs rl  
" r X ^ ~ - m)ï^ + '(», r - i)(C - m)+(C - m)+ dxdt.  
Now using the given bounds on a and b and Cauchy's inequahty on the right hand 
side of this last equality we conclude that 
/O J Q  J Q  
By Gronwall's inequality it now follows that 
- m)+2(a;,s)dx m)'^'^dxdt.  
Jq iC -  m)'^'^{x,s)dx = 0 10 
for all s 6 [0,7*]. Therefore, ((x,t) < m on Qj< for all such m. By observing that 
also solves a problem much like (AP.2), one can repeat the argument above 
to get —({x,t) <m on Qj^. (c.) now follows. 
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Finally to prove (d.) we multiply the PDE in (AP) by integrate over Qj<, 
and integrate by parts to get 
lo Jo = I9 lo + lo % Ifco +/o^ " (t) ^ (1-
Working on the right hand side of this equation, we use Cauchy's inequality on the 
volume integral and integrate by parts in the boundary integral. The given bounds 
on a and b now allow us to estabhsh (d.). 
