This article was written at the invitation of the Editor, in response to the preceding article by Strother et aI. (1995) . I have taken this opportunity to comment on several issues, some of which have been the subject of recent exchanges (e. g. , Taylor et aI., 1993; Worsley et aI. , 1993) . Others deserve mention because they have become of special cur rent interest. An overview of the development of statistical analysis in functional imaging is pre sented, followed by a discussion of some key areas.
OVERVIEW

Ontology of statistical parametric mapping
Functional mapping studies are now, almost uni versally, analysed with some form of statistical parametric mapping. Statistical parametric mapping refers to the construction of spatially extended sta tistical processes, or maps, to directly test a hy pothesis (usually about neurophysiology). Statisti cal parametric maps (SPMs) are image processes with voxel values that are, under the null hypothe sis, distributed according to a known probability density function (pdf) (usually Gaussian).
The success of statistical parametric mapping is due largely to the simplicity of the underlying idea: namely, one proceeds by analysing each voxel us ing any (univariate) statistical test. The resulting statistical parameters are assembled into an image that is then interpreted as a spatially extended sta tistical process. In the same way a t value is inter preted by reference to Student's t distribution, SPMs are interpreted by referring to the probabilis tic behaviour of stationary Gaussian fields (Adler, 1981) . Stationary fields model not only the univari ate (univariate means pertaining to one variable) probabilistic characteristics of the SPM, but also any stationary spatial covariance structure (station ary means nota function of position). "Unlikely" regional excursions of the SPM are interpreted as regional activation.
Regional or focal activation is attributed to the sensorimotor or cognitive process that has been ma nipulated experimentally. This ((haracterisation of physiological responses appeals to functional spe cialisation, or segregation, as the underlying model of brain function. One could regard all applications of statistical parametric mapping as testing some variant of the functional segregation hypothesis.
The idea behind statistical parametric mapping is, of course, not new. Statistical parametric mapping represents the convergence of two earlier ideas: change distribution analysis and significance prob ability mapping. Change distribution analysis was a pioneering voxel-based assessment of neurophysio logical changes developed by the St. Louis group for positron emission tomography (PET) activation studies (e. g., Fox and Mintun, 1989) . This tech nique provided a mathematical underpinning for the very powerful subtraction paradigm still employed today. Significance probability mapping was devel oped in the analysis of multichannel electrophysio logical (EEG) data and involves the construction of interpolated maps of a statistical parameter. The fact that SPM has the same initials is not a coinci dence, and represents a nod to its electrophysiolog ical sibling.
Unlike significance probability maps in electro physiology, SPMs are well behaved in the sense that they are approximated by stationary, spatially extended statistical processes (due to the fact that neuroimaging samples uniformly and that the point spread function is stationary). This well behaved and stationary aspect of SPMs (under the null hy-pothesis) meant that theoretical advances could be made, to a point where this area is now a rapidly growing and exciting part of applied spatial statis tics. This development has been in the context of the theory of Gaussian fields (Friston et aI., 1991 (Friston et aI., , 1994a Worsley et aI. , 1992 Worsley et aI. , , 1994 , in particular, the theory of level crossings (Friston et aI. , 1991) and differential topology (Worsley et aI. , 1992) .
These advances have focussed on choosing thresholds that render the chance probability of finding an activation focus, over the entire SPM, suitably small (e.g., 0. 05). The central tenet of these approaches is that the probability of getting at least one focus and the expected number of foci tends to equality at high threshold (Hasofer, 1978) . The problem then reduces to finding a threshold that makes the expected number of foci equal to, say, 0.05. An analysis was presented by Friston et ai. (1991) that showed how this threshold could be identified using the theory of Gaussian fields. This analysis approximated activation foci with supra threshold ellipsoid regions. Subsequently, the Euler characteristic (the number of blobs minus the num ber of holes) has been proposed as an approxima tion to the number of foci. The Euler characteristic was introduced in a key article by Worsley et ai. (1992) that also established a formal link between the theory presented by Friston et ai. (1991) and earlier work on the expected number of maxima (Adler, 1981) . The important thing here is that whether one uses the number of foci, the Euler characteristic, or the number of maxima, very con sistent results are obtained. The Euler characteris tic is more amenable to mathematical analysis than the earlier formulations and has led to some inter esting extensions beyond Gaussian fields (see Worsley, 1994) . Other recent advances concerning the spatial extent of activation foci are mentioned herein.
Characterising distributed change and cortical interactions
The subtraction paradigm and functional imaging have been extremely successful in establishing functional specialisation as principle of organisation in the human brain. Recent work has focused on the integration of these functionally specialised areas. One framework (Friston et aI., 1993 a,b ) makes a key distinction between functional connectivity, the temporal correlations between remote neurophysi ological events, and effective connectivity, the in fluence one neural system exerts over another. These concepts were originally elaborated in the analysis of separable neural spike trains from mul tiunit electrode recordings (e. g., J Cereb Blood Flow Metab. Vol. 15, No. 3, 1995 Perkel, 1969; Gerstein et aI., 1989) . A powerful use of functional connectivity is in the characterisation of distributed brain systems: The functional con nectivity (covariance) matrix, obtained from a time series of neurophysiological measurements, is sub ject to principal component analysis (PCA) or sin gular value decomposition (SVD). The resulting eigenimages (principal components or spatial modes) each identify a distributed system, compris ing regions that are jointly implicated by virtue of their functional interactions (connectivity). This analysis of neuroimaging time series is predicated on established techniques in electrophysiology (both EEG and multiunit recordings). For example, in the analysis of multichannel EEG data, the un derlying spatial modes that best characterise the ob served spatiotemporal dynamics are identified with a Karhunen-Loeve expansion (e. g., Friedrich et aI. , 1991) . Commonly this expansion is in terms of th� eigenvectors of the covariance matrix associ ated with the time series. The spatial modes are then identical to the principal components identified with a PCA. SVD is a related technique (Golub and Van Loan, 1991) that has been used, with the Kar hunen-Loeve expansion, to identify spatial modes in multiunit electrode recordings (e.g., Mayer Kress et aI. , 1991).
PCA, or equivalently SVD, of neuroimaging time series is an approach that again finds its roots in electrophysiology and that appeals to functional connectivity as its conceptual basis. Functional connectivity is, however, an operational definition and makes no comment on the causal mediation of the observed correlations. Effective connectivity is closer to the intuitive notion of a connection and relies on some model of the influence one cortical region exerts over another. These models can be linear (Friston et aI. , 1993b) or nonlinear. The ap plications and theory of effective connectivity and related techniques such as structural equation mod elling and path analysis (e .g., McIntosh and Gonza lez-lima, 1991) are a little beyond the scope of this commentary and will not be mentioned further.
In summary, two distinct themes have emerged in the analysis of functional imaging data: (a) Testing some variant of the functional segregation hypoth esis by assessing the significance of regionally dis crete activation foci. These foci result from thresh olding an SPM such that the probability of getting an activation by chance is suitably small (e.g., 0.05). (b) A descriptive approach to characterising neurophysiological dynamics in terms of distributed systems (eigenimages or spatial modes). This char acterisation is data led and avoids any reference to functional segregation by dealing with distributed, continuous systems (although the "distribution" may be discrete and focal). Spatiotemporal dynam ics imply a neurophysiological time series and in harmony with electrophysiological techniques can be characterised by PCA or SVD of neuroimaging time series. The latter techniques are likely to enjoy an increasing role in data analysis as the trend to single-subject analysis gains momentum [particu larly in functional magnetic resonance imaging (tMRI)].
These two approaches to activation studies can be contrasted in a number of ways: SPMs rely on functional segregation as a conceptual model; PCA like. approaches address the integration of distrib uted changes in terms of systems. The characteri sation of experimentally elicited changes with an SPM is in terms of (multiple) activation foci. The equivalent characterisation with PCA is in terms of single, spatially extended continuous profiles (eigenimages or spatial modes). SPM represents a statistical procedure that can be used to make sta tistical inferences about regionally specific findings (e.g. , the probability of finding an activation focus by chance). PCA is a mathematical device that sim ply orthogonalises the variance-covariance and makes no comment on the significance of the result ing spatial modes. SPM depends on a (generally lin ear and parametric) model and implicitly embodies a number of assumptions. PCA does not refer to a specific statistical model and entails few assump tions. In the sense that SPM and PC A-like tech niques are different at so many levels, they could be regarded as complementary. PCA and related ap proaches do not have the power of SPM in making inferences or testing specific hypotheses in a re gionally specific fashion. On the other hand, PCA is an extremely efficient and effective characterisation of the data that eschews many assumptions.
SOME SPECIFIC ISSUES
Relationship between global and regional activity One application of statistical parametric mapping that we have proposed for activation studies (Fris ton et aI. , 1990) is based on an analysis of covari ance (ANCOV A) with global, or whole-brain, counts as covariate. This model was chosen after an empirical analysis of the relationship between glob al and regional changes in neurophysiology. Fol lowing the philosophy of statistical parametric map ping, the effect of the confounding variable (global activity) is removed, at each and every voxel, using a standard minimal assumption statistical device, namely, ANCOV A. This approach is different from the precedent of simply scaling the data (which in volves some hidden assumptions).
ANCOVA has been viewed as a euphemism for a whole series of linear equations that model mea sured changes in neurophysiology in terms of the effect of different conditions (treatment), subjects (block), global (covariate) effects, and interactions. The more comprehensive the model, the more pa rameters one needs to fit. An example of a param eter would be the change due to a specific condition or the slope of a regression of voxel activity on global activity. The choice of a particular model is dictated by the circumstances of its application. In neuroimaging one wants to use sufficient parame ters to allow for a reasonable local linear approxi mation to a generally nonlinear relationship be tween regional physiology and global activity and yet not "overfit" the data with too many parame ters. Usually one proceeds by adding parameters until the decrease in error variance (changes not modelled) ceases to be significant. Using this ap proach, we concluded that the simplest ANCOV A model was probablY the best (Friston et aI. , 1990) . This model is simplest in that only condition and subject effects and a single (independent of condi tion or subject) regression coefficient were used. This "independent" model predicts that activation or condition effects should not depend on global activity.
The use of ANCOV A has clearly inflamed some sensibilities (e.g. , Clark and Carson, 1993) . Al though it has attracted some covert criticism, this criticism has not been taken seriously. The only careful characterisations of the empirical relation ship between regional and global activity (in the peer-reviewed literature) point to the validity of the ANCOV A model. These characterisations have in volved (a) testing the differences in error variances among different ANCOVA models (see previously and Friston et aI. , 1990) and (b) establishing that regional activation is invariant under experimen tally induced changes in global activity (effected by manipUlating Peo2) (Ramsay et aI. , 1993) .
Is the assumption of stationariness reasonable?
Can one justify modelling the error variance covariance and the corresponding SPM as station ary processes under the null hypothesis? Stationari ness implies that there are no regionally specific correlations in error variance (i.e., these correla tions are the same everywhere in the brain). Note that SPMs "model" the error variance-covariance structure. Why not simply measure the error vari ance-covariance directly and avoid any assump tions implicit in a model? The difference between modelling error variance-covariance and using di rect estimates speaks to the fundamental difference between SPM and alternative multivariate ap proaches [e. g., multivariate analysis of (co) variance (MAN[C]OYA)]: In statistical parametric mapping, one performs a univariate test at each and every voxel and worries about the correlations be tween voxels post hoc, by modelling them with a stationary Gaussian field (Gaussian refers not to the shape of the autocorrelation function, which can be arbitrary, but to the distributional properties of the process). In contrast, multivariate approaches would treat the entire image as a single multivariate measurement (each voxel representing one compo nent of this multivariate measure) and explicitly in clude the measured error variance-covariance be tween voxels in a test of the null hypothesis.
One reason SPM uses a univariate approach is that multivariate approaches cannot be imple mented on a voxel-by-voxel basis. An example will make this clear: Multivariate analysis of variance (MANOY A) can be thought of as an analysis of variance (ANOY A) where the variances are re placed by the corresponding variance-covariance matrices. In computing an appropriate statistic, one has to invert the error variance-covariance matrix or use its determinant (Chatfield and Collins, 1980) . In neuroimaging, these matrices are singular (not invertible) simply because there are more voxels than conditions. It is, of course, possible to reduce the dimensionality of the multivariate observation (e. g., using regions of interest or the eigenimages); however, this precludes any statistical inference about changes at a particular point in the brain (voxel).
The only difference between an AN[C]OY A performed at all voxels (as in an SPM) and an MAN[C]OY A is that the latter allows for treatment effects (activations) to be assessed over all voxels. As such a test has no regional specificity, it is gen erally uninteresting. Detecting an activation with an SPM allows the null hypothesis of no treatment ef fect to be rejected for the entire brain and the region in question.
What are the implications of the stationariness assumption for detecting activation foci with statis tical parametric mapping? A stationary Gaussian field models error variance-covariance due to the effective point spread function and the stationary component of physiological correlations. However, it does not allow for errors in distant regions to be correlated. Is it possible that distant regions will have correlated error? In some circumstances, it may be: The error term can be regarded as a con dition-subject interaction term. In other words, if subject response to different conditions shows an intrinsic variability (i. e., some subjects respond J Cereb Blood Flow Metab, Vol. 15, No.3, 1995 more than others), then long-range correlations be tween coactivated regions can ensue. Put simply, if a series of subjects responded to a greater or lesser extent to aural stimulation, with bitemporal activa tion, then the error (subject-dependent condition ef fects) would be correlated in the temporal regions (this theme of intrinsic variability and physiologi cally mediated correlations recurs in subsequent sections). In short, nonstationariness could result from subjects showing coactivation but to a greater or lesser extent. The stationariness assumption therefore implies a null hypothesis that no subject evidences a systematic response to the tasks used, If some subjects respond and others do not, can spurious and false results be obtained using statis tical parametric mapping? The answer is no. It is obvious that the presence of regionally specific cor relations in the error term cannot lead to regionally specific artefacts in the SPM: This is because an SPM is< constructed using univariate tests (that are totally unaffected by the correlations between dif ferent voxels). Although the assessment of signifi cance depends (uniformly over the SPM) on error covariance, in general the assumption of stationari ness is the most conservative. A heuristic argument can be made that ignoring non stationary compo nents in the error covariance increases the apparent effective degrees of freedom and therefore renders the correction for multiple (but not independent) comparisons more severe, The real effective de grees of freedom will be smaller because of redun dancy attributable to these nonstationary correla tions. For example, if the left and right temporal regions always activate together, then the degrees of freedom for temporal activations is 1. In the as sessment of bitemporal activations in SPM, it is as sumed the right and left activations are independent (2 degrees of freedom) and consequently a higher threshold is used.
In summary, one is obliged to model (as opposed to estimate directly) the variance-covariance struc ture of an SPM under the null hypothesis. Model ling the minimal amount of covariance is generally the most conservative approach. In statistical para metric mapping, this minimal covariance is taken to be due to the effective point spread function. This is stationary (to a first approximation).
Does error variance show regional specificity?
When assessing the significance of a cortical ac tivation (e.g., in striate cortex), does one use an estimate of the error variance in that area (striate cortex), or does one use an estimate pooled over the entire brain? The distinction is fundamental: Statis tical parametric mapping requires the statistic at any voxel to be based on the error variance in that region. Simply scaling the change in mean activity (by a pooled estimate of error variance) implies change distribution analysis (e. g., Fox and Mintun, 1989) . SPMs reflect the significance of an activa tion. Difference or change score maps reflect the magnitude of the change (with no comment on its reliability or significance). The distinction between voxel-based and pooled error variance estimates is almost definitional in nature, and any ambiguity was resolved at the inception of statistical paramet ric mapping.
Recently this issue has enjoyed a minor renais sance as other units take their first steps in the field of statistical parametric mapping (e.g., Taylor et al. , 1993) . In particular, the article by Worsley et al. (1992) included the proposal that it was appropriate to use a pooled (intracranial) estimate of error vari ance. Implementing this proposal reduces the tech nique to change distribution analysis (albeit an ele gant variant). Despite earnest attempts to describe the resulting maps as statistical processes (e. g. , t maps), they are simply difference maps scaled to unit variance. Those using this approach (Worsley et al., 1992) who try to interpret their results in terms of significant activations will find that their error variance estimate for cortical effects includes contributions from the ventricles (I am assuming that regional CBF variability in the ventricles is less mean square error -104 sa '(PC VAi:. SP1tl projections tn:msve;'se than in grey matter). It should be pointed out (and has been; K. Worsley, personal communication) that the reciprocal argument can be levelled at sta tistical parametric mapping: Namely, one has to ex plain why the error variance estimate for compari sons between tasks 1 and 2 includes contributions from the comparison between tasks 3 and 4.
It can be established from basic principles that error variance will be region dependent (e.g. , atten uation effects, attenuation correction effects, scat ter correction effects, Poisson counting statistics, tissue inhomogeneity, regionally specific neuro physiological effects, stereotactic differences, sub ject movement, and so on). The example presented in Fig. 1 was chosen to show that error variance is not only region dependent but is also unique to each experiment. Recall the argument that intrinsic vari ability in subject responses may contribute to non stationary error covariance,This argument can also be applied to error variance. If some subjects acti vate more than others, it would be predicted that error variance should be greater in regions of acti vation. Figure 1 suggests that this is the case. Fig  ure 1 is a plot of mean square error against the activation effect due to intrinsic word generation for the data described by Friston et al. (l993a) . The key thing to observe is that the error variance for re gions that activate is greater than in those regions that deactivate. This leads to the intriguing hypoth- of the mean square error following analysis of covariance of a 6-subject, 12-condition experiment described by Friston et al. (19938) . Only voxels associated with an F ratio at p < 0.05 are shown. The display format is the standard SPM maximum intensity projection. The gray scale is arbitrary with darker areas corresponding to greater error variance. Right: Regression of mean square error on the mean difference between all baseline conditions (word shadowing) and activation conditions (verbal fluency) for the voxels shown on the left.·The key thing to note is the asymmetry, with error variance being greater for activations than for deactivations. The data are expressed in arbitrary units (equivalent to ml/dl/min). assuming a grand mean of 50 arbitrary units. esis that subjects deactivate more reliably than they activate [note that this result does not mean that error and treatment effects are correlated, but that their first-and second-order properties (mean dif ference and error variance) are correlated over vox els]. This observation can also be viewed from the alternative perspective that the verbal fluency con ditions are a baseline for word shadowing. Here regions that activate do so more reliably than those that deactivate.
Why did Worsley et al. (1992) conclude that error variance was regionally invariant? This can be an swered at two levels: They were unable to find any topographic structure in the error variance and therefore concluded that it was not measurably dif ferent from one brain region to the next. Implicit in their argument is a failure to reject the null hypoth esis of no topographic structure. This is not a test of the null hypothesis that structure exists. The sec ond explanation is more intuitive. In computing the error variance, the authors simply compared one condition with another (using a t test). This meant that the degrees of freedom associated with the er ror variance were very small (less than the number of subjects) and the error variance estimates were correspondingly unstable [see Worsley et al. (1993) for an entertaining description of how unstable t SPMs can become at low degrees of freedom]. Note that a more general ANOV A approach (AN [C]OV A) would have used all the scans, increasing the degrees of freedom to a reasonable level (less than the number of scans). In the example de scribed, the degrees of freedom for the error vari ance were 54. In a sense, the authors were right to conclude error variance was not measurably differ ent from one brain region to the next. However, the most likely reason was not an absence of differ ences, but an inadequate measure. I anticipate the issue concerning voxel-based ver sus pooled error variance will disappear gracefully from the literature (again). The issue about using t tests (as opposed to AN[C]OV A) is an important one, which may not be fully appreciated. Units that are currently developing techniques based on, and only on, simple pairwise t tests should be aware (a) of the dangers of using low degrees of freedom (see previously) and (b) that they are denying them selves access to some rich and powerful experimen tal designs (accommodated by AN[C]OVA). These include parametric and factorial designs. Paramet ric designs essentially use the t statistic to test for the correlation between regional activity and some continuous sensorimotor or cognitive parameter, Vol. 15. No.3, 1995 for example, "time on target" during visuomotor tracking (Grafton et aI., 1992) or the frequency of word presentation (Price et aI. , 1992) . Factorial de signs are finding an increasing role in examining time-dependent changes in activations or the mod ulation of cognitive activations by centrally acting drugs (Friston et al. , 1992 a,b; Grasby et aI., 1992) .
Functional connectivity: which covariance structure?
Historically lesion deficit studies have been used to infer "localization of function" and "functi{)nal specialisation" (e. g., Ferrier, 1875; Goltz, 1881; Phillips et al. , 1984) . Disconnection syndromes have provided insight into the interactions between remote cortical areas (e.g. , McCarthy and War rington, 1990) ; however, modern concepts of func tional connectivity are based on analyses of the spa tiotemporal dynamics of multiunit activity in the brain (Gerstein and Perkel, 1969; Gerstein et al. , 1989; Gochin et al. , 1991; Aertsen and Preissl, ' 1991) . These recent formulations take a far more neuroreductionist approach than lesion deficit ap proaches (which are essentially functi{)nalist in na ture).
In keeping with electrophysiological precedents, functional connectivity has been defined, in ·the context of neuroimaging time series, as the covari ances observed over time between two regions (voxels) measured in the same subject (or averages over a group of subjects). There is, however, an other covariance: that observed over subjects. To make this distinction very clear, imagine that one has measurements from n subjects in k conditions. Two covariance matrices can be constructed. The first is based on changes due to the k conditions (either for each subject or averaged over subjects), and the second is based on the differences between the n subjects (either within a condition or averaged over conditions). The first is a matrix of functional connectivity. What is the second? While it is not a matrix of functional connectivity, it may show some homologous structure. Indeed, strong arguments can be made that the covariances over subjects (as opposed to the covariances over conditions or time) embody some aspects of functional coupling. I de fer here to the notable work of Horwitz (e.g., Hor witz et al. , 1984 . The argument goes some thing like this: Subjects will evidence an intrinsic variability in their physiological and psychological response to a fixed cognitive or sensorimotor chal lenge. This intrinsic variability will emulate the co variance structure that one would have seen if the same subject had been presented with a series of tasks varying over some unspecified dimension (the dimension associated with the intrinsic variability); in other words, the subject covariance will emulate the functional connectivity. For this argument to work, subjects must vary in their response to a chal lenge, but should be invariant in terms of distrib uted functional organisation (i. e. , as if they were the same subject responding differently). it is to be noted this approach relies on some undetermined intrinsic cognitive and physiological variance, whereas the variance-covariance structure ob tained from a time series is under experimental con trol.
In certain situations, and with thoughtful experi mental design, (my rendition of) Horwitz's argu ment has to be convincing [see Horwitz et al. (1991) for a compelling example]. However, generally speaking, the relationship between functional con nectivity and the subject covariance matrix may be mediated in a variety of ways. Consider the subject covariance structure obtained from a series of pa tients variably affected by a nonfocal (primary and secondary) pathophysiological process. In this in stance, the probabilistic associations among re gional physiology from subject to subject will re flect the anatomy of the pathophysiological pro cess. Here the subjects are not invariant in terms of distributed functional organisation and the subject covariance does not reflect functional connectivity [although the distributed patterns that ensue may require intelligent interpretation in terms of func tional interactions; see Liddle et al. (1992) for a con crete example in schizophrenia research]. To un derscore the possible dissociation between func tional connectivity and covariances among sub jects, consider the following example, in which the variability in distributed functional organisation is nonpathological: A series of subjects are given tasks designed to engage semantic processing. Some subjects are right hemisphere dominant for language and some are left hemisphere dominant. The tasks elicit physiological activations in either the right or the left superior temporal regions (de pending on dominance). Within each subject, there is no bitemporal functional connectivity (one tem poral region does not activate). However, the cor relations over subjects will show profound negative correlations (when the right temporal region is ac tive, the left is not, and vice versa). This example is a contrived but powerful illustration of the dangers of using subject covariances to infer functional in teractions. In summary, the subject covariance structure may, or may not, be related to functional connectivity.
It may seem to some unnecessarily restrictive to reserve the term "functional connectivity" for cor relations over time (interregional dynamics). How-ever, there are important issues at stake here: namely, the relationship of functional connectivity and spatial modes characterised by PET (Friston et aI. , 1993a) , EEG (Friedrich et aI. , 1991) , MEG (Fuchs et aI. , 1992) , multiunit electrode recordings (Mayer-Kress et aI. , 1991) , and fMRI (Friston et aI. , 1993c) . These relationships are not only of socio logical importance in the neuroscience community, but will have practical relevance with the advent of multimodal functional mapping initiatives. With the trend towards single-subject designs (facilitated by advances in fMRI and the sensitivity of PET), it is likely that the debate (time versus subjects) will be come less important.
PCA-like techniques have, of course, been ap plied to subject covariances. Perhaps the best known example in this class of analyses is the sub profile scaling model (SSM) (Moeller et aI. , 1987) . SSM is effectively a PCA of log-transformed data. Is there, then, a relationship between the PCA char acterisation of distributed brain systems, implicated by functional connectivity, and the subprofiles of the SSM obtained from a group of subjects? The answer is no. SSM was developed for the analysis of subject-region interactions (subject covariances) in different patient groups. These groups are not characterised by invariant distributed functional or ganization. There are no time series. There are no dynamics. There is no functional connectivity. The intersection between the PCA (or SVD) of neuroim aging time series and SSM is in the mathematical device employed (the eigenvector solution). To posit a vicarious conceptual link between functional connectivity (defined in its electrophysiological sense) and SSM applied to different groups is not really tenable. When SSM is applied to the time series obtained from a single subject (or k condition means from a group), then one can refer to func tional connectivity during interpretation of the sub profiles. These observations should not detract from SSM as a (and probably the most) comprehen sive data-led analysis of intersubject variability. It should be remembered that SSM does not allow for any statistical inference about regionally specific activations, and therefore one could regard SPMs and SSM as complementary hypothesis-led and data-led approaches.
SOME NEW ISSUES
Significance of activation foci: height or spatial extent?
There is growing interest in assessing the signifi cance (or unlikeliness) of activation foci in terms of their spatial extent. A number of careful empirical studies of the pdfs describing the spatial volume of foci, above a threshold, have appeared recently (e.g., Knorr et aI. , 1993; Po line and Mazoyer, 1993; Roland et aI. , 1993) . These reports all speak to an important reappraisal of how one identifies a signif icant activation: Current methods (Friston et aI. , 1991; Worsley et aI., 1992) identify a critical thresh old (Za) , such that the probability of the highest voxel value is suitably small [e. g. , P(Zmax > Za = 0.05]. An alternative would be to find the critical size (na) such that the number of voxels in the larg est region (above an arbitrary threshold) is small [e. g., P(nmax > na) = 0.05]. The importance of this reformulation is that an arbitrary and low threshold can be used, while maintaining good control over experiment-wise false positives. Until recently, an alytical expressions for P(nmax > n) were not avail able (hence the empirical approaches cited). How ever, in the last year, expressions for P(nmax > n) have been derived and validated. This work repre sents an international collaboration including the Montreal group (K. Worsley and A. Evans) and the MRC at the Hammersmith Hospital (Friston et aI. , 1994) . This work could have a substantial impact on the way SPMs are thresholded and interpreted. One key component is that the power (or sensitivity) of the technique can be estimated analytically. Our ini tial insight is that power (at low thresholds) in creases with the size of the activation focus, rela tive to spatial resolution; or, more simply, power increases with resolution. This is particularly rele vant for fMRI applications, but also has implica tions for PET functional mapping. One obvious im plication is that (contrary to current practice) the data should be reconstructed into the highest reso lution possible. This, I am sure, will please many people, particularly those engaged in single-subject studies [see Friston et ai. (1994) for a fuller discus sion]. It should be noted that these analytical in sights will need a thorough empirical validation and that this is the subject of current work.
Parametric or non parametric?
A second new development is the application of rerandomisation or permutation tests to SPMs (Holmes et aI. , 1993) . The basic idea is that the pdf of any arbitrary descriptor of the SPM (e.g., Zmax or nmax) can be estimated by randomly permuting the data and recalculating the SPM. Randomly permut ing the data means mixing up the labelling of differ ent conditions (i.e., deliberately assigning the wrong scans to each condition for as many permu tations that are reasonable given the experimental design). If the "right" permutation (the correct la belling) has a Zmax or nmax greater than the critical threshold (according to the estimated pdf), then the J Cereb Blood Flow Me/ab, Vol. 15, No.3, 1995 corresponding focus can be considered significant. In other words, the probability of getting a value of Zmax or nmax by chance is less than the critical value, under the null hypothesis that the correct labelling was no more "correct" than any other la belling. The advantages of this approach are that it is conceptually accessible and infallible and does not rely on any assumptions about the underlying distributions. The disadvantages are that it is com putationally expensive, is affected by the presence of real activations, and precludes analysis of the covariance structure. At best, rerandomisation and repermutation testing could represent a powerful complement to conventional statistical parametric mapping. At worst, it will provide a "gold stan dard" against which the parametric assumptions implicit in the use of SPMs can be tested.
It is interesting to speculate on the situations in which rerandomisation testing and SPM would be, respectively, the most powerful. In general, para metric approaches (SPM) are more powerful when parametric assumptions hold; however, this cannot be guaranteed when the parametric assumptions are violated or the SPMs become very unstable. In dis cussion with A. Holmes and J.-B. Poline, it is be coming clear that SPM "failure" can be classified as (a) due to violation of parametric assumptions (although these are quite rare) and (b) spatial insta bility even when parametric assumptions hold (e. g. , low degrees of freedom). The domains in which it is best to use SPM and in which it is best to use re randomisation tests are, at the present time, not well delineated. CONCLUSION I hope to have formulated and addressed some important issues that have been sometimes the sub ject of concern and sometimes the subject of great interest in the last year or 2. Some new aspects of functional mapping analysis have been introduced. Whether these will form the agenda for the next year remains to be seen.
APPENDIX
This appendix deals with a specific mathematical point made by Strother et ai. (1994) , namely, Eq. 1: Their argument is that the intercept contains terms due to a difference in slope [in the regression of voxel activity (C U k) on global activity (C.jk)]. The conclusion here is that a change in intercept is con founded by a change in slope. I do not know how Strother et al. arrived at Eq. AI, but it is simple to derive. Let us deal with a single condition and drop the k subscript. To further simplify the notation, let a i = rOi + dikJ and bi = rli + dik2• A dot denotes expectation over the corresponding subscript (i rep resents voxels and) subjects). Now, the more gen eral ANCOV A model [the dependent model (Fris ton et aI, 1990) ] is defined as (A2) Therefore;
(A3) or (A4) Substituting Eq. A4 into Eq. A2 gives Eq. Al or, in simplified notation, Eq. AS:
a. + (t.) = a i -(t.) a. + (t.) c.} + eu (AS)
If you sense a slight circularity in this, you are right: Note that the slope of the regression of Cu on Cj is given by its standard least-squares estimate: with an expectation, over i, of unity [most easily seen by replacing the i values by dots in Eq. A6]. Therefore, b. = 1 and by Eq. A3, a. = O. Substi tuting these values into Eq. Al (i. e., Eq. AS) brings us back to where we started:
In short, the slope terms do not contribute to the intercept. Strother et al. regard the global term as somehow different from the global activity (C). In deed, they state that Gjk is not an identifiable pa rameter. The ANCOV A model is explicitly remov ing the confounding effect of the observed global activity (C.j = Gjk) and does not presume the exis tence of some alternative and latent global effect. The position adopted by Strother et al. is similar to criticising someone for covarying out the effect of age on the basis that age is a poor estimator of time elapsed since birth.
