The motion of a dynamically symmetric rigid body relative to its center of mass in the central Newtonian gravitational field in a circular orbit is investigated. This problem involves motion (called conical precession) where the dynamical symmetry axis of the body is located all the time in the plane perpendicular to the velocity vector of the center of mass of the body and makes a constant angle with the direction of the radius vector of the center of mass relative to the attracting center. This paper deals with a special case in which this angle is π/4 and the ratio between the polar and the equatorial principal central moments of inertia of the body is equal to the number 2/3 or is close to it. In this case, the conical precession is stable with respect to the angles that define the position of the symmetry axis in an orbital coordinate system and with respect to the time derivatives of these angles, and the frequencies of small (linear) oscillations of the symmetry axis are equal or close to each other (that is, the 1:1 resonance takes place).
Introduction
A rigid body moving in the central Newtonian gravitational field is considered. The characteristic linear dimensions of the body are assumed to be small in comparison with the distance from the center of mass of the body, O, to the attracting center O * . This allows the assumption [1] that the rotational motion of the body relative to the center of mass does not influence the motion of the center of mass. We assume that the orbit of the center of mass is circular, and denote the angular velocity of motion of the center of mass in the orbit by ω 0 .
Let OXY Z be a trihedron of an orbital coordinate system with the axis OZ directed along the radius vector O * O of the center of mass of the body and with the axes OX and OY directed along the velocity vector of the center of mass and along the normal to the plane of the orbit, respectively. Let us introduce another trihedron, Oxyz, with axes directed along the principal central axes of inertia of the body, and let A, B and C be the moments of inertia of the body relative to the axes Ox, Oy and Oz. The relative orientation of the trihedrons OXY Z and Oxyz will be given by the Euler angles ψ, θ, ϕ introduced in a standard way.
Assume that the body is dynamically symmetric (A = B). Then the angle of proper rotation, ϕ, will be a cyclic coordinate and, as a consequence, the projection r of the absolute angular velocity of the body onto the axis of its dynamical symmetry is constant throughout the motion:
r =ψ cos θ +φ − ω 0 cos ψ sin θ = r 0 = const.
(1.1)
(The dot denotes differentiation with respect to time t.)
To describe the rotation of the body relative to its center of mass, we will use the Hamiltonian form of the equations of motion. If we take ν = ω 0 t as an independent variable and nondimensionalize the momenta canonically conjugate to ψ, θ using the multiplier Aω 0 , then the Hamiltonian function can be written as [2, 3] : 
(1.
2)
The equations given by the Hamiltonian function (1.2) describe the motion of the symmetry axis of the body relative to the orbital coordinate system. If this motion is found, then the rotation of the body about the symmetry axis is defined from (1.1) using a quadrature.
There exist (see, e.g., [2, 3] ) three types of solutions corresponding to the motion of the body in which its symmetry axis is fixed in the orbital coordinate system (ψ = ψ 0 = const, θ = θ 0 = const). For these motions, the symmetry axis: 1) is either always perpendicular to the plane of the orbit, 2) or lies in the plane perpendicular to the radius vector of the center of mass, 3) or lies in the plane perpendicular to the velocity vector of the center of mass of the body. Motions 1), 2) and 3) correspond to regular (respectively, cylindrical, hyperboloidal and conical) precessions of the body in absolute space; the axis of precession is the axis passing through the center of attraction and perpendicular to the plane of the orbit, the angular velocity of precession coincides with the angular velocity ω 0 of motion of the center of mass in the orbit, and the angular velocity of proper rotation is defined by the equationφ = (β + cos ψ 0 sin θ 0 )ω 0 .
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In motions 1), 2) and 3), the symmetry axis of the rigid body stays in absolute space on the surface of a cylinder, a one-sheeted hyperboloid and a cone, respectively.
The problem of stability of the above-mentioned precessions with respect to perturbations of the quantities ψ, θ,ψ,θ has been examined in detail. Relevant references can be found in [2, 3] . This paper investigates nonlinear resonant oscillations of the symmetry axis of a body which are generated from its equilibrium point in the orbital coordinate system which corresponds to the conical precession of the body. This precession corresponds to the solution of a system of equations with the Hamiltonian function (1.2) in which
For this solution, the symmetry axis of the body lies throughout the motion in the plane OY Z of the orbital coordinate system and makes a constant angle θ 0 with the direction of the radius vector of the center of mass of the body.
If the rigid body is dynamically elongated along its symmetry axis Oz, that is, if the inequality α < 1 is satisfied, then the Hamiltonian function (1.2) is definite positive in a neighborhood of the conical precession and stability takes place. Inside the stability region {α < 1, 0 < θ 0 < π/2} the frequencies ω 1 , ω 2 of small oscillations of the symmetry axis are defined by the equation
The quantities ω 1 and ω 2 do not vanish and are different. An exception is one point, α = 2/3, θ 0 = π/4, at which the frequencies ω 1 and ω 2 are equal to each other (that is, at this point the 1:1 resonance takes place). In this paper it is assumed that the quantity α is close or equal to its resonant value 2/3 and the problem of the existence, bifurcations and stability of periodic motions of the symmetry axis is investigated. Some problems concerning conditionally periodic motions are also discussed. The study uses classical perturbation theory, the Deprit -Hori method as well as other numerical and analytical methods and algorithms of nonlinear dynamical systems.
The problem of nonlinear oscillations of Hamiltonian systems in the presence of resonance has a more than 100-year history [4] [5] [6] . Relevant references to classical and recent works that contain general theoretical conclusions and their applications to specific problems in mechanics can be found, for example, in [7] . Among the studies on the 1:1 resonance in stable Hamiltonian systems, we mention the papers [8] [9] [10] [11] dealing with several model problems important for astrophysics and celestial mechanics. The 1:1 resonance in the problem of motion of a rigid body near its hyperboloidal and cylindrical precessions in a circular orbit has recently been explored in [7, 12] .
The Hamiltonian function of perturbed motion and its normal form
The canonical univalent change of variables
reduces the Hamiltonian function (2.3) to the form
where G (0) is a real normal form of the function (2.3) with ε = 0 which is the sum of Hamiltonians of two identical harmonic oscillators,
and G (k) (k = 1, 2, 3) in the expansion are functions that are coefficients with ε k in the expansion (2.3) in which the quantities ξ i , η i (i = 1, 2) have been replaced with their expressions (2.4). The following transformation u i , U i → q i , p i (i = 1, 2) performs normalization [13] of the Hamiltonian function (2.5) in terms up to the fifth degree in u i , U i . This transformation eliminates first-and third-degree terms in ε and simplifies second-degree terms. The change of variables u i , U i → q i , p i was constructed by the Deprit -Hori method [14] modulo third-degree terms in ε. We write out this change of variables, omitting for brevity terms higher than the first degree:
In the symplectic polar coordinates ϕ i , r i given by the equations
the normalized Hamiltonian function (2.3) can be written as
(2.10)
Simplification of the normal form
If we neglect the last term in (2.10), we arrive at an approximate system, which, as is easy to check, possesses the integral r 1 + r 2 = const. We make use of this fact in order to simplify the normal form (2.10). To do so, we perform a canonical univalent transformation ϕ i , r i → χ i , R i which is given by the equations
In the variables χ i , R i the Hamiltonian function (2.10) can be written as
where
3)
In an approximate system with a Hamiltonian function obtained by neglecting the quantities O(ε 4 ) in the function (3.2), the coordinate χ 2 is cyclic and there exists the integral R 2 = c > 0 − const.
On an auxiliary (model) system with one degree of freedom
In the above-mentioned approximate system the variables χ 1 , R 1 correspond to a onedegree-of-freedom system with canonical equations of motion given by the function F 1 from (3.3), in which R 2 = c. If we introduce new variables χ, r instead of χ 1 , R 1 by the formulae
and take the quantity τ = (ε 2 c/36)ν as an independent variable, then the Hamiltonian function of the model system takes the form
where we have introduced the notation d = cδ.
In the variables q, p defined by the equations
we have the following expression for the function (4.2):
The equations of motion of the model system have the first integral
On equilibrium points of the model system. The equations of motion of the model system which are given by the Hamiltonian function (4.2) (or (4.4)) admit partial solutions -the equilibrium points χ = χ 0 , r = r 0 (or q = q 0 , p = p 0 ). These solutions are defined by the equations
It follows from (4.6) that the quantity r cannot be zero at equilibrium points and that the second equation of (4.6) can be written as
The minimal value of the first term in the square brackets is equal to √ 15 (it is attained at r = 15/23). Therefore, Eq. Note that the dependence between the equilibrium value r 0 and the quantity δ = δ k is found from the first equation of the system (4.6), in which we need to set χ = χ
The graphs of functions δ 1 and δ 2 are shown in Fig. 1 . The graph of function δ 1 intersects the abscissa axis at the point r 0 = 0.835, and the graph of function δ 2 intersects it at the point r 0 = 0.256. Each of the graphs has two vertical asymptotes: r 0 = 0 and r 0 = 1. At the equilibrium point of the kth type the constant h of the integral (4.5) is defined by . Analysis has shown that for equilibria of both types the roots of the characteristic equation (linearized in a neighborhood of the equilibrium equations of motion of the model system) are purely imaginary. Therefore, the equilibria found in the phase plane correspond to singular points of center type.
On the set of admissible values of the quantities δ and h in the integral (4.5)
A straightforward analysis based on the fact that | cos χ| 1 and 0 r(1 − r) 1/4 shows that the set of admissible values of δ and h consists (see Fig. 3 ) of two regions g 1 and g 2 and their boundaries and γ 1 , γ 2 . The boundary curves γ k (k = 1, 2) are given parametrically using the equations δ = δ k (r 0 ), h = h k (r 0 ), where 0 < r 0 < 1, and functions δ k and h k are defined A. P. Markeev by Eqs. (4.9) and (4.10). The boundary shown in Fig. 3 is the straight line h = 20 + 81δ, which separates regions g 1 and g 2 . It is the common asymptote of the curves γ 1 and γ 2 ; the abscissa axis h = 0 is also the common asymptote of these curves. Region g k is a collection of points lying between the asymptote and the curve γ k (k = 1, 2).
For values of δ and h lying to the left and above the curve γ 1 or to the right and below the curve γ 2 , no motion is possible.
The points of the curve γ 1 correspond to equilibria of the first type: q 0 = 0, p 0 = √ 2r 0 , and the points of the curve γ 2 correspond to equilibria of the second type: q 0 = 0, p 0 = − √ 2r 0 . If the values of δ and h lie in region g k (k = 1, 2), then in the phase plane the trajectories of the model system are closed curves which encircle the equilibrium point of the kth type. These two sets of curves are divided by a curve -a separatrix given by the equation
The separatrix connects the points q = − √ 2, p = 0 and q = √ 2, p = 0. When the parameters δ and h cross the straight line , the phase portrait undergoes a bifurcation. If they cross it, for example, from region g 2 to region g 1 , then a family of phase curves encircling the singular point q = 0, p = − √ 2r 0 disappears and a family of curves encircling the point q = 0, p = √ 2r 0 appears. 
Families of periodic motions in a complete system
The equilibrium points χ = χ 0 , r = r 0 of the model system correspond to the following solutions of the approximate system with the Hamiltonian function F 1 + F 2 (see Section 3): Here χ
0 is given by (4.8), and
Using the Poincaré method, as in [15, 16] , it can be shown that in a complete system with the Hamiltonian function (3.2) there exist two solutions analytic in ε and tending, as ε → 0, to the solutions (6.1). As in the cases of equilibrium of the model system, we shall call them periodic motions of the first type (if in (6.1) k = 1) or of the second type (if k = 2). These families of motions depend on the parameter c and, when c = 0, degenerate to the equilibrium θ 0 = π/4, ψ 0 = 0 (see (2.2)).
It follows from (6.1) and the change of variables (2.4), (2.6)-(2.9), (3.1) that on the periodic motion of the kth type the quantities ξ 1 , ξ 2 , which characterize (see (2.2), (2.3)) the deviation of the symmetry axis of the body from its equilibrium point θ 0 = π/4, ψ 0 = 0 in the orbital coordinate system, are given by the following expressions:
On trajectories of periodic motions in the plane ξ 2 , ξ 1 . For a qualitative analysis of the trajectories, we neglect in (6.4) and (6.5) the first-and higher-order terms in ε. Then the approximate expressions for the abscissa ξ 2 and the ordinate ξ 1 of the point M of the trajectory of periodic motion of the kth type will be given by the first terms of (6.5) and (6.4).
As we change the quantity r 0 (or, which is the same, the quantity δ related to r 0 by (4.9)), the shape of the trajectory of periodic motion in the plane ξ 2 , ξ 1 changes.
1. We first consider periodic motions of the first type. In the interval 0 < r 0 < 1/3 (δ < −2/9) the trajectory is an ellipse with semiaxes κ 2 and κ 1 which are calculated by the formulae
The ellipse is elongated along the abscissa axis, and point M moves along the ellipse counterclockwise (Fig. 5a ). With increasing r 0 in the above-mentioned interval the semiaxis κ 2 increases from 2 √ 6c/3 to 2 √ c, and the semiaxis κ 1 decreases from √ 6c/3 to zero. If r 0 = 1/3 (δ = −2/9), then the trajectory is a segment of the axis ξ 2 of length 4 √ c (Fig. 5b) . As r 0 passes through the value 1/3, the motion of point M along the trajectory reverses direction.
When r 0 > 1/3 (δ > −2/9), the trajectory is again an ellipse elongated along the axis ξ 2 , point M moves along the ellipse clockwise (Fig. 5c) . With increasing r 0 the semiaxis κ 2 decreases, and the semiaxis κ 1 increases; in the limit as r 0 → 1 the trajectory of point M tends to a circle of radius 2 √ 3c/3. 2. For motions of the second type the evolution of the shape of trajectories in the plane ξ 2 , ξ 1 is somewhat more diverse than in the case of motions of the first type. But as before, the trajectories are, as a rule, ellipses, with the difference that for several values of r 0 they become circles or degenerate to a straight-line segment. The semiaxes of the ellipses are calculated by the formulae
In the interval 0 < r 0 < 1/9 (δ > 4/9) the ellipse is elongated (as in the case of motions of the first type) along the axis ξ 2 . With increasing r 0 in this interval κ 2 decreases from 2 √ 6c/3 to 2 √ 3c/3, and κ 1 increases from √ 6c/3 to 2 √ 3c/3. Point M moves along the ellipse counterclockwise (Fig. 6a) . When r 0 = 1/9 (δ = 4/9), the ellipse becomes a circle of radius 2 √ 3c/3. In the interval 1/9 < r 0 < 2/3 (−5/9 < δ < 4/9) the ellipse is elongated along the axis ξ 1 , and point M moves, as before, counterclockwise (Fig. 6b) . With increasing r 0 the semiaxis κ 2 decreases from 2 √ 3c/3 to zero, and κ 1 increases from 2 √ 3c/3 to √ 2c. When r 0 = 2/3 (δ = −5/9), the ellipse degenerates to a segment of the axis ξ 1 of length 2 √ 2c (Fig. 6c) . As r 0 passes through the value 2/3, the motion of point M along the trajectory reverses direction. When r 0 > 2/3 (δ < −5/9), the ellipse is elongated along the axis ξ 1 , and point M moves clockwise (Fig. 6d) . With increasing r 0 the semiaxis κ 2 increases and κ 1 decreases and, as a result, as r 0 → 1, the trajectory tends to become a circle of radius 2 √ 3c/3.
On the stability of periodic motions.
To analyze the orbital stability of periodic motions, we use the Arnold -Moser theorem [17] on the stability of the Hamiltonian system with two degrees of freedom. A constructive algorithm for such an analysis is set forth in detail in [18, 19] . We omit the details of calculations and describe only the results obtained therein.
For the stability analysis of periodic motions of the kth type, the quantity σ (k) given by (6.2) and (6.3) was taken as an independent variable, and by a suitable choice of real canonically conjugate variables j , ϑ j (j = 1, 2) the Hamiltonian function of perturbed motion was brought to its normal form
In a neighborhood of the trajectory of unperturbed periodic motion the quantity 1 can have any sign and 2 is nonnegative; on the unperturbed motion 1 = 2 = 0. The function (6.8) is analytic in 1 , | 2 | 1/2 and periodic in ϑ 1 , ϑ 2 . According to the Arnold -Moser theorem, if the quantity
is different from zero, then stability with respect to the variables 1 , 2 takes place (which in the problem of stability of periodic motion means their orbital stability).
Calculations have shown that the following representation holds for the quantity (6.9) corresponding to periodic motions of the kth type:
A. P. Markeev
Here the following notation is used: be calculated in the expansion (6.8).
On conditionally periodic motions of a complete system
For values of δ and h from regions g 1 and g 2 (Fig. 3) , the motions of an approximate system with the Hamiltonian function F 1 + F 2 are oscillations. We examine these oscillations first in an approximate system and then in a complete system with the Hamiltonian function (3.2). We consider only the case of exact resonance, assuming that the dimensionless inertial parameter α in the Hamiltonian function (1.2) is exactly equal to 2/3 and hence the quantity δ in the functions If we take ν as an independent variable, then the expression for frequencies Ω
1 can be written as
where s (k) is a function of h. Their graphs are presented in Fig. 7 . Fig. 7 . Graphs of the functions s (k) (h) (k = 1, 2) from the expressions (7.3) for frequencies of nonlinear oscillations.
2. To investigate nonlinear oscillations in a complete system with the Hamiltonian function (3.2), it is convenient to use canonically conjugate variables I j , w j (j = 1, 2) which are action-action variables in an approximate system with the Hamiltonian function F 1 + F 2 . In this system the coordinate χ 2 is cyclic, and hence I 2 = R 2 . The quantity I 1 is equal to the area, Fig. 8 . Graphs of the derivatives ds (k) /dh (k = 1, 2).
Since the quantities d (k) and s (k) do not vanish, the third inequality of (7.10) is equivalent to the difference from the zero of the derivatives ds (k) /dh (k = 1, 2). These derivatives were found numerically using the equation s (k) = 2π/(d (k) T ) following from (7.3), where T is the integral (7.2) depending on the parameter h. It turned out that both derivatives are different from zero (are zero). Their graphs are shown in Fig. 8 . Since all three inequalities (7.10) are satisfied, the motion of the complete system [17, 20] |I j (ν) − I j (0)| < a 2 ε 2 (a 2 − const).
