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ABSTRACT
The performance and complexity of implementation of the major
error-control techniques are analyzed,	 i'he white-Gaussian-noise channel
the generalized Gilbert channel are used in the performance evalua-
F
and
i
tions.	 The results allow comparisons among the major coding techniques
to be readily made.	 A new technique, concatenation with inner-code feed-
back, is presented, and its performance on the Gaussian channel is
evaluated..	 Also, an upper bound or. the average digit error probability
of a linear block code and the probability distribution of the burst
lengths on the generalized Gilbert channel are derived. 	 These results are
C useful in evaluating the performance of error-control schemes,
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CHAPTER I.
INTRODUCTION
Twenty years ago Shannon  proved that if the source rate is less
an a quantity called the channel capacity, communication over a noisy
hannel with an error probability as small as desired is possible with
oper encoding. Essentially Shannon's work states that signal powers
hannel noise, and available bandwidth set a limit only on communication
to and not on accuracy.
Gallager' 's refinements in the statement and.proof of Shannon's
heorem have given it the following form.2
Coding Theorem. The channel is considered to be discrete
F
and memoryless with an input alphabet a l ,a2 , *-*yak, an
output alphabet bl , b2 .9 ** e ,bJ,,_and transition probabilities
P jk = P(bj jak). For any code block length N, any number of
code words M =e NP (R  is the rate in vats, where 1 nat = log 2 a bits),
and any probability distribution on the use of the code
words, there exists a code for which the probability of
decoding error is bounded by
Pw(e) I exp P1E(R)1
where
J	 A	 1 
1
''	 -
	
E(R)- ft u^x	 PR - In cL	 pkP^.k+p 
J 1+p
	
P! p	 j=1 k=1
L
fl a)
(1.2)
tC 2
1 and the maximization is over all p in the range 0< p al
all probability vectors p = <pl9p20...9pK)'. 	 The com-
j
and
` ponent p^ of p denotes the probability with which the
letter a. is chosen from the input alphabet. 	 The fu^c'Ilnn
E(R) is called the error exponent, 	 It is positive, con-
( tinuous, and convex for all R in the range 0< R < C,
where C is the channel capacity.
Thus, for any rate R 	 in the range 0 <R <C 2 the probability of error is
[ an exponentially decreasing function of the code block length N.	 An
arbitrarily small error probability can be achieved by increasing the
code block length enough,.	 In many cases a problem which is encountered
is that the complexity of the decoder increases exponentially with N.
" In this case the decoder complexity will become excessively large if N
is increased indefinitely.	 It is desirable that the decoder complexity
u
increase only algebraically with N.
__
In the twenty years since Shannon's classic paper much research
has been directed toward finding efficient and practical coding schemes
for various types of noisy channels. 	 Most of the progress toward finding
practical schemes has come in the last ten years.	 From all this research •/
it is now clear that coding can provide significant improvements over
certain channels in some applications. 	 Much experimental.work is being
done, and although coding is not yet in widespread use, the use of
coding should become much more widespread in the next few years.
ff Generally, either a probabilistic or an algebraic approach has been
used in coding research. 	 With the probabilistic approach an attempt is
l made	 to utilize the probabilistic structure of the data-transmission
facility in a decoding algorithm. Often random coding techniques are
-^iP
L1/
3
1	 used in proving properties of the algorithm. The algebraic approach
-
is to find codes which have a certain amount of algebraic structure.
This algebraic structure is then used in determining practical encoding
and decoding schemes.
The type of coding strategy chosen depends upon the error statistics
I,F of the communication channel,. 	 Channels are classified into two cate-
( gories, channels with memory and channels without memory. 	 A channel
with memory has errors which tend to occur in bursts. 	 A channel with-
^f
out memory, i.e., memoryless, has independent errors.	 Coding strategies,,
for the two types of channels are often altogether different i.n concept.
CInthe past twenty years a large number of technical papers have
been written on coding. 	 However, few books have appeared on the subject,
^t and the ones which have appeared have proved to be very difficult reading
f for most communication engineers. 	 The nature of these books has been
such that much attention is given to mathematical detail in the deriva-
tion of the encoding and decoding schemes. However, little attention
t
was given to comparisons of the performance and implementation complexity
k
of these coding schemes, particularly over real channels. This tended
to make these books too abstract to suit the needs of most communication
engineers. In this work a different approach is used. Much attention
is given to the performance and implementation complexity of the major
coding schemes including coding schemes for both independent and burst
errors. Although it is necessary to go into considerable mathematical
detail to present the various encoding and decoding techniques,-proofs
which are documented elsewhere generally are omitted but are referenced
for the reader who desires a more complete treatment. So that the
communication engineer may make comparisons among the various techniques,
4extensive data on probability of error and implementation complexity
is given. It is hoped that this approach will be enlightening for
those who find the study of coding difficult.
C In comparing the performance of coding schemes a channel model must
be used. The white-Gaussian-noise channel produces independent errors,
and it will be used in the performance comparisons of independent error-
correcting codes. It was chosen because the comparisons are easily
made, since the loss in rate due to the addition of redundancy is accounted
for automatically. Also, it s a good model of the space communication
channel. It should be emphasized that some codes which are not efficient
on the Gaussian channel may be useful on other channels.
The study of coding for burst-error channels is very important be-
cause many real communication channels are of this type. Telephone links,
high-frequency channels, and ionospheric-scatter and tropospheric-scatter
n
channels all suffer from burst errors. In studying coding for burst-
error channels the Gilbert channel model will be used. With this model
the channel is considered to have a good state and a bad state with
specified transition probabilities between the two states. This model
was chosen because it is simple, it provides insight into burst-error
behavior, and it is a good model for some telephone Channels.
tFairly general: measures of implementation complexity will be used
since the final design will depend upon the application and the type of
hardware available. The total number of computation (3 per decoded word
is calculated, where a computation is an ope-ation-which can be performed
in one unit of time such as an addition or a shift of a register. De-
pending upon the type of multiplication unit used a multiplication may
be performed as quickly as an,addition, or it may take several times
i
I
C
s11
I
I
I
as long. The number of binary storage elements is calculated as a
r,
	 relative measure of decoder, complexity. There will be no attempt to.
estimate the amount of control circuitry involved since the total num-
ber of computations and the number of binary storage elements will
rr
	provide a reasonable estimate of the control circuitry required. The
L	 encoder complexity is critical in some applications, and the number of
binary storage elements is calculated as a relative measure of encoder
complexity.	 The specific application will determine which of the three
measures of complexity is most critical.
An introduction to algebra and basic linear code theory is given
in Chapter II.	 Some readers may find this material difficult reading.
thorough understanding of this section is not necessary as a basis
C
A
for understanding the comparisons whichtare made between the variousa
coding schemes. 	 However, an understanding ,%;f this chapter is necessary
in studying the techniques of implementing these codes.
dn
In Chapters III through VII five of the major coding techniques
are studied in detail. These are Bose-Chaudhuri-Hocquenghem (SCH)
codes, optimum-codes for the Gaussian channel, threshold-decodable
codes, concatenated codes, and convolutional codes. In each of these
cases performance on the Gaussian channel and implementation complexity'
are studied. For 'certain decoding algorithms, most notably sequential
decoding of convolutional codesq performance can be computed only by
extensive simulations. Due to limitations on computer time such simu-
lations were not performed, but results of simulations performed by
others are available and will be discussed.
In Chapter VIII the advantage to be gained by the availability of
a feedback channel is examined. After a survey of several feedback
schemes, a new technique is presented. This technique is concatenation
I/
1Y
with inner-code feedback. The error exponents obtained with this
6
technique using three inner coding schemes for the Gaussian channel
Iare presented. The derivation of these results is shown in Appendix D.
SS	 In Chapter IX several techniques are presented which are applicable
l_
to burst-error channels, and the performance of these techniques on the
ti
	
	
Gilbert channel is analyzed. These performance calculations are facili-
tated by the result of Appendix. E which contains a derivation of the
Lprobability distribution of the burst lengths on a Gilbert channel.
Several other appendices are also included. In one method of de- 	 i
4
coding BCH codes it is necessary to reduce a matrix to upper triangular
form. The number of computations required to perform this operation is
i
calculated in Appendix A. In Appendix B the basic principles ` of opti-
mum receivers are derived. In Appendix C an upper bound to the average
digit error probability in decoding a linear block code is developed.
This bound is very useful in comparing concatenated codes with othejz
_-
	
coding systems.
The main purpose of this investigation has been to develop suit-
t	 able and easily understood comparisons among the major Boding`techniques.
,
The ease with which these results may be applied in a comparison is shown
in the Conclusion. Some results of this investigation will find other
applications. A new technique, concatenation--with inner-code feedback,,
is analyzed, and it, is shown that communication at rates very near
channel capacity is possible with low error probability. In Appendix
r
	
	 C a tight upper bound to the average digit error probability of -a 'linear	 j
block code is developed. This bound is very useful in comparing per-'.
formance of error-control systems. In Ap pendix E a detailed analysis'
of the generalized'Gilbert channel which has not appeared elsewhere is
,f
7
presented. In addition the probability distribution of the burst lengths
on this channel is derived. This distribution is very useful in evalu-
ating the performance of error-control schemes on the Gilbert channel.
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CHAPTER II
LINEAR CODES FOR THE DISCRETE CHANNEL
In this chapter the fundamentals necessary for a study of
coding will be introduced.	 Although the treatment wile . be complete,
^-
r
it will not be rigorous dUe to the length of such a treatment.
More rigorous treatments of the topics discussed in this chapter
t.. g	 q
may be found in Carmichael 	 and Peterson .	 A block diagram of
a typical error -control system is shown in Fig„ 2 , 1.	 The channel
is discrete with q inputs and q outputs, i.e., the channel con-
I(
I "
i.= sists of both the modulator and demodulator as well as the trans-
r
l`
mission link.	 The purpose of the encoder and decoder is to
i reduce the frequency of errors in the data sent from the data
source. to the user. 	 The encoder takes blocks` of k'information
digits and adds redundant digits in a systematic, controlled
-_ manner.	 Then the decoder can use the added redundancy to correct,
some of the possible error patterns which may have occurred.
Linear code theory is used in finding good codes, in determining
their error -correcting capability, and in finding practical
encoding and decoding methods.
	 The algebraic properties of
codes form the basis for the study of linear codes,
	 Some funda-
mentals of algebra will be introduced in Part A, and these
fundamentals will be applied in Part B in the study of linear
Ccodes.
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A. Fundamentals of Algebra
it
	
Algebraic systems, which are systems satisfying certain rules or
i
laws, play a prominent role in coding theory. The systems of interest
to the coding theorist are the group and the field.
Definition 2.1. A grouR G is a set of elements for
(	
which one operation, addition or multiplication, and
1 its inverse, subtraction or division, are defined,
and closure holds, i.e., if the operation is applied
to two elements of G. the result is an element of G.
Definition 2.2. A field F is a set of elements which
is an additive commutative group (a+ b = b+ a), its
nonzero elements form a multiplicative commutative
r	 group (ab ba), and for which the distributive lawl
(a(b+.c) = ab+ac) holds.
It is not difficult to find examples of groups and fields.
The positive and negative integers with addition as the opera-
tion form a group, and the set of positive rational numbers
with multiplication as the operation also form a group. The
set of ail real numbers and the set of all rational numbers
both form fields. In each of these examples,-.of groups and fields,
the number of elements is infinite.
The Euclidean division algorithm for integers is used quite
frequently in developing properties of algebraic systems.
Euclidean Division Algorithm for Integers. For every
pair of integers s and d there is a unique pair of ,-
;^
I!
r
J
t_
C
c
C
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integers q, the quotient, and r, the remainder, such
that
s = dq+ r,	 0<r< id'. .	 (2.1)
Although the examples of groups and fields which have been
given contain an infinite number of elements, the groups and
fields of interest to the coding theorist contain a finite num-
ber of elements since a code will consist of a finite number
.-if code words and have an alphabet with a finite number of
symbols. Under certain conditions the set of integers' modulo
p forms a field.
Definition 2.3. The set of integers modulo p is the
set 0, 1 9 •^°, p-1, with the following rules for
addition and multiplication-
1. a+ b = c, where c is the remainder term of
-_	
(a+b) 0<c_p-l.
p
2. a ° b d, where d is the remainder term of a-- b ,
P
0<d<p-1'.
The process in Definition 2.3 of keeping only the remainder
(residue) upon division by p is called a reduction modulo p.
The set of integers which have the same remainder (residue)
after division by p are said to belong to the same residue class.
Definition 2.4. Two integers a and b are said to be
congruent modulo p, denoted by
a = b(mod p) ,	 (2.2)	 v.
if they have the same residue after division by P.
4
4
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It is easily seen that the set of integers modulo p has p resi-
due classes each of which contains an integer, s, in the range
O< s <p-1. It can be shown that the set of integers modulo p
forms a field if and only if p is a prime number . 5 This field
is called a prime field or a Galois field of p elements, GF(p).
rr
	
	
The integers modulo 2, GF(2), is the field most often used
in digital communication. Accordingly, most of the codes studied
in this work will be binary codes, although some .,codes will be
1
studied which use symbols from other fields. The field, GF(2),
1.
contains only the elements 0 and 1 since addition and multi-
plication of elements is followed by a reduction modulo 2. Thus,
	
8	 the reader can easily verify that the addition and multiplication
t
tables for GF(2) are those shown in Table 2.1.
L
Table 2 . 1. Addition and Multiplication Tables for GF(2).
+	 0	 1	 '	 0	 1
s
0	 0	 1	 0	 0	
0
1	 1	 0	 1	 0	 1
	_r	 The only example of a finite field, given thus far is GF(p)
with p a prime number. For every number q that is a power of
a prime number (q pm with p a prime number), there is a field
with q elements. In order to introduce the representation of
this field several additional definitions are needed.
Definition 2.5. A polynomial with coefficients from
GF (p) is called irreducible if^it can be factored no'
further in GF(p) or, in other words, has no roots
from GF(p).
.s1
la
(2.3)
Euclidean Division Algorithm for Polynomials, For
every pair of polynomials s(X) and d(X), there is a
1
	
unique pair of polynomials q(X), the quotient, and
r(X), the remainder, such that
[	 s(X) = d(X)q(X) + r(X)
ri	 and the degree of r(X) is less than the degree of
d(X).
C
In a manner analogous to that for integers the concepts of
residue classes and congruence also apply to polynomials. It
can be shown that if d(X) is a polynomial irreducible over GF(p),
the set of polynomials with coefficients from GF ).(p) modulo M)
is a representation of GF(p ), where m is the degree of M).
A field formed by taking polynomials with coefficients
l-` from GF(p) modulo an irreducible polynomial d(X) of degree m is
called an extension field of degree m over GF(p) The field.L	 ^.
elements are represented by polynomials of degree less than m
Cwith coefficients from GF(p). Since the field consists of all
polynomials of degree less than m over GF (p), there are pm ele-
ments in the extension field. It is also said that the field
GF(pm) has characteristic p and that GF(p) is a subfield of GF(p m)
'
	
	 The polynomial X2m-1 + 1 can be factored into 2m-1 linear
factors
1
kt`-
X2m-1+1`- (X+P1)..-(X+p m ) , 	 (2.4)
2 -1
where the roots P i are the nonzero elementslof GF(2m)6 These
roots can be expressed as powers of a primitive root A. i. e.,
I
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the 2m-1 nonzero field elements may be expressed as
M
.(j.(21... 2(2 -1 = 1 = d0	 (2.5)
If dl is an element of GF(2m), the minimum pc/lynomial, mi(X), of dl is
the monic polynomial of smallest degree with coefficients in GF(2). It
can be shown that all the roots of m (X) are contained in the sequence
i 2i 4i (8i o....6
As an example the polynomial X 7 + 1 has three irreducible factors, i.e.,
X7 +1 = (X+1)(X3+X+1)(X3+X2+X+1)
	
(2.6)
If d is a root of X3 + X+ 1, the other roots are d2 and d4. The roots
{	 of X3 + X2 +X+1   are d3 , d5 , and d6 , and the root of X + 1 is .0 . = 1.
The nonzero elements of GF(2 3 ) are represented in Table 2.2 by three methods.
l_ -
Table 2.2. Re presentation of the Nonzero Elements of GF(23).
Cd0 = 1	 (100)
dl 
-=	 d_	 _,(010)
-	
d2 =	 d2 = (001)
0(3
=1+ec	 =(110)
d4, _	
.^+ c2 = (011)
C d5 = l + d+ d2 = (111)
d6 = 1	 + d2 (101)
i( , =1	 _d0.
In the first column the field elements are represented as powers of a
primitive element d. In the second column the field elements are repre-
sented as polynomials in d with degree less than three. 	 In the third
column the .elements are represented as vectors with components equal
to the coefficients in the polynomial representation.
15
The concept of order is an important one.
Definition 2.6. The order, e, of a field element,
	
LL	 .C, is the least positive integer such that
- e = 1
	 (2.7)
	
{	 The order of a primitive element of >a field is equal to the
number of nonzero field elements.
A property which will I)e useful in decoding is that with
relements from GF(2m) squaring is a linear operation, i.e., if
4
•< anti P are elements of GF(2m)9
.c2 + P2	 (2.8)C
This result follows from the fact that GF(2 1°) has characteristic 2.
	l	 Code words . 'are generally represented either by polynomials in
X with coefficients from-an appropriate field or by vectors with---
components from an appropriate field. Although the two representa-
tions are equivalent, the vector approach is sometimes more convenient
in presenting the basic properties of codes while the polynomial
approach is useful in determining simple implementation schemes.
C
The material necessary for presenting the polynomial approach has
already been introduced; however, some additional definitions are
	I	 needed before presenting the vector approach.
Definition 2.7. A subgroup H is a subset of elements
of a group G such that the elements of H form a group.
To determine if H is a subgroup it is necessary only to check for
closure,
16
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i
Definition 2.8. An n-tu le is an ordered set of n
field elements denoted by (a l , a2,•••,an). Addi-
ti>n of n-tuples is defined by
(al,a21...,,an)+ (bl,b2,...,bn)
C = (al + bl,a2 +b2 9 ... a n + bn) .	 (29)
Multiplication of an n-tuple by a field element is
defined by
c(al,a2,...,an) _ (ca 1 ( a20 ... ,can)	 (2.10)
With these definitions the set of all n-t,j•iles over a field forms
a vector space.
The reader can also easily see that the set of all n-tuples
over a field forms a group. If the field elements are from GF(q),
there are q  elements in this group, and thus the group is fi" te.
Fill	
A subspace is defined to be a subset of a vector space which is
r	
also a vector space. This is analogous to the definition of a
tr 	 space is a subspace,subgroup. To verify that a subset of a vector j	
,
it is necessary only to check for closure under addition and
multiplication by scalars.
t	 Definition 2.9. ,  A set of vectors v19 v2 9 ••• 9 vn is
linearly dependent if and only if there are ;scalars
c l , c 21 ••• cn not all zero such that
C 1 V1 +C 2 V2  + --,-+ C
 
 n n ° 0	 (2.11)
A set of vectors which is not linearly dependent is linearly
independent.
r
^a
3
C Definition 2.10.	 A basis of a vector space is a
set of linearly independent vectors such that every
Y vector In the vector space is a linear combination_,_
,3 '' of the basis vectors. 	 If there are n basis vectors,
r	 y
the space has dimension n.
`- i s^
Definition 2.11.	 The dot product of two n-tuples
f,
k is defined by
3 ^
€ (a ,a , ••• ,a)	 (b ,b , • ► • ,b) = a b	 +a b	 + ••• + a b	 ,	 (2.12)2	 1	 2	 1 1	 2 21	 n	 n	 n n
which is a scalar quantity.
Definition 2.12.	 Two vectors are orthogonal if and
only if their dot product is zero.
The set of all n-tuples orthogonal to a subspace V1 of n-tuples
forms a subspace V2 of n-tuples called the null space of V l .	 If
tee-
the dimension of V l is k, the dimension ofV2 is	 -k.	 The conceptsn
of subspaces, basis vectors, orthogonality, and null spaces are
very important in establishing the basic theory of linear codes
as the reader will see in the next section.
k
B.	 Linear Code Theory.,
Linear codes are most easily introduced by using the vector
approach.
Definition 2.13. A linear Code is a set of vectors
which form a subspace of the vector space of all
n-tuples.
17
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Definition 2.14. The Hamming weight of a vector v
denoted by w(v) is the number of nonzero components.
Definition 2.15. The Hamming distance between two
vectors vi and v2 is the number of positions in
which they differ or w(v1 - v2) .
Since a linear code is a subspace, any combination of two vectors
is another code vector and vice versa. Thus, the minimum Hamming
distance between all pairs of code vectors for a linear code equals
the minimum Hamming weight of its nonzero vectors. The minimum
distance of a code is important since it determines the error-
correcting properties of the code.
A linear code is a mapping of a k-tuple containing the infor-
mation symbols into a n-tuple containing both information and
parity symbols.. A convenient method of describing a linear code
I
	
	
V is by using the generator matrix G. To construct this matrix
a set of, basis vectors for the linear code is found and used as
the rows of G. If each code vector is to contain k information
digits, then the dimension of V is k, and G•has k rows. The code
vectors are all possible linear combinations of the rows of G. If
C	 the field has q elements, there are q  code vectors. Such a code
is called an (n,k) code. The code vector v corresponding to-the
k-tuple v  of information digits can be generated easily from G
by the relation
v = 
vkG	 (2.13)
A matrix related to G which is also useful isthe parity'
check matrix. The null space of V denoted by V  has dimension
I
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(n-k). The parity check matrix H is formed by using a bads for
V  as rows. Since V 1 is the null space of V, all rows of H are
orthogonal to all linear combinations of rows of G, or
CHvT = 0	 (2.14)
for all code vectors v. All solutions to the system of equations
(2.14) are code vectors. The parity check matrix can be used to
C
determine how to im Aement a code as will be shown later in an
example. The process of determining the code word from the infor-
mation digits is called encoding. Usually the encoding process
is simple; however, the decoding process is often quite complicated.
For short codes such as the Hamming (7,4) code, decoding is not
complicated, but such a short code will not give a large decrease
in error probability. Large decreases in error probability can be
obtained only by using codes with long block lengths and considerable
error-correcting capability,. The use of-,-such codes in turn .requires
a decoder of considerable complexity. 	 5.
[
	
	
One decoding scheme often discussed is maximum-likelihood
decoding. Assuming that a binary (n,k) code is being used over the
binary symmetric channel and that all code vectors are equally
likely, the best decoding rule is to decode the received 'vector into
a code 'rector that differs from the received vector in the fewest
positions. This scheme is called maximum-likelihood or minimum
distance decoding. It could be implemented by having a list of
possible code vectors at the decoder and determining the Hamming
distances between the received vector  and the possible code vector.
The code vector corresponding to,the minimum Hamming distance would
be chosen. The complexity of this decoding scheme, however, is
20
i	 proportional to the number of code vectors which is 2k , For large
r	 values of k, the decoder complexity is unreasonable. It is desirable
ft
	
	
that the complexity of the decoder increase only algebraically with k.
The algebraic structure of a code often leads to a decoding scheme of
reasonable complexity.
Knowledge of the number of errors that a particular coding and
! decoding scheme is capable of correcting allows calculation of the
probability of error.	 Assuming that an (n,k)'code is used on a bi-
L
nary symmetric channel with transition probability p, the probability
that i errors occur in i specified positions of the received word is'
p i(1 - P)n-i .	 It ' is also assumed that the coding and decoding scheme
is capable of correcting d(i,n) different patterns of i errors in n
digits.	 Then the probability of correct decoding is
n
P(c)	 n)pl(l - p) n i	 ,	 (2.15)
e i=0	 -
and the probability of error.is
P(e) = 1 -P(c)	 (2.16)
For a code which can correct all combinations of t or fewer errors
and no combinations of more than t errors, the probability of correct
decoding is
t
P(C) _ ^ '	 I Pl(1 -p)n	(2.17)
i=0'
From the maximum-likelihood decoding scheme is is obvious that to
correct t errors the minimum Hamming distance between code words
must be at least 2t +1.
9 4ke	 ^	 6^
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The syndrome of the received vector is used in decoding.
Letting the received vector, r, be the sum of a transmitted vec-
tor, v, and an error vector, e, the syndrome is defined as
S = Hr t` .	 (2.18)
(
	
	
The syndrome is a vector with a number of compone'ats equal to the
number of rows of H which is (n-k). Since
^..	
S = H(v + eT)
r	 = HvT + He 
1.
= HeT 	(2.19)
T the reader can see that the syndrome depends on the error vector
but not on the code vector. 	 Thus, there is a set of possible
received vectors the same size as the set of code words which all
t
have the same syndrome.	 Each set of received vectors having this
property is called a coset of the set of code vectors.	 The vector
17 _
l in each coset with the smallest Hamming weight will be called the
cosec leader.
The standard array shown in Fig. 2.2 can be used as a decoding
r` table.
vl	 v2	 v3	 ...vr
e	 v + e	 v + e...v + el	 2	 l	 3	 l	
r	
l
`
k
e2	 '<r2 + e2 	 v3 . e2 . .. vr } e2
• Jti	 'V	 •	 O
em	v2 + em	 v3 + e'...vr + em
(0,0,•--,0), r = 2k , m = 2n-k-11
i Fig. 2.2.	 The Standard Array.
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` inAll code vectors are li ,3ted	 the first row with the all zeros
vector listed first.
	
The first member of the second row is chosen
by picking an n-tuple, e l , of minimum weight from the remaining
n-tuples.	 For i> 1 the member of the second raw in the i'th
column is formed by adding e 1 to vi , the member of the first row
in the i'th	 The first
	 the	 iscolumn.	 member of	 third row	 chosen
by picking an n-tuple, e27 of minimum weight from the remaining
n-tuples.	 For i >1 the member'of the third row in the i'th column
ai.
119 formed by adding e2 to vi .	 This process is continued until
all 2n n-tuples are listed in the array.	 Each row is a coset and
g; each member of the first column is a coset leader.
The standard array provides a convenient method of implementing
minimum distance decoding *	All members of a given row have the
r- same syndrome, and each
.
 row has a different syndrome.
	 The first
row has a syndrome of all zeros.	 If the syndrome is zero, it is .
assumed that no error occurred, and the received vector is accepted.
If the syndrome is nonzero, the coset leader corresponding to the
^- syndrome is assumed to be the error vectr -"and is subtracted from
(^
the received vector to get the most probable transmitted vector,
l
That this is a minimum distance decoding scheme follows from the
fact that coset leaders were chosen to be vectors of minimum weight.
As an example, implementation of the binar	 yawing (794) code
will be discussed. 	 The parity check matrix is chosen as
0 0 0 1 1 1 1'
H= 0 1 1 0 0 1 1
1 0 1 0 1 0 1
.I;
(2.20)
" i'thBy using as the	 column of H the binary representation of
the number i, a very simple decoding scheme is obtained. 	 Letting
the code vectors be represented by
= (Pl 9PVvl 9P 3 ev2 ev3 sv4 )	 (2.21)V	 ,
where pl , p29 and p3 are parity checks, from (2.14) the following
equations for parity checks are obtained
' P3 = v2 + v3 + v4	 9	 (2.,22)
P2 = vl +v3 + w4	 f	 (2.23).
and
=	
+ P1	 v1	 v2+v4	 .	 (2.24)
Decoding is straightforward since if a single error occurs, the
syndrome is equal to the column of R corresponding to the position
in error, which in this case is the binary representation of the
` position in error.	 Thus, if there is an error in the sixth _position
3 = H(v '4-
L = He T6
0
c 0
H 0
1
O
^. 1
e
ID J a	 (2.25)
which indicates an error in the sixth position.- 	 This is a good
example where mathematical structure is used to facilitate decoding.
Much research in coding theory is directed toward finding codes
23
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with a mathematical structure that will lead to a simple decoding
algorithm.
An important subclass of linear codes is the class of cyclic codes.
These codes have the property that if v = (a0,al,a29•••.,an-1) is a code
vector, then v  = (an-l,ao,al,•••,an-2), obtained by shifting the
components of v cyclically one unit to the right, is also a code vec-
tor. Cyclic codes are very important since they are easily implemented
i"	 and have excellent performance. The polynomial representation is best
for these codes because with this representation encoding and decoding
methods are readily derived. The code vector v mentioned above can
be represented by the polynomial
f 
	
= a  + a 1X+ a2X2 + ... + an_1Xn`1
	
(2.26)
9w	
A cyclic code can be specified by a polynomial g(X) that divides
Xn-1. If g(X) has degree r, the code has dimension k = n -r. The
r
set (X), X (X)	 n=r.-1g	 g , •••, X	 g(X) can be taken as basis vectors.
With the':,a , •asis vectors each vector f(X) is a code vector if and
only if it is divisible by g(X). The polynomial g(X) is called the
generator of the code. The generator may alternately be specified
by specifying the roots al, a2 , •••, a  of g(X). Then if mi(X) is
the minimum polynomial of a i, g(X) must be divisible by ml (X), m2(X),
•••, mr(X) and hence by their least common multiple. Thus;
g(X) = LCM 
I 
m I wo m2(X),...' mr(X),	 (2.27)
T
is
Occasionally polynomials will be'cmultiplied resulting in
polynomials of degree n or greater. Since it will be desirable to
keep%the degree of all polynomials less than n, all polynomials
will be reduced modulo some polynomial n(X) of degree n. of course,
K ,:
h 
	
= h0 + h 1 X 
+ ... + hr
-1Xr
-1 + hrXr . (2.30)
f
t.
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this is done by dividing by n(X) and keeping only the remainder
(residue). By choosing n(X) = Xn-1, multiplication by X is the
same as a cyclic shift f i,e.,
Xf(X) = X(a0 + alX+.... + an-1Xn-1)
an _l + a0X + a 1 X 2 + ... + a
n_2Xn-1 + a
n-1 (Xn-1)
a (an+ aOX+ ... + an-1 ,mod(Xn-1)	 (2.28)
-1	 -2Xn
Linear finite -state switching circuits are of much importance
Cin of codes, particularly cyclic codes.the implementation	 The
three elements used in building these circuits are represented in
Fig. 2 . 3.	 These elements are the GF(q) adder, the GF(q) storage
C
device, and the device which multiplies its input by a constant A
in GF (q).	 The output of the storage device is the same as its
input one unit
	 time	 In the binary	 the adder wouldof	 earlier.	 case
be a=modulo -2 adder-, the -storage-devi.-ce-would- be a flip-flop, and
the multiplier would be simply the presence or absence of a connection.
Using these elements a circuit can be constructed for multi-
plying any input polynomial,
^l	 a(X) = a0 + aIX + ... +a k-1 X 
k-1  +akXk
	
(2.29)
L
	 by the fixed polynomial,
The product is
a(X)h(X) _ a 0 h 0 + (aOh1 + aIh0)X
+ (a0h2 + a 1 h I + a2h0)X2 +
+(a h +'a h+ h )Xk+r-2k,-2 	 k-- r-1 ak r-2
+ (ak_Ihr + akhr-1 )Xk +
,r-14  akhrXk t r (2:31)
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A circuit for performing this multiplication is shown in Fig. 2.4. The
storage elements are initially set to zero, and the coefficients of a(X)
are shifted in, high order first, and followed by r zeros, The product
coefficients are developed in the shift register as will be evident from
the following discussion, The first symbol a  is shifted in resulting in
an output akhr , which is the coefficient of X k+r . At this time the stor-
age devices contain akh0 ' akhl g*e *'akhr-l. When the next input, ak-1 , is
shifted in, the output is akh
r-1 + ak-1 hr , which is the coefficient of
Xk+r-1
  At this time the storage devices contain a k-1h0' akh0 + ak-lhilete,
akhr+ ak--2	 lhr-1' The operation continues in this manner.	 After r shifts
h + athe term ak 0	 k h 	 + a	 hh + a	 h + ... +a k+r-1 r-1	 k-r-1 1	 k-2 2 r appears at the out-
put, which is the correct coefficient of Xk.
A linear finite -state switching circuit can also be constructed
for dividing the polynomial d^(X) = d 0 + d1X+ , .. + dnXn by the fixed
polynomial g(X) = go +g1X+ ••• +`grXr .	 It is shown in'Fig. 2.5.
Again the storage elements initially contain zeros.
	 The coefficients
of d(X) are shifted in, high order first. The output will be zero for
I
	
the first r shiftsp and the 'first nonzero output is dOn 1 , which is
t	
will be gr-l(dn lmdngr-lgr-1)' which is also correct as can be verified
the correct first quotient coefficient. The second quotient output
by long division, For each quotient coefficient q j, the polynomialL
q,g(X) must be subtracted from the dividend. This operation is per-
formed by the feedback connections. After n shifts all quotient coeffi-
cients have appeared at the output, and the remainder is left in the
shift register.
'l,
-By combining the two circuits that have just been discussed
a single shift register circuit that multiplies by h(X) and divides
J,
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by g(X) is obtained. This circuit is shown in Fig. 2.6. It is
ass-med that the degree of h(X) is no greater than the degree of
g(X). This particular circuit will be used later in calculating
the syndrome for shortened cyclic burst-error-correcting codes.
By using a special case of Fig. 2.6,a shift-register encoder
for a cyclic code can be constructed. Assuming g(X) is the gene-
rator polynomial of the code and letting fo(X) be a polynomial in
which the k coefficients of in-1 ,
 
in .2$66.10-k are arbitrary
information symbols and there are no terms of lesser degree, then
by (2.3)
fo(X) = g(X)q(X) + r(X) ,	 (2.32)
where r(X) has degree leas than n-k, the degree of g(X). Since
fo (X) -r(X) = g(X)q(X) ,	 (2.33)
it is evident that f o(X) -r(X) is a code vector because it is
divisible by g(X). Also since r(X) has degree less than n-k, the
information symbols are in f o (X), and the parity check symbols are
in -r(X). Thus, to generate the check symbols for a code word
only the remainder, r(X), after dividing fo(X) by g(X), need be
calculated.
Since fo (X) = Xn-kf(X) where f(X) is a polynomial of degree less
than k, the calculation of the remainder, r(X), of (2.33) is simpli-
fied by using the circuit of Fig. 2.6 to multiply f(X) by h(X) = Xn-k
and divide by g(X). The circuit for performing this operation is
shown in Fig. 2.7. To operate the encoder the k information symbols
are shifted in while simultaneously transmitting them over the
communication channel. When all information symbols have entered
the register, the remainder is stored in the register. The feedback
31
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circuit is then disabled at the gate, and the remainder is shifted
out with the signs of the symbols being changed as they leave the
register.	 These are the check symbols.	 Since the circuit of Fig.
2.5 is also a division circuit, it could also be used as an enco-
der.	 However, since there is no automatic premultiplication by
Xn-k , the information symbols would have to be shifted in followed
by n-k zeros before the remainder is available.
	 This is a distinct
disadvantage; and the circuit of Fig. 2.7 is generally used.
A cyclic code may also be generated b}% using a feedback shift
register of length k. 	 First, the polynomial
h(X) _
	
n_1 = h +
	 X+ ... + h	 x'_ l + Xk	 (2.34)g(X)	 0	 k-1
L
is computed and the feedback connections are determined by the
coefficients h 0 , hl , ---, hk , according to the diagram of Fig. 2.8.
.' If the contents of the registers are shifted left, the input to
f	 ^` the right -most stage is
k_1
a i+ k =	 _ E hjai +	 ,	 (2.35')
-.
j
j=0
or
k
- 0 '	 = I	 (2.35)hja i + j	 k
+
j=0
Thus the output of this shift register encoder i s
 a solution of the
_ recurrence relatinn or difference equation (2.35).	 Since the solu-
tions generated are dependent on the- initial values in the k-,.shift
register stages, a total of q k
 different solutions are obtained.
This is equal to the number of differFTit code words in a linear
code over GF(q) with k information symbols per code word.
	 In a
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quite lengthy proof which will be omitted here, Peterson shows
that the solutions of the recurrence relation (2.35) have period
Cn and are code words in the linear code generated by g(X). 7 The
operation of this encoder is simple. The k information sywhols
((
	
are stored initially in the k storage devices, and then the encoder
is shifted n times. The first k symbols coming out of the encoder
r
are information symbols, and the last n-k symbols are parity check
symbols. This method is not used as frequently as the one shown
in Fig. 2.7.	 Generally codes with a high rate are desirable so that
i
(n-k) <k; therefore, the encoder of Fig. 2.7 is simpler. 	 In both
methods of code generation the higher-order symbols of a polynomial
' are transmitted first.	 This convention will always be followed.
In several decoding algorithms it is required to multiply,)Itwo
elements of GF(2m).	 A very useful technique for implementing; 1this ,
multiplication described by Berlekamp8 requires two m-stage regis-
ters for storing the multiplier and multiplicand. 	 This method wij.1
. be demonstrated b	 an example,	 Letting .c denotey	 	 g	 an element of GF625)
with mini r,;l polynomial M(X) = X5 +X2 +1 9 the multiplicand, Up is
stored in the feedback shift register of Pig. 2,9 which is wired to
p replace U by UA with each left shift.	 The multiplier, V, is stored
in the register of Fig. 2,10 which may be shifted cyclically to the
right.	 The product, Z = UVp is accumulated in a register to which
the U-register may be added„	 The procedure is simple.	 If„ V® = 10
the U-register is added to the Z-register,	 Then both the U and
V-registers are shifted and,V, , is examined again to determine whether
Y the U-register is added to the Z-register. After a total of four
shifts the multiplication-Is complete, This method is particularly
i
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is
useful 'g nce the registers of Figs. 2.9 and 2.10 can be used for
t`	 storage as well as the multiplication process.
C39
CHAPTER III
4	
8C9E-CHAUDHURI-HOCQUENGHEM aODES
{
The class of binary codes considered in this chapter were
discovered by Bose and Chaudhuri9 and independently by Hoequenghem10.
These codes were generalized to GF(q) first by Reed and Salomonll
i
for the special case n = q -1 and later by Oorenstein and Zierler12
C_
for other values of n o 	This class of codes is generally considered
to be one of the	 beet classes of linear codes for the correction of
1. independent errors on the discrete channel. 	 In this chapter the
encoding and decoding procedures for the binary Bose-Chaudhuri-
Hoequenghem (BCH) codes and their nonbinary generalimatione ' the
Reed-Solomon (RS) codes, will be,examined.	 Also ) figures displaying
performance and Implemautation difficulty will be presented making
possible comparisons with other coding techniques.
A.	 Encoding a BCH Cede.
,i
BCH codes will be defined in terms of the roots of the generator,
polynomial.
Definition 3,1: The BCH code with symbols from GF(q)
consists of all vectors VW over GF(q) for which
M m *l	 m *d..-2
j a -d o	 see ^-1 o
are roots of F(X) where mo is any intea(^r and A is
any element of OP(gm). The lengtho np of the code
is the order of A c and the minimum distance of the
c9do to d.
i TMMJ'
I41
^a
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In this definition GF(q) is called the symbol field, and GF(gm) is
called the locator field of the BCH code. This code is cyclic since
it is defined in terms of the roots of its generator polynomial, and
it can be shown that the code has minimum distance d.13
The most important BCH codes are the binary BCH codes generated
by letting -4 be a primitive element of GF(2m), mo a 1 9 d = 2t+ 1,
and n = 2m -I * In this case F(X) is a code vector if and only if
(<	 are roots of F(X), and the code is capable of correcting t errors.
The generator polynomial of this code is
g(X) ° LCM fml (X) 1m3 (X)
1 ... Im2t -1 tX),	 (3.1)
where m i(X) is the minimum polynomial of Ai and LCM denotes the least
common multiple.	 The degree of g(X) is n-k, the number of parity
checks.	 Since each mi(X) has at most degree m, the code has at most
mn parity checks.	 To find the exact number of parity checks for a
given coda the degree of g(X) must be determined.
The procedure of designing an encoder fora BOH code of a given
( length and error-correcting ability is simple. 	 Knowing g(X),the code
a can be implemented using the k-stage shift ragist=fir of Fig,' 20 or 	 j
^i
the (n-k)-stage shift register of Fig. 294.
`
The Reed-Solomon codes may be defined similarly.
Definition 3.2a	 The	 .,%aA with symbols from 4F(q)
^. aonsiats of all vectors P(X) over QV(q) for which
41
length, n, of the code is the order of As and the
minimum distance of the code is d. When A is primi-
Live, n m q -I t the largest possible value.
Reed -Solomon codes are very good codes as is evident from the
following definition.
Definition 301 A majim„u_;gde of length n, and
minimum distance, d, has exactly the maximum possible
number of information symbols, k o (n* l - d) .
Forney shows that the RS codes are maximum codes, 14 This is
an important property since if d/n is held constant and n- ► QQ, the rate
lim n ® 1 i to •
n-► ^c	 n.*Qo
n 1 -On p
	
_-	 (39.2)
does not approach maro. This is significant because Peterson has
demonstrated that the b inary aCH codes suffer from a defect of most
non-random coding \schemes in that if the ratio„ On is held constant
as n -+ g?, the rate approaches p+ero. lg Although it is generally
conceded that 'aar n vc 10 9 000 the binary 8QH codes are still good,
for very large values of n they -ace not among the best codes. In
overcoming this defect by using R8 codes a disadvantage , ^is encountered
in that since n e q, the siege of the field must be increased as n
is increased. From this discussion it is obvious that the A8 codes
should be used when the required length is n '4 q„ if n s' ^`4 ;tom
SOH Cordes are sat 'sfaotory providing'n is not too large.
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A BCH code word can be represented by
n-I
F(X) 0 
E 
Fix 1	 (3.3)
i=0
M	 M 41	 m +d_2
Since F(X) has roots A 0 2 A 0	 9 see s o< 01	 the set of equa-
rr
n,
iF Am 0, m0 Sm-cm,+d-2	 (3,4)
-
is satisfied * Letting a i	 i = 0, I t see , n -1 1 be the locator
7	 for position i of the code word, a BCH code word satisfies the system
of equations
n
F z Moo$ m.SmSm,+d-2	 (3,3)
i=0
-BGHB Decoding a	 Code.
In this section three procedures for decoding a biiAary BOH code
will boinvesje-igated, A now method discovered by Berlekamp 16 will
be investigatO first since it to in general move easily implemented
than the other mathodoo The second method to be presented	 an
J
Algorithm due to Paterson17 which was historically the first methods-,
Pound for decoding BOB acdoes The third method presented to a
modification of Peterson's algorithm introduced by Borlakamps
Assuming that the transmitted binary BOR code word to
^e
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the received word is
1C
RM = F(X) + E(X)
n-1
	
n-1
° E
	
Fix 1+ 2:
	
EiX1
 .	 (3.7)
i a 0	 i a 0
Since the code word has _0 1 J = 1, 2 9 •••, 2t as roots
n-1
i a 0
t!, e
a	 pk a gJs J21121...s 2t t
	
(3.8)
t` kal
where the error locators Z 1 s a2 s ••• s Ze denote the positions which
are in error.	 The error locator For the i`th position is Ai.
Decoding requires several steps. 	 First, the parity checks $ S^,
_
- _j = 1,.-I, a ss , 2t,-must be calculated • -Sec=4 the-error =location
$1 	 Z2 1 •••$ a0, must be determined From the system of equations
e
Ej a 	 Jmis2s...s2t
	 (3.9)
kal
These equations have several solutions„corresponding to different
error pattert ►:. in the same co®et'	 The decoder attempts to find a
solution with as small a value of a as possible to minimise the
LI Rrobability of error. : Thirds the errors WAst be corrected. 	 In
' decoding a Wli code bhe second step presents the major problem.
The first step in decoding is to caloulate the parity ahaaka,
Sj ,	 a 1 02s 110`s2ts	 This calculation is simplified by mein% a _.
circuit of the form of Fig. . x.	 to caloulate the remainder$ r( ^)^+ 	 M,
I
i.•
Y
{
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lwhen RW is divided by m^W , the minimum polynomial of d 3 ,	 1
J= 1„ 2 1, •••, 21. Since the code word is a multiple of the min+;mum
(	 t
polynomial of .C3, 3 = 1, 2, • • •, 2t,
S3 = r() (d3)	 (3.10)
Once the parity checks are found the error locations Z 1 , Z21 ..., Ze
must be found from the system of equations (3.9). Peterson's method
involves using matrix reduction methods in this step which becomes
quite lengthy. Be.rlekamp ' s algorithm is of a recursive nature.
HalekamnI a algorithm. To introduce Berlekamp' ^. algorithm, the{
error locator polynomial
e	 e
o(X) = TT (1 - Zi
 f) _ 1 +	 aix, C3 11)
3=1
is defined. The Ws and the S ' s may be related by introducing the
generating function
; ac
SW _ ^ , S 3Xj (3.12)
3= l
From (3.9)
a	 ZiX
1•
a
1 - ?iX. ^`	
(3.13)
r i=1 _
Multiplying both sides of this equation by o(X) -to clear the fractions,
V
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a	 Z.X	 e
S(X)o(X) _
	
(l -ZjX)1 -1Z.X
1	 l	 1	 .^	 l
e
_	 ZiX T7 (1 - Z jX)	 (3.14)
i=1
	
j	 i
Adding o(X) to both sides of this equation gives
,
.	 e
11+S(X), o(X) = a(X)+ E Z i X TT(1 - Z iX) 	 (3,15)
i=1
	 j*l
If the right-hand side of this equation is represented by w(X), where
e	
,
w(2i) = a(X) +	 Z1X 17 (1 -Z X) 	 ,	 (3.16)
^_	 }	 J $ 1
then ( 3.15) becomes
1 + S(X) 1 v(X) = W(X	 (3.17)l
Since the decoder knows only the coefficients
.
 of the first 2t
-3t + 1powers of X in S (X), it does not know S (X), but only S (X) mod Xr
The relevant equation is
1;-+ S(X), c(X) m w(X) mod X2t + 1 ,	 (3.18)
which Berlekamp calls the Key Equation.
	
Both o(X) and w(.? must be
determined from this equation given-SM. The polynomials a(X)
and w(X) both have degrees 	 e, the nuwber of errors which actually
s	 occurred.	 In decoding binary BCH codes the polynomial w(X) is of
/i	 }'	 4i
no interest.
Since solution of (3.18) as it stands is difficult, the solu-
tion is obtained in a recursive manner by considering the sequence
^ ^^ _	 v	 t ^n 7.^#.-T6ltl^e	 _	 . §`,ws #' ^..wvzY^§i^w^ ^' .. 	 .	 .a_ee.^.
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of equations	 \.
(1+3)Cr	 a 03	 mod %k+1 "'.	 (3.19r
Then for each k = 0 $ 1 9  2, —0 9 2t polynomials
6(k) _
	
a.Wxi	 (3.20)
and
i
w(k) _	 wi(k)X1	 (3.21)
can be found, which are solutions of (3.19). 	 The development of the
. algorithm for the solution of (3.19 ) 9 which is quite lengthyg can
be found i'1 Berlekamp19, and only the algorithm will be stated here.
s
Algorithm 3.1.	 Berlekamp ' s Algorithm for Solving the Kay
(0)Equation over any Field.	 Initially define c(0) = I t T1-0
^(0) 	 'Y(0) = 0, D(0), = 0,-B(U-)_:= 0.	 Proceed recur--',--
r
y	 A (k) as the coefficient ofsivel	 as follows. Define l
Xk + 1 in the product (1+ S) e(k) , and let
a(k+1) =	 (k)X,V(k)a(k) -D
1
and-,;
CO (k+l) = w(k)l,	 Q (k)X1(i)
(k)
	
k_+ 1	 (k)	 k f'1If Dl
	 20; if D(k)> 	; or if Dl	 - `0^ p(k)	 2,_.
ff
L -and B (k)	 0	 set
a D(k+1) = D(k) j
-4	 -
B(k + 1) = B(k) t R.
T(k+1) - XV(k)
-
It
and
\
y r
Y
d.
a
t
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,r(k + 1) 	XY(k)
But t if"^ A! W	 2t 0. and either D(k) < 
k+l 
or D(k)	 2
k + 1
1
and B(k) 1, set
D(k + 1) = 'k+ I -D(k) •
B(k + 1) = I -B(k)
(k + 1)	 a(k)
(k)
and	 I
W(k+1)	 63,
	
Y	 (k)
In the binary case this algorithm can be simplified.
Algorithm 3.2. Berlekamp's Simplified Algorithm for
(0)Binary BCH Codes. Initially def ine a	 1 and
,r(`0) 
= 1, Proceed recursively' as follows. Define
M	 +l
as the -coefficient- Of X i - - "&n the-Droduct
(I + S)	 Let
a(2k + 2) j2k) + A (2k)XT (2k)
and
2 (2k)	 (2k)	 (2k)aX T	 if 4,	 0 or if deg	 :1- k
(2k + 2)
x 
Cr
(2k)
(2k) 
if A1 
(2k) 0 and deg a (2k) <k
The desired errorlocator pol-y-QTial is o(X) a('t)(X).
After this algorithm has been performed the error locator
polynomial a(X) is obtaineQ. It is evident from (3.11) that the,
r.
II
	 i\
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.roots of a(X) = O'.are the reciprocals of the error locators
X = Z  1, i = 1, 2 9 •<••, e. The error locators could be found by
substituting all n locators dl, i = 1 9 2 9 •••, n, into the equa-
tion a(X)	 and picking the locators which satis fy the equation.
This lengthy procedure can be avoided by using a method proposed
by Chien which will be called a Chien search. 20
The Chien searcher computes the polynomials a(-O _	 ae'$
o(-(2) _	 ai-(2', o(-c)	 a.-(3', ••• in a systematic manne rs
iI 
For this purpose it uses t registers.	 At the k ' th step these
l_
registers contain the quantities al - , a2 -t2k , •••, at -(tk .	 In the
L`
next step the register containing ai-cik is riitltiplied by Ai .	 These
multiplications in GF(2m) are performed simultaneously in a single
clock cycle by appropriate feedback connections to the registers
containingal -ck, a2-(2k, •••, at-(tk.	 As an example, multiplication
f.
by the wired constant A in GF(2 4) with .C4 = d+l may be accomplished
by the circuit of Fig. 3.1. 	 Note that the feedback connections are
determined by the relation °:s1l = .4+ 1, 	 There"are similar circuits
for multiplication by .t2 , - c- , •••, -Ct .	 At each step the contents
r' of the registers are added to see if they total unity. 	 If this
^k
happens at the k'th step, then a(-(k) = 0 and •c	 is a reciprocal
root of the error polynomial. A one is,then added to the erroneous
digit at location -C k, which is now leaving the buffer. A((block
diagram of the Chen searcher is shown in Fig. 3.2
The at spa to be followed in decoding a binary BCH code can be
;r
w=•
outlined now. A block diagram of the entire decoder is shown in
i
Fig. 3.3.1 The operation of each of the blocks has been explained
in detail except for the central Galois Field 'processor. This
It
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processo j consists of one master arithmetic and control unit and
(t4-1) separate slave units, as shown in Fig. 3.4. The slaves are
identical, each containing five registers and having the facility
to add or multiply two of them together and accumulate the result in
its slave accumulator. 	 Identical control commands produced by the
master control unit are sent to each slave. 	 Each slave accumulator
r
is connected to a master adder whose output is accessible to the
''
I
master.
(j The central processor begins operation when the remainders
r(1) (X), r (3) (X), •••, r(2t - 1) (X) are transferred out of the regis-
ters at the left of Fig. 3.3 and into the appropriate slave units.
One of the registers is then set to the wired constant, -^, and 	 it
(k)	 (k) .4k^	 (k) +
	
(Q.^k +
	
(k) .^2k # ^U	
...
^2k^ r 
0computes r0	 +r 1	 r1	 r2
( until it accumulates the parity checks S k =r(k) 	 This requires (m -1)
Galois field multiplications. 	 With all slaves working simultaneously
the parity checks 31, 3 29 ..., St can be computed in (m -1) clock
cycles, and in a similar manner 3t +19 St + 2' ...1 82t -1 can be
-i computed in another (m -1) clock cycles. 	 The contents of the slave
registers at this point are shown in Fig. 3.5.
Berlekamp's algorithm can be implemented by using five columns
of registers.	 Columns one and two contain ttje parity checks, column{
three contains ai (k) , column four contains ri (k) , and column five
is the accumulator. 	 The error locator polynomial can be found by
r an ll'=step procedure. 	 Let k be one less than the number of times at
1.
Step 1.	 it
1. The-3 columns are shifted upward twice, if k =00
set a(0) =1 1, ti(0) =1 and continue. If k =0, continue..
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2. Each save computes the product of its second
and third registers a:d places the result in
its fifth register.
3. The sum of all registers in the fifth column is
placed in the master accumulator. This sum is
(2k)1
4. The contents of the registers in the fourth column
are shifted upward once which corresponds to
multiplication of r(2k) by X.
5. AI(2k) is placed in the master multiplier register.
6. Each slave multiplies the contents of its 'r-register
by the contents of the master multiplier register,
adds the result to the a-register and places this
result in the fifth column. After this step the
fifth column contains a (2k+ 2)
7	 If a1 (2k) = 0 or if deg aC2-k) >k,  go to Step 91
otherwise go to Step 8.
b. The inverse of Al(2k) is computed and multiplied
by the a-column.; The result is placed in the T--
l	 column.
9. The ti-eolumT,% is shifted upward once. It now con-
tains T(2k+ 2).
10. Transfer a 
C2k+2) from the fifth column to the
third column.
11. If k =(t -1), read out the error locator polynomial
a(2t)W. If k#(t=1) go back to Step 1 and
increment k by 1.	 r
r
C
x`	 #mil• sr#.c' 3 	 dz	 J
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The contents of the slave registers at a typical stage of the
algorithm are shown Fig. 3.6. As the contents of the top-most regis-
ters of the first two columns are shifted out they are placed in the
bottom register o2 the adjacent S column.
The buffer must hold the bits of the word being decoded as well
as the incoming bits of the next word. A buffer of,length at most
2n is needed assuming the decoder decodes at a nearly constant rate,
as this one does, Both the division registers at the input of the
central processor and the Chien searcher at the output of the central
processor must operate in synchronism with the buffer. Since the
central processor does not have to be,dynchr-onized with the buffer,
in an actual decoder buffer requirements could be reduced by making
the central processor as fast as practicable. However, it will
be assumed that a buffer of length 2n is required.
In computing the decoding delay the basic unit of delay is the
C'	 time required to perform an 'addition or shift a register. This
basic unit will be called a computation. The method introduced in
Chapter II for multiplying the contents of two registers requires
m computations. Although using a Bartee and Schneider type multi-L
plication unit would accomplish this with one computation, ii'would
be costly to put one of these units in each slave. 21 The maximum
number of computations required in the execution of the algorithm
can . now be determined. The most lengthy procedure after the test
}7	 of Step 7 is to perform both Step 8 and Step 9. An inverse %s
calculated in Step 8. By using a method given in Berlekamp this
22
requires '4m +I computations,. 	 A tabulation of the number of
Cj
S2k+2 S2k+t+3 • •
-
•
S2k+3 S2k+t+4 •
• •
• • • • •
S 2t-4
0^ • • •
• s 
• • •
• S2k-2
(2k)113 (2-k)T3
(2k)'
S2k-`2113
S2k+t S2k-1
(2k)112 (2k)T2
(2k)
I$2k-162
S2k+t+1
s 2
(2k)
61 C2k)
1
(2k)
S2k111
_S2k+t+2
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S2kt1
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computations required in the various steps of the algorithm is
now shown,in Table 3.1.
Table 3.1. Number of Computations Required in the
Individual Steps of the Berl%*amp Decoding Procedure.
	
Step	 Number of Computations
parity checks	 2m(m-1)
	
1	 2t
	
2	 mt
	
3	 t
	
4	 t
	
5	 t
	
6	 t(m+l)
	
7	 t
	
8	 t(5m+l)
	
9	 t
	
10	 t
t
Chien search	 n
As is indicated in Table 3.1 each of the Steps 1 through 11 is
performed t times. The total num	 of computations required by
the Berlekamp algorithm is the sum of the number of computations
required in the individual steps of the algorithm shown in Table
3 1. If the total number of computations required is denoted
by'NC9 the Berlekamp algorithm requires
2
	W,	 n + 2m 2m + 7mt + llt,' 	 (3.22)F
'C
computations.-
t_
In formulating a measure for decoder complexity the number
of binary storage elements will be required. This number will be
used'as a relativeimeasure in comparing different coding schemes.
°	 In general it will give a good indication of the amount of control
r
circuitry requited.°
`-	 The remainders 7 r (J) M, are calculated using feedback shift•
r	 registers with at most m stages, At most t such registers are
r	 q	 required. The central processor has (t +1) slaves each containing
five m-stage registers. The master unit contains an accumulator
register of m stages, a multiplier register of m stages, and two
registers for computing multiplicative inverses consisting of
(2m +3) stages. Thus, the central processor contains approximately
( 5at+ 9m + 3) binary storage elew-, °ts. The Chien searcher requires
t m-stage registersa The number of buffer stages required is 2n.
i	 Letting N represent the approximate number of binary storage
SD
elements required in the decoder, a Berlekamp decoder requires
approximately
	 j
N = 2n + 7mt + 9m + 3	 (3.23)
i^
Y
c
L'
A
i
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SD
binary storage elements.
Peteraon's-algorithm.. The Peterson algorithm was the first algorithm
proposed for.-decoding BCH codes, and in some cases it is the simplest
to implement. All operations in a Peterson decoder are performed
in fF ( 2m)t the locator field. The decoder has a Galois field adder
and a Galois field multiplication unit of the type described by
Bartee and Schneider for which a multiplication requires only one
computation. Decoding is accomplished in three stepse
r
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1.	 Finding the parity checks.
2.	 Finding the'error locator polynomial*
1. 3.	 Performing the Chien search.
The received word,;,
n
R(X)	 R.X i (3.24)
is stored in an n-stage register.	 Tb,
-
,ei odd numbered parity checks,
n
S	 R	 j)i
e
'Zk3
	 odd (3.25)
k1
can be calculated by an iterat.ve method utilizing the Galois
field arithmetic unit, i.e.,
S j	[(R,Aj+R,).<j+R 31 Aj + R 4 (3,26)
In this case the locator for position i is Z because the
error locator polynomial will be defined differently.	 Since
e	 2	 e
(S Zj]	 Z2j	 SIt Z (3.27)k	 k	 2j
.k=1 
	
k	 I
the even numbered parity checks can be calculated by 2S	 (S2j
To calculate each of the t odd parity checks, (n -1) multiplications
and (n -1) additions are needed, but to obtain the even numbered
parity checks only (t -1) multiplications are needed. The total
number of computations required in Step 1 is then
61
T
l NCI = 2(n-1)t+t-1
= 2tn-t-1	 °	 (3.28)
The parity checks are power-sum symmetric functions and are
Yl related to the elementary symmetric functions a. by Newton's identities:
S1
 - a1 = 0
,C
S2 -S1 a1 +2a2 = 0
(
1
rr
1. S3 -S2 al+Sla2 -3a
3 = 0 ,	 (3.29)
Std
- S3 al + S2 a2 -S 1 a3 +464 = 0 s
S5 -S4 Ql + S3
a2 -S2
a3 + S1 64
-565 = 0 ,
It is possible to solve these equations and obtain correct solutions
F
only when the number of equations used equals or exceeds by one the
C number of errors that actually occur. 	 Once the elementary symmetricfunctions ai are found,	 the error locators may be found since they
"must satisfy the equation
(21 -X)(22-X)(Ze -X) = Cr - a1-1X+ ... + al (-X)e+l(-X)e	 (3.30)
Since the locator field has characteristic two, addition and,
subtraction are the same operation, and also 2 a2 = a2 + 62 = 0^
4% = 2a4 + 2a4 = 0, etc.
	
Thus,, the second of equations (3.29)
gives no information about a2 while the fourth of equations (3.29)
gives no information about. 	 It is obvious that in solving for
' the Q 's only the odd numbered equations of (3.29) sH uld be used.
'	 1. The problem then becomes that of solving the system of 	 quations
{62
^
1	 0 0•	 00 e1 31
S 2	S1 1	 0	 00 a2 S3
_ (3.31)
^._ S4	 33 S2 S1 1 00 . .0 Y
S2t-2 S2t-3 .	 'St-1 at S2t-1L L
Peterson shows that if e < t the`.nk of the coefficient matrix is
(e+1). 23 	This rank is determined by reducing the system to upper
ftriangular form as shown in Appendix A.
Assuming e < t pag,(e+l) x (e+l) system of equations,
1 0 	 0	 00	 ^ Ql Sl
0 S^1)	 1 (1).	 .	 .1 a2 S3
0 0	 3(2).	 .	 . _ (3.32)2j
0	 0	 0	 g(e) a+T `2e+10
e
y is	 forsolved a. ( a 	 bethe	 will	 zero). Ifi	 e+1 a t, the upper
'triangular t x
From
t system of equations obtained-from _-( -3.31),is solved.
Appendix A the maximum number of computations involved in Step 2
is
r NC2 = (2t 2 +5t) (t-1) + t 2 + (2t-1) (2m-2) + t(t-1) (2t-1)!3
(4t+5)(t-1)t/2
_ 4t3 + 15t2 - 37t + 24mt -12m + 12	 (3.33)6
The last step in the decoding algorithm is the Chien search. This
requires a total of
NC3 = n	 (3.34)
\1
computations. Then the total number of computations required in decoding
a BCH code using the Peterson algorithm is
11
y/4
63
(3.35)6n + 4t 3 + 15t2 - 43t + 12tn + 24mt -12m + 6N^ _	 6
l
{
I
4
Again it is assumed that a buffer of length 2n is needed. Other
storage registers which are needed are (2t - 1) registers for the stor-
age of the parity checks, t(t + 1) storage registers for the application
of Gauss's Algorithm, and t registers for the Chien search. All of
these registers have m stages, Also needed are 2 m-stage registers
for the GP ( 2m) adder, stud an n-stage registers to store the received
word while calculating the parity checks. The total number of binary
storage elements in a decoder using Peterson ' s algorithm is
N	 = 3n+m(t2+4t+1)SD	 (3.36)
Bar.1ekama'a modification of Peterson's .algorithm. 	 In decoding
f a binary BCH code using the Peterson method the system of equations
l
(3.31) must be solved.
	
This involves triangularizing the determinant
1R.
E of coefficients which has order t. 	 For large t this step can be
quite lengthy.	 Berlekamp has found a transformation which effectively
x- halves the size of this matrix. 24 	Writing the system (3.31) as
E
F
r Si	 1	 0	 0	 0 • • 00	 1
r:
S	 S	 S	 1	 0• . 003	 2	 1
Q
X' = 0 ,	 (3.37)
2
S2t-1	 S
U4 . . . . . . . •st-1' •
vt
a set of new variables Rk is introduced which are formed by con-
volving the sequence S 	 with a_sequence Ak, i.e.,
sa'
^t
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Rk =
	
)	 Ai Sk-2j, where AO =S 0  = 1	 ,_
J
and	 (3.38)
A- S=0 2 i>Oi =
-i
Now if to each equation of (3.37) A l times the previous equation,
A2 times the equation before thaw etc. are added, ( 3,37) is trans-
formed into
1R1 	 	 0	 0	 0 .	 •	 .0
R3	 R2	 R1	 1	 0 0 • 00 al
a2
= 0	 (3.39)
rr^
R	 R	 R
2t-1	 2t-2	 2t-1
d at
C, The Ai
	
be chosen in such
	
that the • R2i = 0 for all i	 0can	 a way
by setting	 -
i	 i-1
i A. S	 = 0 or A.	 A. S	 (3.40)
j=0	 j=0
Then given that AO = 1 the rest of the A i are defined recursively by
(3.40).
T Now with R2i.= 0. the system ( 3.39) can be separated into two
systems of equations.	 Letting,	 LAj	 represent the greatest integer
less than or equal to A and	 r A	 represent the least integer greaterq	 j	 p	 g
than,or equal _ to A. the last	 Lt/2J1' equations from (3.39) become
(3.41) while the first t - Lt/2J 	 equations become ( 3.42).	 Thus
'
a
R
2t-5
`.
a
2
l R2t-3 R2t-5
a4
R
2t-1
R
2t-3
R
2t-5
2 11_t /2J
and
Ql R1 0	 0 0 0 ...	 •0 1
i
63
= R3 R1	 0 0.	 .	 .0 62
R^ R3	 R1 0.	 •	 00 94
• R;t
2.t-1
.	 .R
1
_
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= 0
	
,3.41)
(3.42)
r
The upper-right -hand corner element of the coefficient matrix of
(3.41) is R1	if t is even or R3 if t is odd.	 Once (3.41) is solved
for the even numbered oi, then (3.42) gives the odd numbered of
E
directly.	 Berlekamp also shows that for all i = 0 9 A21 = 0•	 This
property will reduce the number of calculations needed to perform
the transformation.
The parity check calculation and the Chien search are performed
in the same manner as they were using Peterson ' s algorithm.	 In
using Berlekamp ' s transformation the only modification is in the
method for solving for the error locator polynomial from the parity
zL checks *	There are four steps in this procedure:1.	 Computing All, A39 •00 9 Ar , where r is the greatest odd
l integer less than t/2.
2..	 Computing R , RV
 .•., '2t -l'
3.	 Solving (3,41) for Q^,e q4  	 ...v 02 	 t/2LJ
4.	 Solving (3.42) for al, 63 9 ••••
e	 {^i
Ir
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In calculating the A i note that Al = S2 , A3 requires one
addition and one multiplication, A 5 requires two additions and
two multiplications, etc. After some thought it is evident that
,:alculation of A  requires Ft/61 additions and ft /61 multi-
plications. Thus, calculation of the A i requires a total of
rte^/--6++1
NCl-1+2 
Lk
k=1
= 1 + rt/61 ( rt/61 + 1)
	
(3.43)
computations.	 Similarly, in calculating the R i , R1 = S l , R3 requires
one addition and one multiplication, R 5 requires two additions and
{ two multiplications, etc. 	 Thus, calculation of the R 	 requires a
C
total of
l._ t -1
NC2 - 1+2	 k
k=1
	
_
f,
= 1+ (t - 1)t
	
(3.44)
computations.	 In the third step a matrix of order Lt/2J must be
triangularized.	 The maximum number of computations is required
when the rank of this matrix is Lt/2J	 From Appendix A the number
a
of calculations-required is
I_
N 	 4{Lt /?J )3 + 15(Lt/2J )2 -37(Lt/2J) + 24m (Lt/2J) -12m+12_	 (3.45)C3	 6
j
By examining the cases for t odd and t even the number of equations
in (3.42), t - Lt/2j , can be written as
t_ Lt/2J ,= I t" 2 1 1	 (3.46)
t^
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The last step requires solution of (3.42), which is straightforward
and requires a number of computations equal to
I
I 	 6
1	 Lt21_I - 1L77-11
NC4	 k + L	 k
k=1	 k=1
L
t + 1 (
 t+l II + 1)+ ! t+l	
` It
+l	
- 1)2	 J	 L	 2	 L	 2	 !.= 1	 J 2	 J (3.47)
2-
The total number of computations required when using this Y
~ procedure is obtained by adding the number of computations required
in computing the parity checks and performing the Chien search to
the number of computations required in the four steps of solving for
the error locator polynomial. 	 The total number of computations
required is
6n+12tn+6t2-12t-12m+24N	 =C	 6
6(l
t + 1I I	 ..1 ) 2 + 6( ft/62+ 6(:_t/61) +4(Lt/2j)32
^-
+
6
15(Lt/2J) 2 r 37(j.t/2J) + 24m(Lt/2.I)rt +	 (3.48)
- 6
Again it will be assumed that a buffer of length 2n is needed.
Also needed are 2t registers for storage of the parity checks,
Lt 4 1j storage registers to store the A i's, t registers for storage t
of the Ri ' s , Lt/2 J ct/2	 + 1) te¢isters to solve '3.41) t anz t {
registers for the Chien search.	 All of these registers have m i
stages.	 Other registers needed are two m-stage registers for the
`
GF(2m) adder, and an n-stage register to store the received word
1
while calculating the parity checks.	 The total number of binary
PWAF-
._  .
	 ♦ 	
_^F'Y4.,	 y..... ^t ,...n ... ^4.4s, ^^i4:9 .^x. 	 ..}
rl
I'^-
I
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storage elements needed in this decoder is
 = 3n+ 3mt+m( t/2' )2	 rt+ t/2 m+ 	 11. m+ 2m	 (3.49)
"SD	 L	 L	 1 4 
In this section three 
'
schemes for decoding binary BCH codes
were presented, and the implementation complexity of these schemes
was analyzed in detail. For each scheme NC , the number of compu-
tations required, and NsD , the number of binary storage elements
required, was determined. These quantities will be useful in
making comparisons„
C. The Performance and Complexity of Implementing BCH Codes
In this section the performance and implementation complexity of
a	 some representative BCH codes will be compared. The performance compari-
son will be made using a binary symmetric channel created from the
white-Gaussian-noise channel. Also, the performance of coded and
uncoded systems will be compared. 	 -
The signaling scheme for the white -Gaussian-noise charmel is the
antipodal signaling scheme with matched -filter reception described in
Appendix B. The output of the matched filter is quantized into two
levela, i.e. the receiver makes a hard decision as to which of the
Ctwo possible messages was sent. This combination of signal generator,
Gaussian channel, and matched filter can be modeled as a binary symmetric
Cchannel. The transition probability of this c hannel is given'by (B.39),
ii	 which is repeated here as
t
ao	
2
p - 11
- 
`
J 
a /2dx ,	 (3.50)
V Ln 2S
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where Es is the received-signal energy per symbol and No is the single-
sided spectral density in watts/Hz. The transition probability p is
equal to the probability of bit error for transmission over this channel.
If an (n,k) code is used - on this channel, only k of n symbols are
information symbols , and thus the received energy per information symbol is
Eb
 = k Es .	 ( 3.51)
The ratio Eb/N0 is a measure of the energy required by a signaling or
coding scheme to communicate an information bit. The purpose of using
coding is to achieve a given error probability at a smaller value of
Eb/N0 or to achieve a smaller error probability at a given value of
Eb/No . In calculating the performance of a t -error-correcting BC11 code,
(2.16) and ( 2.17) are used with (3.50) and (3 . 51) to compute PW(e) as
a function of Eb/No' _
From an energy,, standpoint block coding over a binary-symmetric
channel created from a white=Gaussian-noise` channel'` is not-efficient
for low rates and high rates when the required error probability is
fairly low, say 1010 < P W (e)  < 10-3 . The high rate codes are efficient
for higher values of PW(e), and the low rate codes are efficient at
lower values of Pw(e). The BCH codes which will be studied have medium
rates, i .e., codes with two rates, 1/2 and 2/3, are to be studied.
The parameters of these codes and their error -correcting, capability t
are shown in Table 3.2.
V
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Table 3.2.	 BCH Codes to Be Investigated.
n	 k	 t
7	 4	 1
15	 11	 1
15	 7	 2
31	 21
31	 16	 3
63	 45	 3
63	 30	 6
127	 85	 6
127	 64	 10
255	 171	 11
255
	
131	 18
340	 20511
511	 259	 30
1023	 588	 36
1023
	
513	 56
The probability of error as a function of Kb/NO for the rate 1/2
and -rate - 2/3 codes is shown in Figs.-3-._7 and-3-.8, respectively.
,
	The -
probability shown is the word error probabil ,-ty g which allows the most
general comparison. 	 Also shown in these figures is the probability of
bit error for uncoded transmission over this channel as determined by
(3.50).	 Many times the data consists of characters of b bits. 	 The
probability of a b-bit word, being	 correct	 with uncoded transmission is
(I - P) b	(3.52)
where p is given by (3.50).
	
Then the probability of word error for
uncoded transmission is
P" (e)	 1	 P)b
Since
p <	 (l -P) b	(3.,54)
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the use of coding actually results in a larger decrease in error proba-
bility than is indicated in Figs. 3.7 and 3.8, but in the interest of
generality the no coding curve determined by (3.50) is shown.	 If coding
( is to be applied to a system which uses characters of a specific length,
l
then (3.53) should be used in the comparison.
l'
Several observations can be made from Figs. 3.7 and 3.8. 	 At high
values of the specified error probability a smaller value of %.1No is
' r= required for no coding than with coded systems. 	 At sufficiently small
values of the specified error probability a smaller value of Eb/No is
required by the coded system than by the uncoded system. 	 Since the
_ probability of error of the coded system decreases faster as a function
' of Bb /No than that of the uncoded system, the coding gain increases as
r C the specified probability of error is decreased.	 A comparison of Figs.
3.7 and 3.8 reveals that neither rate is better than the other for all
block lengths.	 The code which exhibits the best performance of those
shown in Figs: 3.7 and 3.8 is the (1023, 688) code in Fig. 3.8. 	 At
CCC
a specified error probability of 10 -5 an uncoded system requires
Eb/N	 = 9.6 dB,while a system using the (1023 9 688) code	 requires0
L Eb/No = 5.3 dB for a coding gain of 4.3 dB.	 However, even at this longblock length Shannon's limit (E /N	 = -1.6 dB) determined by the channel
o
C capacity is not closely approached. 25	One reason for this is that by
quantizing-the output of the matched filter into just two levels much
information is lost which results in a degradation of 1.0 to 2.0 dB.
Tr Another reason is that the long block length BCH codes are not very
good since for a fixed rate t/n -+ 0 as n -+ OD
In comparing two codes with the same block length, the code with
the higher rate will be easier to implement since its error-correction
l
r°
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capability is less. Thus, since the rate 1 /2 and rate 2/3 codes exhibit
approximately the same performance, only the complexity of implementing
the rate 2/3 BCH codes will be examined in detail. Also, the encoder
for the rate 2/3 codes will be simpler if the encoder of Fig. 2.7 is
used. In this case an encoder consisting of
NSE = n - k
	
(3.55)
shift-register stages will be required.
The number of computations required in decoding these BCH codes
as given by (3,22), (3 . 35), and ( 3.48) for the three decoders is shown
in Fig. 3.9 as a function of block length. The number of computations
required by the Berlekamp decoder is- much less than the number required
by the other two decoders. At a block length of 1023, there is more than
an order of magnitude difference and the gap widens with increasing n.
This measure gives an indication of the total decoding delay. An ind'i-
-cation ==of the speed advantage required of the decoder is given by the
number of computatics per decoded information bit which is shown in
Fig. 3 . 10. Note that for n> 127 the number of computations per decoded
information bit decreases with increasing n for the Berlekamp decoder.
This quantity increases with n for the other two decoders. At a block
length of 1023 both Peterson decoders must have logic which is 100 to
200 times as fast as the incoming information rate, while the Berlekamp
decoder must have logic which operates only five to six times as fast.
The number of binary storage elements required by these decoders as given
by (3.22), (3.36), and (3.49) is shown in Fig. 3.11 as a function of n.
For long block lengths the Berlekamp decoder requires the fewest storage
elements. For small values of n the Peterson decoders require fewer
storage elements, but the difference is small.
l'
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fAt first glanc-e it would seem that the Berlekamp decoder should
almost always be used. However, there are simplifications which make
the Peterson decoder more attractive in some cases. For small t the
system of equations (3.31) can be solved and the necessary determinants
evaluated before the decoder is designed, making the Gauss-Jordan
reduction unnecessary. With slightly larger t the same technique can
be used with the decoder employing Berlekamp's modification of Peterson's
	
_	
algorithm by solving the system (3.41) before the decoder is designed.
For large values of t, say t> 10,  the Berlekamp decoder is the most
attractive to implement.
p
l_
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[	 CHAPTER IV
t	 OPTIMUM CODES FOR THE GAUSSIAN CHANNEL
1
	
	
In this chapter communication over the white-Gaussian-noise channel
will be considered. Block codes will be used with each code word con-
taining k information bits. Decoding is accomplished by an optimum
receiver (a correlation receiver). Since a correlation receiver is used,
the best signaling strategy is to select code words which are as mutually
uncorrelated as possible. Several codes which have low crosscorrelation
^	 between code words will be discussed including orthogonal, bi-orthogonal,
simplex, and bi-simplex codes.
A. Generation and Decoding of Optimum Codes for the Gaussian Channel
In selecting a waveform to communicate k information bits over the
Gaussian channel, a code word is first generated by an encoder. The n
1
__	
symbols of the code word determine the components of an n-dimensional
signal vector according to the mapping 0 -> -1, and 1 - 1. The transmitted
waveform is synthesized from a set P. orthogonal waveforms and the com-
ponents of the signal vector according to (B.20). In this case the ortho-
gonal waveforms are taken to be n time translates of a-single basic
waveform, s o(t), and the components of the signal vector are either +1
or -1. I£ T is the time it takes to send each code word, the set of
orthogonal waveforms is { soft - jT /n) l , j = 0, 1 3 •••, n-1. The trans-
mitted signal has the form
s(t) _ so(t) f so (t-T/n)	 so(t-nn1 T) ,
	
(4.1)
t 4
it
i
P
r
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where the sign of each of the n terms is determined by the corresponding
rr
code word symbol.
l	 Since a correlation receiver is used, it is obvious that the lowest
r	 probability of error is achieved by making the code words as mutually
l
uncorrelated as possible. In searching for codes which have low normalized
crosscorrelation coefficients, p, between code words, the definition
r	 _ number of agreements n number of disagreements
P
	 (4.2)	 al
1
where n is the-dumber of binary symbols per code word , will be used.
Codes with small p can be constructed from Hadamard matrices, where a
Hadamard matrix is a matrix in which each row is orthogonal to every
r
other row. These matrices can be constructed f-z-om the recursion relation
l _l k-1
1c	
A	 t_^	
'	 h
-k-1 7c-1
where	 _	 (4.'3)
0	 0
r
1
- [
Al	 liL 0	 ^! _ _
t_
and Ak-1 is obtained from ,Akby replacing each 0 with a 1 .and each 1-1
with a 0.
Orthogonal codes, have p = 0 for all crosscorrelat ions between cede
words.	 An orthogonal code with k information symbols per code word is
constructed by using the rows of Ak as code words. 	 The length of the
code word is n =2k 
Bi-orthogonal codes can be constructed by taking a set of orthogonal
code words and adding to each word its complement. 	 Each bi-orthogonal
code word will then have zero correlation with every other code word
Va• 6 -	 i	 fb' k 	 ._
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except its complement with which it has a correlation of -1. This code.
(
	
	
has an advantage over an orthogonal code in that one-half as many
symbols per code word are required, leading to a reduction in required
bandwidth of one-half (for orthogonal codes n= 2 k while for bi-orthogonal
codes n= 2k-1 ) a
C In a Hadamard matrix generated by (4.3) the first column contains
all zeros. A simplex code may be constructed from a Hadamard matrix by
deleting this column and taking the code words to be the rows of the
(	 resulting matrix. A simplex code has n =(2 k_l)  and a crosscorrelation
l	 coefficient among all possible pars of cc ,4s words equal to -1/(2k-1).
I Since it can be shown that this is the minimum attainable crosscorrelation
coefficient between 2k sequences, simplex codes are optimum. 26 For large
k the crosscorrelation coefficient is not much less than zero, and in this
(
	
	
case these codes will have essentially the same performance as orthogonal
codes.
A bi-simplex code is constructed in a manner analogous to the con-
r
struction of a bi-orthogonal code by taking a set of simplex code words
and adding to it the complement of each word. Again a reduction in
required bandwidth of approximately one-half is obtained since for a
C:
bi-simplex code which has 2k code words, n = 2k-1-1.
The codes discussed above are all readily implemented using the
k-stage shift-register encoder illustrated in Fig. 2.8. However, the
feedback connections must be such that a maximum-length sequence, i.e.,
n =2k-1, is generated. Such a sequence is generated if h(S) = ( Xn-1)/g(X)
(	 is a primitive polynomial, i.e., all the roots of.h(X) are primitive
elements of GF(2k). An excellent discussion of maximum-length shift
u.
registers and their applications may be found in Golomb.27
cf,
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i
A simplex code may be generated by loading the k information bits
into the stages of a maximum-length shift register and then shifting
the register 2k-1 times. The bi-simplex code is generated if the first
bit is used to determine whether the complemented or uncomplemented out-
put of the register is used. The last k-1 information bits are loaded
into a (k-1)-stage maximum-length shift register, and it is shifted
2k-1 -1 times. An orthogonal code can be generated by loading the k
information bits into a k-.stage maximum-length shift register, shifting
it 2k -1 times, and adding a zero as the last bit. To generate a bi-
orthogonal code the first bit L transmitted immediately, and the others
are loaded into a (k-1) -stage maximum-length shift register. The regis-
ter is then shifted 2
k-1
-1 times with the complemented output being taken
if the first digit was a zero. Generation of these codes is very simple
since it takes at most a k-stage shift register.
I
I
17	 B. Probability of Error
-L
In this section expressions for the word error probability of ortho-
gonal and bi-orthogonal codes will be determined. Also curves displaying
Pw(e) vs. Eb/No for the orthogonal codes will be given.
In calculating the error probability for an orthogonal code, the,
C
z
code words are treated as a set of M= 2k equal-energy orthogonal signal
vectors. If each signal vector has energy Es,
rsi p s j =
1	
s i (t)s j (t)dt	 Es b j;i,j-0,1,--•,M l ,
-ar
i
where
6 i =
	
	
(4.5)''
U, i 4 j .
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'	 The unit vector along the j'th coordinate axis a,nd the direction of sj
(	 are represented by ¢V i.e.,
s j = s ^ j v i=O,l,•••,M-1	 (4.6)
l_
The received vector is denoted by r. Since
C
(r-s. ^ 2 = 1 r 12 +-1s.1 2 _; 2r. • (J-EJ	 J	 J
1r12
+Es -2r j ^^s, r
J
. =	 j. T 	 ,	 (4.7)
^ 
the optimum decision rule, which is to set m = m i if and only if
C
jr-s i l < ; r -s j f , all jTi,	 (4.8)
reduces to
t	 ri > r i , all j * i
if s 0 is transmitted
r0 = no +F .,
and
^7 rj
	nj , j=1,2,•••,M-1	 (4.11)
Wozencraft and Jacobs show that if the additive noise is a zero-mean
white-Gaussian process with spectral density N o/2, the ( nj ,
 j= 0,
1 9 •••, M-1, are zero -mean Gaussian random variables with zero covariance
and equal variance, Q = No/2 . 28 ';henL
P(elm0,r0=4 = P(nl<d,n2<d,...VnM-1<d)
L 	 = [
PP(n1 	 J
< 41M-1	 (4.12)L 
The last equality follows from the fact that the i n j are statistically
or	 independent and identically distributed.
(4.9)
(4.10)
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_	 S ince
	
P(r0)	 P(n0), n0 = r0 -VF s ,	 (4.13)
then P(c`m0) is given by
^-	 m
P(c m0) = f P(c!m0,r0=d)P(r0=d)%'dd
(,
	
	 r 00 p(d- Es ) [P(nl < d) ] M-1dd
- J
00
I	
0c	 d
- r	 fi	 M-1
	
1	 p C d - Es )dd 	p(a)ds	 ,	 (4.14)
I	
ao	 ^
where
-A2/N
p(d) 
=1^ 
e	 o .	 (4.15)
0
By symmetry
	
P(cm^) = P(clm0) = PW(c)	 (4.16)
Equation (4.14) can be expressed in a slightly different form by making
'^-	 the changes of variable z = s, 2/A'o and u = (-(-E s ) 27N0 and by replacing
Es by kEb , where fib is the received energy per information bit. Then
00	 2 + ( 2k /N ) 1/2	 2	 k
f00 
-u /2	 f ( u	 Eb o	 -z /2	 l2 -1
PW(c) _ 
	 e	
du lJ 
	
dz 1
	
,	 (4.17)
_
	
2tt	 L 00	 p n
and the probability of word error is
PW (e) = 1 = PW(c)	 (4.18)
i'
L
C
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The word error probability for bi -orthogonal codes can be calculated
(
	
	
in the same manner. The set of M = 2k b-orthogonal code words is formed
from a set of 2
k-1 
orthogonal code words and their complements. Thus
only 2
k-1 
correlators are needed assuming that the sign of the output
l
can be determined. The optimum decision rule is to select the correla-
for whose output has the greatest absolute value and determine its sign.
The correct code word is selected if and only if the absolute value of
L_
	
	 the output of its correlator is greater than the absolute values of the
outputs of all other correlators and it has the correct sign.
Assuming that s0 is transmitted, the received vector is closer to
s0 than to -s 0 if and only if
r0 > 0	 (4.19)
In addition, the received vector is closer to s 0 than to si if and only if
C
	
r0 > ri , i = 1,2,•••,(M/2)-1, ,	 (4.20)
and it is closer :o s0 than to -s i if and only if
[	 r0 > -r ig i = 1,2,•••,(M/2)-1. , 	 (4.21)
Given that s0 is transmitted and that
(	
r0 = n0 V °+ s d> 0 ,	 (4.22)
the conditional probability of a correct decision is
fP(cimosr0=d>0) =P(-d<nl<.Cq...r.<<n(M/2)-1<^
[P( .c <nl .01 (M/2)-1E'	 J
=L r p(P)d p I (M/2)-1	 (4,23)'
u•'	
..	 i '	
..	 a r-.- T'.' m ^ 	w-a	 +....
where
1	 -P2IN0
^
p(^) _ ^ e
0
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(4.24)
Then
r0
	
	 (M/2) -1d
	P(clm0) =
1
 p(d - s)d•c 
f 
p(P)dp	 (4.25)
0 
Again, by symmetry, PW(c) = P (CIMO). Making the changes of variable
	
u= (^-Fss ) 2/No and z =	 2/N 0. then
pW(c) =
Go2
	
u+(2kEb/N )1/2
-u /2	 0	 -z2/2	 2k-1-1
	
e _ du	 a	 dz	 (4.26)
Vi 2n	 2ir
-(&Eb/No)`1/2 -u-(2kEb 0)1/2
and
Pw(e)` = 1 -PW(c) - .	 (4.27)
Viterbi has calculated the bit error probability for orthogonal and
bi-orthogonal codes. 29 For this discussion it suffices to point out
that for orthogonal and bi-orthogonal codes the bit error probability
is approximately related to the word • error probability by
	
PB(e) = 2 PW(e)	 (4.28)
The exponential behavior of the error probability for orthogonal
signaling can be derived by appropriately bounding (4.1$).30 It is
convenient to use normalized units in presenting these results. 31
Binary antipodal signaling with a correlation detector is assumed. The
code consists of M = eRT code words each of duration T seconds, and the
r	
87
signaling rate is R nats per second. In this case the units of rate
1	
are defined to be nats instead of bits. Conversions can be made from
Y	 `.
the relationships
t	 1 nat =109 2 a bits = 1.4 bits
(4.29)
,T	 1 bit = In 2 nats = 0.69 nats
Then
C1nM=k*
	R = T	 T	 (4.30)
*where M = ek	The channel capacity for this channel is
C = Naw oats /sec ,	 (4.31)
0
^	 I
i`	 where Pav is the average transmitter signal power in watts and No is the
single -sided noise spectral density in wattsAz.
Ot
In terms of Tsb/MoI the signal energy-to -noise ratio per information
fi 
7	 bit, C and be expressed as
-b 1092 Mb
	
C =
	
r>
	
NN^0
	 T
-	_ b	 k*	 (4.32)
No Tint
E	 Thg normalized rate can now be defined as
	
r*.. =
	
= In
	 s	 (4,33)
E,	 ^e o
and the normalized length can be defined as
n* = TC'=In 2 N •
	
(4.34)
Cx_
By bounding (4.18) and using the normalized units the error probability
f"
PW(e) < exp [-n*e(r*) 1 , (4.35)
is bounded by
88
where
(1/2 - r*) , 0 < r* 1/4
e(r*)
	 (4.36)
(1 -F*) 2 , 1/4<r* _l
The probability of error approaches zero exponentially with increasing
n* for all normalized rates in the range 0 < r* < 1, sin,--e e(r* ) is posi-
tive over that range. The quantity, e(r*), determines the exponential
beha•zior of the error probability and is called the error exponent. t
The probability of word and bit errors for orthogonal and bi-orthogonal
codes has been tabulated for a wide range of values of k and Ts b/No. In
Fig. 4.1 the probability of word error as a function of Fb/No is shown
for k = 2 through k = 8 for bi-orthogonal codes. The performance of
bi-orthogonal codes is slightly better than that of orthogonal codes,
but the difference is very small. For both types of codes PB(e) = Pw(e) /2.
C. Complexity of Implementation
It was indicated previously that correlation detection will be used.
In this section a digital implementation scheme is presented, and its
complexity is examined. During.the-j'th bit period, 1-<j S n, the trans-
mitted signal is :k s o (t - L T) depending upon whether the transmitted
bit is a one or a zero. In performing the correlation of the received
C
waveform, r(t), with the i'th message, s i(t), the form of the result is
k=2
-3
2	 4	 6	 8
	 0
Energy-to-Noise Ratios Eb/No
 ;1dB)
Fig. 4.1, Performance of Bi-orthogonal Codes.
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1	 T
	 f
1 r(t)si(t)dt =
	
r(t)	 f so(t -^ T)dt
ii	 0	 0	 j=1
1
T/n
= tr	 r(t)s'(t)dt+---
,JJ	 o
0
T
t( r(t)so(t -nn
n	
l T)dt	 -(4.37)
^'	 nl T
n
This process is simplified by multiplying r(t) by E s(t - ,I:— T) and
j=1 o
integrating over each subinterval of duration T/n. The integrator
output is converted to digital form at the end of each subinterval.
Since the signs are determined by the code for s i(t), the output of the
analog-to-digital conversion for the j'th subinterval is either added
to or subtracted from the i'th accumulator depending upon whether the
j'th symbol of the code word x(1) is "1" or "0". Finally, at the end of
the n'th subinterval the numbers in the M accumulators are compared, and
the largest is selected as the most probable transmitted code word. A
block diagram of this decoding scheme' is shown in Fig. 4.2.
The approach described above requires quite a bit of hardware. By
using a serial approach, equipment complexity can be reduced considerably
at the cost of a longer decoding delay. This consists of storing the n
quantized outputs of the integrator for the n subintervals of each code
word. The additions and subtractions are then done for each word serially,
and the comparison is made with the previous maximum correlation value.
A block diagram of this implementation is shown in Fig. 4 .3. While
correlations are performed on one received word, another word it being
its pL.
L,
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received. Thus, a buffer with a two word capacity is needed. Also,
two accumulators are needed, one to store the latest correlation value
and one to store the previous maximum correlation. The number of stages
in these registers is k plus the number of bits in the quantized output
of the integrator.
It is shown in Wozencraft and Jacobs that if the signal-to-noise
ratio is small enough so that binary signaling is efficient, then two-
^-	 level quantization of the integrator output results in a performance
degradation of about 2 dB while three-level quantization results in a
degradation of about .1 dB. 32 This indicates that - the quantization does
not have to be very fine to obtain a-negligible performance degradation.
It will be assumed that the integrator output has been quantized to six
bits ( 64 levels). This will result in negligible performance degradation.
The following estimates of decoding delay are derived with the
assumption that decoding begins after the outputs of the integrator are
1_	 stored in the buffer. To decode an orthogonal code, n = 2 k additions
for each code word are required, and there are M = 2 k code words. Also,
a comparison must be made for each code word. Assuming that an addition
I
	
and a comparison require approximately she same length of time to com-
plete, decoding requires a total of
NC = 4k + 2	 (4.38)
computations.
-In estimating the equipment complexity, the buffer contains two regis-
ters each consisting of six parallel registers of 2 k stages for a total
of 12 . 2k
 binary storage elements. The code word generator contains k
stages and must be fed by , a counter with k stages. Also two accumulators
with k +6 stages and - a data register of k stages are needed., Thus, the
^c
94
number of binary storage elements required in the decoder is approximately
NSD = 3 • 2k+2 +5k+12  .	 (4.39)
L
The number of binary storage elements required in the encoder is
	
``
	
NSE = k	 (4.40)
	
1M	 For a bi-orthogonal code the decoder complexity is reduced somewhat.
	
j	 Since n = 2k-l e only 2k-1 additions per correlation need to be madev and
since only one correlation for both a code word and its complement need
	
`	 to be madev a total of M/2 = 2k-1 correlations must be made. Thus, a
total of 4
k-1 
additions are needed. Since M/2 = 2
k-1 
comparisons are
Calso needed ' decoding requires approximately
	
r,	
ND = 4
k-1 
+ 2k 1	 (4.41)
computations. Also, since n = 2k-l e the total number of binary storage
C
elements required in the buffer is 12 • 2k-1 . The rest of the decoder
will have approximately the .,same complexity as the decoder for an ortho-
gonal code. Thus, the total number of binary storage elements required
is approximately	 i
^IINSD - 3 • 2k+1 +5k+12 	 (4.42)
	 II'
The number of binary storage elements required in the encoder is
	
NSE = k -1	 (4.43)
The number of computations required to
e
	 	 decode orthogonal and bi-
orthogonal codes is shown in Fig. 4.4 as a function of the number of
information bits per code word. The number of computations required
in decoding a bi-orthogonal code is approximately one-fourth that re-
a	 quired in decoding an orthogonal code with the same number of information
sp
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Fig. 4 .4.	 Number of Computations Required in Decoding
Orthogonal and Bi-orthogonal Codes.
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t
	
	
bits per code word. In Fig. 4.5 the number of computations per decoded
information bit is shown as a function of the number of information bits
per code word for orthogonal and bi-orthogonal codes. The number of
binary storage elements required in the two decoders is shown in Fig.
is
4.6 as a function of the number of information bits per code word. In
this case the number of storage elements required in decoding a bi-
orthogonal is approximately one-half the number required in decoding
i an orthogonal code with the same number of information bits per code
word. In all three figures the measurer of complexity increase expo#
nentially with k. From Fig. 4.1 it is seen that for large k only a small 1
i
[	 increase in performance is obtained by increasing k by one. Since
a
increasing k by one more than doubles decoder complexityg a practical
upper limit on k or nine is obtained. For example, using a bi-orthogonal
icode with k = 9 requires that the decoder logic have a speed advantage
if
of approximately 7 9 000 over the received data rate,
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CHAPTER V
i^
THRESHOLD DECODING
f
t
Threshold decoding is a technique introduced by Massey by which
`
l'
decoding is accomplished by a majority count of the parity check bits
associated with a given information bit, ,	This method is easily
i
implemented, but it can be applied only to codes with special properties.
In this chapter the threshold decoding procedure will be described.
Also, the performance of some block codes which can be threshold decoded
will be presented, and their complexity of implementation wilV 'be evalu-
ated.
k`
h A.	 The Threshold Decoding Procedure
All of the definitions and theorems in this section are due to
_
Massey,
	
Two decoding procedures are presented. Majority decoding
t is an easily implemented procedure, but a -posteriori-probability decoding
^E is a somewhat more complicated decoding scheme which utilizes channel
statistics.
.' Ma grit _ da .oc din¢.	 Code words are represented by n-tuples of the
form ( f 19 f29 ..., fn), where each f i is an element of GF(q). 	 It is
assumed that the code is in systematic form, Lie.,
rr
l k
fj =	 cji,it ,j=k+l,k+2,...qn	 ,	 (5.1)
where fl , f2 , •••, fk are information symbolal fk+l , '" t fn are parity
check symbols, and the cji are elements of OF(q) determined by the
It
parity check matrix of the code.	 Since the channel adds 	 a noise vector
sJ
(5.7)
r	
_
l^
loo
i .	 (el, e29 ..., en) to the transmitted vector (f l , f29 •••, fn), the
received vector ( rl , r2 , •••, r n ) is determined by
r  = f i +e is i=1 9 2 9 9. .,n	 (5.2)
Defining the parity checks,
k_
S j
	
	
cjiri- rjg 3 = kfl,k+2t ... 9n ,	 (5.3)
i=1
and using (5.1) and (5.2),
^.`	 k
.^	
Si
	 E c jie i - e 3 , J=k+ltk+2,...j n s (5.4)
i=1
	tt	
which is a set of n-k linear equations in the n unknowns ei.^	 How
ever, the set of composite parity checks,
n
Ai =	 bijSj ,	 (5.5)
= k+l
1
are more convenient for decoding purposes. From (5.4) and (5.5),
n	 k
	
t	 Ai 	 Z b i,I Z c jheh - e 3 ^ .	 (5.6)j=k+1	 h=1
This equation may also be written as
n
'	 t	 Ai =	
aijejrrs
t	 j=1
ti
where
n
bihahj' j= 11299..lk
^.	 h o k+l
aij
3	 bi j ,	 j 4 k+l,k+2,...,n
t-
101
CThe majority decoding procedure is a technique of determining the
r	 noise digits, e j , j = 1 1 2 1 —, n. If the noise digit, e j , is included
11	 in the equation for the parity check, A i , it is said that e  is checked
t	
by Ai
Definition 5.1. A set of J cola;posite parity checks is called
C
4	 orthogonal. on em if em is checked by each member of the set,
fbut no other noise digit is checked by more than one member
of the. set. Thus, all J equations art y: affected by em , but no
other noise digit affects more than onf+ equation.
Theorem 5.1. If JJ/2) or fewer of thee ]	that are
r	
checked by a set of J parity checks JA i J orthogonal on em
are nonzero (i.e., there are LJ/21 or fewer errors in the
(t	 corresponding received symbols), then em is given correctly
as that value of GF(q) which is assumed by the greatest
fraction of the 1A i ^. (If no value is assumed by a strict
plurality of the {Ai ) , and 0 is one of the several values
with most occurrences, the value em 0 is used.)
The key to the proof of Theorem 5.1 is recognition that if [J/2J or
fewer errors occur, then at most t,412J of the J parity checks are
affected, and therefore at least rJ/21 of the parity checks give the
correct value of em. The technique described in this theorem is called
majority decoding.
For the binary case Theorem 5.1 reduces to the following theorem.
Theorem 5.2. Given a set {Ai } of J parity checks ortho-
gonal on em, then the majority decoding rule is to choose
f
102
fem = 1 if and only if the sum of the A i (as real numbers)
exceeds the threshold value 	 J/21
Majority decoding is easily implemented once a set of orthogonal 7
parity checks is found.	 However, a eseful set of orthogonal parity
i
checks can be found or.tly for codes with special properties.
1.
A-posteriori-probability decoding.	 Majority decoding is somewhat
`
{
inefficient since it does not utilize the channel statistics. 	 A-
posteriori-probability decoding (APP decoding) is a technique which
utilizes additional channel information.
a
f.
Theorem 5 . 3.	 Given a set	 {Ai	of J parity checks ortho-
gonal on em , and that the noise sequence is additive with
digit-to-digit independence, then the decoding rule based
on	 which determines em with the least average proba-
l
A i}
f.
bility of error is to choose e m to be that value V of GF(q)
for which 7
J
log [P(em = V), ^-++ L log l[P(A i em=V)! f3
i=1 t
i
is a maximum.
It is evident from Theorem 5.3 that the better performance of an
i
APP decoder will be paid for with increased equipment complexity.
	
The
1
performance of an APP decoding scheme is not easily evaluated since it
1.
must be calculated by system simulation.
An APP decoding algorithm suitable for use on t'ae Gaussian channel
has been given by Massey . 35
	If the set	 Ai}	 of J parity checks is
orthogonal on el , then e l = 1 is chosen when
}	
'I
e
n`1 It
1 ,	 8 4 t	 S`:.	 "aW'6e'.wvtc s. +h'dw"
`	 103
I	 J
w. A. > T.	 (5.9)
i
(
1-1
Otherwise, el = 0 is chosen.	 The threshold T is
J
T = 2
	
wi (5.10)i_0
The weights, w i , have a complicated form.	 Corresponding to the set
Ail , a new set of equations	 ( C i	 is defined by
L	
j1
fine
C. =	 )	 d ij ,	 i = 1,2, ••• ,J	 , (5.11)
u
^y
=1
where if e j , j # 1, is included in the parity check A i, then
dij = -In 11 - 2P (e	 = 1) l	 , (5.1.2)j
-	 and
U
1 dij = 0, otherwise (5.13)
( The weights are defined from the	 I C 	 by
w 
	 = 2 In [coth(C i/2)) (5.14)
and
w0 = 2 In 1coth(C0/2),	 , (5.15)
t_
where
CO = -ln 11 - 2P (e l = 1), (5.16)
jj
	
A block diagram of the decoder needed to implement the APP decoding
G
algorithm for the Gaussian channel is shown in Fig. 5.1. 	 The integrate-^.
and-dump filter has two outputs.	 The polarity of the output of the
filter provides an initial estimate of the received digit, and this
S^
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1. binary output is shifted into the data and syndrome registers. 	 The
( level of the output is.used to calculate the probability of this initial
l estimate being in errv ^. 	Alsov when an error is corrected, the syndrome
is modified to remove tLe effect of the error. 	 Three types of feed-
back are used with the dii:
1.	 Soft feedback.	 As bits are corrected the d ij are not
changed but are simply circulated in the register.
2.	 Hard decision feedback.	 After a bit is decoded its
[ error probability is set to zeros hence the corres-
ponding d id is zero.	 This causes some difficulty
near the end of each decoded block because the weights
ii arproach infinity. 	 By assigning a low error probability
to each decoded bit this difficulty can be overcome.
C' 3,	 Full APP feedback.	 After each bit is decoded the
r
^ bit error probability after decoding- is =fed back to
compute its dij.
B.	 Threshold-Decodable Codes,
As mentioned before, only codes with special properties are thres-
hold decodable. Since threshold decoding is so easily implemented,
there is much interest in finding codes which are threshold decodable.
f
In describing the required properties of a threshold decodable codev
the following definition is helpful.
r
CDefinition 5.2. A block (ngk) can be completely ortho-
gonalized if d -1 parity checks orthogonal on'each e,
C j = 1, 2, •••, k, can be formed where'd is the minimum
distance of the code.
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It is easily seen from Theorem 5.1 that if majority decoding is used
with a cod
l
e tha
f
t can be completely orthogonalized and if there are no
more than Ld=J errors, each of the noise digits corresponding to the k
information digits will be correctly evaluated. The k information digits
are determined from (5.2). If the parity check digits are needed, they
can be obtained through the encoding process of (5.1).
Cyclic codes which can be completely orthogonalized have particu-
larly simple threshold decoding circuits. The simple decoding circuits
result from the property that a cyclic code can be completely ortho-
gonalized if and only if d-1 parity checks orthogonal on e l can be formed.
This follows from the basic property of a cyclic code that any cyclic
r
shift of a code word is another code word. .Then the parity checks on e2
1- must be of the same form as the parity checks on e l with all indices
increased cyclically by one.	 Thus, if d-1 parity checks orthogonal on
e1 can be formed, then d-1 parity checks orthogonal on e 2 can be formed.
A similar argument can be made for e 3 ,ek9
"
•• ,ek .	 If it is not evident
at this point how this property will make implementation easier, it will
r
is	 detail.E be evident later when implementation	 discussed in greater
Complete orthogonalization is generally not possible.	 However,. for
some codes it is possible to performs generalized orthogonalization pro-
ceduge called L-step orthogonalization. 	 In tts procedure starting with
the original set of parity checks corresponding to the parity check ma-
trix H, sets of at least d-1 parity checks orthogonal on selected sums
C
of noise bits corresponding to the information bits are formed.	 Assuming
these sums are known (using threshold decoding to estimate each sum)- and
{
^r
treating them as additional parity checks, they can be combined with the
original parity checks to form a set,of parity checks corresponding to a
(2)parity check 'matrix H (1) .	 S imilarlY H 	 be transformed into H.
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Finally, at the L'th step a matrix H (L) is produced from which d-1 parity
checks orthogonal on e l can be obtained. If this can be done for sll
e j , j=1,2,•••,k, the code can be L-step orthogonalized. Thus, complete
orthogonalizationi is equivalent to one-step orthogonalization. Although
a code can be threshold decoded if it can be L-step orthogonalized, this
does not mean the decoder will be simple. For large L the decoder will
be unreasonably complex. For codes which correct few errors but which
cannot be orthogonalized in a small number of steps, an algebraic de-
coding algorithm will be simpler to implement. Only codes will be con-
sidered which can tie orthogonalized in a small number of steps.
Attempts have been made to find classes of codes which can be
easily, threshold decoded. Weldon's difference-set cyclic c 'es are com-
pletely orthogonalized. 36 Rudolph's projective-geometry codes can be
orthogonalized in a small number of steps. 37 The class of codes to
be studied here is Weldon's non-primitive Reed-Muller codes which contains
1:	 both the difference-set codes and the projective -geometry codes as
(
subclasses. 38 The performance of some of the better codes of this
class will be examined, and measures of the implementation complexity
will be given.
Because the complete
is quite lengthy and based
introduced ' the codes will
given. Derivations of all
matment of non-primitive Reed -Muller codes
on projective geometry, which has not been
just be definedp and some of their properties
properties given here may be found in Weldon* 39
II^
l^
^s
Definition 5.3. If the number v is represented in the form
v a b0 bl 21 t ... bm-1 2m-1 	 ( 5.17 )
where b  denored a binary digit,, -teen Ghs tneight of v
is given by „ r
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^
	
	
r
t.
i.	 r
4
A^
C
m-1
W(V) =	 bi ,	 (5.18)
i-0
where real addition is performed in (5.18).
A cyclic code is called non-primitive if every root of the generator
polynomial is a power of a given non-primitive element P of GF(2m).
The length, n, of this type of code is the order of 0 and must divide
2m - 1. Letting
2m-1
r= n
then
2m-1
n	 (5.20)—^
Now the non-primitive Reed-Muller codes can be defined, and some
of their properties can be stated.
Definition 5.4. The cyclic ([2m-l]/r,k) code whose gene-
rator polynomial contains all roots ^4rti such that w(rti) Iv
will be referred to,as the v'th-order non-primitive Reed
Muller eodep
The codes which have
r = 2s - 1	 (5.21)
Eor some integer a have special properties. Only these codes will be
discussed. In this case, since
m
^ n ^ 2Q= 1 ^	 (5.22)
(5.19)
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m/s is an integer which will • be denoted by z + 1. Then
n o 28z + 28{z-1) + ... + 2s + 1	 (5.23)
r	 The basic properties of the non -primitive Reed -,tuber codes are summarized
l	 in the following theorem.
Theorem 5 .4. The v'th order non-primitive Reed-Muller
codes for which r = 2s have the following parameters:
2m-1
n=--^
2® -1
number of integers; less than 2m - 1
k	 which are divisible by 2 8 - 1 whose
weight exceeds yr
and
d > 2sh+ 2' (h-1) + ... + 28 +'2
where h = v/s. The generator polynomial of such a code
contains as roots every power of A whose exponent has
1	 weight v or less and is divisible by 2 s -1.
rr
	
These codes may be (z-h)-step orthotionalized where z o e - 1. Some codas
1.
of this class with parameters of interest are shown in Table 5.1.
(	 The codes in Table 5.l with z -h w l can be completely orthogonaliaed.
l`
In this case the decoder is particularly simple as shown in Vlig. 5.2.
,
When a word is received the D -P switch is placed in the D positions and
the k-symbol data sequence is shifted simultaneously into the syndrome
^F
r
and data registers. After the data sequence is i,n.tho registers the
switch to thrown to position p and the (n-k)-symbol parity check sequence
is shifted into the syndrome register forming the syndrome. At this
point since the data register contains the syndroma l decoding can be
started. The output of the majority gate equals the additive inverse
110
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n	 k	 d	 s	 h	 m	 a	 s-h
21	 11	 6	 2	 1	 6	 2	 1
73	 45	 10	 3	 1	 9	 2	 1
^.: 85	 68	 6	 2	 1	 8	 3	 2
85	 24	 22	 2	 2	 8	 3	 1
C' 273	 191	 18	 4	 1	 12	 2	 1
341	 315	 6	 2	 1	 10	 4	 3
341	 195	 22	 2	 2	 10	 4	 2
585	 520	 10	 3	 1	 12	 3	 2
585	 184	 74	 3	 2	 12	 3	 1
1057	 813	 34	 5	 1	 15	 2	 1
1365	 328	 6	 2	 1	 12	 5	 4
^- 1365	 1063	 22	 2	 2	 12	 5	 3
1365	 483	 86	 2	 3	 12	 5	 2
4161	 3431	 66	 6	 1	 is	 2	 1
(? of the noise digit which was ridded to first data digit.	 To correct the
first data symbol, the_, output ofthe majority gate - i®-=simply added to
^ the received symbol.	 As explained previuualy^ due to the cy0'-i 	 'nature
of the code all errors in the received data symbols can be corrected
L^ ,
by repeating this process k times.	 Performance can be improved slightly
j at virtually no cost by adding"the dotted connection and the adder
indicated.	 By doing this the effects of corrected errors are removed
I
l { frcm.the syndrome.	 Addition of this connection will allow correction
f
of many error	 patterns which would not be corrected without the
connection.
E .
C.	 Performance and Complexity of Implementation
u
The complexity of a majority-iogio decoder for codes which are
QOpletaly orthagonalimoble can be estimated in 4 straiShtforward m nhar_.
pf
Table 5.1. Non-Primitive Reed -Muller Codes.
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Two syndrome registers and two data registers are used for buffering
(	
purposes, While one is being used.to decode a particular word, the
other will be receiving the next incoming words Only one majority gate
l
it needed * Each syndrome register has ( n-k) shift -register stages
while each data register has k stages * Thusq the decoder requires a
ll	 tonal of
NSD 
n 2n	 (5*24)
binary storage elements * The decoder also requires one majority gate
with
M, n d-1
	
(5*28),
inputs The inputs to the majority gate; are either directly From one
syndrome register or from modulo -2 adders whose inputs are from the syndrome
registers The number of computations requiied to execute the decoding
procedure iq
D
L
This is extremely advantageous because data raters q'E the same order of
magnitude as the decoder clock cycle can be used. ^Thus f high data
rates arr--passible * Since the codes are cyclic either of the encoders
of Fige * e,7 and 2 *9 can be used * The encoder contains a total of
rk^k<h-k^
IgSE n . n-k,k a n 	 (9. g7)
binary storage olementes 'These four !%Masures of implementation complexity
l!
have been evaluated for the codes of Table 9,l which can be caipleta;y
Lorthogonalised and r,.ra tabulated in Tabla Me
I 
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Table 5.2. Measures of Implementation Complexity
for the Codes of Table 5.1 Which Can be
Completely Orthogonalized.
	
n	 k	 NSA	 i	 NC	 NSS
	
21	 11	 42	 5	 11	 10
I	 73	 45	 146	 9	 45	 28
	
85	 24	 170	 21	 24	 24
	
273	 191
	
546	 17	 191	 82
	
585	 184
	 1170	 73	 184	 184
l'	 1057	 813	 2114	 33	 813	 244
	
4161	 3431	 8322	 65	 3431	 730
The codes in Table 5.1 with (z-h) > l can be (z-h)-step orthogona-
limed. In this case the majority gates form a tree with (z-h) levels.
The form of this decoder is shown in Fig. 5.3. In the majority-gate-
tree each of the majority gates has as its input the outputs of (d-1)
majority gates from the level directly above it. Thus, the total number
If	 of majority gates needed is
a-h-1
M a 	 (d - l) J	 (5.28)
j a 0
and each mijari,ty gate has
	
MZ a d %I	 (5.29)
inputs. The operation of this decoder is similar to the one of Fig. 5.1
which was previously described. Two syndrome and data registers will
be ugaZ '1
 Thus, the decoder requires a total of
	
N9a = an	 (5.30J
binary storage elem uta, As before the number of computations required
to execute the decoding procedure is
NC h .	 (5.33)
1 o
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These five measures of implementational complexity for the codes of
Table 5.1 which can be orthogonalized in more than one step are tabu-
lated in Table 5.3.
I
Table 5.3. Measures of Implementation Complexity for the
Codes of Table 5.1 '-hat Are Orthogonalized
in More than One Step.
 p
	n	 k	 z-h	 NSE	 M	 I	 "SD	 NC
	
85	 68	 2	 17	 6	 5	 170	 68
^.	 341
	
315
	
3	 26	 31	 5	 682	 315
	
341	 195
	
2	 46	 22	 21	 682	 195
	
585	 520	 2	 65	 10	 9	 1170	 520
	
1365
	
1328	 4	 37	 156	 5	 2730	 1328
	
1365	 1036	 3	 302	 463	 21	 2730	 1036
	
1365	 483	 2	 483	 86	 85	 2730	 483
In making relative comparisons between majority-logic decoding and
r	 decoding methods that have been introduced previously, the majority-1
	
	
r
login decoder will appear to be more complex than it actually is. Pre-
vious algorithms have been quite comps cated, and hence would require
extensive control circuitry. Implementing the majority-Logic decoding
t	 algorithm requires only' : shifting of shift registers which obviously will
result in very little control circuitry. 	 6"
This complexity , of an APP decoder is much greater than that of a
majority decoder, ,. The data and syndrome registers and the logic ; required
to compute the orthogonal parity checks Ai } are the. same for both
decoders. However, the APP decoder must have an integrate-and-dump
I
filter that has a finely quantized output and a table for relating the
	
quantized output to the { dij j Also, the set dij	 must be stored
`%n a register, and logic for computing the A 	 required. 'Other
elements required are a threshold element with a variable thishold,
i
4	
:au i'.Ga :uiwui8bve-A„ .	 ^O	
1.
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an analog adder, J analog multipliers, and J nonlinear elements which
have an output y	 2 In Icoth (x/2)] in response to an inpu t x, The
complexity of this scheme will not be discussed further because its
performance cannot be evaluated except by simulation.
The performance of the codes of Table 5.1 over the Gaussian channel
when decoded by majority-logic decoding can be calculated from (2,16),
(	 (2.17), (3.50), and (3.51). Only five of the codes of Table 5.1 have
medium rates which make them efficient for use over a binary symmetric
channel created from a white-Gaussian-noise channel. The word error
probability as a function of Eb/No is shown in Fig. 5.4 for these codes.
The small number of useful codes is the main disadvantage of this class
i
of easily implemented codes. It has been observed in simulations th-,t
a l to 2 dB advantage can be gained by using an APP decoding algorithm
rather than a majority decoding algorithm. 40 Of course, this better
performance is paid for with an increase in decoder complexity.
N\
i
Bit Error
Probability with
No Coding
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Fig. 5.4. Performance of Non-Primitive Reed-Muller Codes.
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CHAPTER VI
CONCATENATED CODES
Recently, Forney introduced the concept of concatenation, i.e.,
coding is accomplished in two or more stages. 41 The use of two codes
with moderate block lengths results ir. a code with a very long over-all
block length for which the probability of error on memoryless channels
J	 decreases exponentially with block length. By using two stages of coding,
the decoding operation can be performed by two decoders suitable for
much shorter codes. Although a certain loss in efficiency occurs with
concatenation, coding schemes with very long over-all block lengths
can be de::oded with a decoder of reasonable complexity.
_	 A.	 The Process of Concatenation
If a block code of length N and rate R (nats) is used on a discrete,
memoryless channel with J inputs and J outputs, the encoder will choose
^	 one of eNR messages for each block of data. Since the channel input
alphabet is J, the total number of possible input sequences of length
N is JN .	 The maximum rate is In J, and the rate of a code is therefore
bounded by
R<Rmax = In J 	 (6.1)
If the dimensionless rate r is defined as
 
r = R R,
	
(6.2)
max
i-,
	 the number of code words in the code can be written as
eNR = eNrRmax = JrN	 (6.3)
F'
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For such a scheme the decoder attempts to choose Lhe correct transmitted
message and deliver it to the user. Even though coding has been used
to eliminate errors, some errors will inevitably occur. The encoder-
channel-decoder combination thus could be viewed as a discrete memory-
'	 less channel with eNR inputs and eNR outputs. It is then possible to
design a block code of length n and dimensionless rate r for this discrete
memoryless channel which has eNR inputs.
The process of concatenation is illustrated in Fig. 6.1. In terms
of the original channel, two levels of coding are used which lead to an
nNrR
over-all block length of N 1 = nN with a	 code words. The over-all
rate is then R1 = rR (nats). The two codes are called the inner code
and the outer code. The combination of inner coder-channel-inner
decoder can be renamed a discrete memoryless superchannel. Similarly,
the outer coder-inner coder combination can be alled a supercoder, and
the inner decoder-outer decoder combination can be called a superdecoder.
By using concatenation, the decoding problem is much simplified since
the two decoders are designed to decode codes of much shorter block
length than N1 = nN.
B. Coding Theorem for Concatenation
In this section the coding theorem for concatenation proved by Forney
will be discussed. From this theorem it will be clear that a loss in
lefficiency results from concatenation.
In proving the coding theorem, Forney regarded the superchannel
as a discrete memoryless channel to which the coding theorem for discrete
memoryless channels could be applied to determine the error exponent.
There is a problem, though, because the superchannel is not completely
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specified, since the transition probabilities are not available. He
eluded this problem by determining the error exponents for the worst
and best sunerchannels which then lead to the positive and negative
statements of the coding theorem.
The theorem is proved by using the true error exponent, E(R), of
the inner code, which is defined as follows. If for any N and R the
best inner code is defined to be that code for which the average proba-
bility of rror p is least, then for R fixed the true error exponent
is defined as
E(R) = lim sup -1 n
	
(6.4)
N - 00
where for each N the p is that for the best code. The resulting coding
theorem given below expresses the error exponents of the over-all con-
catenation scheme in terms of the true error exponent of the inner
code.
Coding Theorem. There exists a concatenation scheme with
over-all length N 1 = nN and over-all rate R 1 = rR such that
the probability of error is bounded by
a
PW (e) < exp r-N1 ECL (R1 )j	 (6.5)
C
The exponent ECL (R1 ) is a lower bound to the true error expo-
nent for the over-all concatenation scheme, and it can be
calculated from the true error exponent of the inner code,
E(R) s by
	
ECL (R1 ) = max (1-r) I E(R)+min LEW R; 1	 (6.6)
rR = R 	 `	 fI
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An upper bound to the true error exponent for the concatena-
tion scheme can be calculated by
EC(R1 ) = max (1-r)E(R)
	
(6.7)
rR = R1
In determining the error exponents of (6.6) and (6.7) a maximiza-
tion is indicated. For a given over-all rate R 1 , the maximization is
accomplished by varying the inner code rate R and the outer code rate
r subject to the constraint rR = R 1 . An example will serve to illus-
trate the procedure. First, EC (R1 ) will be constructed. For a fixed
inner code rate R, EC (R1 ) is a linear function of R1 . Then
EC (0)= E(R), r = R 1 = 0
and
EC(R) = 0, r = 1 or R1 = R .
_	 If the straight lines of EC (RI ) are plotted for all values of R, the
exponent is the convex curve which is the upper envelope of the family
of straight lines. In Fig. 6.2., E(R) is plotted for the binary symmetric
channel with p = 0.01 along with the construction of EC (R1 ). The expo-
nent ECL (R1 ) is also a linear function which equals [E(R) + min [E(R),Rj) /2
at R1 = 0 and zero at R1 = R. Obviously, EC (R1 ) = ECL(RI ) for E(R) < R.
The exponents E(R), EC (R1 ), and ECL (R1 ) for the BSC with p = 0.01 are
illustrated in Fig. 6.3.
For the Gaussian channel the true error exponent of the inner
code is given by (4.36) using normalized units. In this case the maxi-
mizations indicated by (6.6) and (6.7) can be performed analytically
by using a Lagrange multiplier resulting in
3
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Symmetric Channel with p = 0.01.
1	 k ' Sr ^ a-	 f	 {'y	 Y	 s^	 F'a^t, T	 far
EC(R)
^(R) 	 E(R) (6.10)
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1/2	 rl ) 2 , 0<rl<1/8
eC (r l )
	
(6.8)
a	 (1 - rll/3)3, 1/8 < r l <1 ,
i	 and
(1/4-r^),	 0_r1 11/8 ,
eCL(rl) = C	 (6.9)
1 /3 3
` (1 - r l	 ) , 1/8<r l <1 .
The exponents of (4.36), (6.8), and (6.9) are plotted in Fig. 6.4.
i	 It is obvious from Figs. 6.3 and 6.4 that the error exponent re-
sulting from concatenation is smaller than that of the original channel.
{
This decrease in the exponents is actually a loss in efficiency where
the efficiency is defined as
The efficiency then is a measure of the increase in over-all length
needed with concatenated codes over that of unconcatenated codes. For
an efficiency of 0.1 the concatenated code must be ten times longer than
the unconcatenated code to achieve the same probability of error. Forney
shows that as R-+ C, r)(R) --> 0. However, he also shows that if R 1 = C(1-0,
the dropoff in efficiency as R-*C is only linearly with e so the effi-
ciency slowly goes to zero. The reduced efficiency of using concatena-
k
	 ted codes requires the use of a longer over-all block length, but even so
the decoding problem is in general much easier since two decoders suit-
I
	 able for decoding much shorter codes can be used.
The coding theorem which has been given is merely an existence
theorem. It states that a coding scheme exists which will attain the
performance of (6.5), but it does not give such a coding scheme. Forney
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showed that the choices of Reed -Solomon codes as outer codes is a good
one since they are maximum codes. In particular, he showed that in
using RS codes as outer codes with errors-only decoding ( the RS decoder
performs error correction only) the error exponent E C (R1V2 is attained.42
C. Decoding Reed -Solomon Codes
The Reed -Solomon codes were defined in Definition 3.2. They are
closely related to the sCH codes. In this section two methods will be
discussed for performing errors -only decoding of RS codes. The first
method is a generalization of Peterson ' s method for decoding BCH code
due to Gorenstein and Zierler . 43 The second method is due to Berlekamp
and uses Algorithm 3.1. 44
Gorenstein and Z.ierler's algorithm. In implementing the Gorenstein
and Zierler algorithm the parity checks are first calculated by the
iterative method of ( 3.26). Since a Bartee and Schneider type arithme-
tic unit is used, calculation of the 2t parity checks requires a total
of
NC1 = 2 (n-1)t + t
= 2tn -t	 (6.11)
computations. In the nonbinary case ( 3.8) becomes
e
S,
	 YkZk,^= 1^2^ ... ^2t
	 (6.12)
k=1
where Y  is the error value at position Zk. The decoder must find a
solution with as small a value of a as possible. The elementary symme-
tric functions as defined by (3.30) are related to the parity checks
by the system of equations
nr
<s
(6.13)
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S1	 S2	 3^	 St	 t	 t+l
S2 	S3
	_	 of-1	
St+2
S. . . . . . . .
	
3• . .	 . . .
al	 S^ t
St.	
.S2t-1
From Appendix A it is seen that the solution of this system requires
a maximum of
_ 4t 3 + 15t 2 - 37t 24mt - 7 2 m 12NC2	 6 (6.14)
computations. After the a 's are four_d the error locators may be de-
termined by using a Chien search which requires a total of
NC3 = n
	
(6.15)
computations.
Once the error locators are found, they are substituted into the
system (6.12) which is now written as
Z1	 Z2 . . .Ze	 Y1	 S1
2	 2	 2Z1	
z2	
.Ze	 Y2
	
S2	
(6.16)
	
.....'....	 1.
Z e	 Ze.	 .Ze1	 2	 eL Ye	 Se
To get the powers of the error locators needed in the coefficient ma-
trix of (6.16) requires at most
NC4 = t(t-1)	 (6.17)
computations. Solution of the system (6.16) requires at most N C2 compu-
tations. Once the error values are found, they may be corrected as the
word is shifted out of the buffer. A total of N C3 = n computations are
required for this step. The total number of computations required in
129
decoding an RS code with the Gorenstein and Zierler algorithm is
NC = NCl + 2N C2 + 2N C3 + NC4	 (6.18)
or
N = 6n+6nt+4t3+18t2-43t+24mt-12m+12 	 (6.19)C	 3'
Again a buffer length of 2n is assumed. Other storage registers
needed are 2t registers for the storage of the parity checks, t(t+l)
registers for the solution of (6.16), (t+l) registers for the Chien
searcher, and t registers for the storage of the error values. Each of
these registers has m stages. An n-stage register is also needed for
storing the received word while calcula''.ng the parity checks. Finally
2 m-stage registers are needed for the arithmetic unit. The total
number of binary storage elements needed is
NSD = 3nm+ 2t 2m+ 6tm+ 2m .	 (6.20)
Berlekamn's algorithm. In decoding an RS code using Berlekamp's
algorithm a procedure similar to that for the binary BCH code is
followed. The remainders and parity checks are calculated, the Key
Equation is solved using Algorithm 3.1, and a Chien search is performed.
At this point the error locations but not the error values are known.
The final step is to solve for the error values and perform the necessary
error correction.
From (3.16), w(X) is defined as
e
W(X) = a{X) + T Z1X]7 (1 - Z .X)	 (6.21)
i = 1	 j#i
If the error locations are known, then w(X) can be evaluated at X= Zil
obtaining
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W(Z 3.- 	 = Yi TT (I-z jz i -1 ) .	 (6.22)
j * i
Thus, the error may be evaluated as
to( z. -1)
1	 T	 (I.- zzz.	 )
jai
Z. (deg 6) w(Z -1
i	 i _1 (6,23)Zj^(Z i -Z j)
j#i
The degree of w(X) is equal to the degree of a(X). If the reciprocal
polynomial w(X) is defined by
w = X(deg co) ,(X -1) 9	 (6.24)
then (6.24) becomes
coCZ.)
Y. = Z 1
-
7(Z. -Z3)
	
06.25)
j$i
An implementation of this error-correcting procedure in conjunction with
the Chien searcher is shown in Fig. 6.5.
The implementation of Algorithm 3,1 for the solution of the Key
Equation is more complicated than the implementation of Algorithm 3.2,
which was explained in Chapter III. For the RS codes GF(2m) is both
the symbol field and the locator field. The remainders r(1)(X),
r (2)	 (2t-1)(X), ••^, r	 (X), are computed with. t m-stage shift registers.
However, these are GF(2 m) shift registers, so each stage consists of m
binary shift-register stages in parallel. The central processor will
be more complicated since eight columns of registers will be needed in-
stead of five as before. The parity checks are computed in the same
manner as described in Chapter III. The contents of the slave registers
- xy,	 t	 11	
^.: ^,_.. ^S
' i^S' "^:. L.	
ti^ „ w tom.. xM1 y
+4,^ c  }^
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Fig. 6.5. Chien Searcher and Error Corrector.
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after the parity checks have been computed are illustrated in Fig. 6.6.
The labeling of the columns of register is also shown. The over-all
design of the central processor is the .ame as illustrated in Fig. 3.4
for the binary BCH decoder,
The following procedure can be used for solving the Key Equal:ion
by Berlekamp's algorithm. The number k is one less than the number
of times at Step 1.
1. The S columns are shifted upward once. If k = 0, set
CT	
_ 1, 
LC O) = 1 ^ m(0) = 1 
7 
^,(0)
 
=0, D(0)=O, B(0)=O,
and continue. If k ^ 0, continue.
2. Each slave computes the product of its second and third
columns and stores the results in the seventh column.
3. The sum of all registers in the seventh column is
placed in the master accumulator. This sum is p1(k)^
4. Both the fourth and s.ixth columns are shifted upward
once. This corresponds to multiplication by X.
5. Place A1(k) in the master multiplier register.
6. Multiply the contents of the fourth column by the
contents of the master multiplier register, add
these results to the third column, and store the
results in the seventh column. The seventh column
now contains 9(k+1)e
7. Multiply the contents of the sixth column by the
contents of the master multiplier register, add
these results to the fifth column, and store the
results in the eighth column. The eighth column now
contains m(k+l).
^.a
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8. If A (k) = 0; if D(k) > k±l ; or if A (k) $ 0, D(k) = k+l
1	 2	 1	 2
and B(k) = 0, go to Step 9. If not, go to Step 10.
9. Set D(k+l) = D(k), B(k+l) = B(k). Already the calcu-
lations 4(k+l) =XT  and ,y(k+l) = XY(k) Have been made
by shifting these columns upward once. Go to Step 11.
10. Set D(k+l) = k+l-D(k), B(k+l) = 1-B(k). The contents
of the third column are multiplied by the contents of
the master multiplier register, and the results are
placed in the fourth column. The contents of the
fifth column are multiplied by the contents of the
master multiplier register, and the results are placed
in the sixth column.
11. The contents of the seventh and eighth columns are
transferred to the third and fifth columns, respec-
tively. If k< 2t, increment k by one and go back
to Step 1. If k= 2t, read out the error locator
polynomial a(2t) W.
{ Following this implementation procedure, step-by-step estimation
i
of the number of computations requi red in the execution of the algorithm
j	 will not be difficult. The parity checks are calculated from the remain-
8
ders in the same manner as they were in Chapter III for the binary BCH
i
°	 codes. It will be assumed that the result of the test of Step 8 directs
the decoder to Step 10, since this is the most lengthy procedure. The
error-correction procedure implemented as in Fig. 6.5 requires n shifts
of a shift fegister in addition to the calculations needed for calcu-
lating the error values. Calculating m(Z i) will require at most (2t-1)
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multiplications.and t additions. 	 Computing the denominator of (6.25)
requires at most (t-1) additions and (t-1) multiplications. 	 Of course,
to complete the calculation of (6.25) the denominator must be inverted
and multiplied by the numerator. 	 This requires 5m+1 computations. 	 At
most t such error values must be computed.	 In Table 6.1 the number of
computations required in the various steps of decoding an RS code with
this algorit;im are listed.
Table 6.1.	 Number of Computations Required in Each Step
of Decoding an RS Code by Berlekamp's Algorithm.
Steps	 Number of Computations
parity checks	 2m(m-1)
i 1	 2t
2	 2mt
3	 2t
4	 2t
5	 2t
6	 2(m+l)t
7	 2(m+l)t
3a.
8	 2t
10	 4mt
11	 2t
Chien search
	
n
error correction
	
n+ 3mt 2 + 2t 2 + 3mt
The total number of computations required in implementing this algo-
rithm is the sum of the entries of the second column.of Table 6:.1.which is
NC = 2n+ 3mt2 + 2t2 + 13mt + 2m2 + 16t - 2m 	 .	 ( 6.26)
For storage a buffer of length 2n is again assumed. Of course,
each stage consists of m binary storage elements, since elements of GF(2m)
are to be stored. The remainders are calculated with feedback shift
registers consisting of at most m2 stages. At most t such registers
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are required. The central processor has (t+l) slaves each containing
8 m-stage registers. The master unit contains an accumulator register
of m stages, a multiplier register of m stages, and two registers for
computing multiplicative inverses consisting of (2m+3) stages. Thus,
the central processor has approximately (8mt +12m +3)binary storage
elements. The Chien searcher requires (t+l) m-stage registers. The
error corrector needs m(t+1) binary storage elements for storing the
locators, m(t+l) storage elements for storing wQ , wl , w21 — 2 wt , three
m-stage accumulators, and an arithmetic unit which can add, multiply,
and compute an inverse in GF (2 m). A total of (2mt + 9m+ 3) storage ele-
ments are required for the error corrector. Thus, the total number of
binary storage elements required in an RS decoder using Berlekamp's
algorithm is
N 9 = 2nm + m2 t + llmt + 23m + 6 .	 (6.27)
D. Performance and Complexity of Implementing Concatenated Codes
Forney suggested two types of inner codes, BCH codes for discrete
channels and bi-orthogonal codes for the Gaussian channel. In this chapter
the only inner coding scheme to be considered is bi-orthogonal coding
for the Gaussian channel..
The number of computations and the number of binary storage elements
required in decoding a bi-orthogonal code are given by (4.41) and (4.42),
respectively. Since the symbol field of the RS code is GF(2m), the bi-
orthogonal code must have m information symbols. The inner decoder must
process all n inner code words before the RS outer decoder can begin
to decode. Thus, the number of computations required in decoding a
. ^	
_	 .., <	 _`-s,},°"ire. BY.^"^, .	 :a^'.	 i:; d`.	 z...:	 ^';.^ui^L. .. ,.	 -.. "•}	 _ _	 ..	 _	 _ ^. h^S	
' ^;.'.,.
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concatenated code using a bi-orthogonal inner code with correlation
decoding and a Reed-Solomon outer code with the Gorenstein-Zierler
algorithm is
m-1m1	 6n+ Ent + 4t 3 + 1t 2 -43t+ 24mt -12m+ 12NC = n2	
(2 + 1) +	 3
 (6.28)
The number of binary storage elements required is
NSD = 3nm + 2t 2 m + 6tm + 7m + 3 0 2m+i +12	 (6.29)
1
The number of computations required in decoding a concatenated code using
a bi-orthogonal inner code with correlation decoding and a Berlekamp de-
coder for the Reed-Solomon outer code is
NC = n2
m-1 (2
m-1 + 1) + 2n + 3mt 2 + 2t 2 + 8mt + 2m2 + 8t - 2m .	 (6.30)
The number of binary storage elements needed is
NSD = 2nm+m2t+llmt+27m+3 . 2m+1 +18 .	 (6.31)
Since the inner code words each contain m information bits, the
a	 inner coder is a shift register with m-1 stages. The outer coder is
implemented either by the circuit of Fig. 2.7 or the circuit of Fig.
2.8, depending upon which is simpler. Each stage of this shift-register
Y
encoder contains m binary storage elements, since the symbols of the
outer code are elements of GF(2m). The total number of binary storage
elements in an encoder for a concatenated code is
Im-l+mk
	
, k<n-k ,
NSE _	 (6.32)
m-l+m(n-k), k>n-k .
The performance of a concatenated coding system can be calculated
in a straightforward manner. If the word error probability of the bi-
orthogonal inner code is denoted by p, this quantity is also the channel
Ml
.	 s	 }+ R . ^, yew x^
_,	 ^ .aka . ..ma .^vn"Y^ -y....t(4S5 " 	-	 ^.	 ^\_.y _.	 _ •_ • _
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error probability for transmission through the superchannel. The values
of p as a function of the energy-to-noise ratio on the Gaussian channel
are given in Golomb. 45 For a concatenated code, the probability of word
i
error as a function of E bINp can be determined from (2.16), (2.17), and
(3.51).
In many applications including space communication the information
to be transmitted is grouped into characters. If each of these charac-
ters is transmitted by a single inner code word the error probability
of interest is the probability of digit error for the outer code. An
upper bound to this probability is derived in Appendix C. For an outer
i
code with an odd minimum distance,
n -t -1
I	 Pt(e) <	 +i)
	
D	 n	 (i
n 
I p i(lyp) ri-i
i=t+1
n
+
	 I
n) pi(1 - p)n i .
	(6.33)i
i = n-t
It is obvious that when errors-only decoding is beir:; used, it is more
efficient to use an outer code with an odd minimum distance. The
probability of digit error as a function of E b/No is shown in Figs. 6.7
through 6.11 for a number of inner and outer code combinations. The
label on each curve is of the form (n,k,m), where n is the length of
the outer code, k is the number of information bits per outer code
word, and m is the number of information bits per inner code word. Each
figure illustrates performance for two coding systems, both of which
have the samr, outer code block length and the same inner code but have
different outer code rates. Of the two curves in each figure, the one
exhibiting the better performance at low error probabilities was chosen
s
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from similar curves as having performance better than or equal to that
of all other concatenated codes with the same inner code and the same
outer code block length. The other curve in each figure is for a code
with a slightly higher outer code rate.
From the standpoint of implementation complexity, outer codes with
high rates are desirable. This is evident from Figs. 6.12 through 6.15.
In these figures the number of computations per decoded information bit
and the number of binary storage elements required for two codes are shown
as a function of error-correction capability, t, for the Gorenstein-
Zierler and Berlekamp outer decoders. A high rate implies a small value
of error correction capability, t. For long outer codes and high values
of t, the Berlekamp decoder is much more easily implemented. For shorter
codes and small values of t the Peterson decoder can be easily imple-
mented by solving the systems of equations (6.13) and (6.16) before the
decoder is designed, thus eliminating the need for a Gauss-Jordan
reduction.
Since the complexity of the inner decoder increases exponentially
with m, the major portion of equipment complexity is due to the inner
decoder for m large. Also, for m large and an outer code with a high
rate, the speed factor for the inner-decoder logic must be much larger
than that for the outer-decoder logic. The exponential increase of
inner-decoder complexity places a practical limit on the over-all block
lengths which can be implemented in concatenating a Reed-Solomon outer
code with a bi-orthogonal inner code.
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(n0 ,k0) in denoting a convolutional code since it indicates the constraint
length of the code. From Fig. 7.1 it is seen that by letting m = 1 the
encoder simply generates an (n 0 ,k0 ) block code.
The connections between the mk0 stages of the shift register and
then0 
modulo-2 adders in Fig. 7.1 are conveniently described by a set
of connection vectors. For example, the set of connections from the
modulo-2 adders to the j'th stage of the register is described by the
vector
gj = (g jl e g j2 e ... , g jn )	 (7.1)0
The component g..J1 = 1 means that the j'th stage of the register is
connected to the i'th adder,whereas g
J i 
= 0 means that it is not con-
nected. The set of connection vectors can be written as a k n m-0 0
component vector
g = (gl,g2, ... ,gmk 	 )
	
(7.2)
0
referred to as the generator of the code. A simple and practical search
procedure for obtaining generators which produce codes with good error-
correcting capability has been given by Lin and Lyne.47
B. Threshold Decoding of Convolutional Codes
Threshold decoding of convolutional codes is similar to threshold
decoding of block codes, i.e., a set of equations orthogonal on a given
error digit is used to determine the value of that error digit. Again
only certain classes of codes can be decoded with threshold decoding.
Codes which can be threshold decoded have been found by Massey 48 and
by Robinson and Bernstein q . Both majority-logic decoding and APP de-
coding can be used. The complexity of these decoders is comparable to
ice'	 ^y In ^1 4d^	 ye.'1=v.	 .3TD	 cv_	 .., r_^ ^.Y _.
1
$j
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that of threshold decoders for block codes.
The performance of threshold-decoded convolutional codes can be
evaluated only by simulation. Such a simulation has been performed by
Neuman and Lumb in which the performance of two convolutional codes over
the Gaussian channel was determined. 50 The constraint lengths of the
codes were ' 24 and 44. Both a majority-logic decoder and a hard-decision
APP decoder were used with each code. The results of this simulation
are shown in Fig. 7.2. At a bit error probability of 10 -4 only about
0. 1' dB gain is achieved by increasing the constraint length from 24 to
44 9 but about 1.4 dB gain is achieved by using hard-decision APP de-
coding rather than majority-logic decoding. Of course, the better per-
formance of an APP decoder is obtained through a large increase in
decoder complexity as discussed previously. The small increase in per-
formance due to increasing the constraint length is obtained rather
cheaply with the addition of some shift register stages and logic. The
maximum gain over no coding at a bit error probability of 10 -4 is 3.0 dB,
which is achieved by the (44,22) code with a hard-decision APP decoder.
C. Sequential Decoding of Convolutional Codes
Sequential decoding is a technique whereby -he performance of a
maximum-likelihood type algorithm can be approached with only a small
average number of computations. Since convolutional codes have no fixed
block structure, the groups of no output bits from an encoder may be
thought of as forming branches on a semi-infinite code tree. A trans-
mitted code word corresponds to a path through the code tree. Sequential
decoding is a tree-search technique for determining the most likely code-
tree-path. This is done by comparing the received sequence with possible
I
x._
Majority Decoding
— — — -- Hard Decision APP Decoding
X\ 	 — — — No Coding
1
1
(44,22)
1
1
1
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transmitted sequences according to a distance measure generally referred
to as a metric. For binary quantization of the matched-filter output,
the Hamming distance is used. For close-grained quantization of the
matched filter output a generalized metric is used. The sequential
decoding algorithm most often used is due to Fano.51
Wozencraft and Reiffen have shown that convolutional tree codes
can be decoded by sequential decoding with an average probability of
error which decreases exponentially with the constraint length of the
code for all rates RN = k o o/n less than the computational limit Rcomp 52
This quantity is less than the channel capacity. For binary antipodal
signaling over a white-Gaussian-noise channel and binary quantization
of the matched-filter output,
Rcomp - 1 - og 2 L1 + 2fp(1 -P) {	 (7.3)
where
(00
2tt
2/
21 Eb/No
For close-grained quantization of the matched-filter output,
RcomP 	``
= 1 - log 2 `1 + exp(-%Eb/No) J'
is obtained. 53 By using close-grained quantization rather than binary
quantization, the same performance can be obtained with 1 to 2 dB less
energy per information bit.
The principal advantage of sequential decoding is that for RN
-	 sufficiently less than R comp ' the average number of computations per
decoded digit is small. In general, sequential decoding requires a
smaller average number of computations per decoded bit than other methods
= s	
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exhibiting comparable performance such as BCH codes. However, sequential
decoding has the disadvantage that the computational demand on the de-
coder is extremely variable. This creates a need for input buffering,
and since the buffer must be of finite capacity, there is a finite
probability of buffer overflow. It has been shown that the probability
of buffer overflow decreases only algebraically with the size of the
buffer. 54 This is a distinct disadvantage because it is desirable to
have a probability of error that is an exponentially decreasing function
of decoder complexity.
Two types of errors occur with sequential decoding. An undetected
error occurs when the sequential decoder decodes incorrectly, but the
buffer does not overflow. The probability of undetected error decreases
exponentially with the code constraint length. The other type of error
occurs when the buffer overflows. In designing a practical decoder,
the constraint length of the code is made long enough so that the proba-
bility of undetected error is negligible compared with the probability
of buffer overflow. The reason for this is that decreases in the proba-
bility of undetected error can be obtained rather cheaply compared with
the cost of obtaining similar decreases in the probability of buffer
overflow.
A sequential decoder is very complex. The design of the decoder
must be preceded by extensive simulation on a digital computer. This
must be done to determine the code constraint length, the decoder speed
advantage, and the decoder buffer size which are required in order to
achieve the desired probability of error. The buffer requirement is
generally 1000 to 10,000 tree branches. Also, the decoder must have a
replica of the encoder for generating the code tree and all the arithmetic
156
and control circuitry necessary for implementing the complex Fano
algorithm.
Several simulations have been performed to evaluate the probability
of error of various sequential decoders. The results of a simulation
done by Wadden, Jones, and Bussgang are shown in Fig. 7.3. 55 The cons-
traint lengths of the codes were 72 and 108, and both codes had a rate
equal to one-third. The simulation was done for the binary symmetric
channel, but the results were converted to the Gaussian channel by
assuming that each received digit was coherently detected by a matched
filter with a two-level output. Two runs were made for each code to
evaluate the performance of the decoder when tuned to different values
of the BSC transition probability p. However, this is net an entirely
accurate measure o': the performance of the decoder because the c.."coder
was not allowed to overflow.
Much better performance with sequential decoding can be obtained1
V_	 by using fine quantization of the matched-filter output. A simulation
of a sequential decoder utilizing 3-bit quantization (8 levels) of the
matched-filter output has been performed by Lumb. 56 The results of this
simulation of a (50,25) code are shown in Fig. 7.4. As predicted, this
leads to much better performance than two-level quantization. A simu-
lation was also done for the same code concatenated with a (7,6) parity
check code. In this case the Fano algorithm was used to force the
parity check bit to be correct. The encoder was resynchronized every
224 bits, and frame synchronization words were also included. The effect
of a finite-length buffer was simulated by placing a constraint of 12,000
on the number of node trials in any one frame.
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By comparing Figs. 7.2, 7.3, and 7.4, the better performance of
sequential decoding is evident particularly if close-grained quantiti-
i
zation of the matched-filter output is used. The (44 9 22) code and the
(50 7 25) code have comparable constraint lengths, but at a-bit error proba-
bility of 10 -4
 with sequential decoding, 2.0 dB less energy per infor-
mation bit is needed than with hard-decision APP decoding. Of course,
this better performance is paid for with a large increase in decoder
complexity.
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d CHAPTER VIII
FEEDBACK METHODS
All methods previously considered have utilized error-correcting
codes over forward transmission channels. Many times a feedback link
is available, and it seems reasonable that this link could be used to
improve communication over the forward channel. Thus, Shannon's result
that the channel capacity of a memoryless noisy channel is not increased
by noiseless feedback is somewhat surprising. 57 However, the feedback
channel can be used to decrease the complexity of encoding and decoding
over the forward channel for a specified performance.
This chapter is primarily a survey of feedback methods to introduce
to the reader the advantages to be gained when a feedback channel is
available. Also, a modification of concatenated coding which allows
the use of a feedback channel will be analyzed. The complexity of the
schemes which are discussed will not be evaluated in detail, as has
been done in previous chapters, since the cost of the feedback channel
is highly dependent upon the particular application. The discussions
will be limited to schemes utilizing a noiseless feedback channel.
A. Feedback Schemes with a Single Level of Coding
In this section four schemes which utilize a noiseless feedback
channel will be discussed. These include a simple detection-retransmission
scheme, a scheme analyzed by Viterbi 58
 called sequential decision feed-
back, a scheme analyzed by Wyner59
 which is a modification of the
Schalkwijk-Kailath60
 scheme, and a scheme analyzed by Kramer 61.
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Detection-retransmission. One of the simplest feedback schemes to
implement would be to use an (n,k) cyclic code for error cetection and
to request a retransmission whenever an error is detected. Transmission
over a binary-symmetric forward channel with a noiseless, delayless,
feedback channel will be assumed. If P(m,n) denotes the probability
of m errors occurring in an n-bit block,
P(m,n) = ( 
n I 
pm(1 - p)n-m	 (8.1)
for the BSC. The weight distribution, W(m), of a code is the number of
code words of weight m. If all error patterns of a given weight occur
with equal probability as is the case on the BSC, the probability of
erroneous decoding is
n
P = 7 W (m) P(m,n) ,	 (8.2)
e	
m = d ImI
where d is the minimum distance of the code. It has been observed by
Peterson 62 that the weight distribution of many random-error-correcting
codes, such as the BCH codes, is approximated by
n)
W(m) = I n k	 (8.3)
and thus P
e 
is approximated by
n
Pe
 = n-k T P(m,n)	 (8.4)
2	 m=d
The probability of correct decoding is
P c = P(On)
	 (8.5)
s'^ 	 4"f^@RS^C^ w -'4f Ito	 as	 ^^x'y	 ^^_v
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The probability of detecting an error, Pd , is therefore
Pd = 1 -P c -Pe	(8.6)
This system has a probability of word error equal to
9
PW (e) = (1 - P d )P e + (1 _P d )P d P e  + (1 -P d )P d Pe +
00
(1 -Pd)Pe Z Pli
i=0
= P	 (8.7)
e
The average number of transmissions per decoded word for this system is
T = (1 -Pd ) + 2Pd (1 -P d) + 3P d2 (1 -Pd ) +
00
(1 -P )
Pd 
d 7 nPdn
n=1
1
1 -Pd	
C8.8)
If the BSC is constructed from a white-Gaussian-noise channel by using
antipodal signaling with matched-filter detection, the transition
probability, p, as a function of E
s o
 IN , the ratio of the received signal
energy per symbol to the noise spectral density, is given by (3.50).
The received energy per information symbol for this system is
Eb = !I T Es	(8.9)
With (3.50) and (8.1) through (8.9) curves of PW (e) vs. EbIN0 can be
determined for the detection-retransmission system with a noiseless
feedback link.
A comparatively small amount of equipment is required to implement
a simple detection-retransmission scheme. The encoder is implemented i
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with either k or n-k stages of shift register. The decoder will con-
sist of a syndrome register of n-k stages and two data registers of
k stages each. Since the number of transmissions per code word is
variable, a buffer will be needed at the encoder. The size of the
buffer will be determined by the code and p.
For values of n and p large enough the average number of trans-
missions per decoded word, T, becomes excessive so that the system is
not efficient. This situation can be remedied by performing some error
correction. The decoder examines the received word and determines
if it lies within distance t< d/2 of a code word. If it does, the
decoder performs the necessary error correction. If the received word
does not lie within distance t of a code word, the decoder requests a
retransmission. The number of errors, t, which are corrected can be
any integer in the range O< t< d/2, and for a given code and p the
value of t which results in the best performance must be determined
s
by trial-and-error. For this system the probability of correct decoding
is
t
	P c = T, P(m,n)
	
(8.10)
mLL= 0
The probability of erroneous decoding is approximated by
t
I1 I n
P	 i = 0)	 P(m,n)	 ,	 (8.11)e
2	 LLT
m = d-t
and the probability of detecting an error is again given h'y (8.6). 63
For this system (8.7) and (8,8) still hold if the values of P c
 and Pe
given in (8.10) and (S.11) are used. Again by using the appropriate
OVr _r." rar('r.^-rte t.
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equations, curves of PW (e) vs. Eb/No can be determined.
A decoder for this system need not be complex. If BCH codes are
used, and t is small, the Peterson algorithm may be solved before the
decoder is built making the Gauss-Jordan matrix reduction unnecessary.
A buffer will also be needed, the size of which is determined by the
code, t, and p.
The two systems analyzed above utilize a noiseless, delayless,
feedback link. When there is propagation delay a loss in efficiency
of communication occurs which is not too serious. However,a feedback
error will cause a loss of synchronization which is indeed serious.
If the feedback channel is noisy, the feedback data must be protected
by coding or by some type of retransmission logic so that a loss of
synchronization does not occar.
Sequential decision feedback . Viterbi has analyzed a postdecision
feedback strategy called sequential decision feedback. 4 The feedback
channel is used only to inform the transmitter that a decision has been
made. The set of code words are M orthogonal signals s i (t), i = 0 9 17
..., M-1. Correlation detection is used. Letting the received wave-
form be denoted by r(t), the correlatio: detector computes the M
(	
quantities
t
t	
Zi(t) 
1	
r(u)s i(u)du, i = 0,1, •• •, M-1
	
(8.12)
r'	 0
The M statistics are compared with a threshold level L. As soon as
Z J t) >L for some J, the receiver decides that the transmitted signal
f
was s.(t), and it signals the transmitter to terminate transmission.
!	
J
Of course, the threshold level L is determined by the specified probability
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of error. By applying the units of normalized length and rate for the
Gaussian channel the error probability for sequential decision feedback
becomes
	
PW(e) = exp (-n* L e1 (r*) + e1(ri7z)1 
J	
,	 ( 8.13)
where s1 (n*) -> 0 as n* -> w and where
2( `i_2	 -r* , 0<r-' <111r_2
el (r*) _	 (8.14)
2
Using (8.13) and (8.14),PW(e) can be determined as a function of
Eb/No for any value of k, the number of information bits per code word.
Fig. 8.1 shows PW (e) vs. Eb/No for integer values of k in the range
2< k <8. Comparing the curves of Fig. 8.1 with similar curves in Fig.
4.1, which show PW(e) vs. Eb/No for bi-orthogonal codes, at a PW(e)=10 -5
for k = 8 the system with feedback requires 1.4 dB less energy per infor-
mation bit, '1' ,e advantage to be gained by using feedback decreases as
k decreases until at k = 2 the system with feedback requires 1.0 dB less
energy per information bit. Thus, the use of sequential decision feed-
l	 back offers significantly better performance than the use of bi-orthogonal
coding.
With sequential decision feedback the complexity of the decoder
grows exponentially with the number of information bits per code word
since correlation detection is used. However, the channel capacity
requirements of the feedback channel are small because only decision
i	 information is fed back. There is a buffering problem at the trans-
mitter since the transmission time per code word is variable. The effect
of propagation delay is a decrease in actual information rate.
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Feedback errors will cause serious synchronization errors which must
be combated by coding the feedback information or by some other means.
Wyner.'s modification_ of the Schalkwijk-Kailath feedback scheme. A
predecision feedback strategy has been described by Schalkwijk and Kai-
lath. 
65 
With this scheme the number of feedback iterations is fixed
at a number, say (N-1), to give a specified probability of error. The
forward channel is then used N times per message. After the j'th use
of the forward channel, the receiver obtains an estimate of the trans-
mitted message, which typically becomes better as j increases. An
advantage of this scheme is that the signals are formed by amplitude
modulating a single basic waveform. The signaling scheme is constructed
so that as the receiver estimate becomes better, the energy required
in the next transmission is decreased, and the expected transmitter power
per iteration decreases as j increases. The probability of error for
this scheme has a double exponential behavior, i.e.,
I-expPW(e) = exp 	 T [ 2(C-R) + s2(T)I 
1 ,
	 ( 8.15)
where 62 (T) -+ 0 as T - 00. Thus, the error probability has -very good
behavior, but there is a disadvantage since the number of uses of the
forward channel per message grows exponentially with T causing very
large peak-to-average power ratios to be obtained.
Wyner66
 considers a more realistic system which is identical to
that of Schalkwijk and Kailath except that a peak energy constraint is
imposed. For this scheme the average power (a random variable) is denoted
d
by P, and the corresponding energy is denoted by E = PT. The expecta-
tions of these quantities are P and E, Wyner's modification consists
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of terminating transmission whenever the scheme requires energy
E > aE(a >1) and declaring an error. In this case he showed that
i
PW (e) = exp ! -n-` [e2(a) + s, (n") ` ,	 (8.16)
where e 3 (n*) - 0 as n^ -* w and
e 2 (a) = (a-1)2 : 0<r*<1	 08.17)
This exponent is a positive constant for all rates in the range O< r'< 1
and thus is positive at r* = 1, an unusual property.
As shown in (8.17) any value of the exponent, e 2 (a), can be obtained
by choosing the appropriate value of a. For large values of a this
system has much better performance than sequential decision feedback.
The signals used in this scheme are easy to generate:: and to demodulate,
since they are constructed from a single basic waveform which is ampli-
tude modulated. The influence of propagation delay becomes negligible
1
	 for large N. Use of the Schalkwijk-Kailath sch^ne also involves several
disadvantages. Keeping a non-zero rate as T is increased involves
letting N grow exponentially with I. so that a very large number of feed-
back iterations is generally required. Even though this scheme operates
under an average power constraint and a peak-energy-per-code-word con-
straint, the ratio of instantaneous power during any given feedback
iteration to average power gets very large as N gets large. Finally,
t
I
	
	
if there is feedback noise, either a vanishing probability of error can
be obtained with a signaling rate approaching zero, or for a specified
non-zero rate there is a minimum achievable probability of error dif-
ferent from zero.
Krame,r's feedback scheme. Kramer 67 has analyzed a predecision
feedback scheme whistb is a modification of Schalkwijk's 68 i=nter-of-
aX	 "N' rt
169
gravity feedback scheme. With Kramer's scheme the number of feedback
iterations is a fixed number, say (N-1). After each use of the forward
che:nnel, the receiver informs the transmitter via the feedback channel
which message has the largest a posteriori probability. The transmitter
then subtracts the signal corresponding to the correct message and trans-
mits the result. At the receiver the signal which was subtracted is
added in again. By doing this the probability of error is not affected,
but the average energy the transmitter uses can be decreased. Ortho-
gonal signals with correlation detection are. used in this scheme. If
(	 it is required to send one of M messages every T seconds, the signals
are required to be orthogonal over the time interval ti = T/N. For this
system if the peak power, P 
Pk, 
is defined as the largest average power
over a subinterval ti,
P
P-> 2N as ti-*c
av
(3.18)
The error probability for large T is
PW(e) = exp [-n* [e 3 (r*) + s4 (n*)	 ,	 (8.19)
where s4(n*) i 0 as n. Go and
N/2 - r* , 0 < r* <min(1,N/4)
e3 (r*) =	 (8.20)
N-^ r ) 2 , min(1,N/4)<r*<l
This scheme has several advantages. It has an error exponent which,
for a fixed rate, increases with increasing values of N. For large values
of N this system has much better performance than sequential decision
feedback. The number of feedback iterations per code word can be fixed
independent of the desired error probability, and the ratio of the
r -	 L-?'^	 T	 J	 R'^s^Y .Cs%'3	 Kam''	 _	 ^*	 m
i{
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transmitter peak power to average power can be fixed and still have
arbitrarily small error probability for non-zero information rates.
If the feedback channel is noisy but the average power is above a
fixed (finite) rate, the error probability has the same asymptotic
behavior as for noiseless feedback. Also, if there is propagation delay,
modifications can be made so that performance is not altered much.
The disadvantages of this scheme are that for large N the ratio
of peak power to average power is large, and since orthogonal signaling
with correlation detection is used, the complexity of the receiver
grows exponentially with the number of information bits per code word.
I
B. Concatenation Schemes for the Gaussian Channel
q
	
	 A block diagram of a concatenated coding system with noiseless,
delayless, feedback is shown in Fig. 8.2. This system differs from the
one proposed by Forney shown in Fig. 6.1 by the addition of the feed-
back channel associated with the inner code. Schemes utilizing outer-
code feedback will not be investigated because extensive buffering
4
would be required in any such scheme. In this section concatenation
schemes will be analyzed which utilize inner-code feedback. The inner
Y	 coding schemes to be used are those analyzed in the previous section:
sequential decision feedback, Wyner's modification of the Schalkwijk-
Kailath feedback scheme, and Kramer's feedback scheme. The concatena-
tion error exponents for these schemes are calculated in Appendix D
and presented in (D.8), (D.12), (D.14) 9 (D.18) 2 (D.20 9 (D.23) 7 (D.24)9
(D.29), and (D.30).
Three sets of error exponents have been obtained which when sub-
stituted into the Coding Theorem of Chapter VI merely shows the existence
ux	 r<	 7
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of an outer coding scheme which achieves the predicted performance.
Forney shows that by using a Reed-Solomon outer code with errors-only
decoding an error exponent equal to one-half the upper-bound concatena-
tion exponent can be achieved. The Reed-Solomon decoder is readily
implemented especially if the error-correction capability of the code
is small, implying a high rate. Thus, if a Reed-Solomon outer code
implemented with an errors-only decoder is concatenated with sequential
decision feedback, Wyner's modification of the Schalkwijk-Kailath feed-
back scheme, and Kramer's feedback scheme, the error exponents eC1(r1) /2,
eC2 (r1 )/2, and eC3 (r1 )/2 can be achieved, respectively.
With sequential decision feedback used as the inner code, only one
set of error exponents is obtained, and this set is shown in Fig. 8.3.
Three members of the family of error exponents obtained when Wyner's
modification of the Schalkwijk-Kailath feedback scheme is used as the
inner code are plotted in Fig. 8.4. The upper-bound exponents are indi-
cated by solid lines, and the lower-bound exponents are indicated by
dotted lines, except for a = 2 where they coincide. From the form of
the exponents and the fact that "a" may assume any value greater than
one, it is obvious that for any over-all rate in the range 0 <r 1  < 1,
any finite positive value for the error exponent can be obtained. Two
members of the family of error exponents obtained when Kramer's scheme
is used as the inner code are plotted in Fig. 8.5. Since N is equal to
{	 the number of transmissions per code word, it may take on integer values
only. Thus, not all values of the error exponents can be obtained as
with Wyner's modification of the Schalkwijk-Kailath feedback scheme,
but an exponent as large as desired can be obtained by taking N sufficiently
large.
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Fig. 8.3. Concatenation Error Exponents for
Sequential Decision Feedback.
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Concatenation introduces a degradation of the error exponent which
i
	 can be measured by the efficiency of concatenation defined by (6.10).
1	
For one of the schemes, Wyner's modification of the Schalkwijk-Kailath
feedback scheme, the efficiency is given by the very simple expression
-n(r l ) = 1 - rl	 9	 (8.21)
which is obtained from (8.17), (D.14), and (6.10). This efficiency and
the efficiencies of concatenation for sequential decision feedback and
for the Gaussian channel with no feedback are shown in Fig. 8.6. There
is not much difference between the efficiency of sequential decision
feedback and that for the Gaussian channel. However, the efficiency of
a
Wyner's modification of the Schalkwijk-Kailath feedback scheme is con-
siderably larger than either of the other two. The efficiency for
Kramer's feedback scheme coincides with that for the white-Gaussian-
noise channel for N = 1 and increases with N. For large N the efficiency
of Kramer's feedback scheme is
(N/2 - 1) (1 - rl)
-q(rl) =
	 N12 - r 
z 1 - rl e (8.22)
which is the efficiency of Wyner's modification of the Schalkwijk-
Kailath feedback scheme.
The concatenation error exponents obtained with the feedback schemes
can be readily compared with the concatenation error exponent for the
Gaussian channel with no feedback by forming the functions,
e Cr )
ACI(rl)
	 el(rl) 	 (8.23)C 1
Wyner's Modification
of the Schalkwijk-
Kailath Feedback Scheme
1.0
Sequential Decision
— — — — — — - Feedback
Gaussian Channel
with no Feedback
.,	
1
0.5
	 \^
cJ	 \
U	 \
C,
\\
CO
0.5
	 1.0
Rate, r 
Fig. 8.6. Efficiency of Concatenation for Wyner's Modification
of the Schalkwijk-Kailath Feedback Scheme, Sequential
Decision Feedback, and the Gaussian Channel with No
Feedback.
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AC2 (rl ) 
= ee2(
r1 	 (8.24)
C 1
and
e (r )
AC3 (rl	 e (r)	 3l)	 (8.25)C 1
The function ACl (r1 ) is shown in Fig. 8.7. It has a value greater than
4.0 for all rates in the range 0.36 < rl < 1, which is a large improvement
over using no feedback. This improvement is gained at virtually no
loss in efficiency of concatenation. The functions AC2 (rl ) 
and AC3(r1)
are shown in Figs. 8.8 and 8.9 for several values of a and N. The fact
that these functions approach infinity as r  approaches one is somewhat
surprising. This happens because the error exponents eC2 (r1 ) 
and eC3(rl)
approach zero linearly as r  approaches one, while the error exponent
eC (r1 ) approaches zero somewhat faster. Thus, for high rates Wyner's
modification of the Schalkwijk-Kailath feedback scheme and Kramer's feed-
back scheme can both offer an extremely large improvement in error ex-
ponent over that obtained when no feedback is used. Along with this
improvement in error exponent an increase in the efficiency of conca-
tenation is also obtained.
By using the error exponents eCl (r1 )/2, eC2 (r1 )/2, and eC3(r1)/2
i{	for calculating the probability of error for these concatenation schemes,
{	 PW(e) vs.	 E  / No curves can be obtained.	 These curves for several
# combinations of inner and outer code parameters are shown in Figs. 8.10,
8.11, and 8.12 for sequential decision feedback, Wyner's modification
of the Schalwijk-Kailath feedback scheme (a = 4), and Kramer's feedback
scheme (N = 4), respectively. The label for each curve is of the form
(n,k,m), where n is the block length of the outer code, k is the number
^fer	 a	 ^-- .. _.
x
i
t
l
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Fig. 8.7. A Comparison of the Upper-Bound Concatenation Exponent
for Sequential Decision Feedback e (r ) to that for
the Gaussian ChanneL with No Feedbaci, 1 (r l ), where
AC1 (r1 ) = eCl(r1)/eC(r1).
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Fig. 8.10. Performance of Several Concatenation Schemes Utilizing
Sequential Decision Feedback as the Inner Code.
182
,`^'	 xM1L'	 r-	 t	 F	 ,	 r-4zVr,tµ^cK,e"""`A,
10
10
103
V
V3
F+
T
H
;a	 10
CIOAO4
w
4044
P4
i
2
9
14
183
Wyner's Modification of the
Schalkwijk-Kailath Scheme
with a=4
-------- Shannon Limit
1
b
1053
(31,29,5)
10 6 	I	 (63,5716)
1(127911917)
I
(15,1194)
16-1
-2	 0	 2	 4	 6	 8
Energy-to-Noise Ratio, E bIN0 (dB)
Fig. 8.11. Performance of Several Concatenation Schemes Utilizing
Wyner's Modification of the Schalkwijk-Kailach Scheme
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of information bits per outer code word, and m is the number of infor-
mation bits per inner code word. It should be noted that the two
predecision feedback schemes, Wyner's modification of the Schalkwijk-
Kailath scheme and Kramer's scheme, have considerably better performance
than the postdecision feedback scheme, sequential decision feedback.
The most important observation to make in examining Figs. 8.10, 8.11,
and 8.12 is that by using concatenation with inner-code feedback,
communication at values of E bINc very near Shannon's limit (EbAN0 =1.6
dB) with a low probability of error is possible. The performance curves
shown here are far better than any which have previously been reported
in the literature.
Of course, before selecting a scheme for a practical application,
the advantages and disadvantages of various schemes should be considered.
For two of the feedback schemes presented the decoder complexity increases
exponentially with the number of information bits per inner code word,
and for the other scheme N increases exponentially with T. However,
the complexity of the outer decoder increases only as a small power of
the outer code length, n. Thus, in a given situation several tradeoffs
will arise between the inner and outer code parameters of the various
schemes. Many factors will influence the final choice of inner and
outer code parameters including the nature and quality of the feedback
channel, the maximum tolerable decoding delay, the limitations on peak-
to-average power ratios, etc. Although only the Gaussian channel case
has been analyzed, the concept of a concatenation scheme with inner-code
feedback should be useful with other channels including channels with
and without memory.
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CHAPTER IX
BLOCK CODING FOR CHANNELS WITH MEMORY
On many channels errors tend to occur in bursts and hence are not
independent. Such a channel is said to have memory. Typical channels
which suffer from burst errors are telephone links, high-frequency
channels, ionospheric-scatter channels, and tropos pheric-scatter channels.
j	 Burst-error behavior is caused by such phenomena as fading, multipath,
3
impulse noise, and pulse dropout. The nature of the causes of these
errors is such that increasing signal power is not an economical way
to reduce the error rate. However, with a moderate decrease in data
rate, error control can be used to obtain very low error rates.
A burst-error channel may be thought of as having two states of
operation, one which is very good and one which is very bad. A channel
based upon this idea has been proposed by Gilbert 69 , and a generaliza-
J
a
	 tion of this channel has bee-a suggested by Elliott 70 . It has been
1
shown that this channel is a good model for certain burst-noise binary
channels. In this chapter the performance of several block coding
schemes on this channel will be evaluated.,and compared. The implemen-
t
tation complexity of these schemes will also be discussed. The schemes
to be considered include detection-retransmission schemes, burst-error-
x
1_	 correcting codes, concatenation schemes, and interleaving schemes.
A. Generalized Gilbert Channel
Gilbert's model of a burst-noise binary channel uses a two-state
Markov chain. The generalized Gilber 'L channel model illustrated in
Fig. 9.1 is used to generate noise digits denoted by z i . The channel
pill 1-01
t 	 ^ 	^ )	
..	
4	
..
	
13	 ^	 r JJ'C,v..
:
 / "'I -	
I
:/
1?	
1	 1
OW
yCy
^r
	 187
188
has two states called G (for good) and B'(for bad). In G the noise digit
is z  = 0 with probability k and z  = 1 with probability (1-0. In B
the noise digit is z  = 0 with probability h and is z  = 1 with proba-
bilit^' ,r ( 1-0. Naturally, for the good state to be significantly better
than the bad state, the relationship (1-0,.<< (1-h)'must hold. The
only diffeL-ence between the generalized model and the original model
introduced by Gilbert is that Gilbert did not allow errors to occur in
G. It is indicated in Fig. 9.1 that the transition probabilities between
states are P = P(G-+ B) and p = P(B +G). Of course Qr? 1 P and q = 1-p_,
are the probabilities of remaining in G and B. respectively,
A burst of length m in a sequence of`length n means that all non-
zero bits in the sequence of n bits are contained in a sequence of
length m bits having first and last bits nonzero,
	
z = (OK1...lUJ),	 (9.1)
	
i-	 where 0L
 represents a sequence of L consecutive zeros, K = 0,1, 9 --, n-m,
and J = n4m-K. In evaluating the rzrformance of block rides on this
channel, t!he probability, P b(m,n), of a burst of length m in a sequence
of length n will be useful. Th,a probability is determined in Appendix
CE for the generalized Gilbert channel.
Experimental noise statistics for an actual channel may be matched
1.
to al .Gilbert channel model by using-the conditonalprobab.ilty, u(K),
	
d	 of a run of K or more zeros following a one, i.e.,
UM) = P (OK I 1
	
##
	 )-	 (9.2)
The technique of matching experimental noise statistics to Gilbert
Cchannel parameters is discussed in Gilbert 71 and Will not be covered
	
t
here.	 r,
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In order to effectively use coding on a burst
-error channel, one
must have considerable knowledge of the error behavior of the channel.
For; example, if a code capable of correcting all burets of length c or
less is used on a channel which has a significant percentage of its
bursts of length greater than c, then very little improvement can be
obtained by using this code. In many cases a -feedback channel will be
necessary, particularly on channels which commonly have very long error
bursts. The probabilities, Pb(m,n), 0 c m _n, will be helpful in selecting
good codes.
B. Detection-Retransmission 9chemzs
Cyclic codes are well suited for error detection because they can
be designed for a wide range 'of rates and error detection capabilities.
The burst -error-detecting performance of cyclic codes is readily evalu-
ated by ::means of a theorem due to Brown and Peterson which will be
-= stated==without- proof--.72
Theorem 9.1. Bvery (n,k) cyclic eode can detect any
burst'of length (n-k) or less, and the fraction of
bursts of length m > n-k that are undetected is 2-6-k-1)
°	 if m = n-k+l and 2-(n-k) if m> n-k+ls_,
If d(m,n,,k) is defined as the fraction of bursts of length m which are
,;undetected by an (n,k) cyclic code, then
0	 , O<m_n-k'^
.c(m,ngk) =	 2 -(n-k-I ), m=n-k+1 ,	 \^^^;^ (903)
-
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the first system to be considered utilizes a cyclic (n,k) code
for error detection in communication over the Gilbert channel.
	 If
all bursts of the same length are assumed equally likely, the probability
L: of erroneous decoding is
n
l^
Pe =	 .c(m,n,k)Pb (m,n) '	 (9.4)
M=O
I
where 4m,n 9k) is given by (90) and Pb(m,n) is given by M38) and
M39).	 The probability of correct decoding is
Pc
 = Pb (O,n) ,	 (915)
and the probability of detecting an error P d
 is therefore
f
Pd
 = l -Pc -Pe	(9.6-i
CIfthis system is modified to utilize a noiseless, delaylesa, feed-
back channel, the situation is more complicated than that analyzed in
Chapter VIII because the 	 has	 The	 =-channel	 memory.	 system under cousidera
tion uses a cyclic (n ,k) code . for error detection and requests a retrans-
mission via the feedback channel when errors are detected.
	 When a code
word is transmitted the probability of an undetected error and the
probability of coriect decoding are given by (9.4) and (9 . 5), respectively.
The probability of a retransmission is simply the probability of detecting
an error which is given by (9.6).	 If a retransmission is required, the
noise digits from the channel will be dependent upon the state of the
cannel at the beginning of the retransmission. 	 The worst case is for
the channel to be in B and since there were errors in the previous code,
this is very,-' ikely.	 The probability of error will be upper bounded by
assuming that the channel, is in B at the beginning of all retransmissions.
I(	
T^	
I
^r
/j	 e
IIl /^,,f
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The probability ul (K) = P (OK I B) satisfies the recurrence relation
(E.18) with initial values -
u1 (0)	 1 (997)
and	 r:
k ui(1) a gh* pk
	. (968)
Defining vl (K) o P(OKl l B), vl (K) can be determined from u1 (K) and
u1 (01) with the aid of (E.23).	 The probability distribution, Pbl(m,n),
of the burst lengths given that the channel is originally in B is then
nrm
Pbi (m,n)
 _	 .vl(K)	
p 19
	
u(n-m-k) (909)
K=0
C 1for m= 1	 2	 ..•,	 ,	 , n, and
Pb1 (O ,n) =6I (n) (9110)
ift Thus, the-probability - off undetected error for -a==retransmiss=ion is - bounded=
by
n
Pet =	 A(m,n,k)Pbl(m ,n) , (913:1)
me0
and the probability of detecting an error on a retransmission is
c
lr	 Pd1 = 1 -Pbl(O,n) 
-Pea
	
r (9.12)
The	 wordover-all probability of	 error for the system is bounded by
f PW(e) 5 (3-P )P +Pd ( '-Pd )P' +P P	 (1-P	 )P	 +...d	 e 	 i	 ei	 d d1	 dl	 el
m
(3-P )P. +P P
	 (1-P	 )	 P	 id	 e	 del	 dl	 dl
11L=O
(1-Pd)Pa + PaPel (9.13)
cu
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The probability, Pe, given by (9.4) is a lower bound to P.W. Compu-
tation of ( 9.4) and ( 9.13) for a number of codes and channel parameters
indicates that the bounds are close. In most cases ( 9.4) and (9.13)
Cdiffered by about an order by magnitude.
The average number of retransmissions per decoded word for this
system is bounded by
C
^. r
T _ (1-Pd) + 2Pd(1 -Pdl ) + 3PIdl (1 Pdl ) + ...
P (1P) Go
fl (1-pd) + 2d^ . 	 Pdli
Pdl	 1 a 2
= 1+1-p
dl
A lower bound to T is simply
T>U.;0 	 (9115)d
Since-,retransmissions axle reucLired, the actual information rate will be
less than the rate of the (n,k) code. A measure of over-all efficiency
of communication is the "throughput" which is the ratio of the number
of information bits delivered to the total number of bits transmitted.
Then the throughput of a detection-retransmission system utilizing an
(n,k) code is
	T'PUT ° Tn
	
(9.16)
it
Upper and lower bounds to the throughput may be obtained by applying
(9.14) and (9.15) to (9.16)..
Estimation of the complexity of implementing this detection-
retransmission system is straightforward. The enecAer could be Imple-
mented with either a k-stage or an (n-k)-stage shift register. Since
(9.14)
I/ -'%.
iI
i
t
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generally high-rate codes are chosen, the (n-k)-stage encoder would be
used. The decoder is implemented with an (n-k)-stage syndrome register
and two data registers each consisting of k stages. A total of 2n
	
^r	 binary storage elements would therefore be needed. Also, a buffer will
be needed at the encoder since data is received by the encoder at a
1
constant rate, and sometimes retransmissions will be needed. The size
of this buffer is dependent upon the code and the channel. If the
channel frequently has very long bursts, a large buffer will be required.
C. Burst-Error-Correcting Codes
In the preceding chapters error -correcting coding schemes have been
discussed which were constructed primarily for correcting random error
	
C^	 patterns, Rewever, :oodes can also be constructed for the correction of
errors which occur in burets. A few good burst-error correcting codes
have been found analytically, but the most useful codes have been generated
by computer aeaceh tecRniques This is in "contrast with - the °analyt-foal
development of the best random-error-correcting codes.
The capability oflinear codes for burst-error•- correction is
	
t	 stated in the following theorem.73
Theorem 9.2, In order to correct all burst errors of
"	 length c or less, a linear code must have at least 2c
parity check symbols, Lees,
C A-k< 
2	 (9.17)
The most useful buret-error
-correcting codes are cyclic because they
tare so easily implemented. One of the most well -known classes of
analytically-constructed burst-error-correcting codes is the class of
194
Fire codes. 74
Theorem 9.3.	 A Fire code is generated by the poly-
nomial
g(x) = P(X)(x2c-1 + 1 ) (9.18)
where p (X) is primitive, has degree m:--c., and has length
n = LCM [ 2m-1, 2c -1]
	0 (9119)
This code is capable of correcting any single burst
of length a or less.
Let a	 definedbe	 by
a	 n-k-2c (9.20)
From Theorem 9.1^,
a > 0 (9.21)
The best burst-error -co+r-recting codes have a	 0 97-and -a large value-of--
a implies an inefficient code. 	 For the well -known Fire codes
n-k = m-2c-I (9.22)
and hence
a = M-1 (9,23)
where mte.	 Thus, the Fire codes are inefficient, particularly for
large values of burst -correction capability c-,	 This is also true for
most analytically-constructed burst -error-correct:ing codes.
The best burst -error-correcting codes haveybeen found by trial-
and-error search procedures.
	 A number of good codes have been given
75	 76by Elspas
	 and Kasami	 In these cases generator polynomials were
to zero and thus omit them. Although the encoding and parity
-creek
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I	 ,.
`	 found which generated good burst -error -correcting codes.
Implementation of a burst-error-correcting cyclic code is straight-
forward. For encoding, an (n-k)
-stage feedback shift register will
generally be used, since high-rate codes are desirable. A block diagram
of a decoder for a burst -error -correcting cyclic code is sown in Fig.
9.2. The syndrome is calculated by shifting the received vector, R(X),
into a device identical to the encoder. At the same time the received`
{	
vector is stored in the buffer. The logic unit tests the contents of
i	 the shift register for a correctable error pattern. If the code is
L	 capable of correcting all bursts of length c or less, a correctable
error pattern is recognized when the leftmost n-k-c stages of the register
t	 are all zero. As long as no correctable error pattern is recognized,
L
the register is shifted with no input, and syvbq'i:,'are read s ivsltaneously
out of the buffer. When a correctable patter', 1 efc; nized by the
C"
logic unit, the gate is opened. Symbols com, , g out of the shift register
J'	 are then added to the symbols coming out of -the buffer. - The rest of
(	 the message is then read out of the buffer. If the syndrome is non-
1
zero, and if no correctable error pattern occurs by the time the entire
received vector is read outlof the buffer, an uncort-ectable error has
((	 been detected. This decoder is very simple and requires very little
Ccontrol circuitry. After the transmitted vector is received, the only
operations that are required are n shifts of a shift register. At
most 2n binary storage elements are required.
In some cases because. bursts occur too often or for other reasons,
it is desirable to shorten a burst -error-corni^cting cyclic code. A code
may be shortened by setting some of the higher-order information symbols
1l
l
^1I
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`	 y calculations are not affected by the leading zeros, the decoding pro-
cedure is affected.	 Suppose it is desired to use a code with natural
length n but with r of the information symbols omitted.
	 In decoding,
t
i
1
r shifts corresponding to the omitted information symbols would be
required before the actual received vector could be shifted out of the
buffer.	 This procedure could be simplified by an automatic premulti-
plication by Xr
 modulo g(X).	 For the full-length code the parity-check
calculation is the residue of Xn-kR(X) modulo g(X).	 Thus, for the shortened
n-k+r
code the parity check calculation is the residue of X	 R(X) modulo
g(X).	 Letting n(X) be the remainder after dividing X a-k+rby g(X),
-"
n(X) = Xn k-rmod g(X)
	
(9.24)
The parity check calculation for the shortened code can be implemented
with a circuit of the form illustrated in Fig. 2.6 for multiplying R(X)
by n(X) and dividig by g(X). 	 The error correction is performed in the
_ same manner as that for a full-length code. 	 The circuit for decoding a
shortened cyclic code is similar to that of Fig. 9.2 with the (h-10--stage
encoder replaced by a circuit for multiplying R(X) by n(X) and dividing
by g(X).
The performance of these codes on the Gilbert channel is readily
r calculated using the distribution of bu=st lengths derived in Appendix
E.
	
If an (n,k) code is capable of correcting all bursts of length c
or less, then the probability of word error after decoding is
PW(e) _	 Pb(m,n)	 ,	 (9.25)
M= c+l
where Pb(m,n) is given by (5.38) and (5.3.9).	 When using these codes,
the throughput is simply
T'PUT = n
	
(9.2'6)
I''
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D. Concatenated Codes
(	 On channels where very long bursts frequently occur a code with
(	 a very long block length must be used in order to obtain a significant
improvement in the probability of error. The technique of concatenation
was introduced in Chapter VI as a means of implementing codes with very
long over -all block lengths with reasonable complexity. This technique
rshows much promise for burst- 'error correction.
Since a burst will generally cause many errors in,, `each inner code
word in which it occurs, the inner code will be used only for error
detection. Cyclic codes such as BCH codes are well suited for error
^.t	 detection and will be used as inner codes,,, The error -detecting properties
r
of these codes are given in Theorem 9.1. Reed -Solomon codes will be used
C
as outer codes. The inner decoder will be a replica of the inner coder
for calculating the syndrome. If errors are detected, that symbol will
be considered an erasure. If no errors are detected, the symbol is
assumed correct. Thus, the outer decoder must be capable of correcting
erasures as well as errors.
With certain modifications eithfr Berlekamp's of Peterson's method
could be used in correcting erasures and errors. The complexity of such
a decoder- has been analyzed in the same manner as were the BCH and RS
decoders of Chapters III and VI. The inner-code parameters are
(N,K) = (N,m)t where GF(2m) is the locator field for the outer code,
and the outer-code par6'eiters are (n,k). An RS decoder employing the
Berlekamp algorithm for decoding erasures and errors requires a number
of computations equal to
NC = 2n t 3d2m+ 2d2 + 4dm+ 2mt + 2m2
 + lld+ 6t - 9m.	 (9.27)
where the minimum distance of the 'outer code is d = n-k+1. The total
c	 ,i
I
C
l`
^k
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k
number of binary storage -elements required in., such a decoder is
Since only error detection is performed by the inner decoder, all. that
is required is a syndrome register with
	
NSD2 - N - m	 (9.29)
binary storage elements.
A useful upper bound to the probability of error of this system on
a Gilbert channel using the distribution of burst lengths of Appendix E
has not yet been found. However, this probability can be determined
by simulation. Some simulation results will be presented later. The
throughput of this scheme is
T,"	
" Nn
	
(9.30)
The performance of this concatenation scheme can be improved con-
N	 = 2nm + m2t + 3md + 9mt + 18m + 6 .SDl
	
(9'28)
-_ siderably -if a= feedback- -channel. is=available.	 Since the - use of outer-_
code feedback	 would require a very large 'vaffer, only systems utilizing
inner -code feedback	 be cc ,sidered.	 The inner	 be	 iswill	 code to	 used
the simple detection -retransmission scheme described in Part B of this
chapter.	 Since a retransmission is requested every time the inner
decoder detects an error, the outer decoder performs error correction
only.	 The complexity - of the inner decoder is disc""Sed in Part B of -this
chapter, and the complexity of •the outer."decoder is discussed in Chapter VI.
Bounds on the performance: of concatenation with inner -code feed
back may be calculated from the results of Part B of this chapter.
A cyclic inner code is assumed.
	 The effect of channel memory is re-
moved by assuming the channel is in B prior to the transmission of each
r
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inner code word, If an (nit kl ) Reed-Solomon outer code capable of
correcting t errors is implemented with an errors-only decoder, the
probability of word error is upper bounded by
Z
nl
PW(e)	
n,-i	 (9.31)
( 'il ) pel i [ 1 -pel
i = t+l
where 
el is given by (9.11). The probability of word error may be lowerP 
bounded by replacing P 
el in this equation with Pe of (9.4). 'Upper and
lower bounds to the throughput may be obtained by multiplying the upper
and lower bounds to the throughput of Part B of this chapter by k/nl.
E. Interleaved BCH Codes
If a relatively short random-error-correcting BCH code is used on
a burst-error channel, there would be no significant improvement in per-
formance since when a burst occurs the number of errors would exceed
the capability of the code. However, if interleaving is used, random-
error-correcting codes can offer an improvement in performance. By defi-
nition, with an amount of interleaving, I. the successive bits in each
code word are separated in the channel bit stream by I-1 bits from 1-1
other code words. By using a large amount of interleaving, the errors
which occur with each code word become randomized, i.e., the effects of
L	 channel memory are less pronounced. With the proper choice of BCH code
and amount of interleaving, 1, much improvement in performance on burst-
error channels can be obtained. If an (n,) k)g t-error-correcting, BCH code
is used With an amount of interleaving 1, the interleaved code has an
over-all constraint length of n1 and is
 capable of correcting all bursts
of lenth up to t! in addition to many other error patterns.
Encoders and decoders for binary BCH codes have been discussed in
Chapter 111. The only other implementation problem is that of interleaving.
Ls
E
i^
-.
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Studies have shown that interleaving is relatively easy to implement
and that the decoder complexity is strongly dependent upon the com-
plexity of the BCH decoder. 77	 It requires considerable storage to
implement interleaving, but very little control circuitry is required.
For this reason, the shortest code is generally =•.elected that can (with
a reasonable amount of interleaving)-' give the desired performance.
_
No method has yet been found for analytically computing the per-
formance of interleaved codes on the Gilbert channel.
	
However, if
an (n,k) t-error -correcting BCH code is interleaved by an amount
large enough to effectively randomize the errors, the probability of
^.' word error can be approximated by
mg' n
PW(e) z	 ( 1) p1(1-P)f1 i	 (9.32)
w R
i - t+l
where p is average bit error rate of the channel.
	 This approximation
E represents an infinite amount of interleaving, i.e, all effects - of
channel memory have been removed.
	 The closeness of this approximation
,.
can be determined for a given channel, code, and a-mount of interleaving
t. only by extensive study.
F. Comparisons
For detection-retransmission, burst-error correction, and concatena-
tion with inner-code feedback,,, estimates of performance on the Gilbert
channel can be obtained by using the distribution of burst lengths de-
rived in Appendix T. In this section the performance of these schemes
on the Gilbert channel will be compared. Cohn and others have made
extensive studies of performance of interleaved BCH codes and concatenation
;61
with inner -code error detection using raw error data from a fading,
Table 9.1.	 An Upper Bound on the Perfr^ctance and a Lower Bound on
ff the Throughput of Several Cyclic Codes Used in a Detection-
Retransmission Scheme for the Gilbert Channel Specified by
p = 10-6 9 p = .005 2
 h = .70, and k = 1.
C n k T'PUT PW(e)
C12
7 4
6
.571
.497
2.71 x 10 5
4.61 x 106
14 8 .568 5.27 x 10-6
15	 - 11 .731 -2.29 x 10-5
15 7 .463 1025 x 10 6
15 5 .330 2059 x 10-7
31 26 .835 1.31 'x 10-5
31 21 .669 4.00 x 10-7
31 16 0509 1.20 x 10-8
63 51 0797 1.13 x 10
63 45 .703 1070 x 1079
63 39 .610 2.54 x 10-11
(( 127 113 .873 3.50 x 10-8
127 106 1819 2.61 x 1010
i
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Ihigh-frequency channel, 78 The results of these simulations will also
be discussed in this section. The Gilbert channel to be considered is
specified by the parameters P= 10" 9 p= .005 9 h= .70 9
 and k= 1. From
l	
(E.13) the probability of bit error on this channel for uncoded trans-
(	 mission is PB(a) = 6.0 x 10 -4 . An upper bound on the performance of a
detection-retransmission scheme for this channel is given by (9.13).
In Table 9.1 an upper bound on the performance and a lower bound on the
throughput of several cyclic codes, used in a detection-retransmission
scheme are shown. Most of these codes are BCH codes.
S.
The improvement in error probability obtained by the use of these schemes
is from one to seven orders of magnitude.
The performance and throughput of several burst-error-correcting
codes on the Gilbert channel are shown in Table 9.2.
r	 ^^
203
r
^l
V
Table 9 „ 2. Performance and Throughput of Several
Burst-Error-Correcting Codes on the Gilbert Channel
Specified by P = 10'6 0 p = .005 1, h = .70, and k = 1.
	
n	 k	 c	 T' PUT	 P*,(e)
	
15	 5	 5	 .333	 1," x 10-
	
21	 12	 4	 .571	 2800 x 10
	
21	 9	 6	 9428	 1994 x 10-4
	
21	 5	 8	 .238	 1.86 x 10-
	
21	 3	 9	 4143	 1.82 x 10-4
	
27	 17	 5	 .630	 2.06 x 10
	
31	 20	 5	 .645	 2.10 x 10-4
	
38	 24	 7	 .632	 2.13 x `i0-4
	
43	 28	 5	 .651	 2.21 x 10-4
	
46	 24	 10	 ,522	 2.14 x 10-4
	
50	 30	 10	 .600	 2.18 x 10
	
55	 35	 9	 .636	 2.24 x 10 -
	
63	 43	 9	 .683	 2.32 x 10-
	
75	 55	 5	 .734	 2.52 x 10-4
	
92	 48	 20	 .522	 2.35 x 10-
The codes in this table have been given by Slspas 79 and Kasamiso
Although an improvement in performance is obtained with each
code, the improvement is leas than an order of magnitude,
An upper bound on the performance and'a lower bound on the
throughput for.:.several concatenation schemes with inner-code-
feedback are given in Table 9.3.
Table 9 . 3. An Upper Bound on the Performance and a
Lower Bound on the Throughput of Several Concatenation
Schemes with Inner-Code Feedback for the Gilbert
Channel Specified by P = 10 '6 9 p = .005, h = . 70, and
k = 1,
n k N K T'PUT Pw(e)
31 25 15 5 .268 2.14 x 10°10
31 23 15 5 .245 2097 x 10"13
31 21 15 5 .224 3.04 x 10'16
63 51 12 6 ,403 1085 x 10-11C 127 117 15 7 .427 3.73 x 10-12
C51
85 71
37
14
14
8
8
.474
.412
2.10 x 10-12
2.10 x 10712
51 33 14 8 .368 1.07 x 1016
511 491 14 9 .615 1.75 x 1015
73 53 14 9 .465 1.75 x 1015
11	 The improvement in error probability obtained by the use of these schemes
is from six to twelve orders of magnitude.
Cohn and others have performed simulations using raw error data
from fading, °`high=frequency channels with interleaved -binary- BCit codes-
and concatenated codes with inner code error d6tections l The error data
Gwas such that bursts thousands of bits long were not uncommon. The
results show that the performance of the two schemes is similar. Im-
provements in performance of several orders of magnitude can be obtained
ri by using over-all constraint lengths of 40 2000 to 60,000 bits. TheC;
long constraint lengths are required-since for these schemes no feedback
^j	 channel is used. It is essential that any burst -error coding scheme
p^	 which does not utilize a feedback channel have a constraint length
sufficiently long to span the duration of the longest expected error
Cburst.
The failure of the burst -error-correcting codes of Table 9.2 to
.,
C
i
11,
^d
r
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1.	 provide much improvement in performance is due to the relatively short
f
	
block lengths used. A large percentage of the bursts were longer than
the error -correction capability of the codes. Calculations of error
r^
	
probability have shown that for values of p near 0 . 5 these codes do pro-
vide significant improvements in performance since the bursts which are
generated are relatively short. It is not practical to attempt to find
C
	
very long, efficient burst
-error-correcting codes through trial -and-error
techniques. Such codes can be generated by using short, efficient,
burst-error-correcting codes with an amount of interleaving necessary
to achieve the desired length.
The detection-retransmission schemes and the concatenation schemes
with inner -code feedback both offer significant improvements in per-
formance. The improvement in performance due to the use of concatenation
over that of the simple detection-retransmission scheme is not as much
as one might expect considering the increase in system complexity which
is required. This and the fact that the channel was assumed in State
C
ii	 B.at the beginning of each inner code word in order to obtain the upper
4
bound on performance shown in Table 9 .3 suggests that the actual performance
of the concatenation scheme is closer to the lower bound. It is possible
that further study could verify this conjecture.
A number of coding schemes for correction of burst errors have been
1.
suggested in this chapter. Essentially they can be classified into
two categories, schemes which utilize a feedback channel and schemes
which do not utilize a feedback channel. The basic strategy of the feed-
back schemes his to use the) channel when it is in State G to avoid use
of the	 when it is in State`B. In this Ease much improvement in
performance	 • be obtained with little coding effort. If no feedback
,,.
I
r
206
channel is available there are two problems.	 First, the channel must
be used when it is in State B. and second, the code must have a block
l length sufficiently long to span the duration of the longest expected
(
t
error burst.
	 Thus, in a practical application where no feedback channel
is available, codes with very long block lengths, say 50,000 bits, may
1. be required.
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CHAPTER X
CONCLUSIONS
t
In this work extensive analyses of performance and implementa*1-^
complexity of most of the major coding schemes have been performed.
In addition, a new coding scheme, concatenation with inner-code feedback,
has been proposed, and its performance has been analyzed. The major
i	
portion of this work has been devoted to coding techniques for correction
J	
of independent errors. The Gaussian channel has been used in evaluating
!.'	 the performance of these techniques. A chapter has also been included
in which coding techniques for channels with memory are discussed. In
this case the Gilbert channel model was used in performance evaluations.
Generally, in selecting a suitable coding scheme for the Gaussian
F	 ^'
channel, it is desirable to minimize Eb/No
 for a given word error proba-
r-
bility, PW (e), provided that certain constraints on-encoder and decoder
complexity are satisfied. The results of the preceding chapters can be
applied in a comparison of block coding schemes for the Gaussian channel.
As an example, the complexity of several coding schemes will be evalu-
ated as a function of the EbINo required for P (e) = 10-5 . The schemes
to be considered are BCH codes, bi-orthogonal codes, threshold
-decodable
(	
codes, and concatenated codes. For each of these schemes curves of PW(e)
VS. EbIN0 for several ,codes have been presented in the preceding chapters.
Also, formulas have been given for various measures of implementation
l_
complexity for these codes. Each point on the curves to be presented
is obtained by determining the value of Eb/N0 required by a particular
r	
code to obtain Ve) = 10
-5
 and the measure of complexity for that code.
C
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The points on each curve are connected only for clarity.
j	 For the BCH codes, bi-orthogonal codes, and threshold-decodable
i	 codes, the PW(e) vs. EbINo
 curves are shown in Figs. 3.8, 4.1, and 5.4,
respectively. For the concatenated codes, curves of P W (e) vs. EbINo
are shown in Figs. 6.7-6.11. Each figure contains two curves, one
for a high-rate outer code and the other for a medium-rate outer code..
Several measures of implementation complexity will be considered
here including the number of computations per decoded informationliit
and the number of binary storage elements required in both the encoder
and the decoder. It will generally be observed in comparing the com-
plexity of coding schemes that some schemes will appear more attractive
than others using one measure of complexity and appear less attractive
using other measures of complexity. The specific application will
determine which measure of complexity should be the deciding factor.
It will be assumed that a Berlekamp decoder is used in decoding
_Ir
BCH and Reed-Solomon codes. The total number of°computations required
	 - -
in decoding a BCH code word, a bi-orthogonal code word, a threshold-
decodable code word, or a concatenated code word is given by (3.22),
(4.41), (5.26), or (6.30), respectively. The total number of binary
storage elements required by a BCH decoder, a bi-orthogonal decoder,
a threshold decoder, or a concatenated decoder is given by ::3.23), (4.42)9
(5.24),, or (6.31), respectively. The total number of binary storage
elements required by the corresponding encoders is given by (3,55),
(4.43), (5.27), and (6.32).
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The number of computations per decoded information bit as a function
of EbIN0 for the four coding schemes is shown in Fig. 10.1. In this
figure and in the next two figures there are two curves for concatenated
codes, one for a high-rate outer code and the other for a medium-rate
outer code. From Fig. 10..1 it is obvious that for medium values of Eb/No
(6 to 9 dB) the threshold-decodable codes are much easier to implement
f
I	 than the other schemes, using the number of computations per decoded
information bit as the criterion. Over this range of E b/No implementa-
tion of BCH codes requires four to seven times as many computations per
decoded information bit. The bi-orthogonal codes require more computa-
tions per decoded information bit than the BCH codes, and the difference
increases as Eb/No decreases. For values of E b/N0 less than 6 dB the
difference is several orders of magnitude. Concatenated codes are use-
ful over a different range of E b/No (2 to 5 dB). Operation at these
low values of EbIN0 is not readily achieved using the other techniques.
The high-rate concatenated codes are slightly less efficient than the
tt	 medium-rate codes, since they require more computations per decoded in-
1_.
formation bit at a fixed value of Eb/No. There is some. overlap in the
curves in the vicinity of EbINo
 = 5.5 dB. In this region the concatenated
codes appear to be less attractive than the BCH and threshold-decodable
codes, but more attractive than the bi-orthogonal codes.
t'	
The number of binary storage elements required inthe decoder as
t	 a function of Eb^-0 for the four coding schemes is shown in Fig. 10.2.
In this case the pronounced differences between the various coding schemes
!-
	 that were observed in Fig. 10.1 do not exist. Threshold decoding is
`	 attractive for values of E,o/N0
 from 7 to 9 dB. In this range of Eb/No
it would be the most easily implemented scheme since very little control
-	 y.
^i
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circuitry would be required. Throughout the range 5.5-9.0 dB, the bi-
orthogonal decoder requires fewer storage elements than the BCH decoder
by about a factor of two. Again the concatenated codes are attractive
rr	 for values of Eb/N0 from 2 to 5 dB.
l:	 ,
The number of binary storage elements required in the encoder as
a function of Eb/No for the four coding schemes is shown in Fig. 10.3.
u	 This measure of complexity is particularly important in space communi-
cation where there are restrictions on the size of the encoder. For
values of Fb/N0 from 5.5-9.0 dB bi-orthogonal coding is by far the
easiest to implement. Also in this range the BCH codes are easier to
Cimplement than the threshold-decodable codes. Again for low values of
o	
high_/N (2 to 5 dB) the concatenated codes became attractive. The
rate concatenated codes are easier to implement for Eb/No >2.7 dB. At
Eb/No = 5.7 dB the concatenated encoder is only slightly more complex
than the bi-orthogonal encoder and much less complex than either of the
other two schemes;
Sequential decoding of convolutional codes would compare very favorably
Cwith the block coding methods just discussed. Since curves of complexity
vs. Eb/No are not available, this method will be discussed only quali-
tatively. Sequential decoding has a small average number of computations
t'	 per decoded information bit so that it would appear to compare favorably
C	 with BCH codes and threshold-decodable codes in Fig. 10..1, but since the
number of computations is highly variable, a much larger decoder speed
r	 advantage is needed to obtain a. negligible probability of buffer over
flow. Operation of the sequential decoder at values of $b/N0 from 3 to
4 dB is possible if the decoder speed advantage and buffer size are large
enough. Due to the large buffer requirement and complex decoding algorithm,
}
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R
.	 the cost of a sequential decoder is comparable to that of a concatenated
decoder. One of the principal implementation advantages of sequential
decoding is that the convolutional encoder is readily implemented by a
shift register which is typically 20-40 stages long. This could be the
deciding factor in space communication where the encoder complexity is
strictly limited. As shown in Fig. 10.3, the concatenated encoder will
be more complex.
Sven in using concatenated coding to communicate at E b/No = 2.0 dB,
Shannon's limit is still 3 .6 dB away. At this time communication at
values of Sb/No below 2.0 dB with practical systems requires the use
of a feedback channel. Concatenation schemes utilizing a feedback channel
were discussed in Chapter VIII. The curves of PW(e) vs. Sb/N0 for these
schemes were presented in Figs.--8.10 1 8 .11p and 8 .12, Operation very
^r	
near Shannon ' s limit is achieved by these schemes,
The coding schemes which have been discussed are attractive to im-
plement for different ranges ofEb/No . The ranges of `F.b/No which-`these
D'	 schemes are useful in obtaining a word error probability in the range
10-3 < FW (e) < 10"7 are tabulated in Table 10.1.
L	 Table 10 * 1. Coding Techniques for the Gaussian Channel Which
Are Useful in Obtaining a Word Error Probability in the Range
((	 10-3 <PW(e) < W7
t'
Range of %IN0	Techniques
Eb/No > 9 dB	 No coding.
5 dB a B,b/No <9 dB	 There are several schemes -which
r	 can be implemented with reasonable
complexity (BCH codes, bi-orthogonal
codes, and threshold -decodable codes)."
2 dB < Hb/No < 5 dB	 There are two very complex schemesC	 (sequential decoding of convolutional
.:odes and , concatenated codes).
JL
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-1.6 dB < Eb/No < 2 dB	 There is a very elaborate coding
scheme requiring a feedback
channel (concatenation with inner-
code feedback).
When coding for channels with memory, a different approach is used.
A detailed study of channel error statistics must be undertaken in order
to determine the type of coding strategy which should be used. It is
important to know the expected length of the error bursts. If a feed-
s
	
-	 back channel is available, it is also important to know the quality of
this channel.
If a feedback channel is available, system complexity can be reduced
considerably. In this case the strategy essentially is to use the channel
when it is in State G and to avoid use of the channel when it is in State
	
L	 B. The simple detection -retransmission scheme works very well for this
purpose. Use of the detection -retransmission scheme as the inner coding
C^
technique in a concatenation scheme results in extremely low error proba-%>
bil it ies
If no feedback channel is available it is important that the coding
R`
s
scheme selected have a block length sufficiently long to span the longest
expected 4iror burst. On many real channels error bursts which are
hundreds or thousands of bits long are common. This requires block
lengths which are tens of thousands of bits long. The techniques used
to achieve these long block lengths are concatenation and interleaving.
The main purpose of this investigation has been to develop suitable
and easily understood comparisons among the major coding techniques.
Emphasis has been placed on coding techniques for the Gauss
_
i r
 n channel.
The results of this investigation have been applied in this chapter in
a comparison of coding schemes for- "the Gaussian channel at a PW(e) = 10,
I ll
V
If
lj
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The simplicity of the resulting comparison should be evident. Similar
comparisons at any other value of PW(e) can be made using the results
of the preceding chapters. Comparisons for other channels can be made
by calculating the PW (e) on these channels. In addition to the compari-
sons which have been presented, several results of this investigation
^j	 will find other applications. A new technique, concatenation with inner-
code feedback, is analyzed, and it is shown that communication over the
Gaussian channel at values of E b/N0 very near Shannon's limit (Eb/No = 1.6 dB)
is possible with low error probability. In Appendix C a tight upper
C
bound on the average digit error probability of a linear block code is
Cdeveloped. This bound is very useful in evaluating the performance of
error-control systems. A detailed analysis of the generalized Gilbert
Cchannel is presented in Appendix E. The results of this analysis are
C
used in deriving the probability distribution off „ the burst lengths on
this channel. This distribution is very useful in', evaluating the per-
formance of error-control°schemes on tt►e Gilbert channel.
There is room for future work to be done on seral of the topics
L	 of this investigation. Further study of concatenation with inner-code
feedback is needed. Possible topics include effects of feedback channel
noise, effects of propagation delay, and tradeoffs between inner and
_	
outer code parameters. Future work could also include further study
of the Gilbert channel. Possible topics include use of the distri-
bution of burst lengths to evaluate the performance of coding schemes
and matching real channel error statistics with Gilbert channel parameters.
ty
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APPENDIX A
NUMBER OF COMPUTATIONS REQUIRED TO REDUCE
A MATRIX TO UPPER TRIANGULAR FORM
LIndecoding	 the Peterson algorithm 	 systemusing	 a	 of equations
of the form
I all
	 a'12 ' 	*	 malt of S1
a21a22. & -a 2t
62 S2
.	 e	 .	 .	 .	 . _ (A.1)
•at2 •	att
C
^;. atl at Sgt-1
must be solved, where t denotes the maximum number of errors which the
L
code is capable of correcting.ng .	 The number of errors which occur in
the transmission of a code word is denoted by e.
	 Then these equations
F
a have the property that a is the maximum number of successive equations
that are linearly independent . This system is' solved by' reducing °`the
coefficient matrix of (A.1) to upper triangular form.82
To begin the reduction of the system (A.1), Q1 is eliminated from
all equations beginning with the second. 	 This is accomplished by adr?-_ag
a21_to the second equation the first multiplied by - 	 -, to the third equa-
ail
	 allF. ^dd tion the first multiplied by -	 , etc.	 The result is the system
all
x /^
€
all
	
a12.
	
ea it
al S1
0	 ,alt)a211 1)v2 S3
0	 ea 1))O .a
tt ^(1)
6t S2t
-1
where
(1)
	
afI	 ( 1)	 aii_	 _
aLj 	 a Li	 a1 aij' S2i-1	 all Si	(A.3) i
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In determining the number of computations involved, division will
be performed by an inversion and a multiplication, and a subtraction
will be considered equal to an addition.	 The number computations
involved in obtaining the system (A•2) is one inversion, (t-1)(t+2)
multiplications, and (t-1)(t+l) additions. 	 In the same manner Q2 can
be eliminated from the last (t-2) equations. 	 This requires one inversion,
(t-2)(t+l) multiplications, and (t-2)(t) additions. 	 Since the rank of
the coefficient matrix is e, after a steps in this procedure the system
1 all	 a12.
	
.	
•ale*	 .	 .	 .	 .	 .	 . alt	 61 ^Sl
(1)
	
(l)
	
(1) (1)0	
a22
	
a 	 -a l
o2 S2
^` -1)
	
-1)00	 .a(e.a(e _ (A.4)
ee	 et
(e)
	 (e)0	 0	 ...0	 ae+l,e+l.	 a (e)
.	 .	 .	 •	 •	 • Qt Sgt-1
_0	 0	 .0	 atee+l 	 -stet,	 s
C
is obtained.
In performing the successive steps of the algorithm each of the
c quantities all , a22)' •••^ aee-1' had to be different from zero since
they were inverted.
	 This requires a test before each inversion is
a(e)	 = 01performed.	 Since the rank of the matrix is e, the quantity
e+l,e+l
which is the signal to stop the algorithm.	 The quantities a	 a
e+l.	 a+2
••-, at , are set to zero, and then the system of equations
d all	 a12
'	 •ale	 °1	 S 
0	 a(1)	 oa(1).- (1)22	 2e '72
S
2
_
.
_ (A.5)
0	 0.	 .a (e-1)
ee	 j
v
S(e-1)
a 2e-1
is solved.	 Thus
i
1
11
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SCe-1)	 S(e-1) _ a a(e-2)
_ 2e-1	 _ 2e-3	 a e-1,e
e	 (e-1) ' e-1	 (e-2)	 ,etc.
I	 a	 aee	 e-1,e-1
The total number of computations involved in reducing the coefficient
matrix to upper triangular form can now be determined. The number of
inversions needed is .11 = e. The number of multiplications needed is
M1 = (t-1)(t+2) + (t-2)(t+l) + ---+ (t-e)(t-e+3)
e
(t+3-k)(t-k)
k = 1
t	 t(t 2+3t)e -(2t+3)	 k+	 k2
k=1 k=1
j	 2	 e(e+l) e(e+l)(2e+l)	 rl	 = (t +3t)e -(2t+3) 	
+2	 6	 (A.6)
f
is	 The total number of additions is
ll
	
	 y
s
_ (t-1) (t+l) + (t-2)(t)+ ... + (t
—e) (t—e+2)
e
=	 (t+2-k)(t-k)
h	 k=1
e	 e
^.	
= (t2+2t)e -(2t+2)	 k+	 k2
k=1 k=l
= (t2 	 -(2t+2)2	 e(e±1)	 e(.e+l)(2e+1)	 (A.7)2	 +	 6
The maximum number of computations is needed when the rank of the
r	 coefficient matrix is t or (t-1). After the algorithm is performed
11	 (t-1) times the matrix is in upper triangular form. The number of
multiplications required is
(2	 +3)_t-1)(t: ;	 (t-1)(t)(2t-1)
	 (A.8)r	 Ml(max) = Ct +3t) (t-1) _ 
(2t
	
_ 2
	
_+	
6
1
.+ XM r
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The number of additions required is
(2t+3)(t-1)(t)	 (t-1)(tt)(2t-1)
A(max)= (t2+2t)(t-1) _	
+
(A.9)1
l
To solve for the61' c2' •••, t requires a number of inversions
I 2 = e.	 The number of multiplications required is
^. M2 = 1+2+...+e
e
1
l k
k=1
e(e+1)
2	 ' (A.10)
and the number of additions required is
A2 = 0+1+2+...+(e-1)
e-1
37k
^. k= 1
e(e-1)
(A.11)
2 a
The maximum number of computations is required when the rank of the A
coefficient matrix is t or (t-1).
	 In this case 12(max)	 t inversions
are needed.
	 The number of multiplications required is
t(t+l)
M2 (max) = (A.12)2
i
and the number of additions required is
i
1.
t(t-1)A2(max) = (A.13)2
An inverse in GF(2m) can be formed by (2m-2) multiplications as
shown in Bartee and Schneider 8 3
 A total of 2e inversions are needed
which can be accomplished by
_JJ
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f M3 = (2m -2)(2e) (A.14)
multiplications. The maximum number of inversions needed is (2t -1)
which requires
M3(max) _ (2m-2)(2t-1) (A.15)
multiplications.
r_
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t -	 APPENDIX B
l)	 OPTIMUM RECEIVER PRINCIPLES
y(
1. In this section the optimum receiver is derived for a communication
( system with M equally -likely messages and additive Gaussian noise as
i
`
the disturbance.	 The development follows closely that of Wozencraft
( ape. Jacobs . 84
	Such a receiver is referred to as a maximum-likelihood
receiver.	 A probability is denoted by P( ), and a probability density
function is denoted by p( ).	 The set of messages is denoted by {mi }
( i = 0 9 1 9 ..., M -1.	 When the message is m = mi , the transmitter sends
l^,
the N-dimensional:signal vector,
Y
( sl - (sil,si2,...,8)^i = 0^1^...,M-1
	 ,	 (B.1)
over the channel.	 The M signal vectors	 si	 can be visualized as M
points in an N-dimensional geometric space called the signal
	
space.
U A noise vector n is added to the signal vector in the channel, and
the output of the channel is a random vector r, i.e., .t.
4-
;'=  (rl,r29...
, rN)
	 (B.2)
The channel is defined by the set of conditional probability density
functions ^p(r js i)} i 09 1, 4- 9 M-1. Using its knowledge of
r, si , and P(;* Is 	 , the optimum receiver determines which
message has maximum a posteriori probability. With this criterion the
optimum receiver sets its estimate *& = mk, whenever
P(m^ r) aP{m ^ r) , i=U,1,•••,M-1,i # k	 (B.3)
When the receiver sets m = mk, the conditional probability of a
correct decision is
v.
1
Ui
I
L
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F P(c	 r) = P(mk 	r)	 (B,4)
^a Then the unconditional probability of a correct decision is
fr
^
P(o) = 	 P(c ^r)p(r)dr	 (B,5)
f
Since p(r) a 0, P (c) is maximized by maximizing P(c S r) which is done
-, q
rin (B.3).	 Since this maximizes the probability of a correct decision,
' the maximum-a-posteriori-probability receiver must be optimum. 	 If two
(
or more mi have equal a posteriori probabilities greater than all the
rest, then one of them can be arbitrarily selected without affecting
the probability of error.
C
The criterion of (B.3) can be put in a more convenient form by
L.y .
applying Bayes' rule, i.e.,
' P(mi	 r) p{r) = P(mi)p(r mi)	 (B.6)
Thus,
P(mi)p(r mi)
PCmi r) _
	 7P(
When m = m., the signal vector s = s. is transmitted. Thus
(B..7)
p(r 1mi)	 P(r I s i) .	 (B.8)
i
Since p (r) and P(mi) are independent of i, the optimum receiver sets
M = mk whenever the decision function
p(.r 17i) , i = 001,... ,M-1
	 (B.9)
is maximum for i = k.
For additive Gaussian noise the received vector r and the signal
vector s are related by
s
C
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r = s+n = (s l +nl , s 2 + n22 ... 9 sN + nN)	 (B.10)
^	 eThus , if r is received when s = s i is transmitted then n = r - s , and
p(r 1W.) = P(n	 s i i= `0,1 'P as 	 ? (B.11)
( n andwith n = r-s..	 Now, if	 s are statistically independent which is__
the case, p(n 1s i) = p(n
_
).	 Therefore,
r
usually
`,: p(n	 ai) = p(n), n= r 
- si (B.12)
CThe decision function, (B.9), then becomes
r p(n) with n	 r- 7. (B.13)
1.
A simplification can be made by assuming that the N components of
n are statistically independent, zero mean, Gaussian random variables,
le
each with variance a .	 The probability density function of the noise
is then
_ p(n) =
	
1 
2 N/2 exp( -	 n^)	 .Off (B.14)a)	 2a
_ J=1
Since
N
n 2 = n•n _
	
n^	 , (B.15)
then
_	 _^2
^n2)
xP(n) =
	 2 N/2 ep(_ (B.16)
^^\(21ra)	 20:
Now n = r -si , so the decision function of (B.13) becomes
j
tt2
a Ir _g,^
exp(-
	
)21 (B.17)2a
I
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2 -N/2
The factor Ova )	 was discarded because it is independent of i.
The optimum receiver then sets m = mk whenever ( B.17) is maximum for
i = k. Maximizing (B.17) is equivalent to findi!hg the value of i
which minimizes
! r -s i l t 	 (B.18)
This decision function can be visualized geometrically. The term
l r -s il
t
 is the square of the Euclidean distance between the points
	
rand 7.L 	signal space.
The N-dimensional signal vector may be synthesized from N orthonormal
i
waveforms, {^ j•(t) , j = 19 •••, N. By otthonormal is meant
rl e j=1
f	 ¢j(t)01(t)dt = 6j1 = <.	 .	 (B.19)
f
^^ j#1
Then the transmitted waveforms are
N
Ls i(t) _	 sij #j( t),i = O,l,-••,M-1 .	 (B.20)
'-1
This produces the signal vector of (B.1). The signal space is considered
to have N mutually perpendicular axes ^l, 
#2 9 •••, ^N'
Recovery of the vectors ^ s i ) from the signal waveforms ^ si(t)}
is a straightforward process. Since the { # j (t)} are orthonormal,
00	 00	 N
s i(t)4- (t)dt =	 sij#j(t) $k(t)dtf C =1j
N	 00
s i3	 @j(t)kk(t)dt
 f
i	 j=1	 .00
N
_	
slj6jk = s
	 (B.21)
=1j	
's
v	 1sYSLa Yy R!4 --Now
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1
C^
	
{	
By multiplying and integrating for each ^k(t),l< k < N, all components
of the vector,
	
1111	
si = (s il9 s 12 ,.. . 9 s iN) .	 (B.22)
are obtained. This procedure can be implemented with a bank of N
multipliers and integrators.
Using this bank of multipliers and integrators to operate on the
	
t-	 received random process r(t), the integrator outputs are
r. =	 r(t)oj(t)dt, j = 1, ••• =N	 (B.23)
	
iM1 	
00
Together these integrator outputs constitute a random vector,
r
r = ( rl , r21 ... ^rN)
Since r (t) = s(t) +';:►(t),
r = s+nr
where
	
.`	 n = (n1,n2 'eo*, nN)
rand
l`
nj, =	 J n(00 j.(t)dt, j:=.1., ... 9N . -.^.
.00
	1	 Intuitively one would suspect that the vector r obtained in this way
	
r	 contains all data from r(t) that is relevant to the optimum determination
l`
of the transmitted message. This is proved by Wozencraft and Jacobs. 85
The simplest implementation of the optimum receiver follows by
expanding the decision,£unction ( r -s,i ( 2 , i.e.
(B.24)
(8.25)
(B.26)
(B.27)
l:^
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N
1r	 2 =	 (rj -sij)2
j=1
N'
_	 )	 (rj2-2rjsij+sib)
^'' = 1 7 1 2 - 27	 Si ; 1s.1 2 (B.28``
C_ where
1 N
r•s _ ^r s (B.29)i	 j ijj=1
jT
l'
Since the term 
1=12 is independent of i s it may be disregarded. If
equal-energy signals are assumed, the term 1si 1 2 may also be disregarded.
ff1
In this case the decision rule is simply to maximize
r. 
ei^ i=0^1...^M-1 (B.30)
Using multiplier-integrator pairs to calculate the components of r, the
optimum receiver is shown in Fig. B.1.
The quantities, r • si, i= 0 9 1, ••• ,M-1 0 can be determined in another
manner, which results in a slightly different formulation of the optimum
receiver.	 From (B.20) and (B.23),
0o	 ao	 N
f	 r(t)si(t)dt _	 r(t)f 11sij^j(t) J dtj -^ j=1
N
r(t)e (t)dt
sij J7=2	 -OD ,.
11
L
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t jts
z
t
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Actually, this is just a correlation process. The received signal is
correlated with each of the possible transmitted waveforms as shown
in Fig. B.2. The decision as to which implementation of the optimum
receiver to choose depends on the relationship between M and N. If
N << M. then the implementation of Fig. B.1 is most desirable. However,
if N =M, then the implementation of Fig. B.2 is simplest.
The decision rule of (B.18) can be used for determining the proba-
bility of error for various signal sets. The ones of interest here are
the binary antipodal and binary orthogonal signal sets. A set of two
equally-likely antipodal signals are shown in Fig, 13.3. From (B.18) and
Fig. B. 3
 it is obvious that the optimum decision rule is to set m = mI
when r lies to the left of the ^2 axis or, in other words, when the noise
component nI < d/2. If sI is transmitted, an error occurs if and only if
n  < d/2. Thus,
I	 I
y	
P(elmi)
	 P(nI > d/2);
Since nI
 is a zero-mean Gaussian random variable with variance o/2,
i
Cj Mimi ) _	 1 e 2/N°d.c .
	
(B.33)1	 t
t	 d/2 _
 JUN
Letting	 _ A	 2/Nc,
! P(elml)
o0	 2
_	 = e-P /2dp A 9( d`	 )	 ,	 (B.34)
d 22	 2tr	 2N0
a . r
V _ "o' _
where
tl ^
' Q(-O Q	 1	 e-P2/2dp	 (B.35)
2n f
`
A
l^
r.
Fig. B.3. Antipodal Signal Set.
Fig. 8.4. Orthogonal Signal.Set.
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By symmetry, the conditional probability of error is the--same for either
signal. Thus,
^1-+
P(e) _ ) P(mi )P(elmi) = P(elml ) = Q( d )	 (B.36)
i= 0	 2No
Actually, this is the probability of error for any two equally-likely
signal vectors separated by a distance, regardless of their location in
signal space. For equally-likely antipodal signals d = 2F, and
iiN2TP(e) = Q( 	
s )
	
(B.37)
0
A set of two equally -likely orthogonal signals is shown in Fig. B.4.
It is obvious from Fig. B.4 that d = 2B s for orthogonal signals. Since
(B.36) is applicable to this signal set, the probability of error is
simply
	
P(e) = Q( Bs/No )	 (B.38)
_r-
A comparison of (B.37) and (B . 38) reveals that an antipodal signal
set needs only half the signal power that an orthogonal signal set does
to achieve the same P(e). Thus, antipodal signaling has a 3 dB advantage
over orthogonal signaling. Because of this, antipodal signaling will be
used throughout this work.
The combination of transmitter, Gaussian channel, and optimum receiver
just draeribed can be thought of as a binary symmetric channel with cross-
over probability p, which is shown in Fig. B .5. With antipodal signaling,
2Ts
p =Q(Ng).
0
This channel is used in comparisons throughout this work.
ih,	 t$ S	 jt i`,k am	 .ate Y ^`
I
(B.39)
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APPENDIX C
AVERAGE DIGIT ERROR PROBABILITY IN DECODING
A LINEAR BLOCK CODE
r	 In calculating the performance of a linear block code over a dis-
h
crete channel the word error probability PW(e) is generally used and is
(	 easily calculated from the error-correcting capability of the code. The
l	 !probability of digit error denoted by PD(e) will be defined to be the
probability that a given digit at the output of the decoder is in error.
This probability may be desired in certain cases, but calculation of
it requires knowledge of the detailed structure of the code. In this
appendix a method will be derived for calculating an upper bound to
PD(e) which is dependent only on the minimum distance of the code. The
tightness of this bound will also be demonstrated, and an example where
knowledge of PD(e) is important will be presented.
11	 The probability of digit error c4:: be w-ritten as
PD(e) = PDJW(e)PW(e) ,	 (C.1)
where PDIW(e) denotes the probability of digit error given that a word
error has occurred. A distinction will be made between channel errors
which occur at the output of the channel with probaL ility p and digit
errors which occur at the output of the decoder with probability PD(e).
It will be assumed that--the block length of the code is' ,,.n and the mini-
mum distance of the code is odd and equal to d = 2e 4^ 1, where a is the
maximum number of errors which the code can correct. If the channel
is memoryless, the number of channel errors in each block of n digits
is binomially distributed,' i.e.,
I
I
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F Pi = (1) p i(l - P)n i	 (C.2)
where P i denotes the probability that i channel errors occur in a block
of n digits . 86
	If the code used over such a channel is capable of cor-
recting a errors, PW(e) is just the probability that more than a channel
errors occur which is
n
PW(e) _	 (1) pl( l 
-p) n i	 (C.3)
rr i^=^++e+l
1.
The digit error probability can be written
n
PD (e)_	 P(digit error i channel errors)P i ,	 (C.4)
i=O
where P i is given by (C.2).	 An exact expression for the probability
of digit error given that i channel errors occur depends upon the de-
tailed structure of the code.	 However, this quantity can be bounded
fairly easily,
In upperbounding PD(e), it is assumed that the all zeros word is
transmitted.	 No generality is lost by 'c:%ing this since the code is
linear.	 If the number of channel errors is less than or equal to e.
the decoder decodes correctly. 	 Thus,
P(digit error) i channel error.-) = O,i _e
	 (C.5)
( If there are i> e channel errors, the decoder decodes into a word; of
weight at most i+ e.
	 Of course, the weight of the decoder output word
is never greater than n so for i> n -e the decoder decodes into a word
of weight at most n.	 Thus,
P(digit error	 i channel errors)
	
xne , e<i<n-e ,
	 (C.6)F
and
s
^:'ir
L_
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F (l P(digit error. i i channel errors) <1,n-e< i<n	 (C.7)
l1
Substituting (C.2) 9 	(C.5), (C.6), and (C.7) into (C.4),
n. - e-1
P (e)<	 (e+i	 n'D	 n	 i p l(1 -P) n ill
i =e+1
(
n1
+	 (i)
p i(1	 p) n 1
 (C.$)
t
i = n-e
f
A similar development for the case d = '2e+ 2 leads to the result
l n - e-2
P(e)(e+n+i (n) p i(1 -P) n iD
L i=e+l
n
+ Z n	 p 1(1 -p)n-i (C.9)('^. I
x
The .`1 , 1+ nd which has been presented for P
D 
(e)is for any of the n
digits of the code word. 	 Often the digit error probability of interest`
is for the k information digits of the code word. 	 The bound presented
C' will hol y?- in this case if the assumption is made that for i channel
1 errors the decoded digit errors are distributed proportionately between
the information digits and the parity digits. 	 By writing out the stan-
Q.
dard array for a number of short codes it can be seen that this condition
a is very nearly satisfied by most codes and is completely satisfied for
some codes such as the (6p3) code generated by
i
f 100110
`-' G=	 010011 l
1 001101
(C.10)
J
4 Actually, from the law of large numbers it would be expected that the
t.
t
assumption would be better for n large.
x'
S	 j. 	 xYUr	 x	 y`,
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p	 To determine how tight the bound in (C.9) is, consider the probability
PD(e)
PD'W (e ) = p (e)
	
(C.11)
W
IIf a word error occurs, the least number of digits whioh can be in error
is d so that
PDIW(e) > 
n ,
	 (C.12)
Il	 while the greatest number of digits which can be in error is n . so that
PDIW (e ) < 1
	 (C.13)
A much tighter upper bound on PDIW (e) than that of (C,13) can be ob-
tained by applying the upper bound developed in (C.9) for P D(e) to
(C.11). Thus for d = 2e+19
n - e-1
P	 i)(e) < 1 	 e+	 n pi(1 -P) n i
^.:	 DIW
	 — PW(e)
	
n 'i^
i=e+1
n -
+ (i ) p i(1 - p)n-i (C.14)PW (e) ,
i = n-e
and for d = 2e+ 29
--	 n - e-2
P	 (e) <	 1	 (e+l+i)	 nI
I
p i(l _p)n-i
DIW
	 — PW(e)
	
n	 i!i=e+l
I
f +,_10 I n	 P i(1 -P)n-i 	 •I (C.15)PW(e) 1 ii=n-e-1
Fig. C.1 shows (C,12), (C.13), and (C .14) plotted for n = 63 and several
Lvalues of a with d = 2e +):,_:;,The upper bound of (C.14) very nearly coin-
`s cides with the lower bound of (C.12) for p = A.10.	 The same results were
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obtained when (C.12) 9 (C.13) 0
 and (C.15) were plotted for a number of
codes having different lengths and minimum distances. This indicates
that the bounds given by (C.8) and (C.9) are very tight at least for
p< 0.10 which is the region of most interest.
An example in which knowledge of P D(e) is important is the con-
catenated coding sysem for the Gaussian channel consisting of a bi-
orthogonal inner code and a Reed-Solomon outer code. If the information
r
to be transmitted is grouped into characters each of which is transmitted
by a single inner code word, the error probability of interest is the
PD (e)for the outer code. For example, for an inner code with k = 6
information bits per code word, the combination of inner coder, Gaussian
channel, and inner decoder can be thought of as a superchannel with
q = 26
 = '64 inputs and 64 outputs. If the word error probability of the
bi-orthogonal inner code is denoted by pq this quantity is also the
channel error probability for transmission through the superchannel.
If a (63,49) outer code with d = 15 is used, PD(e) can be upper bounded`
C
by (C.8) and PW(e) is given by (C.3).	 The values of p as a function
of the energy-to-noise ratio on the Gaussian channel are given in
Golomb. 87	In Fig. 8.2 9 PW(e) and PD (e)are plotted as a function of
Eb/No , where E  represents energy per information bit and No represents
single-sided noise spectral density.
	 The difference between the two
curves is fairly significant.
	 For example, for an error probability
of 10"4 , using the Pw (e) criterion requires an energy
-to-noise ratio
of 3.55 dB whereas if the PD(e) criterion is used the required energy-
to-noise ratio is 3.25 dB or a difference of 0.30 dB. Also in this
region of the curves, PD(e) = 0.24 PW(e).
ii
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Fig. C.2.	 Performance of a Concatenated Coding
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APPENDIX D
rALCULATION OF ERROR EXPONENTS FOR
CONCATENATION SCHEMES WITH INNER-CODE FEEDBACK
In this section the error exponents for the three concatenation
schemes discussed in Cha ,)tar VIII will be computed. These concatenation
schemes use inner coding methods which utilize a feedback channel. The
inner coding methods are sequential decision feedback, Wyner's modifi-
cation of the Sehakwijk-Kailath feedback scheme, and Kramer's feedback
scheme which have error exponents given by (8.14) 9 (8.17), and (8.20),
4
respectively.
For sequential .,decision feedback the error exponent is given by
(8.14). If this exponent is substituted into (6.7), the upper-bound
concatenation exponent is
eCl( 1 ) °	 maxr :(1 - r)e(r*) (D.1)s rr* =
T
1
,.
Denoting the	 to be	 by F1(r,r*),quantity	 maximized
yY
t
(1-r) 122-1)-r*, ,' _r*el/^20 	 ,
4 3 F1(r,r*) _ (D.2)
(1 - r) f 1/r* - r 	 2 	 1/r2 r* _l	 .i
` The quantity F1 (r,r*)
 is tobe maximized subject to the constraint
g = rr* = r, 1 (D;13)
The maximization is performed in a straightforward manner by using
Lagrange multipliers.
	 It is found that the first segment of (D.2) is
a.;
maximized by taking
rif
2 [12'- 1
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and
r* _ ^2r1 ( `j-2- 1) 1 112	 (D.5)
The second segment is maximized by taking
r = 1/4 + rr /2+1/16 1/2l
	
(D.6)l
and
r* = (2r1
 +1/4 1/2 - 1/2	 (D.7)
Then the resulting upper-bound error exponent is
[(2V •2 _ 2) 1/2 ^`^ 1 2	 O < r 	1	 rl	 1J	 1-4(/-1)
ecl ( r1 ) =
l	
[ 3/2 -(2r +1/4) 
1/213	 Y`	 (D.8)
.I
	1l	 , -	 <r <1
2(2r1 +1/4) 1/2_ 1	 4(1-1)	 1—
The lower -bound concatenation error exponent determined by substituting
(8.14) into (6.6) is
(`ejW)+van	 ,r*, 'j
e^1 (r1 3 = max	 (1 - r) Il 	2 
[el (r*)
	 J	 (D.9)
rr* = r 
t
ifi
The function e l (r*) is strictly decreasing while r* is strictly increasing,
and since eI W) = r* at r* = r-1,
r* • 0 = r* =V` - 1 •
min [e1(r*),r*, =	 2(r-1) -r* , F2-1 _r* <I/F , (D.10)
r 1/r* - ^ r* 1 2 9 1/,r2:r* <l
If the quantity to be maximized in (D.9) is denoted by F 2 (r,r*), then
(1 -0(12'-1) , 0:r* 
_V` -1
F2 (r:r*) _	 (1 -r) (2	 -1)- r*] rG/^ -1<r*<1 /12 (D.11)
0 - 0
	
..F 2tf17r* 1/r2	 r* .c1
(D.15)
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The first segment of F 2 ( r,r*) is a strictly decreasing function of r
and is independent of r*. Maximizing this segment amounts to minimizing
r with the constraint rr* = r i . This requires picking the largest
l	 value of r* in the interval 0 < r* <F -1, which is r* = F2 -1. The other
l	 two segments of F2 ( r,r*) are the same as the two segments of F1(r,r*)
which have already been maximized. Then the resulting lower-bound
exponent is
l	 (^-1) - r1	 , O<r1 < F2 l
t	 a	 (rl ) inWCLI
	
((., h- 2)1/2 ` J- X 12	 2Z 1 _ rl < 1	 9(D.12)
`	 V 	 4(r-1)^.	 3/2-(2r1+1/4) 1/2 3	 l
<r <1 .2(2r1 +1/4) 1/2 -1
	
4(F-1) _ 1 —
l'	 For Wyner`s modification of the Schalkwijk-Kailath scheme the error
tt	 exponent is given by (8.17). If (8.17) is substituted into (6.7) 9 the
is
upper-bound concatenation exponent is
eC2(rl) = max (1 - r) (a .1)2-1)2	 (D.13)
1	 rr* = r 
Since the quantity to be maximized in (D:13) is a strictly decreasing
function of r and is independent of r*, it is maximized by letting r*
assume its maximum value, i.e., r* = 1. Thus,
1. 1
2
eC2(rl )	 a - 1 (1 - rl) (D.14)
It is easily verified that e2 (a) = 1 at a = 3+ 2r. Then for
1<a<3+2T,
I
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and for a>3+2Vr29
min I e 2 (a),r*1 = r*, 0<r*< l	 (D.16)
To obtain the lower-bound exponent for 1 <a <3+  2F the quantity
(1-r) ^r*+(a-1)?
	 0<r*< (a-1)2
2	 4a	 ' — — 4a
F3(r,r*) =_
(1-r) (a-1)2	 (a1)? r< <4a	 1
^.
must be maximized subject to the constraint rr* = r l . Both segments of
(D.7) are strictly decreasing functions of r. The first segment is
 a strictly increasing function of r*, and the second segment is inde-
pendent of r*. Both segments are therefore maximized by picking the
a-	 maximum value of r*. Thus, for 1 < a < 3 + 2J2_9
eCL2(r1) 	 (a4a1)2
 
(1,.-r1 ), 0<r1 <1	 (D.18)
C Similarly for a> 3  + 2F;
r	 2
	
e (r) = max (lZ r) r* + (a4a1) I 0 <_r* <_l ,	 (D.19)CL2 l rr* = rl	 J
is maximized by picking r* = 1. Thus, for a >
 3+ 2^F,
eCL2 ( r1) = 11/2 + (a -1)2 J (1 -r
1 );' 0<rl <1	 (D.20)Sa
In this case a family of exponents is obtained with each member deter-
mined by the constant "a".
For Kramer`s scheme the error exponent is given by (8.20). If this
exponent is substituted into (6.7), the quantity to be maximized in
(6.7). is
`^ Rs
eC3 (r1)
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(1 - r) (N/2 - r*) 	 , 0 < r* <min(1,N/4)
(l -r) [%R-,fr* J 2 , min(1,N/4) <r*<l
	By using Lagrange multipliers,	 J
1 IN/2-^^ 2 , 0<rl <N min(1,N2/16)
eC3 ( rl )
	
f 
U ^
[ N1/3 -r11/3) 32 N min(1,N2 /16) <_rl <1/ Nl	 J
(D.21)
(D.22)
For N >1 the Lagrange multiplier maximization does not provide the ex-
ponent for all rates in the range 0 <r 1  < 1. The remainder of the eC3(rl)
curve is provided by taking r* = 1 in (D.21). That this provides the
correct maximum is clearly seen from Fig. D.1 in which F 4(r,r*) is
plotted for N = 6. For a given value of r*, F4 is a linear decreasing
function of r  which equals e3 (r*) at r  = 0 and zero at r 1 = r*. If.
these straight lines are plotted for all r*, the exponent is the convex 	
Y
curve which is their upper envelope.- 9t- the =maximum value of-rl
 pro-
vided by the Lagrange multiplier maximization the straight line for r* = 1
lies above all othars, and it has the largest slope. Thus, for 1 < N < 3,
I
	
the upper-bound exponent is
I [^ N/2 -	 2	 , 0 < rl <N/8
eC3 (rl)	 I [ Nl/3 - rl 1/3 Y^ 3 . N/8 < rl :ll1VrII
[
FN _ 1 ) 2(1 rl ), 1/VrN—<rl<l
and for N>4- it is
(D.23)
[^N_/2 
-V 1 J 2 , 0 < rl < 2/N ,
(N/2 - 1) (1 - r I ), 2/N<r1 <1 .
(D. 24)
0	 0.5
	 1.0
r1
Pig. D.1. Construction of tha Upper-Bound Concatenation
Error Exponent for Kramer's BeedhscW.Scheme
r
with N 6.
Y;
F	 ^.
'^	 I
r
24.
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For 1 <N<3,
r*,	 , 0_r*<N/4
min le3 ( r*),r* 1l	 1 - (D.25)
(IN--jr*)2' N/4<r*<1
l
I
and for N>4,
r*min
	 ( r*),	 = r*, 0< < 1
C
a3 	 r* ]
	 -	 -
(D.26)
^`,
If (8.20) is substituted into ( 6.6) and the quantity to be maximized
is denoted by F.5 (r,r*), then for 1 IN 13,
( 1 - r)N/4	 , 0 <r* <N/4
F,5(r,r*), _ ( D.27)
(1-r)[ 
	N/4<r*<1
and for N_4,
F5 (r,r*) _ (1 - r)N/4, 0 <r* <1 (D.28)
The first segment of ,(,D,27), and-all- of (D.28
-
) -
-
are independent of r*
and Eire monotonically decreasing functions of r.
	 Picking the maximum
value of r* maximizes them.
	
The second segment of (D.27) has already
been maximized. The comments made in determining the final segments
	
IF
^. of (D.23) and,,.(D . 24) also apply to (D.27).	 Thus, for 1.<N130
(
l
(N/4 - rl)	 , 0 c rl <N/8
eCL3 ( rl) G' (N1/3 - x11/3 ) 3 r N/8 erl ;!lfF , ( D.29)
(F-1) 2 (1 - r1 ), 1#9<r
	
,, 1
r and for N>4,
eCL3 ( r1) _ (1 - r1 )N/4, 0 < rl <1 (D.30)
d `(^As withh Wyner')ce modification of the $chalkwiik-Kailath scheme a family of
exponents is obtained.' Each distinct value of N generates a different
set of exponents.
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I^	 APPENDIX E
THE DISTRIBUTION OF BURST LENGTHS
ON A GILBERT CHANNEL
In this section the distribution of burst lengths, Pb(m,n), m = O,
1 9 2 9 •••, n, for the generalized Gilbert channel discussed in Chapter
^`•;
	
	 IX will be calculated. Computation of P b(m,n) requires development of
the recurrence probabilities and the covariance function ofthe noise
digits using recurrent-events theory (84e Feller88 ). These are gen-
eralizations of the recurrence probabilities and the covariance function
which Gilbert developed. 89
if fK denotes the conditional probability given B that the first
return to 8 will happen at step Kt
fK o P(GK-^il!'8)	 (E.1)
Then fl = q and fK
 pP9K 2 for K> 29, The generating function of these
probabilities is
F(t)
	 'r-
qt + lip Qt	 (E.2)
K=1
Gilbert shorts that the probabi1-ity s(K,m of exactly m returns to B in K
steps (but not necessarily a return on Yep K) has the generating function
ao
s(K,m)tK =	
1:
	 P(t)I m	 (E.3)
KR1
7f u^(K) denotes the conditional probability of K or more zeros following
an excursion into B 9
 i•e.,
_I
r
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U1 (K) = P(0K I B)	 (E.4)
then
u1(K) _ 57 s(KIM)hmkK m	 (E.5)
m=0
The corresponding generating function is
00
U (t) _	 u (K)tK
	
1	 1
^'	
(	
K c 0
!	 R ` ilk.	 11l (E.6)1 *-Qtk 1^. h .^..-..
Iy
or applying (E.2) to (E96)p
_1-k(D-O)t
	
U (G)	 (E.7)
	
1 ^.	 1 - (Qk+qh) t -hk(p-Q)t2
^.	 'Getting u 2 (K) = P(OK I G)l
u2 (K) = P(GK I G)°kK+P((;K-- I G) hkK 1
f _	 K-1
t	 +	 k -) h P(G'^-1B G) P(OK-j I a)
j v 1	 s4
K	
-K	 Kal9% + Q 1P hk	 ))
K-i
` e-
'Pkj-1hu1 (K-J) .
Ths corresponding generating function is
{	 U2(t)	 u2(K)tK
	
099)
K 
4-
24 9
a
1
or applyir?g (E.8) to (E.4) yields after some manipulation
1 +PhtU (t)
U 2 (t)	 1 _ Qkt (E.10)
The states Q and B occur with probabilities
and
I
lP(B)= PPP
	
. (E.12)
The probability of a one occurring as a noise digit is then
P(1) o p11^k) t P(1Z (E.13)p+P
I
The conditional probabilities of being in G and B given that a one has
occurred are
i
P(d 11) o -.	 1Ap(1-k +P l-h (E.14)
and
^
(ER15)
p(1 -k) + P(1-h)
By usinfx,,(E.14) and (E.16) the conditional probability of a run of K
or more zeros following a one can be written as
u(K) o P(OK I i)
o P(OK I B)P(B 11) '' '-'(O' I Q)P(G I I
M ul (K)P(B 11,f +u2(K)P(a 11) (E.16)
t
The corresponding generating fuhation is
t
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U(t) = Ul ( t)P(B (1) + U2 (t)P(G 11)
(Pk(l-h) (P-Q) + ph ( l- k)(P-q), t+ `P(t-h) +
[P(1-h) + p(1-k), [ 1 - (Qk+qh)t -tik(p-Q)t2
By expanding the left -hand aide of ( 8.17) in powers of t and equating
coefficients of t 
	 on both aides of the equations the recurrence formula
u(K) = (Qk+gh )u(K-1) + hk ( p-Q)u(K-2) (E.18)
j is obtained for K = 2 9 3 1 •••.	 The initial values are
U(0) = l (E.19)
and
P (I _h)	 +	 t +	 I -	 +P	 k'UM ° P I-h + p(I-k (K120)
Another probabiliiy of interest is the conditional probability of
t the sequence OKI following a one v i.e.$
e _	 v(K) = P(¢-W1 1 1) (8.21)
Since the evant OK	 is the union of 10K-11 and IQK , which are disjoint#
P(OK-I 1 1) ° P(OK-1 1	 1 '+ P(OK	1) 8.22)
! or
u(K-I) ° v(K-1) + u(K).. (K923)
-
Thus the probability v(K) can be determined from u (K) and u(K+I)e which
i
1 can bo found from (F.1g), (K.19) 0 and M20)9 	 The generating function
L
for v(K) is
	
-_
^; Y(t) °	 v(K)tK t (9.24) {
K 
at
r.
f(
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(E.24)and application of (E.23) to 	 yields
V(t) = L + t` u(t)
A+B (E. 2S)D t D1
where
A = Pk(1 -h)	 p-Q+Qh-ph, + ph( 1 -k) '^ P-q*Qk-pk
JI B = P(l-h)	 1-pk-gh+p ( 1-k)	 I-Ph-Qka	 c	 ^
D1 = p(1 -k) + P(1-h)r and
D(t) = 1 - (Qk+gh ) t -hk(p-Q)t2
The covariance function of the noise digits can be formed with the
 aid of the generating function (E.25) 9 	This covarianje function is,just
the joint probability
o f
^." r(K) = P'(e0
=1vaK o 1) (E1026)
The corresponding ganera y.'ang function is
r ^(
l. ! R(t)
	
r(K)tK
k K-0
Pt1) (tv(t)) m I(I m = 0
I',
^ 1
{, o p(l) 11
The term [F(o `tV (t)m in the sum generatesthe probabilities ofJJ
f inding m0 = 0K o 1, with exactly m-1 of the digits .ml9 • • e l aKM1 equal; to
one. Application of (P•25) to (P927) yields
i
-- n
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Ptl)D D(t)
R(t) o =
	 (E.28)
Alt +Blt+Dl
where
Al = ph(l
-k)(Q-P) + Pk (1-h)(9-P)
and
Bl o p(1-k)(ph-Qh-l)+ P(l-h)(pk-Qk-1)
By expanding the left -hand aide of (8 9 28) in powers -of t and equating
coefficients of t  o u
 both sides of the equation, the recurrence formula
P(IA)(1+Oh ah) + P(1-h)(14Qk-Ek) r(K-l)
h •k -
+
E l^ 
p -k
al'L^+ +Pk 1-hP-
P 1-h	 ' r(K-2)	 (Be 29)
is obtained for K = 3, 4 9 see s The initial values are
	
r(0) = P(l)
	
(8930)
r
A(1•k)(^,-Ok•Ph) ^^'slelt)=( lankanh)l _	 r(1) a ^^. P+  . ^^---	 (8.31)
and
A P{1)	 B r<1)
r(2) w hk (Q-p)P(1) • 1 0
	
 ^ - IN D	 9	 (8932)
	
l	 l
the probability
f;	
w(K) F(O V ,
	
(E923)
i
t	
introduced by Elliott, will simplify the calculations which follow990
Since the forward and bacWard state transition probabilities are
1,dant ical
IV
Ii
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W(K) o P(lOK)
= P(1)P(OK (1)
= P(1)u(K) .	 -(8.34)
The generating functions which have been derived, and the probabilities
u(K), v(K), and r (K), are generalizations of the formulas given by Gil-
bert for the original channel model which he introduced. By letting
k = 1 in these formulas, the corresponding formulas given by Gilbert
are obtained,
The probability of the sequence OK1 •00 10.7 , P (OKl 94• 10i), must be
determined in order to determine Pb(m,n). Therefore, as the product of
three probabilities,
P(OK1 ... 10J) = P (OK1)P (am-1 a0 = 1 )P(Q^ \I 1)	 (6.35)
Using ( IO$ (8.20) 9 (6.33), and (6.34) with the relation
P(zp = l,am
-1
 
n 1) = P(zm.1 1 zp 1)P(1) 1	 (8$,30)_
(E.3'5) becomes
p (0N 011410j a w(K)rP 1 u(j)
u(K)r(m-1)u(n-m-K)	 (E.37)
for m a 1 1 2, * ee l n. Since K can assume any of the J values, ;U$1,2,••+'
n-mo the probability O Pb(m,n)v of a burst of length m in a eequence`of
length n is
n-m
Pb(mon)	 u(K) r(m-1)u (n-m-K)	 (6.98)
^et^o
for m - 1, 2 9 •• • t no The probability of a motet of leng cm = 0 is	 i
r
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it
Pb(O,n) = P(On)
= ui(n)P(B) + u2(n)P(G)
= u 3 (n)	 (E.39)
The probability u 3 (n) satisfies the recurrence relation (E.18) wl,th
initial values
u3(0)	 1	 (E.40)
a and
u (1) = P(ah+pk) + p(Ok+Ph)	 (E.41)3 p+P
The envelope of the distribution, P b(m,n), with n = 63 is shown
( in Fig. E. 1 for two generalised Gilbert channels.	 Both channels have
4
l
P = .0001 9 h = .70, and k = .999, but one channel has p = .01 while
the other has p = .001.h
	 The channel with the smaller value of p = P(B-^G)
has a tendency to persist in B for longer intervals.
	 This tendency is
illustrated by Fig. E.1 since for p = .001 the longer burst lengths are
more probable while the sorter burst lengths are less probable than
( those for p a .01.	 The hump in the diattibut-ion for large m is due to
the probability of multiple returns to B after the channel has left B.
A decrease in the distribution is noted at m = 62 and 63 because a
burst of length 62 can have only two positions and a burst length 63
a can have only one position in a sequence of length 63.
t
u
^	 I
0	 20	 40	 60
m
Fig. E.1. Envelope of P (m i 63) for Two
Generalized G^lbert Channels.
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