Asymptotic behavior of solutions of Poincaré recurrence systems  by Trench, W.F.
Computers Math. Applic. Vol. 28, No. l-3, pp. 317-324, 1994 
Copyright@1994 Elsevier Science Ltd 
Printed in Great Britain. All rights reserved 
089%1221(94)00119-7 
0898-1221194 $7.00 + 0.00 
Asymptotic Behavior of Solutions 
of Poincar6 Recurrence Systems 
W. F. TRENCH 
Department of Mathematics, Trinity University 
715 Stadium Drive, San Antonio, TX 78212, U.S.A. 
Abstract-Sufficient conditions are given for the Poincare recurrence system 
zl(m + 1) = (A + P(m)) y(m) 
to have a solution 6 such that G(m) = Xm(l + o(l))u as m + oo, where X is an eigenvalue of the 
constant matrix A and u is an associated eigenvector. The summability conditions on P permit 
conditional convergence and the o( 1) terms are specified precisely. 
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1. INTRODUCTION 
We consider the n x n recurrence system 
~(m + 1) = (A + p(m)) y(m), (1) 
where 
A = (oij&r, P(m) = (Pij(m));j=l 7 m 2 1, 
are complex matrix functions and y(m) is a complex vector function. Our assumptions imply 
that 
lim P(m) = 0; 
m-GG (2) 
hence, (1) is a generalization of a Poincare recurrence equation 
Y(n + m) + (Q + pr(m))y(n + m - 1) + . . . + (a, + h(m)) y(m) = 0, (3) 
where 
lim pi(m) = 0, lliln. 
m-+oo (4) 
We give sufficient conditions for (1) to have a solution that behaves asymptotically (in a sense 
defined precisely below) like a given solution of 
z(m + 1) = Ax(m). (5) 
Mate and Nevai [l] have proved the following theorem. 
THEOREM 1. [l] Suppose that the eigenvalues of A have distinct moduli and let w(l), d2), . . . , dn) 
be the eigenvectors of A. Suppose also that limm+m P(m) = 0 and that y is a solution of (1) 
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such that y(m) # 0 for large m. Then there is an integer T in {1,2,. . . , n} and a sequence {cm} 
of complex numbers such that 
!imWcmy(m) = v(~). (6) --+ 
Theorem 1 generalizes the classical theorem of Poincare [2] which states that if the polynomial 
q(X) = Xn + aJn-l+ *. . + a, 
has zeros X1, X2,. . . , A, with distinct moduli then (4) implies that every nontrivial solution of (3) 
exhibits the asymptotic behavior 
. y(m+l) =x 
77kZ y(m) T 
for some T in {1,2,. . . ,n}. 
Theorem 1 does not imply that if z is a solution of (5) then there is a solution y of (1) such 
that y(m) - z(m) becomes small in some sense as m -+ co. This conclusion requires assumptions 
stronger than (2). Coffman [3] and Li [4] h ave given results along these lines, under assumptions 
implying that C” IIP(m)II < co. Our results improve on theirs. 
Throughout this paper, we use “0” and “0” in the usual way to indicate asymptotic behavior as 
m + 00. To avoid repetition, we state the following assumption, which is part of the hypotheses 
of most of our results. 
ASSUMPTION 1. The matrix A has eigenvalues XI, X2,. . . , A, with 0 < jXl[ I I&l < . .. < IX,1 
and associated linearly independent eigenvectors w(l), d2), . . . , dn). The sequence 4 is nonin- 
creasing and lim,,, 4(m) = 0. The number cx is 2 1, T is in {1,2,. . . , n), and k is the smallest 
positive integer such that jX,/XkJ 5 (Y. If JX,/Xkj = a, then s is the largest integer such that 
IX,] = I&). If k > 1, there is an integer MO and a number p such that 1 < p < I~,/(a&_~)~ and 
pm$(m) is nondecreasing for m 2 MO. 
The following theorem is our main result. Here, and throughout this paper, series that arise 
in hypotheses may converge conditionally unless their terms are necessarily all nonnegative. 
THEOREM 2. In addition to Assumption 1, suppose that 
2 avPij(v) = W+(m)), 1 I i, j 5 72, 
v=m 
and 
$J IPij(v)M(v) = 0(4(m)), 1 i i,j I n. 
v=??l 
If )X,/&l = CX, assume also that 
c( 00 5;;; h-) ” Pij(4 = 0(4(m)), klels, 1 2 i,j 5 72. 
v=m 
Then (1) has a solution ij, defined for m sufficiently large, such that 
c(m) = Xy [v(‘) + O(U--4(m))] . 
Rewriting (3) as a system with 
yi(m) = y(m + i - l), lliln, 
(7) 
(8) 
(9) 
and applying Theorem 2 yields the following result. 
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THEOREM 3. Suppose that the zeros XI, X2,. . . ,A, of q(X) are distinct and 0 < IX11 5 1x21 < 
. . . 5 IX,]. Let r, lc, LY, and 4 be as in Assumption 1. Suppose also that 
and 
2 IPi(dI4(~) = 44(m)), 1 5 i I n. 
v=m 
Then (3) has a solution 6, defined for m sufficiently large, such that 
(11) 
c(m) = XT [l + O(a-“4(m))] . 
With a = 1, this is essentially the main result of (51, except that there (11) is replaced by the 
slightly weaker condition 
F IPi(Y)Mn + v - i) = 0(4(m)), 1 5 i 5 72. 
v=m 
2. PROOF OF THE MAIN RESULT 
Throughout this section r is fixed. Although some of the definitions depend upon r, we avoid 
excessive subscripts by not making this explicit in our notation. 
Define 
thus, 
D = diag(Xl,Xz ,... ,X,) and V = [ ~(‘),v(~) ,... ,?I(~) ; 1 (12) 
A = VDV-l. 
The solutions of (5) are 
z(m) = VDmc, 
where c is a constant vector. We write solutions of (1) as 
y(m) = VP%(m), 
where u(m) is to be determined. Substituting (13) into (1) yields 
VDm+‘u(m + 1) = AVDmu(m) + P(m)VD”u(m). 
Since AV = VD, this can be rewritten as 
VDm+‘u(m + 1) = VD”+lu(m) + P(m)VD%(m). 
Therefore, u satisfies the recurrence system 
u(m + 1) = u(m) + D-“-lV-l.P(m)VD”u(m). (14 
For convenience, let 
Q(m) = V-‘f’(m)V = (q~~(m))~j=l. 
Assumptions (7) and (8) imply that 
5 aVqij(v) = 0(4(m)), 1 < i,j 512, 
v=nI 
(13) 
(15) 
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2 I%j(V)l4(Y) = 0(@(m)), 1 i i, j 5 n, 
u=m 
(16) 
(17) 
u(m + 1) = u(m) + D-“-lQ(m)D”u(m). (18) 
if I&./&J = cr. 
Now we can rewrite (14) as 
It is convenient to write this system in terms of components. Let 
u(m) = [Ul(m),~z(m),...,zl,(m)lT. 
Since 
(18) is equivalent to 
D-“-‘Q(m)D” = (qij(m)X,m-lX~);j=l, 
?&(m + 1) = Ui(rn) + Xi+1 ~qu(m)x;lu.j(m), lliln. (19) 
j=l 
We want 6 to be a solution of (1) that behaves like XF.V(~) as m 4 00. Therefore, (12) and (13) 
imply that we want ti to be a solution of (19) that approaches e, (the vector with rth component 
equal to one and other components equal to zero) as m -+ 00. For this reason it is convenient to 
reformulate (19) in terms of the sequence w = u - e,. The sequence u satisfies (19) if and only 
if w satisfies 
wi(m + 1) = wi(m) + Aim-l 
( 
qi?(m)Xp + kqij(m)Aywj(m) 
) 
, l<i<n. (20) 
j=l 
Now let M be an integer that we will specify below; for now we say only that if k > 1, then 
M 2 MO. (See Assumption 1.) We will find a solution of (20), defined for m 2 M + 1, as a fixed 
point (sequence) of the transformation T defined by 
where 
Tw=f+Lw, (21) 
1 5 i 5 k - 1, 
(22) 
and 
(Lw)i(m) = 
It is straightforward to verify 
u~~X;y-l~~l~~q~j(u)wI(v), 1 5 i I k - 1, 
- E Xjy-l eXyqij(v)wj(v), k 5 i 5 n. 
Y=Wl j=l 
that if 2i, = TG then ti satisfies (20) for m 1 M + 1. 
(23) 
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We need the following lemma from [5]. 
LEMMA 1. Suppose that c” h(j) converges and let u be a nonincreasing sequence such that 
a(m) 2 ;;: IWv)I > where H(m) = 2 h(y). 
- v=m 
Let 7 be a complex constant. Then: 
(4 If (y[ < 1, then 
(b) 
where K1 depends only on y. 
If 171 > 1 and there is a number p such that 1 < p < IyI and pma(m) is nondecreasing for 
m > M, then 
m-l 
I I 
c Y’h(v) I Kzlrl”4m), m 2 ~4 + 1, 
l/=&f 
where Kz depends only on y and p. 
LEMMA 2. The sequences fl, fz,. . . , fn defined in (22) exhibit the asymptotic behavior 
h(m) = 0 (4(m) ( &)m) . 
PROOF. We can rewrite (22) as 
m-l 
y~M~~Qir(~), 1 I i I k - 1, 
Mm) = 
-vc!I%‘Qdv), k 5 i I n, 
with Q+(m) = cPqi,(m)/Xi and -yi = X,/(C&). From (15), 
where Ai is independent of M. We now apply Lemma 1 with h = Qir, y = T%, and CJ = Ai4. 
Lemma l(b) implies (24) for 1 5 i 5 k - 1, since Iyi ( > 1 for these values of i, from the definition 
of k. If IX,/Xkl < Q then Lemma l(a) implies (24) for k I i 5 n, since Iyil < 1 for these values 
of i. If (X,/Xkl = cx then (24) with i = k,. . . ,s is equivalent to (17). If sfl 5 i _< n then Jyil < 1 
and Lemma l(a) implies (24). I 
Since the domain of T must contain the sequence f = [fi, f2,. . . , fnlT we define I3 to be the 
Banach space of sequences w = {w(m)}~CM+l such that 
wi(m)=o(@(m) (&)m) 7 l<iln, (25) 
with norm 
ljwll = ,sL&l+,, {m&z& ~w~(m~l”mli/x~~m}. (26) -- - 
We will show that T is a contraction mapping of B into itself if M is sufficiently large. 
In the following lemma, let 
C(M) = SUP 
m>M 
(4(m))-’ l~~x<n 2 Iqij(v)I@(v) 
_Y- v=m 
(27) 
From (161, C(M) is well defined and lirnMdoo c(M) = 0. 
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LEMMA 3. If w E B then Lw E t3 and 
lpJll 5 JC(WII4I~ (28) 
where J is independent of w and M. 
PROOF. If w E B then (26) implies that 
so 
IM%ij(~)l b-9 (41 5 lbll lQij(G?w~-v IM”. 
Therefore, from (23), 
where 
hi(m) = fg g Iqij(m)l. 
z 
P-1 
(29) 
Because of (27), 
2 hi(v) L C&(M)ti(m), m 2 M + 1, (30) 
lX=m 
where Ci = n/J&l. Since IX,./(aAi)l > 1 for 1 I i 5 k-l, Lemma l(b) with h = hi, o = C&(M)qS, 
and y = X,./((llX,) implies that 
I(Lwh(m)l I J~lbII<(M)4(m) i$-im, m 2 M + 1, 1 L i 5 k - 1, 
where Ji is independent of w and M. Since I&./(&)[ 5 1 if k 5 i 5 n, (29) and (30) imply that 
I(Lw)i(m)l 5 lbll l$-lm 2 b(v) L IlwllCi /-$-/mC(M)4(m), m 2 M+l, k 5 i 5 12. 
2 u=m 
Therefore, 
I(Lwi)(m)l < JIIwII<(M)$(m) I$-lm, m > M + 1, 1 F i L 72, 
where 
J = max{Jl,. . ., Jk_l,Ck,.. .,Cn}. 
Now (26) (with w replaced by Lw) implies (28). I 
We now complete the proof of Theorem 2. Lemmas 2 and 3 and (21) imply that T maps f3 
into itself. If w(l) and wc2) are in 23, then Lemma 3 implies that 
I/ 
Tw(‘) - Tw(“)ll = 1/L (w(l) - w(~))I/ 5 J<(M) l/w(l) - ,@I/. 
Since limM_+oo<(M) = 0, we can choose M so large that C(M) < l/J; then T is a contraction 
mapping of !3 into itself, and its fixed point (sequence) 6 satisfies (20) and exhibits the asymptotic 
behavior (25). Hence, the sequence ti = 2ir + e ,. satisfies (19), and the sequence jj = VDW 
satisfies (1). Moreover, since 
VD”% = X’%J(‘) + VD”% T 
with 2i, E 23, it follows that jj has the asymptotic behavior (10). I 
REMARK. From our proof, 6 is defined only for m > M + 1. However, since A is nonsingular 
and lim,,, P(m) = 0, there is an integer N such that A + P(m) is nonsingular for m 2 N. If 
M > N, then jj can be continued back to m = N by the recursion 
y(M - i) = [A + P(M - i)]-’ y(M - i + l), OIiIM-N. 
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3. SPECIAL CASES 
To the author’s knowledge, the summability conditions imposed on P in previous results con- 
cerning the asymptotic behavior of solutions of (1) require absolute convergence. The following 
theorem is an example. It is similar to results of Coffman [3] and Li [4]. 
THEOREM 4. In addition to Assumption 1 suppose that 
(31) 
Then (1) has a solution ?j, defined for m sufficiently large, such that 
c(m) = XT [v(~) + O(cu-mf$(m))] 
PROOF. Since (31) implies (7), (8) and (9) (the last if (X,/Xhl = a), our present assumptions 
imply the assumptions of Theorem 2. Therefore, the conclusion follows. 
Condition (31) is obviously stronger than the summability conditions of Theorem 2. Moreover, 
the conclusion of Theorem 4 is weaker than that of Theorem 2 since the 4 of Theorem 4 dominates 
the 4 of Theorem 2. The following theorem does not have this second defect, and its summability 
conditions are weaker than (31) if a > 1. 
THEOREM 5. In addition to Assumption 1, suppose that 
2 cCpij(v) = 0(4(m)), 1 5 i,j 5 12. 
Y=m 
and 
2 Ipij(v)l < 00, 1 I i,.i 5 72. (32) 
If jX,/Xkl = cy assume also that (9) holds. Then (1) has a solution 6, defined for m sufficiently 
large, such that 
B(m) = Xp [v(~) + 0 (c2-m$(m))] . 
PROOF. Since 4 is nonincreasing, (32) implies (8). Hence the assumptions of Theorem 2 hold, 
and the conclusion follows. 
The summability conditions in the following theorem do not require absolute convergence. 
THEOREM 6. Suppose that A has eigenvalues AI, AZ,. . . , A, with distinct moduli (with 0 < 1x11 < 
l&l < .-. < [X,1) and associated eigenvectors V(I), II(~), . . . , dn). Let B = B(m) be such that 
Let Q >_ 1 be such that 
XT 
a# - > 
I 1 AI, 
llk<r<n, 
and Jet C#I be a nonincreasing sequence such that lim,,, 4(m) = 0 and p”4(m) is eventually 
nondecreasing for any p > 1. Then the system 
y(m + 1) = (A + a -m4(m)B(m)) y(m) (33) 
has solutions g(l), cc2), . . . , fj(“), defined for m sufficiently large, such that 
jj(‘)(m) = X7 [II(‘) + 0 (crem4(m))] , 1 5 r 5 n, 
provided that either (i) LY > 1 or (ii) Cz”=, $2(~) = 0(4(m)). 
C.&WA 28: l-3-V 
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PROOF. The system (33) is of the form (1) with pij (m) = ~~-~d(m)b~(m). Therefore, 
00 co 
By using summation by parts as in the proof of Abel’s convergence test for series, we see that 
this series converges and 
This verifies (7). Moroever, 
< K 2 CY-“~~~(ZJ) = 0(4(m)) 
if either of the assumptions (i) or (ii) holds. This verifies (8). Our assumptions on CY make it 
unnecessary to consider (9) except in the case where cr = 1, so that (9) reduces to (7) (since the 
eigenvalues of A have distinct moduli), which we have already verified. Therefore, the hypotheses 
of Theorem 2 hold for r = 1,2,. . , n and the conclusion follows. a 
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