Abstract. We offer a new proof of the Fourier inversion and Plancherel formulae for Maass-Eisenstein wave packets. The proof uses truncation, basic analysis, and classical Fourier theory. Brief sketches of the proofs due to Langlands, Lapid, and Casselman are then presented for comparison.
Introduction
The classical Fourier inversion formula states that one can recover a function f ∈ C ∞ c (R) from its Fourier transformf :
Many other function spaces admit a Fourier theory. Let H be the upper halfplane and Γ a discrete subgroup of SL 2 (R). The group Γ acts by linear fractional transformations on H. We consider such Γ having one cusp and an orbit space Γ\H with finite area. By replacing Γ with a conjugate of Γ, we may assume that the cusp is at i∞ and that Z can be identified with Γ ∩ N where N is the subgroup of unipotent matrices of SL 2 (R). For example, Γ could be the full modular group SL 2 (Z). The Fourier inversion formula ϕ # (t) = Γ\H E ϕ (x, y)E −t (x, y) dxdy y 2 states that one can recover the function ϕ ∈ C ∞ c (iR) up to a projection ϕ # by integrating its Maass-Eisenstein wave packet E ϕ against the Maass-Eisenstein series kernel E −t .
The main goal of this paper is to offer a new proof of this formula and compare it to existing proofs. The new proof shows convergence of the integral for imaginary t, writes the integral as a sum of two integrals according to the orthogonal decomposition afforded by a truncation operator, and ultimately expresses each integral as a partial Mellin transform of the inverse Mellin transform of ϕ # . Our new proof generalizes nicely to cuspidal Eisenstein series defined on arbitrary adèlic reductive groups and will soon appear in one of our subsequent papers. We plan on removing the cuspidal restriction in another paper.
History
The theory of using non-holomorphic Eisenstein series to construct solutions to certain partial differential equations first appears in the work of Hans Maass. In [8] , Maass introduced a real-analytic Eisenstein series E s for congruence subgroups Γ. Defining his series initially for an appropriate open right half-plane, Maass proved that E s meromorphically continues in s to C due to the fact that L-functions occur in its Fourier expansion for such Γ. This meromorphic continuation of E s for values on the critical line Re s = 1 2 (or Re s = 0 depending on how it is defined) satisfies such equations.
Walter Roelcke, a student of Maass, was inspired by Maass' work and considered E s for discrete arithmetic Γ that were not congruence subgroups. In [10] , Roelcke meromorphically continued such E s to all complex values of s such that
is not in the interval (−∞, 0] using the spectral theory of the Laplacian differential operator. Roelcke's Theorem 37 in ( [10] , p. 91) shows that his normalized meromorphically-continued Eisenstein series E s appears in the continuous spectrum of the negative Laplacian for values s = 1 + 2ir where r > 0.
Atle Selberg, in search of what he called a "trace formula", a generalization of the Poisson summation formula, was the first to meromorphically continue E s to the entire complex plane for discrete subgroups Γ mentioned in the introduction. In fact, Selberg asserted in [12] that E s is regular for Re s ≥ Circa 1965, R. P. Langlands provided details for establishing the meromorphic continuation of convergent Eisenstein series for any locally symmetric space of finite volume. Using residue calculus, he completely determined the continuous spectrum for such a space in terms of discrete spectra for spaces of smaller dimension. In [6] , Langlands also established the Plancherel formula, which states an identity between an inner product of wave packets E ϕ and E ψ and an inner product of the functions ϕ and ψ used to build those wave packets. In the case of the continuous spectrum L 2 cont (Γ\H), the Plancherel formula can be written:
We see that ϕ and ψ become projections in the inner product on the right. Moeglin and Waldspurger carried Langlands' techniques over to adèlic reductive groups in [9] . In 1999, W. Casselman, assuming meromorphic continuation of E s , discovered another proof of the Plancherel formula by proving the Fourier inversion formula for L 2 cont (Γ\H). His proof in [3] used a very interesting distribution on the space of smooth compactly-supported functions on the imaginary axis:
More importantly, however, it circumvented an argument found in [5] and in [6] that involved a contour shift from a line where the Eisenstein series converges to where the inner product of the wave packet and the Eisenstein series converges. Although this contour shift from a line in the region Re s > 1 to the line Re s = 0 was a very simple procedure in the classical case, its complexity increased considerably when generalizing the argument to groups of higher rank. While attempting to generalize Casselman's argument to arbitrary adèlic reductive groups, we discovered an alternative proof that also avoided the complicated contour shifts as well as Casselman's distribution. In [7] , Erez Lapid recently established another proof of the Plancherel formula for wave packets built from discrete (not necessarily cuspidal) Eisenstein series in the reductive adèlic group setting. His proof uses a formula for the inner product of two truncated discrete Eisenstein series.
Background
We now explain some basic terminology and definitions used in the proof.
Mellin transforms.
Definition 3.1. Let ϕ be a smooth compactly-supported function on iR. We define the shifted inverse Mellin transform of ϕ to be the functionφ :
Remark 3.2. The choice of the kernel y s instead of the classical inverse Mellin transform kernel y −s is merely for simplicity.
The following identity
shows us that y Notice that we multiply Φ by the factor y 
Then the following integrals converge absolutely and uniformly in vertical strips for Re s ≤ 0:
Proof. Let σ = Re s ≤ 0 and N > 1. Note that |y
|f (y)|dy < ∞ since y −1−σ is bounded uniformly on a given vertical strip. Proof. By uniform convergence, we may differentiate under the integral sign for Re s < 0. If we let s = σ + iτ ,
Let > 0. We can choose δ > 0 so that |y σ − 1| < and |y
Since > 0 was arbitrary, the result follows. F (x, y) where z = x + iy. It is customary to identify z with a unique coset of SL(2, R)/SO(2, R). Let G = SL 2 (R) and define the following subgroups:
Every g ∈ G can be uniquely represented as g = nak where n ∈ N , a ∈ A, and k ∈ K. Let P = NA.
Definition 3.7.
For z ∈ H, we define the Maass-Eisenstein series
, where it converges absolutely and uniformly on compact sets. Selberg showed that it extends to a meromorphic function on C which is smooth on iR. We will use E s to also denote the meromorphic continuation. It is an eigenfunction of the hyperbolic Laplacian
and satisfies
In fact, the continuous spectrum of the hyperbolic Laplacian on L 2 (Γ\H) is obtained by integrating smooth compactly-supported functions ϕ(s) on iR against E s . Since the Eisenstein series is invariant under the translation 1 1
for z ∈ H, it is periodic in x with period 1. Therefore, it has a Fourier series expansion
where the Fourier coefficients are functions of y. The constant term a 0 (y) of this expansion is given by (E s ) 0 (y) = y 
A natural question to ask is whether one can recover F fromF . Selberg tells us that
is the sum of a cusp form (which has a vanishing constant term) plus a constant. Hence (3.1) is a square-integrable function that lies in the discrete spectrum. Therefore, we shall instead start with ϕ ∈ C ∞ c (iR), define the wave packet, and explore some of its properties to see if we can eventually recover ϕ from it. 
Observe that the periodicity of the Eisenstein series gives us the periodicity of the wave packet: Proof. We can use the constant term of the Eisenstein Series E s to get the constant term of the wave packet E ϕ : Remark 3.12. Note that ϕ # is twice the projection of ϕ onto the space of functions satisfying
Proof.
(s)c(−s)ϕ(−s) + c(s)ϕ(s)
= c(s)ϕ # (s).
Asymptotics and convergence of the inner product.
In order for the Fourier inversion formula to make sense, we must show that the Petersson inner product
converges absolutely for t ∈ iR. This will imply square-integrability of the wave packet. To this end, we recall the definition of a Siegel set and some basic growth conditions for functions on Γ\H.
Definition 3.13. Let r > 0 and T > 0. We call the following a standard Siegel set. S r,T = {z = x + iy : |x| < r, y ≥ T }. For T large enough and appropriate choice of r, there is a fundamental domain F for Γ\H such that F = S r,T ∪ C where C is compact.
For the following definitions, let F : Γ\H → C be a smooth function. Definition 3.14. F is of uniform moderate growth on a standard Siegel set S if there exists a real number N such that |XF (z)| X y N for all z ∈ S and for all X in the universal enveloping algebra of g, the Lie algebra of SL 2 (R). In other words, F and all of its derivatives satisfy an asymptotic estimate of some uniform power of y on S. 
The following lemma shows that the Maass-Eisenstein series is essentially asymptotic to its constant term, explaining why it is not square-integrable. Proof. It suffices to show absolute convergence on a standard Siegel set S r,T . Let Ω be the support of ϕ # which is a smooth compactly-supported function on iR.
Recall ϕ(s) and c(s) are smooth on iR and ϕ(s) is compactly supported on iR.
Since the Fourier transform of a Schwartz function is Schwartz,
for any N > 1. By Lemma 3.17,
where the constant in the bound only depends on Ω, not t. Thus, for large T > 0,
which gives the result.
Proof. Let Ω be the compact support of ϕ(s):
Adjoint relation.
A key ingredient in the new proof of the Fourier inversion theorem is the adjoint relation which is stated and proved in ( [2] , p. 97).
Then the following identity formally holds:
Proof. The left Γ-invariance of F gives us
We combine integrals to get
Now we express the integral as an iterated integral:
The left (P ∩ Γ)N -invariance of Φ gives us
Borel shows that
Since N \H is a 2-fold cover of (P ∩ Γ)N \H, 
Truncation and orthogonal decomposition.
A problem in trying to use the adjoint relation to prove the Fourier inversion theorem is the inability to express E −s as an Eisenstein series E G P (Φ s ) for such s. Truncation allows us a way to represent E −s as a sum of mutually orthogonal square-integrable Eisenstein series so that we can use the adjoint relation. Definition 3.21. Let T > 0. We define the truncation Λ P G F of a function F on Γ\H to be
where χ (T,∞) is the characteristic function of (T, ∞).
We define the truncation Λ 
Proof. We reproduce the proof in [3] . Let
If γ ∈ Γ ∩ P , then γ maps H T conformally onto itself. If γ ∈ P , then γ maps H T conformally onto a disk in the region where Im z < 1. Thus T > 1 ensures orthogonality of the decomposition.
for any s where the meromorphic continuation of E −s is defined.
A new proof of the Fourier inversion formula
In this section, we will be using the following (non-Hermitian) bilinear forms,
and will show that for t ∈ iR,
New proof of the Fourier inversion formula. Let T > 1. For Re t < − 1 2 , we can use the series definition of E −t to write the truncated Maass-Eisenstein series as a general Eisenstein series: where χ (T,∞) (z) = χ (T,∞) (Im z). By the adjoint relation, Lemma 3.20, we get for
The right-hand side of (4.2) can also be written as
The integrals
, these integrals are even holomorphic for Re t < 0 and continuous for Re t ≤ 0 by Corollary 3.6. The left-hand side of (4.2) is known to be meromorphic in t and holomorphic for Re t = 0. Notice (4.3) is meromorphic for Re t ≤ 0 and continuous for Re t = 0. Therefore, since both sides of (4.2) are defined for Re t = 0, the formula
also holds for t ∈ iR! More trivially, we get the formula
has a finite number of nonzero summands. By combining (4.4) and (4.5) for t ∈ iR, we get
4.1. Plancherel formula. We now show how the Fourier inversion formula yields the Plancherel formula. 
Proof. By linearity in the first variable of the Hermitian Petersson inner product, we have
ϕ(t)c(−t)ψ(−t) + c(−t)ϕ(−t)ψ(t) dt
= 1 2πi i∞ −i∞
[ϕ(t) + c(−t)ϕ(−t)] ψ(t) + c(−t)ψ(−t) dt
5. Other proofs of the Plancherel formula 5.1. Langlands' proof. In [6] , Langlands starts out with the identity
Re t=σ
ϕ(t)ψ(−t) + c(t)ϕ(t)ψ(t)dt
for σ > 1. Here, we use the usual Hermitian Petersson inner product. By the residue theorem, he shifts the contour of integration to the line Re t = 0 and recalls that for such t, c(t) = c(t) and t = −t to get the following expression for E ϕ , E ψ Γ\H :
Factoring out ϕ(t) and noticing that ϕ and ψ are supported on the imaginary axis, we see that (5.1) equals
which proves the Plancherel formula.
5.2.
Lapid's proof. In [7] , Lapid proves there exists a δ > 0 such that 
(t) + c(t)c(t)ϕ(t) + c(−t)ϕ(−t) + c(t)ϕ(−t) ,
which simplifies to ϕ # (t). Hence, 
