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Abstract
Generalized eigenvalue problems play a significant role in many applications. In this paper, continuous
methods are presented to compute generalized eigenvalues and their corresponding eigenvectors for two real
symmetric matrices. Our study only requires that the right-hand-side matrix is positive semi-definite. The
main idea of our continuous methods is to convert the generalized eigenvalue problem into an optimization
problem. Then a continuous method which includes both a merit function and an ordinary differential equa-
tion (ODE) is introduced for the resulting optimization problem. The strong convergence of the ODE solution
is proved for any starting point. Both the generalized eigenvalues and their corresponding eigenvectors can
be easily obtained under some mild conditions. Some numerical results are also presented.
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1. Introduction
The generalized eigenvalue problem (A,B) is to find a scalar λ and a nonzero vector x such
that
Ax = λBx, (1)
where A and B are n × n real symmetric matrices, and B is positive semi-definite. We will assume
these conditions throughout the rest of this paper. This nonzero x is said to be an eigenvector of
(1) and the corresponding value of λ is called an eigenvalue. For simplicity, (λ, x) is called an
eigenpair of (1). Obviously, problem (1) includes the standard eigenvalue problem when B = In.
In [20], it has been shown that if αA + βB is positive definite for some α and β, then there always
exists a solution to (1) and the eigenpairs are all in the real space. But here we only assume that
B is positive semi-definite. In this case, system (1) may not have any solution.
The generalized eigenvalue problem is often encountered in engineering applications such as
automatic control, structure engineering, dynamic analysis of structure, signal processing, image
restoration, maximum entropy spectral estimation (see [13,19] and the references therein), and is
also a classical and complicated but very important problem (see [9,23]). In the literature, almost all
the research for the generalized eigenvalue problem require at least one of A and B being positive
definite (see [1,11,16,18,22,24]). Even though [25] only requires that B is positive semi-definite,
it assumes that the solution of (1) is known. The focus of [25] is to analyze the stability issue of
system (1). Besides the conventional methods in numerical analysis for the generalized eigenvalue
problem (see [1,6,10,16,18,22–25] and the references therein), some continuous models have been
discussed in [2,3,4,7,14] for some eigenvalue related problems. In [2,3], various ODE systems are
introduced for many numerical analysis problems. By adopting a penalty function method, Jiang
and Chen [14] proposed a dynamical system for (1) with complex matrices A and B. However,
there is not any analysis for their formulation.
Recently, Golub and Liao [7] proposed some continuous methods for both extreme and interior
eigenvalue problems. The idea in [7] is to convert the underlying problems into some constrained
optimization problems. Then, a continuous method is developed for each optimization problem.
Strong theoretical results as well as attractive numerical results have been obtained for the con-
tinuous method. The mechanism behind the continuous method in this paper shares the same
structure as in [7].
In this paper, we first investigate the existence of the solution for problem (1) and show that the
generalized eigenvalue problem can be reduced to a lower dimension standard eigenvalue problem
under some conditions (Section 2). Then, we focus our attention on computing the extreme
generalized eigenvalue problem. Our discussions include (a) an equivalent optimization problem;
(b) a continuous method for the equivalent optimization problem; and (c) convergence analysis of
the ODE solution in our continuous method. In Section 3, we will extend the similar discussions in
Section 2 to compute other generalized eigenvalues and their corresponding eigenvectors. Some
promising numerical results are reported in Section 4. Finally, some concluding remarks are drawn
in Section 5.
In our following discussion, we let ‖ · ‖ denote the Euclidean norm, In denote the identity
matrix of order n, diag (a1, a2, . . . , an) denote the n × n diagonal matrix, ei (1  i  n) be the
ith column of In. Vectors u1, u2, . . . , uk ∈ Rn are said to be orthogonal with respect to an n × n
matrix D if,
(ui)
TDuj =
{
1 if i = j,
0 if i /= j, i, j = 1, 2, . . . , k.
678 X.-B. Gao et al. / Linear Algebra and its Applications 428 (2008) 676–696
The projection operator P on a closed convex set  ⊆ Rn is defined by
P(x) = arg min
u∈ ‖x − u‖.
A basic property of the projection mapping on a closed convex set is [12,15]
[u − P(u)]T[P(u) − v]  0 ∀u ∈ Rn, v ∈ . (2)
2. Extreme generalized eigenvalue
In this section, we will discuss our continuous method for the extreme generalized eigenvalue
problem. First, we need the existence result for the solution of system (1), which lays the theoretical
foundation for us to design the continuous method.
2.1. Equivalence to the standard eigenvalue problem
The following definition is useful for our later discussion:
Definition 2.1. An eigenpair (λ, x) of (1) is said to be trivial if Ax = Bx = 0; otherwise, the
eigenpair (λ, x) of (1) is said to be non-trivial.
In the rest of this paper, we only consider non-trivial eigenpair of (1), and will make the following
assumptions:
Assumption 2.1
(i) There exists a constant c such that cB − A is positive semi-definite.
(ii) The minimum eigenvalue of (A,B) is finite.
Theorem 2.1. For system (1), all its eigenvalues are real. Furthermore, under Assumption 2.1,
system (1) has r real eigenpairs, where r = rank(B).
Proof. Let (λ, x) be any eigenpair of (1). If xHBx = 0, then from the positive semi-definiteness
of B, we know Bx = 0. Therefore Ax = 0 from (1). From our definition, we know that (λ, x)
must be a trivial eigenpair of (1) which contradicts with our assumption. Thus xHBx /= 0. Then
from (1), we have
λ = x
HAx
xHBx
.
This indicates that λ is a real number.
Since B is symmetric and positive semi-definite, we know (see, e.g., p. 148 in [8]) that there
exists a permutation matrix P̂ and an n × r lower triangular matrix L1 such that
P̂ BP̂ T = L1LT1 ,
where r = rank(B) and lii (the (i, i) element of L1) > 0 for i = 1, 2, . . . , r . Let
L2 = (L1, er+1, . . . , en) and L = P̂ TL2, (3)
then L is nonsingular, and
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B = P̂ TL2
(
Ir 0
0 0
)
LT2 P̂ = L
(
Ir 0
0 0
)
LT, (4)
where Ir is the identity matrix of order r . By defining y = LTx ∈ Rn,
Â = L−1AL−T and P =
(
Ir 0
0 0
)
, (5)
problem (1) is equivalent to the following problem: to find a nonzero y such that
Ây = λPy. (6)
This and the minimum eigenvalue of (A,B) is finite imply that the minimum eigenvalue of (Â, P )
is finite. Since there exists a constant c such that cB − A is positive semi-definite, cP − Â is also
positive semi-definite from
cB − A = L(cP − Â)LT.
Let aˆii , i = 1, . . . , n, be the diagonal elements of Â, then it is easy to verify that aˆii = 0 for
i = r + 1, . . . , n from the positive semi-definiteness of cP − Â and the finiteness of the minimum
eigenvalue of (Â, P ). Thus according to Theorem 4.2.6 in [8], we know that matrix Â can be
written as
Â =
(
Â1 0
0 0
)
, (7)
where Â1 ∈ Rr×r . Since Â1 is also real symmetric, there exists an orthogonal matrix U1 ∈ Rr×r
such that
Â1 = U11UT1 , (8)
where 1 = diag(λ1, . . . , λr ) with λ1  λ2  · · ·  λr . Let In−r be the identity matrix of order
n − r ,
U =
(
U1 0
0 In−r
)
= (u1, u2, . . . , un) and  =
(
1 0
0 0
)
, (9)
then U ∈ Rn×n is also an orthogonal matrix, and Â = UUT from (7)–(9). Thus Âui = Pui = 0
for i = r + 1, . . . , n, Âui = λiui and Pui = ui for i = 1, 2, . . . , r . Therefore, system (1) has r
finite eigenpairs. This completes the proof. 
Theorem 2.1 illustrates the existence of the nontrivial eigenpair of problem (1) under some
mild conditions. From the proof of Theorem 2.1, we have following important observations.
Remark 2.1
(i) There exists an n × n nonsingular matrix X (for example, X = L−TU , L is defined in (3)
and U is defined in (9)) such that XTAX = diag(λ1, . . . , λr , 0, . . . , 0), and XT BX = P ,
where r = rank(B), λ1  λ2  · · ·  λr , and P is defined in (5).
(ii) If (λ, z) is a nontrivial eigenpair of system
Â1z = λz (10)
(where Â1 ∈ Rr×r is defined in (7)), then (λ, (zT, 0Tn−r )T) (0n−r ∈ Rn−r is a zero vector)
is a nontrivial eigenpair of system (6), and (λ, L−T(zT, 0Tn−r )T) is a nontrivial eigenpair of
system (1).
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Obviously, problem (1) is reduced to a lower dimension problem (10) when r < n from Remark
2.1(ii), and Assumption 2.1 is always satisfied when B is symmetric and positive definite.
2.2. An equivalent optimization problem
Since the minimum generalized eigenvalue of (−A,B) is just the maximum generalized eigen-
value of (A,B), we only focus on finding the minimum generalized eigenvalue of (A,B) and
its corresponding eigenvector in this section. To formulate the extreme generalized eigenvalue
problem into an optimization problem, from Remark 2.1(ii) and the idea in [7], we consider{
min
x∈Rn x
TAx
s.t. xTBx = 1. (11)
Then we have the following result which describes the relationship between system (1) and
problem (11).
Lemma 2.1. The following are true:
(i) x is a local minimizer of problem (11) ⇐⇒ x is a global minimizer of (11).
(ii) x is a global minimizer of (11) ⇐⇒ x is an eigenvector of (1) corresponding to the
minimum generalized eigenvalue of (A,B).
Proof. From Remark 2.1 and similar to the proof of Lemma 2.1 in [7], our results can be estab-
lished. 
Problem (11) is to minimize a quadratic function with a quadratic constraint. The difficulty
for problem (11) is its constraint where the feasible region is not a convex set. Now we further
convert problem (11) into the following optimization problem which is much easier to solve.{
min
x∈Rn x
T(A − cB)x
s.t. xTBx  1,
(12)
where c is chosen so that cB − A is positive semi-definite. Since
cB − A = L(cP − L−1AL−T)LT,
where L and P are defined in (3) and (5), then a sufficient condition for the choice of c is
c > ‖L−1AL−T‖2. (13)
Since A is symmetric, from Corollary 2.3.2 in [8], we know
‖L−1AL−T‖2  ‖L−1AL−T‖1, (14)
then we can choose c = ‖L−1AL−T‖1 + , where  > 0. However, since the convergence of our
method (see Theorem 3.3 in Section 3.3) requires the condition that λi + c  1 for i = 1, 2, . . . , r
(λi is an eigenvalue of (1)), thus we always choose c = ‖L−1AL−T‖1 + 1, and will adopt this
formula for c as the default value in our numerical computation.
Problem (12) differs from problem (11) in that the objective function is quadratic and concave
but its feasible region is a closed convex set. Therefore, it is much easier to solve (12) than (11).
The lemma below reveals some properties for problem (12).
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Lemma 2.2. The following are true:
(i) x is a local minimizer of problem (12) ⇐⇒ x is a global minimizer of problem (12);
(ii) x is a global minimizer of problem (12) ⇐⇒ x is an eigenvector of (1) corresponding to
the minimum generalized eigenvalue of (A,B).
Proof. From Remark 2.1 and following the similar arguments as the proof of Lemma 2.1 in [7],
our results can be obtained. 
2.3. A continuous method
Now, we focus on problem (12). From the proof of Theorem 2.1, we know{
xT(cB − A)x = yT(cP − Â)y,
xTBx = yTPy,
where y = LTx, Â and P are defined in (5). Then problem (12) is equivalent to the following
problem:{
min
y∈Rn y
T(Â − cP )y
s.t. yTPy  1.
(15)
Generally speaking, a continuous method consists of two components: a merit function and
a dynamical system. In addition, the merit function must be monotonically nonincreasing along
the solution of the dynamical system. Following [7,17], we can construct our continuous method
for problem (15) as
Merit function
f (y) = 1
2
yT(Aˆ − cP )y. (16)
Dynamical system
dy(t)
dt
= P[((c + 1)P − Â)y] − Py, (17)
where  = {y ∈ Rn|yTPy  1}. Obviously, y ∈  ⇐⇒ ‖Py‖  1, and
P(y) =
{
y if ‖Py‖  1,
y/‖Py‖ if ‖Py‖ > 1. (18)
Converting the above model into the x space, we can obtain our continuous method for problem
(12) as
Merit function
F(x) = 1
2
xT(A − cB)x. (19)
Dynamical system
dx(t)
dt
= L−T{P[PLTx − L−1(A − cB)x] − PLTx}, (20)
where = {x ∈ Rn|xTBx  1} (since {x ∈ Rn|xTBx  1} = {y = LTx ∈ Rn|yTPy  1}) and
P(·) is the projection onto . It should be noted that from the definition of L in (3), L−1 can be
computed easily.
682 X.-B. Gao et al. / Linear Algebra and its Applications 428 (2008) 676–696
Because of the equivalence of problem (12) and problem (15), (19), (16), (20) and (17), in
the following, we only need to study the dynamical properties of (17). To simplify the following
discussion, we define
e(y) = PLTx − P[PLTx − L−1(A − cB)x] = Py − P[((c + 1)P − Â)y]. (21)
Similar to the proof of Lemma 3.1 in [7], we have the following important properties for e(y).
Lemma 2.3. Let e(y) be defined in (21), then the following are true:
(i) y is an eigenvector of (Â, P ) with ‖Py‖ = 1 ⇐⇒ e(y) = 0.
(ii) If f (y) /= 0 and e(y) = 0, then y is an eigenvector of (Â, P ) with ‖Py‖ = 1.
Lemma 2.4. The following are equivalent:
(i) e(Py) = 0 with Py /= 0.
(ii) Py is an eigenvector of (Â, P ) with ‖Py‖ = 1.
(iii) Py is an eigenvector of Â with ‖Py‖ = 1.
Proof. Let y = ((y1)T, (y2)T)T, where y1 ∈ Rr and y2 ∈ Rn−r . Then y1 /= 0 ⇐⇒ Py /= 0.
Since
P TÂP =
(
Â1 0
0 0
)
,
where Â1 ∈ Rr×r ,f (Py) = (y1)T(Â1 − cIr )y1. Thusf (Py) < 0 ⇐⇒ Py /= 0 from the choice
of c. This and Lemma 2.3 imply (i) ⇐⇒ (ii).
From the definition of an eigenvalue and P 2 = P , we can easily verify (ii) ⇐⇒ (iii). 
When B is positive definite, from Lemma 2.4, we have the following result.
Corollary 2.1. If B is positive definite, then e(y) = 0 with y /= 0 ⇐⇒ y is an eigenvector of
Â with ‖y‖ = 1.
Now we are ready to analyze the convergence properties for the solution of (17). These results
will be summarized in the following theorems:
Theorem 2.2. For any y0 ∈ Rn, there exists a unique solution y(t) of the dynamical system (17)
with y(t0) = y0 in [t0,+∞). Moreover, y(t) ∈  for all t  t0 when y0 ∈ .
Proof. It is easy to see that e(y) in (21) is Lipschitz continuous in Rn. From the Picard–Lindelöf
theorem, y(t) of the dynamical system (17) with y(t0) = y0 exists and is unique in [t0,+∞).
Now, we consider the function
E(y) = ‖P [y − P(y)]‖2.
Obviously, E(y) is the square of the generalized distance of y to set . From the definition of
P(y) in (18), we have y ∈  ⇐⇒ E(y) = 0, and
PP(y) = P(Py). (22)
Thus
E(y) = ‖Py − P(Py)‖2.
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Therefore according to [5], (21), (17) and (22), we have
d
dt
E(y(t)) = 2[Py(t) − P(Py(t))]TP dy(t)dt
= −2[Py(t) − P(Py(t))]Te(y(t)). (23)
But
‖Py − P(Py)‖2  [Py − P(Py)]Te(y)
by taking u = Py and v = Py − e(y) ∈  in (2). This and (23) imply that
dE(y(t))
dt
 −2E(y(t)) ∀t  t0.
Therefore
E(y(t))  e−2(t−t0)E(y(t0)) ∀t  t0.
So y(t) ∈  for all t  t0 whenever y0 ∈ . This completes the proof. 
The result of Theorem 2.2 indicates that our dynamical system (17) is well defined. In the proof
of Theorem 2.2, we can see that the solution y(t) will eventually move into the feasible region
and stay in  from then on when y0 /∈ . Now we prove the following important convergence
result for the solution of (17).
Theorem 2.3. For any y0 ∈ , let y(t) be the solution of (17) with y(t0) = y0. Then (i) if e(y0) =
0, then y(t) ≡ y0 for all t  t0; (ii) if e(y0) /= 0, then limt→+∞ e(Py(t)) = 0.
Proof. (i) This is a special case of Theorem 3.2(i) in Section 3. Please refer to the proof of
Theorem 3.2(i) with k = 1.
(ii) Since y0 ∈ , Theorem 2.2 ensures that y(t) ∈  for all t  t0. Thus ‖Py(t)‖  1 for all
t  t0.
Taking u = Py − ∇f (y), v = Py in (2), and using (16), (17), and (21), we have
df (y)
dt
= −[∇f (y)]Te(y)  −‖e(y)‖2  0 ∀t  t0.
This implies that the function f (y(t)) is monotone nonincreasing on [0,+∞) and∫ t
t0
‖e(y(s))‖2 ds  f (y0) − f (y(t)) ∀t  t0.
From P 2 = P , (7), (21) and (16), we have
f (Py) = f (y) and e(Py) = e(y).
Therefore∫ +∞
t0
‖e(Py(s))‖2ds < +∞,
since {Py(t)|t0  t < +∞} is bounded. This implies limt→+∞ e(Py(t)) = 0. This completes
the proof. 
Theorem 2.4. For any y0 ∈ , let y(t) be the solution of (17) with y(t0) = y0, and K(y0) =
{i|yT0 Pui /= 0, i = 1, 2, . . . , r}, where Âui = λiPui and vectors u1, u2, . . . , ur ∈ Rn are
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orthogonal with respect to matrix P. Then y(t) is convergent, i.e., there exists a y∗ ∈  such that
limt→+∞ y(t) = y∗. If, in addition, K(y0) /= ∅, then ‖Py∗‖ = 1, and limt→+∞ y(t)TÂy(t) =
λj , where j = min{i|i ∈ K(y0)}.
Proof. This is a special case of Theorem 3.3 in Section 3. Please refer to the proof of Theorem
3.3 with k = 1. 
Obviously, K(y0) /= ∅ whenever Py0 /= 0. Moreover, we can easily verify the following result
from Theorem 2.4.
Corollary 2.2. For any y0 ∈ , let y(t) be the solution of (17) with y(t0) = y0. Then y(t) con-
verges to an eigenvector corresponding to λ1 if and only if the set {i|λi = λ1, yT0 Pui /= 0,
i = 1, 2, . . . , r} /= ∅, where Âui = λiPui and vectors u1, u2, . . . , ur ∈ Rn are orthogonal with
respect to matrix P.
For any starting point y0 with Py0 /= 0 and the corresponding solution y(t) (y(t0) = y0) of
(17), even though Theorem 2.4 indicates that y(t) would converge to an eigenvector of (Â, P ),
this eigenvector will not correspond to the minimum generalized eigenvalue if the condition of
Corollary 2.2 is not satisfied. In other words, we cannot guarantee that for any starting point y0, the
limit of y(t) of (17) is the eigenvector corresponding to the minimum generalized eigenvalue, and
it would be quite difficult to move away from y0 if y0 is an eigenvector of (Â, P ) corresponding
to some i with λi > λ1. In this case, one remedy is to move away from y0 along a direction d /= 0
satisfying Pd /= 0 and yT0 Pd = 0. Then, we can re-solve dynamical system (17) with this new
starting point. Once the minimum generalized eigenvector y of system (6) is found, we can obtain
the minimum generalized eigenvector x of system (1) from x = L−Ty.
3. Other generalized eigenvalues
Since the minimum generalized eigenvalue λ1 of (A,B) and its corresponding eigenvectors
can be obtained by the continuous method described in Section 2, a natural extension is to seek
other generalized eigenpairs of (A,B), which are often encountered in many engineering and
communication applications, such as signal processing, image restoration and so on. Thus we
shall focus on finding other eigenvalues of (A,B) and their corresponding eigenvectors in this
section. Similar to our discussions in the previous section, we will divide this section into two
subsections.
3.1. An equivalent optimization problem
From the analysis in Section 2, we can assume that the eigenpairs (λ1, x1), (λ2, x2), . . . ,
(λk−1, xk−1) of (A,B) have been determined, where k  r = rank(B), λ1  λ2  · · ·  λk−1
and x1, x2, . . . , xk−1 are orthogonal with respect to matrix B. To compute the kth generalized
eigenvalue λk and its corresponding eigenvector xk of (A,B), we consider the following problem:⎧⎨⎩minx∈Rn xTAx + 2c
k−1∑
i=1
(xTBxi)2
s.t. xTBx = 1,
(24)
where 1  k  r and c is defined in (13). Obviously, the last term in the above objective function
disappears when k = 1.
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Even though problem (24) is to minimize a quadratic function with a quadratic constraint, the
difficulty for problem (24) is its constraint where the feasible region is not a convex set. Thus we
further consider the following optimization problem:⎧⎨⎩minx∈Rn xT(A − cB)x + 2c
k−1∑
i=1
(xTBxi)2
s.t. xTBx  1,
(25)
where 1  k  r and c is defined in (13). Problem (25) differs from problem (24) in that the
objective function is quadratic but the constraint is a simple elliptic constraint. Obviously, the
feasible region for (25) is a closed convex set. Therefore, it is much easier to solve (25) than (24).
The following lemma describes the relationship between system (1) and problem (25).
Lemma 3.1. The following are true:
(i) Every local minimizer of (25) is also a global minimizer of (25).
(ii) x is a global minimizer of (25) ⇐⇒ x is an eigenvector corresponding to the generalized
eigenvalue λk of (A,B).
Proof. Since vectors x1, x2, . . . , xk−1 are orthogonal with respect to matrix B, from the assump-
tion and Remark 2.1, we can add vectors xk, xk+1, . . . , xn such that vectors x1, x2, . . . , xn form
a basis of Rn, Axj = λjBxj for j = k, k + 1, . . . , r , and
(xi)TBxj =
{
1 if i = j = 1, 2, . . . , r;
0 otherwise.
Then for any x ∈ Rn, we know that there exist αi , i = 1, 2, . . . , n, such that
x =
n∑
i=1
αix
i . (26)
Thus problem (25) becomes⎧⎪⎪⎪⎨⎪⎪⎪⎩
min
α1,...,αn
(
k−1∑
i=1
(λi + c)α2i +
r∑
i=k
(λi − c)α2i
)
s.t.
r∑
i=1
α2i  1.
From the choice of c, we know that
λi + c > 0 > λi − c, i = 1, . . . , r, and λi − c  λk − c, i = k + 1, . . . , r.
Thus (i) and (ii) can be easily established. 
From Lemma 3.1, we can see that (i) the minimum value of (25) is λk − c; (ii) any opti-
mal solution is an eigenvector corresponding to λk; and (iii) at any optimal solution of (25),∑r
i=1α2i = xTBx = 1, i.e., any optimal solution must be on the boundary of the constraint set.
3.2. A continuous method
From our discussion in Sections 2 and 3, we can define y = LTx, Â = L−1AL−T and ui =
LTxi for i = 1, 2, . . . , k − 1, then u1, u2, . . . , uk−1 ∈ Rn are orthogonal with respect to matrix
P , and problem (25) is equivalent to the following problem:
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k−1∑
i=1
(yTPui)
2
s.t. yTPy  1,
(27)
where 1  k  r . Thus the corresponding continuous method becomes
Merit function
fk(y) = 12 [y
T(Â − cP )y + 2c
k−1∑
i=1
(yTPui)
2], 1  k  r. (28)
Dynamical system
dy(t)
dt
= P[Py − ∇fk(y)] − Py, 1  k  r, (29)
where  = {y ∈ Rn|yTPy  1} and P(y) is defined in (18).
Converting the above model into the x space, we can obtain our continuous method for problem
(25) as
Merit function
Fk(x) = 12 [x
T(A − cB)x + 2c
k−1∑
i=1
(xTBxi)2], 1  k  r. (30)
Dynamical system
dx(t)
dt
= L−T{P[PLTx − L−1∇Fk(x)] − PLTx}, 1  k  r, (31)
where  = {x ∈ Rn|xTBx  1} and P(·) is the projection operator onto . Obviously, when
k = 1, function fk(x) in (30) and system (31) are just f (x) in (19) and system (20), respectively.
To simplify the following discussion, we let
ek(y) = Py − P[Py − ∇fk(y)], 1  k  r. (32)
To study the dynamical property of (29), we need to reveal the following important properties for
ek(y).
Lemma 3.2. Let ek(y) be defined in (32), then the following are true:
(i) ek(y) = 0 with f1(y) /= 0 ⇐⇒ y is an eigenvector corresponding to an eigenvalue λ of
(Â, P ) with λ  λk, ‖Py‖ = 1, and yTPui = 0 for i = 1, 2, . . . , k − 1.
(ii) If y is an eigenvector corresponding to eigenvalue λj of (Â, P ) with j ∈ {k, k + 1, . . . , r},
‖Py‖ = 1 and yT Pui = 0 for all i = 1, 2, . . . , k − 1, then ek(y) = 0.
Proof. (i) ek(y) = 0 implies
Py =
{[Py − ∇fk(y)]/‖P [y − ∇fk(y)]‖ if ‖P [y − ∇fk(y)]‖ > 1,
Py − ∇fk(y) if ‖P [y − ∇fk(y)]‖  1. (33)
This implies Py ∈  and y ∈  since P 2 = P . If ‖P [y − ∇fk(y)]‖  1, then
∇fk(y) = (Â − cP )y + 2c
k−1∑
i=1
(yTPui)Pui = 0. (34)
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Multiplying uTj from left to (34), we have
(λj + c)uTj Py = 0, j = 1, 2, . . . , k − 1.
This and (13) imply uTj Py = 0 for j = 1, 2, . . . , k − 1. It follows from (34) that (Â − cP )y =
0. Therefore f1(y) = 0 which contradicts with f1(y) /= 0. Thus, it must be true that ‖P [y −
∇fk(y)]‖ > 1. Let γ = ‖P [y − ∇fk(y)]‖ − 1 > 0, then
Ây = (c − γ )Py − 2c
k−1∑
i=1
(yTPui)Pui (35)
from (33). Multiplying uTj from left to (35), we have
(c + γ + λj )uTj Py = 0, j = 1, 2, . . . , k − 1.
This and (13) imply
yTPuj = 0, j = 1, 2, . . . , k − 1. (36)
Therefore
Ây = (c − γ )Py
from (35). This and f1(y) /= 0 indicate that y is an eigenvector corresponding to the eigenvalue
c − γ of (Â, P ) and c − γ  λk from (36). From (33), it is easy to see that ‖Py‖ = 1.
(ii) From the assumptions of (ii), we know that Ây = λjPy, and
Py − ∇fk(y) = Py − (Â − cP )y = (c + 1 − λj )Py.
Thus ‖P [y − ∇fk(y)]‖ > 1 from ‖Py‖ = 1 and (13). Therefore (ii) is immediately obtained by
(32) and (33). 
From Lemma 3.2, similar to the proof of Lemma 2.4, we can easily verify the following results:
Lemma 3.3. Let ek(y) be defined in (32), then the following are true:
(i) ek(Py) = 0 with Py /= 0 ⇐⇒ Py is an eigenvector corresponding to an eigenvalue λ of
(Â, P ) with ‖Py‖ = 1, λ  λk, and yTPui = 0 for i = 1, 2, . . . , k − 1.
(ii) IfPy is an eigenvector corresponding to eigenvalueλj of (Â, P )with j ∈ {k, k + 1, . . . , r},
‖Py‖ = 1 and yTPui = 0 for all i = 1, 2, . . . , k − 1, then ek(Py) = 0.
Corollary 3.1. If B is positive definite, then the following are true:
(i) ek(y) = 0 with y /= 0 ⇐⇒ y is an eigenvector corresponding to an eigenvalue λ of Â
with λ  λk, ‖y‖ = 1 and yTui = 0 for all i = 1, 2, . . . , k − 1.
(ii) If y is an eigenvector corresponding to eigenvalue λj of (Â, P ) with j ∈ {k, k + 1, . . . , r},
‖y‖ = 1 and yTui = 0 for all i = 1, 2, . . . , k − 1, then ek(y) = 0.
Theorem 3.1. For any y0 ∈ Rn, there exists a unique solution y(t) of the dynamical system (29)
with y(t0) = y0 in [t0,+∞). Furthermore the solution y(t) of (29) will approach exponentially
to the feasible set  when the initial point y0 /∈ , and y(t) ∈  for all t  t0 when y0 ∈ .
Proof. Since the right-hand-side of (29) is continuous in Rn, the Cauchy–Peano theorem ensures
that there exists a solution y(t) for the dynamical system (29) with y(t0) = y0.
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Since  is a closed convex set, from the nonexpansive property of the projection operator, we
have
‖P(u) − P(v)‖  ‖u − v‖ ∀u, v ∈ Rn.
Therefore
‖ek(y) − ek(z)‖  ‖Py − P[Py − ∇fk(y)] − Pz + P[Pz − ∇fk(z)]‖
 (c + 2)‖P(y − z)‖ + ‖Â(y − z)‖ + 2c‖
k−1∑
i=1
((y − z)TPui)Pui‖
 (c + 2 + ‖Â‖ + 2c(k − 1))‖y − z‖ ∀y, z ∈ Rn.
This implies that ek(y) in (32) is Lipschitz continuous in Rn. From the Picard–Lindelöf theorem,
y(t) of dynamical system (29) with y(t0) = y0 exists and is unique in [t0,+∞). The rest of the
proof is the same as the proof of Theorem 2.2. 
The result of Theorem 3.1 indicates that our dynamical system (29) is well defined. Now we are
ready to analyze the convergence properties for the solution of (29). From (26) and ui = LTxi ,
we have
y(t) = LTx(t) =
n∑
i=1
αi(t)L
Txi =
n∑
i=1
αi(t)ui = Uα(t), (37)
where x(t) and y(t) are the solutions of (31) and (29), respectively, α(t) = (α1(t), α2(t), . . .,
αn(t))
T
, U = (u1, u2, . . . , un), vectors x1, x2, . . . , xn are chosen as in the proofs of Theorem
2.1 and Lemma 3.1. Then vectors u1, u2, . . . , un form a basis of Rn, Âuj = λjPuj for j =
1, 2, . . . , r , Âuj = Puj , j = r + 1, . . . , n, and
uTi P uj =
{
1 if i = j = 1, 2, . . . , r;
0 otherwise.
It follows from (28) that
gk(α) ≡ Fk(x) = fk(y) = 12
[
k−1∑
i=1
(λi + c)α2i +
r∑
i=k
(λi − c)α2i
]
. (38)
Therefore, it is straightforward to see that (29) is equivalent to
dα
dt
= P(Pα − ∇gk(α)) − Pα, (39)
where  = {α ∈ Rn|αTPα  1}.
Theorem 3.2. For any y0 ∈ , let y(t) be the solution of (29)with y(t0) = y0.Then (i) if ek(y0) =
0, then y(t) ≡ y0 for all t  t0; (ii) if ek(y0) /= 0, then limt→+∞ ek(Py(t)) = 0.
Proof. (i) From Theorem 3.1, we know y(t) ∈  for all t’s. Then α(t) ∈  for all t’s. From (38)
to (39), we have
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dαi(t)
dt
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
{−αi(t) + 1−λi−cγ αi(t), i = 1, . . . , k − 1,
−αi(t) + 1−λi+cγ αi(t), i = k, . . . , r
if γ > 1,{−(λi + c)αi(t), i = 1, . . . , k − 1
(c − λi)αi(t), i = k, . . . , r if γ  1,
0, i = r + 1, . . . , n,
(40)
where γ = ‖Pα(t) − ∇gk(α(t))‖. Thus for all t  t0, we have∣∣∣∣dαi(t)dt
∣∣∣∣  {(λk−1 + c + 2))|αi(t)|, i = 1, . . . , k − 1(c − λ1 + 1)|αi(t)|, i = k, . . . , r, (41)
and
αi(t) = αi(t0), i = r + 1, . . . , n. (42)
If ek(y0) = 0 andPy0 = 0, thenαi(t0) = 0 for i = 1, 2, . . . , r . Thus Lemma 3.3 in [7] and (41)
imply that αi(t) = 0 for all t  t0 and i = 1, 2, . . . , r . This result and (42) imply that y(t) = y0
for all t  t0.
If ek(y0) = 0 and Py0 /= 0, then f1(y0) /= 0. Thus from Lemma 3.2(i), y0 is an eigenvector
corresponding to the eigenvalue λ of (Â, P ) with λ  λk and ‖Py0‖ = 1. Similar to the proof of
Theorem 3.4 in [7], the result can be obtained from (41) and (42).
(ii) See the proof of Theorem 2.3(ii). 
Theorem 3.3. For any y0 ∈ , let y(t) be the solution of (29) with y(t0) = y0, and Kk(y0) =
{i|yT0 Pui /= 0, i = k, k + 1, . . . , r}, where Âui = λiPui, vectors u1, u2, . . . , ur ∈ Rn are
orthogonal with respect to matrix P and vectors ur+1, . . . , un are chosen according to (37)
and (38). Then we have the following:
(i) If Kk(y0) = ∅, then there exists a y∗ ∈  such that limt→+∞ y(t) = y∗, and Py∗ = 0.
(ii) If Kk(y0) /= ∅ and yT0 Pui = 0 for i = 1, 2, . . . , k − 1, then there exists a y∗ ∈  such that
limt→+∞ y(t) = y∗, ‖Py∗‖ = 1, and limt→+∞ y(t)TAy(t) = λl, where l = min{i|i ∈
Kk(y0)}, and uTi Py∗ = 0 for i = 1, 2, . . . , l − 1.
Proof. From Theorem 3.1, we know y(t) ∈  for all t’s. Then α(t) ∈  for all t’s, and (40) and
(42) hold.
If ek(y0) = 0, then y(t) ≡ y(t0) for all t  t0 by Theorem 3.2(i). Therefore y(t) is convergent.
From the proof of Theorem 3.2(i), the results of (i) and (ii) are true. So, we assume ek(y0) /= 0 in
the rest of the proof.
For all t  t0 and i = 1, 2, . . . , k − 1, it follows from (13) and (40) that
dα2i (t)
dt =
{
−2α2i (t) + 2(1−c−λi)‖Pα(t)−∇gk(α(t))‖α2i (t) if ‖Pα(t) − ∇gk(α(t))‖ > 1,
−2(λi + c)α2i (t) if ‖Pα(t) − ∇gk(α(t))‖  1
 −2α2i (t).
Thus
α2i (t)  α2i (t0)e−2(t−t0) ∀t  t0, i = 1, 2, . . . , k − 1. (43)
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This implies
lim
t→+∞αi(t) = 0, i = 1, 2, . . . , k − 1. (44)
(i) If Kk(y0) = ∅, then αi(t0) = 0 for all i = k, k + 1, . . . , r . Similar to the proof of Theorem
3.2(i), we know that αi(t) ≡ 0 for all t  t0 and i = k, k + 1, . . . , r . This result, (42) and (44)
imply
lim
t→+∞Uα(t) =
n∑
i=r+1
uiαi(t0).
From the choice of U in (9), we know
lim
t→+∞Uα(t) = (0, . . . , 0, αr+1(t0), . . . , αn(t0))
T,
i.e., y(t) = Uα(t) is convergent. Let y∗ be the limit, then it is trivial to see that Py∗ = 0 from
the above equation. This completes the proof of (i).
(ii) Now we assume Kk(y0) /= ∅. Without loss of generality, we can assume l < r . From the
definition of l and the proof of Theorem 3.2 (i), we know that
αi(t) ≡ 0, t  t0, i = k, k + 1, . . . , l − 1. (45)
From the assumption yT0 Pui = 0 for i = 1, 2, . . . , k − 1, we know that αi(t0) = 0 for i = 1,
2, . . . , k − 1. Thus from (43), we have
αi(t) ≡ 0, t  t0, i = 1, 2, . . . , k − 1. (46)
(45) and (46) imply that
‖Pα(t) − ∇gk(α(t))‖2 =
r∑
i=l
(1 + c − λi)2α2i (t)  (c − λl + 1)2 ∀t  t0. (47)
Therefore, it follows from (40), (47) and (13) that ∀t  t0,
dαl(t)
dt
{
 0 if αl(t) > 0,
 0 if αl(t) < 0
(48)
(48) is very important. Basically, it tells that when t > t0
• if αl(t0) > 0, αl(t) will be monotonically nondecreasing in t but always stays in interval
[αl(t0), 1];
• if αl(t0) < 0, αl(t) will be monotonically nonincreasing in t but always stays in interval
[−1, αl(t0)].
This and αl(t0) /= 0 imply that αl(t) /= 0 for all t  t0, and there exists an α∗l /= 0 such that
lim
t→+∞αl(t) = α
∗
l . (49)
For all t  t0 and i = l + 1, . . . , r , let zi(t) = αi(t)/αl(t), then by (40), we have
dzi (t)
dt =
αl(t)
dαi (t)
dt −αi(t)
dαl (t)
dt
α2l (t)
=
{
(λl−λi)‖Pα(t)−∇gk(α(t))‖zi(t) if ‖Pα(t) − ∇gk(α(t))‖ > 1,
(λl − λi)zi(t) if ‖Pα(t) − ∇gk(α(t))‖  1.
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This (47) and λl  λi, i = l + 1, . . . , r imply that{
dz2i (t)
dt 
2(λl−λi)
1+c−λl z
2
i (t) ∀i ∈ I1 = {j |λj > λl, j = l + 1, . . . , r},
dzi (t)
dt = 0, ∀i ∈ I2 = {j |λj = λl, j = l + 1, . . . , r}.
From this and (49), we have
lim
t→+∞αi(t) =
{
0 ∀i ∈ I1,
αi(t0)α∗l /αl(t0) ∀i ∈ I2. (50)
Let α∗ = (α∗1 , α∗2 , . . . , α∗n)T with
α∗i =
⎧⎨⎩
0 ∀i ∈ I1⋃{1, 2, . . . , l − 1},
αi(t0)α∗l /αl(t0) ∀i ∈ I2,
αi(t0) ∀i ∈ {r + 1, r + 2, . . . , n}.
Then limt→+∞ α(t) = α∗ /= 0 from (42), (45) and (46) and (50). Thus limt→+∞ y(t) = y∗ =
Uα∗, and limt→+∞ ek(Py(t)) = ek(Py∗) = 0 from Theorem 3.2 (ii). From the choice of vec-
tors u1, u2, . . . , un and α∗l /= 0, we know that Ây∗ = λl
∑
i∈I2α
∗
i P ui = λlPy∗ and ‖Py∗‖2 =∑
i∈I2(α
∗
i )
2 /= 0. This result, ek(Py∗) = 0, and Lemma 3.3 (i) imply that ‖Py∗‖ = 1. Therefore
y∗ is an eigenvector corresponding to eigenvalue λl of (Â, P ) with ‖Py∗‖ = 1 from Ây∗ =
λlPy
∗
. This completes the proof. 
From Theorem 3.3, we have the following result.
Corollary 3.2. Assume that vectors u1, u2, . . . , ur ∈ Rn are orthogonal with respect to matrix
P, Âui = λiPui for i = 1, 2, . . . , r , vectors ur+1, . . . , un are chosen according to (37) and (38),
and that for any y0 ∈ , y(t) is the solution of (29) with y(t0) = y0. If, in addition, uTi Py0 = 0for i = 1, 2, . . . , k − 1, then y(t) converges to an eigenvector corresponding to λk if and only if
the set {i|λi = λk, yT0 Pui /= 0, i = k, k + 1, . . ., r} /= ∅.
For any starting point y0, even though Theorem 3.3 indicates that the solution y(t) of (29)
with y(t0) = y0 would converge to an eigenvector of (Â, P ) when Kk(y0) /= ∅ and yT0 Pui = 0
for i = 1, 2, . . . , k − 1, this eigenvector will not correspond to eigenvalue λk if the condition of
Corollary 3.2 is not satisfied. In other words, we can’t say that for any starting point y0, the limit
of y(t) of (29) is the eigenvector corresponding to eigenvalue λk, and it would be quite difficult
to move away from y0 if y0 is an eigenvector of (Â, P ) corresponding to some i with λi < λk. In
this case, one remedy is to choose a new initial point along a direction d /= 0 satisfying Pd /= 0,
dTPy0 = 0 and dTPui = 0 for i = 1, 2, . . . , k − 1. Then, we can re-solve the dynamical system
(29) with this new starting point.
In summary, we can obtain the following algorithm to compute the first k (k  r) eigenvalues
and their corresponding eigenvectors of (Â, P ).
Algorithm 3.1
Step 1. Take any y10 ∈ Rn with uTl Py10 /= 0 for some l ∈ {i|Âui = λ1ui, i = 1, 2, . . . , r} and
j = 1.
Step 2. Solve (29) and obtain yj (t) with yj (t0) = yj0 . Let uj = limt→+∞ yj (t).
Step 3. If j = k (k  r), then stop.
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Step 4. Let j := j + 1, and yj0 ∈ Rn with uTi Pyj0 = 0 for i = 1, 2, . . . , j − 1 and uTl Pyj0 /= 0
for some l ∈ {i|Âui = λjui, i = j, j + 1, . . . , r}, then go to Step 2.
For Algorithm 3.1, we have the following result.
Corollary 3.3. If yi0 for i = 1, 2, . . . , k (k  r) is chosen as in Algorithm 3.1, then vectors
u1, u2, . . . , uk produced by Algorithm 3.1 are orthogonal with respect to matrixP,and‖Pui‖ = 1
for i = 1, 2, . . . , k.
Proof. Obviously, if k = 1, then by Lemma 3.3 and Theorem 3.3, we know that the solution y1(t)
of (29) with y1(t0) = y10 chosen in Step 1 converges to an eigenvector u1 corresponding to the
eigenvalue λ1 of Â with ‖Pu1‖ = 1.
Suppose that for j = 1, 2, . . . , k − 1, the solutionyj (t)of (29) withyj (t0) = yj0 chosen in Step
4 have converged to eigenvectoruj corresponding to the eigenvalueλj of (Â, P )with ‖Puj‖ = 1,
and vectors u1, u2, . . . uk−1 are orthogonal with respect to matrix P . Then k = min{i ∈ Kk(yk0 )}
by Step 4. From Theorem 3.3, we know that the solution yk(t) of (29) with yk(t0) = yk0 will
converge to an eigenvector uk corresponding to the eigenvalue λk of (Â, P ) with ‖Puk‖ = 1, and
uTk Pui = 0 for i = 1, 2, . . . , k − 1. Therefore our result can be obtained by the induction. 
Remark 3.1. When system (29) is used to compute all finite eigenvalues and corresponding
eigenvectors of (Â, P ), we can choose yj0 such that Py
j
0 /= 0 instead of uTl Pyj0 /= 0 for some
l ∈ {i|Âui = λjui, i = j, j + 1, . . . , r} in Algorithm 3.1. Furthermore, matrix X in Remark 2.1
can be obtained by setting k = n in Algorithm 3.1 (see Example 2 in Section 4).
4. Numerical results
In this section, we test our continuous method on three examples. Our simulation will stop
whenever the following condition is satisfied:
‖ek(x(t))‖∞  δ, 1  k  r,
where δ is a preset value. We use δ = 10−6 in all our tests. All of our tests were run in Matlab
platform on a PC with 3.0GHz processor. The ODE solver used is ODE45 which is a non-stiff
medium order method. We set RelTol = 10−6 and AbsTol = 10−9 in all our runs.
Example 1 [25]. The stiffness and mass matrices are given as follows:
A =
⎛⎜⎜⎝
1 0 −1 0
0 0 0 0
−1 0 1 0
0 0 0 0
⎞⎟⎟⎠ and B =
⎛⎜⎜⎝
2 0 1 0
0 2 0 1
1 0 2 0
0 1 0 2
⎞⎟⎟⎠ .
The generalized eigenvalues of (A, B) are 0, 0, 0, and 2, respectively.
It is easy to verify that matrix B is positive definite. Then Assumption 2.1 holds. From the
analysis in Section 3, we fix c = 3.366 (default value) and use model (31) to solve this problem.
Our simulation results for different initial points are shown in Table 4.1.
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Table 4.1
Numerical results for all eigenvalues in Example 1
Initial x0 Eigenvalue (λ) Eigenvector (ui ) ‖(A − λB)ui‖∞
x10 = (0, 1, 0,−1)T 0 (0, α1, 0,−α1)T 0
x20 = (1, 0.5, 1, 0.5)T 3.2047 × 10−31 (α2, α3, α2, α3)T 5.5511 × 10−16
x30 = (0.2, 0.6,−0.8, 0.6)T 1.9062 × 10−11 (−α3, α2,−α3, α2)T 4.366 × 10−6
x40 = (0.5, α5,−0.5, α5)T 2 (α1, α4,−α1, α4)T 9.6225 × 10−6
α1 = 0.70711, α2 = 0.36515, α3 = 0.18257, α4 = −1.6038 × 10−6, α5 = −2.998 × 10−6 and vectors x20 , x30 and x40
are generated from the orthogonalization scheme.
Orthogonalization scheme
(i) Define xj0 = xj−10 − (xj−10 )TBuj−1uj−1, where x10 = x0.
(ii) If (xj0 )TBxj0 /= 0, then stop, output xj0 .
(iii) Take any nonzero z ∈ Rn, and define xj0 = z −
∑j−1
i=1 zTBuiui , then go to (ii).
The CPU times are not reported in Table 4.1 since they are all very tiny.
Example 2. Consider the following generalized eigenvalue problem (1), where
A =
⎛⎜⎜⎜⎝
C
C
.
.
.
C
⎞⎟⎟⎟⎠
3n×3n
, B =
⎛⎜⎜⎜⎝
3n − 1 −1 −1 . . . −1
−1 3n − 1 −1 . . . −1
...
...
...
.
.
.
...
−1 −1 −1 . . . 3n − 1
⎞⎟⎟⎟⎠
3n×3n
,
and
C =
⎛⎝ 1 −1 0−1 0 1
0 1 −1
⎞⎠ .
It is easy to verify that matrices B and B − A are positive semi-definite. We fix c as defined
in Section 2.2 (default value) and use model (31) to solve this problem. For n = 100, our sim-
ulation results for the six generalized eigenvalues (k = 6) are shown in Table 4.2, where x10 =
(3n, 1, . . . , 1)T ∈ R3n, xj0 for j = 2, 3, 4, 5, 6 are produced by the orthogonalization scheme
described in Example 1, and c = 1.008.
Obviously, the six generalized eigenvalues reported in Table 4.2 are not the smallest six (includ-
ing the multiplicity) since there are many multiples for the generalized eigenvalue −5.7729 ×
10−3. This phenomenon can be explained from Corollary 3.2.
It should be noted that for (A,B) in Example 1, we can verify that inf{|xT(A + iB)x| : ‖x‖ =
1} > 0. Thus there exists a nonsingular n × n matrix X such that XTAX and XTBX are both
diagonal (see [25], Corollary 2.3 in [21]). In this case, system (A,B) is definite and its eigen-
values are well defined (including infinity). On the other hand, for Example 2, for n = 1 and
x
j
0 = ej , j = 1, 2, 3, our continuous method (30) and (31) generates the following nonsingular
matrix:
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Table 4.2
Numerical results in Example 2 (n = 100)
i CPU(s) Eigenvalue (λ) ‖(A − λB)ui‖∞
1 164.9 −5.7729 × 10−3 5.9 × 10−4
2 151.3 −2.5878 × 10−7 9.7 × 10−4
3 5.80 5.7729 × 10−3 4.5 × 10−4
4 195.9 −5.7729 × 10−3 5.9 × 10−4
5 178.5 −2.4861 × 10−7 9.6 × 10−4
6 6.77 −5.7729 × 10−3 4.5 × 10−4
X =
⎛⎝ 0.57735 0.57735 10.788675 −0.211325 1
0 0 1
⎞⎠ ,
which satisfies XTAX = diag(−0.57735, 0.57735, 0) and XTBX = diag(1, 1, 0). It is easy to see
that inf{|xT(A + iB)x| : ‖x‖ = 1} = 0 in this case. Therefore, our method can be also used to
solve some problems where matrices A and B are both singular.
Example 3 [25]. The stiffness and mass matrices are given as follows:
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
11k1 + k2 −k2
−k2 k2 + k3 . . .
.
.
.
.
.
.
.
.
.
.
.
. kn−1 + kn −kn
−kn 11kn + kn+1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
and B = diag(m1,m2, . . . , mn) with n = 20, ki = 4 + i and mi = 35 − i for i = 1, 2, . . . , 20.
It is easy to see that matrix B is positive definite and A is positive semi-definite. Then Assump-
tion 2.1 holds. From the analysis in Section 3, we fix c = 21.816 (default value) and use model
(31) to solve this problem. Our simulation results for the six generalized eigenvalues (k = 6) are
shown in Table 4.3, where x10 = (1, 1, . . . , 1)T ∈ R3n, xj0 for j = 2, 3, 4, 5, 6 are produced by the
orthogonalization scheme described in Example 1, and the CPU times are not reported in Table
3 since they are all very tiny.
The results in Table 4.3 coincide with the first six generalized eigenvalues obtained from the
Matlab function eig(A,B).
Table 4.3
Numerical results in Example 3
i Eigenvalue (λ) ‖(A − λB)ui‖∞
1 0.013369 4.8 × 10−4
2 0.054796 1.0 × 10−3
3 0.12241 9.2 × 10−4
4 0.21381 1.3 × 10−3
5 0.32564 1.2 × 10−3
6 0.45357 1.6 × 10−3
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5. Concluding remarks
In this paper, new continuous methods are proposed for symmetric generalized eigenvalue
problems. Our approach is different from the existing ones in that a continuous path (or change)
of the generalized eigenvalue is achieved. This is represented by a dynamical system (or ODE).
Strong convergence results of our continuous methods are obtained under mild conditions. Both
the generalized eigenvalues and their corresponding eigenvectors can be easily obtained under a
very mild condition. Our limited simulation results clearly confirm the obtained theoretical results
and indicate that our new method is effective.
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