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Abstract
If A and B are square matrices such that AB = I , then BA = I automatically follows. We prove a
combinatorial version of this result in the case where the entries of A and B count collections of signed,
weighted objects. Specifically, we give an algorithm that transforms any given bijective proof of the identity
AB = I into an explicit bijective proof of the identity BA = I . Letting A and B be the Kostka matrix and
its inverse, this settles an open problem posed by Eg˘eciog˘lu and Remmel in 1990.
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1. Introduction
We begin by recalling a well-known result from linear algebra.
Theorem 1. Let R be a commutative ring with 1. If A,B ∈ Mn(R) are square matrices of order
n such that AB = I, then BA = I.
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Proof. By basic properties of determinants, we have
det(B) det(A) = det(A) det(B) = det(AB) = det(I ) = 1R.
Let A′ ∈ Mn(R) denote the classical adjoint of A, whose i, j -entry is (−1)i+j times the determi-
nant of the matrix obtained by deleting row j and column i of A. We have A′A = det(A)I . Now,
consider the matrix C = det(B)A′ABA. On one hand,
C = (det(B)A′(AB))A = (det(B)A′I )A = det(B)(A′A) = det(B) det(A)I = 1RI = I.
On the other hand,
C = det(B)(A′A)(BA) = (det(B) det(A)I)(BA) = 1RIBA = BA.
Hence, BA = C = I . 
The goal of this paper is to present a combinatorial version of this theorem. In combinatorics,
one often deals with matrices whose entries enumerate collections of signed, weighted objects.
SupposeA andB are matrices of this kind such thatAB = I . There is a natural collection of signed
objects associated to each entry of the matrix product AB. By defining suitable sign-reversing
involutions on these collections, one can obtain a bijective proof that AB = I . Similarly, we
can try to find bijective proofs that BA = I . In many applications, there are explicitly defined
involutions that prove AB = I , but there are no known involutions that prove BA = I . Some
examples of this phenomenon are given below. Theorem 1 easily implies the existence of such
involutions, but it does not provide an explicit construction for them.
In the first part of this paper (§2 through §6), we extend Theorem 1 to an algorithm that takes
as input any explicit bijective proof of the identity AB = I , and constructs as output an explicit
bijective proof that BA = I . (See Theorem 44 and Theorem 47 in §6.) First, we must give a rigor-
ous definition of what we mean by a bijective proof of a matrix identity. Second, we must develop
combinatorial versions of the basic properties of matrices and determinants used in the proof of
Theorem 1. We give a combinatorial formulation of each property that is proved by constructing
an explicit bijection. Third, we show how each step in the proof of Theorem 1 can be carried out
in this combinatorial setting. A variant of the Garsia–Milne involution principle [5] will be a key
technical tool in completing this agenda. The involution principle is of fundamental importance
in bijective combinatorics; for other applications of this principle, see for instance [6,7,10].
Now we give some examples to which our general result can be applied. The first example,
involving the combinatorial Kostka matrix and its inverse, is thoroughly analyzed in the second
part of this paper (§7).
Example 2. LetA be the Kostka matrixKn, whose rows and columns are indexed by the partitions
of the integer n. The λ,µ-entry of Kn counts the number of semistandard Young tableaux of shape
λ and content µ. A combinatorial interpretation for the inverse Kostka matrix B = K−1n was given
by Eg˘eciog˘lu and Remmel [4]. Those authors defined sign-reversing involutions proving that
KnK
−1
n = I . They also posed the problem of constructing involutions to show that K−1n Kn = I .
A special case of this problem was solved independently by Sagan and Lee [12] and by the second
author [9]. Our theorem will construct involutions proving the complete result K−1n Kn = I .
Besides solving the open problem from [4], our involutions may lead to further progress on the
(3 + 1)-free conjecture of Stanley and Stembridge [3,12].
Example 3. Suppose X1 = {uµ : µ  n} and X2 = {vµ : µ  n} are two bases for the vector
space of symmetric functions of degree n. Letting A be the transition matrix from X1 to X2 and
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B the transition matrix from X2 to X1, we have AB = I and BA = I . For many classical choices
of the bases X1 and X2, the entries of these transition matrices have combinatorial interpretations
[1]. Moreover, one can often give combinatorial proofs that AB = I [11]. Our method will then
furnish a combinatorial proof of the companion identity BA = I . The previous example is the
special case where X1 and X2 are the monomial basis and the Schur basis (or the Schur basis and
the homogeneous basis).
Example 4. For each n  0, let {uµ : µ  n} and {vµ : µ  n} be bases for the vector space of
symmetric functions of degree n. It is well known [8, Theorem I.4.6, p. 63] that the following two
statements are equivalent.
(1) {uµ} and {vµ} are dual bases relative to the Hall scalar product.
(2) ∑µ uµ(x)vµ(y) =∏i,j (1 − xiyj )−1.
The standard proof of this result [8, p. 64] constructs matrices An and Bn such that (1) is equivalent
to the statement that AnBn = I for all n, while (2) is equivalent to the statement that BnAn = I
for all n. Using the result of the present paper, we see that a combinatorial proof of (1) will
automatically lead to a combinatorial proof of (2), and vice versa.
Example 5. White gave bijective proofs of the orthogonality relations of the first and second kind
for the characters of the symmetric group Sn [14,15]. Using a suitable encoding of the character
table of Sn as a matrix A, these results can be interpreted as combinatorial proofs of the identities
AAT = I and ATA = I . Our general method could be applied to the proof in [14] to obtain
automatically a bijective proof of the result in [15]. We could equally well apply our method to
the proof in [15] to obtain automatically a bijective proof of the result in [14]. It is well known that
A can also be viewed as the transition matrix between the Schur functions sλ and the power-sum
symmetric functions pλ. Thus, this example is another special case of Example 3.
Example 6. Let A be the n × n matrix whose i, j -entry is S(i, j), the Stirling number of the
second kind. Let B be the n × n matrix whose i, j -entry is s(i, j), the (signed) Stirling number
of the first kind. It is well known (see, e.g., Proposition 1.4.1(a) in [13]) that AB = I , i.e.,∑
k0 S(i, k)s(k, j) = δi,j for all i, j . Bijective proofs of this matrix identity can be given using
rook theory [11]. Our theorem can therefore be applied to give a bijective proof that BA = I , i.e.,∑
k0 s(i, k)S(k, j) = δi,j for all i, j .
2. Combinatorial scalars and their properties
What is the precise definition of a “bijective proof of a matrix identity”? To answer this question,
we need to introduce a formal model for describing combinatorial computations. This section sets
up the basic notation used in our model. We also prove the “confluence lemma,” which will be a
fundamental tool for automatically constructing involutions.
2.1. Ordinary scalars and combinatorial scalars
Definition 7. Let t  0 be a fixed integer. An ordinary scalar is an element of the polynomial
ring R = Z[x1, . . . , xt ]. A weight monomial is an element of R of the form xe11 xe22 · · · xett . Let M
denote the set of all weight monomials in R.
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Intuitively, the exponents of the variables xi will keep track of t different weights of combina-
torial objects. When dealing with unweighted objects, we can let t = 0 and R = Z. In this case,
M = {1}.
We now formally define the notion of a collection of signed, weighted objects.
Definition 8. A combinatorial scalar is a triple (A, s, w), where
• A is a finite set of objects.
• s: A → {+1,−1} is a sign function that assigns a sign (positive or negative) to each object in
A.
• w: A → M is a weight function that assigns a weight monomial to each object in A.
The generating function for (A, s, w) is the ordinary scalar
((A, s, w)) =
∑
x∈A
s(x)w(x) ∈ R.
We often denote a combinatorial scalar by just writing its underlying setA, suppressing mention
of s and w.
Definition 9. We define combinatorial scalars 0, 1, and −1 as follows:
• 0 = (∅, s, w), where s and w are the empty function.
• 1 = ({1}, s, w), where s(1) = +1 and w(1) = 1.
• −1 = ({−1}, s, w), where s(−1) = −1 and w(−1) = 1.
2.2. Equivalence of combinatorial scalars
Definition 10. Let (A, s, w) and (B, s′, w′) be two combinatorial scalars. A function f : A → B
is called a sign-preserving, weight-preserving bijection (or SPWP-map, for short) if and only if
f is a bijection such that
s′(f (x)) = s(x) and w′(f (x)) = w(x) for all x ∈ A.
We say that A and B are equivalent via f , denoted A
f≡B, if and only if we have explicitly
constructed a SPWP-map f : A → B. If the map f is understood from context, we may abbreviate
this notation to A ≡ B.
We stress that the notation A
f≡B (or A ≡ B) does not simply mean that there exists some
SPWP-map f : A → B. It means that we have constructed a specific instance of such a map,
in terms of previously constructed maps or from scratch. When we say that f is an “explicit”
bijection, we mean that we can write down algorithms that compute f (x) given any x ∈ A and
f −1(y) given any y ∈ B.
With these conventions in mind, the following lemma is easily proved.
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Lemma 11. Let A,B,C be combinatorial scalars.
(1) A idA≡ A.
(2) A f≡B implies B f
−1
≡ A.
(3) A f≡B and B g≡C implies Ag◦f≡ C.
(4) A f≡B implies (A) = (B).
The converse of (4) is not true, since merely knowing that (A) = (B) does not allow us to
single out a specific SPWP-map f : A → B.
2.3. Reduction of combinatorial scalars
Definition 12. Let (A, s, w) be a combinatorial scalar. A function g: A → A is called a sign-
reversing, weight-preserving involution (or SRWP-map, for short) if and only if the following
conditions hold for all a ∈ A:
• g(g(a)) = a;
• w(g(a)) = w(a);
• either g(a) = a, or s(g(a)) = −s(a).
We let Fxd(g) denote {a ∈ A : g(a) = a}, the set of fixed points of g.
Definition 13. Let A and B be combinatorial scalars. We say that A reduces to B via maps (g, g0),
denoted A (g,g0)	−→ B or simply A 	−→ B, if and only if we have explicitly constructed a SRWP-map
g: A → A and we have explicitly constructed a SPWP-map g0: Fxd(g) → B.
As in the case of equivalence, we may only write A (g,g0)	−→ B if we have constructed specific
maps g and g0 and have algorithms to compute g, g0, and g−10 . Of course, g−1 = g since g
is an involution. The shortened notation A 	−→ B will only be used when g and g0 are clearly
understood from context.
Lemma 14. Let A,B, and C be combinatorial scalars.
(1) If A f≡B, then A (idA,f )	−→ B.
(2) A (idA,idA)	−→ A.
(3) (Transitivity of reduction). Suppose A (f,f0)	−→ B and B (g,g0)	−→ C. Then A (h,h0)	−→ C where the
maps h and h0 are constructed canonically from f, f0, g, and g0.
(4) If A (f,f0)	−→ B, then (A) = (B).
Proof. Statement (1) is immediate from the definitions, and (2) follows from (1). For (3), define
h: A → A and h0: Fxd(h) → C as follows. If a /∈ Fxd(f ), set h(a) = f (a) /= a. If a ∈ Fxd(f ),
set h(a) = f −10 (g(f0(a))). One verifies immediately that h is a well-defined SRWP-map on A
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with Fxd(h) = f −10 (Fxd(g)). For a ∈ Fxd(h), define h0(a) = g0(f0(a)). It is easy to check that
h0 is a SPWP-map from Fxd(h) onto C.
To prove (4), suppose A (g,g0)	−→ B. The non-fixed points of g in A, if any, occur in matched pairs
with the same weight but opposite signs. Applying  and cancelling the resulting pairs of terms,
we see that
(A) = (Fxd(g)) = (B). 
Note that the converse of (4) is false in general, even if B ⊆ A with the same weights and
signs. In this special case, one easily sees that there must exist SRWP-maps g: A → A with
Fxd(g) = B. However, unless we can produce a specific instance of such a map and an algorithm
to compute it, we cannot use the notation A 	−→ B.
2.4. Confluence Lemma
Intuitively, Lemma 14(3) says that if we go from A to B by cancelling some objects, and then
go from B to C by cancelling some more objects, then we can go from A to C by cancelling all the
objects with a single involution. Suppose instead that A (f,f0)	−→ B and A (g,g0)	−→ C. This subsection
investigates conditions under which we can construct maps from f , f0, g, and g0 showing that
C 	−→ B. An idea similar to the Garsia–Milne involution principle [5] will play a crucial role in
these constructions.
Definition 15. Let (B, s, w) be a combinatorial scalar. B is a fully cancelled scalar if and only if
w(x) = w(y) implies s(x) = s(y) for all x, y ∈ B.
In other words, all objects of a given weight in B have the same sign.
Example 16. The special combinatorial scalars 0, 1, and −1 are fully cancelled. More generally,
if for each weight monomial in M there is at most one object in B of that weight, then B is fully
cancelled.
Lemma 17 (Confluence Lemma). Let A,B, and C be combinatorial scalars. Assume that
A
(f,f0)	−→ B;A (g,g0)	−→ C; and B is a fully cancelled scalar. Then C (h,h0)	−→ B, where the maps (h, h0)
are canonically constructed from f, f0, g, and g0.
Proof. We use a construction reminiscent of the Garsia–Milne involution principle [5]. To define
h: C → C and h0: Fxd(h) → B, pick c ∈ C. Set x0 = g−10 (c) ∈ Fxd(g) ⊂ A. Iteratively com-
pute a sequence (xn) in A by setting xi+1 = f (xi) if i is even, and xi+1 = g(xi) if i is odd. We
compute successive elements xi until one of the following two events occurs for the first time.
(1) After an even number n of steps (possibly zero), we find that xn ∈ Fxd(f ). If this happens,
we set h(c) = c (so that c ∈ Fxd(h)), and we set h0(c) = f0(xn) ∈ B. Pictorially, we have
h(c) = c, h0: c
g−10	→ x0 f	→ x1 g	→ x2 f	→ x3 g	→ x4 f	→ · · · g	→ xn f0	→ b = h0(c) (1)
with x0 ∈ Fxd(g) and xn ∈ Fxd(f ).
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(2) After an odd number n of steps, we find that xn ∈ Fxd(g). If this happens, we set h(c) =
g0(xn) ∈ C. Pictorially, we have
h: c g
−1
0	→ x0 f	→ x1 g	→ x2 f	→ x3 g	→ x4 f	→ · · · f	→ xn g0	→ c′ = h(c) (2)
with x0, xn ∈ Fxd(g).
We make the following assertions about this construction.
(a) If case (2) occurs for some c ∈ C, then s(h(c)) = −s(c) and c /∈ Fxd(h). Proof: Recall that
g0 and its inverse are sign-preserving, while f and g are sign-reversing. In case (2), we apply the
latter maps an odd number of times, so s(h(c)) = −s(c). In particular, this forces h(c) /= c, so
that c /∈ Fxd(h).
(b) If case (1) occurs for some c ∈ C, then s(h0(c)) = s(c). Proof: This follows as in (a), once
we note that f and g are applied an even number of times in the definition of h0.
(c) For each c ∈ C, case (1) or (2) above must occur after a finite number of steps. Proof: To
get a contradiction, assume c ∈ C is such that the conditions in (1) and (2) never hold for any n.
Then we have an infinite sequence {xn : n  0} of elements of A. Moreover, since case (1) and
case (2) never occur, we never apply f to an element x2i ∈ Fxd(f ), nor do we ever apply g to an
element x2i+1 ∈ Fxd(g). Clearly, then, s(x2i ) = s(x0) = s(c) for all i and s(x2i+1) = −s(c) for
all i.
Since A is a finite set, there must exist indices j,m with j < m and xj = xm. Choose the mini-
mal index m with this property, and then choose j < m with xj = xm. Since s(xj ) = s(xm), j and
m must have the same parity (both even or both odd). If j is even and positive, then m is even, and
xm−1 = g−1(xm) = g−1(xj ) = xj−1 contradicts minimality of m. If j = 0, which implies that m
is even and xj = x0 ∈ Fxd(g), we get xm−1 = g−1(xm) = g−1(x0) = x0, which again contradicts
minimality of m. Finally, if j is odd, then m is odd, and xm−1 = f −1(xm) = f −1(xj ) = xj−1
contradicts minimality of m.
(d) h: C → C is a well-defined SRWP-map that can be explicitly computed. Proof: We have
just defined h at each c ∈ C by exhibiting an algorithm that always terminates, by assertion (c).
Each step in this algorithm can be explicitly computed, since there are algorithms to compute f ,
g, g−10 , and f0. Assertion (a) shows that h is sign-reversing on C − Fxd(h). Since f , g, f0, and
g−10 are weight-preserving, it is clear from (2) that h is weight-preserving.
Finally, we show that h(h(c)) = c for all c ∈ C, so that h is an involution on C. This is clear if
h(c) = c. Otherwise, h(c) = c′ was computed using diagram (2) above. By minimality of n, no
two consecutive elements in the list (x0, . . . , xn) are equal. Recall also thatf and g are involutions.
Hence, we can compute h(c′) by reading diagram (2) from right to left. The iteration stops when
we reach x0, since x0 ∈ Fxd(g). We find that h(h(c)) = h(c′) = c, as desired.
(e) h0: Fxd(h) → B is a well-defined SPWP-map that can be explicitly computed. Proof:
Assertion (c) shows that the algorithm for computing h0 terminates. Assertion (a) shows that the
domain of h0 is precisely Fxd(h). Assertion (b) shows that h0 is sign-preserving, and h0 is clearly
weight-preserving.
The key point is to show that h0 is a bijection mapping Fxd(h) onto B. It is enough to exhibit
an explicit two-sided inverse for h0. This inverse is computed by reading diagram (1) from right
to left. Specifically, given b ∈ B, we begin to compute h−10 (b) by forming the chain
b
f−10	→ x0 g	→ x1 f	→ x2 g	→ x3 f	→ x4 g	→ · · · (3)
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where x0 ∈ Fxd(f ). As before, we see that one of two possibilities must occur after finitely many
steps: either there is a minimal even index n such that xn ∈ Fxd(g), or else there is a minimal
odd index n such that xn ∈ Fxd(f ). But in the second case, x0 and xn have opposite signs and
are both in Fxd(f ). This means that f0(x0) and f0(xn) are two elements of B with opposite signs
and the same weight, contradicting the assumption that B is a fully cancelled scalar. So, the first
case always occurs, and the computation of h−10 is completed as follows:
h−10 : b
f−10	→ x0 g	→ x1 f	→ x2 g	→ x3 f	→ x4 g	→ · · · f	→ xn g0	→ c = h−10 (b). (4)
This diagram is just the reversal of diagram (1). It is now clear that the map just described is
indeed the two-sided inverse to h0. 
2.5. Addition of combinatorial scalars
We now introduce operations on combinatorial scalars analogous to addition and multiplication
of ordinary scalars. Roughly speaking, these operations respectively correspond to disjoint union
and Cartesian product of sets.
Definition 18. Let {(Ai, si , wi) : i ∈ I } be an indexed family of combinatorial scalars, where I
is a finite index set. The sum of the indexed family, denoted by
∑
i∈I Ai , is the combinatorial
scalar (A, s, w) defined as follows. Let A = {(i, ai) : i ∈ I & ai ∈ Ai}. A is clearly finite. For all
(i, x) ∈ A, define
s((i, x)) = si(x) and w((i, x)) = wi(x).
Given two combinatorial scalars B and C, we define B + C to be ∑i∈{1,2} Ai , where A1 = B
and A2 = C. One defines the (unparenthesized) sum B1 + B2 + · · · + Bn similarly. If I = ∅, one
sees that
∑
i∈I Ai = 0.
Most of the familiar properties of addition of ordinary scalars are still true for combinatorial
scalars. The next lemma lists some of these properties.
Lemma 19. Let A,B,C,Ai, and Aij be combinatorial scalars.
(1) A + B ≡ B + A, and similarly for more than 2 summands.
(2) A + (B + C) ≡ A + B + C ≡ (A + B) + C, and similarly for more than 3 summands.
(3) A + 0 ≡ A ≡ 0 + A.
(4) ∑i∈I ∑j∈J Aij ≡∑(i,j)∈I×J Aij ≡∑j∈J ∑i∈I Aij .
(5) (∑i∈I Ai) =∑i∈I (Ai).
Proof. We prove the first half of (4) and leave the remaining constructions to the reader.
Define
f :
∑
i∈I
∑
j∈J
Aij →
∑
(i,j)∈I×J
Aij
byf : (i, (j, x)) 	→ ((i, j), x)where i ∈ I , j ∈ J , and x ∈ Aij . It is obvious thatf is a SPWP-map
with inverse ((i, j), x) 	→ (i, (j, x)). 
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We have the expected rules for how addition interacts with reduction operations.
Lemma 20. Let A,B,C,Ai, Bi be combinatorial scalars.
(1) If B 	−→ C, then A + B 	−→ A + C and B + A 	−→ C + A.
(2) If Ai 	−→ Bi for each i ∈ I, then∑i∈I Ai 	−→∑i∈I Bi.
Proof. We sketch the proof of (2), from which (1) follows. Say Ai (fi ,fi0)	−→ Bi . Set A =∑i∈I Ai
and B =∑i∈I Bi . Define f : A → A and f0: Fxd(f ) → B as follows. If a ∈ A, there is a unique
i ∈ I with a = (i, ai) and ai ∈ Ai . If ai ∈ Fxd(fi), set f (a) = a and f0(a) = (i, fi0(ai)) ∈ B.
Otherwise, set f (a) = (i, fi(ai)) ∈ A. One easily checks that A (f,f0)	−→ B. 
It is easy to see that the lemma still holds if we replace all occurrences of 	−→ by ≡.
2.6. Multiplication of combinatorial scalars
Definition 21. Let {(Ai, si , wi) : 1  i  n} be combinatorial scalars, where n  1. The product
of the Ai , denoted by
∏n
i=1 Ai or A1A2 · · ·An, is the combinatorial scalar (A, s, w) defined as
follows. Let A = {(a1, . . . , an) : ai ∈ Ai for i = 1, . . . , n}. A is clearly finite. We define
s((a1, . . . , an)) =
n∏
i=1
si(ai) and w((a1, . . . , an)) =
n∏
i=1
wi(ai).
Here are some properties of combinatorial multiplication.
Lemma 22. Let A = (A, s, w), B,C,Ai, and Aij be combinatorial scalars.
(1) AB ≡ BA, and similarly for more than 2 factors.
(2) A(BC) ≡ ABC ≡ (AB)C, and similarly for more than 3 factors.
(3) A1 ≡ A ≡ 1A.
(4) (−1)A ≡ (A,−s, w), where (−s)(x) = −(s(x)) for x ∈ A.
(5) A(B + C) ≡ AB + AC and (A + B)C ≡ AC + BC, and similarly for an indexed family
of summands.
(6) ∏ni=1∑ki∈Ki Ai,ki ≡∑(k1,...,kn)∈K1×···×Kn A1,k1A2,k2 · · ·An,kn .
(7) (∏ni=1 Ai) =∏ni=1 (Ai).
Proof. The maps (a, (b, c)) 	→ (a, b, c) 	→ ((a, b), c)prove (2). The map (a, (1, b)) 	→ (1, (a, b))
and (a, (2, c)) 	→ (2, (a, c)) proves the first part of (5). The map
((k1, a1,k1), (k2, a2,k2), . . . , (kn, an,kn)) 	→ ((k1, k2, . . . , kn), (a1,k1 , a2,k2 , . . . , an,kn))
proves (6). The remaining constructions are left to the reader. 
Multiplication interacts with reduction operations in the expected way.
Lemma 23. Let A,B,C,Ai, Bi be combinatorial scalars.
(1) If B 	−→ C, then AB 	−→ AC and BA 	−→ CA.
(2) If Ai 	−→ Bi for 1  i  n, then A1A2 · · ·An 	−→ B1B2 · · ·Bn.
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Proof. We sketch the proof of (2), from which (1) follows. Say Ai (fi ,fi0)→ Bi . Let A =∏i Ai
and B =∏i Bi . Define f : A → A and f0: Fxd(f ) → B as follows. If a ∈ A, we can write
a = (a1, . . . , an)whereai ∈ Ai . Ifai ∈ Fxd(fi) for all i, setf (a) = a andf0(a) = (f10(a1), . . . ,
fn0(an)) ∈ B. Otherwise, let i be the least index such thatai /∈ Fxd(fi). Setf (a) = (a1, . . . , ai−1,
fi(ai), ai+1, . . . , an) ∈ A. One easily checks that A (f,f0)	−→ B. 
It is easy to see that the lemma still holds if we replace all occurrences of 	−→ by ≡.
3. Combinatorial matrices
We continue our combinatorial exposition of matrix algebra by defining combinatorial versions
of matrices and their standard operations.
Definition 24. An ordinary matrix is a matrix B = (bi,j ) whose entries bi,j are ordinary scalars.
A combinatorial matrix is a matrix A = (Ai,j ) whose entries Ai,j are combinatorial scalars. We
define a matrix (A) by setting (A)i,j = (Ai,j ), so that  maps combinatorial matrices to
ordinary matrices. If B = (Bi,j ) is another combinatorial matrix of the same size as A, we say
that A ≡ B if and only if Ai,j ≡ Bi,j for all i, j . We say that A 	−→ B if and only if Ai,j 	−→ Bi,j
for all i, j . As always, we only use the notation ≡ and 	−→ when we have constructed specific,
explicit maps for every entry.
Definition 25. Let A and B be combinatorial matrices, and let c be a combinatorial scalar.
(1) Assume A and B both have size (m × n). Define the matrix sum A + B by
(A + B)i,j = Ai,j + Bi,j (1  i  m, 1  j  n).
(2) Define the scalar multiple cA by
(cA)i,j = cAi,j .
(3) Let A be (m × n) and B be (n × k). Define the matrix product AB by
(AB)i,j =
∑
k∈{1,2,...,n}
Ai,kBk,j (1  i  m, 1  j  k).
(4) Let A be (m × n). The transpose of A is the (n × m) matrix AT given by
(AT)i,j = Aj,i .
(5) We let In denote the (n × n) combinatorial identity matrix, where
(In)i,j = 1 if i = j, (In)i,j = 0 if i /= j.
We omit the subscript n if no confusion will result.
Of course, all operations on the right sides are operations on combinatorial scalars, as defined
earlier.
The standard properties of matrix algebra still hold on the combinatorial level.
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Lemma 26. Let A,B,C be combinatorial matrices, and let t be a combinatorial scalar. In all
statements below, we assume that the matrices involved have suitable dimensions so that all
operations are defined.
(1) A + B ≡ B + A, and similarly for more than 2 summands.
(2) A + (B + C) ≡ (A + B) + C, and similarly for more than 3 summands.
(3) A(B + C) ≡ AB + AC and (A + B)C ≡ AC + BC.
(4) t (A + B) ≡ tA + tB, and similarly for more than 2 summands.
(5) t (AB) ≡ (tA)B ≡ A(tB).
(6) A(BC) ≡ (AB)C, and similarly for more than 3 factors.
(7) IA ≡ A ≡ AI.
(8) (A + B)T ≡ AT + BT.
(9) (AB)T ≡ BTAT.
(10) (AT)T = A.
Proof. We prove (6) as an example. Let A be (m × n), B be (n × p), and C be (p × q). For
any positive integer i, let [i] = {1, 2, . . . , i}. We simply copy down the standard algebraic proof,
noting that all necessary properties of the combinatorial scalars have already been established
constructively:
[A(BC)]i,j =
∑
k1∈[n]
Ai,k1(BC)k1,j
≡
∑
k1∈[n]
Ai,k1
∑
k2∈[p]
Bk1,k2Ck2,j
≡
∑
k1∈[n]
∑
k2∈[p]
Ai,k1(Bk1,k2Ck2,j )
≡
∑
k1∈[n]
∑
k2∈[p]
(Ai,k1Bk1,k2)Ck2,j
≡
∑
k2∈[p]
∑
k1∈[n]
((Ai,k1Bk1,k2)Ck2,j )
≡
∑
k2∈[p]

 ∑
k1∈[n]
Ai,k1Bk1,k2

Ck2,j
≡
∑
k2∈[p]
(AB)i,k2Ck2,j
≡[(AB)C]i,j .
The reader can easily construct the canonical maps that prove the remaining properties. 
Remark 27. Let A1, . . . , Am be square combinatorial matrices of order n. It is easy to see that
any complete parenthesization of the matrix product A1 · · ·Am is canonically equivalent to the
combinatorial matrix A whose ij -entry is the combinatorial scalar∑
(k1,...,km−1)∈[n]m−1
(A1)i,k1(A2)k1,k2 · · · (Am)km−1,j .
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In more detail, for each i, j , we can regard (A1 · · ·Am)i,j as the combinatorial scalar (T , s, w)
defined as follows. A typical object in T is a list (k1, k2, . . . , km−1, x1, . . . , xm) where ki ∈ [n] for
all i, x1 ∈ (A1)i,k1 , xt ∈ (At )kt−1,kt for 1 < t < m, and xm ∈ (Am)km−1,j . The sign of this object
is
∏m
t=1 s(xt ), and the weight of this object is
∏m
t=1 w(xt ).
Combinatorial matrices obey the expected reduction rules.
Lemma 28. Let At, Bt , A,B,B ′, C be combinatorial matrices of appropriate sizes.
(1) If At 	−→ Bt for each t, then A1 + · · · + An 	−→ B1 + · · · + Bn.
(2) If At 	−→ Bt for each t, then A1 · · ·An 	−→ B1 · · ·Bn.
Proof. Assertion (1) follows by applying Lemma 20(2) to each entry of the matrix A1 + · · · + An.
To prove (2), fix i and j . Let T be the i, j -entry of A1 · · ·An, and let U be the i, j -entry
of B1 · · ·Bn. Assume (At )u,v (f (t,u,v),g(t,u,v))	−→ (Bt )u,v for all t, u, v. We define an SRWP-map
h: T → T and an SPWP-map h0: Fxd(h) → U . Using the notation in Remark 27, assume
x = (k1, . . . , kn−1, x1, . . . , xn) ∈ T .
Define k0 = i and kn = j . If every xt ∈ Fxd(f (t, kt−1, kt )), then we define h(x) = x and
h0(x) = (k1, . . . , kn−1, g(1, k0, k1)(x1), . . . , g(n, kn−1, kn)(xn)).
Otherwise, choose t minimal such that xt /∈ Fxd(f (t, kt−1, kt )). Define
h(x) = (k1, . . . , kn−1, x1, . . . , x′t , . . . , xn) ∈ T ,
where x′t = f (t, kt−1, kt )(xt ). One readily checks that T
(h,h0)	−→ U . 
The previous lemma also holds with ≡ replacing 	−→. We frequently use the lemma in the
case where Ai = Bi for all but one index i. For instance, if we know BC → I , then we could
apply the lemma to A(BC)D (viewed as a product of the three matrices A1 = A, A2 = BC, and
A3 = D) to conclude that ABCD ≡ A(BC)D 	−→ AID ≡ AD.
Lemma 29. If A 	−→ B and A 	−→ C for combinatorial matrices A,B, and C, and if each Bi,j
is a fully cancelled scalar, then C 	−→ B.
Proof. Apply the confluence lemma for combinatorial scalars to each entry of the matrices. 
We shall only need the following special case of the previous result.
Corollary 30 (Confluence to the identity). Let C and B be (n × n) combinatorial matrices such
that C 	−→ In and also C 	−→ B. Then B 	−→ In.
Proof. The entries of In are 0 and 1, which are both fully cancelled scalars. 
4. Combinatorial determinants
We now move on to the combinatorial theory of determinants.
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Definition 31. Let A be a square combinatorial matrix of order n. The determinant of A is the
combinatorial scalar
det(A) =
∑
σ∈Sn
sgn(σ )Aσ(1),1Aσ(2),2 · · ·Aσ(n),n.
Here, Sn denotes the symmetric group on n letters, sgn(σ ) is one of the combinatorial scalars 1
or −1, and the product and sum operations are those introduced in §2.
To be quite explicit, an element x ∈ det(A) looks like
x = (σ, (sgn(σ ), a1, a2, . . . , an)),
where sgn(σ ) is 1 or −1, and ai ∈ Aσ(i),i for 1  i  n. We have
s(x) = sgn(σ )s(a1)s(a2) · · · s(an) and w(x) = w(a1)w(a2) · · ·w(an).
Lemma 32. For all n  1, det(In) ≡ 1.
Proof. By the remark above, an element x ∈ det(In) looks like x = (σ, (sgn(σ ), a1, a2, . . . , an)),
where ai ∈ (In)σ(i),i for 1  i  n. If σ(i) /= i for any i, we obtain the contradiction ai ∈ ∅.
Thus, σ must be the identity, and ai must be 1 for each i since (In)i,i = {1}. Thus, det(In) is a
one-element set consisting of the point (id, (1, . . . , 1)), which has sign +1 and weight 1. This
combinatorial scalar is clearly equivalent to the combinatorial scalar 1 defined earlier, via a unique
SPWP-map. 
Lemma 33. Let A and B be (n × n) combinatorial matrices. If A 	−→ B, then det(A) 	−→
det(B). If A ≡ B, then det(A) ≡ det(B).
Proof. Assume that A 	−→ B. Then Ai,j 	−→ Bi,j for 1  i, j  n. In particular, given σ ∈ Sn,
Aσ(i),i 	−→ Bσ(i),i for 1  i  n. Then
sgn(σ )Aσ(1),1Aσ(2),2 · · ·Aσ(n),n 	−→ sgn(σ )Bσ(1),1Bσ(2),2 · · ·Bσ(n),n
for each σ ∈ Sn, by Lemma 23(2). Adding over σ ∈ Sn, we get det(A) 	−→ det(B) by Lemma
20(2). The proof for ≡ is the same. 
Theorem 34. Let A and B be square combinatorial matrices of order n. Then
det(AB) 	−→ det(A) det(B).
Proof. Let us expand the definition of det(AB):
det(AB)=
∑
σ∈Sn
sgn(σ )(AB)σ(1),1 · · · (AB)σ(n),n
=
∑
σ∈Sn
sgn(σ )
n∏
i=1

∑
ki∈[n]
Aσ(i),kiBki ,i


≡
∑
σ∈Sn
∑
(k1,...,kn)∈[n]n
sgn(σ )Aσ(1),k1 · · ·Aσ(n),knBk1,1 · · ·Bkn,n.
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The last equivalence used Lemma 22. Thus, det(AB) is equivalent to the combinatorial scalar
C =
∑
(σ,k1,...,kn)∈Sn×[n]n
sgn(σ )Aσ(1),k1Aσ(2),k2 · · ·Aσ(n),knBk1,1Bk2,2 · · ·Bkn,n. (5)
On the other hand, expanding the definitions of det(A) and det(B) and using distributivity, we
see that det(A) det(B) is equivalent to the combinatorial scalar
D =
∑
(α,τ )∈Sn×Sn
sgn(α)sgn(τ )Aα(1),1 · · ·Aα(n),nBτ(1),1 · · ·Bτ(n),n. (6)
Hence, it suffices to construct maps showing that C 	−→ D. We must define a SRWP-map f :
C → C and a SPWP-map f0: Fxd(f ) → D. We first describe the fixed points of f and the map
f0. A typical element x ∈ C looks like
x = ((σ, k1, . . . , kn), (sgn(σ ), a1, . . . , an, b1, . . . , bn)),
where σ ∈ Sn, ki ∈ [n], ai ∈ Aσ(i),ki , and bi ∈ Bki,i . We set f (x) = x (so that x ∈ Fxd(f )) if
and only if the numbers k1, . . . , kn are all distinct. In this case, we get a permutation τ ∈ Sn by
setting τ(i) = ki for i ∈ [n]. We let α = σ ◦ τ−1 ∈ Sn, and define
f0(x) = ((α, τ ), (sgn(α), sgn(τ ), c1, . . . , cn, b1, . . . , bn)),
where ci = aτ−1(i). Now,
ci = aτ−1(i) ∈ Aσ(τ−1(i)),τ (τ−1(i)) = Aα(i),i
and bi ∈ Bτ(i),i for i ∈ [n]. Thus, f0(x) does belong to D. Since sgn(σ ) = sgn(α)sgn(τ ), it is
easy to see that f0 preserves signs and weights. Since σ = α ◦ τ , it is easy to see that f0 is a
bijection with an explicitly constructible inverse, so that Fxd(f ) ≡ D via f0.
Now we describe f (x) when the list (k1, . . . , kn) has repeated entries. As above, we can write
x = ((σ, k1, . . . , kn), (sgn(σ ), a1, . . . , an, b1, . . . , bn)).
Let i be the smallest index such that ki occurs more than once in the list (k1, . . . , kn). Then let
j be the smallest index greater than i such that ki = kj . Set
f (x) = ((τ, k1, . . . , kn), (sgn(τ ), c1, . . . , cn, b1, . . . , bn)),
where τ = σ ◦ (i j) and c1, . . . , cn is the list a1, . . . , an with ai and aj switched. Since the
list k1, . . . , kn was not changed, it is immediate that f (f (x)) = x. Also, w(f (x)) = w(x) and
s(f (x)) = −s(x) since τ differs from σ by a transposition. We need only check that f (x) ∈ C.
We already know bt ∈ Bkt ,t for each t . If t /= j, k, then
ct = at ∈ Aσ(t),kt = Aτ(t),kt .
If t = i, then
ct = aj ∈ Aσ(j),kj = Aσ(j),ki = Aτ(i),ki = Aτ(t),kt .
If t = j , then
ct = ai ∈ Aσ(i),ki = Aσ(i),kj = Aτ(j),kj = Aτ(t),kt .
So f (x) does belong to C. This completes the proof. 
The remaining results in this section will not be used in the sequel, so we leave their proofs to
the reader. The proofs are similar to (but easier than) the proof just given.
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Lemma 35. Let A be a square combinatorial matrix of order n. Then det(A) ≡ det(AT).
Theorem 36 (Equal columns lead to zero determinant). Let C = (Ci,j ) be a square combinatorial
matrix of ordern  2.Suppose we are given two indices j < k such thatCi,j ≡ Ci,k for 1  i  n.
Then det(C) 	−→ 0 by a canonical map that depends on the given columns (j, k).
Definition 37. If A is a combinatorial matrix, we let A(i|j) be the combinatorial matrix obtained
from A by deleting row i and column j of A.
Lemma 38 (Laplace expansion down a column). Let A be a square combinatorial matrix of order
n  2. Fix a column index i ∈ [n]. We have
det(A) ≡
∑
k∈[n]
(−1)i+k det(A(k|i))Ak,i (7)
via a canonical equivalence depending on the given column index i.
Of course, there are versions of the last two results involving the rows of A.
5. Combinatorial adjoints
Definition 39. Let A be a square combinatorial matrix of order n. The (classical) adjoint of
A, denoted by adj(A) or by A′, is the (n × n) combinatorial matrix defined as follows. The
combinatorial scalar A′i,k consists of all objects
x = (τ, a1, . . . , aˆi , . . . , an),
where τ ∈ Sn, τ(i) = k, aj ∈ Aτ(j),j for all j /= i, and the hat means that the entry ai is omitted.
Define
s(x) = sgn(τ )
∏
j /=i
s(aj ) and w(x) =
∏
j /=i
w(aj ).
Lemma 40. Let A be a square combinatorial matrix of order n, with adjoint A′. Then A′A 	−→
det(A)I.
Proof. Let us first show that (A′A)i,i ≡ det(A) for 1  i  n. Fix i. Define a SPWP-map from
(A′A)i,i to det(A) by sending
(k, (τ, a1, . . . , aˆi , . . . , an) ∈ A′i,k, b ∈ Ak,i) ∈ (A′A)i,i
to the element of det(A) given by
(τ, a1, . . . , b, . . . , an),
where b fills the gap denoted by aˆi . This map is reversible, since i is fixed; we just remove b from
the list and set k = τ(i). It is easy to check that this map preserves signs and weights.
Second, let us show that (A′A)i,j 	−→ 0 when i /= j . We use the SRWP-map that sends
(k, (τ, a1, . . . , aˆi , . . . , aj , . . . , an) ∈ A′i,k, b ∈ Ak,j ) ∈ A′i,j
to
(τ (j), (τ ◦ (i j), a1, . . . , aˆi , . . . , b, . . . , an), aj ) ∈ A′i,j .
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In words, the map switches aj and b, replaces k by τ(j), and then modifies τ = τ1τ2 . . . τn by
interchanging τi and τj .
To see that this map makes sense, let τ ′ = τ ◦ (i j) and k′ = τ(j). Then τ(j) = τ ′(i), aj ∈
Ak′,j , and b ∈ Aτ ′(j),j . So the output of the proposed map looks like (k′, x′, aj ) where x′ ∈ A′i,k′
and aj ∈ Ak′,j , which is indeed an element of A′i,j . This map is sign-reversing, weight-preserving,
and has no fixed points. It is also easily seen to be an involution. 
Remark 41. One can similarly prove that AA′ 	−→ det(A)I , but we shall not need this latter
result.
Remark 42. We can also define the adjoint of a square combinatorial matrix A by setting
(A′)i,j = (−1)i+j det(A(j |i)).
Then we could prove A′A 	−→ det(A)I using the unproved properties of determinants from the
end of the last section. The key is that (A′A)ij has a repeated column if i /= j , hence reduces
to zero, while Laplace expansion along column i of A shows that (A′A)ii 	−→ det(A). This
definition is essentially the same as the one we have chosen to use, but is a bit messier to work
with.
6. Main Theorem
We finally have enough bijective machinery to prove our main result. The proof mimics the
proof of Theorem 1 line by line.
Lemma 43. Let A and B be square combinatorial matrices of order n such that AB 	−→ In.
Then
det(B) det(A) 	−→ 1.
Proof. On one hand, we have
det(AB) 	−→ det(A) det(B) (Theorem 34)
≡ det(B) det(A) (Lemma 22(1)).
On the other hand, using the assumption that AB 	−→ In, we have
det(AB) 	−→ det(In) (Lemma 33)
≡ 1 (Lemma 32).
Since 1 is a fully cancelled scalar, the confluence lemma implies that det(B) det(A) 	−→ 1. 
Theorem 44. Let A and B be square combinatorial matrices of order n such that AB 	−→ In.
Then BA 	−→ In.
Proof. Let A′ be the combinatorial adjoint of A. Consider the combinatorial matrix C =
det(B)A′ABA. On one hand,
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C ≡ (det(B)A′)(AB)A (associativity)
	−→ (det(B)A′)IA (using AB 	−→ I and Lemma 28(2))
≡ det(B)(A′A) (associativity and IA ≡ A)
	−→ det(B) det(A)I (Lemma 40)
	−→ 1I (Lemma 43)
≡ I.
By Lemma 14, C 	−→ I . On the other hand,
C ≡ det(B)(A′A)(BA) (associativity)
	−→ (det(B) det(A)I)(BA) (Lemma 40)
	−→ 1IBA (Lemma 43)
≡ BA.
By Lemma 14, C 	−→ BA. By confluence to the identity (Corollary 30), we have BA 	−→ I . 
Remark 45. For ease of notation, we have suppressed the names of the maps when using the
symbols ≡ and 	−→. Of course, the whole point of the theorem is that we have constructed
explicit maps at each step. We restate the theorem to emphasize this point: if AB 	−→ In via
explicitly given maps (f, f0), then BA 	−→ In via explicit maps (g, g0) that are constructed from
f and f0 and the canonical involutions and bijections from the previous sections.
Remark 46. Even though the constituent maps used to define g and g0 are quite simple, the net
effect of these maps can be very complicated because of the iteration in the proof of the confluence
lemma. It is therefore desirable to minimize the number of times we invoke the confluence lemma
in a particular construction. Our next result is just a special case of Theorem 44, but the proof
uses the confluence lemma fewer times and therefore produces a “simpler” final map.
Theorem 47. Let A and B be square combinatorial matrices of order n such that AB 	−→ In
and det(A) 	−→ 1. Then BA 	−→ In.
Proof. Let A′ be the adjoint of A. We have
A′ABA ≡ A′(AB)A 	−→ A′IA 	−→ det(A)I 	−→ I
and also
A′ABA ≡ (A′A)BA 	−→ (det(A)I)BA 	−→ IBA ≡ BA.
By confluence to the identity, we have BA 	−→ I as well. Note that this proof did not require the
involution in Theorem 34 or the extra use of the confluence construction in Lemma 43. 
Example 48. Call an (n × n) combinatorial matrix A lower unitriangular (resp. upper unitrian-
gular) if Ai,j ≡ 0 for all j > i (resp. for all j < i) and Ai,i 	−→ 1 for all i ∈ [n]. By adapting
the proof of Lemma 32, it is easy to see that det(A) ≡∏ni=1 Ai,i 	−→ 1. If Ai,i ≡ 1 for all i, we
even have det(A) ≡ 1. So Theorem 47 is applicable if A (or B) is unitriangular. This condition
holds for many of the examples mentioned in the introduction, under a suitable ordering of the
rows and columns. In particular, it holds in the case of the Kostka matrix, which is discussed in
great detail below.
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7. Application to Kostka matrices
As an example of the general theory, this section gives a detailed analysis of the case where
A = Kn is the Kostka matrix and B = K−1n is the combinatorial inverse Kostka matrix defined by
Eg˘eciog˘lu and Remmel [4]. We begin by reviewing the combinatorial interpretations of Kn and
K−1n . We then describe the Eg˘eciog˘lu–Remmel involution that proves KnK−1n 	−→ In. Finally,
we describe explicitly the corresponding involution manufactured by Theorem 47, which shows
that K−1n Kn 	−→ In. We thereby resolve the open problem posed in [4].
We remark that the maps produced by the Garsia–Milne involution principle, the confluence
lemma, and variations thereof, are often very difficult to write out in detail. Therefore, it is
somewhat remarkable that our bijective proof of the fact thatK−1n Kn = I can actually be described
succinctly and computed by hand for small examples. We give some examples of this sort near
the end of this section.
7.1. Combinatorial interpretation of the Kostka matrix
Fix a positive integer n. Let λ, α be partitions of n. A semistandard tableau of shape λ with
content α is a labelling of the cells in the (French) Ferrers’ diagram of λ with the integers 1, 2, . . .
such that there are αi occurrences of the integer i, integers weakly increase within each row, and
integers strictly increase within each column.
The Kostka number Kλ,α is the number of semistandard tableaux of shape λ with content α.
Below we have shown all semistandard tableaux of shape (4, 3, 1) with content (3, 3, 1, 1), from
which it follows that K(4,3,1),(3,3,1,1) = 4.
1 1 2
42
3
2
1 1 1 3
22
4
2
1 1 1 4
22
3
2
11 1 2
32
4
2
1
The Kostka matrix Kn is defined to be ‖Kλ,α‖λ,αn. This is a square matrix of order p(n), the
number of partitions of n.
We may also consider semistandard tableaux whose content β is a composition rather than a
partition; we allow β to have zero parts as well. Define Kλ,β to be the number of semistandard
tableaux of shape λ and content β, where β is a composition of n. If the content of a semistandard
tableau is a partition (rather than a composition), we say that the tableau has partition content. For
any composition β whose parts rearrange to the partition α, it is well known that Kλ,β = Kλ,α .
Bender and Knuth gave a bijective proof of this result [2]. Since we need these bijections for our
later work, we give a complete description of the Bender–Knuth maps below.
7.2. Combinatorial interpretation of the inverse Kostka matrix
The inverse of the Kostka matrix Kn also has entries with a combinatorial description. A special
rim hook is a sequence of cells in a Ferrers’ diagram starting in the top cell in the first column and
traveling along the northeast border such that every two consecutive cells share an edge. If λ, α
are partitions of n, a special rim hook tabloid of shape λ and content α is a filling of the cells in
the Ferrers’ diagram of λ with successive special rim hooks with lengths found in α. Below we
display all special rim hook tabloids of shape (3, 2, 2, 1) and content (4, 3, 1).
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If a special rim hook spans r rows, the sign of that special rim hook is defined as (−1)r−1. The
sign of a special rim hook tabloid is the product of the signs of the rim hooks in the tabloid. All
three special rim hook tabloids displayed above have sign +1.
Let α, λ be partitions of n. Define
K−1α,λ =
∑
T
sgn(T ),
where the summation runs over all possible special rim hook tabloids T with shape λ and content
α and where sgn(T ) denotes the sign of T . As the above picture indicates, K−1(4,3,1),(3,2,2,1) = 3.
Eg˘eciog˘lu and Remmel [4] proved that the inverse Kostka matrix K−1n is equal to ‖K−1α,λ‖α,λn.
They also gave a bijective proof that KnK−1n = I . We describe a modified version of their invo-
lutions below; in our notation, these involutions show that KnK−1n 	−→ I .
Remark 49. The word “tabloid” in the definition of special rim hook tabloid refers to the fact
that there is no specific order placed on the special rim hooks; that is, any order in which the
special rim hooks appear when read from bottom to top is acceptable. For example, the first of
the three special rim hook tabloids depicted above has special rim hooks of lengths 3, 1, and
4 reading from bottom to top, while the other special rim hook tabloids have these special rim
hooks in a different order. In our coming discussion of the Eg˘eciog˘lu–Remmel map, it will often
be important to keep track of the order in which the special rim hooks occur. In this case, we can
specify the composition content of a special rim-hook tabloid by listing the lengths of the rim
hooks in the order they appear from bottom to top. For example, the first special rim hook tabloid
shown above has content (4, 3, 1) and composition content (3, 1, 0, 4), where the zero indicates
that no special rim hook starts in the third cell of the first column.
Remark 50. It is easy to see that Kn (and K−1n ) are upper unitriangular if we use a suitable
ordering of the partitions of n to determine the rows and columns of these matrices. In particular,
det(Kn) ≡ 1. Let K ′n = adj(Kn) be the combinatorial adjoint of Kn defined in §5. By the results
in that section, we have K ′nKn 	−→ I and KnK ′n 	−→ I . Thus, K ′n = K−1n is a new combinatorial
interpretation of the inverse Kostka matrix, different from the one introduced by Eg˘eciog˘lu and
Remmel. The combinatorial scalars in this matrix may seem messier than the ones defined using
special rim hook tabloids, but we have already seen that K ′n can be more convenient to work with
for theoretical purposes. For instance, it is easy to show that the product of Kn and K ′n in either
order reduces to I . Moreover, the easy map K ′nKn 	−→ I will be a key component in our final
map showing that K−1n Kn 	−→ I .
7.3. The Bender–Knuth maps
The first step to understanding the involution which proves K−1n Kn = I is understanding the
sign-reversing involution which proves KnK−1n = I given by Eg˘eciog˘lu and Remmel in [4]. In
other words, for each fixed λ,µ  n, we want to describe the involutions proving that
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∑
(P,S)
sgn(S) =
{
1 if λ = µ,
0 otherwise,
where P is a semistandard tableau of shape λ and content α and S is a special rim hook tabloid
of shape µ and content α. Here, α is required to be a partition of n.
Our description will be a slight modification of the one given by Eg˘eciog˘lu and Remmel in
[4]. Their involution assumed that the objects (P, S) had the property that the content of P was a
composition that matched the composition content of S. To combine our general theory with the
Eg˘eciog˘lu–Remmel map, we need an explicit method for converting a semistandard tableau P of
partition content into a corresponding tableau of composition content matching the composition
content of S (and vice versa). This can be accomplished by preprocessing and postprocessing P
using an iterated version of the Bender–Knuth bijection [2].
The Bender–Knuth bijection shows that for every semistandard tableau of shape λ there exists
a semistandard tableau of shape λ with the number of occurrences of i and i + 1 interchanged.
We now describe this map.
From the definition of semistandard tableaux, the appearances of i in relationship to the appear-
ances of i + 1 in P must be something like the appearances of the 3’s and 4’s below.
3 3 4 4 4
33
4
3 4 4
3
4
3 3 3 3 4
That is, each row in P may have a sequence of i’s immediately followed by a sequence of
i + 1’s, and these rows must be aligned so that no two i’s or no two i + 1’s appear on top of each
other.
Let us consider a sequence s of all of the i’s and i + 1’s within a row of T such that no i + 1’s
overlap the i’s in a row below and no i’s overlap the i + 1’s in a row above. For example, if
we were looking at the top row in the figure above, our attention is only on the first three cells.
In short, we are ignoring all the i’s and i + 1’s in P which overlap another sequence of i’s and
i + 1’s in finding the sequence s.
Suppose there are j i’s and k i + 1’s in such a sequence s. Modify s so that k i’s are followed
by j i + 1’s. Make this modification to every sequence s in every row of P to form a semistandard
tableau P̂ . Below we give this action on the P found above.
3 4 4 4 4
33
4
3 3 4
3
4
3 3 4 4 4
It is not difficult to see that P̂ is a semistandard tableau of the same shape as P , the number of
i’s in P is the number of i + 1’s in P̂ , and that the number of i + 1’s in P is the number of i’s in
P̂ . Applying the same procedure to P̂ gives us P , so that P 	→ P̂ is an involution. Let BKi,i+1
be this involution which interchanges the frequencies of i and i + 1 in a semistandard tableau.
For any j < i, we let
BKj,i = BKj,j+1BKj+1,j+2 · · ·BKi−2,i−1BKi−1,iBKi−2,i−1
· · ·BKj+1,j+2BKj,j+1
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The end result of applyingBKj,i to a semistandard tableau is that the number of j ’s and i’s are
interchanged. The frequencies of all other integers remain unchanged; for any integer k between
j and i, the number of k’s in the semistandard tableau are changed to the number of k − 1’s
somewhere within the first i − j applications of the Bender–Knuth involution but reverted back
in the last i − j applications.
Let α = (α1, α2, . . . , α)  n. Define αi = 0 for  < i  n. Suppose 1, 2, . . . , n is some
rearrangement of α1, . . . , αn. Suppose we are given a semistandard tableau P of content α and
we wish to change P so that there are 1 1’s, 2 2’s, etc. This may be achieved by iterating the
Bender–Knuth involution.
Let us first adjust the number of 1’s in the semistandard tableau P . Find the least i such that
αi = 1. Then applyBK1,i to P . Next, adjust the number of 2’s in the now modified semistandard
tableau by finding the least j such that αj = 2. ApplyBK2,j to the tableau. Next, consider the
number of 3’s. Continue in this manner for all of the integers in the semistandard tableau.
Example 51. Suppose P is the semistandard tableau pictured below, and we wish to convert P
to a semistandard tableau with two 1’s, four 2’s, three 3’s, and two 4’s.
1 1 1 1
3222
3 4 4
The first step is to interchange the number of 1’s with the number of 3’s viaBK1,3. Note that
the number of 1’s may also be interchanged with the number of 4’s to give the desired result of
two 1’s, but this is not done because 3 is the least integer which has the desired property. After we
adjust the number of 1’s, the number of 2’s must then be examined, and so on. These operations
are depicted below.
1 2 2
3322
3 4 4
1 1 2 2
3332
3 4 4
1 1 1 1
3222
3 4 4
1
Now we have the ability to change any semistandard tableau of content α to any other semistan-
dard tableau with 1 1’s, 22’s, etc., provided 1, 2, . . . is a rearrangement of α1, α2, . . .. Since
this only involved iterating the Bender–Knuth involution, the process is a bijection. Given any
semistandard tableau with 1 1’s, 2 2’s, etc., we may reverse the process to get a semistandard
tableau with partition content.
7.4. The Eg˘eciog˘lu–Remmel involution
Now we are ready to begin describing our version of the Eg˘eciog˘lu–Remmel involution. Our
involution operates on pairs (P, S), where P is a semistandard tableau of shape λ, S is a special
rim hook tabloid of shape µ, and P and S have the same content (which is some partition of
n). Let i be the length of the rim hook in S starting in row i reading bottom from top. For
example, the lengths of the rim hooks in the picture below are 1 = 6, 2 = 2, 3 = 0, 4 = 5
and 5 = 1.
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Since the semistandard tableau P has partition content, the number of i’s in P must be greater
than or equal to the number of i + 1’s in P for all positive integers i. Before we can apply the
original version of the Eg˘eciog˘lu–Remmel involution, we will need to change P so that there are
i occurrences of i. Thus, apply our iterated Bender–Knuth bijection to P so that this is the case.
Let P̂ be the result of this operation. Note that the content of P̂ is now a composition that matches
the composition content of S.
First let us suppose that the first row in P̂ does not contain only 1’s. Let r + 1 be the largest
integer in the first row of P̂ . There are two cases to consider; either the integer r appears somewhere
in P̂ or it does not.
Suppose that r appears somewhere in P̂ . Consider the special rim hooks in S starting in rows
r and r + 1. The special rim hook starting in row r contains r cells, while the special rim hook
starting in row r + 1 contains r+1 cells. Keeping the rest of the special rim hook tabloid the same,
switch the tails of the special rim hooks in rows r and r + 1 (as illustrated in the examples below).
The new rim hook tabloid will have rim hooks in rows r and r + 1 of lengths ′r = r+1 − 1 and
′r+1 = r + 1, and the overall sign of the rim hook tabloid changes by a factor of −1.
We have now changed the composition content of the special rim hook tabloid and need to
change the content of P̂ to match. Modify P̂ by changing the leftmost r + 1 in the bottom row
to a r and then applyingBKr,r+1. Observe at this point that r + 1 is still the largest integer that
appears in the first row of the new tableau P̂ . (This observation is used to prove that the map we are
describing is indeed an involution.) Finally, change the resulting semistandard tableau using the
inverse iterated Bender–Knuth bijection to reach a semistandard tableau with partition content.
Example 52. Consider the semistandard tableau P and special rim hook tabloid S given below:
1 1 1 1
3222
3 4 4
The content of P matches the content of S, but we need the content of P to match the composition
content of S. Thus, we begin by adjusting the frequencies of the integers in P . This was done
already in our example involving the iterated Bender–Knuth algorithm. We then switch tails of
rim hooks and modify the tableau P̂ accordingly. These actions are depicted below.
1 1 2 2
3322
3 4 4
1 1 1 2
3322
3 4 4
We then must change the resulting semistandard tableau P back into a tableau with partition
content. In this case, P is already in the appropriate form, so no further changes need to be made.
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The second case of the Eg˘eciog˘lu–Remmel involution occurs when r + 1 is the largest integer
in the first row of P̂ , but r does not appear anywhere in P . In this case, the special rim hook starting
in row r + 1 of S must begin by traveling down one cell. Chop this special rim hook into two
new special rim hooks: one special rim hook containing only one cell starting in row r + 1 and a
second special rim hook containing the rest of the cells. Modify P̂ by changing the leftmost r + 1
in the bottom row to a r and then applying BKr,r+1. Finally, change the resulting semistandard
tableau using the inverse iterated Bender–Knuth bijection to get a tableau with partition content.
Example 53. When we apply the involution to the pair of objects on the left in the following
figure, we obtain the pair of objects shown on the right.
1 1 1 3
2 2 2
1 1 1 1
2 2 2
Finally, in the situation where the bottom row of P̂ contains only 1’s, it must be the case that
the bottom row of S contains only one flat special rim hook. (Observe that this situation did not
occur in the previous example — there the bottom row of P has all 1’s, but this is not true of P̂ .)
Here, we ignore the bottom rows of P̂ and S and inductively apply the same involution to the pair
(P ′, S′) determined by the rows of P̂ and S above the first row.
If P is a semistandard tableau such that row i contains only the integer i reading bottom to
top, then we will call P super-standard. If S is a special rim hook tabloid such that the row i
only contains one straight special rim hook of the same length as the row, then we will call S
super-special. The following figure shows a pair consisting of a super-standard tableau and a
super-special rim hook tabloid.
1 1 1 1 1
2
3
4
2 2 2
3 3 3
4
If (P, S) is a pair like this, then λ = µ and (P, S) is the unique fixed point of the Eg˘eciog˘lu–
Remmel involution. This completes the description of their involution. For arbitrary (P, S), let
ER(P, S) be the image of the pair (P, S) under this involution.
7.5. Description of the new involution
To prove that K−1n Kn = I , we need to show that∑
µn
K−1λ,µKµ,ν =
{
1 if λ = ν,
0 otherwise.
Combinatorially, we need to construct a new involution proving∑
(S,P )
sgn(S) =
{
1 if λ = ν,
0 otherwise,
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where we sum over the set of pairs (S, P ) such that: S is a special rim hook tabloid of content λ;
P is a semistandard tableau of content ν; and S and P have the same shape. The new involution
may change the common shape of S and P , but the content λ of S and the content ν of P must
not be changed. We now give an explicit algorithm describing this new involution; later we show
that this algorithm matches the general involution constructed in Theorem 47. Our algorithm is a
sign-reversing involution that has exactly one positive fixed point if λ = ν, and no fixed points if
λ /= ν.
Fix λ, ν  n. The input to the algorithm is a pair (S, P ) where S is a special rim hook tabloid
of content λ and P is a semistandard tableau of content ν. The algorithm itself consists of a “main
loop” which manipulates an “intermediate object” of the form (A,B,C,D) where A is a possibly
empty set of semistandard tableaux, B is a semistandard tableau, C is a special rim hook tabloid
with the same content as B, and D is a semistandard tableau with the same shape as C. At any
time, there will be at most one element in A of any given partition content; also, no element of A
will have content λ.
The algorithm acts as follows. First, we check for the fixed point. If λ = ν and S is super-special
and P is super-standard, then we have a fixed point. Note that sgn(S) = +1 in this case.
From now on, assume the input is not the fixed point. We initialize the “main loop” with the
intermediate object (∅, U, S, P ) where U is the unique super-standard tableau with the same
content as S. Now we describe the “main loop”, which repeats until the exit condition in Step 3
is satisfied. In the following description, we suppose that we are executing some iteration of the
main loop with the intermediate object (A,B,C,D).
Step 1. If B is super-standard and C is super-special, then do the following. Let Z be the unique
tableau in A (if any) whose content is ν (which is also the content of D). If there is no such
tableau in A, let Z be the unique super-standard tableau of shape and content ν. Replace B with
the super-standard tableau with the same shape as Z, replace C with the super-special rim hook
tabloid with the same shape as Z, and replace D with Z. Remove Z from A if Z was found in A,
and place the old D in the list A if the old D is not super-standard.
Step 2. If step 1 was not just executed, then apply the ERmap to the pair (B,C). In this situation,
note that B is not super-standard or C is not super-special, so (B,C) cannot be a fixed point of
the ER involution.
Step 3. If B is super-standard with the same content λ as the original special rim hook tabloid S,
then it must be the case that A = ∅ and the sign of C is the opposite of S. In this situation, we
stop iterating the main loop and return the pair (C,D). This will be the image of (S, P ) under
our involution.
Step 4. We only execute this step if the exit condition in step 3 did not hold. In this case, let Z
be the unique tableau in A (if any) whose content matches the content of B. If there is no such
tableau in A, let Z be the unique super-standard tableau of shape and content equal to the content
of B. Remove Z from A if Z was found in A, replace B by Z, and put the old B into the list A if
the old B was not super-standard.
Step 5. Go back to step 1.
Example 54. As an example of this algorithm, suppose that we wish to find the image of the pair
of objects shown below.
1 1
2 3
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Here, λ = (2, 2) and ν = (2, 1, 1). The initial intermediate object is
,1 1
2 2
1 1
2 3
,,
After step 1 is applied, this is changed to
1 1
2 3
,,, 1 1
2
3
1 1
2
3
The next step in the algorithm that actually changes the object is step 4. The above object is
changed via step 4 to
,1 1
2 3
,, 1 1
2
3
The next nontrivial step is step 2. The above object is then changed to
,1 1
2 2
,, 1 1
2
3
Finally, we end by applying step 3 to find that the image of the pair we started with under this
involution is equal to
1 1
2
3
This pair has sign −1, while the original pair had sign +1. Also note that the common shape
of the output objects differs from the common shape of the input objects, although the contents
(specified by λ and ν) remain the same. For the pair considered in this example, the new involution
has the same effect as the partial involution previously discovered independently by Sagan and Lee
[12] and by the second author [9]. However, the new involution does not always agree with those
involutions even when both involutions are defined. In particular, our new involution matches
these pairs:
1 1 1
22
3
1 1 1 2
32
while the partial solution would match these pairs:
1 1 1
22
3
1 1 1 3
22
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7.6. Correctness of the involution
We now prove that the algorithm described in the last subsection has all the necessary properties.
It suffices to show that the algorithm agrees with the maps implicitly constructed in Theorem 47.
To facilitate the explanation of the combinatorial matrices which are indexed by partitions of n,
we will consider the reverse lexicographic ordering of the partitions ofn. The reverse lexicographic
order of partitions is a total ordering which sets λ = (λ1, . . . , λn)  µ = (µ1, . . . , µn) if λ = µ
or the first non-zero difference λi − µi is positive. Let α1, α2, . . . , αp be the partitions of n written
according to this ordering, where p = p(n) is the number of partitions of n.
The i, j -entry of the combinatorial matrix Kn is the set of semistandard tableaux of shape αi
and content αj , with trivial signs and weights. The i, j -entry of the combinatorial matrix K−1n is
the set of special rim hook tabloids of shape αj and content αi , with the usual signs and trivial
weights. The definitions of semistandard tableaux and special rim hook tabloids easily imply
that Kn and K−1n are upper unitriangular. In particular, all diagonal entries of these matrices are
equivalent to the combinatorial scalar 1 via uniquely determined SPWP-maps. More explicitly,
1
fi≡(Kn)i,i where fi(1) is the unique super-standard tableau of shape and content αi . Similarly,
1
gi≡(K−1n )i,i where gi(1) is the unique super-special rim hook tabloid of shape and content αi .
If the definitions of the objects are written down in full detail,
O = (k, ,m, σ, s1, . . . , si−1, si+1, . . . sp, t, u, v)
is an arbitrary element in the i, j -entry of (adj(Kn)KnK−1n Kn) where 1  k, ,m  p, σ is a
permutation of p such that σ(i) = k, sg is an element of the σ(g), g-entry of Kn for all g /= i, t is
an element of the k, l-entry of Kn, u is an element of the l, m-entry of K−1n , and v is an element of
the m, j -entry of Kn. In our algorithm, the object O is represented as an intermediate object. Our
presentation of the intermediate object suppresses explicit mention of αk, α, αm, and σ , while
the list s1, . . . , si−1, si+1, . . . sp is represented as the list A in the intermediate object. The list
A omits elements sj such that σ(j) = j ; these correspond to super-standard tableaux of various
contents. The items t, u and v correspond to the objects B, C, and D in the intermediate object.
We have seen in the proof of Theorem 47 that
(adj(Kn)KnK−1n Kn)i,j
(g1,f1)	−→
(
K−1n Kn
)
i,j
using the canonical involutions for reducing the product adj(Kn)Kn. If  /= i, then the result of
applying g1 to O above is the object
(σ (), ,m, σ ◦ (ij), s1, . . . , si−1, si+1, . . . , s−1, t, s+1, . . . , sp, s, u, v).
If  = i, then O is a fixed point of g1. The application of this map g1 is reflected in step 4 of our
algorithm. In other words, we are interchanging an element in the list A (which does not explicitly
appear in A if it is super-standard) with item B.
If O is a fixed point under g1, then it follows from the upper-unitriangularity of the matrices
Kn and K−1n that σ is the identity. It follows that i = k = , t is an element of the k, k-entry of
Kn and hence is superstandard, u is an element of the i, m-entry of K−1n , and v is an element
of the m, j -entry of Kn. The map f1 sends O in this case to the triplet (m, u, v). This triplet is
an arbitrary element in the i, j entry of K−1n Kn. The seeding of the algorithm with the initial
intermediate object is our way of representing the action of the map f −11 .
In the other part of the proof of Theorem 47, we saw that(
adj(Kn)KnK−1n Kn
)
i,j
(g2,f2)	−→ (In)i,j ,
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where g2 and f2 are constructed by applying Lemma 14(3) to the Eg˘eciog˘lu–Remmel map and
the adjoint-simplification map that we were just considering. Accordingly, there are two cases to
consider when looking at the map g2. If (t, u) is not a fixed point under ER, then the map g2
sends O to
(k,ER(),m, σ, s1, . . . , si−1, si+1, . . . , sp,ER(t),ER(u), v),
where ER(t, u) = (ER(t),ER(u)) and ER() corresponds to changing the content of t and u
in the Eg˘eciog˘lu and Remmel involution. This action of the map g2 is represented in step 2 in our
involution.
If (t, u) is a fixed point under ER, then it must be the case that k = m = l and since the
combinatorial matrix under consideration is upper-unitriangular, t and u are unique (t must be
super-standard and u super-special). In this case, the map g2 sends O to
(k, , σ (j), σ ◦ (ij), s1, . . . , si−1, si+1, . . . , sj−1, v, sj+1, t ′, u′, sj ),
where t ′ and u′ are super-standard and super-special with shape matching that of sj . This second
action of g2 is represented in step 1 of our algorithm.
There can only be one fixed point under g2 in the case that i = j . The map f2 sends this fixed
point to the corresponding combinatorial scalar in In.
We combine the two parts of the proof of Theorem 47 by using the construction given in the
confluence lemma. That construction takes an element in the i, j -entry of K−1n Kn, applies f −11 ,
then applies the involutions g2, g1, g2, g1, . . . until a fixed point of g1 is found. Then, the map
f1 is applied. These are precisely the actions described in the initialization, iterations, and exit
condition of the “main loop” of our algorithm.
In summary, we have shown that the intermediate objects used in the algorithm are just short-
hand notation for elements in (adj(Kn)KnK−1n Kn)i,j , and that the steps of the algorithm are
implementing the maps in the proof of Theorem 47. This completes the proof that our algorithm
is correct.
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