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Abstract
We consider a stochastic growth model on Zd. Start with some active particle at the
origin and η(x) sleeping particles at x ∈ Zd, where η(x) are independent random variables
distributed according to µ. Active particles perform a continuous-time simple random walk
while sleeping particles stay put until the first arrival of an active particle to their location.
Upon the arrival all sleeping particles at the site activate at once and start moving according
to their own simple random walks. The aim of this paper is to give conditions on µ under
which the spread of the process is linear or faster than linear. The main technique is
comparison with other stochastic growth models.
Mathematics subject classification: 60K35, 82C22
1 Introduction
At time t = 0 there are η(x) particles at x ∈ Zd, where {η(x)}x∈Zd are independent and identi-
cally distributed according to a distribution µ on Z+ := N ∪ {0}, and d ∈ N is the dimension.
The particles at the origin are active while all other particles are dormant (sleeping). Active
particles perform a simple continuous-time random walk independently of all other particles.
Sleeping particles stay still until the first arrival of an active particle to their location; upon
arrival they become active and start their own simple random walks. The model was originally
defined in discrete time n = 0, 1, 2, . . . with particles performing a discrete-time simple random
walk. In this paper we consider the continuous-time version. We exclude a trivial case and
assume throughout that µ(0) < 1. Denote by At be the set of sites visited by an active particle
by the time t. In this paper we investigate the various conditions on µ ensuring that the system
spreads linearly with time, or that the system spreads faster than linearly with time.
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Definition 1.1. We say that the spread is linear, or that spread rate is linear, or the system
spreads linearly, if there exists a constant C > 0 such that
At ⊂ C[−t, t]d for large t > 0. (1)
If (1) does not hold for any C > 0, the spread (rate) is said to be superlinear, or faster
than linear; the system spreads faster than linearly with time. In other words, the spread is
superlinear if for every C > 0 the set {t ≥ 0 : At 6⊂ C[−t, t]d} is unbounded.
Let 0 be the origin of Zd. In the case η(0) = 0 a single particle is added to the origin
to prevent a possible absence of active particles. We collect our principal results in the next
theorem.
Theorem 1.2. Consider the continuous-time frog model.
(i) Assume that for some B > 1,
∑
m∈N
[
µ
(
[Bm,∞))] 1d <∞. (2)
Then a.s. the spread is linear.
(ii) Assume that for every B > 1,
∞∑
m=1
m∏
n=1
µ ([0, Bn]) <∞. (3)
Then a.s. the spread is superlinear.
(iii) Assume that for some B > 1,
∑
n∈N
µ
(
[Bn ln
2 n,∞)
)
=∞. (4)
Then a.s. the spread is superlinear.
The continuous-time the frog model belongs to the class of processes known by the name
the stochastic combustion growth process [RS04], or X + Y → 2X model [CQR09, BR10]. The
process in [RS04] is exactly the frog model with µ being the delta measure at 1; that is, at the
beginning there is exactly one particle per site. In [RS04] a shape theorem for the process is
proven for the stochastic combustion growth process, and it is shown that the distribution of the
number of particles in visited sites converge to the product Poisson measure with parameter 1
(see [RS04] for the precise formulation). Central limit theorem for the one-dimensional process
with a fixed number of sleeping particles per site is given in [CQR09]. For a slightly modified
one-dimensional model in [CQR07] a shape theorem and a central limit theorem of the front are
established. Extensions with sleeping particles replaced by moving particles of different type
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are treated in [KS05, KS08, BR16]. In particular, in [KS05] the linear growth is established,
while in [KS08] a shape theorem for is proven. Further discussion of this and related models
takes place in [KRS12]. In [BR16] a central limit theorem is obtained for the front in the one
dimensional models with mobile particles of two types.
Perhaps the fist particle growth model where the spread rate can be linear or superlinear
depending on parameters was the branching random walk. The spread rate is linear for the
branching random walk with exponential tails [Dur79] and exponential the branching random
walk with polynomial tails [Dur83]. The intermediate case can result in a polynomial spread
rate and is treated in [Gan00]. The exact expression of the speed of a discrete-space branching
random walk with an exponential moment condition can be found in [Big95]. The model in
[BPKT20] is the branching random walk with the additional restriction that the birth rate at
any spatial location cannot exceed one. It is shown that this model spreads linearly provided
the tails of the dispersion kernel are lighter than 1|x|4+ε for some ε > 0.
In this paper we establish conditions for linear and superlinear spread by comparison to
certain percolation and percolation-like models. Comparing a growth process with a percolation
model is not uncommon. Famously, the renormalization procedure in the proof of the shape
theorem of the contact process is a stepping stone toward comparison to an oriented percolation
model [DG82, Dur91]. The comparison of the contact process to a simpler growth model via the
renormalization proves useful in various contexts [Lig99, Chapter 2]. Renormalization procedure
and comparison to another process is used in percolation theory itself [ADH17].
Domination by other models is a common technique when proving a linear growth of a certain
stochastic process. In [SS19] a certain aggregation process is shown to grow linearly with time
via comparison with a two type first passage percolation process. In [GM08] and in this paper
the growth process is compared to a greedy paths model [CGGK93] (more precisely, in [GM08]
a continuous-space equivalent is used). The linear speed of the continuous-space growth models
can often be deduced from the linear speed of similar discrete-space models [Dei03], [BDPK+17].
In [BDD+18] the Brownian frog model is dominated by a certain specially designed branching
process. In [BPKT20] the system viewed from its tip is dominated by another more amenable
to analysis process.
The (discrete-time) frog model has been an active research subject in recent years. In
discrete time the model cannot grow faster than linearly as the set of visited sites is always
contained in tD, where D = {(x1, . . . , xd) : |x1| + · · · + |xd| ≤ 1} and t = 0, 1, . . . . The shape
theorem was proven in [AMP02] and [AMPR01]. The question whether D can be a limiting
shape for distributions µ with sufficiently heavy tails was answered positively in [AMPR01].
Recent papers [DHL19] and [BFHM20] provide an overview of other research on this model.
The transitivity and recurrence properties of the frog model attract considerable attention
[DGH+18, HJJ17, HJJ16, GNR17]. For various finite graphs the asymptotics of the first moment
when all sites are visited is established in [BFHM20]. Continuity of the asymptotic shape of the
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discrete-time frog model with respect to the measure µ is established in [Kub20]. The variance
of the passage times is sublinear [vHCN19], which implies that a central limit theorem does not
hold. In [DHL19] a possibility of co-existence in a two-type frog model was demonstrated.
In the Brownian frog model the particles perform a Brownian motion instead of a simple
random walk. Naturally, the process evolves in continuous time. A shape theorem and an
asymptotic density results were obtained in [BDD+18], while conditions for transience of the
one-dimensional are established in [Ros17] (active particles in [Ros17] also have a leftward drift,
thus it is possible that all of them escape to −∞ and the origin is not being visited starting
from some positive time onwards).
The paper is organized as follows. Further definitions, notation, comments, the structural
description of the paper, and the proof ideas are collected in Section 2. In Section 3 the
properties of an auxiliary percolation model are given. The proof of Theorem 1.2 is spread
across Sections 4, 5, and 6. In Section 7 some auxiliary results used in the proofs are collected.
2 Further results, discussion, and some ideas of the proof
Theorem 1.2 is a composite of Theorems 2.1, 2.2, 2.3, and 2.7, and Remark 2.13. The four
theorems are proven in the subsequent sections. The first theorem of this section gives sufficient
conditions for the linear spread of the one-dimensional system.
Theorem 2.1. Let d = 1 and assume
∞∑
k=1
log kµ(k) <∞. (5)
Then a.s. the spread is linear in time.
We note that for d = 1, (5) is equivalent to (2). The proof of Theorem 2.1 can be found in
Section 4. Next two theorems give conditions for superlinear spread. As noted in remark (2.4),
they are independent.
Theorem 2.2. Assume that (3) holds for every B > 1. Then a.s. the system spreads faster
than linearly with time.
Theorem 2.3. Assume that (4) holds for every B > 1. Then a.s. the system spreads faster
than linearly with time.
Remark 2.4. Series (3) and (4) have independent convergent properties (that is, the conver-
gence or divergence of either one of them does not imply anything about the other). See Lemma
7.5 for more details and examples.
The proofs of Theorems 2.2 and 2.3 are located in Sections 4 and 5, respectively. The
following proposition is useful as it is enough to demonstrate that the spread is superlinear for
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d = 1 only. In particular, in the proofs of Theorems 2.2 and 2.3 it is sufficient to consider the
dimension d = 1 only. A monotonicity in dimension of this kind appears in [RS04].
Proposition 2.5. Assume µ is such that the spread of the corresponding one-dimensional model
is superlinear a.s. Then a.s. the spread is superlinear for d ≥ 2 as well.
Remark 2.6. Proposition 2.5 can be extended to the systems evolving in dimensions d1 and d2
with 1 ≤ d1 < d2.
The next theorem gives sufficient conditions for the linear spread in dimensions d ≥ 2. As
expected, the assumptions must be stronger than in the case d = 1.
Theorem 2.7. Let d ≥ 2 and assume that for every B > 1,∑
m∈N
[µ([Bm,∞))] 1d <∞. (6)
Then a.s. the spread is linear.
The proof of Theorem 2.7 is contained in Section 6. Now we formulate a shape theorem,
which in this case is a consequence to linear growth. For two sets A,B, let their sum be defined
in the usual way A+ B = {a+ b : a ∈ A, b ∈ B}.
Corollary 2.8 (Shape Theorem). Assume d and µ satisfy conditions of Theorem 2.1 or
Theorem 2.7. There exists a bounded non-empty convex set A such that for any ε ∈ (0, 1),
(1− ε)A ⊂ At + [−
1
2 ,
1
2 ]
d
t
⊂ (1 + ε)A (7)
for all sufficiently large t.
We do not prove the shape theorem in this paper and refer instead to Section 3 of [AMPR01].
The authors of that paper point out that the shape theorem for the discrete-time frog model
proven in that paper holds for the continuous-time version too, provided that the faster than
linear spread is ruled out – and this is exactly the conclusions of Theorem 2.1 and Theorem 2.7.
As mentioned in the introduction, we make use of the auxiliary models. In the proofs of
Theorems 2.1, 2.2, and 2.3, the auxiliary process is a percolation model similar to the Poisson
blob model. We call this auxiliary model the totally asymmetric discrete Boolean percolation.
The comparison is not carried out via renormalization, but rather the connected components
in the auxiliary percolation process represent regions of space traversed quickly by the frog
model, while the empty regions are traversed slowly. The totally asymmetric discrete Boolean
percolation model and its properties are described in Section 3. In the proof of Theorem 2.7
the auxiliary process is the greedy lattice animals model [Mar02, GK94, CGGK93]. Here too
low values (in particular, zero) in the greedy lattice animal model represent sites that do not
have any quick outgoing particles.
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The idea to get some information about the spread of the process by treating certain regions
of space as fast appears in [GM08], where it is applied to a continuous-time continuous-space
model of growing sets introduced by Deijfen [Dei03]. To deal with the continuous-space nature
of Deijfen’s model, the authors in [GM08] introduce continuous greedy paths model which is
a continuous-space equivalent of the greedy lattice animals. In the present paper we treat a
lattice model (the frog model), hence we work directly with the greedy lattice animals. Further
discussions of the ideas of the proof can be found in Section 2.2.
Remark 2.9. We see in Theorem 2.1 and Theorem 2.7 that it is possible for µ to have infinite
expectation while the speed is finite. This may be considered counter-intuitive. One heuristic
explanation for this may be that the probabilities of a simple random walk traveling at high speed
decline exponentially with the distance (see Lemma 4.3), and hence the conditions for linear
spread are given in terms of roughly speaking the logarithmic moments.
Remark 2.10. In this work we always start with active particles located exclusively at the origin.
Starting from a finite collection of sites with active particles does not affect the asymptotic spread
rate and our results still apply. This is a consequence of the following observation. Let ζ be a
finite subset of Zd and denote by Aζt the set of sites visited by the time t when at time 0 the
locations of active particles coincides with the set ζ. In the case η(x) = 0 for some x ∈ ζ, an
active particle is added to x at time 0 (the addition of new particles is not necessary if active
particles exist elsewhere. It is done for convenience because with the addition we get equality in
(8); otherwise we would have to work inclusions). Then for any finite ζ ⊂ Zd a.s.
Aξt =
⋃
x∈ζ
A{x}t , (8)
and all the conclusions about linear or superlinear spread rate follow.
Remark 2.11. It was shown in [BPK20] that the set At can become infinite in a finite time if
the tails of µ are heavy enough. In the present paper we address the conditions for linear and
superlinear spread rates. The observation in [BPK20] raises the questions about the conditions
separating the case of the superlinear spread rate such that at every moment of time t > 0 only
finitely many sites have been visited by active particles, and the case of an explosion. By the
explosion here we mean that by a certain finite time, infinitely many sites have been visited by
active particles.
Remark 2.12. As mentioned in Remark 2.11, the set At can become infinite in a finite time
when the tails of µ are heavy enough. It therefore behooves us to say a few words about the
construction of the process. Define the explosion time
τe = sup{t : At is finite}. (9)
Prior to τe only finitely many events occur, hence the construction on [0, τe) presents no chal-
lenges (indeed, on [0, τe) the collection of active particles is a pure jump type Markov process,
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see e.g. [Kal02, Section 12]). On the event {τe <∞} the construction of the process on [τe,∞)
may present additional challenges because the process might become a system of an infinitely
many interacting particles. Since we are only interested in the spread rate, there is no need
to consider the process on [τe,∞); since At is non-decreasing in t and
⋃
t<τe
At is infinite, we
define the spread to be superlinear on the event {τe <∞}.
Remark 2.13. Items (i) and (iii) of Theorem 1.2 are statements of the form ‘for some B > 1,
the series . . . converges/diverges.’ For series in (2) and (4), the convergence for every B > 1 is
equivalent to the convergence for some B > 1. For instance for if 1 < A < B, then
∑
m∈N
[µ([Bm,∞))] 1d ≤
∑
m∈N
[µ([Am,∞))] 1d
and ∑
m∈N
[µ([Am,∞))] 1d ≤ ⌈logAB⌉+ ⌈logAB⌉
∑
m∈N
[µ([Bm,∞))] 1d
Similarly for (4) ∑
n∈N
µ
(
[An ln
2 n,∞)
)
≃
∑
n∈N
µ
(
[Bn ln
2 n,∞)
)
(≃ means ‘have the same convergence properties’ and is introduced in Section 2.3). This is
however not the case with series in (3) which may have different convergent properties for
different B > 1.
2.1 Totally asymmetric discrete Boolean percolation
We now describe the auxiliary percolation model used in the proofs of Theorems 2.1, 2.2, and 2.3.
It belongs to the class of discrete Boolean percolation. An overview of the earlier works related
to this model can be found in [BMS05], while some connectivity properties are established in
[CMG20]. Here we are interested in the case when the random connected neighborhoods, or
grains in the terminology of [BMS05], are totally asymmetric in the sense that instead of a
random ball [x − r, x + r] with a random radius r, the interval [x, x + r] are considered to be
the neighbors.
Let {ψz}z∈Z be a collection of independent identically distributed Z+-valued random vari-
ables with distribution pk = P {ψ0 = k}. We say that x, y ∈ Z, x < y, are directly connected
x
Z−⇁ y if there exists z ≤ x, z ∈ Z, such that z + ψz ≥ y. We say that x and y are connected
(denoted by x
Z−→ y) if there exists z1 ≤ ... ≤ zn ∈ Z, z1 ≤ x, zn ≤ y, such that x ∈ [z1, z1+ψz1 ],
y ∈ [zn, zn+ψzn], and zj+1 ∈ [zj , zj +ψzj ] for j = 1, 2, ..., n−1. For a subset Q ⊂ Z, x
Q−⇁ y and
x
Q−→ y defined in the same way with an additional requirement that x, y, z, z1, ..., zn ∈ Q (in
this paper we only consider Q = Z and Q = Z+). The set Z is split into connected components.
We say that x ∈ Z is covered if for some y ∈ Z, y < x, y+ψy ≥ x. Note that the statement ‘x is
isolated’ is equivalent to ‘x is not covered and ψx = 0’. We call the resulting random structure
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the totally asymmetric discrete Boolean percolation (TADBP). When considering TADBP on
Z+, we also talk about ‘covered’ sites, with the understanding that both x and y are required
to be from Z+. Also, we consider the origin to be covered for TADBP on Z+.
The model is very similar to the Poisson Boolean percolation model, or Poisson blob process,
([MR96, FM07]), with the main differences being the asymmetric nature of the random sets
around each point and that the points of the Poisson point process in the Poisson Boolean
model are replaced with the set of integers. The model is further discussed in Section 3.
Let Q = Z+ or Q = Z. Define the events x
Q−→∞ as that for every n ∈ N, x ∈ Q is connected
to x + n: x
Q−→ x + n. Note that if p0 = 0, then trivially P{x Z−→ ∞} = P{y Z+−−→ ∞} = 1 for
every x ∈ Z, y ∈ Z+.
2.2 Very brief outlines of the proofs
The ideas of the proofs of Theorems 2.1 and 2.2. The ideas discussed here resemble those
articulated in [GM08] and applied there to Deijfen’s model. Let d = 1. For x ∈ Z and A > 0
define
ℓ(A)x = max{k ∈ Z+ : ∃t > 0, j ∈ 1, η(x) such that
S
(x,j)
t
t
≥ A and S(x,j)t ≥ k}. (10)
The random variable ℓ
(A)
x can be thought of as the length of the longest interval traveled at
speed at least A by a particle started from x.
Consider now the totally asymmetric discrete Boolean percolation with ψx = ℓ
(A)
x . Imagine
that x
Z+−−→∞. It means that for every y ∈ [x,∞) there exists z < y such that there is a particle
starting from z and traveling to y or farther at speed at least A. Thus, intuitively, the speed
of the system should be at least A. If this is true for any A > 1, then the spread must be
superlinear. Conversely, imagine many sites of Z+ are not covered. Then each of those sites is
traveled at speed not greater than A. If such sites constitute a positive proportion of all sites
in a certain sense, then we get a bound on the speed, and thus the spread is linear.
The sketch of the proof of Theorem 2.3. If (3) converges, then we are under the assumptions
of Theorem 2.2. If it diverges, then the totally asymmetric discrete Boolean percolation random
variables ℓ
(A)
x are in the setting of Lemma 3.5. That is, the average size of the connected
component is infinity, but no site is connected to +∞. Thus, most sites are covered, but the
set of the uncovered sites is unbounded. To deal with the uncovered sites, we use a bound
on the differences between activation time in some ways similar to Lemma 5.2 in [RS04]. Let
σx = min{t ≥ 0 : x ∈ At} be the moment when x is visited by an active particle for the first
time. We show that for sufficiently large q
P {σx − σx−1 ≥ q} ≤ cq1/2ǫ . (11)
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where cǫ < 1, and then proceed to obtain
P
{
max
1≤y≤x
(σy − σy−1) ≥ c2
(
lnx
ln cǫ
)2
infinitely often
}
= 0 (12)
for c > 2. Combination of (4) and (12) is then shown to imply superlinear growth.
The idea of the proof of Theorem 2.7. Here the greedy lattice animals play the role of
the auxiliary model instead of the TADBP. Recall that ℓ
(A)
x were defined in (10), where the
interpretation of ℓ
(A)
x is also briefly discussed. Now, imagine that in the greedy lattice animals
model [Mar02, CGGK93], for any path x0 = 0, x1, x2, . . . , xi ∈ Zd, |xi+1−xi| = 1, with distinct
points the inequality
1
n
n∑
i=0
ℓ(xi)
A
≤ 1
2
holds. That means along the path x0 = 0, x1, x2, . . . not more than half the distance is traveled
at speed greater than A. The remaining one half is then traveled at speed at most A. If this is
true uniformly across all paths, the linear growth should follow.
2.3 Notation and conventions
Let {St, t ≥ 0} be a simple continuous-time random walk on Zd and let τ1, τ2, . . . be its jump
times, τ0 = 0, and let {(S(x,j)t , t ≥ 0), x ∈ Zd, j ∈ N} be independent copies of {St, t ≥ 0}
assigned to individual particles (of course, the copies vary in their starting location). For fixed
t, x, and j, S
(x,j)
t represents the position of j-th particle started at location x, t units of time
after the particle was activated. For each realization of η, only the walks (S
(x,j)
t , t ≥ 0) with
indices satisfying j ≤ η(x) are used. A particle is identified with its index (x, j).
For two series
∑
n
an and
∑
n
bn with non-negative elements we write
∑
n
an ≃
∑
n
bn if they
have the same convergence properties, that is, they either both converge or both diverge. Re-
spectively, we write
∑
n
an -
∑
n
bn if
∑
n
bn diverges, or if both
∑
n
an and
∑
n
bn converge. This is
true for example if an ≤ bn for large n ∈ N (but not necessarily for all n ∈ N).
The minimum and maximum operators ∧ and ∨ precede addition and subtraction but follow
after multiplication and division; in other words, a + b ∨ cd = a + (b ∨ (cd)). For an interval
I, |I| is its length. We adopt the following convention regarding the operations over the empty
set:
∑
q∈∅
q = 0,
∏
q∈∅
q = 1,
⋃
q∈∅
q = ∅. The symbol 1 denotes an indicator.
Remark 2.14. The following inequalities are used a lot in the paper. For a ∈ (0, 1), b ≥ 1,
(1− a)b ≥ 1− 1 ∧ ab, (1− a)b ≤ e−ab
1− (1− a)b ≥ 1− e−ab, 1− (1− a)b ≤ 1 ∧ ab.
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3 Totally asymmetric discrete Boolean percolation
In this section we determine the fraction of covered sites and establish necessary and sufficient
conditions for a node being connected to +∞ with positive probability. First we establish under
what conditions P{x Z−→ ∞} = 1. For n ∈ N, let rn =
∞∑
i=n
pi = P {ψx ≥ n} be the tail of the
distribution {pn}n∈Z+ . Let the exclamation mark in front of the connectivity relations denote
the negation, for example the event {−1 !Z−→ 0} is the complement of {−1 Z−→ 0}.
Lemma 3.1. Consider TADBP on Z. We have P{x Z−→ ∞} ∈ {0, 1}, and P{x Z−→ ∞} = 1 if
and only if
∞∏
k=1
(1− rk) = 0. Respectively, P{x Z−→∞} = 0 if and only if
∞∏
k=1
(1− rk) > 0, and in
this case a.s.
#{k ∈ {1, . . . , n} : k is not covered}
n
→
∞∏
k=1
(1− rk), n→∞. (13)
Proof. We have
P{−1 ! Z−→ 0} = P {ψ−m < m for all m ∈ N} =
∞∏
m=1
P {ψ0 < m} =
∞∏
m=1
(1− rm). (14)
Hence P{−1 Z−→ 0} = 1 if
∞∏
k=1
(1 − rk) = 0, and by translation invariance P{x Z−→ x+ 1} = 1 for
every x ∈ Z. Thus, a.s. every node is connected to infinity provided
∞∏
k=1
(1− rk) = 0.
Let now
∞∏
k=1
(1−rk) > 0. Define the random variables Zn = 1{n−1 ! Z−→ n}. Since {ψn}n∈Z is a
sequence of i.i.d. random variables and thus ergodic, so is {Zn}n∈Z, since Zn =
∏
k=1
1{ψn−k < k}
is a functional transformation of {ψn} (see e.g. [Dur10, Theorem 7.1.3]). By the ergodic theorem
and (14) a.s.
n∑
k=1
Zk
n
→ EZ1 =
∞∏
k=1
(1− rk) > 0. (15)
In the remaining part of the section we focus on TADBP on Z+.
Lemma 3.2. Consider TADBP on Z+ and let
∞∏
k=1
(1 − rk) > 0. The fraction of sites that are
not covered is
∞∏
k=1
(1− rk) in the sense that a.s.
#{k ∈ {1, . . . , n} : k is not covered}
n
→
∞∏
k=1
(1− rk), n→∞. (16)
The fraction of isolated sites is p0
∞∏
k=1
(1− rk). A.s. no site is connected to +∞.
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Proof. The convergence (16) follows from (13) since a.s. sup
m∈N
(ψ−m−m) <∞, and for sites
x > sup
m∈N
(ψ−m −m) the values ψ−m, m ∈ N, do not have any effect on whether x is covered.
A site x is isolated if and only if x is not covered and ψx = 0. Since ψx is independent of
{ψy}y<x, the second statement of the lemma follows.
Lemma 3.3. Assume that ∞∑
n=1
n∏
k=1
(1− rk) <∞. (17)
Then a.s. there exists some x ∈ Z+ connected to ∞:
P
{
x
Z+−−→∞ for some x ∈ N
}
= 1. (18)
Proof. For m ∈ Z+, denote by Ym the difference between the rightmost site directly
connected to m and m, that is,
Ym = max{l : n Z+−−⇁ l} −m. (19)
By construction for m ∈ N
Ym = ψm ∨ (Ym−1 − 1) = ψm ∨ (ψm−1 − 1) ∨ ... ∨ (ψ1 −m+ 1) ∨ (ψ0 −m). (20)
Hence
P {Ym = 0} =
m∏
i=0
P {ψi ≤ m− i} =
m∏
i=0
P {ψi ≤ i} =
m∏
i=0
(1− ri+1). (21)
By (17) and (21)
P {Ym = 0 for infinitely many m ∈ N} = 0. (22)
It remains to note that if some m ∈ N, Yi ≥ 1 for i ≥ m, then m Z+−−→∞.
Lemma 3.4. Assume that ∞∏
i=1
(1− ri) = 0. (23)
Then for m ∈ N
(1− rm)
m−1∏
i=1
(1− ri) =
∞∑
n=m+1
rn
n−1∏
i=1
(1− ri). (24)
Proof. Let k, u ∈ N, u > k +m. Then
1− rm+k −
u∑
n=m+k+1
rn
n−1∏
i=m+k
(1− ri)
= 1− rm+k − rm+k+1(1− rm+k)− rm+k+2(1− rm+k)(1 − rm+k+1)
− . . .− ru(1− rm+k)(1− rm+k+1)× . . .× (1− ru−1)
= (1− rm+k)
[
1− rm+k+1 −
u∑
n=m+k+2
rn
n−1∏
i=m+k+1
(1− ri)
]
.
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Hence(
m−1∏
i=1
(1− ri)
)−1 [
(1− rm)
m−1∏
i=1
(1− ri)−
u∑
n=m+1
rn
n−1∏
i=1
(1− ri)
]
= 1− rm −
u∑
n=m+1
rn
n−1∏
i=m
(1− ri)
= (1− rm)
[
1− rm+1 −
u∑
n=m+2
rn
n−1∏
i=m+1
(1− ri)
]
= . . .
= (1− rm)(1 − rm+1)× . . .× (1− rm+k)
[
1− rm+k+1 −
u∑
n=m+k+2
rn
n−1∏
i=m+k+1
(1− ri)
]
= · · · = (1− rm)(1− rm+1)× . . .× (1− ru−2) [1− ru−1 − ru(1− ru−1)]
= (1− rm)(1 − rm+1)× . . .× (1− ru−2)(1 − ru−1)(1− ru).
Letting u→∞ we get (24).
Lemma 3.5. Assume that ∞∑
n=1
n∏
k=1
(1− rk) =∞ (25)
and ∞∏
k=1
(1− rk) = 0. (26)
Then
P
{
x
Z+−−→∞ for some x ∈ N
}
= 0. (27)
Proof. Recall that the Markov (Yt, t ∈ Z+) is defined in (19). Since
{x Z+−−→∞} = {Yk > 0, k = x, x+ 1, x+ 2, . . . }, (28)
(27) is equivalent to (Yt, t ∈ Z+) being recurrent. Define function V : Z+ → R+ by V (0) = 1,
and
V (m) =
m∑
n=1
n−1∏
i=1
(1− ri), m ∈ N. (29)
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Applying the drift operator (see [MT09, Chapter 8]) to V we get for m ≥ 2
∆V (m) = P {ψ ≤ m− 1} V (m− 1) +
∞∑
n=m
P {ψ = n}V (n)− V (m)
= (1− rm) [V (m− 1)− V (m)] +
∞∑
n=m
pn [V (n)− V (m)]
= −(1− rm)
m−1∏
i=1
(1− ri) +
∞∑
n=m+1
pn
n∑
k=m+1
k−1∏
i=1
(1− ri)
= −(1− rm)
m−1∏
i=1
(1− ri) +
∞∑
k=m+1
k−1∏
i=1
(1− ri)
∞∑
n=k
pn
= −(1− rm)
m−1∏
i=1
(1− ri) +
∞∑
k=m+1
rk
k−1∏
i=1
(1− ri) = 0.
By (25), V (m) → ∞, m → ∞. Hence for K > 0 the set {m : V (m) ≤ K} is petite for the
Markov chain (Yt, t ∈ Z+) (a set Q ⊂ Z+ is petite for (Yt, t ∈ Z+) if and only if Q is finite; see
[MT09, Chapter 5] for the related definitions). Therefore by [MT09, Theorem 8.0.2] the chain
(Yt, t ∈ Z+) is recurrent.
Remark 3.6. Lemma 3.5 is akin to the dichotomy occurring under certain conditions in Boolean
percolation when each connected component is a.s. finite but the average size of a component is
infinite, see [MR96, Corollary 3.2].
We note that the individual assumptions of Lemmas 3.2, 3.3 and 3.5 regarding {pi}i∈Z+ ,
∞∏
k=1
(1− rk) > 0, (30)
∞∑
n=1
n∏
k=1
(1− rk) <∞, (31)
and ∞∑
n=1
n∏
k=1
(1− rk) =∞,
∞∏
k=1
(1− rk) = 0. (32)
exhaust all options; that is, one (and only one of course) of the conditions (30), (31), and (32)
always holds. Therefore, those lemmas lead to characterization of the recurrence properties of
the Markov chain (Yt, t ∈ Z+). As an aside, we collect those properties in the next proposition.
Let us stress that this result is not used elsewhere in this paper. It is formulated in the self-
sufficient way, so that all necessary notation used in this section is reintroduced.
Proposition 3.7. Let {ψk}k∈Z+ be a sequence of Z+-valued random variables with distribution
{pi}i∈Z+ . Set rk =
∞∑
i=k
pi and Ym = ψm ∨ (Ym−1 − 1), m ∈ N, Y0 = ψ0. Then
(i) The Markov chain (Yt, t ∈ Z+) is positive recurrent if and only if Eψ1 =
∑∞
k=1 rk <∞,
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(ii) (Yt, t ∈ Z+) is transient if and only if
∞∑
n=1
∏n
k=1(1− rk) <∞,
(iii) The chain (Yt, t ∈ Z+) is null recurrent if and only if both
∑∞
k=1 rk = ∞ and∞∑
n=1
∏n
k=1(1− rk) =∞.
Proof. As was noted in the proof of Lemma 3.5, (27) is equivalent to (Yt, t ∈ Z+) being
recurrent. Lemmas 3.2, 3.3, and 3.5 combined yield (ii).
Assume now
∞∑
n=1
∏n
k=1(1 − rk) = ∞, that is, that the chain is recurrent. If
∑∞
k=1 rk = ∞,
then the chain is cannot be positive recurrent because the expected recurrence time to 0 is
greater than
∑∞
k=1 rk, so it is infinite. On the other hand, if
∑∞
k=1 rk < ∞, then for every
m ∈ N
P{Ym = 0} = P {ψm ≤ 0}P {ψm−1 ≤ 1} · . . . · P {ψ0 ≤ m} =
m+1∏
k=1
(1− rk) ≥
∞∏
k=1
(1− rk) > 0.
and hence (Yt, t ∈ Z+) cannot be null recurrent.
Lemma 3.8. Let x ∈ N. A.s. on {x Z+−−→ ∞}, every site y ≥ x is covered, and there exists a
(random) sequence x = x0 < x1 < x2 < . . . , xi ∈ N, such that for every i ∈ Z+
xi+1 ≤ xi + ψxi < xi+2. (33)
In particular, every z ≥ x is belongs to no more than two intervals of the type [xi, xi + ψxi ],
i ∈ Z+.
Proof. By definition of
Z+−−→, every site y ≥ x is covered a.s. on {x Z+−−→ ∞}. Define the
elements of the sequence {xi}i∈Z+ consecutively setting x0 = x and letting for i ∈ Z+
xi+1 = max{y ∈ [xi + 1, xi + ψxi ] ∩N : y + ψy = max{z + ψz : z = xi + 1, . . . , xi + ψxi}}. (34)
In other words, xi+1 ∈ [xi + 1, xi + ψxi ] is characterized by two properties:
(i) for every z ∈ [xi + 1, xi + ψxi ] ∩ N,
xi+1 + ψxi+1 ≥ z + ψz,
(ii) and for every z′ ∈ [xi+1 + 1, xi + ψxi ] ∩N,
xi+1 + ψxi+1 > z
′ + ψz′ .
(here [a, b] = ∅ if a > b). By construction, xi+1 ≤ xi + ψxi , so the left inequality in (33) holds.
A.s. on {x Z+−−→ ∞}, xi+1 + ψxi+1 > xi + ψxi , because otherwise xi + ψxi + 1 would not be
covered. Hence a.s. on {x Z+−−→ ∞} also xi+2 + ψxi+2 > xi+1 + ψxi+1 . Therefore the inequality
xi+2 ≤ xi + ψxi is impossible a.s. on {x
Z+−−→∞} because it would contradict (i).
The next lemma replicates Lemma 3.8 for the case of a finite component. The proof is
practically identical and is therefore omitted.
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Lemma 3.9. Let x ∈ N. A.s. on {x Z+−−→ y}, every site z ∈ [x, y] is covered, and there exists a
(random) sequence x = x0 < x1 < · · · < xm = y, xi ∈ N, such that for every i ∈ {0, ...,m − 2}
xi+1 ≤ xi + ψxi < xi+2, (35)
and xm−1 + ψxm−1 = xm. In particular, every z ∈ [x, y] belongs to no more than two intervals
of the type [xi, xi + ψxi ], i ∈ {0, ...,m − 1}.
4 Proofs of Theorem 2.1 and Theorem 2.2
Let tip (t) be the position of the rightmost active particle at time t ≥ 0. Note that it is not
necessarily true that tip (t) = supAt for all t ≥ 0, because active particles can move back toward
−∞.
Let us introduce a total ordering ≺ on the set of indices with (x, i) ≺ (y, j) if x < y, or if
x = y and i < j.
Recall that σx = min{t ≥ 0 : x ∈ At} is the activation time for particles at x. At time
t ≥ 0, let X0 be the particle with the smallest index with respect to ≺ located at tip (t). We
note here that no particle located at tip (t) at time t was activated before X0 = (x0, i0) was
activated. Let X1 = (x1, i1) be the particle that activated X0, and further define recursively
Xk+1 as the particle that activated Xk, until Xm = (0, im) for some m ∈ N. Set wi = σXk ,
k = 1, . . . ,m. Let us note right here that the sequence {Xi, i = 1, . . . ,m} depends on t. Denote
by Ik, k = 1, . . . ,m, the interval [xm−k+1, xm−k] and by Wk the interval [wm−k+1, wm−k] and
let
s(Ik) =
(xm−k − xm−k+1) ∨ 0
wm−k − wm−k+1
=
(xm−k − xm−k+1) ∨ 0
|Wk|
. (36)
be the speed at which the interval Ik is traversed. We need to take non-negative part in the
numerator because the sequence {xi, i = 1, . . . ,m} does not have to be non-increasing; indeed, it
is possible that active particles from the origin travel leftward, activate a particle at −k, k ∈ N,
and that particle then moves toward +∞ very quickly overtaking every other active particle,
and becomes a leading particle for some time. We note that
m∑
k=1
[(xm−k − xm−k+1) ∨ 0] = tip (t)
and
m∑
k=1
|Wk| = t.
Recall that for x ∈ Z and A > 0, we have defined
ℓ(A)x = max{k ∈ Z+ : ∃t > 0, j ∈ 1, η(x) such that
S
(x,j)
t
t
≥ A and S(x,j)t ≥ k}. (37)
Let {p(A)k }k∈Z+ be the distribution of ℓ(A)x , p(A)k = P
{
ℓ
(A)
x = k
}
. Let r
(A)
k be the corresponding
tail, r
(A)
k =
∞∑
i=k
p
(A)
i = P
{
ℓ
(A)
x ≥ k
}
.
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Proposition 4.1. Suppose that for some A > 0
∞∏
k=1
(1− r(A)k ) > 0. (38)
Then supAt grows linearly in time.
Proof. Consider the TADBP on Z with interval distribution {pk}k∈Z+ = {p(A)k }k∈Z+ . By
Lemma 3.1, the fraction of sites that are not covered is u =
∞∏
k=1
(1 − rk) > 0. Therefore with
high probability at least u · tip (t) sites among 1, 2, . . . , tip (t) are traveled at a speed at most
A. Hence a.s. for large t,
m∑
k=1
|Wk| ≥ u·tip(t)A and
lim sup
t→∞
tip (t)
t
= lim sup
t→∞
tip (t)
m∑
k=1
|Wk|
≤ A
u
.
Since supAt ≤ sup
s≤t
tip (s), the statement of the proposition follows.
Proposition 4.2. Suppose that for all A > 0
∞∑
m=1
m∏
n=1
(1− r(A)n ) <∞. (39)
Then
lim inf
t→∞
tip (t)
t
=∞,
and supAt grows faster than linearly in time.
Proof. Here for A > 0 we consider the TADBP on Z+ with interval distribution {pk}k∈Z+ =
{p(A)k }k∈Z+ . By (39) and Lemma 3.3 a.s. there is a large (random) number x0 ∈ N such that
x0
Z+−−→ ∞. In particular, every site x ∈ [x0,∞) ∩ N is covered. By Lemma 3.8, there exists a
sequence x0, x1, x2, . . . such that xi < xi+1 ≤ xi + ℓ(A)xi , i ∈ Z+, and every site y ∈ [x0,∞) ∩ N
is covered by at most two intervals of the type [xi, xi + ℓ
(A)
xi ], i ∈ Z+. Consequently for every
n ∈ N
n−1∑
i=0
ℓ(A)xi =
n−1∑
i=0
|[xi, xi + ℓ(A)xi ]| ≤ 2(xn − x0). (40)
Once x0 is reached, let us consider only particles that start at xi and travel to xi+ ℓ
(A)
xi at speed
at least A. For n ∈ N and y ∈ (xn−1, xn] by (40)
σy − σx0 ≤
1
A
n−1∑
i=0
|[xi, xi + ℓ(A)xi ]| ≤
2(xn − x0)
A
.
Hence
lim sup
t→∞
tip (t)
t
= lim sup
y→∞
y
σy
= lim sup
y→∞
x0 + (y − x0)
σx0 + (σy − σx0)
= lim sup
y→∞
y − x0
σy − σx0
≥ lim sup
n→∞
xn − x0
σxn − σx0
≥ A
2
. (41)
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Since A > 0 can be arbitrary large, the statement of the proposition follows.
The next lemma helps in translating conditions (38) and (39) of Propositions 4.1 and 4.2,
respectively, into conditions on µ. It is relevant for inequalities (42) and (43) that for every
ε ∈ (0, 1), εe1−ε < 1.
Lemma 4.3. For n ∈ N and ε ∈ (0, 1)
εne(1−ε)n
e2n
√
n
≤ P
{
∃t ≥ 0 : St
t
≥ ε−1, St ≥ n
}
≤ 1
2(1− ε2)(1− ε)
εne(1−ε)n√
2πn
. (42)
Additionally, for ε < e−9/64 ,
P
{
∃t ≥ 0 : St
t
≥ ε−1, St ≥ n
}
≤ 1
(1− ε2e9/32)(1 − ε) exp
{−3n
16
}
εne(1−ε)n√
2πn
. (43)
Proof. On the one hand,
P
{
∃t ≥ 0 : St
t
≥ ε−1, St ≥ n
}
≥ P
{τn
n
≤ ε
}
P
{
Sτj − Sτj− = 1, j = 1, n
}
≥ e−nε ε
nnn
n!
2−n ≥ e−nε ε
nnnen
2nenn
√
n
=
εne(1−ε)n
e2n
√
n
. (44)
On the other hand,
P
{τn+2k
n
≤ ε
}
= e−nε
∞∑
i=n+2k
(εn)i
i!
≤ e−nεεn+2k n
n+2k
(n+ 2k)!
∑
i=0
(εn)i
(n+ 2k)i
≤ e−nεεn+2k n
n+2ken+2k
(n+ 2k)n+2k
√
2π(n + 2k)
1
1− εnn+2k
≤ 1
1− εe
−nεεn+2k
en+2k√
2π(n+ 2k)
(
1− 2k
n+ 2k
)n+2k
≤ 1
1− εe
−nεεn+2k
en+2k√
2π(n+ 2k)
e−2k =
1
1− εe
−nεεn+2k
en√
2π(n + 2k)
and hence
P
{
∃t ≥ 0 : St
t
≥ ε−1, St ≥ n
}
≤
∞∑
k=0
P
{τn+2k
n
≤ ε
}
P
{
Sτn+2k ≥ n
}
≤
∞∑
k=0
1
1− ε
εn+2ke(1−ε)n√
2π(n+ 2k)
P
{
Sτn+2k ≥ n
}
. (45)
Note that Sτn+2k ≥ n if and only if Sτj − Sτj− = 1 holds for at least n + k distinct j ∈
{1, . . . , n + 2k}. By a concentration inequality for a sum of independent Bernoulli random
variables [CL06, Theorem 2.4]
P
{
Sτn+2k ≥ n
}
= P
{
1
2
Sτn+2k +
1
2
(n+ 2k) ≥ E
{
1
2
Sτn+2k +
1
2
(n+ 2k)
}
+
1
2
n
}
≤ exp
{
−14n2
2(12n+ k +
n
6 )
}
= exp
{
−3n
16 + 24 kn
}
. (46)
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Since
exp
{
−3n
16 + 24k+1n
}
: exp
{
−3n
16 + 24 kn
}
≤ exp
{
72
162
}
= exp
{
9
32
}
, (47)
by (46)
P
{
Sτn+2k ≥ n
} ≤ 1
2
∧ exp
{−3n
16
+
9k
32
}
. (48)
Hence by (45) for ε < e−9/64
P
{
∃t ≥ 0 : St
t
≥ ε−1, St ≥ n
}
≤ ε
ne(1−ε)n√
2πn
∞∑
k=0
1
1− εε
2k exp
{−3n
16
+
9k
32
}
=
εne(1−ε)n√
2πn
exp
{−3n
16
}
1
(1− ε2e9/32)(1− ε) , (49)
and (43) is proven.
The second inequality in (42) also follows from (45),
P
{
∃t ≥ 0 : St
t
≥ ε−1, St ≥ n
}
≤ ε
ne(1−ε)n√
2πn
∞∑
k=0
1
1− ε
1
2
ε2k =
εne(1−ε)n
2
√
2πn
1
(1− ε2)(1− ε) . (50)
Lemma 4.4. For A > 1 there exist D1 = D1(A), D2 = D2(A) such that
1−
∞∑
k=1
µ(k)
[
1−D−n1
]k ≤ r(A)n ≤ 1− ∞∑
k=1
µ(k)
[
1−D−n2
]k
, n ∈ N, (51)
and D1(A),D2(A)→∞, A→∞.
Proof. By the definition of ℓ
(A)
x
r(A)n = P
{
ℓ(A)x ≥ n
}
= 1− P
{
ℓ(A)x < n
}
= 1−
∞∑
k=1
µ(k)
[
P
{
∀t ≥ τn, St
t
< A,
}]k
. (52)
Note that
{∀t ≥ τn, Stt < A,} is the complement of the event on the left hand side of (43). Thus
(51) follows from Lemma 4.3.
Lemma 4.5. The convergence of the infinite product
∞∏
k=1
(1− r(A)k ) > 0 (53)
is equivalent to
∑
k=1
log kµ(k) <∞. Likewise,
∞∏
k=1
(1− r(A)k ) = 0 (54)
if and only if
∑
k=1
log kµ(k) =∞.
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Proof. It follows from Lemma 4.4 that (90) holds with rn = r
(A)
n , and hence the statement
follows from Lemma 7.2.
Lemma 4.6. The convergence (39) takes place for all A > 0 if and only if (3) holds for all
B > 1.
Proof. Suppose (39) takes place for all A > 0. By Lemma 4.4 for A > 2 there exists B ≥ A
such that
1− r(A)n ≥
∞∑
k=1
µ(k)
[
1−B−n] . (55)
Hence
∞ >
∞∑
m=1
m∏
n=1
(1− r(A)n ) ≥
∞∑
m=1
m∏
n=1
∞∑
k=1
µ(k)
[
1−B−n] . (56)
Since B ≥ A, the convergence (3) for all B > 1 follows from Lemma 7.3.
Conversely, suppose (3) holds for all B > 1. By Lemma 4.4 for some A1 > 1,
∞∑
m=1
m∏
n=1
(1− r(A)n ) ≤
∞∑
m=1
m∏
n=1
∞∑
k=1
µ(k)
[
1−A−n1
]
. (57)
The latter series converges by Lemma 7.3, hence (39) holds for A > 1.
Proof of Proposition 2.5. The projections of active particles in a d-dimensional continuous-
time frog model on the first coordinate axis perform a slowed down continuous-time simple
random walk. The proposition is a consequence of this observation.
Proof of Theorem 2.1. The statement of the theorem follows from Proposition 4.1 and
and Lemma 4.5.
Remark 4.7. We see from the proof of Proposition 4.1 that the growth toward +∞ would still
remain linear even if all particles left of the origin were activated at time t = 0.
Proof of Theorem 2.2. Due to symmetry it suffices to show the superlinear spread in
one direction only. The theorem is then a consequence of Propositions 2.5 and 4.2 and Lemma
4.6.
5 Proof of Theorem 2.3
By Proposition 2.5 it is enough to consider the case d = 1 only. In this section we give the proof
of Theorem 2.3 for the one-dimensional system.
Recall that σx = min{t ≥ 0 : x ∈ At} be the moment when x is visited by an active particle
for the first time. For a > 0 denote by χa the first time when a simple continuous-time random
walk started at 0 hits a. Define u = 1√
2π
1∫
−1
e−
t2
2 dt and let ǫ, ε > 0 be small constants. By the
central limit theorem and symmetry of the random walk, for large q
u(1− ε) ≤ P
{
χq1/2 ≥ q
}
≤ u(1 + ε). (58)
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Note that for q > 1, x ≥ q1/2, y ∈ [x− q1/2, x− 1]
{σx − σx−1 ≥ q} ⊂ {Sy,jq1/2 ≤ x− y for all j = 1, . . . η(y)}. (59)
Consequently for sufficiently large q
P {σx − σx−1 ≥ q} ≤ P
{
S
y,j
q1/2
≤ x− y for all y = x− 1, . . . , x− ⌊q1/2⌋, j = 1, . . . η(y)
}
=
x−1∏
y=x−⌊q1/2⌋
∞∑
k=0
µ(k) [P {χx−y ≥ q}]k ≤
⌊q1/2⌋∏
z=1
∞∑
k=0
µ(k) [P {χz ≥ q}]k︸ ︷︷ ︸
H
=
⌊q1/2−ǫ⌋∏
z=1
H
︸ ︷︷ ︸
P1
×
⌊q1/2⌋∏
z=⌊q1/2−ǫ⌋+1
H
︸ ︷︷ ︸
P2
.
(60)
We estimate the second product P2 on the right hand side of (60) using (58). We have
P2 ≤
⌊q1/2⌋∏
z=⌊q1/2−ǫ⌋+1
∞∑
k=0
µ(k)
[
P
{
χq1/2 ≥ q
}]k
=
( ∞∑
k=0
µ(k)(1− ǫ)kuk
)⌊q1/2⌋−⌊q1/2−ǫ⌋+1
(61)
To estimate P1, we use [RS04, Theorem A.1, (ii)]. We have
P1 =
⌊q1/2−ǫ⌋∏
z=1
∞∑
k=0
µ(k) [P {χz ≥ q}]k ≤
⌊q1/2−ǫ⌋∏
z=1
∞∑
k=0
µ(k)
[
2z
(2πq)1/2
(1 + 8q−ǫ/4)
]k
≤ (1− µ(0))
⌊q1/2−ǫ⌋∏
z=1
[
2z
(2πq)1/2
(1 + 8q−ǫ/4)
]
≤ (1− µ(0))⌊q1/2−ǫ⌋!q− 12 ⌊q1/2−ǫ⌋
(
2
π
) 1
2
⌊q1/2−ǫ⌋
(1 + 8q−ǫ/4)⌊q
1/2−ǫ⌋, (62)
hence by Stirling’s inequality
lnP1 ≤ (⌊q1/2−ǫ⌋+ 1
2
) ln⌊q1/2−ǫ⌋ − (⌊q1/2−ǫ⌋ − 1)
− 1
2
⌊q1/2−ǫ⌋ ln q + 1
2
⌊q1/2−ǫ⌋ ln
(
2
π
)
+
1
2
⌊q1/2−ǫ⌋ ln(1 + 8q−ǫ/4).
≤
(
1
2
− ǫ
)
⌊q1/2−ǫ⌋ ln q + 1
2
ln⌊q1/2−ǫ⌋ − (⌊q1/2−ǫ⌋ − 1)
− 1
2
⌊q1/2−ǫ⌋ ln q + 1
2
⌊q1/2−ǫ⌋ ln
(
2
π
)
+
1
2
⌊q1/2−ǫ⌋ ln(1 + 8q−ǫ/4).
≤ −ǫ⌊q1/2−ǫ⌋ ln q − 1
2
⌊q1/2−ǫ⌋ (63)
By (60), (61), and (63) for sufficiently large q
P {σx − σx−1 ≥ q} ≤ exp
{
ln cǫ
(
⌊q1/2⌋ − ⌊q1/2−ǫ⌋+ 1
)
− ǫ⌊q1/2−ǫ⌋ ln q − 1
2
⌊q1/2−ǫ⌋
}
≤ exp
{
−| ln cǫ|q1/2
}
= cq
1/2
ǫ . (64)
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where cǫ =
∞∑
k=0
µ(k)(1 − ǫ)kuk < 1.
For c > 2
∑
x∈N
P
{
max
1≤y≤x
(σy − σy−1) ≥ c2
(
lnx
ln cǫ
)2}
≤
∑
x∈N
x∑
y=1
P
{
σy − σy−1 ≥ c2
(
lnx
ln cǫ
)2}
-
∑
x∈N
x exp
{
−| ln cǫ|c lnx| ln cǫ|
}
=
∑
x∈N
x−(c−1) <∞. (65)
Hence for c > 2
P
{
max
1≤y≤x
(σy − σy−1) ≥ c2
(
lnx
ln cǫ
)2
infinitely often
}
= 0. (66)
Let A > 1. Denote by Rn the rightmost site of the n-th connected component (counting
from the origin to the right) in the realization of the TADBP on Z+ with ψx = ℓ
(A)
x . Note that
Rn depends on A.
It is possible that there are fewer than n components, or that n-th component is unbounded
(this may happen when y
Z+−−→ +∞ for some y ∈ Z+). In this case we may proceed as in the
proof of Proposition 4.2. We therefore exclude this case and assume in the rest of the proof
that a.s. no site is connected to infinity. Note that under assumptions of Theorem 2.3, the
existence of y ∈ Z+ satisfying y Z+−−→ +∞ is not guaranteed; see Lemma 7.5 and characterization
of components of TADBP in Section 3.
The number of site in the interval [0, Rn] which are not covered is n − 1 (recall that we
consider the origin to be covered). Denote by lk the length of k-th connected component,
lk = Rk − Rk−1 − 1. The random variables {lk}k∈N are the excursions from 0 of the Markov
chain {Ym}m∈Z+ defined in (19). In particular, l1 stochastically dominates ℓ1 = ℓ(A)1 .
By Lemma 4.4 for some D = D(A)
∞∑
n=1
P
{
ln > n ln
2 n
} ≥ ∞∑
n=1
P
{
ℓn > n ln
2 n
}
=
∞∑
n=1
r⌈n ln2 n⌉
≥
∞∑
n=1
∞∑
k=1
µ(k)
(
1−
[
1−D−⌈n ln2 n⌉
]k)
≥
∞∑
n=1
∞∑
k=1
µ(k)
(
1− e−kD−⌈n ln
2 n⌉
)
≥
∞∑
n=1
(1− e−1)µ([D−⌈n ln2 n⌉,∞)).
Hence by (4)
∞∑
n=1
P
{
ln > n ln
2 n
}
=∞, (67)
and consequently ([CR61, Lemma 1])
P
{
lim sup
n→∞
ln
n ln2 n
=∞
}
= 1. (68)
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In particular, a.s. lim supn→∞
Rn
n ln2 n
=∞. Since the map
(10,∞) ∋ x 7→ x
ln2 x
∈ R+
is an increasing function, for any C > 1
lim sup
n→∞
Rn
n ln2R2n
≥ lim inf
n→∞
Cn ln2 n
n ln2
(
C2n2 ln4 n
) = lim inf
n→∞
C ln2 n
(2 lnC + 2 lnn+ 4 ln lnn)2
=
C
4
. (69)
That is,
lim sup
n→∞
Rn
n ln2R2n
=∞. (70)
By (66) for large n for all y ∈ [0, Rn]
σy − σy−1 ≤ c22
(
lnRn
ln cǫ
)2
, (71)
where c2 > 2. Using the same arguments as when Lemma 3.8 was applied in the proof of
Proposition 4.2, by Lemma 3.9 we see that the n-th connected component is traversed within
at most 2lnA units of time. Hence the time needed to reach Rn
σRn ≤
2
A
n∑
k=1
lk + (n− 1)c22
(
lnRn
ln cǫ
)2
<
2Rn
A
+ nc22
(
lnRn
ln cǫ
)2
, (72)
and by (70)
lim sup
n→∞
Rn
σRn
≥ lim sup
n→∞
Rn
2
ARn + nc
2
2
(
lnRn
ln cǫ
)2 = lim sup
n→∞
1
2
A +
n ln2 Rn
Rn
(
c2
ln cǫ
)2
=
1
2
A +
(
c2
ln cǫ
)2
lim infn→∞ n ln
2Rn
Rn
=
A
2
. (73)
Since A > 1 is arbitrary, it follows that
lim sup
m→∞
m
σm
=∞. (74)
6 Proof of Theorem 2.7
Recall that d ≥ 2 in the settings of Theorem 2.7. Let θ(x,j)1 < θ(x,j)2 < . . . be the jump times of
the random walk {S(x,j)t , t ≥ 0}. For A > 1 define
W (x,j)
A
= max
{
n ∈ N : θ
(x,j)
n
n
≤ 1
A
}
. (75)
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Since A > 1, W (x,j)
A
is a.s. finite. Note how W (x,j)
A
defined here differs from ℓ
(A)
x in (10): the
former is defined solely in terms of the jump moments, the latter is not. Define also
W (x)
A
= max
1≤j≤η(x)
W (x,j)
A
= max
{
n ∈ N : θ
(x,j)
n
n
≤ 1
A
, j ∈ {1, . . . , η(x)}
}
. (76)
and
ρ
A
= max
{
n ∈ N : τn
n
≤ 1
A
}
. (77)
Note that ρA is equal in distribution to W
(x,j)
A
.
Lemma 6.1. Let ε = 1A ∈ (0, 1). For large n
P{ρ
A
≥ n} ≤ (εe1−ε)n. (78)
Proof. For n satisfying (1− ε)(εe1−ε)√2πn > 1 we have
P{ρ
A
≥ n} = P
{
∃m ≥ n : m
τm
≥ A
}
= P {∃m ≥ n : τm ≤ mε} ≤
∞∑
m=n
P {τm ≤ mε}
=
∞∑
m=n
e−mε
∞∑
j=m
(mε)j
j!
≤
∞∑
m=n
e−mε
(mε)m
m!
∞∑
j=0
(mε)j
mj
≤
∞∑
m=n
e−mε
(mε)mem
mm
√
2πm
× 1
1− ε
=
1
1− ε
∞∑
m=n
e−mε
εmem√
2πm
≤ 1
1− ε ×
1√
2πn
× ε
nen(1−ε)
1− εe1−ε < (εe
1−ε)n.
The random variables {W (x)
A
}x∈Zd are independent and identically distributed. Let WA be
a copy of W (0)
A
independent of the sequence {W (x)
A
}x∈Zd . Now, by Lemma 6.1
P{WA ≥ n} = 1− P{WA < n} = 1−
∞∑
k=0
µ(k) (P{ρA < n})k = 1−
∞∑
k=0
µ(k) (1− P{ρA ≥ n})k
≤ 1−
∞∑
k=0
µ(k)
(
1− (εe1−ε)n)k ≤ 1− ∞∑
k=0
µ(k)
(
1− 1 ∧ k(εe1−ε)n) = ∞∑
k=0
µ(k)
(
1 ∧ k(εe1−ε)n)
Letting B = (εe1−ε)−1 > 1 we get
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∑
n∈N
[P {W
A
≥ n}] 1d ≤
∑
n∈N
[ ∞∑
k=1
µ(k)
(
1 ∧ kB−n)
] 1
d
(79)
≤
∑
n∈N

⌊Bn⌋∑
k=1
µ(k)
(
1 ∧ kB−n)+ ∞∑
k=⌈Bn⌉
µ(k)
(
1 ∧ kB−n)


1
d
=
∑
n∈N

B−n ⌊Bn⌋∑
k=1
kµ(k) + µ([Bn,∞))


1
d
≤ 2 1d
∑
n∈N

B−n ⌊Bn⌋∑
k=1
kµ(k)


1
d
+ 2
1
d
∑
n∈N
[µ([Bn,∞))] 1d
Denote bk = µ((B
k−1, Bk]). We have
∑
n∈N

B−n ⌊Bn⌋∑
k=1
kµ(k)


1
d
≤
∑
n∈N
[
B−n
n∑
m=1
bmB
m
] 1
d
≤
∑
n∈N
n∑
m=1
b
1
d
mB
−n
dB
m
d =
∞∑
m=1
b
1
d
mB
m
d
∞∑
n=m
B−
n
d
=
∞∑
m=1
b
1
d
mB
m
d
B−
m
d
1−B− 1d
=
1
1−B− 1d
∞∑
m=1
b
1
d
m
-
∑
m∈N
[µ([Bm,∞))] 1d .
Therefore by (79)
∑
n∈N
[P {W
A
≥ n}] 1d -
∑
m∈N
[µ([Bm,∞))] 1d , (80)
and hence by (6) ∑
n∈N
[P {W
A
≥ n}] 1d <∞. (81)
Since for each n ∈ N, P {W
A
≥ n} A→∞−−−−→ 0, by the dominated convergence theorem,
lim
A→∞
∑
n∈N
[P {W
A
≥ n}] 1d = 0. (82)
Combining this with Theorem 1.1 in [Mar02] yields the existence of A > 1 such that
lim sup
n→∞
sup
x0,...,xn
1
n+ 1
n∑
i=0
W (xi)
A
≤ 1
3
. (83)
where the supremum is taken over all self-avoiding paths on Zd started at the origin, that is,
x0 = 0, x1, x2, . . . , xn ∈ Zd, |xi+1 − xi| = 1, xi 6= xj, i 6= j.
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Proof of Theorem 2.7. Take an infinite sequence {(Zn, tn, in)}n∈Z+ , (Zn, tn, in) ∈ Zd ×
R+ × N Z0 = 0, t0 = 0, and such that the particles at site Zn+1 are activated by a particle
(in, Zn) that started at Zn, and tn is the activation time for Zn. Let z0, z1, z2, ..., be the union of
the collection of sites visited by the particle (in, Zn), n ∈ Z+, during the time interval [tn, tn+1],
so that ∞⋃
j=0
{zj} =
∞⋃
n=0
{S(in,Zn)t , 0 ≤ t ≤ tn+1 − tn}
and the sequence {zj}j∈Z+ does not contain repeating elements. Note that {Zj}j∈Z+ ⊂ {zj}j∈Z+ .
By (83) for large n ∈ N,
1
n
n∑
j=0
W (zj)
A
≤ 1
2
. (84)
Hence
n−1∑
j=0
W
(Zj)
A
n−1∑
j=0
trav(Zj , Zj+1)
≤ 1
2
, (85)
where trav(Zn, Zn+1) is the number of sites excluding Zn visited by the particle (in, Zn) at the
moment it reaches Zn+1 (for instance, if Zn+1 and Zn are neighbors and (in, Zn) goes directly
from Zn to Zn+1, then trav(Zn, Zn+1) = 1). Thus
tn
|Zn|1 ≥
n−1∑
j=0
(tj+1 − tj)
n−1∑
j=0
trav(Zj , Zj+1)
≥
1
2
n−1∑
j=0
trav(Zj ,Zj+1)
A
n−1∑
j=0
trav(Zj , Zj+1)
=
1
2A
, (86)
and since |Zn|1 ≤
n−1∑
j=0
trav(Zj , Zj+1), for large n
|Zn|1
|tn| ≤ 2A. (87)
7 Convergence properties of related series
In this section some auxiliary results used in the proof are collected. The focus is mostly on the
convergence properties of different related series.
Lemma 7.1. For A > 1,
∞∑
k=1
µ(k)
∞∑
n=1
1 ∧ kA−n <∞ (88)
if and only if ∑
n=1
log nµ(n) <∞. (89)
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Proof. We have
∞∑
k=1
µ(k)
∞∑
n=1
1 ∧ kA−n =
∞∑
k=1
µ(k)
∑
1≤n≤logA k
1 +
∞∑
k=1
µ(k)
∑
n>logA k
kA−n
≃
∞∑
k=1
µ(k) logA k +
∞∑
k=1
µ(k)
1
1 −A−1 = (logA)
−1
∞∑
k=1
µ(k) log k +
1
1−A−1 .
Lemma 7.2. Suppose that for some B > A > 1
1−
∞∑
k=1
µ(k)
[
1−A−n]k ≤ rn ≤ 1− ∞∑
k=1
µ(k)
[
1−B−n]k , n ∈ N. (90)
Then ∞∏
n=1
(1− rn) = 0 (91)
if and only if ∑
n=1
log nµ(n) =∞. (92)
Proof. Since (1 + a)b ≤ eab for a ≥ −1, b ≥ 0, we have
1−
∞∑
k=1
µ(k)
[
1−A−n]k ≥ 1− ∞∑
k=1
µ(k)e−kA
−n
=
∞∑
k=1
µ(k)
[
1− e−kA−n
]
. (93)
By (93) and since inf
a>0
1−e−a
1∧a > 0 and sup
a>0
1−e−a
1∧a = 1 we get
∞∑
n=1
rn ≥
∞∑
n=1
∞∑
k=1
µ(k)
[
1− e−kA−n
]
=
∞∑
k=1
µ(k)
∞∑
n=1
[
1− e−kA−n
]
≃
∞∑
k=1
µ(k)
∞∑
n=1
1∧kA−n. (94)
On the other hand, since by Bernoulli’s inequality (1 − a)b ≥ 1 − 1 ∧ ab, a ∈ (0, 1), b ≥ 1, we
have
1−
∞∑
k=1
µ(k)
[
1−B−n]k ≤ 1− ∞∑
k=1
µ(k)
[
1− 1 ∧ kB−n] = ∞∑
k=1
µ(k)
[
1 ∧ kB−n] . (95)
Hence ∞∑
n=1
rn ≤
∞∑
n=1
∞∑
k=1
µ(k)
[
1 ∧ kB−n] = ∞∑
k=1
µ(k)
∞∑
n=1
1 ∧ kB−n. (96)
From (94), (96), and Lemma 7.1 it follows that
∞∑
n=1
rn ≃
∞∑
k=1
µ(k)
∞∑
n=1
1 ∧ kA−n ≃
∑
n=1
log nµ(n). (97)
The equivalence of (91) and (92) follows since (91) is equivalent to
∞∑
n=1
rn =∞.
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Note that ∞∑
m=1
m∏
n=1
∞∑
k=1
µ(k)
[
1−B−n]k = ∞∑
m=1
m∏
n=1
Mµ(1−B−n), (98)
whereMµ is the moment generating function of the distribution µ. This observation is not used
anywhere in the paper.
Lemma 7.3. The series in (3) converges for every B > 1 if and only if for every A > 1
∞∑
m=1
m∏
n=1
∞∑
k=1
µ(k)
[
1−A−n]k <∞. (99)
Proof. Suppose (3) converges for every B > 0. It is sufficient to show that (99) holds for
large A. Thus we can assume that µ([0, A]) ≥ 12 and A ≥ 10. We have
∞∑
k=1
µ(k)
[
1−A−n]k ≤ ∞∑
k=1
µ(k)e−kA
−n
=
⌈A2n⌉∑
k=1
µ(k)e−kA
−n
+
∞∑
k=⌈A2n⌉+1
µ(k)e−kA
−n
≤ µ([0, A2n]) + e−An . (100)
For m ∈ N,
m∏
n=1
(
µ([0, A2n]) + e−An
)
m∏
n=1
µ([0, A2n])
≤
m∏
n=1
(
1 + 2e−A
n)
<
∞∏
n=1
(
1 + 2e−A
n)
<∞. (101)
Hence ∑
m=1
m∏
n=1
(
µ([0, A2n]) + e−A
n) ≃ ∑
m=1
m∏
n=1
µ([0, A2n]) <∞, (102)
and ∞∑
m=1
m∏
n=1
∞∑
k=1
µ(k)
[
1−A−n]k ≤ ∑
m=1
m∏
n=1
(
µ([0, A2n]) + e−A
n)
<∞. (103)
Conversely, suppose (99) holds for every A > 1. Then for B > 1
∞ >
∞∑
m=1
m∏
n=1
∞∑
k=1
µ(k)
[
1− 2−nB−n]k ≥ ∞∑
m=1
m∏
n=1
⌊Bn⌋∑
k=1
µ(k)
[
1− 2−nB−n]k
≥
∞∑
m=1
m∏
n=1
⌊Bn⌋∑
k=1
µ(k)
[
1− 2−nB−nk] ≥ ∞∑
m=1
m∏
n=1
µ([0, Bn])
[
1− 2−n]
≥
( ∞∏
n=1
(
1− 2−n)
)−1 ∞∑
m=1
m∏
n=1
µ([0, Bn]) (104)
The construction in the proof of the following lemma is courtesy of Christian Remling.
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Lemma 7.4. Let {um}m∈N be an increasing sequence of non-negative numbers, um → ∞,
m → ∞. Let {vm}m∈N be another sequence of positive numbers. There exists a sequence
{gn}n∈N, gn → 0, such that ∑
n∈N
gn =∞ (105)
and ∑
m∈N
um exp
{
−
m∑
i=1
givi
}
=∞. (106)
Proof. Define the elements of the sequences {gn}n∈N, {Mn}n∈N, and {Kn}n∈N consecutively
as follows. Set K1 = 1 and g1 = 1. For n ∈ N once Kn and gi, i = 1, . . . ,Kn, are defined, set
Mn = min
{
m ≥ Kn + 1 : um ≥ e exp
{
Kn∑
i=1
vigi
}}
(107)
Then for i = Kn+1, . . . ,Mn, set gi = hn :=
1
(Mn−Kn) max
Kn+1≤j≤Mn
vj
∧ 1n . A single step is completed
by setting
Kn+1 = min{m ≥Mn + 1 : hn(Kn+1 −Kn) ≥ 1},
and gi = hn for i = Mn + 1, . . . ,Kn+1. Next we define Mn+1 as in (107) (of course with n
replaced by n+ 1 everywhere in (107)), and so forth.
With this construction we have
Kn+1∑
i=Kn+1
gi ≥ 1 (108)
and
u
Mn
exp
{
−
Mn∑
i=1
givi
}
= u
Mn
exp
{
−
Kn∑
i=1
givi
}
× exp
{
−
Mn∑
i=Kn+1
givi
}
≥ e× exp
{
−hn(Mn −Kn) max
Kn+1≤j≤Mn
vj
}
≥ ee−1 = 1. (109)
Thus both (105) and (106) hold.
Lemma 7.5. The convergence properties of the series in (3) and (4) are independent. That
is, all four combinations of both series converging, either one of the two converging, and both
diverging are possible.
Proof. Fix B > 1 and let bn = µ([0, B
n]) and cn = µ([0, B
n ln2 n)). We only consider
distributions µ with unbounded support. We have bn ր 1 and
b⌊n ln2 n⌋ ≤ cn ≤ b⌈n ln2 n⌉, n ≥ 2. (110)
The series in (3) and (4) can be written as
∞∑
m=1
m∏
n=1
bn and
∞∑
n=1
(1− cn) respectively. Note that
ln2 k ≤ (k + 1) ln2(k + 1)− k ln2 k ≤ ln2 k + 2 ln k + 2, k ∈ N. (111)
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Since the sequence {bn} is monotone
∞∑
m=2
m∏
n=1
bn ≥
∞∑
m=2
max{l∈N:l ln2 l<m}∏
k=1
∏
i∈N:
k ln2 k≤i<(k+1) ln2(k+1)
bi (112)
≥
∞∑
m=2
max{l∈N:l ln2 l<m}∏
k=1
∏
i∈N:
k ln2 k≤i<(k+1) ln2(k+1)
ck
≥
∞∑
m=2
max{l∈N:l ln2 l<m}∏
k=1
cln
2 k+2 lnk+2
k
≥
∞∑
m=2
ln2m
m∏
k=1
cln
2 k+2 ln k+2
k
=
∑
m=2
ln2m exp
{
−
m∑
i=1
γi(ln
2 i+ 2 ln i+ 2)
}
,
where γi := − ln ci > 0. Note that
∞∑
n=1
(1 − cn) ≃
∞∑
n=1
γn since lim
n→∞
1−cn
γn
= 1. By Lemma 7.4,
{γi}i∈N can be chosen in such a way that simultaneously
∞∑
m=1
m∏
n=1
bn =∞ and
∞∑
n=1
(1− cn) =∞.
The other three cases are more straightforward. Before proceeding to them, note that
similarly to (112)
∞∑
m=2
m∏
n=1
bn ≤
∞∑
m=2
max{l∈N:l ln2 l<m}−1∏
k=1
∏
i∈N:
k ln2 k<i≤(k+1) ln2(k+1)
bi (113)
≤
∞∑
m=2
max{l∈N:l ln2 l<m}−1∏
k=1
∏
i∈N:
k ln2 k<i≤(k+1) ln2(k+1)
ck+1
≤
∞∑
m=2
max{l∈N:l ln2 l<m}−1∏
k=1
cln
2 k
k+1
≤
∞∑
m=2
(ln2m+ 2 lnm+ 2)
m∏
k=1
cln
2 k
k
=
∑
m=2
(ln2m+ 2 lnm+ 2) exp
{
−
m∑
i=1
γi ln
2 i
}
Taking {γi}i∈N very small (for example γi = e−i2 ) we can easily achieve
∞∑
m=1
m∏
n=1
bn =∞ and
∞∑
n=1
(1− cn) <∞.
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Letting {γi}i∈N converge to 0 very slowly, for example γi = 1ln ln ln i for large i, we get
∞∑
m=1
m∏
n=1
bn <∞ and
∞∑
n=1
(1− cn) =∞.
Letting γn =
1
n(lnn)3/2
, n ≥ 2, we get
∞∑
n=1
γn <∞ and for large m
m∑
i=1
γi ln
2 i =
m∑
i=1
ln2 i
i(ln i)3/2
≥ 1
2
ln3/2m,
and hence
∑
m=2
(ln2m+ 2 lnm+ 2) exp
{
−
m∑
i=1
γi ln
2 i
}
-
∑
m=1
ln2m+ 2 lnm+ 2
m
1
2
√
lnm
<∞.
Taking (113) into account we see that both series of interest converge
∞∑
m=1
m∏
n=1
bn <∞ and
∞∑
n=1
(1− cn) <∞.
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