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Abstract. In this paper we introduce Peierls-Nabarro type models for edge dislo-
cations at semi-coherent interfaces between two heterogeneous crystals, and prove
the optimality of uniformly distributed edge dislocations. Specifically, we show
that the elastic energy Γ-converges to a limit functional comprised of two contri-
butions: one is given by a constant c∞ > 0 gauging the minimal energy induced
by dislocations at the interface, and corresponding to a uniform distribution of
edge dislocations; the other one accounts for the far field elastic energy induced
by the presence of further, possibly not uniformly distributed, dislocations. After
assuming periodic boundary conditions and formally considering the limit from
semi-coherent to coherent interfaces, we show that c∞ is reached when disloca-
tions are evenly-spaced on the one dimensional circle.
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2 S. FANZON, M. PONSIGLIONE, AND R. SCALA
Introduction
In this paper we provide a rigorous derivation of the uniform distribution of disloca-
tions at flat interface boundaries between heterogeneous two-dimensional crystals whose
atomic lattice spacings differ slightly. Such configurations are referred to as semi-coherent
interfaces. To this purpose, we propose a variational model based on the classical Peierls-
Nabarro and Van der Merwe models [22, 26, 28]. Our approach consists in minimizing
the H
1
2 seminorm
(1)
∫ l
0
∫ l
0
|u(x)− u(y)|2
|x− y|2 dx dy ,
among admissible displacements u ∈ W 1,∞(0, l), where l > 0 represents the size of the
interface. In this simplified model, the classical Peierls-Nabarro sinusoidal potential is
removed from the energy and replaced by suitable admissibility conditions on the function
u: Loosely speaking, u′ can assume only two values (determined by the lattice misfit) on
intervals whose size is proportional to the lattice spacing.
It is well known that atomic mismatches are accommodated by periodic array of dislo-
cations, whose presence decreases the energy of the system. This is common of most of
the interface boundaries such as small angle grain boundaries, tilt and twist boundaries
[27, 28]. This is why much effort has been spent in computing the elastic energy induced by
periodic distribution of dislocations; we refer to the monograph [23, Sec 3.3] for a compre-
hensive overview. A relevant theoretical question is to understand optimal configurations
of dislocations without assuming their periodicity: Rigorous proofs that dislocations are
favorable with respect to purely elastic deformations for large interfaces, as well as energy
scaling properties have been recently faced in a variety of physical systems related to
grain boundaries and epitaxial growth, starting from discrete or semi-discrete models of
dislocations [2, 3, 6, 7, 9, 10, 13, 15, 16, 17, 18, 21]. The goal of this paper is to analyze the
simplified version of the Peierls-Nabarro model, based on the minimization of the energy
in (1), without assuming any periodicity on u.
We now introduce and derive our model in detail; we consider two lattices C+ and C−,
separated by the x-axis of R2, with C+ lying on top of C−. For simplicity we assume that
C− is rigid and in equilibrium, with lattice spacing equals to ∆/2, while C+ is spaced
with δ/2, where 0 < δ < ∆. We consider the case of a semi-coherent interface, which
corresponds to δ ≈ ∆. We analyze the equilibrium conditions for C+, which amounts to
study the interfacial displacement u : δ
2
Z→ R, corresponding to the trace of the full strain
at the interface. We are interested in a continuous description of this model, hence we
consider a suitable affine extension of u, imposing that u′ ∈ {λ,−Λ} where 0 < λ  Λ.
The region where u′ = λ corresponds to a purely elastic deformation, yielding a perfect
interfacial match between C− and C+. In contrast u′ = −Λ describes a dislocation core,
corresponding in the atomistic picture to the presence of an extra line of atoms, i.e., an
edge dislocation (see Figure 1). For a more precise description of the model we refer to
Section 1. In this paper we assume that the elastic energy is exactly proportional to the
H
1
2 semi-norm of u; this is in contrast with the fact that the elastic energy should depend
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only on the symmetric part of the strain: indeed our choice should be understood as a
mere mathematical simplification.
Minimizing (1) among all functions u with u′ ∈ {λ,−Λ}, but without any constraint
on the size of {u′ = −Λ}, yields oscillating minimizing sequences converging uniformly
to zero and with vanishing energy. However, the underlying atomic structure imposes
further restrictions on u, namely that the regions where u′ = −Λ have a minimal length,
the core radius δ > 0, which is proportional to the lattice spacing. Keeping memory of
this important microscopic constraint somehow fixes the frequency of oscillations, leading
to a well posed minimization problem.
Since we are interested in the asymptotic behavior of (1) as l → +∞, we first observe
that the minimal energy diverges with order l. Therefore, in order to obtain a meaningful
Γ-convergence result for (1), we rescale the energy by l and introduce the rescaled functions
wu ∈ H 12 (0, 1), defined by
wu(x) :=
u(xl)√
l
.
The energy (1), scaled by l, reads as∫ 1
0
∫ 1
0
|w(x)− w(y)|2
|x− y|2 dx dy ,(2)
completed with the constraints described above, depending on l, hidden in the definition
of the class of admissible displacements given in (8), (16).
Our main result is Theorem 3.1, which provides the Γ-limit of the energy functional (2)
as l→ +∞. More precisely, the limit functional coincides with
c∞ +
∫ 1
0
∫ 1
0
|w(x)− w(y)|2
|x− y|2 dx dy ,(3)
where c∞ > 0 is a specific constant and w belongs toH
1
2 (0, 1), without further constraints.
In other words, the limit energy splits into two finite contributions: The first, namely the
constant c∞, accounts for the minimal energy induced by the dislocations, which are
needed to accommodate the interfacial lattice mismatch. Such dislocations are infinitely
many and homogeneously distributed on the interval (0, 1) (see Theorem 2.6). Indeed,
the specific value of c∞ is obtained as the limit as l→ +∞ of constants cl defined by
cl := min
u
1
l
∫ l
0
∫ l
0
|u(x)− u(y)|2
|x− y|2 dx dy ,(4)
where u is subjected to the usual constraints (see Theorem 2.3). The second term in
(3) is induced by the possible presence of further, possibly non uniformly distributed
dislocations, inducing a far macroscopic strain.
It would be desirable to compute the constant cl for fixed l. However this seems to be
out of reach, in particular due to boundary effects at the endpoints of the interval (0, l),
which prevent periodic configurations of dislocations. These boundary effects become
negligible as l → +∞; indeed in Theorem 2.6 we show that, for minimizers, the density
of dislocations becomes uniform as l → +∞. A further step, which at the present is
still missing, would consist in proving real periodicity of the dislocations (in the limit
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as l → +∞), and therefore that the constant c∞ agrees with the surface energy density
computed in [28].
Finally, we have evidence of the periodic distribution of dislocations for an even more
simplified setting, where we assume periodic boundary conditions, fix the number of
dislocations, and send Λ→ +∞. Roughly speaking, this process corresponds to consider
the limit from semi-coherent to coherent interfaces. More precisely, in Section 4 we fix l
(and thus the number of dislocations) and we recast our functional (1) as defined on S1
instead of (0, l), thus neglecting the boundary effects. Enforcing the constant Λ → +∞
and introducing a fixed core-radius ρ > 0, we show that the optimal positioning of the
dislocations is exactly given by evenly-spaced points on the circle S1. This result is
proved in Theorem 4.2. The elastic energy given by such a configuration corresponds, in
this modified setting, to the limit of cl as l → +∞ and δ∆ → 0 simultaneously and in
order to keep the number of dislocations bounded.
From a purely mathematical perspective, let us mention that the understanding of
periodic configurations as symmetry breaking minimizers of non convex energy functionals
is a fascinating and very active research field. A significant impulse to this subject was
given by the work in [20]. Subsequently, much effort has been devoted in seeking periodic
minimizers of Ohta-Kawasaki energy functionals [24]. To some extent, our energy can be
regarded as a variant of Ohta-Kawasaki energy-type functionals where the H−1 norm is
replaced by the H−
1
2 norm (see (7)), and such a variant was already mentioned as relevant
in many respects in [20].
The energy in (2) could also be seen as a Modica-Mortola type functional where the
Dirichlet term is replaced by the H
1
2 seminorm [1, 5, 8, 11, 12, 14, 25]. Here the main dif-
ference is that our energy functional formally corresponds to a fractional Modica-Mortola
type energy, keeping into account a pre-existing strain, which naturally arises as a conse-
quence of the interfacial lattice mismatch, see (6).
While in this paper we enforce the scale of the oscillations by imposing suitable con-
straints on the class of admissible displacements, in the spirit of the so called core radius
approaches, it would be interesting to study relaxed energies where the length-scale is
coerced through scale parameters whose purpose is to tune penalizing potentials; such an
approach is more closely related to classical Ohta-Kawasaki and Modica-Mortola energies,
and more adherent to the Peierls-Nabarro model. Specifically, the asymptotic behaviour
of the functionals introduced in (6) and (7) as ε → 0 deserves, in our opinion, further
investigation.
1. Heuristic derivation and related models
In this section we present our model and provide its heuristic derivation from basic
semi-discrete models in elasticity.
1.1. Semi-coherent interface. Consider two square lattices C± with different lattice
spacing occupying the lower and upper half-plane, respectively. More precisely, let τ > 0,
let 0 < δ < ∆, and let
C− :=
∆
2
(Z× (−N))− (0, τ), C+ := δ
2
(Z× N).
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p = v(p)
Figure 1. Left: reference configuration. Top Right: purely elastic defor-
mation, with relative displacement (∆− δ)/2. Bottom Right: deformation
leading to an edge dislocation, with relative displacement ∆
4
− δ
2
.
Here ∆
2
and δ
2
are the lattice spacing of C− and C+, respectively, and the convenience of
the prefactor 1
2
will be commented later on (Figure 1). We are assuming higher density
for the upper crystal C+; nothing would change in our considerations if we assume instead
that C+ has lower density than C−. Clearly, the case of a single crystal corresponds to
δ = ∆ = τ .
The first mathematical simplification in our model consists in assuming that C− is
rigid, while C+ has a linear elastic behavior. Our approach consists in focussing on the
position of the atoms on C+ lying on the x-axis {y = 0}, which in turn determines the
position of all the other atoms in C+ by elastic energy minimization. More precisely, we
assume that each atom p lying on the x-axis, can move only along the x-axis, and positions
itself, after being displaced, either on top of some atom of C−, or in the middle of two
adjacent atoms in C− (see Figure 1). The latter case represents an edge dislocation in our
model. Moreover, in order to restore the lattice structure where a dislocation is present,
we need to somehow complete the dislocation: we assume that two adjacent atoms cannot
both be dislocation points; in this way, before and after each dislocation point we have a
perfect matching between the two lattices. We also assume that the deformation preserves
orientation and that the distance between two adjacent atoms remains strictly larger than
0 and smaller than ∆
2
.
It is convenient to describe the deformed configurations of the atoms on the axis {y = 0}
through a displacement function u : δ
2
Z→ R. For what has been said so far, we have that
if p and q are two adjacent points on the x-axis, p to the left of q, then u(q) − u(p) can
be either (∆− δ)/2 or ∆
4
− δ
2
(see Figure 1). If we consider the piece-wise affine extension
of u on the whole R, this means that
u′ ∈
{
λ :=
∆− δ
δ
, −Λ := ∆
2δ
− 1
}
.
Assuming that the interface between the two crystals is semi-coherent, namely that
δ ≈ ∆, yields 0 < λ 1, while Λ ≈ 1
2
. We also notice that the minimal interval where u′
is constant has length equal to δ
2
, and in fact δ if u′ = −Λ. In our model we will partially
keep memory of this important fact, enforcing that the region where u′ = −Λ is given by
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a disjoint union of intervals (xi − δ2 , xi + δ2) of size δ; here the points xi represent edge
dislocations, while δ is proportional to the lattice spacing, as well as to the size of the
Burgers vector and of the core region. In order to relax the stored elastic energy towards
its ground state, we expect to deal with zero average displacements u; this fact, together
with assumption λ  Λ, yields that the average distance between dislocations is much
larger than δ. In this respect, the information that the region where u′ = λ is union of
intervals of size δ
2
seems to be less relevant, and will be neglected in our model.
1.2. The stored elastic energy. We pass to describe the elastic energy stored in the
crystal, in the continuous framework of linearized elasticity. Given a displacement u
defined on the x-axis, one should consider as admissible any displacement U : R×R+ → R2
agreeing with u on the x-axis. Then, the stored elastic energy density would be a quadratic
form 〈CEU : EU〉 where C denotes the fourth-order elasticity tensor, and EU is the
symmetrized gradient of U . Instead, here we make the second relevant mathematical
simplification of the model (after having assumed C− rigid): we replace the canonical
elastic energy density with the simpler Dirichlet one, given by |DU |2. Formally, the
energy stored in the crystal is then
(5) E(U) =
∫
R×R+
|DU |2 dz.
This energy is, in principle, unbounded. However let us ignore this fact for a while and
formally minimize (5) with respect to all U compatible with u. This procedure yields the
minimal energy induced by u, and in turn by the given configuration of dislocations. The
minimizer Umin has only horizontal component, i.e., Umin = (U1, 0) and, still formally,
E(Umin) =
∫
R×R+
|DU1|2 dz = c‖u‖2H˙1/2 = c
∫
R
∫
R
|u(x)− u(y)|2
|x− y|2 dx dy ,
where c is a suitable pre-factor (see [19]). Clearly, in view of our constraints on u, such an
energy is always infinite. Therefore, we introduce a length-scale l > 0, and for u : (0, l)→
R define the corresponding elastic energy functionals
El(u) =
∫ l
0
∫ l
0
|u(x)− u(y)|2
|x− y|2 dx dy .
The above energy is finite, and diverges with order l as l → +∞. Eventually we re-scale
El, multiplying it by 1
l
, and consider its limit in the sense of Γ-convergence as l→ +∞.
1.3. Comparison with Peierls-Nabarro models. In order to establish a comparison
between our model and Peierls-Nabarro type models, we need to assume that we are
dealing with a single crystal, i.e., δ = ∆. In such case, we have λ = 0, while Λ = 1
2
.
Let moreover u : R → R be the prescribed displacement function at the x-axis. Up
to an additive constant, we can always assume that u(0) = 0. Therefore, the function
u is made of affine pieces, where u′ = −Λ, and flat regions, where u takes values in
δΛZ = δ
2
Z. Again, the regions where u′ = −Λ can be identified with the dislocation
cores, and u′ ≡ −Λ can be understood as a plastic strain. As we will see in Theorem 2.6,
dislocations arise as energy minimizers, and are induced only by the lattice misfit: In this
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respect, the corresponding strain u′ ≡ −Λ is usually referred to as eigenstrain, as it is
produced without external forces; we refer the interested reader to [4].
Here the model is quite rigid, prescribing exactly the values of the strains in the dislo-
cation cores, and a perfect lattice matching u(x) ∈ δ
2
Z outside the cores. In this respect,
the configurations considered in this model are more rigid with respect to the classical
Peierls-Nabarro model [26], but consistent with their analysis showing that the size of a
dislocation is of the order of few lattice spacings. Relaxing these conditions gives back
the celebrated Peierls-Nabarro model, where the condition u(x) ∈ δ
2
Z is enforced by a
potential with wells exactly at δ
2
Z.
In this respect, our model can be regarded as a Peierls-Nabarro model for heterogeneous
crystals, whithin the more rigid formalism of eigenstrains.
On the other hand, one could also consider models which are more closely related to
the Peierls-Nabarro formalism. For instance, given ε > 0 and noticing that (λ+ Λ)δ = ∆
2
,
one could consider the functional
Eε(u) := ε‖u‖2
H˙
1
2
+
1
ε
∫
R
dist2
(
u(x)− λx, ∆
2
Z
)
dx.
Setting f(x) := u(x)− λx, the energy can be written as
(6) Eε(f) := ε‖f(x) + λx‖2
H˙
1
2
+
1
ε
∫
R
dist2
(
f(x),
∆
2
Z
)
dx.
Here ε fixes the length-scale of the transitions, so that for ε ≈ δ we expect that the
minimizers of the functionals Eε behave similarly to the ones of our proposed model.
If on the one hand these energies Eε seem the natural counterpart of Peierls-Nabarro
functionals for heterogeneous crystals, our proposed model seems, at a first glance, more
feasible and easier to be analyzed.
1.4. Comparison with the Ohta-Kawasaki model. The Ohta-Kawasaki variational
model, in its basic form, consists in minimizing energy functionals acting on scalar func-
tions u and which are given by the sum of the H−1 norm of u and a two wells potential
forcing u to take values in {±1}. Such energy is completed with some extra terms, which
prescribe the scale at which the oscillations of u occur.
In fact, it is well known that minimizers exhibit periodic oscillations; the first rigorous
proof of this behavior has been carried out in dimension one in [20]. There, it is introduced
(up to suitable equivalent reformulation) the following energy
‖v‖2H−1 + ε2‖v′‖22 + ‖v2 − 1‖22,
and it is proven that, for ε small enough, minimizers are periodic.
Our model is somehow based on minimization of the analogous energy functional where
the H−1 norm replaced by the H−
1
2 one. In fact, consider the energy
‖v‖2
H−
1
2
+ ε2‖v′‖22 + ‖v2 − 1‖22.
Setting u′ := v in the above expression leads to the minimization of following functional
‖u‖2
H
1
2
+ ε2‖u′′‖22 + ‖(u′)2 − 1‖22 .
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This energy is strictly related to our model for λ = Λ = 1. In fact, the third term
forces u′ to take values in {±1}, while the second fixes the scale of transitions between
such phases, and therefore, together with the first term, determines their number. In
our proposed model, the length and number of transitions is enforced replacing the above
penalizations with a constraint on the minimal length of the phases. In this respect, it
seems interesting to consider the following relaxed version of our energy, more closely
related with the Ohta-Kawasaki formalism
‖u‖2
H
1
2
+ ε2‖u′′‖22 + ‖dist(u′, {λ, −Λ})‖22 ,
or, equivalently
(7) ‖v‖2
H−
1
2
+ ε2‖v′‖22 + ‖dist(v, {λ, −Λ})‖22 .
2. The mathematical model
2.1. Admissible configurations and their energy. Let λ,Λ > 0 with Λ ≥ λ; let
moreover δ > 0 be fixed, and l ≥ 0. We introduce the family of admissible dislocations as
(8)
ADl :=
{
{x1, . . . , xN} ⊂
(
− δ
2
, l +
δ
2
)
with N ∈ N, x1 < x2 . . . < xN ,
and with
(
xi − δ
2
, xi +
δ
2
)
mutually disjoint
}
.
Notice that dislocations can fall outside of (0, l), and that the dislocation set can also be
empty, namely ∅ ∈ ADl. Given X ∈ ADl, we consider the corresponding displacement at
interface uX ∈ W 1,∞(0, l) determined, up to an additive constant, by
(9) u′X = λ− (Λ + λ)χ(0,l)
N∑
i=1
χ
(xi− δ2 ,xi+ δ2 ).
The class of admissible displacements is given by
Ul := {uX , X ∈ ADl} .
The energy El(u) associated to any u ∈ Ul is nothing but the square of its H 12 -seminorm:
El(u) := ‖u‖2
H˙1/2
=
∫ l
0
∫ l
0
|u(x)− u(y)|2
|x− y|2 dx dy .(10)
Clearly, the energy diverges as l→ +∞, therefore we need a suitable rescaling. We will
now provide an estimate for the energy of a function whose oscillation is controlled by a
constant.
Lemma 2.1. Given M > 0 there exists C > 0 such that, for every l > 1 and for all
u ∈ Ul satisfying
max{|u(x)− u(y)| : x, y ∈ (0, l)} ≤M,(11)
we have
El(u) ≤ Cl .
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Proof. Let us set A := {(x, y) ∈ [0, l]2 : |x− y| ≤ 1} and B := Ac ∩ [0, l]2. Thus
El(u) =
∫∫
A
|u(x)− u(y)|2
|x− y|2 dx dy +
∫∫
B
|u(x)− u(y)|2
|x− y|2 dx dy(12)
and since u is Λ-Lipschitz we get∫∫
A
|u(x)− u(y)|2
|x− y|2 dx dy ≤ Λ
2|A| ≤ 2 Λ2l.(13)
Let us estimate the second integral in (12); using (11) we have∫∫
B
|u(x)− u(y)|2
|x− y|2 dx dy ≤
∫∫
B
M2
|x− y|2 dx dy = 2M
2
∫ l
1
∫ x−1
0
1
|x− y|2 dy dx
= 2M2(l − 1− log l) ≤ 2M2l
for each l > 1. The thesis is achieved with C := 2M2 + 2Λ2. 
Remark 2.2 (Energy for evenly spaced dislocations). We want to show that the energy
El for a sequence ul ∈ Ul inducing a periodic network of dislocations grows at most linearly
in l. Set γ := λ+Λ
λ
δ, Nl := b lγ c and r(γ, l) := l−Nlγ so that 0 < r(γ, l) < γ. The integer
Nl represents the number of dislocations which will be present in (0, l). Define intervals
Ii := ((i− 1)γ, iγ − δ) , Ji := (iγ − δ, iγ) , R := (Nlγ, l)
for i = 1, . . . , Nl, hence obtaining a partition of (0, l). Define ul as the map such that
ul(0) = ul(Nlγ) = 0, u′l = λ on Ii and R, u′l = −Λ on Ji. This is possible since, thanks
to the choice of γ, one can check that
∫ Nlγ
0
u′l(x) dx = 0. In this way ul ∈ Ul and the
dislocations are evenly spaced.
Notice that the maximum oscillation of ul in (0, Nlγ) is exactly Λδ; namely
max{|u(x)− u(y)| : x, y ∈ (0, Nlγ)} = Λδ.(14)
In the interval R the oscillation is given by λ|R|, and
λ|R| = λ r(γ, l) < λγ = Λδ + λδ < 2Λδ ,
thanks to the assumption λ ≤ Λ. From (14) we then deduce
max{|u(x)− u(y)| : x, y ∈ (0, l)} < 2Λδ .
Therefore from Lemma 2.1 we conclude that El(ul) scales like l.
In view of the above remark, we will rescale El, dividing it by l. Exploiting the change
of variables x′ = lx, y′ = ly the energy reads
El(u) =
∫ 1
0
∫ 1
0
|u(lx)− u(ly)|2
|x− y|2 dx dy .(15)
We introduce the class of admissible rescaled displacements Wl ⊂ W 1,∞(0, 1),
Wl :=
{
wu(z) :=
u(lz)√
l
, u ∈ Ul
}
.(16)
10 S. FANZON, M. PONSIGLIONE, AND R. SCALA
Setting
(17) F l(w) :=
∫ 1
0
∫ 1
0
|w(x)− w(y)|2
|x− y|2 dx dy for all w ∈ Wl ,
the energy can be written as
El(u) = lF l(wu) .
Notice that, given w ∈ Wl, there exists X = Xw ∈ ADl and uX ∈ Ul satisfying (9) such
that
(18) w = wuX .
2.2. Asymptotic behavior of the energy functionals. For each l > 0 define
(19) cl := min
u∈Ul
1
l
∫ l
0
∫ l
0
|u(x)− u(y)|2
|x− y|2 dxdy .
Theorem 2.3. There exists 0 < c∞ < +∞ such that
(20) lim
l→+∞
cl = c∞ .
Proof. First notice that there exists C > 0 such that
sup
l>1
cl ≤ C .
This follows by choosing the maps ul defined in Remark 2.2 as competitors for cl.
Now, for each l, let ul ∈ Ul be a minimizer for cl defined in (19) (whose existence
follows by the standard direct method). Fix h > 0. For each l > h we define intervals
Ii := (h(i − 1), hi) for i = 1, . . . , N , where N := bl/hc. Define the remainder r(h, l) :=
l − hN and notice that 0 ≤ r(h, l) < h. We can choose an interval Ij such that∫
Ij
∫
Ij
|ul(x)− ul(y)|2
|x− y|2 dx dy ≤
1
N
N∑
i=1
∫
Ii
∫
Ii
|ul(x)− ul(y)|2
|x− y|2 dx dy .
Since ul is a competitor for ch on Ij, we can estimate
(21)
ch ≤ 1
h
∫
Ij
∫
Ij
|ul(x)− ul(y)|2
|x− y|2 dx dy ≤
1
hN
N∑
i=1
∫
Ii
∫
Ii
|ul(x)− ul(y)|2
|x− y|2 dx dy
≤ 1
hN
∫ l
0
∫ l
0
|ul(x)− ul(y)|2
|x− y|2 dx dy =
l
hN
cl =
l
l − r(h, l) cl
Set c := lim inf l→+∞ cl and c := lim supl→+∞ cl, and recall that c < +∞.
Let {ln}, {Ln} be such that cln ≥ c− 1n , cLn ≤ c+ 1n for every n ∈ N and Lnln → +∞ as
n→ +∞ . By (21) with h replaced by ln and l replaced by Ln, we have
c− 1
n
≤ cln ≤
Ln
Ln − r(ln, Ln) cLn ≤
Ln
Ln − r(ln, Ln) (c+
1
n
) .
Since r(ln, Ln) is bounded by ln and recalling that Lnln → +∞, by taking the limit as
n → +∞ in the above inequalities we obtain c ≤ c, and we clearly deduce that equality
holds and denote by c∞ := c = c such a quantity.
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Finally, we show that c∞ is positive: By the condition on the derivatives of maps
belonging to U1, it is immediate to see that c1 > 0. By setting h = 1 in (21) and letting
l→ +∞ we then infer that c∞ > 0. 
We can now define the candidate Γ-limit for F l as
(22) F∞(w) :=

∫ 1
0
∫ 1
0
|w(x)− w(y)|2
|x− y|2 + c∞ if w ∈ H
1
2 (0, 1),
+∞ otherwise,
where the constant c∞ is defined in Theorem 2.3.
As a consequence of Theorem 2.3 we also obtain the following corollary:
Corollary 2.4. For any l > 0 let x = xl ∈ [0, l] be an arbitrary point. Let ul ∈ Ul be a
minimizer for cl. Then
lim
l→+∞
1
l
∫ xl
0
∫ l
xl
|ul(x)− ul(y)|2
|x− y|2 dx dy = 0.(23)
Proof. By Theorem 2.3 the function s 7→ R(s) := cs − c∞ is bounded and such that
R(s)→ 0 as s→ +∞. Therefore, for every sequence {xl}l we easily infer
xl
l
R(xl)→ 0, l − xl
l
R(l − xl)→ 0, as l→ +∞.
Having said that, we write
cl =
1
l
∫ xl
0
∫ xl
0
|ul(x)− ul(y)|2
|x− y|2 dx dy +
1
l
∫ l
xl
∫ l
xl
|ul(x)− ul(y)|2
|x− y|2 dx dy
+
2
l
∫ xl
0
∫ l
xl
|ul(x)− ul(y)|2
|x− y|2 dx dy
≥ xl
l
cxl +
l − xl
l
cl−xl +
2
l
∫ xl
0
∫ l
xl
|ul(x)− ul(y)|2
|x− y|2 dx dy
= c∞ +
xl
l
R(xl) +
l − xl
l
R(l − xl) + 2
l
∫ xl
0
∫ l
xl
|ul(x)− ul(y)|2
|x− y|2 dx dy,(24)
and taking the limsup as l→ +∞ entails
c∞ ≥ c∞ + lim sup
l→+∞
2
l
∫ xl
0
∫ l
xl
|ul(x)− ul(y)|2
|x− y|2 dx dy ≥ c∞ ,
from which the thesis follows. 
Proposition 2.5. Let ul ∈ Ul be a minimizer of problem (19) for each l > 0, and let
wl := wul be defined as in (16) and al :=
∫ 1
0
wl dx. Then
(wl − al) ⇀ 0 weakly in H 12 (0, 1) as l→ +∞ .
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Proof. Set w˜l := wl − al. By Theorem 2.3 one can easily check that w˜l has bounded
H˙
1
2 (0, 1)-seminorm; therefore, by Poincaré-Wirtinger inequality, up to a subsequence,
w˜l ⇀ w˜ in H
1
2 (0, 1). Moreover, by the change of variables x′ = lx, y′ = ly and by
Corollary 2.4 applied to xl = l/2 we infer∫ 1
2
0
∫ 1
1
2
|w˜l(x)− w˜l(y)|2
|x− y|2 dx dy =
1
l
∫ l
2
0
∫ l
l
2
|ul(x)− ul(y)|2
|x− y|2 dx dy → 0,
as l→ +∞. By lower semi-continuity we deduce that∫ 1
2
0
∫ 1
1
2
|w˜(x)− w˜(y)|2
|x− y|2 dx dy = 0,
which clearly implies that w˜ is constant, and in fact, since it has zero average, w˜ ≡ 0. We
conclude that the whole sequence wl − al weakly converges to 0 in H 12 (0, 1). 
Finally, the fact that minimizers weakly converge to zero leads to the fact that optimal
dislocation configurations tend to be uniformly distributed in the limit as l→ +∞.
Theorem 2.6. Let wl be a family of minimizers of F l, and let Xl = {x1, . . . , . . . xNl} be
the corresponding family of configurations of dislocations defined as in (18). Then, setting
µl :=
1
l
∑Nl
i=1 δxil
we have that µl
∗
⇀ Λ
δ(Λ+λ)
as l→ +∞.
Proof. Let us fix 0 < p < q < 1; by Proposition 2.5 we have that, up to an additive
constant, wl → 0 in L1. Therefore, there exist pl → p, ql → q such that rl := wl(ql) −
wl(pl)→ 0 as l→ +∞. Then, setting Ml := ]Xll ∩ (pl, ql) we have
rl = wl(ql)− wl(pl) =
∫ ql
pl
w′l dx = −
Ml√
l
(Λ + λ)δ + λ
√
l(ql − pl) + r˜l ,
where r˜l → 0 as l→ +∞. We deduce that
Ml
l
=
λ
δ(Λ + λ)
(q − p) + rˆl ,
where rˆl → 0 as l → +∞. By the arbitrariness of p and q in (0, 1), we conclude the
thesis. 
3. Γ-convergence
Theorem 3.1 (Γ-convergence). As l → +∞, the functionals F l defined in (17) Γ-
converge with respect to the weak topology of H
1
2 (0, 1) to the functional F∞, defined in
(22).
3.1. Proof of Γ-liminf inequality. Let wl ∈ Wl be such that wl ⇀ w weakly in H 12 .
Let l 7→Ml ∈ (0, l) ∩ N be such that Ml → +∞ as l→ +∞ and
(25) lim
l→+∞
Ml
l
= 0 .
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Let xi := iMl for i = 0, . . . ,Ml and set Ii := (xi−1, xi) for i = 1, . . . ,Ml. In order to show
the Γ-liminf inequality, we decompose the energy as
‖wl‖2
H˙
1
2
=
Ml∑
i 6=j
∫
Ii
∫
Ij
|wl(x)− wl(y)|2
|x− y|2 dx dy +
Ml∑
i=1
∫
Ii
∫
Ii
|wl(x)− wl(y)|2
|x− y|2 dx dy
=: J1l + J
2
l .
Let us first estimate J2l . For x ∈ (0, l/Ml) and each i = 1, . . . ,Ml, define the rescaled
function
uil(x) :=
√
lwl
(x
l
+ xi−1
)
.
By its very definition uil ∈ U l
Ml
, and whence it is a competitor for c l
Ml
, as defined in (19).
Therefore, by introducing the new variables x = x′/l+ xi−1, y = y′/l+ xi−1 and recalling
that xi = xi−1 + 1/Ml, we infer∫
Ii
∫
Ii
|wl(x)− wl(y)|2
|x− y|2 dx dy =
=
∫ l/Ml
0
∫ l/Ml
0
|wl(x′l + xi−1)− wl(y
′
l
+ xi−1)|2
|x′ − y′|2 dx
′ dy′
=
1
l
∫ l/Ml
0
∫ l/Ml
0
|uil(x′)− uil(y′)|2
|x′ − y′|2 dx
′ dy′ ≥ 1
Ml
c l
Ml
.
Hence
J2l ≥ c l
Ml
.
By assumption (25) we have l/Ml → +∞ as l → +∞, therefore we can apply Theorem
2.3 and conclude that
lim inf
l→+∞
J2l ≥ lim
l→+∞
c l
Ml
= c∞ .
From the above inequality we get
(26) lim inf
l→+∞
‖wl‖2
H˙
1
2
= lim inf
l→+∞
(J1l + J
2
l ) ≥ lim inf
l→+∞
J1l + c∞ .
We are left to estimate J1l , and we have to prove that
(27) lim inf
l→+∞
J1l ≥ ‖w‖2H˙ 12 .
Let Q := [0, 1]× [0, 1], Dl := ∪Mli=1Ii × Ii and Ql := QrDl. For a.e. (x, y) ∈ Q define
g(x, y) :=
|w(x)− w(y)|
|x− y| , gl(x, y) :=
|wl(x)− wl(y)|
|x− y| , g˜l :=
χ
Qlgl .
Now notice that, as l→ +∞,
(28) gl ⇀ g weakly in L2(Q) .
Indeed, since we are assuming that wl ⇀ w weakly in H
1
2 (0, 1), by compact Sobolev
embedding, one has that (wl −
∫ 1
0
wl dx) → (w −
∫ 1
0
w dx) strongly in L2(0, 1) (by a
Poincaré-Wirtinger type inequality we can control the full norm of (wl−
∫ 1
0
wl dx) in H
1
2 ).
14 S. FANZON, M. PONSIGLIONE, AND R. SCALA
Therefore, up to subsequences, we also have (wl−
∫ 1
0
wl dx)→ (w−
∫ 1
0
w dx) a.e. in (0, 1).
By definition we then have gl → g a.e. in Q. Since ‖gl‖L2(Q) = ‖wl‖H˙ 12 is uniformly
bounded, we also have (along the subsequence) gl ⇀ g weakly in L2(Q). Since the limit
does not depend on the subsequence, we conclude (28). Observe that χQl → 1 strongly in
Lp(Q) for every 1 ≤ p <∞, since |Dl| = 1/Ml → 0 as l → +∞. Therefore from (28) we
conclude that g˜l ⇀ g weakly in L2(Q), and so (27) follows by lower semicontinuity, upon
noticing that ‖g˜l‖2L2(Q) = J1l . From (26), (27) we conclude the Γ-liminf inequality.
3.2. Proof of the Γ-limsup inequality. In order to prove the Γ-limsup inequality, we
need the following Lemma.
Lemma 3.2. Let ul be a minimizer for (19). Let moreover Al ⊂ [0, l] be an open set such
that |Al|/l→ 0 as l→ +∞, and Al is union of intervals whose length is larger than some
constant C > 0 independent of l. Then
lim
l→+∞
1
l
∫
Al
∫ l
0
|ul(x)− ul(y)|2
|x− y|2 dx dy = 0.
Proof. Let ln → +∞ be such that
lim
n→+∞
1
ln
∫
Aln
∫ ln
0
|uln(x)− uln(y)|2
|x− y|2 dx dy = lim supl→+∞
1
l
∫
Al
∫ l
0
|ul(x)− ul(y)|2
|x− y|2 dx dy =: E.
By the optimality of ul we have
(29) lim
n→+∞
1
ln
∫
Acln
∫ ln
0
|uln(x)− uln(y)|2
|x− y|2 dx dy = c∞ − E ,
where we denote by Acln the complement of Aln in [0, l]. Fix N ∈ N, and let {BNi,n}i be the
connected components of Acln whose length is at least N . By the assumption |Al|/l → 0
as l→ +∞, we infer
lim
n→+∞
∑
i |BNi,n|
ln
= 1 .
Hence by (29), there exists at least one element of {BNi,n}i, which we name (xn,N , yn,N),
such that
lim sup
n→+∞
1
yn,N − xn,N
∫ yn,N
xn,N
∫ yn,N
xn,N
|uln(x)− uln(y)|2
|x− y|2 dx dy ≤ c∞ − E.
By a diagonal argument, there exists a subsequence l˜N = lnN and intervals (xN , yN) such
that
lim
N→+∞
1
yN − xN
∫ yN
xN
∫ yN
xN
|ul˜N (x)− ul˜N (y)|2
|x− y|2 dx dy ≤ c∞ − E.
Setting u˜N(x) := ul˜N (x− xN) we have
lim
N→+∞
1
yN − xN
∫ yN−xN
0
∫ yN−xN
0
|u˜N(x)− u˜N(y)|2
|x− y|2 dx dy ≤ c∞ − E.
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Since u˜N ∈ UyN−xN and recalling that yN − xN → +∞, by Theorem 2.3 we conclude that
E = 0, ending the proof. 
Now, let w ∈ H 12 (0, 1). We want to construct a recovery sequence gl ∈ Wl such that
gl ⇀ w weakly in H
1
2 (0, 1) as l→ +∞ ,(30)
lim sup
l→+∞
F l(gl) = F
∞(w) ,(31)
where F l is defined in (17) and F∞ in (22).
By standard density arguments in Γ-convergence we may assume that w is piece-wise
affine. Specifically, without loss of generality we assume that w ∈ C0(0, 1) is of the form
w =
∑m
i=1(ci + αix)χIi where ci ∈ R, αi ∈ R \ {0}, and {Ii} is a partition of (0, 1).
Let {wl} ⊂ W 1,∞(0, 1) be a family of minimizers provided by Proposition 2.5 and with
average equal to zero, and let Xwl be a set of dislocations associated to wl, defined as in
(18). Now we want to plug extra dislocations Nwl , inducing the macroscopic strain w′.
In principle, we need periodically distributed dislocations whose density depends on αi.
However, some care is needed to ensure that the new dislocations are not plugged on top
of the dislocations already present, namely, they should be introduced in such a way that
Xwl ∪ Nwl gives back an admissible configuration of dislocations. To this purpose, it is
easy to see that there exists a finite family of points Nwl = {x1, . . . xNl} ⊂ (0, 1) with
xi < xi+1 for all i with the following properties:
i) |x− z| ≥ δ
l
for all x ∈ Nwl , z ∈ 1lXwl ;
ii) The distance between any pair of consecutive points is prescribed up to errors of
order δ
l
as follows:∣∣∣∣∣|xi+1 − xi| − Λδ−αj√l
∣∣∣∣∣ ≤ δl if xi, xi+1 ∈ Nwl ∩ Ij, αj < 0,∣∣∣∣∣|xi+1 − xi| − λδαj√l
∣∣∣∣∣ ≤ δl if xi, xi+1 ∈ Nwl ∩ Ij, αj > 0.
iii) There exists C > 0 such that, for every open interval G ⊂ (0, 1) with |G| ≥ C√
l
we
have that, for l large enough, Nwl ∩G 6= ∅.
In other words, property ii) enstablishes that the distance between points in Nwl is pre-
scribed, of order 1√
l
, and depends on the derivative αj of w on Ij. The errors of order δl
are admitted in order to guarantee i). The last condition instead ensures that we cover
any interval Ij with points in Nwl without creating holes of order larger than
C√
l
between
two consecutive intervals.
Let ϕ : (0, 1) → (0, 1 + δNl
l
) be defined by ϕ(x) := x + δ
l
]{Nwl ∩ (0, x)}, and, with a
little abuse of notation, let ϕ−1 : (0, 1 + δNl
l
)→ (0, 1) be the function that coincides with
the inverse of ϕ on its image, and extended to the whole interval (0, 1 + δNl
l
) so that it is
continuous and monotone (such an extension clearly exists and is unique).
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Now, we let P (t) := (1− (ϕ−1)′(t)) for all t ∈ (0, 1 + δNl
l
), and set λ : (0, 1)→ R to be
equal either to λ or to Λ, if w′(x) is positive or negative, respectively. Then, we set
w˜l(x) := wl(ϕ
−1(x)), g˜l(x) := w(0) +
∫ x
0
P (t)
√
lλ(ϕ−1(t)) dt, for all x ∈ (0, 1 + δNl
l
).
Now we are in a position to introduce the recovery sequence
(32) gl := (w˜l + g˜l) [0, 1].
By construction gl is admissible; the check is left to the reader.
First, we show that g˜l (0, 1)→ w strongly in L∞(0, 1). More precisely, we shall prove
that
(33) ‖g˜l − w‖L∞(0,1) ≤ C√
l
for some C ∈ R. To this purpose, it is enough to estimate g˜l(x) − w(x) only for x ∈ I1,
since such an estimate can be clearly iterated for the remaining (finite) intervals. Without
loss of generality, we assume α1 > 0. By properties ii) and iii) above we have that, for all
x ∈ I1, ∣∣∣]{Nwl ∩ (0, x)} − xα1√lλδ ∣∣∣ ≤ C,
for some constant C independent of l. As a consequence, by a change of variables and by
its very definition,
(34)
∣∣∣g˜l(ϕ(x))− w(0)− ]{Nwl ∩ (0, x)} δλ√
l
∣∣∣ ≤ δλ√
l
for all x ∈ I1.
Setting I1 = [0, p1], since
(35) |ϕ(p1)− p1| ≤ C√
l
,
we deduce that∣∣∣w(ϕ(x))− w(0)− ]{Nwl ∩ (0, x)} δλ√
l
∣∣∣ ≤ |α1(ϕ(x)− x)|+ C√
l
≤ C√
l
(36)
holds for all x ∈ ϕ−1(I1) ⊂ I1 and l large enough. Moreover, thanks to (35), we conclude
that (36), in fact, holds true on the whole I1. This, together with (34) and by triangular
inequality yields,
|g˜l(ϕ(x))− w(ϕ(x))| ≤ C√
l
for all x ∈ I1,
from which (33) easily follows.
Now we prove that
(37) ‖g˜l − w‖H 12 (0,1) → 0 as l→ +∞.
Given M ∈ N, we set JM
l
(x) := (x − M
l
, x + M
l
) ∩ [0, 1] for every x ∈ (0, 1) and define
hl := g˜l − w. Moreover, we set
(38) Fl := {x ∈ [0, 1] : g˜′l ≡ 0 on JM
l
(x)} .
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Note that |F cl | ≤ CM√l , since the number of points in Nw(l) is of order
√
l. Recalling (33):
‖g˜l − w‖H˙ 12 (0,1) =
∫ 1
0
(∫
JM
l
(x)
|hl(x)− hl(y)|2
|x− y|2 dy +
∫
JcM
l
(x)
|hl(x)− hl(y)|2
|x− y|2 dy
)
dx
≤
∫
Fl
∫
JM
l
(x)
C dy dx+
∫
F cl
∫
JM
l
(x)
Cl dy dx+
∫ 1
0
C
l
∫
JcM
l
(x)
1
|x− y|2 dy dx
≤ CM
l
+ |F cl |
2M
l
Cl +
∫ 1
0
C
M
dx
≤ CM
l
+
CM2√
l
+
∫ 1
0
C
M
dx,
where in the first inequality we have used that w′ is of order 1, that g˜′l is of order
√
l on
F cl , and that hl is of order
1√
l
. Notice that the last term converges to C
M
as l→ +∞. By
sending M → +∞ and recalling (33) we hence deduce (37).
It remains to show that
(39) lim sup
l→+∞
‖w˜l‖2
H˙
1
2 (0,1)
≤ c.
Indeed, from (39) it follows that w˜l, up to translations, is pre-compact in H
1
2 , and by
Proposition 2.5 it converges, still up to translations, to zero in measure. Recalling that
w˜l have zero mean, we deduce that w˜l ⇀ 0 in H
1
2 (0, 1), that together with (37) and (32)
yields (30). Moreover, by (32), (37), and the definition of c∞, we deduce (31) as follows
lim sup
l→+∞
F l(gl) = lim sup
l→+∞
[
‖w˜l‖2
H˙
1
2 (0,1)
+ ‖g˜l‖2
H˙
1
2 (0,1)
+ 2〈w˜l, g˜l〉H˙ 12
]
≤ lim sup
l→+∞
‖w˜l‖2
H˙
1
2 (0,1)
+ lim sup
l→+∞
‖g˜l‖2
H˙
1
2 (0,1)
≤ c∞ + ‖w‖2
H˙
1
2 (0,1)
= F∞(w).
We will now prove (39). Since |ϕ(s)− ϕ(t)| ≥ |s− t| for all s, t ∈ (0, 1), we have
‖w˜l‖2
H˙
1
2 ([0,1+
δNl
l
])
≤
∫ 1
0
∫ 1
0
(wl(s)− wl(t))2
|s− t|2 ds dt
+
∑
xi 6=xj
xi, xj∈Nwl
δ2
l2
(wl(xi)− wl(xj))2
|xi − xj|2 +
2δ
l
∑
xi∈Nwl
∫ 1
0
(wl(xi)− wl(t))2
|xi − t|2 dt.(40)
The first term is uniformly bounded by a constant independent of l; Therefore, we have
to prove that the terms in (40) tend to 0 as l → +∞. To this purpose, for all xi ∈ Nwl
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we set I li := (xi − δ2l , xi + δ2l), and we denote by U l their union. We have∑
xi 6=xj
xi, xj∈Nwl
δ2
l2
(wl(xi)− wl(xj))2
|xi − xj|2 =
∑
xi 6=xj
xi, xj∈Nwl
∫
Ili
∫
Ilj
(wl(xi)− wl(xj))2
|xi − xj|2 ds dt
≤ 2
∑
xi 6=xj
xi, xj∈Nwl
∫
Ili
∫
Ilj
(wl(xi)− wl(xj))2
|s− t|2 ds dt
≤ C
∫
U l
∫
U l
(wl(s)− wl(t))2
|s− t|2 ds dt(41)
+ C
∑
xi, xj∈Nwl
∫
Ili
∫
Ilj
(wl(xi)− wl(t))2
|s− t|2 ds dt(42)
The term in (41) converges to zero, thanks to Lemma 3.2 and via a change of variables.
The term in (42) can be easily estimated first integrating in s, exploiting the fact that
w′l ≤ Λ
√
l, and property ii), so that
C
∑
xi, xj∈Nwl
∫
Ili
∫
Ilj
(wl(xi)− wl(t))2
|s− t|2 ds dt ≤ C(]Nwl)
2 δ
2
l2
(
Λ
√
l
δ
l
)2
l ≤ C
l
,
which also converges to 0 as l→ +∞. It remains to estimate the second term in (40); we
have
(43)
2δ
l
∑
xi∈Nwl
∫ 1
0
(wl(xi)− wl(t))2
|xi − t|2 dt = 2
∑
xi∈Nwl
∫ 1
0
∫
Ii
(wl(xi)− wl(t))2
|xi − t|2 ds dt
= 2
∑
xi∈Nwl
∫
Ii
∫
Ii
(wl(xi)− wl(t))2
|xi − t|2 ds dt+ 2
∑
xi∈Nwl
∫
Ici
∫
Ii
(wl(xi)− wl(t))2
|xi − t|2 ds dt
= 2
∑
xi∈Nwl
∫
Ii
∫
Ii
(wl(xi)− wl(t))2
|xi − t|2 ds dt
+C
∑
xi∈Nwl
[ ∫
Ici
∫
Ii
(wl(xi)− wl(s))2
|xi − t|2 ds dt+
∫
Ici
∫
Ii
(wl(s)− wl(t))2
|s− t|2 ds dt
]
.
The last term tends to zero, again thanks to Lemma 3.2 and via a change of variables.
Moreover, since w′l is bounded by C
√
l,
2
∑
xi∈Nwl
∫
Ii
∫
Ii
(wl(xi)− wl(t))2
|xi − t|2 ds dt ≤ C
√
l
1
l2
l,
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and the right hand side converges to 0 as l → +∞. Finally, integrating in t and using
again the Lipschitz continuity of wl, we get
C
∑
xi∈Nwl
∫
Ici
∫
Ii
(wl(xi)− wl(s))2
|xi − t|2 ds dt ≤ C
∑
xi∈Nwl
∫
Ii
C
l
δ
2l
ds ≤ C√
l
.
Casting these estimates in (43), we deduce that also the last term in (40) tends to zero,
which in turn yields (39) and concludes the proof of the Γ-limsup inequality.
4. Periodicity of dislocations on S1
4.1. Admissible configurations and the energy functional. In order to study the
optimal positioning of dislocations we restrict ourselves to the analysis of a simplified
model. Roughly speaking, we neglect boundary effects by working on S1; then, we will
consider the limit of the energy induced by a finite number of dislocations (on S1) as
Λ→ +∞. To this purpose, we consider the new distance on (0, 1) defined by
d(x, y) = min{|x− y|, 1− |x− y|}.
We fix the number N ∈ N of dislocations, and consider families of points (x1, . . . , xN) ∈
[0, 1]N which represent the dislocation positions. For convenience we will “cut and paste”
the dislocations on the whole R, by setting
(44) {yi}i∈I := {y ∈ R : y = xj + k, 1 ≤ j ≤ N, k ∈ Z} .
Assume now
(45) δ =
λ
N(λ+ Λ)
.
The class of admissible displacements is defined as
(46)
VΛ :=
{
v ∈ W 1,∞(R) : ∃ (x1, . . . , xN) ∈ (0, 1)N : d(xi, xj) ≥ δ ∀ i 6= j ,
v′ = λ− (λ+ Λ)
∑
i∈I
χ
Ei , Ei :=
(
yi − δ
2
, yi +
δ
2
)}
,
where the points yi are defined in (44). Notice that by definition the function v′ is periodic
on R with period equal to 1, and that the condition δ = λ
N(λ+Λ)
enforces v(0) = v(1); in
this way v is periodic with period equal to 1 and continuous on the whole R. The energy
of the system is given by
E(v) :=
∫ 1
0
∫ 1
0
|v(x)− v(y)|2
d(x− y)2 dxdy,(47)
and can be equivalently expressed as in the following Lemma.
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Lemma 4.1. For v ∈ VΛ we have that
(48) E(v) =
∫ 1
0
∫ 1
2
− 1
2
|h(y + z)− h(y)|2
|z|2 dzdy − λ
2 ,
where h(t) := v(t)− λt.
Proof. Since v and d are both 1-periodic, then the energy can be computed as
E(v) =
∫ 1
0
∫ y+ 1
2
y− 1
2
|v(x)− v(y)|2
|x− y|2 dx dy,
as d(x− y) = |x− y| on the integration domain. Note that
(49)
|v(x)− v(y)|2
|x− y|2 = λ
2 +
|h(x)− h(y)|2
|x− y|2 + 2λ
h(x)− h(y)
x− y .
Now recall that v is 1-periodic, so that h(y + 1) = h(y) − λ. Therefore, by introducing
the new variable z := x− y we have
(50)
∫ 1
0
∫ y+ 1
2
y− 1
2
h(x)− h(y)
x− y dx dy =
∫ 1
2
− 1
2
1
z
(∫ 1
0
h(y + z)− h(y) dy
)
dz =
∫ 1
2
− 1
2
1
z
(∫ z
0
h(y + 1)− h(y) dy
)
dz = −λ.
Integrating both sides in (49) and again by the change of variable z := x − y, in view
of (50) we conclude (48). 
In view of the above lemma, we introduce the class
HΛ := {v − λ Id, v ∈ VΛ} .
Now we are interested in considering the limit as Λ → +∞ of the proposed model;
this, recalling (45), corresponds to sending δ → 0. Notice that if hΛ ∈ HΛ, then, up to a
subsequence and up to additive constants, hΛ converges strongly in L1(0, 1) (and in fact
in all Lp, p < ∞) and pointwise almost everywhere to a step function h, as Λ → +∞.
Therefore (since h is not constant) ‖h‖
H˙
1
2
= +∞. To overcome this problem we cut off
the core region around dislocation points. Specifically, for fixed ρ > δ
2
> 0 and Λ > 0
(large enough) we consider the energy functionals EΛρ : HΛ → [0,+∞) defined by
EΛρ (h) :=
∫ 1
0
∫ −ρ
− 1
2
|h(y + z)− h(y)|2
|z|2 dzdy +
∫ 1
0
∫ 1
2
ρ
|h(y + z)− h(y)|2
|z|2 dzdy.(51)
Then we study the convergence of the functionals EΛρ as Λ→ +∞.
Let us set Iρ := (−12 ,−ρ) ∪ (ρ, 12). The functionals above read
EΛρ (h) = ‖∆h‖2L2([0,1]×Iρ),
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where ∆h(y, z) = h(y+z)−h(y)z . Notice that h(0) − h(1) = λ and that the slope of h on
[0, 1]× Iρ is less or equal to h(y+z)−h(y)ρ ≤ λρ . Hence up to adding a suitable constant to h
we have
(52) ‖h‖BV (0,1) ≤ 2λ, ‖∆h(y, z)‖L∞([0,1]×Iρ) ≤
λ
ρ
for all h ∈ HΛ.
Let now hΛ ∈ HΛ; up to subsequences, hΛ → h strongly in Lp(0, 1), for all p < ∞.
Without loss of generality we may assume hΛ → h a.e. so that ∆hΛ → ∆h a.e. in [0, 1]×Iρ.
Thanks to the boundedness (52) we infer ∆hΛ → ∆h strongly in L2 and we conclude
EΛρ (h
Λ)→ Eρ(h) :=
∫ ∫
[0,1]×Iρ
|h(y + z)− h(y)|2
|z|2 dzdy.(53)
Therefore, the asymptotic behavior of minimizers of EΛρ , as Λ → +∞, is described by
the ground states of the more tractable functionals Eρ defined on step functions.
In order to study the periodicity of minimizers of the energy introduced above, it is
convenient to rewrite the energy as a function of the dislocation points. We assume that
the dislocations are at a minimal distance ρ with 1
N
≥ ρ > 0. Then, we introduce the
class of admissible dislocations ADNρ defined as
ADNρ := {{x1, . . . , xN} ⊂ [0, 1) : d(xi, xj) ≥ ρ for all i 6= j}.
Given X ∈ ADNρ , we set
Y (X) := {yi ∈ R : yi = xj + k, 1 ≤ j ≤ N, k ∈ Z} .
Now, the energy Eρ can be regarded as a function of the dislocation points: We intro-
duce the energy functional ENρ : ADNρ → R defined by
(54) ENρ (X) = Eρ(hX) for all X = {x1, . . . , xN},
where hX ∈ BVloc(R) is defined, up to an additive constant, by the condition
h′X = −
λ
N
∑
y∈Y (X)
δy,
and Eρ is defined in (53). With a little abuse of notation, given X = {x1, . . . , xN} ∈ ADNρ
we will also write ENρ (x1, . . . , xN) = ENρ (X).
The following theorem establishes that the energy ENρ is minimized on configuration of
equi-spaced dislocations.
Theorem 4.2. Let 0 < ρ < 1
N
. The energy ENρ at (54) admits a minimizer X ∈ ADNρ ;
moreover each minimizer is of the form X = {x1, . . . , xN}, where x1 < · · · < xN and
d(xi, xi+1) =
1
N
for every i = 1, . . . , N − 1.
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4.2. Proof of Theorem 4.2. In order to prove Theorem 4.2, we first provide an equiva-
lent formulation for the energy ENρ at (54), and subsequently exploit its convexity. Instead
of manipulating ENρ directly, which seems to be an involved and tedious task, we start by
computing its first variation in Step 1. After that, we show how the first variation of ENρ
coincides with the one of a new functional E˜Nρ , which is easier to manipulate. Finally, in
Step 3, we show that E˜Nρ is minimized when the points x1, . . . , xN are evenly spaced on
S1: This fact is deduced after noting that E˜Nρ is a convex function of the S1-distances
between points xi.
Step 1. Computing the first variation. Since λ is fixed we assume for simplicity of
notation that λ
N
= 1. Let us fix a configuration X = {x1, . . . , xN} ∈ ADNρ , such that
d(xi, xj) > ρ for each i 6= j. Fix i and consider the first variation of the energy
lim
ε→0
1
ε
(ENρ (xε1, . . . , xεN)− ENρ (x1, . . . , xN)),(55)
where
xεj :=
{
xj if j 6= i,
xi + ε if j = i.
(56)
In order to compute the limit in (55) we introduce the function hε defined, up to additive
constants, by (hε)′ := −∑i δxεi . Let us restrict our analysis to the case ε > 0, the other
case is similar and will yield the same result. Set h := hX and notice that
hε − h = Dε := χ(xi,xi+ε).(57)
Therefore we can write
ENρ (xε1, . . . , xεN)− ENρ (x1, . . . , xN) =
∫ 1
0
∫
Iρ
|hε(x+ z)− hε(x)|2 − |h(x+ z)− h(x)|2
|z|2 dzdx
=
∫ 1
0
∫
Iρ
(Sε(x+ z)− Sε(x))(Dε(x+ z)−Dε(x))
|z|2 dzdx,(58)
where we have set Sε(t) = h(t) + hε(t), while Dε is defined in (57). For ε small enough,
we have
Dε(x+ z)−Dε(x) =

−1 if x ∈ (xi, xi + ε),
1 if x+ z ∈ (xi, xi + ε),
0 otherwise.
(59)
UNIFORM DISTRIBUTION OF DISLOCATIONS AT SEMI-COHERENT INTERFACES 23
Hence, by (57) and (58) we get
(60)
ENρ (xε1, . . . , xεN)− ENρ (x1, . . . , xN)
=
∫
Iρ
1
|z|2
∫ xi−z+ε
xi−z
(Sε(x+ z)− Sε(x))dx−
∫ xi+ε
xi
(Sε(x+ z)− Sε(x)) dx dz
=
∫
Iρ
1
|z|2
∫ xi+ε
xi
(Sε(x)− Sε(x− z))− (Sε(x+ z)− Sε(x)) dx dz
= 2
∫ 1
2
ρ
1
|z|2
∫ xi+ε
xi
(Sε(x)− Sε(x− z))− (Sε(x+ z)− Sε(x)) dx dz
= −2
∫
Iρ
1
|z|2
∫ xi+ε
xi
(Sε(x+ z)− Sε(x)) dx dz .
With the aid of an integration by parts, the previous expression equals
(61)
− 2
∫ xi+ε
xi
Sε(x+ ρ)− Sε(x)
ρ
+
Sε(x− ρ)− Sε(x)
ρ
dx
+ 4
∫ xi+ε
xi
Sε
(
x+
1
2
)
+ Sε
(
x− 1
2
)
− 2Sε(x)dx
− 2
∫
Iρ
∫ xi+ε
xi
S˙ε(x+ z)
z
dx dz .
Exploiting the fact that the S1-distance between the points xj is larger than ρ, we easily
see that, for ε small enough, Sε(x + ρ) − Sε(x) = −1 and Sε(x − ρ) − Sε(x) = 1 for
x ∈ (xi, xi + ε), so that the first line is null.
As for the second line, we will compute it as ε is small; we first see that the values of
Sε(x− 1
2
) and Sε(x+ 1
2
) do not depend on ε and equal 2h(x− 1
2
) and 2h(x+ 1
2
), respectively.
Moreover Sε(x) is constant on (xi, xi + ε) and coincides with 2h(x) + 1 = 2h+(xi) + 1
(where h+(t) = lims→t+ h(s)), so that
(62)
lim
ε→0
1
ε
∫ xi+ε
xi
Sε
(
x+
1
2
)
+ Sε
(
x− 1
2
)
− 2Sε(x) dx
= 2h+
(
xi − 1
2
)
+ 2h+
(
xi +
1
2
)
− 4h+(xi)− 2.
We write 2h+(xi) + 1 = h+(xi) + h−(xi), so that
(63)
2h+
(
xi − 1
2
)
+ 2h+
(
xi +
1
2
)
−4h+(xi)− 2
= 2
(
h+
(
xi − 1
2
)
− h−(xi)
)
+ 2
(
h+
(
xi +
1
2
)
− h+(xi)
)
,
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and we observe that
(64)
h+
(
xi − 1
2
)
− h−(xi) = ]
(
Y (X) ∩ (xi − 1
2
, xi)
)
,
h+
(
xi +
1
2
)
− h+(xi) = −]
(
Y (X) ∩ (xi, xi + 1
2
]
)
.
By (62), (63) and (64) we conclude that
lim
ε→0
4
ε
∫ xi+ε
xi
Sε(x+
1
2
) + Sε(x− 1
2
)− 2Sε(x)dx = −8∆(xi),(65)
where we have set
∆(xi) := ]
(
Y (X) ∩ (xi, xi + 1
2
]
)
− ]
(
Y (X) ∩ (xi − 1
2
, xi)
)
.(66)
Let us finally analyse the last line in (61). To do this we first recall that
S˙ε =
(
− 2
∑
y∈Y (X), y 6=xi
δy
)
− δxi+ε − δxi ,
which yields, for a.e. x ∈ (xi, xi + ε),∫ x+ 1
2
x+ρ
S˙ε(z)
z − xdz +
∫ x−ρ
x− 1
2
S˙ε(z)
z − xdz = −2
∑
y∈(x+ρ,x+ 1
2
]
y∈Y (X)
1
y − x − 2
∑
y∈(x− 1
2
,x−ρ)
y∈Y (X)
1
y − x .(67)
Notice that in the above sum, the terms containing xi + ε and xi do not appear because
x ∈ (xi, xi + ε). By integrating (67) with respect to x ∈ (xi, xi + ε), we get that, for ε
small enough, the last line in (61) equals
(68)
4
∫ xi+ε
xi
∑
y∈(x+ρ,x+ 1
2
]
y∈Y (X)
1
y − x +
∑
y∈(x− 1
2
,x−ρ)
y∈Y (X)
1
y − x dx
= −4
∑
y∈(xi+ρ,xi+ 12 ]
y∈Y (X)
log(|y − xi − ε|)− log(|y − xi|)
− 4
∑
y∈(xi− 12 ,xi−ρ)
y∈Y (X)
log(|y − xi − ε|)− log(|y − xi|).
Putting together (60), (61), (65), (68) we infer
lim
ε→0+
1
ε
(ENρ (xε1, . . . , xεN)− ENρ (x1, . . . , xN))
= −8∆(xi)− 4
∑
y∈(xi− 12 ,xi)
y∈Y (X)
1
|y − xi| + 4
∑
y∈(xi,xi+ 12 ]
y∈Y (X)
1
|y − xi| .(69)
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where we have also used that Y (X) ∩ (xi + ρ, xi + 12 ] = Y (X) ∩ (xi, xi + 12 ] and also
Y (X) ∩ (xi − 12 , xi − ρ) = Y (X) ∩ (xi − 12 , xi).
As anticipated, the computation in the case ε < 0 is similar and yields the same limit,
hence proving that the quantity above is the first variation of the energy ENρ .
Notice that
∆(xi) =
∑
y∈(xi,xi+ 12 ]
y∈Y (X)
y − xi
|y − xi| +
∑
y∈(xi− 12 ,xi)
y∈Y (X)
y − xi
|y − xi| .
We get
lim
ε→0
1
ε
(ENρ (xε1, . . . , xεN)− ENρ (x1, . . . , xN))
= 4
( ∑
y∈(xi− 12 ,xi)
y∈Y (X)
−1− 2(y − xi)
|y − xi| +
∑
y∈(xi,xi+ 12 ]
y∈Y (X)
1− 2(y − xi)
|y − xi|
)
.(70)
Step 2. Rewriting ENρ . It is easy to check that the quantity at (70) coincides with the
partial derivative with respect to xi of the functional
E˜Nρ (x1, . . . , xN) := 2
N∑
i=1
( ∑
y∈(xi− 12 ,xi+ 12 ]
y 6=xi, y∈Y (X)
− log(|y − xi|) + 2|y − xi|
)
.(71)
Notice that if y ∈ (xi − 12 , xi + 12 ], then y = xj + k for some xj ∈ X and k ∈ {−1, 0, 1},
and |y− xi| = |xj − xi| ∧ (1− |xj − xi|). Then, we can also write the functional E˜Nρ in the
equivalent way
E˜Nρ (x1, . . . , xN) =2
∑
i 6=j
(− log(|xj − xi|) ∨ (− log(1− |xj − xi|))
+ 4
∑
i 6=j
|xj − xi| ∧ (1− |xj − xi|).(72)
Finally, we will also make use of the following formula
E˜Nρ (x1, . . . , xN) = 2
N−1∑
k=1
Gk(x1, . . . , xN),
where
Gk(x1, . . . , xN) :=∑
|i−j|≡k (mod N)
(
(− log(|xj − xi|) ∨ (− log(1− |xj − xi|))
)
+ 2
(|xj − xi| ∧ (1− |xj − xi|)) .
26 S. FANZON, M. PONSIGLIONE, AND R. SCALA
Step 3. Minimization. Here we prove that E˜Nρ is minimized when x1, . . . , xN are evenly
spaced on S1. To this purpose, we prove that such configurations are the (unique) mini-
mizers of Gk, for each k = 1, . . . , N − 1. First, we observe that the function
(0, 1) 3 y 7→ f(y) := ((− log(|y|) ∨ (− log(1− |y|)))+ 2(|y| ∧ (1− |y|))(73)
is strictly convex.
Now, without loss of generality we assume x1 < x2 < . . . < xN . Then, we fix k ∈
{1, . . . , N − 1} and for all i = 1, . . . , N we set
di :=
{
|xi − xi+k| if i+ k ≤ N,
1− |xi − xi+k−N | if i+ k > N,
(74)
so that it turns out that
N∑
i=1
di = k, Gk(x1, . . . , xN) =
N∑
i=1
f(di).(75)
Therefore, by Jensen inequality we deduce that Gk is minimized if and only if di = kN for
all i = 1, . . . , N . This is achieved if and only if {xi}Ni=1 are evenly spaced (with respect to
the distance d on S1). The proof is achieved.
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