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Abstract
When the LHC rises from the ashes of LEP, it will be 
supported by a new generation of communication 
infrastructure. The common infrastructure will support 
voice, video and data communication on a single, 
universal support: IP/Ethernet. Packets will be classified 
when  they enter the system and will be assigned the 
appropriate tag. The configuration of the internal network 
routers will ensure that the forwarding of the packets will 
be compliant with the classification as they traverse the 
network on an optical fiber backbone with an awesome 
bandwidth.
The talk will briefly describe the technology and the 
construction of the communication infrastructure. We 
shall also discuss how we can meet the milestones for the 
LHC installation and commissioning.  The measures 
taken to ensure high availability and reliability will also 
be described.
1  PREAMBLE
This brief presentation of the networking for the LHC 
accelerator is based on  the outcome of the LHC Working 
Group on Communication Infrastructure (CIWG). CIWG 
went through the broad requirements and also discussed 
possible technical solutions with regard to the boundary 
conditions and the likely technical evolution expected to 
occur before the LHC starts up. CIWG wrote a complete 
report [1] and made recommendations for organizational 
changes needed in order to better meet the challenges of 
performance, availability and diminishing resources in the 
communications area. These changes have now been 
implemented and we are at present integrating the new 
people into the support organization in preparation for the 
imminent LHC construction period.
2 ISSUES FOR LHC COMMUNICATION
The conclusion of CIWG states that IP/Ethernet is the 
communication protocol of choice for the LHC. Two 
aspects of the communication infrastructure will be 
discussed in this presentation: Protection against 
equipment and link failures and packet flow and traffic 
engineering.
2.1 Protection
Reports in the press regularly describe the disastrous 
consequences of broken communication lines in the 
modern society. We do not really realize our dependency 
on these systems before the incident happens. This type of 
failure has also occurred here at CERN. Precautions must 
be made. Prudent operators of communication services 
have taken this problem into account already at the design 
stages of their networks. Consequently, they provide 
sufficient redundancy in the network such that a single 
failure only has a minor effect on the overall availability 
of the services. The redundancy is provided in the 
termination equipment, by installing duplicated units with 
automatic switch-over capabilities, and also by providing 
duplicated interconnections between the termination 
nodes. Such interconnections are usually placed in ring 
configurations where care is taken to avoid common paths 
and trenches for the physical cables. Should the cable be 
broken at a single point, then there is always an 
alternative path to the downstream nodes in the other 
direction along the ring.
In the LHC we will arrange the cable redundancy such 
that each sector of the accelerator constitutes a 
communication ring. For each of the eight sectors, the 
connecting cable path will pass from the communication 
center (building 874) in the surface trenches to the surface 
site above the intersection point. Here it will descend into 
the tunnel. It will pass through the tunnel to the 
neighboring intersection point where is will ascend to the 
surface and return to the communication center. 
Connection points for the accelerator equipment will be 
available in the communication center, on the surface 
sites, in the underground service areas and in the alcoves.
This cabling structure will allow the network 
installation to progress in step which the installation of 
the general services, sector by sector in the LHC tunnel. 
Thus providing the necessary communication services for 
the in situ commissioning of the accelerator components.
2.2 TRAFFIC FLOW
IP/Ethernet is reputed to lack a concept of "quality of 
service". This is not entirely true because the IP header, 
as conceived in the late 1960’s, contains a field named 
"type of service". This feature, however, has not been 
deployed consistently across the Internet. For accelerator 
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control purposes, our particular quality requirements 
pertain to real-time control and the transmission of voice 
and video. The LHC controls network, being our own 
private technical intranet, allows us to control the flow for 
these critical services, end-to-end  across the network.
When a packet enter the LHC network, the router at the 
entry point will inspect the packet and classify it 
according to the information present at the head of the 
packet. The classification process will assign the 
appropriate "type of service" to each packet. As the 
packet travel across the network, the intermediate routers 
will ensure a consistent handling of the stream till it  
reaches the destination. The particular handling may take 
several forms. The most obvious is to simply give each 
real-time packet high priority. Less critical packets will 
be assigned to low priority queues in case queuing 
situations should occur. Other, more advanced forwarding 
policies may be envisaged in order to control the flow and 
the network load.
3 TECHNOLOGY OUTLOOK
We expect that the packet classification mechanism 
will  be able to probe the packet contents to a depth of at 
least 128 bytes into the packet. This is beyond the depth 
of the IP  and the UDP/TCP headers.  Not only will the 
distinction between level 2 and level 3 routers disappear, 
but they will be replaced by level 4 routers with extensive 
capabilities for traffic engineering.
At present, the 1 Gbit/s backbone is being deployed for 
the general network at CERN. We expect 10 Gbit/s 
switched routers to become available for tests at CERN 
this year, 2001. This technology will not be sufficiently 
mature for general deployment in time for the LHC 
technical network, which starts already next year, in 
2002, but it will be required for the transport of physics 
data from several of the LHC experiments. The 
installation of these network components are expected to 
start in 2004.
Switching speed is not quite the same as wire speed. 
There  is always a risk that a switched router with more 
than a minimal number of interfaces will experience load 
conditions which imply contention for shared resources.  
One such resource is the switching back-plane of the 
router. The switching capacity for today’s 1 Gbit/s routers 
is roughly 30 Gbit/s. For the first generation of 10 Gbit 
routers, we expect the limit to rise to about 200 Gbit/s. 
With current semiconductor technology there could very 
well be a practical limit at about 500 Gbit/s according to 
industry sources.
In order to go beyond this limit, a technology change is 
called for. At present, it appears that optical switching 
could provide an answer. The arrival of such equipment 
as a cost effective networking commodity is still some 
time away. Indeed it may be too late for the initial LHC 
deployment.
4 CONCLUDING REMARKS
With the cabling paths laid in ring configurations, the 
redundant hardware in place and the traffic engineering 
under control, what can go wrong? We expect the main 
cause of failure will be related to environmental impact. 
A large part of the networking equipment will be installed 
in a hostile underground environment where humidity and 
temperature quickly may run out of control. Our 
equipment has to share the crowded premises with high 
power equipment which is not always amenable to 
electromagnetic compatibility.
Another source of perturbation is the quality of the 
electrical power sources. The communication equipment 
itself relies entirely on a foreign power source. We know 
from experience that the standard power quality in the 
accelerator is insufficient to ensure 24 hours availability 
365 days a year. Hence the need for an uninterruptible 
power source everywhere the communication equipment 
is installed.
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