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We discuss temporal efficiency of template-directed polymer synthesis, such as DNA replication
and transcription, under a given template string. To weigh the synthesis speed and accuracy on
the same scale, we propose a template-directed synthesis (TDS) rate, which contains an expression
analogous to that for the Shannon entropy. Increasing the synthesis speed accelerates the TDS
rate, but the TDS rate is lowered if the produced sequences are diversified. We apply the TDS
rate to some production system models and investigate how the balance between the speed and the
accuracy is affected by changes in the system conditions.
PACS numbers: 05.40.-a,82.35.Pq,82.20.Hf
I. INTRODUCTION
In biopolymer synthesis, sequence information is re-
trieved from a template string and stored in a poly-
mer product. Such template-directed polymer syntheses
are exemplified by DNA replication and transcription,
where catalysts such as polymerase enzymes develop the
product polymer along the template with the substrates
serving as an energy source as well as material. The
fundamental mechanical characteristics have been exten-
sively investigated from the standpoint of molecular mo-
tors [1, 2], and, moreover, recent progress allows the mon-
itoring of the real-time sequencing [3–5].
One of the remarkable aspects in such polymerization
is the selection of a substrate suitable for the template in
the presence of thermal random forces, which may induce
occasional mistakes. Template-directed synthesis (TDS)
including error occurrence has been explored to give a
physical description [6–12], with a particular focus on
developing the nonequilibrium statistical thermodynam-
ics for a sequence match [9, 10] and a scheme for lowering
the error rate [6–8].
In a biological system, a polymeric sequence is synthe-
sized with a low error fraction, which is estimated as, e.g.,
∼ 10−9 per nucleotides in E. coli genomic DNA [13]. A
kinetic proofreading mechanism was proposed to achieve
such remarkable fidelity [6, 7]. According to this sce-
nario, a Michaelis scheme manages to reduce the error
rate with an energy input relative to that in equilibrium.
Applying multiple steps of repeating these schemes is ex-
pected to increase the correctness of the terminal prod-
uct. Here the following question arises: Using multiple
steps reduces the error rate, but does it greatly increase
the necessary processing time? That is, are the synthesis
speed and the accuracy incompatible? Even if an ad-
vantage in one conflicts with that of the other, since the
production speed and the accuracy are usually gauged
by different scales, how should we recognize the balance
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between them?
Our purpose in the present article is to propose a TDS
rate that weighs the speed and accuracy on the same
scale to discuss the balance between the speed and the
accuracy. The TDS rate measures the performance in
various kinds of the systems. In the following sections,
after giving the TDS rate definition, we build two models:
(A) a jump process model and (B) a switching well po-
tential model described by the Brownian dynamics. On
the basis of the TDS rate, we discuss the balance in these
two cases.
II. RATE OF TEMPLATE-DIRECTED
SYNTHESIS
Let us consider a TDS system. A template string
has N code elements, which are arrayed at intervals of
l (Lk ≡ kl) along the x-axis as shown in Fig. 1. The
template sequence is Z = {ζ1, ζ2, · · · , ζN}, where the ele-
ments denoted by ζk are ordered with respect to k from
x = 0. Incorporated/incorporating substrate elements
are denoted by λk paired with template element ζk. The
species number of the code elements is M , e.g., for DNA
replication, M = 4 and λ, ζ ∈ {A,T,G,C} (complemen-
tary base pairs are A-T and G-C). In Fig. 1, a catalyst,
such as DNA polymerase, is represented by the ball at
x; the catalyst embeds the substrates λ in the empty
slots expressed by “0”, starting from the origin. Incor-
porating λk, the entire substrate sequence is denoted by
Λk = {λ1, λ2, · · · , λk, 0, · · · , 0}. The products are consid-
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FIG. 1: Illustration of synthesizing a sequence string. Cat-
alyst synthesizes a product polymer from the left end to the
right end along a fixed template.
2ered to be completed when the catalyst passes through
x = LN . The terminal product has the full substrate
sequence denoted by Λf = {λ1, λ2, · · · , λN−1, λN}. After
the completion, the catalyst is set to go back to x = 0
with the empty sequence Λ0 = {0, 0, · · · , 0, 0}. Through
many trials, we obtain a set of the output probability
flows {J
Λf(1)
x , J
Λf(2)
x , J
Λf(3)
x , · · ·}.
Here, we discuss what products are more correct
through examining the output probability flows. To
make the argument clear, let us take the simplest TDS
system: a binary system, where two substrates (M = 2)
are incorporated into a mono element template, ζ1 =
ζ2 = ζ3 = · · · = ζN−1 = ζN (see Fig. 2). One specific
example is a system with substrates {C,G} on template
Z = {G1,G2,G3, · · · ,GN−1,GN}. Conventionally, the
combination C-G can be regarded as right, while G-G is
regarded as wrong. Hereafter, in accordance with right
or wrong combinations, the substrates are expressed by
λ = r or w, respectively. The catalyst repeats the same
process N times so that 2N type sequences are even-
tually generated in the terminal products. Regarding
a physical meaning of right/wrong, we notice that ma-
jority or minor of the products should be considered as
being right or wrong, respectively. Thus, in this sense,
the perfect right flow of the terminal products (J
Λf
x of
Λf = {r1, r2, · · · , rN−1, rN}) dominates the others. Next,
the products for which one wrong and N − 1 right sub-
strates are incorporated have the second largest flows.
Continuing, the flow deceases with increasing numbers of
wrong elements wk embedded in the product sequence.
Finally, Λf = {w1, w2, · · · , wN−1, wN} is the least pro-
duced.
To advance the argument further, we can extend the
ordering procedure for what products are more correct
for general cases (M ≥ 2) beyond a binary choice. The
M -substrate system may finally produce MN type se-
quences. If a synthesis system producesMN sequences at
k=0
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FIG. 2: Tree diagram of a binary system with binary element
substrates λ = r, w on mono element template ζ1 = ζ2 = · · · =
ζN−1 = ζN . Right or wrong combinations correspond to r or
w, respectively.
rates {J
Λf(1)
x > J
Λf(2)
x > J
Λf(3)
x > · · · > J
Λ
f(MN )
x }, then
the correct order is {Λf(1),Λf(2),Λf(3), · · · ,Λf(MN )}, i.e.,
the sequence produced with a higher rate is recognized
as being the more correct sequence. Moreover, it is no-
table that, even if the template is not mono element, but
arbitrary, a set of flows are observed, so that the same or-
dering procedure can be adopted as long as the sequence
is fixed.
Next let us consider the system performance with a set
of the flow {J
Λf(1)
x , J
Λf(2)
x , · · · , J
Λ
f(MN )
x } by developing
the above arguments. The intuitive features of a TDS
rate are expected to satisfy the following:
(i) A more biased flow distribution, e.g., {J
Λf(1)
x ≫
J
Λf(2)
x ≫ · · · ≫ J
Λ
f(MN )
x } is evaluated as a better TDS
rate. In the limiting conditions, the maximum TDS rate
is achieved if a single sequence is generated. In contrast,
if all sequences are synthesized with the same product
rate, the TDS rate is minimized.
(ii) If the ratio of synthesized sequences in the distribu-
tion is maintained constant, the TDS rate is proportional
to the total product speed, i.e., it is an intensive quantity.
To meet conditions (i) and (ii), the TDS rate IJ is
defined in terms of J
Λf
x as
IJ ≡ kBT
∑
Λf
J
Λf
x log
J
Λf
x
(Jx/MN )
. (1)
where kB is the Boltzmann constant and T is the ab-
solute temperature (see appendix A for the other difini-
tion). At the fixed total probability flow Jx ≡
∑
Λf
J
Λf
x ,
IJ defined by eq. (1) satisfies 0 ≤ IJ ≤ kBTJx logM
N .
Condition (ii) clearly holds in eq. (1). To confirm that
condition (i) holds, let us first consider the best/worst
ways to allocate J
Λf
x while maintaining the total flow Jx
unchanged. Equation (1) contains a functional form anal-
ogous to that of the Shannon entropy [27, 28] with respect
to the flow J
Λf
x instead of the probability. The rate is
minimized to IJ = 0 by taking an even distribution over
all the possible sequences: J
Λf(1)
x = J
Λf(2)
x = J
Λf(3)
x =
· · · = Jx/M
N . In contrast, the function is maximized
to IJ = kBTJx logM
N if only one sequence is generated,
e.g., J
Λf(1)
x = Jx with J
Λf(2)
x = J
Λf(3)
x = · · · = 0. Next, to
consider intermediate conditions, let us compare two dif-
ferent TDS systems, each of which has three sequence
products: {Λf(1),Λf(2),Λf(3)} or {Θf(1),Θf(2),Θf(3)}.
Those flows satisfy the magnitude relation
{J
Λf(1)
x > J
Λf(2)
x > J
Λf(3)
x }
= < >
{J
Θf(1)
x > J
Θf(2)
x > J
Θf(3)
x },
(2)
where each system has the same total flows Jx =∑
Λf
J
Λf
x =
∑
Θf
J
Θf
x . The largest flows in the re-
spective systems are the same, in that J
Λf(1)
x = J
Θf(1)
x ,
but the second largest one in the former system is
3larger than its counterpart, as J
Λf(2)
x > J
Θf(2)
x . In
the criterion of eq. (1), IJ gives the higher rate to
{Λf(1),Λf(2),Λf(3)} with the second largest flow J
Λf(2)
x
rather than to the other system. Indeed, the terminal
products in {Λf(1),Λf(2),Λf(3)} are more concentrated
on the two sequences Λf(1), Λf(2), indicating that the
products have a narrower distribution over sequences.
Thus, by using the sequence distribution, the TDS rate
can organize the order in general production systems,
which meets condition (i).
III. MODEL A: JUMP PROCESS MODEL
We will next apply the TDS rate to specific models.
Let us first give a simple jump process model in the bi-
nary system r or w like in Fig. 2. For simplicity, we
consider that the catalyst at the k-th site only jumps
forward by l to the next, i.e., (k+1)-th, site, while ignor-
ing the backward process. The forward step accompanies
the incorporating process. The jump transition rate of
right or wrong substrates is W r+ or Ww+, respectively,
which are both independent of the past incorporated sub-
strates. The probability at the k-th site is denoted by
PΛk = P {λ1,···,λk,0,···,0} with λn = rn, wn. At each site,
the time evolution is governed by
∂tP
{λ1,···,λk−1,rk,0,···,0} = W r+P {λ1,···,λk−1,0,···,0}
−WP {λ1,···,λk−1,rk,···,0}
∂tP
{λ1,···,λk−1,wk,0,···,0} = Ww+P {λ1,···,λk−1,0,···,0}
−WP {λ1,···,λk−1,wk,···,0}
(3)
whereW ≡W r++Ww+. At the end of the synthesis, the
transition Λf → Λ0 with the rate W takes place. When
looking at the substrate elements at the k-th site, the
total probabilities that λk = rk or wk are incorporated
are given by, respectively,
P r ≡
∑
{λ1,···,λk−1}
P {λ1,···,λk−1,rk,0,···,0},
Pw ≡
∑
{λ1,···,λk−1}
P {λ1,···,λk−1,wk,0,···,0}. (4)
We then assume the steady state (∂tP
r = ∂tP
w = 0) and
homogeneous substrate distribution so that P r + Pw =∑
{λ1,···,λk−1}
P {λ1,···,λk−1,0,···,0}. Taking summation over
{λ1, · · · , λk−1} in eq. (3), we have
∂tP
r = W r+(P r + Pw)−WP r
∂tP
w = Ww+(P r + Pw)−WPw. (5)
Setting ∂tP
r = ∂tP
w = 0 into eq. (5), we arrive at a
stationary solution P r = AW r+ and Pw = AWw+ with
A being the normalization factor. Using P r and Pw, we
finally find that each terminal product is generated with
the probability
PΛf =
(W r+)nr (Ww+)N−nr
NWN
, (6)
where nr is the number of right substrates incorporated
into the product and the probability is normalized in the
summation over the terminal sequences
∑
Λf
PΛf = 1/N .
In this case, each flow is given by J
Λf
x =WPΛf , and the
criterion that the majority flow is correct defines W r+ >
Ww+. Indeed, from the above, we can confirm that a
decrease in nr reduces J
Λf
x , organizing the flow ordering.
Next applying eq. (6) to the TDS rate, we have
IJ =
∑
Λf
J
Λf
x log
(
J
Λf
x
Jx/2N
)
(7)
=
N∑
nr=0
NCnrWl
(W r+)nr (Ww+)N−nr
NWN
× log
[
(W r+)nr (Ww+)N−nr
WN/2N
]
= lW r+ log
(
W r+
W/2
)
+ lWw+ log
(
Ww+
W/2
)
. (8)
Equation (8) is written as a function of only the effective
velocities W r+l and Ww+l. This means, if the backward
process is negligible, then the TDS rate is estimated by
observing these two velocities.
In addition, conditions (i) and (ii) introduced as the
TDS rate definition can be confirmed in eq. (7): For
a fixed W , the TDS rate is maximized when IJ =
NlW log 2 with W = W r+. In contrast, it is minimized
when IJ = 0 with W
r+ = Ww+ = W/2. Moreover, an
additional meaning of the TDS rate is found, as follows.
Let us increase Ww+ while keeping W r+ constant. The
flow Jx = Wl/N is clearly enhanced, but the TDS rate
decreases because ∂IJ/∂W
w+ < 0 under W r+ > Ww+.
This means that, even if the correct product is produced
at the same rate, the contamination of the wrong prod-
ucts eventually diminishes the TDS rate.
IV. MODEL B: SEQUENTIAL WELL
POTENTIAL MODEL
The catalysts in this model, such as polymerase, are
molecular motors consuming the energy source through
the TDS reaction. In this section, we examine how the
TDS rate is associated with the energy input by describ-
ing the system in terms of Brownian motion. Again, we
adopt a binary system like that in Fig. 2.
Let us look at the step at which the catalyst synthe-
sizes the k-th substrate. Each incorporating process is
captured by the Brownian motion in a well potential as
in Fig. 3 (a). The potential is indicated by the gray re-
gions on the two sides and the catalyst is first in the
left gray region. Completing each step is described by
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FIG. 3: (Color online) Schematic representation of switching
well potentials in a binary system model. Each of the elements
(λk = rk, wk) has the two internal states α, α
′. (a) Right or
wrong combinations have (i) blue or (ii) red shaded potentials,
respectively. In the internal state α, the peaks satisfy br < bw,
br < l/2, and hr = hw . (b) Sequence state transition between
the k-th and (k + 1)-th elements. In the image, right/wrong
potentials are shown.
a transfer process from the left- to the right-hand gray
regions (see appendix B for general cases).
The potential shape in the middle region reflects the
affinity of the λk-ζk combination relying on what sub-
strates (i) λk = rk, (ii) λk = wk are caught in the k-th
region. A motion driven by the consumption of the en-
ergy supply is introduced here by applying a fluctuating
ratchet model [14–22]. In particular, utilizing the idea
of a flashing ratchet model [14–21], the potentials are
switched accompanied by the transition of the internal
state between the flat (α′: top figure) and triangle (α:
bottom figure) both for (i) rk and for (ii) wk in Fig. 3 (a).
Note that the transition takes place stochastically with
the rate WΛk,α →← Λk,α′ (x), and the same substrate λk is
maintained before and after the transition α →← α′. The
potential shapes are exactly described by
UΛk,β (x) =


+∞ (x ≤ L−k−1)
0 (L−k−1 < x ≤ L
+
k−1)
see eq. (10) (L+k−1 ≤ x ≤ L
−
k )
0 (L−k ≤ x < L
+
k )
+∞ (L+k ≤ x)
(9)
where Λk,β = {λ1, λ2, · · · , λk−1, λk, 0, 0, · · ·0, 0}β is the
substrate sequence with internal state β = α, α′, L−k ≡
Lk −∆l/2, and L
+
k ≡ Lk +∆l/2. The potentials in the
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FIG. 4: (Color online) Schematic representation of switching
well potentials around the boundaries. Sequence state transi-
tion (a) between all empty and incorporating a first element or
(b) between synthesizing last element and full. In the image,
right/wrong potentials are shown.
switching region are
UΛk,α(x) =


a1,λ(x − L
+
k−1)
· · · (L+k−1 < x < L
+
k−1 + bλ)
−a2,λ(x− (L
+
k−1 + bλ)) + a1,λbλ
· · · (L+k−1 + bλ < x < L
−
k )
↑↓
UΛk,α′ (x) = 0, (10)
where a1,λ and a2,λ are numerical constants, bλ deter-
mines the peak’s position in the triangle potential, and
a2,α = a1,λbλ/(L
−
k −L
+
k−1−bλ) is adopted to connect the
profile continuously. In the asymmetric shape bλ < l/2
with a1,λ > 0 and a2,λ > 0, the catalyst may be driven
from left to right gray regions [14–21]. The difference
between λ = r and λ = w is the peak’s position, and
br < l/2 and br < bw are adopted with the same other
parameters (hr = hw, etc.), so that a rightward motion
λ = r is larger than that of λ = w. Thus, the notation
regarding λ = r, w is reasonable from the criterion that
the majority is correct.
Further, the potential switching to the neighboring
sequences (Fig. 3 (b)) builds up a series of synthesiz-
ing steps. Being in the k-th right-hand gray region
of UΛk,β (x), the catalyst can catch the new substrate
and transit to the (k + 1)-th left-hand gray region of
UΛk+1,δ (x), where
Λk,β = {λ1, · · · , λk−1, λk, 0, 0, · · · , 0}β
Λk+1,δ = {λ1, · · · , λk−1, λk, λk+1, 0, · · · , 0}δ.
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FIG. 5: (Color online) Entire possible process of switching
well potentials in a binary system model. The paths traced
by arrows correspond to the tree diagram in Fig. 2.
and the new internal states (δ = α, α′) at the (k + 1)-
th site are stochastic. On the other hand, the de-
taching substrate process is represented by the con-
verse transition. The event occurs with the transi-
tion rate WΛk,β →← Λk+1,δ (x) corresponding to the catch-
ing/detaching rates.
To begin and close the entire synthesizing process,
the starting/terminal potentials around boundaries are
added as shown in Figs. 4 (a)/(b).
UΛ0(x) =
{
0 (0 ≤ x < L+0 )
+∞ (L+0 ≤ x)
, (11)
UΛf (x) =
{
+∞ (x ≤ L−N)
0 (L−N < x ≤ LN)
(12)
Similarly, the potentials are switched with the rates
WΛ0 →← Λ1,α(x) and WΛN,α →← Λf (x).
Having defined all steps, we here overview the entire
process (Λ0 →← Λ1 →← Λ2 →← · · · →← ΛN−2 →← ΛN−1 →← Λf )
shown in Fig. 5, which corresponds to the tree dia-
gram in Fig. 2. As in Fig. 4 (a), the catalyst enters at
x = 0 in Λ0 = {0, 0, · · · , 0}, and stochastically trans-
fers to a next neighbor potential Λ1 = {r1, 0, 0, · · · , 0} or
{w1, 0, 0, · · · , 0} according to incoming substrates. Next,
as in Fig. 3 (a), it may be driven by switching well poten-
tials. If arriving at the right-hand gray region in Λ1 =
{λ1, 0, · · · , 0} with λ1 = r1, w1, it stochastically transfers
to a next Λ2 = {λ1, r2, 0, · · · , 0} or {λ1, w2, 0, · · · , 0} as
in Fig. 3 (b). After that, if the qualitatively same pro-
cesses (Figs. 3 (a),(b)) repeat, a forward process develops
J xI J E
in
b
w
0.26 0.740.42 0.58 0.90
J
x
I
J
E
in
FIG. 6: (Color online) Numerical result of the TDS rate IJ ,
total probability flow Jx, and energy input rate for the bi-
nary system model. The calculation is performed using the
underdamped Langevin dynamics. The abscissa axis is bw
and br is held constant at 0.26. The other parameters are
set as kBT = 4.2, N = 3, l = 1.0, ∆l = 0.10, γ = 100,
m = 0.1, ∆U = 0, ∆t = 10−8, WΛk,β→Λk+1,δ = WΛ0→Λ1,β =
50, WΛk+1,β→Λk,δ = WΛ1,β→Λ0 = 5, WΛk,α→Λk,α′ =
WΛk,α′→Λk,α = 20×(1−WΛk+1,β→Λk,δ∆t),WΛN,α→Λf = 200,
WΛf→ΛN,α = 50, and hr = hw = 50.0.
→ Λ3 → Λ4 → · · · → ΛN . Finally, the catalyst arrives at
the right-hand gray region of the last element ΛN , where
the potential is stochastically switched into that of Λf
as in Fig. 4 (b). Passage through x = LN completes the
entire synthesizing process.
In the analyses, the steady state is assumed: the prod-
uct sequence Λf is still retained just before x = LN .
Passing across x = LN , the catalyst goes back to the
starting point x = 0, at which the sequences are initial-
ized, i.e., Λf ⇒ Λ0. On the other hand, if it moves back
from x = 0 to x = LN , the last produced sequence is
recovered, Λ0 ⇒ Λf .
We demonstrate a numerical results of the switching
potential model introduced in Figs. 3–5. The TDS rate
IJ , the total flow Jx, and the energy input rate Ein are
plotted as functions of the wrong element’s peak position
bw, with the right element’s one held fixed at br = 0.26
(see Fig. 6). If the peak position bw is close to br, then
the total probability flow is high but the TDS rate is
low. In the limit bw → br, the TDS rate should exhibit
IJ → 0, because “rk”/“wk” become indistinguishable.
In contrast, as bw becomes more distant from that of br,
the probability flow decreases but the TDS rate increases
overall. Note that this model limits the TDS rate to not
more than I0J ≡ kBTJx log 2
N due to the incomplete in-
hibition of the wrong element’s flow. The above trends
read from the plots in Fig. 6 indicate that a high produc-
tion flow does not mean a high TDS rate.
In addition, in Fig. 6, the energy input rate increases
when letting bw → br, although the TDS rate shrinks.
This indicates that a high energy input rate does not nec-
essarily correspond to a high TDS rate. However, if the
energy input is properly consumed, the TDS rate is ex-
pected to increase as the energy input rate is increased.
6To find what factors disturb the TDS rate, we decom-
pose the TDS rate through the Fokker–Planck equation
with the discrete state transition. The probability den-
sity function is governed [23–26] by
∂tP
Λ(x) + ∂xJ
Λ
x (x) =
∑
Λ′
[WΛ′→Λ(x)P
Λ′ −WΛ→Λ′ (x)P
Λ],
JΛx (x) =
1
γ
[
−
∂UΛ(x)
∂x
PΛ(x) − kBT
∂PΛ(x)
∂x
]
. (13)
where the Λ0,Λk,α, and Λf → Λ notation is omitted,
γ is the viscous friction coefficient, and the probability
of being in the Λ state is denoted by PΛ. Using the
steady state condition ∂tP (x)
Λ = 0 and the continuity
of the total probability density
∑
Λ,Λ′ [WΛ′→Λ(x)P
Λ′ −
WΛ→Λ′ (x)P
Λ] = 0, the TDS rate is decomposed to
IJ = Ein − T 〈s˙seq〉 −Ψ+ I
0
J , (14)
where
Ein =
∫ LN
0
dx
∑
Λ,Λ′
[UΛ − UΛ
′
]WΛ′→ΛP
Λ′ ,
〈s˙seq〉 = kB
∫ LN
0
dx
∑
Λ,Λ′
WΛ→Λ′P
Λ log (PΛ/PΛ
′
),
Ψ =
∑
Λ
∫ LN
0
dx γPΛ
(
JΛx
PΛ
)2
,
I0J ≡ kBTJx log 2
N . (15)
In eq. (15), Ein is the input energy rate, 〈s˙seq〉 is called
the stochastic entropy change rate in the sequence tran-
sition, Ψ is a non-negative term, and I0J is the base flow,
which is a linear flow term. The above decomposition was
obtained in the form of the time derivative calculation of
the H-theorem with some additional potential conditions
close to the boundary (see the appendix C). Here, let us
look at the right-hand side of eq. (14). While 〈s˙seq〉 is
zero in the equilibrium condition, it should be positive
in a typical TDS system. The last two T 〈s˙seq〉+Ψ lead
to a negative contribution to IJ in eq. (14), while the in-
crease of the energy input rate Ein boosts the TDS rate.
In total, the TDS rate IJ is essentially determined by
the distance between the energy input Ein and the neg-
ative contributions T 〈s˙seq〉 + Ψ. Therefore, to improve
the TDS rate, a high energy input is not necessarily the
proper way, but rather a better balance may need to be
found.
V. DISCUSSION
So far, we have considered polymer synthesis. Here,
let us consider the application of the TDS rate to other
systems. DNA sequencing is a hard task in terms of la-
bor hours, as well as cost. Recently, investigations have
been carried out to develop a rapid sequencing device
that utilizes driven polymer translocation, which is the
polymer passage through a pore induced by a voltage
drop across the pore [30]. Moreover, the sequences are
read by applying a voltage across the pore on a plate
and by monitoring the temporal change of electric cur-
rent. The experimental results provide the probability
PΛf (τ), where τ is the passage time and Λf is the N se-
quences read with the current. In this case, the rate in
the sequencing is quantified as
IJ
kBT
=
∫ +∞
0
dτ
∑
Λf
PΛf (τ)
τ
log
PΛf (τ)/τ
(P (τ)/τ)/MN
, (16)
where the polymeric probability flow corresponds to
PΛf (τ)/τ . All quantities are experimentally measurable
and one idea is to evaluate the device performance by
using the temporal rate (eq. (16)).
Polymeric chain reaction (PCR) has been used as a
basic molecular biology method. Denaturation, anneal-
ing, and elongation processes repeat to achieve the ex-
ponential growth of the product in the PCR cycle. A
complementary DNA string is created in the elongation.
Controlling the physicochemical condition, e.g., chang-
ing dNTP concentration, should affect the required elon-
gation time. Because the system develops as an expo-
nential growth system, we here propose IJ (τ)/kBT =∑
Λf
(PΛf /τ) log [(PΛf /τ)/[(P/τ)M
N )]], with cycle time
τ and probability of a synthesized N -sequence product
PΛf . The cycle is externally controlled in the experi-
ment so that comparing the rates at different times τ or
under various conditions makes it possible to find better
experimental parameters.
VI. SUMMARY
In this article, we propose the TDS rate, which mea-
sures the synthesis speed and the sequence convergence
on the same scale. The TDS rate is found to contain
an expression analogous to that for the Shannon entropy
by replacing the probability densities with the probabil-
ity flows. The proposed TDS rate provides the ordering
direction of the system performances, which takes ac-
count of the speed and accuracy. If diversified sequences
are produced, then the TDS rate is low, while it is in-
creased by accelerating the production speed. In partic-
ular, in extreme examples, the TDS rate is maximized
as the product sequences converge on a single sequence.
In contrast, the rate is minimized by setting the product
flows to be evenly distributed over all possible sequences.
The rate definition is expected to be used to quantify the
temporal accuracy in a TDS system or, for example, a
DNA sequencing device utilizing polymer translocation.
We then construct TDS system models and examine
how the TDS rate changes with the system conditions.
The results suggest that a high production flow does not
mean a high TDS rate.
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APPENDIX A: Underdamped case
The underdamped case can be given a differ-
ent TDS rate definition from eq. (1). This
case can involve a momentum integral as IJ ≡
kBT
∫ +∞
−∞ dp
∑
Λf
J
Λf
x log
[
J
Λf
x /(Jx/M
N )
]
with the flows
J
Λf
x (p) passing through x = LN .
APPENDIX B: General switching well potential
In this appendix, we generalize the well potential
model to cases forM substrates on an arbitrary template
with M ′ elements. It is notable that, even in this situa-
tion, the total sequence number of the terminal products
is MN by counting the order of the substrate sequences
at the fixed template sequence.
If the well potentials do not depend on the incorpo-
rated element history, the potential shape is determined
only by the present incorporating element. In the k-th
element region of Λk = {λ1, λ2, · · · , λk−1, λk, 0, · · · , 0},
the M potentials UΛk(1) , UΛk(2) , · · · , UΛk(M) may appear
by coupling the template element with the M substrate
elements. Then, in total, the M ′ template elements with
M substrates create the M ′ ×M well potentials in the
TDS system. Note that, if adding the internal states,
more potentials appear.
In addition, we can add the internal energy stored in
the products, which means UΛk(Lk−1) 6= U
Λk(Lk). The
height of the right-hand gray region is usually higher than
that of the left-hand one UΛk(Lk−1) < U
Λk(Lk) because
of the binding energy in the products (see Fig. 7). In the
practical case, UΛk(1)(Lk) = U
Λk(2)(Lk) = U
Λk(3)(Lk) =
· · · is expected since the terminal products are typically
similar. Such model extension does not alter the qual-
itative argument in the main text. In some situations,
however, we might have to take account of the differ-
ence ∆UΛf 6= ∆UΛ
′
f between the distinct sequences
(Λf 6= Λ
′
f). If we are taking account of this difference,
kk-1
FIG. 7: Schematic representation of the case in which the
internal energy gets higher through the synthesis step.
then we should include the product stability associated
with the polymeric string breakage.
APPENDIX C: Relevance to energy input
This section describes how the TDS rate is associated
with the energy input. Before the main issue, let us con-
firm the energy conservation as discussed in [29]. From∑
Λ
∫
dxUΛ(x)∂tP
Λ = 0, we have
Ein =
∫ LN
0
dx
∑
Λ,Λ′
[UΛ − UΛ
′
]WΛ′→ΛP
Λ′
Estr =
∑
Λf
(UΛf (LN )− U
Λ0(0))J
Λf
x (LN )
〈d′Q〉
dt
= −
∑
Λ
∫ LN
0
dx fΛJΛx , (17)
where Estr is the internal energy rate stored in the prod-
ucts and 〈d′Q〉 /dt is heat rate. Note that heat is assigned
a positive sign for energy absorbed by the system. To find
the heat, the energy input and the stored energy are first
determined by their physical interpretations.
Utilizing eq. (17), we can find eq. (15) as in the form
of the time derivative calculation of the H-theorem. It
must be noted that a calculation without an additional
condition arrives at
I∗J ≡ kBT
∑
Λf
J
Λf
x (LN ) log
PΛf (LN )
[P (LN)/MN ]
, (18)
instead of eq. (1). The discrepancy can be compensated
for with a condition near the boundary. Let us consider
the difference between eqs. (1) and (18).
IJ − I
∗
J
kBT
=
∑
Λf
J
Λf
x log
(
J
Λf
x /PΛf
Jx/P
)
. (19)
Here IJ − I
∗
J ≃ 0 is expected for the following reasons:
The transition rates around the terminal end are similar,
i.e.,WΛN,α→Λf (x) ≃WΛ
′
N,β→Λ
′
f (x) andWΛf→ΛN,α(x) ≃
WΛ
′
f→Λ
′
N,β (x), since the state transition around the last
region is irrelevant to the bulk concentration and the
difference in the detaching process between sequences is
appropriately small. Then, from eq. (13), we find that
the effective velocity exhibits only a small difference, i.e.,
J
Λf
x (LN )/P
Λf (LN ) ≃ J
Λ′f
x (LN )/P
Λ′f (LN), for Λf 6= Λ
′
f .
In addition, if the transition rates are the same, approx-
imation (≃) is replaced by equality (=). Then, I∗J ≃ IJ
(or I∗J = IJ ) is obtained by substituting Jx(LN)/P (LN )
for J
Λf
x (LN)/P
Λf (LN ) in the right-hand side of eq. (19).
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