ABSTRACT To gain a comprehensive overview of new scientific findings with the enormous, ever-increasing amount of published information, we apply a new combinatorial approach that complements the process of reading scientific articles by supplementing artificial intelligence technologies. We present a combinatorial approach, which we illustrate in the form of a ''double funnel of artificial intelligence.'' Our approach suggests to largely increase the amount of data at the beginning of the data collection process and to subsequently clean and enrich the data set in order to gain much more knowledge at the end of the procedure compared to a ''classical'' literature review. We use natural language processing and text visualization techniques to uncover findings that are generally unbeknown to the human reader due to the inability to process very large amounts of text. By illustrating the individual steps using practical examples taken from use cases, we demonstrate the merits of our approach. With our methodology, we are able to reproduce findings from ''regular'' review papers; however, we discover additional and new findings in different fields, such as data science or medicine. We also point out the limitations of our approach. Finally, we make suggestions as to how the methodology could be further developed.
I. INTRODUCTION
The number of scholarly peer-reviewed English-language journals increases 5% to 6% every year and has reached approximately 33,100 active journal titles as of August 2018. If we take only these scientific journals alone, we need to consider a number of articles on the order of 3 millionper year [1] . This has previously been reported by Gu and Blackmore in 2016. They observed that the number of newly created journal titles lies in the range of 1.500 per year -with a rising tendency [2] . These figures demonstrate that it seems almost impossible to comprehend this enormous
The associate editor coordinating the review of this manuscript and approving it for publication was Huazhu Fu. amount of information with classical human reading and learning processes. New methods for the evaluation of publications are essential so that researchers can identify relevant knowledge in their respective fields. In this context, natural language processing (NLP), one of the founding components of artificial intelligence, in combination with machine learning promises a bright future for computer-aided text analysis [3] . However, before we can apply these technologies to extract knowledge from a large body of literature, we must first examine how current review articles are produced. It is not uncommon for researchers to start the investigative process by simply stringing search terms together and inserting them into input boxes of various literature databases, rarely applying any operators or keyword techniques; the outcome of the simple search process, the body of literature, however, is often dissected using high-quality procedures, mostly applying manual and human cognitive methodologies. Vom Brocke et al. recently stated that many authors completely refrain from explaining how the articles on which the review article is based were put together [4] . For many readers and journal reviewers, it appears to be satisfactory that the authors possess expertise and, thus, know how many and which input articles to use. We do not want to question the esteem in which articles are valued, but we would like to suggest relatively simple means of improving the state-ofthe-art manual search procedure. This paper focuses on this problem and describes a methodology that initially represents a bootstrapping [5] concept, a variance of reinforcement learning, which is being applied to texts. The proposed approach may generate an even larger set of input query terms, as well as a much larger literature corpus, compared to regular literature reviews. However, by applying artificial intelligence methodologies, it is possible to ''read'' the large sets of articles. As indicated above, we not only present a procedure to improve the compilation of relevant articles, we also apply text analytics and visualization techniques to improve the output, the extraction of knowledge from the corpus. The methodology described supersedes, to a certain degree, the classical generation of human literature reviews, especially for cases where the review focuses on ''central topics'' according to the review paper classification scheme of Fettke [6] .
In this work, we first present the scientific background of the technologies applied here and present similar approaches that have already been published.
The phases of our STIRL (systemic taxonomy for information retrieval from literature) methodology are briefly discussed in section three of this paper and applied on the basis of individual case studies in section four where various optimization proposals are presented as well. The case studies demonstrate the individual advantage of different phases of the methodology. The concluding section five will point out opportunities, limitations and possibilities to further extend our approach in the future.
II. BACKGROUND AND RELATED WORK
By 2002, Webster and Watson had already stated that an ''effective review creates a firm foundation for advancing knowledge.'' It facilitates a ''theory development and closes areas where a plethora of research findings exists, and uncovers areas where research is needed'' [7] In recent decades, researchers have established various methods to enhance a scientific literature analysis, and these methods can be classified into different groups. The traditional approach consists of manual reading, the extraction of important key findings and statements, their comparison and evaluation, and a summarizing of knowledge. These methods have been named ''traditional literature reviews'' [8] , [9] . Due to the growing number of publications, however, the risk of ending up with an information bias has increased because the finding and viewing of the relevant amount of literature can no longer be guaranteed manually due to the quantity and the required time needed [10] - [12] . Driven by this problem, further technical approaches have been developed, especially in the area of medicine. The systematic analysis is often biased by the development of the individual author writing strategy. At the heart of this strategy lies the first definition of specific questions for which corresponding publications are already known to the authors. Because the search process is very demanding without modern tools, review teams have been formed to work through this process together [10] , [13] , [14] . Another approach based on both traditional and systematic methods is meta-analysis. In this case, it is not only essential to find and evaluate the literature, the setting of ranking criteria is often needed. This takes external (meta-) factors into consideration. For example, factors such as the number of reviews, the reputation of the journal and authors, and the references are being used. Furthermore, contents are also evaluated to check whether research gaps can be identified [15] - [17] .
The support infrastructure to conduct literature research and evaluate results has developed further in recent years through the Internet in general, automated search algorithms and extensive literature databases, which, as already briefly mentioned, requires adjustments to classical retrieval methods. In the field of systematic analysis, a growing interest in advanced methods appears to exist because the challenge of forming teams to handle the complex search and evaluation is often not performed by one person alone [6] , [13] .
In the context of this paper, the systematic reviews are generated by a combination of tools and processes that largely belong to the field of natural language processing (NLP). It can help to generate an effective and successful literature review with manageable effort despite a very large number of publications. To achieve this goal, text mining subroutines such as latent Dirichlet allocation (LDA), text clustering or text bootstrapping are applied in combination with machine learning algorithms. Furthermore, the improved analysis is now made possible with the increased computing capacity required for automated text analysis [3] , [18] - [22] . Fayyad et al. described the methodical approach Knowledge Discovery in Databases (KDD) in 1996 and stated that ''it is only natural to turn to computational techniques to help us unearth meaningful patterns and structures from the massive volumes of data,'' as well as that ''practical computational constraints place severe limits on the subspace that can be explored by a data-mining algorithm'' [23] . The applied techniques from KDD, such as ''data mining,'' ''artificial neural networks'' or ''support vector machines,'' as well as the process steps ''preparation,'' ''modeling'' and ''postprocessing,'' can be found in the technical implementations of a systematic literature review (SLR), with the result that the approaches described by Arji et al. can be applied [24] . At first, it may appear that limitations from the past can be neglected due to technological advancements and cloud computing, but in comparison to the past, the amount of data to be analyzed has become more extensive [1] , [2] .
Current scientific articles and their metadata are listed in online databases of publishers and other search engines as part of the publishing process. Older scientific articles can be found in databases so that simple keyword search queries can lead to very large amounts of search results. To get mostly relevant results, users must optimize search parameters [25] . This optimization is mostly sophisticated and unintuitive such that suitable experience in the operation of search engines is required [26] . Moreover, there is a lack of structured approaches on how big data or artificial intelligence concepts can be leveraged in this space. Based on the work of vom Brocke et al. and their SLR process, the fuzzy-based search query generation of MacFarlane et al., as well as the text mining methods of Liu et al., an approach will be presented in this paper wherein different online databases can be partially or fully searched via automated procedures and evaluated with respect to specific scientific topics [10] , [18] , [19] .
Fayyad et al. used data and text mining as early as in the late 1990s to analyze extensive information packages and texts [23] . Today, text mining technologies are used to support systematic reviews across various research areas [14] , [27] , [28] . According to Yu and Menzies, however, it is a ''relatively simple task to find a few relevant papers for any particular research query.'' However, the problem is ''not to find a few papers, but instead to find the most relevant papers.'' They consider different methods, such as search-query optimization methods, reference-based procedures, supervised learning, semisupervised learning, unsupervised learning, and active learning, and they name it FAST 2 [29] . A fundamental problem of earlier models is the lack of recognition of the application in practice. With the model FAST 2 , Yu and Menzies have stated themselves that the model has been tested only in the field of SLR of ''software development'' and that, in other fields, investigations are missing [29] . Although different models mentioned so far demonstrate how researchers could include the model in their investigations, concrete practical case studies or evidence of transferability to other scientific areas are rarely available [27] . Moreover, there is a lack of documented structured approaches that support researchers in applying text analytics for their reviews [30] . In this contribution, various phases are therefore discussed using practical case studies to facilitate their application in a variety of research areas.
The first step of a literature search is supported by information retrieval methods, and it is important to define the range and purpose by setting a search query range in advance [31] - [34] . Various truncation-, proximity-and Boolean operators can be used to define the relationship between semantic terms that have been enriched by various thesauri [28] , [32] . Ontologies, as well as their enrichment (for example, via bootstrapping), have been extensively used for mapping relationships in various domains [35] - [38] ; however, a combined approach by utilizing mining and learning procedures, as well as advanced information retrieval, is still lacking. We also would like to address an important intermediate step, namely, the generation of the literature corpus.
Because various steps from a large set of possibilities lead to the corpus and many possibilities result from the corpus, we selected a model illustrated as an artificial intelligence double funnel (see Figure 5 ).
The collection of semantic terms to build a taxonomy or an ontology may generally be pursued via supervised (requires manual labeling and training), reinforcement learning, such as bootstrapping or unsupervised learning (using automated classification procedures) [3] , [39] , [40] . Relevant text clusters for semantic enrichment may be identified by using mathematical algorithms, such as k-means [41] or maximum entropy models [42] , [43] . These methods have also been used to identify thematic areas within a text [44] . Within this paper, only abstracts of scientific papers are used to create a large body of literature. On the one hand, abstracts and keywords are, most of the time, available in many online databases without access restrictions; however, on the other hand, the abstracts provide the highest information density within a corresponding scientific publication [45] , [46] .
III. STIRL -GENERATION AND APPLICATION OF SYSTEMIC TAXONOMIES VIA INFORMATION RETRIEVAL AND SEMANTIC LEARNING
The STIRL methodology presented in this work (see Figure 1 ) leverages learnings from previous studies that apply the use of ''text mining'' and ''information retrieval'' to support systematic reviews: Felizardo et al. describe an approach that combines classical methods for the initial phases of a review with text mining support for later stages [47] . Xiao and Watson provide a current literature review typology framework for stand-alone (describe, test, extend, critique) as well as background reviews [17] . STIRL supports descriptive as well as critical reviews since all of them are denominated as ''include all.' ' Thomas et al. suggest that the search and analysis phase of a literature review can be supported by text mining [27] . Therefore, we combine current literature review methodologies [8] with state-of-the-art text mining approaches [48] , [49] into a process model, which we used for the analysis described in this paper -see Figure 1 . The phases of STIRL are presented in detail within the following subsections.
A. INFORMATION RETRIEVAL
The collection of scientific articles represents a major ''side effect'' of any scientific research process, and it is often supported by classical information retrieval [34] . An aggregated literature set often comprises a vast amount of papers where the subject broadness is often defined by the research scope. For ''extend'' and ''test'' literature reviews [31] , the authors thoroughly select high-quality articles in a magnitude of approximately two hundred articles by applying expert knowledge. The articles generally provide high overall information density with respect to the topic in question.
To mitigate the ''garbage-in-garbage-out'' effect, it is important to start the literature search with the most suitable VOLUME 7, 2019 FIGURE 1. STIRL methodology -the artificial intelligence double funnel.
search algorithms. We would like to point out that ''information retrieval'' is not a new technology. It has been in use for decades but has mostly been used by trained information scientists or librarians. However, we extend the use of classical information retrieval by reinforcement learning, which produces significantly more hits than conventional online searching. In addition, we recommend the generation of text clouds, which allows for visualization of terms from the semantic proximity of known search terms. We suggest that the application of basic information retrieval algorithms should be used by every scientist because it is quite easy to understand and because it is becoming more and more indispensable due to the greatly increased number of scientific articles. We suggest focusing on Boolean, proximity and truncation operators since almost all literature portals offer their use.
Our approach applies a fuzzy-based query and aggregation procedure where the input vocabulary gets enhanced by a semisupervised learning procedure, which can also be regarded as bootstrapping since a small set of terms gets accumulated step by step using ''precision'' and ''recall'' as evaluation criteria [3] .
Sometimes it might be essential to get a broader overview that covers more distant areas of the research subject -with our new approach, it is possible to extend the review process to get a ''view beyond the horizon'' [50] . Therefore, it is essential to formulate a comprehensive search query where several thousand hits may be obtained. A search query for ''data science,'' for example, should also include ''big data,'' and it may also include ''artificial intelligence'' since AI technologies are often related to big data procedures [35] . A search for ''customer relationship management,'' for example, should also include the abbreviation ''crm'' as well as the search term ''customer'' in proximity to the abbreviation since ''CRM'' is often used for ''certified reference material'' [36] . A search query should therefore be enhanced by using proximity and truncation operators [34] , as well as taxonomies such as MeSH or WordNet ( [37] , [38] . To search for medical diseases, we thus could include articles where the medical term has been intercepted by other terms (''bacterial infections'' and ''bacterial skin infections''). A search query to find articles about organization design applied to information technology could look as follows:
((Organi?ation* NEAR/3 (design OR structure) AND (information NEAR/3 technology))
The methodologies mentioned in chapter II are generally selected to improve the precision of a search. At this point, however, high precision [39] is not yet essential if the primary objective is to obtain a view beyond the horizon related to a given subject. To break down the surplus of articles due to query extensions, subsequent analytical methods may be required. However, the magnitude of the surplus needs to be optimized via search query optimization steps [39] . Thus, by applying our STIRL methodology, we switch between recall and precision enhancing methods until we end up with the first comprehensive literature corpus.
B. TAXONOMY ENHANCEMENT
Moed and Halevi illustrate that the level of downloads within a given research subject is highest for review articles [51] . In accordance with our STIRL methodology, we suggest separately identifying and classifying a set of review papers because they may play an important role in generating systemic taxonomies or ontologies [17] , [52] . Review articles help by defining borders and specifics of a given research field. Systematic reading and scanning of review articles supported by classification tools and learning procedures, as well as articles that are dedicated to generating taxonomies or ontologies, have played an important role in enhancing our given taxonomy, which will be demonstrated later in this article [53] . Finally, we expand our search queries through automatic classification of the literature corpus (for an overview of text extraction methodologies, see [18] ). Thus, taxonomies taken from review articles and through automatic classification of a larger research framework will be combined. Throughout the full STIRL methodology, it is recommended to constantly monitor the precision / recall ratio that may require manual reading of abstracts or full articles.
In conclusion, it is important to dissect the corpus of documents into different topics. According to the subject area to be examined, there are different approaches in the literature that discuss an optimal number of topics. Through a normalized mutual information (nMI) process, it can be quantitatively compared to the output of clusters and used as an external validation source. This results in how close the individual clusters are to the underlying taxonomy [54] .
In addition, pointwise mutual information (PMI) can be used to determine the correlation of topics. The coherence is defined as:
The larger the PMI is, the more likely it is to imply that the topics k and p are coherent. As a rule, topics are formed with a number of 10 top words [55] , [56] . Further methods for determining the best number of topics, which are partly based on the PMI, are known as the ''Elbow Method'' [57] or the ''Davies Bouldin Index'' [44] , [58] . Due to numerous variations of those methods with their own advantages and disadvantages, we reference existing papers related to this topic. For example, Liu et al. compared 11 methods in 2010 [59] .
The generated taxonomy is then applied to the full literature corpus. Precision / recall ratios [52] can provide an indication for evaluation of a given taxonomy. In case of a nonsatisfying evaluation, the taxonomy should be further improved. In accordance with state-of-the-art text mining methods, we suggest an iterative approach between various phases of STIRL. Both supervised and unsupervised learning techniques can be applied [60] , [61] . Once the evaluation results are satisfactory with respect to the precision-to-recall ratio, the systemic taxonomy can be applied.
C. BOOTSTRAPPING
Designations and abbreviations disambiguate over time and vary according to the context of the topic. Just as CRM can stand for ''customer relationship management,'' it can also be synonymous with ''certified reference material,'' as we explained earlier. For diseases directly related to the term ''cancer,'' we currently find approximately 5,000 terms in the catalog of the National Library of Medicine (MeSH catalog), and if different spellings are taken into account, there are even more. Even among experts, the scope of terminology or the degree of disambiguation is not always fully clear.
Especially for amateurs in a field, it is a challenge to find the right search terms for diseases. However, to simplify this process, we use the know-how of experts that have published articles about it to define the search term scope. An initial set of articles found that way may provide further terms that are often located in close proximity to the terms already used. Together with the new terms, a subsequent search is performed until no new search terms can be found with reasonable effort. Similar to the small strap, which helps to pull up the entire boot, an initial search helps. The verification of the bootstrapping process should always be checked against the precision-to-recall ratio.
D. CORPUS
An important intermediate result of the STIRL model is the creation and quality assurance of the text corpus generated with the methods described above. It contains scientific articles that are to be used for further steps. The corpus may also contain meta-information, such as keywords or tagging information, provided by the authors or created by a comparison to known taxonomies, catalogs or ontologies. Time stamps should also be taken into account, for example, whether they contain the publication date or the data entry date. In addition, duplicates and formatting conflicts must be removed or harmonized. For further processing, numbers and special characters must be removed. This includes approaches for reducing a number of words to root forms, removing program code, such as HTML syntax, or applying stop word lists. The corpus should also be examined randomly for meaningfulness and gross errors. For this purpose, an expert should be consulted if the reader is not an expert themselves. The body of literature can also be dynamically maintained by employing alerts or monitoring. If the data sets vary dynamically, an audit trail to monitor changes is mandatory. Such a text corpus can also be considered as a collective reference containing the aggregated information on a subject. In addition, the corpus provides an easy way for researchers to exchange scientific research results to define a common starting point.
E. TOPIC MAPS, LATENT DIRICHLET ALLOCATION AND OTHER TOPIC-FINDING METHODOLOGIES
After the corpus has been created, contents and data quality need to be reviewed. This includes a rough sorting or clustering of the contents and can be performed using keywords or time intervals. Unsupervised clustering may be useful in many cases. For this purpose, we also use methodical approaches, which can be assigned to artificial intelligence. The ISO standard methodology ''Topic Maps'' may help with navigating via abstracted levels and through simplifying semantic structures -a document corpus can hereby easily be mapped and searched for patterns. The different topic maps vary depending on the number of articles they comprise. The semantic boundaries and distances between different topics can also be determined and visualized, as will be depicted at a later point within this article. The topic maps may be described by corresponding keywords and semantic VOLUME 7, 2019 relationships -a knowledge map could be the result of a topic map analysis. A well-known generic syntax for visualizing corresponding topics is OWL (web ontology language) [62] . Another important tool for identifying subtopics with smaller text passages is represented by a methodology called ''latent dirichlet allocation'' [63] , [64] .
F. EVOLUITON
Because most scientific topics develop over the course of several decades, a historical analysis is indispensable. This makes it relatively easy to determine when and where the topic originated. Because it is also natural for central topics to evolve semantically, system visualization can be helpful, as we will demonstrate later in this article with the topic ''Data Science.'' Some scientific statements are quickly forgotten or are only popular for a certain period of time. Through a historical analysis, the influence of classical media may also be noticed, and sometimes the thematic assessment of the nonscientific world is quite distinct from the scientific one. In that way, we were able to show that the level of managerial knowledge in the environment of enterprise architectures is quite different from that in science. Via time series analysis throughout the complete article set, historic events can be identified, new subcategories may be determined, and future predictions can be made [65] .
G. TOPICS & TRENDS, PREDICTIVE ANALYTICS
The generated systemic taxonomy, as well as the historic analysis, can now be utilized in more detail for trend detection [66] or predictive analytics [67] . Because of increased attention, more articles will be published within a given time frame and may be defined as a trend. Various automatic and semiautomatic text mining procedures may be applied to detect trends [66] . Another aspect in the prediction can be the derivation of future interests. Different approaches and algorithms, such as ARIMA or ''Multi-Layer Perceptron,'' are available [68] .
H. RANKING AND VISUALIZATION OF RESULTS
To investigate a field of research, it is not the thematic analysis alone that is important -very often, the overall ranking of topics, journals and authors within a corpus is also a matter of weighting. Which topics are published in journals with the highest impact factor? Which are the most important and most frequently cited authors? These are elements that are not apparent through simple reading but that can only be made visible through additional analyses or through experience and expertise. However, the use of the ''Journal Impact Factor'' alone is not sufficient, as Seglen has explained, since articles in lesser known journals can also have a high scientific value [69] . Furthermore, the recitation rate is also not always meaningful on its own, since recently published articles, for example, cannot yet have high citation scores. A large number of scientific publications receive no attention, as MacRoberts and MacRoberts explain [70] . Through the analysis of an extensive, systemic body of literature, neglected topics can be discovered. Here, for example, the k-means algorithm can be used to discover rare but potentially important topics [71] . Various types of metadata might be available depending on the source of contents within the corpus that would be suitable for weighting [72] . Sometimes, metadata are available only to a portion of the corpus -a separate analysis might be suitable, for example, the PubMed database is enriched by MeSH medical subject headings, which represents a taxonomy by itself. To compare distinctive metadata findings with other results, the mapping of metadata might be suitable, as we demonstrate later within this article where we map MeSH with the nomenclature of the World Health Organization (WHO). In addition to quantitative characteristics, such as the number of citations, trends should be checked critically. Other qualitative characteristics can be checked with, e.g., the ''C.R.A.P. Test'' [73] . The background of the journal in which the publication appeared, for example, helps to classify the exact context, just as the information regarding the peer reviewers of the respective issue gives an indication of the possible focus. The journal's ranking provides further insights. There are various scales, such as http://eigenfactor.org [74] or the h-index. Forums such as https://pubpeer.com/ help for checking whether there are already ongoing critical discussions about the article in the scientific community [1] .
The more analysis criteria are used, the more confusing it becomes to derive the findings. For this reason, it is recommended to use a visualization technique. When selecting the form of presentation, it is recommended to examine advanced alternatives in addition to classical visualization forms (e.g., tables, text-clusters, line / bar / pie diagrams). Rekik et al., for example, used wheel graphs in their work [75] to present extensive and complex meshed results. A comprehensive overview of different visualization types has been elaborated by Kucher et al. When they published their work in 2015, a total of 141 different types had already been identified and published on a web page with filter options to find the suitable methodology (http://textvis.lnu.se/). In December 2018, the web page contained 430 different types, each of which has its own advantages and disadvantages and must therefore be selected on the basis of the available data [76] . If complexity increases greatly, we recommend a system visualization as it is used, for example, in systems biology or medicine. In the following case studies, we will present an illustrative example [77] .
IV. APPLICATION AND EVALUATION OF THE STIRL METHODOLOGY A. QUALITATIVE CONTENT ANALYSIS TO GENERATE A TAXONOMY FOR AN INFORMATION TECHNOLOGY ORGANIZATION DESIGN FRAMEWORK
The first case study deals with the generation of a search query algorithm (information retrieval, bootstrapping). One of the major research goals of this project has been to provide generic guidance on how to design an information technology organization framework in an increasingly digitized world. It is important to set up a search query that generates high precision at first to generate an initial document pool and taxonomy for bootstrapping. It is recommended to test various search algorithms using syntactic operators [32] by using, for example, Boolean [78] , proximity and/or truncation operators (please note that retrieval algorithm syntax needs to be modified if you switch from one portal to another; NEAR/3 at ''Web of Science'' is equivalent to W/3 at ''ScienceDirect''). The query string from above, when used in various popular literature database portals (e.g., AIS eLibrary, IEEE Xplore, ScienceDirect, Web of Science, Wiley Online Library and SpringerLink), revealed 354 unique articles with high precision. Taxonomy building (bootstrapping) is being performed via qualitative content analysis (QCA). QCA has been described as a flexible methodology where impressionistic, intuitive, interpretive analyses may be used -it is highly useful when analyzing full texts for bootstrapping, especially, if only a small number of initial papers are available [53] . 820 different text snippets have been assigned in this project with QCA from 51 selected high-quality articles to form 23 distinct and seven broad categories: Strategy, Structure, Sourcing, Processes, People, Governance and Information. [79] The initial query needs to be extended with the new taxonomy, and it leads to a set of retrieval queries to build the literature corpus.
B. TAXONOMY ENRICHMENT AND EVALUATION FOR CUSTOMER RELATIONSHIP MANAGEMENT (CRM)
Our second example demonstrates, in an impressive manner, how bootstrapping can extend the search index. Customer relationship management (CRM) has been discussed in the literature since the 1990s and still represents a broad topic that is highly popular in science [80] . Within four decades, a broad and dynamic field has emerged.
Due to the long time frame and the availability of various review articles [81] - [83] , a small study investigated how a holistic taxonomy can be created by using cluster analysis and the subsequent merging of existing taxonomies with precision/recall quality assurance. For verification of the validity of the initial systematic taxonomy taken from review articles, a comparison of existing taxonomies has been carried out using a test corpus. The literature corpus is created and administered using the ''SAS Content Categorization Studio'' and comprised 1,206 articles using the database ''Web of Science'' only within the research area ''Business Economics.'' To avoid falsifications by linguistic changes (e.g., American / British) or generalized terms (e.g., management), the taxonomies were cleaned up first. The combined systemic taxonomy taken from three review articles plus terms collected via bootstrapping achieved significantly higher hit rates on the test corpus than the existing comparative taxonomies taken from the individual review articles. A closer look reveals that the existing taxonomies represent, to a certain extent, the research focus of the respective authors. The systemic taxonomy, however, creates a generalized form that represents a higher degree of objectivity (see Figure 2) .
As seen from the graph, the time-related analysis reveals that the existing and systemic taxonomies produce comparable amounts of papers at first (see Figure 2) . However, starting from the year 2000, it becomes evident that the field has broadened and that the systemic taxonomy reveals a lot more hits. From 2009 onward, the stability in the number of hits is perceptible for all review article taxonomies, whereby the systemic taxonomy yields between 500-600 hits and the reference taxonomies between 40-200 hits.
In addition to our systemic taxonomy, other analyses have shown that the dynamics in the field of CRM have increased [84] , [85] . For the year 2001, 20 relevant CRM subtopics have been identified, whereas in the year 2015, approximately 350 became recognizable. An article can be assigned to several subtopics due to different focal points, as mentioned earlier.
C. DETECTION OF MAJOR TRENDS IN LOGISTICS AND TREND INTERACTION ANALYSIS
Our methodology has been used to get an overview of recognizable external changes in the view of one major trend -demographic change. This may allow logistics dynamics concepts to be more sustainable and less sensitive towards future trends [83] .
Because supply chain management (SCM) and logistics have often been addressed alongside each other in a broad array of journals [86] , we conducted a parallel in-depth analysis [87] . Again, we utilized the data platform ''Web of Science'' because the contents of that database are often characterized by high-quality measures and the retrieval algorithms that can be formulated offer a relatively high degree of flexibility. A more sophisticated search is possible using database portals such as ''STN International.'' We selected articles published between 2005 and 2015. Although logistics and SCM experts were present in this study, we thoroughly compared our results to already existing reviews; therefore, we focused on the list of relevant journals provided by McKinnon (McKinnon, 2013). To identify major trends, we conducted automatic classification procedures using a mining software package (SAS Enterprise Miner) and approved the validity of four identified main trend areas (business process management, competitive advantage, strategic management, network structure) -see Figure 3 .
By connecting these selected trends to others from our taxonomy via semantic proximity classification analysis (for a methodological overview, see [88] ), we arrived at the following results: sustainability, information integration, Internet of things, supply chain collaboration and coordination, and integration provide the highest combined visibility. Operational and performance topics, such as vehicle routing, reverse logistics, purchasing and distribution, skills/competences, and organizational learning, could be identified as well. A trend interaction analysis [89] reveals that the interdependency of logistics with collaboration and information integration plays an important role that may shortly become essential. This may influence strategic perspectives on human resources and knowledge management within logistics (see, for example, [90] ).
D. TRENDS IN ENTERPRISE ARCHITECTURE MANAGEMENT
In the following analysis, we originally intended to focus on enterprise architecture because it differs from the pure information technology architecture. However, we noticed that many authors do not seem to be aware of these differences in nomenclature, especially in healthcare. Thus, we extended our taxonomy and chose ''a view beyond the horizon'' in the title of the article [50] . The discipline Enterprise Architecture (EA) was introduced in the late nineteen eighties and has since evolved into a well-known practice for managing information systems in alignment with business capabilities [91] . The rate of articles published in this field is still significantly above average compared to other science publications [2] , and we expected to find interesting new dynamics. We initially searched for scientific publications in the following databases: IEEE Xplore, ScienceDirect, SpringerLink, Web of Science, and ACM Digital Library. The selection of portals is based on initial precision / recall studies that we perform with simple search algorithms. We did not restrict our search to the term ''enterprise architecture'' since the naming of the discipline evolved with time. After approval of our search strategy and quality assurance of the results, we ended up with 3807 relevant publications since the beginning of this research area. We applied a semisupervised topic identification method [92] to identify past trends. In addition, we applied a fully unsupervised analysis with maximum entropy classifiers [93] to better learn and understand the dynamics of trends. A combination of the software products ''SAS Content Categorization Studio'' and ''RapidMiner'' was used for the text analysis. RapidMiner is available as ''open source'' and as a commercial application. We applied the educational license for this study. An educational license can be obtained from the RapidMiner website at https://rapidminer.com/.
We propose trends that may evolve or diminish in the future by applying the ARIMA models within the software product ''R''; however, from early-stage studies, we anticipate that it is possible to improve the models for prediction. We are currently elaborating genetic algorithms to improve our predictions [94] , [95] .
Our examination reveals that, for almost a decade after introduction of the new research field, publications focused mainly on subject understanding. Later, the focus shifted towards application and management of enterprise architectures [96] . We identified ''modeling'' as the third significant subcategory, and again, we observed increasing dynamics within this research field. For almost two decades, enterprise architecture management remained relatively silent with two semantic subcategories only, agility and sustainability. As of today, the field is quite broad and scientific importance is still given, and we propose that it will stay that way for several years [97] . The results of our analysis for current trends are depicted in Figure 4 .
Agile and adaptive concepts were a major subject in the context of EA more than a decade ago -they are currently becoming more prominent again; also, we identified and approved smart machines, sustainability and ''complexity theory'' as major fields that will influence enterprise architecture management in the near future. These topics have not been identified in many earlier reviews [50] .
E. SCIENTIFIC COVERAGE OF DISEASES VERSUS BOD (BURDEN OF DISEASE) STUDIES
We have selected the following study in this paper to demonstrate that, for a specific purpose, some steps can be skipped. The aim of the following study is to compare a large quantity of findings from the scientific literature world with a large quantity of findings from another discipline -the comparison to the burden imposed on humans by diseases. We do not need bootstrapping since we use all terms for all diseases that are available within the NLM's (National Library of Medicine) MeSH [98] (medical subject headings) thesaurus listings for diseases. To be exact, we searched for disease names listed in section C. However, we apply some proximity rules.
We want to investigate how the quantity of medical research publications related to diseases is congruent to the output of the WHO burden of disease studies [99] . The problem that we face appears to be the amount and degree of ambiguity of terms used to describe diseases [28] . For example, the MeSH catalog of the year 2017 [100] provides approximately 5000 different terms alone for ''cancer'' (or neoplasms, respectively). However, we managed to map the complete term set of sector C (diseases) of the MeSH thesaurus of 2015 into input queries to search for relevant articles -in addition, we applied a proximity operator and algorithm framework [101] to identify diseases where the sequence of words may vary (e.g., ''connective tissue neoplasms'' and ''neoplasms of the connected tissue'') or where the medical term has been intercepted by other terms (''bacterial infections'' and ''bacterial skin infections''). The search for articles was limited to both the type of publication VOLUME 7, 2019 of ''Journal Article'' and a selection of 10 general highly ranked (H-Index) medical journals that have exclusively been dedicated to major medical research events [72] . After data quality assurance, we analyzed 55024 journal articles, including metadata, keywords and abstracts covering approximately 30 years as taken from the PubMed database [45] .
We analyze the results via a simple relevance ranking mechanism and compare the output to the WHO Global Burden of Disease [102] data for the top 20 disease categories that cause the largest number of burdens according to the WHO (see Figure 5 ). It is interesting to note that, only approximately ten years ago, Jensen et al. [28] pointed out that further developments in the area of literature analysis can be expected from integrating results with other data sources.
To integrate our results with the WHO database, we apply the MeSH terms as input queries and mapped to codes with the WHO disease classification scheme. We would like to point out that we were able to successfully use the MeSH thesaurus as an input query in contradiction to the findings of Atal et al. [102] .
By comparing our results with the GBD output, we observe several similarities -the quantitative amount of research publications in major medical journals appears to correlate with the urgency of research in many areas (see Figure 5) . However, we also identify some differences (differently shaded sequences, see below). For example, we found that diarrheal diseases that represent a major cause of deaths in the world are not equivalently mentioned in major research journals, while other diseases are covered much more frequently, for example, ''HIV Infections'' and ''Congenital Abnormalities.'' Alzheimer's disease is underrepresented compared to the burden that is caused by the disease. For breast cancer, for example, we observed an increase in publications on the subject before the disease was listed in the GBD. It became popular before it was included in the WHO listings.
F. THE METAMORPHOSIS OF DATA SCIENCE
Our final case study in this context presents an example of using the entire workflow of the STIRL methodology. We analyze various scientific research topics that belong to ''data science'' -we regard this term as a universal technology and methodology that includes both ''big data'' and ''artificial intelligence'' (among others). The basics of artificial intelligence have already been presented by McCarthy et al. in 1956 [103] . Advances in machine learning have been published in the 1950s as well [104] . Both topics continued to develop -in the 1960s, similar topics such as ''Library and Information Science'' evolved [105] , and ''Business Intelligence'' systems were mentioned as early as 1958 [106] and have been extended with what we know as data warehouse technology [107] . Now, there are also many articles available where ''Big Data'' [21] has been mentioned as the overwhelming technology. We have also noticed that authors report on interfaces between various disciplines (for example, see [3] ) and that many authors try to illustrate comprehensive graphics in which several data science areas are visualized in an interlinked fashion. We analyze this interlinking and examine approx. 50,000 publications with the STIRL methodology to obtain a ''clear'' systemic visualization and to gain further insight regarding data science. Figure 6 demonstrates that different areas such as ''learning,'' ''artificial intelligence,'' ''business intelligence'', ''information systems,'' ''big data'' and ''analytics'' had originally been identified as separate topics. However, the intensity of the interconnecting processes is clearly increasing so that we can almost speak about a single conglomerate in the years of 2013-2017. Because all subject areas are encompassed in ''data science,'' we can observe a ''metamorphosis'' or a ''symbiogenesis'' of data science. We predict that, within the next ten years, the technologies will further merge into an all-embracing data science.
V. DISCUSSION AND CONCLUSION
We apply our methodology STIRL with varying mining methods to different literature database outputs. One major difference from ''classical'' review generation procedures is the taxonomy enrichment achieved both by bootstrapping and by applying natural language processing methods. We apply advanced information retrieval technologies by using proximity and truncation operators. Depending on the diversity of a topic, this may easily become much more complicated. However, if the search algorithms consist only of a few basic retrieval operators, it may supersede a manual selection process. In this paper, the artificial intelligence double funnel has only been applied to articles. However, because we consider it principally possible and useful to also examine other big data sources with the double funnel, we have also included ''big data'' in the chart (see Figure 1) .
To compile our methodology, we proceeded step by step as illustrated by the case studies described in this article. For the investigations described in this article, we used various commercially available tools (i.e., SAS or RapidMiner). However, we also strive to map the entire process in one step using open-access tools. To check the general practicability of our approach, we utilize the STIRL procedure in teaching. Our students work largely independently on the various steps with their individual topics, and it appears to work for a variety of topics. Within the framework of bachelor and master theses, we further develop and synthesize the technical environment such that we currently operate a one-stop shop featuring open-source tools.
Basically, our current system works as follows. Once the user has entered specific search queries, the service automatically calls various APIs (Application Programming Interfaces), such as ScienceDirect's, and begins the STIRL process described above. Alternatively, users can also start in the middle of the process and upload a finished corpus and then choose between different analytic methods. The current status of our web service ranges from preprocessing, such as removing stop words or lowercase and uppercase letters, calculating the inverse document frequency, Porter-, Schneeball-or Lancaster stemming methods, creating clusters (user-defined or calculated), to final visualization in word clouds or graphical networks. The latter can connect to the interface of the ''Gephi'' program that has been used for the visualizations presented in this article. The user is able to view various graphs and tables in an overview.
To complement our procedure, we are currently developing methods with which we can generate simplified review articles from the graphics or the corpus using natural language generation (NLG). We hereby suggest using the following open-source building blocks:
The web service is a combination of different Python programs as backend services, such as Flask (1.02), flaskrestplus (0.12.1) and Flask-SQLAlchemy (2.3.2), as well as Ionic CLI (4.10.3) and Ionic Framework (ionic-angular 3.9.2) for the user interface. For the text mining process, we have used libraries such as matplotlib (3.0.3), nltk (3.4), numpy (1.16.2), pandas (0.24.1), SpeechRecognition (3.6.3), textract (1.6.1), textstat (0.5.5) and wordcloud (1.4.0). For more information, please consult https://www.elsevier.com/solutions/ sciencedirect/support/api, https://gephi.org/gephi/0.9.2/api docs/, https://ionicframework.com/, https://angularjs.org/, https://www.python.org/.
In addition to our continuous technical improvement, we constantly apply quality assurance to obtain reliable artificial intelligence, for example, by testing the precision to recall ratio. We verify the usefulness of our outputs at various stages in the context of several divergent research areas. STIRL appears to be applicable to generate a scientific ''view beyond the horizon'' of any subject; we also believe that the methodology can easily be expanded to other media, such as images, sounds or video sequences; however, additional research is required to prove the general adequacy. We would like to point out that our methodology is designed to be suitable for highly developed topics. It is questionable, for example, whether this method is applicable to very current topics, such as blockchain, or to current developments in the field of quantum computing. Further research on the use of artificial intelligence methods on very contemporary or limited topics is definitely needed. To be able to use artificial intelligence meaningfully in this context, a large amount of data should be used. The research field under investigation needs to provide dynamics and many subtopics to yield meaningful results.
We therefore propose limiting the STIRL procedure to research areas that have been the subject of scientific publications for more than a decade and where several thousand publications are present. However, by analyzing large literature sets with information retrieval, text mining or other artificial intelligence technologies, it should also be possible to identify neglected areas of interest. To fully complete the procedure, it should also be possible to write the review article using text generation [108] . We are currently working on realizing this final step.
