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УМНОЖЕНИЕ ПО БОЛЬШИМ МОДУЛЯМ С ИСПОЛЬЗОВАНИЕМ 
МИНИМАЛЬНО ИЗБЫТОЧНОЙ МОДУЛЯРНОЙ СХЕМЫ МОНТГОМЕРИ  
Предлагается новый быстрый алгоритм умножения по большому модулю p, реализующий ми-
нимально избыточную модулярную схему Монтгомери. Главной отличительной особенностью разра-
ботанной схемы является использование интервально-индексных характеристик и интервально-
модулярной формы чисел в базовых процедурах расширения кода. Достигаемая за счет этого оптими-
зация синтезированного мультипликативного алгоритма обеспечивает (3,5−3,6)-кратное повышение 
производительности в сравнении с наиболее близким лучшим аналогом при выполнении на однопроцес-
сорной ЭВМ. При этом необходимый объем табличной памяти в случае 1024- и 2462-битовых p не пре-
вышает соответственно 1,2 и 6,46 Гб. Если пороговые значения размера памяти таблиц для указан-
ных p составляют 141 и 334 Мб, то получаемый выигрыш в быстродействии является двухкратным. 
Введение 
В настоящее время арифметика модулярных систем счисления (МСС) – модулярная 
арифметика (МА) – широко применяется в системах параллельной обработки для решения за-
дач, требующих быстрых точных вычислений. Спектр таких задач охватывает, в частности, 
процедуры цифровой обработки сигналов, системы электронной цифровой подписи, базовые 
преобразования криптосистем с открытым ключом на основе схем RSA, Рабина и т. д. [1−15].  
Внутренний параллелизм модулярных вычислительных структур (МВС) обеспечивает им 
ряд существенных преимуществ над позиционными структурами при проведении расчетов в 
диапазонах больших чисел (ДБЧ). К таким преимуществам относятся: 
– независимость времен выполнения модульных операций от числа оснований, а значит, 
и длины кода МСС; 
– приспособленность алгоритмов МА к конвейерному и табличному методам вычислений; 
– простота организации на базе инструментальных платформ позиционного типа много-
машинного и мультипроцессорного режимов обработки данных; 
– гибкость табличного механизма реконфигурации МВС. 
Исследования последних 10-15 лет по проблематике применения модулярной вычисли-
тельной технологии (МВТ) на ДБЧ в системах защиты информации (СЗИ) фактически базиру-
ются на стратегии, которая нацелена на реализацию как перечисленных выше, так и ряда дру-
гих ключевых достоинств МВС в максимальной мере. Подавляющее большинство публикаций 
по криптографическим приложениям МВТ посвящено созданию высокоскоростных средств для 
выполнения операций умножения и возведения в степень по большим модулям, главным обра-
зом мультипликативных процедур, основанных на схеме Монтгомери [5−15]. В данной схеме 
используется операция деления нацело, а не операция общего деления. Поэтому модулярные 
версии алгоритма Монтгомери отличаются высокой производительностью. Вместе с тем при-
менение в известных МА-умножителях по модулю на ДБЧ оснований разрядностью 32 бита 
затрудняет внедрение табличного метода, что ведет к снижению быстродействия. 
Эффективную альтернативу по отношению к разработанным мультипликативным  
МА-процедурам составляет класс процедур табличного типа, которые базируются на МСС с 
основаниями, допускающими широкое применение таблиц как на аппаратном, так и програм-
мном уровнях. 
Наиболее трудоемкую часть МА-алгоритмов Монтгомери составляют операции расши-
рения модулярного кода (МК). Оптимизация процедур выполнения данных операций является 
важнейшим направлением развития МВТ на ДБЧ для криптографических приложений. Эффек-
тивной основой для решения обозначенной оптимизационной проблемы могут служить мини-
мально избыточные МСС (МИМСС) [16].  
Представляемая в настоящей статье разработка нацелена на реализацию ключевых преиму-
ществ табличной версии компьютерной арифметики МИМСС – минимально избыточной МА 
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(МИМА) на ДБЧ в части оптимизации базовой немодульной процедуры для алгоритмов умноже-
ния по модулю на основе схемы Монтгомери. 
1. Компьютерно-арифметическая база модулярных мультипликативных процедур 
на основе схемы Монтгомери  
На множестве Z целых чисел (ЦЧ) МСС определяется с помощью попарно простых осно-
ваний – натуральных модулей m1, m2, …, mk (k ≥  2). Число X ∈ Z в данной МСС представляется 
набором )...,,,( 21 kχχχ  остатков 
imi
X=χ  от деления X на mi ( ki  ,1= ). Через ma  будем обо-
значать элемент множества Zm = {0, 1, …, m − 1}, сравнимый с a (в общем случае рациональной 
величиной) по модулю m > 1. В МСС с основаниями m1, m2, …, mk может быть закодировано не 
более ∏
=
=
k
i
ik mM
1
 ЦЧ. Обычно в качестве диапазона МСС используют множества 
}1...,,1,0{ −= kM MkZ  и − kMZ  = {−⎣Mk /2⎦ , −⎣Mk /2⎦+1, …, ⎡Mk /2⎤  −  1} (обозначения ⎣a⎦  и 
⎡a⎤ употребляются для ближайших к a соответственно слева и справа ЦЧ). 
Компьютерная реализация отображения ΦМСС: DZZZ →××× kmmm ...21  (D = kMZ  или 
D = −
kMZ ), ставящего в соответствие МК )...,,,( 21 kχχχ  элемент X диапазона D, может быть осу-
ществлена [16] с помощью соотношения  
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jk mM ;  Ik(X) − интегральная характеристика МК (ИХМК), на-
зываемая интервальным индексом (ИИ) числа X относительно модулей m1, m2, …, mk . Выраже-
ние (1) называется интервально-модулярной формой (ИМФ) ЦЧ X. 
Справедливо [16, 17] следующее утверждение. 
Теорема 1. Для ИИ Il(X) ЦЧ X ∈ lMZ  в МСС с попарно простыми основаниями m1, m2, …, 
ml-1, ml  ≥ l − 2 (l ≥ 2), имеет место формула 
Il(X) = ˆ ( ) ( )l l lI X m X− Θ ,                                                          (2) 
где 
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)(XlΘ  − двузначная величина, принимающая значения 0 или 1. 
Величина )(XlΘ  называется минимальной ИХМК (l−1)-го порядка, отвечающей ЦЧ X 
( kl ,2= ). 
Как следует из теоремы 1, в классической (неизбыточной) МСС вычисление интерваль-
но-индексной характеристики I(X) = Ik(X) требует применения общего алгоритма формирования 
ИХМК [16, 17], который является довольно трудоемким. Арифметические свойства МСС уда-
ется значительно улучшить за счет избыточного кодирования элементов рабочего диапазона. 
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Предложенное в [16] так называемое минимально-избыточное модулярное кодирование 
ΦМИМСС: DZZZ →××× kmmm ...21  предусматривает использование диапазона D с мощностью 
|D |  < Mk. Сущность реализуемого принципа раскрывает следующее утверждение. 
Теорема 2. Для того чтобы в МСС с попарно простыми основаниями m1, m2, …, mk  ИИ 
I(X) = Ik(X) каждого элемента X диапазона D  = −M2Z  = {−M, −M+1, ..., M−1} (M =  m0Mk−1; 
Mk−1  = ∏−
=
1
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im ; m0  – вспомогательный модуль) однозначно определялся компьютерным  
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При этом для I(X) верна формула 
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Компьютерный ИИ ˆ ( )kI X вычисляется согласно (3), (4) при l = k. 
Из (5) после деления на Mk − 1 и последующего перехода в обеих частях полученного ра-
венства к антье следует, что 
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Для многих компьютерных приложений, включая СЗИ, достаточно в качестве базовой ис-
пользовать версию МИМА, ориентированную на оперирование лишь с неотрицательными ЦЧ. 
В этом случае требуемая конфигурация МИМСС должна удовлетворять следующей теореме. 
Теорема 3.   Для того чтобы в МСС с попарно простыми основаниями m1, m2, ..., mk  ИИ 
I(X) каждого элемента   диапазона D+ = ZM = {0, 1, …, M − 1} однозначно определялся компью-
терным ИИ ˆ ( )kI X , рассчитываемым по (3), (4) при l = k, необходимо и достаточно, чтобы k-й 
модуль МСС удовлетворял условию mk  ≥  m0  + ρk − 1, max (m0 ≥ ρk − 1, max ;  см. (7)). При этом для 
I(X) справедлива формула 
0
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Из теорем 2 и 3 видно, что при минимально избыточном модулярном кодировании ин-
тервально-индексные характеристики и ИМФ (1) позволяют достичь принципиально нового, в 
сравнении с традиционными конфигурациями МА, уровня оптимизации немодульных проце-
дур по таким, в частности, показателям, как быстродействие и объем реализационных затрат. 
Весьма показательными в этом отношении являются операции расширения МК, выполняемые в 
рамках МА-алгоритмов Монтгомери для умножения по большим модулям. 
Расширение МК )...,,,( 21 lχχχ  на основание mj  МИМСС (1 < l < k; l < j  ≤  k) сводится к 
вычислению ИИ Il(X) по формулам (3), (4), (6) и последующему применению ИМФ l-го порядка 
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(см. (1)). Результирующее расчетное соотношение для рассматриваемой операции расширения 
кода имеет вид 
j
j
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j
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1
1
1
1
1,1, )( .                                  (8) 
Предполагается, что число X, отвечающее МК )...,,,( 21 lχχχ , служит элементом диапазона Dl = 
= }1'...,,1','{'2 −+−−=− MMMMZ ( 10' −′= lMmM , 0m′  − вспомогательный модуль, max,10 −ρ≥′ lm  
(см. (7))), который выбирается в соответствии с требованием минимальной избыточности МСС 
с основаниями m1, m2, …, ml, т. е. согласно теореме 2 – с учетом условия ml ≥  2 0m′ +ρ l − 1, max. 
Это гарантирует корректность расчетного соотношения (8) операции расширения кода 
)...,,,( 21 lχχχ . 
Что касается модульных операций над произвольными ЦЧ A и B, заданными своими ми-
нимально избыточными МК (МИМК): 
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В свойстве (9) заключается главное фундаментальное преимущество МА над арифмети-
кой позиционных систем счисления (ПСС). 
2. Модулярная версия метода Монтгомери для умножения по простому модулю  
Известно, что продуктивность компьютерных приложений МВТ значительно возрастает 
с повышением уровня модульности целевых функций решаемых задач, причем на диапазонах 
больших чисел влияние данного фактора является особенно ощутимым. Весьма показательным 
в этом отношении примером служат МА-версии мультипликативных процедур на базе метода 
Монтгомери [9, 10, 12−14]. Дело в том, что в рамках метода Монтгомери для получения иско-
мого произведения операндов A = (α1, α1, …, αk) и B = (β1, β2, …, βk) в качестве базового ис-
пользуется выражение, значения которого кратны специально выбираемому вспомогательному 
модулю, а поскольку деление нацело (формальное деление) в МСС относится к разряду мо-
дульных операций, то МА-реализации применяемого подхода и обеспечивают высокую эффек-
тивность. Кроме того, переход от традиционной (неизбыточной) МА к МИМА, которая отлича-
ется более совершенными немодульными процедурами, включая процедуру расширения кода, 
позволяет достичь еще большего дополнительного повышения эффективности МСС-реализа-
ций метода Монтгомери. 
Остановимся подробнее на проблеме разработки минимально избыточной модулярной 
версии алгоритма Монтгомери умножения по простому модулю p. 
Искомая вычислительная схема A и B по простому модулю p методом Монтгомери 
[9, 18−20] конструируется на основе выражения вида 
pCpСС M~
1 ||~ −−+= ,                                                         (10) 
где C = AB; M~  − некоторый вспомогательный модуль, взаимно простой с p и удовлетворяю-
щий условию p <  M~ . Сущность основополагающей идеи, выдвинутой Монтгомери [18] для 
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построения требуемой мультипликативной схемы, состоит в обеспечении кратности значений 
выражения (10) модулю M~  при любых A и B. Указанное свойство базового выражения (10) 
вытекает из равенства 
0|||||||~| ~1~~1~ =−=−+= −− MMMM pCpСpCpСC .                                       (11) 
Из равенства (11) следует, что число  
MMCppCMС M
~/)~/)|(|(~/~ ~1−−+=                                               (12) 
является целым. При этом переход в (12) к остаткам по модулю p дает 
ppp MABMCMС |
~/||~/||~/~| == .                                                 (13) 
В соответствии с (13) в качестве искомого произведения операндов A и B принимается ЦЧ 
QpMCMAB p −==γ )~/~(|~/|~ ,                                                  (14) 
где Q – однозначно определяемый (для заданных операндов A и B) целочисленный коэффициент.  
Пусть A, B∈Zp, тогда из (12) для MС ~/~  вытекает оценка MС ~/~ < MpMp ~/))1~()1(( 2 −+− = 
MpppMpMpp ~/)1(~/)~2( 2 −+=+− . Отсюда ввиду p < M~  заключаем, что MС ~/~ < 2p. Следова-
тельно, Q в (14) может принимать лишь два значения: 0 или 1. Таким образом, для определения ко-
эффициента Q достаточно воспользоваться одной операцией сравнения ЦЧ, а именно чисел 
MC ~/~~ =γ  и p. Изложенное позволяет заключить, что базовая вычислительная схема для метода 
Монтгомери сводится к операционной последовательности 
< C=AB ; D= );||(|| ~1~ MM pFCF
−−= )~/~(~;~ MCDpCC =γ+= −Qp (Q∈Q, Q={0, 1}) >.     (15) 
При выполнении умножения по модулю p в ПСС по схеме (15) вспомогательный мо-
дуль M~  удобно выбрать равным в двоичной экспоненте: bM
~
2~ =  ( −b~ разрядность M~  в битах). 
В этом случае операция D=|СF M~|  существенно упрощается за счет тривиальности процедуры 
приведения ЦЧ к остаткам по модулю M~ , а деление нацело C~  на M~  сводится к сдвигу двоич-
ного кода числа C~  на b~  разрядов вправо. 
Предполагается, что мультипликативная инверсия F=|−p−1 M~|  находится на этапе предва-
рительных вычислений. 
3. Синтез МИМА-алгоритма умножения по большим простым модулям на основе 
метода Монтгомери  
Перейдем теперь к проблеме построения минимально избыточной модулярной вычисли-
тельной схемы типа (15) для метода Монтгомери и синтеза на ее основе МИМА-алгоритма ум-
ножения по модулю p. 
Как видно из (15), трудоемкость ПСС-версий алгоритма Монтгомери определяется глав-
ным образом сложностью операций умножения больших чисел: AB , |СF M~|  и  Dp . Сказанное 
относится и к операции мультипликативной инверсии: F = |−p−1 M~| .  Однако являясь парамет-
ром долговременного использования, F может быть получена на этапе предварительных вы-
числений. Поэтому сложность операции определения F принципиального значения не имеет. 
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В МСС все указанные операции, являясь модульными, реализуются значительно проще, чем в 
ПСС. Именно этим обстоятельством, обусловленным внутренним параллелизмом модулярных 
вычислительных структур, в первую очередь и продиктована целесообразность применения 
МА в системах криптографической защиты информации.  
Пусть операнды A, B и модуль p заданы в МИМСС с основаниями m1, m2, ..., mk  и дина-
мическим диапазоном D = −M2Z :  A = (α1, α2, …, αk), B = (β1, β2, …, βk), p = (π1, π2, …, πk) – 
и пусть M~  = Ml = ∏
=
l
i
im
1
 (1 < l < k). Так как мультипликативная инверсия F ∈
lMZ  = {0, 1, …, 
Ml − 1}, то она однозначно определяется своим МК (ϕ1, ϕ2, …, ϕl), цифры которого находятся из 
сравнений πiϕI  ≡  −1(mod mi) (ϕi∈ ,imZ  i  = l,1 ). Решение данной системы сравнений произво-
дится на стандартных компьютерных диапазонах, причем в ходе предварительных вычислений. 
Число D также определяется кодом МСС с основаниями m1, m2, ..., ml:  
D = |СF
lM
|  = (δ1, δ2, …, δl) = )||...,,||,|(| 21 2211 lmllmm ϕγϕγϕγ , 
где                                               δi = |D im| , γi =| C im| = |αiβi im| (i= l,1 ). 
(16)
Поскольку ЦЧ D, полученное согласно (16), участвует в дальнейших вычислениях при по-
лучении С~  (см. (10)) по полной системе модулей МИМСС, то МК (δ1, δ2, …, δl) должен быть 
расширен на остальные модули: ml + 1, ml + 2, …, ml + k. В рамках неизбыточного модулярного коди-
рования, а именно таковым является кодовое пространство МСС с основаниями m1, m2, ..., ml  и 
диапазоном 
lMD , данная операция требует использования сложно вычисляемых ИХМК, напри-
мер ранга [5, 6, 9]. В целях устранения отмеченного негативного фактора заменим D на число 
1
1
, 1 , 1 1
1
ˆ ˆ| | ( )
i
l
i l i l i m l l
i
D M M M I D
− −
− − −
=
= δ +∑ ,                                           (17) 
где ˆ ( )lI D =|I l(D) lm|  − компьютерный ИИ ЦЧ D и Dˆ  относительно модулей m1, m2, ..., ml, кото-
рый согласно (3) вычисляется по формуле  
,
1
ˆ ˆ ˆ( ) ( ) | ( ) |
l
l
l l i l i m
i
I D I D R
=
= = δ∑ ;                                                  (18) 
вычеты Ri, l(δi) в (18) рассчитываются по правилу типа (4): 
Ri, l(δi) = )(|||||| 1 1,1,1, liMmMm
m
lii mmililimili
i
l ≠δ−=⎥⎦
⎥⎢⎣
⎢ δ − −−− , Rl, l(δl) = lmllM || 11δ−− .            (19) 
Применяя (1) и (2), запишем Dˆ  в виде 
 
1
1
, 1 , 1 1
1
ˆ ˆ| | ( ( ) ( ) ( ))
i
l
i l i l i m l l l l l l
i
D M M M I D m D m D
− −
− − −
=
= δ + − θ + θ∑ = 
1
1
, 1 , 1 1
1
| | ( ) ( ) ( )
i
l
i l i l i m l l l l l l
i
M M M I D M D D M D
− −
− − −
=
= δ + + θ = + θ∑ , 
(20)
где θl(D) – двухзначная минимальная ИХМК (θl(D) ∈ {0, 1}). Из (20) вытекает равенство  
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ˆ| |
lM
D D= .                                                                  (21) 
В соответствии с изложенным искомая модификация базового соотношения для синтеза 
МИМА-процедуры умножения Монтгомери имеет вид 
1
1
, 1 , 1 1
1
ˆ ˆ ˆ( | | ( ))
i
l
i l i l i m l l
i
С C Dp C M M M I D p
− −
− − −
=
= + = + δ +∑ .                            (22) 
С учетом (17), (21), а также (11) из (22) следует, что  
ˆ ˆ| | | | | | | | | | 0
l l l l lM M M M M
D C Dp C Dp= + = + = . 
Таким образом, ЦЧ (22) нацело делится на Ml ,  т. е. 
1
1
, 1 , 1 1
1
ˆ ˆˆ / ( ( | | ( )) ) /
i
l
l i l i l i m l l l
i
С M C M M M I D p M
− −
− − −
=
γ = = + δ +∑                            (23) 
является целым. 
Процесс реализации (23) в МИМСС с основаниями модулей m1, m2, ..., mk, т. е. получения 
МИМК ( 1 2ˆ ˆ ˆ, , ..., kγ γ γ ) ЦЧ γˆ  ( ˆ ˆ| | ii mγ = γ (i  = k,1 )), состоит из двух шагов. На первом шаге γˆ  вы-
числяется по набору модулей ml+1, ml+2, ..., mk, а на втором шаге сформированный усеченный 
МК ( 1 2ˆ ˆ ˆ, , ...,l l k+ +γ γ γ ) расширяется на модули m1, m2, ..., ml. При этом данная операция, естест-
венно, должна выполняться по упрощенной минимально избыточной процедуре расширения: 
1
1 1
1 1
ˆ ˆ ˆ| | | | | | ( ) | | ( 1, )
i j j j
k
k l i k
j i m m k l m m
i l l i k l
M M m M I j l
M m M M
−
− −
−
= + −
′γ = γ + γ =∑ ,                        (24) 
где ˆ( )k lI −′ γ  − ИИ числа γˆ  относительно модулей ml+1, ml+2, ..., mk. Так как базовая МСС с осно-
ваниями m1, m2, ..., mk и динамическим диапазоном D = −M2Z  минимально избыточна, то со-
гласно теореме 2 МСС с основаниями ml+1, ml+2, ..., mk и диапазоном 2 /ˆ lM M
−= =D Z  
={ ...,,1/,/ +− ll MMMM  1/ −lMM } также является минимально избыточной. Поэтому для 
ИИ ˆ( )k lI −′ γ  верна формула  
0
0
ˆ ˆˆ ˆ( ), если  ( ) ;
ˆ( )
ˆ ˆˆ ˆ( ) , если  ( ) .
k l k l
k l
k l k k l
I I m
I
I m I m
− −
−
− −
⎧ ′ ′γ γ <⎪′ γ = ⎨ ′ ′γ − γ ≥⎪⎩
                                        (25) 
Компьютерный ИИ ˆ ˆ( )k lI −′ γ  = | ˆ( )k lI −′ γ km|  определяется по расчетным соотношениям типа (3), (4): 
,
1
ˆ ˆ ˆ( ) | ( ) |
k
k
k l i k i m
i l
I R−
= +
′ ′γ = γ∑ ;                                                      (26) 
1
,
1
ˆ ˆ ˆ( ) | | | | | |
i i k
k l i l i
i k i i m i i m m
i k k
m M m M mR m
m M M
−
−
⎢ ⎥′ γ = γ = − γ⎢ ⎥⎣ ⎦
(i ≠ k); 
,
1
ˆ ˆ( ) | |
k
l
k k k k m
k
MR
M −
′ γ = γ .                                                        (27) 
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Необходимым и достаточным условием корректности двухшагового процесса вычисле-
ния величины γˆ , осуществляемого согласно (23)−(27) при C = AB ∈  D = −M2Z , служит при-
надлежность чисел Dˆ и γˆ  диапазону 2 /ˆ lM M−=D Z  МИМСС с основаниями ml+1, ml+2, ..., mk . От-
метим, что ЦЧ Cˆ  (см. (22)) как промежуточный результат последовательности модульных опе-
раций может и не быть элементом Dˆ . Найдем ограничения на модули m1, m2, ..., mk  и  p, гаран-
тирующие выполнение условия Dˆ , γˆ  ∈ Dˆ . 
Получим верхнюю оценку для Dˆ , используя ранговую форму (l − 1)-го порядка для ЦЧ 
(см. (5)), представим (17) в виде 
1
1
, 1 , 1 1 1 1 1 1
1
ˆ ˆ| | ( ) ( ) ( )
i
l
i l i l i m l l l l l l
i
D M M M D M D M I Dρ ρ− −− − − − − − −
=
= δ − + + =∑  
1 1 1
ˆ| | ( ( ) ( ))
lM l l l
D M D I Dρ− − −= + + . 
Отсюда с учетом  ρl−1(D) ≤  ρ l − 1, max ≤ l − 2 (см. (7)) имеем 
1 1 1 1
ˆ 1 ( 2) ( 1) ( 2) 1l l l l l lD M M l M m M M l− − − −≤ − + − + − = + − − .                        (28) 
 
Пусть AB ∈  pZ  = {0, 1, …, p − 1}. Тогда с учетом (28) из (23) получим  
 
2
1 1ˆ ( ( ( 2) 1) ) / (1 ( ( 2) 1) / )l l l l lp M M l p M p p M l M− −γ < + + − − = + + − − .                 (29) 
Из (29) видно, что при выполнении неравенства p + Ml−1(l − 2) − 1 <  Ml  ЦЧ γˆ  ∈ p2Z {0, 
1, …, 2p − 1}. Такого же результата, т. е. принадлежности γˆ  множеству p2Z , можно достичь и 
в случае, когда A, B ∈ p2Z . Соответствующее ограничение на основания МИМСС и модуль p 
вытекает из неравенства 2 1ˆ (4 ( ( 2) 1) ) / 2l l lp M M l p M p−γ < + + − − <  и имеет вид 
4p + Ml − 1( l  −  2) −  1 < Ml .                                                        (30) 
В рамках данного условия, обеспечивающего A, B, γˆ  ∈ p2Z , допускается режим много-
кратного обращения к процедуре умножения по модулю p с использованием в качестве операн-
дов результатов уже выполненных операций умножения. Это, в частности, необходимо для 
реализации в криптосистемах операций возведения в степень по модулю p.  
Как уже отмечалось, Dˆ  и γˆ  должны быть элементами диапазона Dˆ . С учетом (28) и 
γˆ  < 2p  это требование приводит к неравенствам  
Ml + Ml − 1(l − 2) − 1 < M /Ml                                                        (31) 
и 
2p < M /Ml , 
второе из которых ввиду (30) вытекает из первого. 
Приведенные оценочные выкладки позволяют заключить, что при A, B, γˆ  ∈ p2Z  кор-
ректность предлагаемой вычислительной МИМА-схемы Монтгомери (см. (22), (23)) обеспечи-
вается в рамках условий (30) и (31). Заметим, что при выполнении (30) и (31) произведение 
C = AB является элементом динамического диапазона Dˆ  базовой МИМСС.  
Переход в (23) к остаткам по модулю p дает 
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1 1ˆˆ| | | | | |p l p l pCM ABM
− −γ = γ = = .                                                  (32) 
Так как γˆ  < 2p , то аналогично (14) искомое произведение (32) ЦЧ A и B по модулю p можно 
получить по γˆ  с использованием равенства 
1 ˆ| | ( {0,1})l pABM Qp Q
−γ = = γ − ∈ .                                               (33) 
Остановимся кратко на некоторых особенностях реализации в базовой МИМСС выра-
жений (32) и (33). Расчет цифр МИМК ( 1 2ˆ ˆ ˆ, , ...,l l k+ +δ δ δ ) числа Dˆ  по набору модулей ml + 1, 
ml + 2, ..., mk осуществляется с помощью операции расширения, которая в соответствии с (17) 
выполняется по правилу 
10
1
, 1 , 1 1
1
ˆ ˆ| | | | | | ( ) | | ( 1, )
i j j j
l
j i l i l i m m l l m m
i
M M M I D j l k
− −
− − −
=
δ = δ + = +∑ JJJJJJJG                         (34) 
с применением (18) и (19).  
Обозначим МК числа Cˆ  вида (22) через ( kγ′γ′γ′ ...,,, 21 ). Поскольку Cˆ  нацело делится на Ml, 
то ˆ| |
lM
C  = 0 и, следовательно, 0...,,0,0 21 =γ′=γ′=γ′ l . Поэтому после определения произведения 
C = AB = (γ1, γ2, ..., γk) и ЦЧ Dˆ =( 1 2ˆ ˆ ˆ, , ..., kδ δ δ ) ( ˆ ˆ| | ( 1, );ii mD i kδ = =  1 1 2 2ˆ ˆ ˆ, , ..., l lδ = δ δ = δ δ = δ  
см. (21)) число Cˆ  достаточно вычислить в соответствии с (22) в МСС с основаниями ml + 1, 
ml + 2, ..., mk: 
( kll γ′γ′γ′ ++ ...,,, 21 ) = ( 1 21 1 1 2 2 2ˆ ˆ ˆ| | , | | , ..., | |l l kl l l m l l l m k k k mδ+ ++ + + + + +γ + δ π γ + π γ + δ π ).         (35) 
Что касается операции модульного умножения ЦЧ Cˆ  на константу 1−lM , выполняемой в 
МСС с основаниями ml+1, ml+2, ..., mk: 
1 2
1 1 1 1
1 2 1 2
ˆˆ ˆ ˆ ˆ( , ,..., ) (| | , | | ,...,| | )
l l kl l l k l l m l l m l k m
CM M M M+ +
− − − −
+ + + +′ ′ ′γ = = γ γ γ = γ γ γ ,                  (36) 
то она может быть реализована не на умножителях по модулям ml+1, ml+2, ..., mk , а с помощью 
простых таблиц. 
Расширение МИМК (36) ЦЧ γˆ  на основания m1, m2, ..., ml МИМСС производится по рас-
четным соотношениям (24)−(27). 
Изложенное позволяет сформулировать алгоритм умножения по большим простым 
модулям. 
Параметры алгоритма: определяющие основания базовой МИМСС m0, m1, ..., mk и про-
стой модуль  p = (π1, π2, …, πk) (πi = |p im| (i  = k,1 )), которые удовлетворяют условиям (30) и 
(31). 
Входные данные: операнды A и B (A, B ∈ p2Z = {0, 1, …, 2p −  1}), представленные в 
МИМСС, − A = (α1, α2, …, αk), B = (β1, β2, …, βk). 
Выходные данные: МИМК ( 1 2ˆ ˆ ˆ, , ..., kγ γ γ ) аналога γˆ ∈ p2Z  нормированного остатка 
)1,(||~
1
1 klmMABM
l
i
ilpl <<==γ ∏
=
− , отвечающего произведению AB по модулю p ( γˆ ≡ γ~ (mod p)). 
Предварительно вычисляемые данные:  
– код (ϕ1, ϕ2, …, ϕl) противоположного значения F = lMp || 1−−  мультипликативной ин-
версии 
lMp ||
1−  модуля p в МСС с основаниями m1, m2, ..., ml, получаемый из системы сравне-
ний πiϕi  ≡  −1(mod mi) ( iϕ ∈ imZ , i= l,1 );  
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– таблицы ИИ TIIi и TII_i, которые формируются согласно (19) и (27):  
TIIi[χ] = Ri, l(χ) (χ ∈ imZ , i  = l,1 ); 
TII_i[χ] = kiR ,′ (χ) (χ ∈ imZ , i  = kl ,1+ ); 
– таблицы расширения МК TEi_j и TE_i_j, генерируемые в соответствии с (34) и (24) по 
формулам 
1
, 1 , 1
1
| | | | ( ) при 1, 1;
_ [ ]
| | ( ) при ,
i j i
j l
i l i l m m m
l m m
M M i l
TEi j
M i l
−
− −
−
⎧ χ χ∈ = −⎪χ = ⎨ χ χ∈ =⎪⎩
Z
Z
 
где      j  = kl ,1+ ; 
1
1
1
0
1
0
| | | | ( ) при 1, 1;
_ _ [ ] | | ( ) при и ;
| ( ) | ( ) при и ,
i j i
j k
j k
k l i
m m m
l i k
k
m m
l
k
k m m
l
M M m i l k
M m M
MTE i j i k m
M
M m i k m
M
−
−
−
−
⎧ χ χ∈ = + −⎪⎪⎪⎪χ = χ χ∈ = χ <⎨⎪⎪ χ − χ∈ = χ ≥⎪⎪⎩
Z
Z
Z
 
где     j  = l,1 ; 
– таблицы TMPli умножения на константу 1−lM , элементы которых рассчитываются по 
формуле 
TMPli [χ]  = imlM || 1χ− (χ ∈ 12 −imZ ; i  = kl ,1+ ). 
УМ.М1. В базовой МИМСС найти произведение C = AB = (γ1, γ2, ..., γk) = (|α1β1
1
|m , 
|α2β2
2
|m , …, |αkβk km| ). 
УМ.М2. В МСС с основаниями m1, m2, ..., ml сформировать код числа D = |CF lM| :  
)||...,,||,|(|)...,,,(
21 221121 lmllmmk ϕγϕγϕγ=δδδ . 
УМ.М3. Вычислить интервально-индексную характеристику ˆ ˆ ˆ( ) ( )l lI D I D=  (см. (21)) числа 
1
1
, 1 , 1 1
1
ˆ ˆ| | ( )
i
l
i l i l i m l l
i
D M M M I D
− −
− − −
=
= δ +∑  
по расчетному соотношению 
1
ˆ ˆ( ) | [ ] |
l
l
l l i m
i
I D TIIi
=
= η = δ∑ . 
УМ.М4. Определить цифры МИМК ( 1 2ˆ ˆ ˆ, , ...,l l k+ +δ δ δ ) ЦЧ Dˆ  в МСС с основаниями ml+1, 
ml+2, ..., mk  по правилу 
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1
1
ˆ | _ [ ] _ [ ] | ( 1, )
j
l
j i l m
i
TEi j TEl j j l k
−
=
δ = δ + η = +∑ . 
УМ.М5. Получить код числа ˆ ˆC C Dp= +  в МИМСС с модулями ml+1, ml+2, ..., mk : 
( kll γ′γ′γ′ ++ ...,,, 21 ) = 1 1 1 1 2 2 2 2ˆ ˆ ˆ(| | , | | , ..., | |l l l l l l l l k k k k+ + + + + + + +γ + δ π γ + δ π γ + δ π . 
УМ.М6. В МИМСС с основаниями ml+1, ml+2, ..., mk сформировать код ( 1 2ˆ ˆ ˆ, , ...,l l k+ +γ γ γ ) ЦЧ 
γˆ = 1ˆ ˆ lCM −  по правилу ˆ [ ]i iTMPli ′γ = γ  (i= kl ,1+ ). 
УМ.М7. Рассчитать интервально-индексную характеристику ˆ ˆ( )k lI −′ γ  ЦЧ γˆ  относительно 
модулей ml+1, ml+2, ..., mk : 
1
ˆ ˆ ˆ( ) | _ [ ] |
k
k
k l k i m
i l
I TII i−
= +
′ ′γ = η = γ∑ . 
УМ.М8. Расширить МИМК ( 1 2ˆ ˆ ˆ, , ...,l l k+ +γ γ γ ) на модули m1, m2, ..., ml с применением рас-
четного соотношения  
1
1
ˆ ˆ| _ _ [ ] _ _ [ ] |
j
k
j i k m
i l
TE i j TE k j
−
= +
′γ = γ + η∑  (j  = l,1 ). 
УМ.М9. Число 1ˆˆ lCM
−γ = =( 1 2ˆ ˆ ˆ, , ..., kγ γ γ ) зафиксировать в качестве искомого аналога нор-
мированного произведения plABM ||
~ 1−=γ  операндов A и B по модулю p и завершить работу 
алгоритма. 
Справедливо следующее утверждение. 
Теорема 4. Пусть подсистемы < m1, m2, ..., ml > и < ml+1, ml+2, ..., mk > набора оснований m1, 
m2, ..., mk базовой МИИМСС с динамическим диапазоном −= M2ZD  = {− M, − M+1, …, M−1}  
∏−
=
−==
1
0
10(
k
j
kj MmmM , m0 ≥  ρ , mk ≥  2m0  + ρ ,  ρ  ≤  k −  2,  1 < l  < k) и простой модуль p 
удовлетворяют условию 
1
1
4 ( 2) 1 ;
( 2) 1 /
l l
l l l
p M l M
M M l M M
−
−
+ − − <⎧⎪⎨ + − − <⎪⎩
                                                   (37) 
и пусть операнды A и B мультипликативной операции plABM ||
~ 1−=γ  принадлежат множест-
ву }12...,,1,0{2 −= ppZ . Тогда выходная величина γˆ  МИМА-алгоритма УМ.М1−УМ.М9 ум-
ножения по модулю p на базе метода Монтгомери также является элементом множества 
p2Z , при этом γˆ  ≡ )(mod~ pγ  и для γ~  верна формула 
ˆ ˆ( )pS pγ = γ − γ − ,                                                            (38) 
где через )(aS  обозначается знаковая функция вида 
⎩⎨
⎧
<
≥=
.00,
;0,1
)(
aесли
aесли
aS  
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Алгоритм УМ.М1−УМ.М9 предназначен в первую очередь для вычисления степеней на-
туральных чисел по большим модулям p. Используемые при этом процедуры сводятся к после-
довательностям мультипликативных операций рассматриваемого вида. В условиях теоремы 4 
значения операндов и результатов этих операций являются элементами множества p2Z . По-
этому ввиду равенства |X |p=||X |2p|p (X – произвольное ЦЧ) после каждого умножения в процессе 
получения степеней корректирующую операцию (38) можно не выполнять. Достаточно осуще-
ствить коррекцию γˆ  только для заключительной операции умножения соответствующей по-
следовательности, причем лишь в случаях, когда необходим переход к расчетам в позиционном 
коде. В рамках производимого на данном этапе преобразования МК в код ПСС и надлежит вы-
полнять корректирующую операцию (38). Для этого может быть применен предложенный в 
[17] алгоритм МП.1–МП.4, адаптированный к МИМСС с усеченным набором оснований < ml+1, 
ml+2, ..., mk> и диапазоном lMM /2Z . 
На однопроцессорной ЭВМ необходимое преобразование МК, реализуемое по схеме по-
битового расслоения ИМФ, в позиционный код (ПК), занимает время tМК→ПК = (k − l)⎡r/32⎤ tсл, 
где r – разрядность модуля p, tсл − длительность операции сложения двух 32-битовых ЦЧ. При 
этом объем требуемой табличной памяти составляет MМК→ПК = ⎡(k − l)/bmax⎤ r max2b бит (bmax – 
разрядность оснований МИМСС). Аналогичные оценки быстродействия и затрат табличной 
памяти для преобразования ПК в МК определяются формулами t ПК→МК = 0,5k ⎡r/bmax⎤ tсл и 
M ПК→МК = = 0,5k bmax max2b  + 1 бит. 
Если, например, r = 2462 и bmax = 16 бит, что требует применения МИМСС с l = 157 и 
k = 315, то при tсл = 2 нс приведенные аналитические оценки дают  tМК→ПК ≈ 24332 нс, MМК→ПК ≈ 
≈ 192 Мб, tПК→МК ≈ 48000 нс, M ПК→МК ≈ 39 Мб. 
Следует особо подчеркнуть, что необходимость в кодовых преобразованиях отпадает, ес-
ли к входным данным системы удается применить принцип модулярной интерпретации. Суть 
его состоит в том, что блоки обрабатываемых данных рассматриваются как МК по используе-
мому набору оснований.  
4. Оценки быстродействия и характеристик сложности МИМА-процедуры Монтгомери 
для умножения по модулю  
Предположим, что основания m1, m2, ..., mk  МИМСС – простые числа, которые выбира-
ются из отрезка вида [ ˆ ˆ;2m m ], где mˆ  − двоичная экспонента. В  качестве базового метода ум-
ножения по модулям mi (i= k,1 ) примем индексный метод [21]. 
При реализации процедуры умножения УМ.М1−УМ.М9 на мультипроцессорной системе 
модулярной обработки информации (СМОИ) шаг УМ.М3 совмещается во времени с шагом 
УМ.М4. Это относится и к шагам УМ.М7, УМ.М8. С учетом отмеченного обстоятельства вре-
менные затраты в данном случае при использовании по каждому основанию МИМСС только 
одного сумматора ЦЧ составляют  
tУМ.М, СМОИ = 3 tМУ + (k+7)t сл +11tч ,                                               (39) 
где tМУ , tсл , tч – длительности операций умножения по модулям МИМСС (индексным методом), 
сложения двух ЦЧ и чтения из памяти элемента таблицы соответственно. 
Выполнение алгоритма УМ.М1 − УМ.М9 на одиночной ПЭВМ занимает время 
tУМ.М, ПЭВМ = 2ktМУ + ((2 l+3)(k− l+1) −1) t сл +(3k− l+4) tч .                     (40) 
Ключевая роль в представленной методологии синтеза мультипликативных МИМА-
процедур на диапазонах больших чисел отводится табличным вычислениям. Так как при вы-
бранном наборе оснований m1, m2, ..., mk и зафиксированном его разбиении на две группы  
< m1, m2, ..., ml > и < ml+1, ml+2, ..., mk > генерирование рабочего комплекта таблиц МИМА произ-
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водится только один раз, причем вне вычислительного процесса, реализуемого в реальном вре-
мени, то временные затраты на выполнение данного процесса сводятся к минимуму. 
Суммарное количество таблиц, необходимое для МИМА-алгоритма УМ.М1−УМ.М9 ум-
ножения по модулю p, составляет 
NТ, УМ.М  = 2( l+3)(k− l)+5 l ;                                       (41) 
на j-е основание приходится 
NТ, УМ.М, j = 
⎪⎪⎩
⎪⎪⎨
⎧
=+
−+=+
=+
−=+−
kjk
kljl
ljk
ljlk
при5
,1,1при5
,при4
,1,1при4
 
таблиц, которые содержат  
NЭТ, УМ.М, j = сум,
1
ˆ ˆ 1
1
1
при 1, 1,
при ,
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m m j k
= +
− =
=
=
⎧ = −⎪⎪⎪ =⎪⎪+ + − + ⎨⎪ − + = + −⎪⎪⎪ − + =⎪⎩
∑
∑
∑
∑
             (42) 
элементов разрядностью bj ⎡log2 mj⎤ бит. Фигурирующие в (42) параметры bсум,j и ˆ jb  представ-
ляют собой соответственно максимально возможную разрядность накапливаемых согласно ак-
кумулятивно-табличному методу [21] сумм вычетов из кольца 
jmZ  и разрядность младших 
частей этих сумм ( ˆjb ≤ bj). 
Обращаясь к шагам УМ.М3, УМ.М4, УМ.М7, УМ.М8 алгоритма умножения, заключаем, 
что 
bсум, j = 
⎡ ⎤
⎡ ⎤ ⎡ ⎤
⎡ ⎤
⎡ ⎤ ⎡ ⎤⎪
⎪
⎩
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                         (43) 
Из (42) следует, что рабочий комплект таблиц для разработанной МИМА-версии алго-
ритма умножения по Монтгомери в общей сложности занимает память объемом 
MТ, УМ.М = сум ,
ˆ ˆ
ЭТ,УМ.М,
1 1
1 1 ( (2 2 4 2)
8 8
j j j
k k
b b b
j j j j
j j
N b m b−
= =
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(44)
байт. 
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При практической реализации табличного подхода к построению МИМА-умножителей 
по большим простым модулям на определяющие основания m0, m1, m2, ..., mk МИМСС прихо-
дится налагать ограничения, диктуемые допустимыми размерами таблиц. В таблице приведены 
временные затраты на выполнение синтезированного алгоритма УМ.М1−УМ.М9 в мультипро-
цессорной СМОИ и одиночной ПЭВМ, рассчитанные согласно (39) и 40), а также полученные в 
соответствии с (41), (43), (44) оценки необходимой табличной памяти. Представленные данные 
получены в предположении, что mi∈[ ˆ ˆ; 2m m ] (i= k,1 ), причем для случая 15ˆ 2m = . В качестве 
инструментальной платформы приняты процессоры типа INTEL PENTIUM 4 (3 ГГц), для кото-
рых tсл = 2 нс и tч = 2,14 нс. Это обеспечивает реализацию применяемого метода умножения по 
модулям МИМСС – индексного метода за время tМУ = 3tч + tсл = 5,42 нс [21]. 
Времена выполнения МИМА-алгоритма умножения по модулю на основе  
метода Монтгомери с использованием процессоров Intel Pentium 4 (3ГГц) 
Параметры алгоритма и базовой МИМСС 
Временные затраты  
на реализацию 
алгоритма,  нс 
Затраты табличной 
памяти 
⎡log2p⎤ l k Mmin ПЭВМ,УМ.Мt
 
СМОИУМ.М,t
 
Число 
таблиц, 
УМ.МТ,N
 
Суммарный 
объем памяти, 
Мб 
УМ.МТ,M  
64 5 10 1,000 183·2132 295,46 62,8 105 14,375 
128 9 18 1,000 427·2260 668,98 78,8 261 34,875 
256 17 34 1,000 916·2516 1 800,02 110,8 765 99,875 
512 33 67 1,001 893·21028 5 750,36 176,8 2613 335,0 625 
1024 66 133 1,003 910·22052 20 183,9 308,8 9576 1 213,6 875 
2462 157 315 1,009 480·24928 105 121,48 672,8 51345 6 457,87 
Указанные в таблице объемы табличной памяти несколько завышены. Они представляют 
собой значения верхней оценки характеристики MТ, УМ.М.  Пусть  bсум = max {bсум, 1,  bсум, 2, …, 
bсум, k}. Тогда искомая оценка вытекает из (44) и (41) при 1 2ˆ ˆ ˆ... 15kb b b= = = = : 
MТ, УМ.М < 2k( 15
15b 22 сум +− )+8k21 6+4(k− l)21 6+2( l+1)(k− l)21 6+ 
+2 l(k− l+1)21 6=k( 1614b 22 сум +− )+(k− l+(4k+k− l+( l+1)(k− l)+ 
+ l(k− l+1)))21 7  = k( 1614b 22 сум +− )+(k− l+NТ, УМ.М )217. 
В приводимых оценках значений параметров МИМСС и характеристик эффективности 
алгоритма УМ.М1−УМ.М9 в качестве основы принимается неравенство 
4p < Ml  < M /Ml  < lk MM /2
1 ,                                       (45) 
которое вытекает из (37) и теоремы 2. Для определения границ изменения l и k достаточно 
применить следующую упрощенную версию (45): 
4p < 22 r + 2  <  ( m ) l  < lkm −′)(2
1 ,                                    (46) 
где r = ⎡ log2 p⎤ −  разрядность модуля p; m  и  m ′  −  усредненные значения оснований МИМСС 
по группам < m1, m2, ..., ml > и < ml+1, ml+2, ..., mk > соответственно ( m ,  m ′∈[ ˆ ˆ;2m m ]). 
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Из неравенства (46) имеем 
⎩⎨
⎧
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                                                      (47) 
Система (47) дает  
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22
2
2 loglog
1log
log
2 .                                     (48) 
Отсюда для k вытекает оценка 
k > ( l( )loglog 22 mm ′+ +1) / )log2 m ′ .                                             (49) 
При mˆ =215 величины m2log , m ′2log  ∈ [15; 16]. Данные, приведенные в таблице, рассчитаны 
при m2log = m′2log  = 15,75. Согласно (48) и (49) для l и k в этом случае верны оценки  
l > (r + 2)/15,75 и k >2 l . 
Что касается параметров Ml, M, а значит и Mk базовой МИМСС, то для них в рамках ог-
раничений (37) могут быть получены более точные, чем используемые выше, нижние оценки.  
Из первого неравенства системы (37) находим 
Ml−1 > 4p / (ml  −  l  + 2).                                                          (50) 
Отсюда ввиду ml  −  l  + 2 ≤  ml  − ρl − 1,max  следует, что 
Ml  > 4p )
21(4)
2
21(4
2 max,1−ρ−
−+>+−
−+=+− llll
l
m
lp
lm
lp
lm
m
.                         (51) 
Аналогично с учетом (50) из второго неравенства системы (37) получаем 
M > ))2(21)(21)(4(
)2(
)2()4(
max,1max,1
2
2
22
1
−−
− ρ−
−+ρ−
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lllll
ll
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m
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lmmpM .               (52) 
При выполнении условия ml−ρl−1, max ≥ 2m0  минимальной избыточности МСС с основаниями 
m1, m2, ..., ml нижними порогами для Ml и M могут служить максимально возможные значения 
правых частей (51) и (52) относительно величины ml−ρl−1, m ax. В соответствии с этим в качестве 
искомых оценок можно принять 
Ml > 4p  (1+
02
2
m
l − ) 
и 
M > (4p)2 (1+
02
2
m
l − ) (1+
0
2
m
l − ).                                                  (53) 
В таблице приведены значения нижнего порога Mmin полумощности M динамического 
диапазона базовой МИМСС, определяемые согласно (53) для случая m0 = 3 × 213 и при замене 
p на 2r, т. е. значения, рассчитываемые по формуле 
Mmin = 22r+4(1+ 27
2
14 29
)2(
2
2
×
−+− ll ). 
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Из таблицы видно, что разработанная на базе метода Монтгомери МИМА-процедура ум-
ножения по большим простым модулям отличается высоким быстродействием. Временные за-
траты на ее выполнение в одиночной ПЭВМ и мультипроцессорной СМОИ, включающей лишь 
k позиционных сумматоров с разрядностью, не превышающей 32 бита, находятся соответст-
венно в микросекундном и наносекундном диапазонах. Это достигается за счет выделения из 
реализуемого в реальном времени вычислительного процесса трудоемких расчетов по форми-
рованию комплекта рабочих таблиц в самостоятельный процесс, который осуществляется 
предварительно (независимо от модуля p), причем для фиксированного набора оснований 
МИМСС только один раз. 
Предложенная табличная конфигурация МИМА-алгоритма умножения по модулю p позво-
ляет свести все вычисления к операциям извлечения из табличной памяти наборов вычетов и их 
суммирования на позиционных сумматорах стандартной разрядности. Известные мультиплика-
тивные алгоритмы рассматриваемого класса используют 32-битовые основания, что затрудняет 
применение табличного метода. Это ограничивает возможности для повышения производитель-
ности. Согласно приведенным в [4, 22] оценкам реализация на однопроцессорной ЭВМ наиболее 
близкого МА-аналога процедуры УМ.М1–УМ.М9 в рамках принятой инструментальной плат-
формы при ⎡log2p⎤ = 1024 и 2462 бита соответственно занимает 71 858,16 и 363 254,4 нс. Следо-
вательно, согласно данным, представленным в таблице, разработанный алгоритм УМ.М1–УМ.М9 
в указанных случаях обеспечивает повышение быстродействия в 2,6–3,5 раз. 
Мультипроцессорная МА-версия алгоритма, описанного в [9], может быть выполнена за 
время 5244 нс при использовании 2462-битовых p. В данном случае предлагаемое решение по-
зволяет достичь (5244/672,8) ≈ 7,8-кратного увеличения производительности. 
При ⎡log2p⎤=1024 и 2462 бит объем необходимой табличной памяти для алгоритма 
УМ.М1–УМ.М9 не превышает соответственно 1,2 и 6,46 Гб. Эти максимальные требования 
можно значительно уменьшить за счет сужения базового комплекта рабочих таблиц. В частно-
сти, отказ от хранения в памяти таблиц расширения МИМК – TEi_j( li ,1= , klj ,1+= ) и TE_i_j 
( 1,1 −+= kli , lj ,1= ) ведет к снижению пороговых значений размера табличной памяти при 
рассматриваемых p соответственно до 141 и 334 Мб. При этом обеспечиваемое повышение 
производительности адекватной программной версией МИМА-алгоритма на основе схемы 
Монтгомери является двукратным. 
Таким образом, благодаря внутреннему параллелизму и табличной природе МИМА, а 
также простоте применяемой базовой процедуры расширения кода предложенная технология 
синтеза мультипликативных алгоритмов для криптографических приложений позволяет суще-
ственно повысить производительность результирующих алгоритмов при приемлемых ограни-
чительных требованиях на размер табличной памяти. 
Заключение 
Представленная в настоящей статье разработка по оптимизации модулярной схемы 
Монтгомери для умножения по большим модулям показывает, что принципиально новые воз-
можности для решения данной проблемы обеспечивает табличная версия МИМА. Наиболее 
важные результаты выполненных исследований состоят в следующем: 
1. В целях упрощения немодульной составляющей МА-схемы Монтгомери на первом 
каскаде подлежащий расширению неизбыточный МК замещен интервально-модулярным ко-
дом. Это сокращает реализационные затраты на вычисление базовой ИХМК в l/2 раз (l – число 
оснований соответствующей (первой) усеченной МСС). 
2. Для мощностей диапазонов усеченных (первой и второй) МСС получены условия, ус-
танавливаемые согласно разрядности модуля p мультипликативной схемы Монтгомери, гаран-
тирующие корректность режима многократного обращения к МИМА-процедуре умножения по 
модулю p и обеспечивающие ((k−l)/2)-кратное уменьшение реализационных затрат на форми-
рование ИХМК при расширении кода на втором каскаде схемы Монтгомери. 
3. На базе минимально избыточной модулярной схемы Монтгомери синтезирован алго-
ритм умножения по модулю p, имеющий сумматорно-табличную конфигурацию. Для его вы-
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полнения требуются лишь операции извлечения наборов вычетов из таблиц и суммирования 
ЦЧ на позиционных сумматорах стандартной разрядности. 
4. Для синтезированного алгоритма умножения по большим модулям даны оценки мини-
мальных временных затрат на его реализацию как в мультипроцессорной СМОИ, так и в оди-
ночной ЭВМ, а также суммарного объема необходимой табличной памяти. В случае выполне-
ния на однопроцессорной ЭВМ разработанного алгоритма Монтгомери 1024- и 2462-битовых p 
теоретический минимум временных затрат достигается при пороговых значениях объема таб-
личной памяти 1,2 и 6,5 Гб соответственно. При этом в сравнении с наиболее близким моду-
лярным аналогом – разработкой фирмы Toshiba [9] − обеспечивается не менее чем 3,6-кратное 
повышение производительности. При снижении предельных порогов для размера табличной 
памяти до 141 и 334 Мб повышение быстродействия для указанных p является двукратным. 
Разработка выполнена в рамках Государственной комплексной программы научных ис-
следований «ИНФОТЕХ» (задание «ИНФОТЕХ-19»). 
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A.A. Kolyada, A.F. Chernyavsky 
MULTIPLICATION USING LARGE MODULES WITH THE HELP  
OF MINIMALLY REDUNDANT MODULAR MONTGOMERY'S SCHEME 
The new prompt algorithm of multiplication on the big simple module p, implementing the 
minimally redundant modular Montgomery's scheme is suggested. The main distinctive feature of the 
scheme is the application of interval-index performances and interval-modular shape of numbers in 
basic procedures of code extension. Optimization of synthesized multiplicative algorithm provides 
(3,5-3,6)-time higher productivity compared to the closest best analogue on a single-processor com-
puter. Also, the required size of tabular storage in case of 1024 and 2462-bit p does not exceed 1,2 and 
6,46 Gb respectively. If threshold values of storage table sizes for specified p are 141 and 334 Mb, the 
gained speed acceleration is doubled. 
