The amount of heterogeneous information that researchers in bio-medical imaging (BMI) field have to manage has grown significantly, and their costs remain high. Large-scale sharing and reusing of this information has become unavoidable. Some data management systems have been developed in neuroimaging field, however they miss to integrate the data provenance all along the research works, from study specifications to scientific publication. The manufacturing industry was confronted to similar issues twenty years ago and designed product lifecycle management (PLM) systems to properly share and manage product information all along its lifecycle and among project teams. Therefore, PLM systems are proposed to be a relevant strategy to manage BMI research studies information. The generic, flexible and PLM-oriented data model called BMI-lifecycle management (BMI-LM) is described, as well as a neuroimaging classification which brings flexibility to the information management system. A test implementation into a PLM system is presented, and the feedback from the GIN researchers is discussed.
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Introduction
The inherent complexity of biological data is a challenge for bio-medical imaging (BMI) researchers, as they have to deal with data of many different modalities, of various origins, and processed and analysed in many different ways (Goble Carole and Stevens Robert, 2008) . In particular, the human neuroimaging domain is multidisciplinary 'by its very nature ' (van Horn et al., 2001) : the study of brain structure and function in healthy participants or patients, through imaging methods, requires an active collaboration between specialists from many different domains, such as physics, neurology, psychiatry, psychology, computer science, mathematics and engineering, among others. In this research field, magnetic resonance imaging (MRI) is widely used, at a macroscopic resolution. Structural MRI examines and quantifies brain anatomy, whereas functional MRI records local changes in brain activity when participants perform different cognitive tasks (e.g., generating nouns or verbs, performing arithmetic tasks...) or simply rests awake, thinking of nothing in particular. Most importantly, the connections between different brain areas can be traced in living subjects by studying the diffusion of water along neural fibre bundles, or by analysing the patterns of correlations that take place between functional signals recorded in distant areas of the brain. The study of structural brain connectivity is known as connectomics, and typically involves graphs and graph theory. The processing of neuroimaging data relies heavily on a large number of software tools for medical image analysis, organised in workflow, and executed on computing grids.
Heterogeneous data to be managed in neuroimaging field
Large cohorts of subjects are required in order to tackle important topics such as the influence that genes exert on brain structure and function (in health and disease, during aging or development). More generally, large samples are needed to get valid statistical results and draw reliable inferences. But costs, time and difficulties of conducting BMI studies are high: MRI devices remain expensive, and securing funding, validating experimental protocols and acquiring data on large numbers of subjects requires a lot of time and efforts. Consequently, only large institutions can afford the costs, and as the analyses are getting more diverse and more complex, spanning multiple modalities, it becomes difficult for single research groups to hold all the necessary skills. Large national or international collaborative efforts, both within and across scientific domains are often necessary. For Yarkoni et al. (2010) , neuroscience researchers would be well-inspired to move towards a more synthesis oriented research strategy. Indeed, new data are being collected and published all the time without being exploited to their full potential and then sit in the laboratories data storage systems. Therefore, researchers should also focus on how to make their data accessible and reusable by the wider scientific community, enabling accurate meta-analyses of previous findings to be carried out. Imaging technologies evolve at a pace that guarantees that newly acquired BMI datasets are not outdated before at least several years. This allows the data to be reused for longitudinal studies, or any other analysis. In a longitudinal study, a cohort of subjects undergoes examinations twice -or more -within an interval of several years. The same scanner and imaging protocol has to be used. The aims of such studies are for example to analyse the evolution of specific cerebral functional or structural biomarkers as the participants get older. Indeed, brain aging and the associated disorders, such as Alzheimer's disease, are an important topic in western countries (Weiner et al., 2013) . Neuroimaging researchers have to confront issues in data sharing, such as management of data traceability, especially in the context of complex data processing workflows. In addition, the last 15 years have witnessed the emergence of large-scale multi-centric projects, involving several research groups in different locations. There also exists a trend in favour of cross-domain analyses, which combine imaging, behavioural and genetic data.
Thus, the size and amount of data to be handled by researchers in order to conduct successful studies have increased significantly during the last twenty years. Exposed to data overflow, neuroimaging researchers, however, could benefit from innovative tools and methods enabling the query, analysis and cross-linking of complex, heterogeneous and large scale data resources (Walter et al., 2010) . As other scientific communities, the neuroimaging community is well aware of the important role of information technology for the advancement of its scientific goals, with the design of many data management systems and processing workflow tools, enabling data sharing and replicability of analyses. But some efforts have to be made to efficiently share and reuse BMI data: notably the systems must take into account the scalable characteristic of research work.
PLM as enabler to solve issues of information management in manufacturing industry
Thirty years ago, manufacturing industry met similar issues. By the end of the nineties, data management systems such as product lifecycle management (PLM) systems started to be intensively implemented and deployed in companies (Ming et al., 2005; Ameri and Dutta, 2005; Terzi et al., 2010) . In a competitive environment, employees must collaborate inside and outside the company to share heterogeneous data and knowledge throughout the whole product lifecycle, whatever their role and wherever they are. PLM systems are designed to solve these issues, and enables manufacturing industry to stay efficient and competitive by managing not only their data but the associated concepts (Demoly et al., 2013; Bosch-Mauchand et al., 2013) .
Outline of the paper
Similar information management issues in manufacturing industry and neuroimaging field suggest that PLM systems could be a relevant strategy for the management of BMI data. To manage the large amount of heterogeneous data coming from large-scale studies, the PLM-oriented bio-medical imaging-lifecycle management (BMI-LM) data model is specified. This data model allows the data to be managed all along a neuroimaging research study and to be reused easily. The work presented in the paper has been significantly extended from previous work (Allanic et al., 2014b) , which discussed the needs of data management in neuroimaging field, as well as a previous version of the BMI-LM data model. The paper focuses on the design of a classification to add flexibility to the BMI-LM data model, and the integration of a PLM system extended by the BMI-LM data model with devices, tools and software that generate the data to be managed.
First, the paper proposes a research survey on existing BMI data management systems to highlight their qualities and shortcomings (Section 2). Second, PLM concepts are presented and the similarities between BMI field and manufacturing industry are discussed to show that PLM is a relevant support to manage BMI data and related documents (Section 3). However, PLM data models must be extended to support BMI data specificities. Section 4 presents the method to specify a suitable data model, followed by an introduction of the PLM-oriented BMI-LM data model with an associated neuroimaging classification (Section 5). As a proof of the relevance of the proposed work, the implementation of the BMI-LM data model into a PLM system populated with a dataset from the neurofunctional imaging group (GIN) research group is detailed (Section 6). To end, a discussion for future work is proposed (Section 7), followed by a conclusions.
Management of BMI information: a survey

Modelling of a BMI research study
Neuroimaging studies require several steps from data collection and data processing to data publication. The four stages of a BMI research study (Allanic et al., 2013) are described in Figure 1 . Knowing what has been done exactly at every stage is a key for the understanding of a piece of data by anyone who would like to reuse it. This information is called provenance and represents the origin and history of a set of data (Simmhan et al., 2005) . Data acquisition, processing and peer-review represent the processes between two stages of a research study. Therefore these are provenance and must be kept carefully in every BMI research study. Particularly, there exist different kinds of BMI processing. An analysis can be composed of one single data type or several heterogeneous data types, for example in cross-domain studies. An intra-subject processing only combines data of one subject, whereas an inter-subjects processing combines data from several subjects. This last type is the most valuable, in particular concerning the study of brain networks, but it requires an efficient management of provenance.
Information management systems in neuroimaging field
Because neuroscience is a multidisciplinary field, neuroimaging research groups must have an 'active and dynamic interaction' of all expertises (van Horn et al., 2001 ). Indeed, a researcher can not be an expert of all the stages of a neuroscience study, for example to know details both about magnetic resonance physics and psychology protocols. This is why an efficient data sharing, between peers but also among disciplines, is a requirement in neuroimaging. However, data sharing in the domain is quite a new idea around 2000. There has been a growing awareness about the importance of an efficient data management in the neuroscience community for the last decade. This impulse was caused partially by fast scientific advances in others domains (Yarkoni et al., 2010) thanks to large-scale public sharing -for example the successful GenBank (Benson et al., 2010) and Protein Data Bank (Berman et al., 2000) . Many available data management systems show the growing commitment of the neuroimaging research field. These databases are mainly developed by networks of research groups (BIRN, MRN, INCF, NIDAG), most of them located in the USA.
Different approaches are found in the literature in defining what data and how this data should be managed, but also how they should be shared. Two main categories of neuroimaging databases are emerging:
• The first category of database enables researchers to manage data locally and to share between sites and laboratories during multi-partner studies. They handle raw and processed data (stages 2 and 3 of Figure 1 ) accompanied by associated metadata for study management and retrieval. Many data types are handled, such as demographic data, imaging data and sometimes results to non-imagery tests such as behavioural tests. Such systems are the most commonly used in the literature by individual and collaborative projects. Some examples are XNAT (Marcus et al., 2007) , LORIS (Das et al., 2011) , COINS (Scott et al., 2011) and IDA (van Horn and Toga, 2009) . They are usually open-source and used by institutions or inside collaborative projects to store and exchange data easily.
• The second category focuses on results coming from peer-reviewed published papers (stage 4 of Figure 1 ). Activation coordinates -one of the current targeted derived fMRI data in neuroscience -with associated metadata are the most frequently managed data in these databases. These databases are public-access; there aim is to foster scientific advances by high level data sharing and reuse. Examples of such databases are BrainMap, CocoMac (Bakker et al., 2012) , SumsDB (Dickson et al., 2001) , Neurosynth (Yarkoni et al., 2011) .
Shortcomings of current information management systems in BMI
Despite around 30 neuroimaging data management solutions developed by the neuroscience community, several recurrent drawbacks exist that prevent BMI research data from being optimally managed, shared and reused.
Access management
A research group is composed of three categories of people that can be identified by a role: physicians, researchers and engineers. Protected health information (PHI) requires that a category can only access to some types of data at a given stage. For instance only a physician is allowed to access subjects' personal data. Collaborative research is crucial to obtain significant analysis and to take advantage of expertises from other research teams. Because of property rights, partial sharing (for instance some types of data at a given stage) must be allowed to enable both collaboration and full data management. An efficient and integrated data sharing system with an appropriate access management is a solution to gain time and to produce more complex analysis.
Therefore, BMI field needs data management systems that also manage three types of access: inside a research group, between partners during collaboration work and to the all community. Few data management system enables both private-sharing and public-sharing, with access rules depending on the membership and the role played in a project. Some BMI data management systems, however, such as XNAT and COINS, propose basic access management features (private or public options), but with a limited granularity.
Provenance strategy
Currently no system enables heterogeneous data management from study specifications at stage 1 to published results at stage 4. In particular, no project takes into account stage 1. Few data management systems (XNAT and IDA), integrate workflows between stages 2 and 3, based on the stages of electronic data capture (Poline et al., 2012) . All other database solutions store the data rather than manage the concepts.
Data provenance (see Section 2.1) is crucial to ensure the quality, accuracy, reproductibility and reusability of study results (MacKenzie-Graham et al., 2008) . However, few solutions propose a reuse strategy to trace data provenance. Consistency and completeness of data description (metadata) is one of the strategies for efficient data retrieval (Poldrack et al., 2008) . But it is most of the time partially implemented and currently there exists no standard. Most of the systems belonging to the second category of neuroimaging database -which manage published results -use taxonomies or ontologies to improve data retrieval, which allows the manipulation of concepts but is not sufficient for capturing data provenance.
However, it appears that the information asked by some published results databases, in particular BrainMap (Fox and Lancaster, 2002) , are sometimes more complete and precise than what is written in the original papers (Fox et al., 2005) : the authors must provide a unusual consistency of description to be allowed to submit their data.
Integrated file management
The management of the data files themselves is a weakness of all types of databases. Some local and collaborative sharing databases contain metadata only, and the data are reachable via a link to the file that is stored outside the database. This is a big issue for data consistency and retrieval, as nothing guarantee that the files are always at their location. In case of published results databases, only the data contained in the publication plus additional metadata are stored and managed, but not the datasets that enables the researchers to run their analysis. This prevents researchers from reproducing the results and limits the scope of data reuse to run further analyses, but the databases are lighter.
Data model flexibility
BMI research study processing and methods are continuously evolving, so any system designed for the community needs to be easily changed to meet a specific researcher's requirements without needing major changes in the overall structure of the system (van Horn et al., 2001 ). Due to the technologies used to develop the solutions, it is difficult to obtain a flexible data model: most of the solutions are relational databases (SQL-based), which do not allow a modification of the data model without migrating the data.
Only few systems are designed to be flexible, such as cortical neuron net database based on a classification system that can be updated easily, or neurocore ) which proposes a core database schema that can be extended if needed.
PLM systems for management of BMI information
Data management in industry
Product lifecycle management
PLM as a concept began to emerge in the mid nineties as an integrated approach for the design management of products developed by automotive and aerospace industries (Konstantinov, 1988) . The complexity of products in these domains, as well as the increasing competition caused by the global market, established the need for a better product data management (PDM) system (Ming et al., 2005) . To stay competitive by reducing product lifecycle duration, the main concern was to provide the right information in the right context at the right time among the global flow of information and throughout the lifecycle of the product (Ameri and Dutta, 2005) . A lifecycle is the whole set of phases which could be recognised as independent stages to be followed by a product.
PLM can be defined as a "product centric -lifecycle-oriented business model, [...] in which product data are shared among actors, processes and organizations in the different stages of the product lifecycle" (Terzi et al., 2010) . PLM integrates modelling, engineering, manufacturing and project management software into one collaborative platform (Ming et al., 2005) . When PLM systems matured from PDM (Grieves, 2005) , manufacturing companies evolved from managing documents to the management of enterprise concepts. The need of a collaborative platform become even more relevant in the context of extended enterprise: core product functionalities are provided separately by different companies who come together to provide a customer-defined product. PLM systems -the tools that implement PLM concepts -enable proper inter-enterprise networking to collaborate efficiently on products (Browne et al., 1995) .
Product data model
Object-oriented approach was shown to be adequate to model and integrate product, process and resource data through UML diagrams (Eynard et al., 2004) . The core product model (CPM), which defined form, function and behaviour of a product, has been extended (Fenves et al., 2008) and enables the design of product information-modelling framework to support the full range of PLM requirements (Sudarsan et al., 2005) .
PLM is now a mature technology known to increase productivity, maximise product value and reduce costs in organisations (Stark, 2004) . Many maturity models have been developed during the last decade to help companies to identify what they miss to reach a complete PLM implementation. A comparison of existing PLM maturity models has been published (Vezzetti et al., 2014) .
Industry and BMI: similar information management challenges
BMI research groups evolve in a competitive environment: researchers have to publish noteworthy papers to get the financial grants that will allow them to lead the next studies. PLM is used in manufacturing industry to help producing better (innovative products) and faster (reduction of the duration of the product development cycle) to cut costs and stay competitive. To reach this goal, the following requirements must be taken into account.
Data sharing
There exist in neuroscience some PHI constraints and property rights issues that slowdown data exchanges. Especially, only physicians can access to subject's individual clinical data, and the data belong to the institution that finances the acquisitions or the whole study. It implies that a BMI data management system must provide an efficient access management to give access of the right information to the right people. Trends of collaborative studies and cross analyses lead to an unquestionable need in efficient databases for exchanging data and sharing knowledge. Due to the growing complexity of products, industry had difficulties to share efficiently information between disciplines and expertises during the design and manufacturing processes. PLM systems solve the issue of data exchange between team members, whatever they are: in the same building, in different companies or on different continents. A parallel can be made between extended enterprise and consortia of research groups in neuroimaging. Thus PLM systems can be a relevant solution for managing the access restrictions needed by BMI for local and collaborative management.
Data reuse
In neuroimaging, the quality of information exchange between two stages (acquisition, processing and peer-review, see Figure 1 ) is essential for the reuse -or repurpose -of data at any stage in a new context. Reuse of previous data is a shared aim by the BMI field and the manufacturing industry. It is one of the features proposed by PLM systems:
providing the right information at the right time and in the right context. Classified, organised and annotated processes are essential to manage complex neuroscience analyses, as it is required to manage product complexity in manufacturing companies. PLM systems not only manage the data, but also the data processing that is thus traced. The data are made explicit, so that anyone can interpret its context and provenance (see Section 2.1). Traceability of what has been done promises to be a real change in the BMI work methods, as it was for industry. PLM systems enable people that are not from the same team to exchange and share information. They are also relevant to keep knowledge inside a company, even if some collaborators leave.
Flexibility of information management
An important need in managing neuroscience data is the required flexibility of the data model. Image processing technologies (between stages 2 et 3, see Figure 1 ) are continuously evolving, as well as research protocols. In industry, design and manufacturing standards are also updated from time to time, and PLM systems offer solutions to bring flexibility in information management: their data models are object-oriented and they easily enable objects classification and workflow specification (Eynard et al., 2004) . The main shift brought by PLM systems is the management of concepts, instead of the management of data. Generic concepts of BMI must be defined to deal with the growing complexity of neuroscience analyses.
PLM systems and BMI up to now
Originated from the automotive and aeronautic industry, PLM has now been widely adopted by the whole manufacturing industry, including pharmaceutical sector (Fielding et al., 2014) .
Despite the similarities between manufacturing industry and BMI domain, PLM has not yet been widely set up in the medical imaging field, except for:
• Prosthesis design and manufacture: each prosthesis is one-patient customised and thus designed with BMI 3D reconstructions based on scanned images of the patient (Lantada and Morgado, 2013) . Tornier, Groupe Lepine or Mount Kisco Medical Group are example of companies using PLM to manage the lifecycle of each product, whatever the types of the documents: imaging, computer aided-design (CAD) or text.
• Healthcare companies: PLM are coupled with medical devices to eliminate manual data entry and associated errors. ARAS or Teamcenter PLM systems propose such kind of feature.
Aims and method
Method
Regarding the implementation experience of data management systems, the project management and the users' acceptance of the system are two pitfalls (Bokinge and Malmqvist, 2012) . The last one particularly occurs when the users do not have a huge practice in data management, which is overall the case of the neuroscience community. A data management system understood and accepted by the users is the aimed solution in the paper. Therefore the method is organised for the purpose of involving the users as much as possible. The key steps of the method used for the work presented in the paper and summarised on Figure 2 are:
1 Needs clarification
In a first step, the literature was studied, then the members of a research group were interviewed for additional clarification. The experts of the GIN research group study brain maps of anatomical and functional cognitive activations of hundred-subject cohorts, acquired with MRI, a medical imaging technique to visualise internal structures of the brain. In 2009, they designed the GINdb, a relational database (based on SQL technology) that manages metadata and paths to related files that are stored in a folder structure, outside the database (Joliot et al., 2010) . Eleven members of the research group (eight tenured researchers, two research engineers and one post-doc) have been interviewed, by small groups of two or three people to avoid group effects. They were asked to express their needs: what do they lack in GINdb and what would be their idealistic system. The key points that emerge from these interviews were mainly in opposition to the current system they use. They also highlighted that the data model should be transparent for the users, especially concerning the queries, and that it must be flexible to allow future changes. Besides, they would enjoy to directly launch their analyses from the database and to associate data with status.
Data model specification with key users
To enable the management of BMI research studies, a generic and flexible data model has to be specified. This data model is presented in Section 5.
Test implementation of the model on a dataset
The data model designed in step 2 is applied into a PLM system, with a neuroimaging dataset. This test implementation is presented in Section 6.
4 Collect of first users' feedback and update of the data model (start again at step 3)
The feedback is presented at the end of Section 6. Since the beginning of the project, three iterations were performed: the first with a ten-subjects dataset (Allanic et al., 2013) , the second with the whole BIL&GIN dataset and a modification on the data model (Allanic et al., 2014b) , and the third focuses on the implementation of a complete neuroimaging classification (current paper).
Use case
The use case developed in the paper is a resting-state longitudinal study. Resting-state means that the subjects are conscious but are not performing a specific cognitive task during the MRI acquisition that last many minutes. In functional studies, the subjects are alternatively performing specific cognitive tasks and resting time. Consequently, some data from functional studies could be reused for resting-state studies, as soon as the raw data is stored with all provenance information. Additionally, the results of behavioural, psychology and genetics examinations could also be reused, since they are properly linked to the subjects and their imaging exams. Keeping the provenance in longitudinal studies is obviously crucial, as the researchers must be able to exactly carry out the same analyses -identical acquisition conditions, processing parameters, algorithm versions -several years later, even if they were not the persons that performed the study during the first time step.
To carry out a longitudinal resting-state study whose raw data are originated from a longitudinal functional study, researchers must be able to perform in a database the following tasks:
• store the raw data and their provenance, access this data any time
• query and pick the required raw data and its provenance to ensure that analyses will be accurate
• compute the derived data -because launching a processing from the database ensures that no piece of information is lost
• store the derived data and keep the processing chronicle by tracing all operations and how they were performed, access the data any time
• totally or partially share the data with third party
• access to third party data
• add and store new attributes to a type of data.
A PLM-oriented data model to manage BMI information
The BMI stages of a study can be modelled as a cycle that constitutes the lifecycle of a research study, from stage 1 to stage 4 (Allanic et al., 2013) . Indeed, published results constitute a basis to design the following studies, from both definition and processing points of view. Following the needs clarification, a dedicated data management system for BMI research studies must fulfil the four requirements below:
• it manages data from study specifications to published results (the four stages)
• it allows the data to be shared throughout a complete access management
• it enables retrieval and reuse of data through a transparent data model for the user
• it is flexible enough to enable change of data model.
A PLM object-oriented data model that addresses the four requirements is proposed in this section. The use case of the research presented in the paper is neuroimaging, however the data model is designed to be generic enough to manage at least all types of data in a BMI context.
The BMI-LM data model
The PLM object-oriented data model presented in the paper is called BMI-LM. It was designed in collaboration with a GIN key user. The UML specification of the BMI-LM data model is shown in Figure 3 . 
Generic concepts to manage heterogeneity
In the following sections, an object type is called a business object (BO). A BO represents a generic concept to which will be associated some data. The BOs composing the BMI-LM data model are presented in Table 1 . The concepts associated to each BO enable any kind of subject's data (e.g., imaging, genetics, behavioural, psychology...) to be managed. In particular, raw data is stored in a hierarchical structure of three BOs: exam (set of acquisitions in a single examination), acquisition (indivisible period of data collection), and data unit (single data). This structure is required to enable researchers in the management of different kind of data, in other words to manage the data heterogeneity by proposing a generic storage structure. For example a functional MRI exam consists in several acquisitions (anatomical one, then two functional ones) that can be made successively on a subject, and it is interesting information to know that they were acquired the same day. For a functional acquisition, the resulting data is naturally made of images, but there exists also some information about subject's feelings and behaviour. The images have no meaning without subject's debriefing information, and vice versa, so both are stored under the same acquisition (a functional one), but in two different data units (they are not the same type). 
Two categories of objects to guarantee provenance
The BOs are divided in two categories which compose a basis for reuse, as well as data property rights and PHI preservation:
• Provenance: the BOs that can be created at any time and used for any study, such as unique subject in database, imaging and non-imaging exam definition, processing definition, software tool, acquisition device, imaging reference data and bibliographical reference. All of these concepts represent the definitions that are used to keep the traceability of data provenance during the whole lifecycle of a study.
• Study data: the BOs that can be created only inside a study. These objects contain subject's individual context data (subject demographic and clinical information) and result data (non-imaging and imaging exam, processing) of subjects, as well as result data of groups of subjects (processing). The BO study gathers data such as ethical research committee reports and PHI policy. Each study data BO is dedicated to a stage of a research study.
The distribution of BMI-LM BOs depending on the category and stage of a research study is presented in Figure 4 . The bibliographical reference and reference data BOs are ambivalent, as they contain both data resulting from processing and definition information. For example, an atlas is a brain parcelling model which is computed from images of many subjects belonging to a study. A published atlas can -and is dedicated to -be reused in other studies as a reference for calculating the stereotaxic space, a spatial reference for the processing of brain images. Intuitively, a bibliographical reference is public data anyway and thus does not belong to a study, whereas a reference data can be kept private. The existence of a public unique reference of the subject in the database through subject BO allows to know if a subject is involved in several studies, while the study subject BO store information on a subject in the context of a specific study and may remain private. The information resulting from the association of objects, via specific relationships, is part of the data provenance. By example all the processing results BOs computed with a given tool and given parameters can be attached to the same corresponding processing definition BO. Then a user can retrieve easily all derived data obtained with an identical processing. From a general matter, with the BMI-LM model, users can query data from BOs attributes (data description and workflow information) and from the definition objects.
Users of the database can choose to share or to keep for themselves the content of a study. However, to foster reuse, the goal is to share between studies as many concepts of how to acquire and process the data as possible. This allows to obtain an efficient data retrieval for reuse. For example with the use case of resting-state longitudinal study, researchers will be able to find appropriate raw data from a functional longitudinal study thanks to the exam definition objects. They will be able to search by type of acquisition and other provenance criteria. Then they will have access to the data once the owner of the functional longitudinal study modifies the access rules in their favour.
Neuroimaging classification
Function and structure of the classification
To make flexible the definition of BOs attributes, specific classes are added to the generic BOs. A class defines the attributes that contain a BO, but also specify the BO. All the classes are organised in a hierarchy tree called classification and which allows attributes to be inherited. Every BO from the BMI-LM can be classified, and the root structure of the classification is organised by BO categories: definition group, result group and reference group which are themselves divided in sub-categories. This root structure is presented on Figure 5 . The classes play the role of sub-types of BOs; for example, an exam result BO can be sub-typed -or specified -as an imaging exam, a psychology exam or a genetic exam. Users' capabilities for the query of BOs are enhanced by the classification, as the user can select BOs inside a BO type without using the attributes. All BMI domains obviously do not have the same vocabulary, as well as the same acquisition and processing parameters. This information is stored in the attributes of the classes, so a classification is domain-dependant. The root structure of the classification hierarchy is the common core of every domain classification associated to the BMI-LM data model. Therefore, the BO attributes are not part of the generic model itself, but are of domain customisation, in other words a domain extension of the data model.
Definition of neuroimaging domain classification
The definition of a classification is not trivial: it requires a substantial investment in time and expertise. Some ontologies have already been designed and used by the neuroscience and neuroimaging communities (Temal et al., 2008) . Therefore, defining the neuroimaging classification on existing organised knowledge seems relevant. Besides, the use of existing ontologies allows future data sharing between the PLM system and existing neuroimaging databases. Indeed, ontology can be used as a mediation model between the data models of two databases.
Several ontologies were used to design the neuroimaging classification in collaboration with a GIN expert, because no single ontology could cover every type of data to be managed in the database. Some ontologies were too general (OBO, OCRe, QIBO, OntoNeuroLog), and some other were two specialised (CogPo, Cognitive Atlas, NEMO,RadLex). Sometimes same concepts with different names exist in two different ontologies, so naming choices have to be made. By example, in neuroimaging an atlas is a sort of map presenting brain parcelling in regions. Depending on how the atlas in calculated, it can be called template or segmentation. These methods of processing must be grouped under a unique concept, and identical attributes for every method must be inherited from the general concept.
Application
Implementation in teamcenter
Customisation of the PLM system
The BMI-LM data model has been implemented in the Siemens PLM software Teamcenter 9.1. The choice of Teamcenter PLM system is justified because of its practical use (software modular and customisation facilities, access to the software, administration competencies). The authors of the paper have no specific interests in the software (neither Talend Open Studio). As the BMI-LM data model is generic, there exists no reason that it does not work with another PLM system.
A class of Teamcenter objet is created for each BO of the BMI-LM model, so that the four stages of a BMI study are supported. Data are attached to BOs instances through dataset objects in Teamcenter system. The BOs instances contain the attributes of the classes and are linked through typed relationships as defined in the BMI-LM data model.
Teamcenter proposes a classification feature, which is mainly used in manufacturing industry to classify products in families. The classification attributes are easier to modify for users than the BO attributes (no need of a BMIDE -business modeller IDE, the environment that allows to modify Teamcenter data model -customisation, the classification is defined in the rich client), which is good to fit the model flexibility requirement and also for the appropriation of the database by the users. The organisation feature of Teamcenter is used to model users' groups and roles, which are required to design access rules to the data.
For the purpose of implementation some changes of the basic Teamcenter window display were necessary. Due to the unusual quantity of BO types (16), unique icons have been set for each type. Further to key-users' interviews, it was decided to present all the information, such as form and classification attributes, inside the item: it simplifies the display.
Other developments
A processing manager has been designed to supervise the calculation of BMI data processing directly from the PLM system: the processing is computed on local grids and the result is sent back to the database. As an example in the context of the longitudinal resting-state study use case, it is useful to compute the average anatomical image of a group of subject that meet some criteria, for example the subjects are aged between 25 and 40 with an Edinburgh score between 50 and 100 [behavioural test evaluating manual preference (Oldfield, 1971) ]. The researcher defines the anatomical exam query in Teamcenter, collects the results, selects the processing definition of average anatomical image and launches the calculation through the workflow. The anatomical images and the processing script and parameters are exported, then sent to an external computing grid, and then the resulting average anatomical image is imported. A new processing result item is created: it contains the file of the average anatomical image and it is linked to the average anatomical definition as well as to the raw data anatomical exams that were used for the processing. The processing manager is also able to launch complex pipelines, which is of interest in neuroimaging field because many pipeline tools already exist. The researcher selects the required pipeline and input data in Teamcenter interface and the processing manager send them to the pipeline tool. When all the processing are done, resulting datasets are updated in Teamcenter with associated provenance: relationships to the pipeline definition and to the inputs.
During all the process, the only action to perform by the user is to select initial items, and to check the outcomes in the new resulting items. An immediate benefit is the automatic definition of data provenance and storage of processing data: their consistency is ensured, which is compulsory for future reuse, for instance during a longitudinal study.
Migration of the BIL&GIN dataset
The researchers of the GIN research group study brain maps of anatomical and functional cognitive activations of hundred-subject cohorts, acquired with MRI (see GIN website for further details http://www:gin:cnrs:fr).
The original GIN database (GINdb) implemented by the research group, is a relational database managing metadata and paths to related files (Joliot et al., 2010) . Since 2010, it has been managed by the GIN first Brain Imaging Laterality (BIL&GIN1) dataset, which is composed of 300 subjects, balanced by gender and handedness, and was acquired between 2009 and 2011 (Petit et al., 2012) . The dataset is used in the paper as an application for the BMI-LM data model.
From the SQL GINdb database, the BIL&GIN1 dataset was migrated by using Talend Open Studio for MDM v5.2.0 and some Python scripts to map the GINdb data model and the BMI-LM data model. The PLMXML language served to import the data in the new Teamcenter database. Figure 6 shows a screenshot of the implementation in Teamcenter rich client. A tree with one subject's BOs contains the raw data of all his or her exams, with the associated definition BOs (acquisition device, data unit definition...). The figure also presents an example of classification attributes display. The datasets are stored under their parent BO; one of them is opened: an anatomical MRI image in external image visualisation software (MRIcron). A subject passed the same imaging examination 'EXAima_repos01' (restingstate fMRI) twice: the first time in 'GINT1' study and the second time in 'GINT2' study. The exam definition provenance object 'EXDima_repos01' is indicated to be used for both examinations, which means that they were performed with an identical protocol. Therefore the data can be easily reused for a longitudinal study. Notes: The subject 'Human1' participated in two studies, 'GINT1' and 'GINT2':
Application with the use case
(a) the examinations that were passed are displayed, (b) an imaging dataset is opened and (c) the display of classification attributes is shown.
Feedback from the GIN users
The implementation in Teamcenter has been demonstrated to the members of the GIN research group -same panel on which the interviews were performed during the needs clarification step of the research work presented in this paper. The researchers recognise their familiar concepts through the BMI-LM data model. They fully agree with the new structuring of the data, and welcome enthusiastically the inputs of the neuroimaging classification. Indeed, the classification allows them to quickly become familiar with the database and to easily adapt the metadata organisation to their research practices, whereas the generic BMI-LM data model constitutes the back-bone of the data management.
The main critics are dealing with the interface of the software (basic Teamcenter rich client display): there are too many menus, icons and sub-windows in the environment. Therefore, visually retrieving information is not immediate: the browsing of objects is not possible in a single sub-window. What they are looking for in terms of ergonomics is an over-simplified interface with few choices to make for each option. They want to be able to handle the tool almost without any training. On this point, they prefer their previous data management system (GINdb) which has a simplified interface for an easy reading of information. Besides, the researchers want to perform complex queries -meaning queries including provenance information -, but the query builder interface is not only unergonomic but also requires an accurate knowledge of the data model. This prevents occasional users from using the database to search and reuse information.
Discussion
The information management system for BMI research studies presented in the paper is only connected to local computing grid for the calculation of the processing data. But it is not integrated with external devices such as raw data acquisition devices. The implementation of the BMI-LM data model has only been tested with a pre-existing dataset from the GIN research group. The use of a PLM system to acquire raw data will be implemented and tested on new studies for coming years.
Another limitation of the proposal work is the public sharing of data. Thanks to access management module, PLM systems deal easily with different access rules on each study and depending on user's group and role, which allows to easily manage the database access inside a team and between collaboration partners, but not inside a community. Even if PLM light web client exist, licenses to connect to the database and users training are required, which prevents from occasional use. Internet-access databases are an implicit standard in neuroimaging domain since HBP first database in 1993, so a web access of the database system must be proposed in the future. At a first step of the research work presented in the paper, leading the needs clarification and testing the PLM-database implementation with a limited number of users were necessary to get quick useful feedback. PLM systems have been preliminary validated for the management of BMI data. So now future work should address the specifications of a web client database that could be connected to others online neuroimaging databases, thanks to the use of ontologies. A growing trend in the domain is to enable sharing between different database systems through mediation with the use of mapping ontology. It is relevant to plan the interfacing of PLM systems with external database systems based on XNAT or such as PubMed in order to link bibliography management of the BMI-LM model with the most complete bibliography database in medical field. Some existing works on the topic can be taken as a basis such as the FBIRN initiative (Ashish et al., 2010) . Ontologies were used to design the neuroimaging classification, but a complete semantic enrichment would improve the management of relationships between objects in PLM systems (Assouroko et al., 2014) , especially for query and retrieval features.
GIN users' feedback also highlighted that the graphical user interface of PLM systems would be unsuitable to them, because of the excessive numbers of sub-windows and menus that reduce the implicit use of the system. So in the future, a simplified and more adequate user interface has to be developed, that in addition would be available online. Web-based clients are becoming a unavoidable evolution of PLM systems in manufacturing industry in order to access data everywhere and on new mediums such as tablets. Some interesting PLM web clients have been developed -for instance web ARAS system or new Teamcenter ten active workspace client -, but they still propose an overloaded interface. Due to the nature of neuroimaging research work, the relationships between database objects are complex, so the navigation among data is critical. However, current PLM systems do not propose a satisfactory relation browser or viewer, and they present limits in data visualisation and analysis, notably complex and heterogeneous data are managed (Allanic et al., 2014a ). Therefore, a major concern in the upcoming work is to visualise data relationships, by graphs, in order to improve the browsing and the visualisation of data and provenance in PLM systems. As PLM concepts are applied to a growing number of new fields, the PLM community should take the opportunity to make evolve PLM systems features, especially their user interface.
Because the BMI-LM data model is generic and flexible enough to be easily extended, the approach presented in the paper could be used by other domains dealing with heterogeneous and complex data. For instance, mechatronics is a domain combining mechanical engineering, electrical engineering, control engineering and computer engineering. The design of mechatronic systems is complex because of multi-physical interactions between the different components (Bricogne et al., 2014) . Therefore a similar approach of information management to the one presented in the paper could be of interest for the mechatronics community. Besides, the lifecycle of a product is composed of three stages (Kiritsis et al., 2003) : the design and manufacturing stages are the Beginning-of-life (BOL), the distribution and use stages are the middle-of-life (MOL), and the retired stage is the end-of-life (EOL). Up to know, most of the research work in the PLM community has focused on the first stage (BOL) of a lifecycle of a product. A mechatronic system -for instance an industrial assessor -may generate during its lifetime (MOL) some heterogeneous data through cyber-physical interactions -for instance an assessment loop between physical sensors, computing unit and physical actuators. These data may be kept in an information management system, possibly a PLM system to trace the provenance of the actions performed by the mecatronic system.
Conclusions
In the paper, PLM systems are proposed to be a relevant solution to manage the heterogeneity and complexity of BMI data. The BMI-LM data model is detailed: it allows data to be shared and reused easily. An associated neuroimaging classification is also presented: it makes the data model more flexible and expandable. An application of the BMI-LM data model implemented in the Teamcenter PLM system has been developed and shows with neuroimaging data from the GIN research group that the provenance can be well managed in terms of traceability.
Compared to existing databases of neuroimaging domain, the PLM system implemented for the GIN research group enlarges the scope of BMI information management possibilities. Neuroimaging data are managed from study specifications to published results throughout a research study. In addition, efficient access management, a complete data provenance and the management of all kind of data are provided. The feedback from the GIN research group is promising, but some additional work has to be done regarding the interface of the PLM system, the integration of the PLM system with physical devices and its online availability.
