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Tema ovog diplomskog rada je bioinformaticˇke prirode. Bioinformatika je znanost
koja se bavi analizom biolosˇkih podataka o sljedovima, sadrzˇaju i organizaciji genoma
te predvida strukture i funkcije makromolekula uz pomoc´ tehnika iz primijenjene
matematike, statistike i racˇunarstva.
U ovom diplomskom radu bavimo se skrivenim Markovljevim modelima - sta-
tisticˇkim alatom za modeliranje nizova koje generira neki skriveni proces. Popular-
nost koju su stekli skriveni Markovljevi modeli unatrag nekoliko desteljec´a mozˇe se
pripisati objavi radova L. E. Bauma i ostalih sedamdesetih godina 20. stoljec´a u ko-
jima su konstruirane efikasne metode za racˇunanje s takvim modelima. Broj poducˇja
u kojima te metode i modeli nailaze primjenu osiguravaju im i danas etiketu aktualne
teme u stohasticˇkom modeliranju. Neke od najpoznatijih primjena su prepoznava-
nje govora (speech recognition), rukopisa (handwriting recognition) i gesta (gesture
recognition), racˇunalno prevodenje (machine translation), analiza vremenskih nizova
te bioinformatika.
Ovim radom zˇelimo pruzˇiti kratki pregled teorije skrivenih Markovljevih modela,
dati primjer njihove implementacije i pojasniti postupke za procjenu parametara mo-
dela. Ujedno, promatramo neke metode za procjenu kompleksnosti skrivenih Mar-
kovljevih modela.
U prvom poglavlju je dan pregled osnovnih pojmova iz teorije vjerojatnosti i
Markovljevih lanaca. U drugom poglavlju formalno definiramo skrivene Markovljeve
modele i dajemo primjer, dok u trec´em opisujemo algoritme koje smo koristili. U
zadnjem, cˇetvrtom poglavlju, opisujemo postupak za procjenu parametara skrivenih
Markovljevih modela i njegovu implementaciju te promatramo metode za procjenu





Definicija 1.1.1. Slucˇajni pokus ili slucˇajni eksperiment je takav pokus cˇiji
ishodi, tj. rezultati nisu jednoznacˇno odredeni uvjetima u kojima izvodimo pokus.
Tipicˇni primjeri slucˇajnog pokusa su bacanje igrac´e kocke i bacanje novcˇic´a.
Definicija 1.1.2. Prostor elementarnih dogadaja je neprazan skup Ω koji re-
prezentira skup svih ishoda slucˇajnog pokusa. Elemente od Ω ozacˇavamo s ω i zovemo
elementarni dogadaji.
Definicija 1.1.3. Neprazna familija F podskupova od Ω zove se σ-algebra ako vri-
jedi:
1. ∅ ∈ F
2. Ako je A ∈ F , tada je Ac = Ω\A ∈ F
3. Ako je An ∈ F , n ∈ N, tada je
⋃∞
n=1An ∈ F
Drugim rijecˇima, σ-algebra je neprazna familija podskupova od Ω koja sadrzˇi ne-
moguc´ dogadaj ∅, zatvorena je na komplementiranje i prebrojivu uniju.
Definicija 1.1.4. Neka je F σ-algebra na skupu Ω.Uredeni par (Ω,F) zove se iz-
mjeriv prostor.
Sada konacˇno mozˇemo dati definiciju vjerojatnosti.
Definicija 1.1.5. Neka je (Ω,F) izmjeriv prostor. Funkcija P : F → R jest vjero-
jatnost ako vrijedi:
2
POGLAVLJE 1. OSNOVNI POJMOVI 3
1. P(Ω) = 1 (normiranost)
2. P(A) ≥ 0 ∀A ∈ F (nenegativnost)
3. Za svaki niz (An, n ∈ N), An ∈ F , takav da je Am
⋂









P(An) (σ -aditivnost ili prebrojiva aditivnost)
Definicija 1.1.6. Uredena trojka (Ω,F ,P), gdje je F σ-algebra na Ω i P vjerojatnost
na F , zove se vjerojatnosni prostor. Ako je Ω konacˇan ili prebrojiv skup (Ω,F ,P)
zovemo diskretni vjerojatnosni prostor.
Neka je (Ω,F ,P) vjerojatnosni prostor. Elemenete σ-algebre F zovemo dogadaji,
a broj P(A), A ∈ F zove se vjerojatnost dogadaja A.
Definicija 1.1.7. Neka je (Ω,F ,P) proizvoljan vjerojatnosni prostor i A ∈ F takav
da je P(A) > 0. Definirajmo funkciju PA : F → [0, 1]:




, B ∈ F . (1.1)
PA je vjerojatnost na F i zovemo je uvjetna vjerojatnost uz uvjet A. Broj P(B |
A) zovemo vjerojatnost od B uz uvjet A.
Definicija 1.1.8. Konacˇna ili prebrojiva familija (Hi, i = 1, 2, . . .) dogadaja u vjero-
jatnosnom prostoru (Ω,F ,P) jest potpun sistem dogadaja ako je Hi 6= ∅ za svako
i, Hi
⋂
Hj = ∅ za i 6= j (tj. dogadaji se uzajamno iskljucˇuju) i
⋃
iHi = Ω.
Drugim rijecˇima, potpun sistem dogadaja konacˇna je ili prebrojiva particija skupa
Ω s tim da su elementi particije dogadaji.
Teorem 1.1.9. (Formula potpune vjerojatnosti) Neka je (Hi, i = 1, 2, . . .) potpun





P(Hi)P(A | Hi). (1.2)
Teorem 1.1.10. (Bayesova formula) Neka je (Hi, i = 1, 2, . . .) potpun sistem dogadaja
u vjerojatnosnom prostoru (Ω,F ,P) i A ∈ F takav da je P(A) > 0. Tada za svako i
vrijedi:
P(Hi | A) = P(Hi)P(A | Hi)∑
j P(Hj)P(A | Hj)
. (1.3)
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Definicija 1.1.11. Neka je (Ω,F ,P) vjerojatnosni prostor. Ako je (Ω,F ,P) diskre-
tan vjerojatnosni prostor, slucˇajna varijabla jest prozvoljna realna funkcija na Ω.
Ako je (Ω,F ,P) opc´i vjerojatnosni prostor, slucˇajna varijabla na Ω jest funkcija
X : Ω → R ako je X−1(B) ∈ F za prozvoljno B ∈ B, tj. X−1(B) ⊂ F , gdje je B
σ-algebra generirana familijom svih otvorenih skupova na R.
1.2 Markovljevi lanci
Definicija 1.2.1. Neka je S skup. Slucˇajan proces s diskretnim vremenom i pros-
torom stanja S je familija X = (Xt : t ≥ 0) slucˇajnih varijabli (ili elemenata) defi-
niranih na nekom vjerojatnosnom prostoru (Ω,F ,P) s vrijednostima u S. Dakle, za
svaki t ≥ 0, je Xt : Ω→ S slucˇajna varijabla.
Definicija 1.2.2. Neka je S prebrojiv skup. Slucˇnajni proces X = (Xt : t ≥ 0) defini-
ran na vjerojatnosnom prostoru (Ω,F ,P) s vrijednostima u skupu S je Markovljev
lanac n-tog reda ako vrijedi:
P(Xt = i | Xt−1 = it−1, Xt−2 = it−2, . . . , X0 = i0) =
= P(Xt = i | Xt−1 = it−1, Xt−2 = it−2, . . . , Xt−n = it−n) (1.4)
za svaki t ≥ 0 i za sve i0, i1, . . . , it−1, i ∈ S za koje su obje uvjetne vjerojatnosti
definirane.
Svojstvo u relaciji (1.4) naziva se Markovljevim svojstvom .
Definicija 1.2.3. Vjerojatnost prijelaza iz stanja i u stanje j u trenutku t jest vje-
rojatnost da slucˇajna varijabla Xt+1 poprimi vrijednost j ako je slucˇajna varijabla Xt
poprimila vrijednost i. Tu vrijednost nazivamo prijelazna (tranzicijska) vjero-
jatnost i oznacˇavamo:
aij = P(Xt+1 = j | Xt = i) (1.5)




2.1 Skriveni Markovljev model (HMM)
Kod “obicˇnog” Markovljevog modela niz stanja koji emitira neki niz opazˇanja nam
je uvijek poznat.
Skriveni Markovljev model je Markovljev model kod kojeg su stanja “skrivena”, tj.
ne znamo ih pri emitiranju nekog niza vrijednosti, ali nam je taj niz vrijednosti poznat
i pomoc´u njega mozˇemo nesˇto zakljucˇniti o nizu stanja koji odgovara emitiranom nizu
vrijednosti.
Niz stanja skrivenog Markovljevog modela modeliran je Markovljevim lancem 1.
reda, tj. vjerojatnost da se nalazimo u nekom stanju ovisi samo o prethodnom stanju.
Formalno:
Definicija 2.1.1. Skriveni Markovljev model prvog reda (eng. hidden Markov
model ili krac´e HMM) zadajemo sa dva niza, Q i O:
• Q = Q1,Q2, . . . ,QN - niz slucˇajnih varijabli koje poprimaju diskretne vrijednosti
• O = O1,O2, . . . ,ON - niz slucˇajnih varijabli koje poprimaju diskretne ili konti-
nuirane vrijednosti,
gdje te varijable zadovoljavaju sljedec´e uvjete:
1.
P(Qt | Qt−1,Ot−1, . . . ,Q1,O1) = P(Qt | Qt−1) (2.1)
2.
P(Ot | QN ,ON ,QN−1,ON−1, . . . ,Qt+1,Ot+1,Qt,Qt−1,Ot−1, . . . ,Q1,O1)=P(Ot | Qt)
(2.2)
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Skriveni Markovljev model (HMM) sa diskretnim opazˇanjima mozˇemo opisno za-
dati sljedec´im parametrima:
• N - broj stanja u kojima se proces mozˇe nalaziti
S = {1, . . . , N} (2.3)
S - skup svih stanja procesa
• M - broj moguc´ih opazˇanja
B = {b1, . . . ,bM} (2.4)
B - skup svih opazˇanja
• L - duljina opazˇenog niza
x = (x1, . . . ,xL) (2.5)
x - opazˇeni niz
• A - matrica tranzicijskih vjerojatnosti
A = {aij}, aij = P(Qt+1 = j | Qt = i), 1 ≤ i, j ≤ N (2.6)
• E - matrica emisijskih vjerojatnosti
E = {ej(k)}, ej(k) = P(Ot = bk | Qt = j), 1 ≤ j ≤ N, 1 ≤ k ≤M (2.7)
Upravo je upotreba skrivenog Markovljevog modela u radu s ljudskim genomom u
cˇlanku “Discovery and characterization of chromatin states for systematic annotation
of the human genome” autora Jasona Ernsta i Manolisa Kellisa [3] bila motivacija za
ovaj diplomski rad.
2.2 Primjer HMM-a: povremeno neposˇtena
kockarnica
U nekoj kockarnici koriste se dvije kocke: simetricˇna igracˇa kocka (“posˇtena” kocka)
kod koje je vjerojatnost da padne bilo koji od brojeva iz skupa {1,2,3,4,5,6} jednaka
1
6
i nesimetricˇna (“neposˇtena” kocka) kod koje je vjerojatnost da padne sˇestica 1
2
, dok
je vjerojatnost da padne bilo koji drugi broj iz skupa {1,2,3,4,5} jednaka 1
10
.
Ako je bacˇena simetricˇna kocka vjerojatnost da c´e ponovno biti bacˇena simetricˇna
je 95% dok je vjerojatnost da c´e biti zamijenjena nesimetricˇnom 5%. U 80% slucˇajeva
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Slika 2.1: Dijagram povremeno neposˇtene kockarnice
kockarnica c´e, nakon sˇto je zamijenila simetricˇnu kocku nesimetricˇnom i izvela bacanje
njome, nastaviti izvoditi bacanja nesimetricˇnom kockom, dok c´e u 20% slucˇajeva
zamijeniti nesimeticˇnu kocku simetricˇnom.
U prethodno iznesenoj notaciji za HMM dani primjer zapisujemo na sljedec´i nacˇin:
• N = 2
S = {S , N}
S - simetricˇna kocka, N - nesimetricˇna kocka
• M=6
B = {1 , 2 , 3 , 4 , 5 , 6}






gdje je a11 = P(S | S) - vjerojatnost da je nakon bacanja simetricˇne kocke opet
bacana simetricˇna kocka, a12 = P(N | S) - vjerojatnost da je nakon bacanja
simetricˇne kocke bacana nesimetricˇna kocka, a21 = P(S | N) - vjerojatnost da
je nakon bacanja nesimetricˇne kocke bacana simetricˇna kocka i a22 = P(N | N)
- vjerojatnost da je nakon bacanja nesimetricˇne kocke opet bacana nesimetricˇna
kocka.
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• Matrica emisijskih vjerojatnosti:
emp2 =














gdje se u prvom retku matrice nalaze emisijske vjerojatnosti elemenata iz B (tim
redosljedom) u stanju S, a u drugom retku su emisijske vjerojatnosti elemenata
iz B u stanju N.
Primijetimo da je proces koji modelira baca li se simetricˇna ili nesimetricˇna kocka
zapravo Markovljev proces prvog reda sa stanjima u S. Vidimo da su emisijske vje-
rojatnosti simbola iz B u svakom od stanja razlicˇite i ne ovise o prijasˇnjim stanjima.
Sada je jasno da je primjer povremeno neposˇtene kockarnice primjer skrivenog Mar-
kovljevog modela prvog reda.
Postavlja se pitanje: Sˇto je tu “skriveno” ?
Ako nam je poznat niz opazˇanja, tj. niz dobiven bacanjem kocaka, npr. X =
(1 3 5 6 6 6) ne znamo pri kojem bacanju je koriˇstena simetricˇna a pri kojem nesime-
tricˇna kocka, to je poznato samo kockarnici. Dakle, niz stanja je nepoznat, skriven.
Medutim, iako nam je niz stanja nepoznat, pomoc´u niza opazˇanja moguc´e je odrediti
sljedec´e:
• Najvjerojatniji niz stanja za dobiveni niz opazˇanja. U svrhu rjesˇavanja ovog
problema koristi se Viterbijev algoritam o kojem c´e biti rijecˇi u daljnjem
tekstu rada.
• Vjerojatnost niza opazˇanja u odnosu na neki zadani model. Ovaj problem
rjesˇava se forward ili backward algoritmom koji c´emo kasnije pojasniti.
• Parametri modela: emisijske i tranzicijske vjerojatnosti. Za procjenu ovih para-
metara koristimo Baum-Welch algoritam koji takoder kasnije objasˇnjavamo.
Da bi mogli primijeniti HMM na ljudski genom, Ernst i Kellis (2010.) [3] ga
najprije dijele na disjunktne intervale od po 200 nukleotida. U svakom od tih intervala
gledaju nalazi li se pojedini znak od njih 41 ukupno, ako se nalazi to zabiljezˇe s ’1’,
ako se ne nalazi s ’0’. Na taj nacˇin se dobije specificˇna kombinacija nula i jedinica
duljine 41 za svaki od intervala i pomoc´u te varijable izracˇuna se vjerodostojnost za
dane parametre (broj stanja, tranzicijske i emisijske vjerojatnosti).
Napomena 2.2.1. Ernst i Kellis rade s multivarijatnim HMM-om pa im vjerodos-
tojnost ima drugacˇiji oblik nego kod nas.
Poglavlje 3
Algoritmi za HMM
U ovom poglavlju objasˇnjeni su algoritmi koje smo spomenuli u prosˇlom poglavlju.
Ponovimo, iako je niz stanja u skrivenom Markovljevom modelu nepoznat, poznat
nam je niz emitiranih vrijednosti i pomoc´u njega mozˇemo nesˇto zakljucˇniti o nizu
stanja.
Oznacˇimo sa x = (x1,x2, . . . ,xn) niz emitiranih simbola i sa pi = (pi1,pi2, . . . ,pin)
pripadajuc´i niz skrivenih stanja. Koristimo vec´ spomenute oznake za tranzicijske vje-
rojatnosti (akl - vjerojatnost prelaska iz stanja pik u stanje pil) i emisijske vjerojatnosti
(ek(b) - vjerojatnost emisije simbola b u stanju k).
3.1 Viterbijev algoritam
Viterbijev algoritam je algoritam dinamicˇkog programiranja za pronalazˇenje naj-
vjerojatnijeg niza stanja pi∗ u skrivenom Markovljevom modelu koji emitira zadani
niz simbola x. Niz stanja pi∗ dobivenih Viterbijevim algoritmom nazivamo Viterbijev
put ili Viterbijev prolaz.
Dakle, trazˇimo
pi∗ = arg max
pi
P(x, pi) = arg max
pi
P(pi | x). (3.1)
Pri tome P(x, pi) definiramo kao:




gdje a0pi1 i apinpin+1 koristimo za modeliranje pocˇetka i kraja te stavljamo a0pi1 =
apinpin+1 = 1.
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Oznacˇimo sa vk(i) vjerojatnost najvjerojatnijeg prolaza pi
∗ koji zavrsˇava u stanju
k pri cˇemu su emitirani simboli x1, . . . , xi. Sada Viterbijev algoritam mozˇemo zapisati
u sljedec´a cˇetiri koraka:
1. Inicijalizacija (i = 0) :
v0(0) = 1, vk(0) = 0 ∀k > 0
2. Rekurzija (i = 1, . . . , n) :
vl(i) = el(xi) ·max
k
(vk(i− 1) akl)




P(x, pi∗) = max
k
(vk(n) ak0)
pi∗n = arg max
k
(vk(n) ak0)




Napomena 3.1.1. U praksi se racˇunanje u Viterbijevom algoritmu (i ostalim algorit-
mima koje navodimo u nastavku) provodi s logaritmiranim vrijednostima jer mnozˇenje
malih brojeva uzrokuje “underflow” na racˇunalu.
3.2 Forward algoritam
Forward algoritam racˇuna ukupnu vjerojatnost niza u odnosu na model, tj. sumu
po svim putevima vjerojatnosti niza po nekom putu kroz model. Oznacˇimo tu vje-
rojatnost sa P(x).
Ako su x1, . . . ,xi opazˇeni simboli, pii stanje modela koje emitira simbol na poziciji
i u nizu x, el emisijska vjerojatnost u stanju l, akl tranzicijska vjerojatnost iz stanja
k u stanje l, onda vjerojatnost da niz x1, . . . , xi zavrsˇava u stanju k (u oznaci fk(i))
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mozˇemo raspisati rekurzivno na sljedec´i nacˇin:


























Sada forward algoritam mozˇemo zapisati u tri koraka:
1. Inicijalizacija (i = 0) :
f0(0) = 1, fk(0) = 0 ∀k > 0











Backward algoritam takoder racˇuna ukupnu vjerojatnost niza u odnosu na model,
jedina je razlika izmedu forward i backward algoritama sˇto backward algoritam tu
vjerojatnost racˇuna od kraja, i niza i modela. Konacˇni rezultati oba algoritma su
jednaki.
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Vjerojatnost niza xi+1, . . . , xn uz uvjet da je u trenutku i niz u stanju k (u oznaci
bk(i)) raspisujemo rekurzivno na sljdec´i nacˇin:


























Sada backward algoritam takoder mozˇemo zapisati u tri koraka:
1. Inicijalizacija (i = n) :
bk(n) = ak0,∀k











Ovaj algoritam je iterativni postupak za odredivanje parametara modela na temelju
niza opazˇanja. Parametri se procjenjuju tako da se maksimizira ocˇekivanje proma-
tranog niza s obzirom na odabir parametara.
Prisjetimo se primjera povremeno neposˇtene kockarnice iz prethodnog poglavlja
(2.2). Kako bismo mogli odrediti parametre tog modela? U slucˇaju da nam je put pi
poznat, mogli bismo jednostavno pebrojiti sve tranzicije i emisije koje se pojavljuju











gdje je Aij broj tranzicija iz stanja i u stanje j, a Ei(s) broj emisija simbola s
iz stanja i. Buduc´i da nam je put pi najcˇesˇc´e nepoznat, ne mozˇemo jednostavno
prebrojiti tranzicije i emisije kako bismo dobili Aij i Ei(s), vec´ racˇunamo njihove













gdje je fi(t) forward varijabla definirana u (3.3) a bi(t) odgovarajuc´a backward vari-
jabla definirana u (3.9).
Primijetimo da ocˇekivane vrijednosti tranzicija i emisija ovise i o parametrima
samog modela aij i ei(k) koje zˇelimo procijeniti. Mozˇe se pokazati da iterativnim
postupkom optimizacije seta parametara θ formulama (3.15) i (3.16), koristec´i pro-
cjene broja tranzicija (3.17) i emisija (3.18) povec´avamo vjerodostojnost modela, tj.
za nove vrijednosti seta parametara θ′ vrijedi
P(x | θ′) ≥ P(x | θ).
Ovakav postupak optimizacije parametara za skrivene Markovljeve modele zovemo
Baum-Welch algoritam. Mozˇemo ga zapisati u tri koraka:
1. Inicijalizacija: Proizvoljno odaberi parametre.
2. Rekurzija:
a) Svim elementima matrica A i E dodijeli vrijednost 0.
b) Izracˇunaj fk(i) pomoc´u forward algoritma.
c) Izracˇunaj bk(i) pomoc´u backward algoritma.
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f) Izracˇunaj L = P(x | θ).
3. Zavrsˇetak: Stani ako je dosegnut maksimalan broj iteracija ili je ∆L < .
Ovaj postupak garantira konvergenciju algoritma u lokalni maksimum. Uobicˇajeno
je da sustav ima mnogo lokalnih ekstrema, te konvergencija u neki od njih bitno ovisi
o inicijalnom izboru parametara modela. Baum-Welch algoritam je specijalan slucˇaj
opc´enitog postupka za procjenu parametara vjerojatnosnih modela metodom maksi-
malne vjerodostojnosti - EM (Expectation Maximization) algoritma.
Poglavlje 4
Rezultati
4.1 Simulacija i optimizacija
U radu je koriˇsten programski jezik Python.
Simulirali smo 2 niza duljine 20 000, prvi niz je bio simulacija bacanja 2 kocke,
simetricˇne i nesimetricˇne s vjerojatnosˇc´u pada sˇestice 1
2
, kao sˇto je opisano u drugom
poglavlju (2.2 Primjer HMM-a: povremeno neposˇtena kockarnica). Drugi niz je simu-
lacija bacanja 3 kocke, prve dvije kao kod neposˇtene kockarnice a trec´a je bila kocka
s “tezˇom” jedinicom, tj. vjerojatnost da padne 1 na kocki je 1
2
, a neki od brojeva iz
skupa {2,3,4,5,6} je 1
10
. Dakle, drugi model ima 3 stanja
S = {S , N6 , N1}
S - simetricˇna kocka, N6 - nesimetricˇna kocka s “tezˇom” sˇesticom, N1 - nesimetricˇna








































Tranzicijska matrica i u ovom slucˇaju je dijagonalno dominantna, oblika:
tranz3 =
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Dakle, zadali smo 2 skrivena Markovljeva modela sa razlicˇitim brojem stanja i
razlicˇitim tranzicijskih i emisijskim vjerojatnostima. Za svaki od modela simulirali
smo nizove te pokusˇali rekonstruirati parametre modela Baum-Welch algoritmom. U
tu svrhu smo za svaki od simuliranih nizova optimizirali parametre s 2, 3, 4 i 5 stanja
(kocki) i raznim inicijalnim setovima tranzicijskih i emisijskih parametara.
Kao sˇto smo spomenuli ranije, ocˇekuje se da s povec´anjem broja iteracija u Baum-
Welch-u raste i vjerodostojnost modela no u praksi je stanje drugacˇije jer postoji viˇse
lokalnih maksimuma. U koji od njih c´e proces konvergirati ovisi o izboru inicijalnih
parametara. Zato smo implementirali algoritam tako da smo iteriranje zaustavili kada
je vjerodostojnost prvi puta pocˇela padati ili je razlika u vjerodostojnosti izmedu dvije
uzastopne iteracije postala manja od  = 0.01. Maksimalan broj iteracija postavili
smo na 400.
Viterbijevo treniranje
Kao alternativni nacˇin procjene parametara modela koristili smo i Viterbijevo tre-
niranje. Umjesto maksimizacije vjerodostojnosti opazˇenih podataka x = (x1, x2, . . . , xn)
uz dani set parametara θ, tj.
P(x1, x2, . . . , xn | θ), (4.1)
Viterbijevo treniranje pronalazi set parametara θ koji maksimizira vjerodostojnost
najvjerojatnijeg niza skrivenih stanja
P(x1, x2, . . . , xn, pi∗(x1), pi∗(x2), . . . , pi∗(xn) | θ). (4.2)
U tom pristupu najvjerojatniji putevi za opazˇeni niz se odreduju pomoc´u Viterbijevog
algoritma koji smo opisali u prethodnom poglavlju. I ovdje se postupak iterira nakon
sˇto se odrede novi parametri modela. Napravili smo 30 iteracija za niz duljine 20
000 i za svaku kombinaciju inicijalnih parametara kojima smo optimizirali za svaki
od modela dobili smo losˇiju procjenu nego kod Baum-Welcha. Cˇest rezultat je bio
da kod Viterbija neka stanja uopc´e ne emitiraju simbole ili da se neka kocka “vrti
sama u sebi” tj. nema tranzicija u drugu (druge) kocke. Pogledajmo na sljedec´em
primjeru usporedbu procjena parametara Baum-Welchom i Viterbijem.
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Slika 4.1: Procjena parametara modela sa 2 stanja Baum-Welch algoritmom (lijevi
dijagram) i Viterbijevim treniranjem (desni dijagram), sa inicijalnim parametrima
emp201 i tranz203 (konkretne vrijednosti parametara u Dodatku)
Buduc´i da su procjene parametara dobivene Baum-Welch algoritmom bile blizˇe
stvarnim vrijednostima iz kojih smo simulirali model nego procjene dobivene Viter-
bijevim treniranjem, odlucˇili smo se nadalje koncentrirati na procjenu parametara
Baum-Welchom.
Numericˇka stabilnost
Kod implementacije skrivenih Markovljevih modela i pripadajuc´ih algoritama “un-
derflow” predstavlja znacˇajan problem. Forward i backward algoritmi racˇunaju vje-
rojatnosti parcijalnih nizova, a te vjerojatnosti mogu biti vrlo male za velike duljine
niza. Postoje dva nacˇina za izbjegavanje “underflow” gresˇaka:
1. Skaliranje - najcˇesˇc´e primjenjivano rjesˇenje je koriˇstenje skalirajuc´ih koeficije-
nata za vjerojatnosti tako da vrijednosti ostanu u rasponu koji je prikaziv na
racˇunalu
2. Log- space - umjesto da racˇunamo vjerojatnosti radimo sa logaritmiranim
vjerojatnostima. Na taj nacˇin produkti iz koriˇstenih algoritama postaju sume
i tako brojevi ostaju u rasponu od 10−308 do 10308 tj. ostaju “dovoljno veliki”
da ih racˇunalo mozˇe memorirati. Za logaritam zbroja brojeva a, b ∈ R vrijedi
sljedec´a jednakost
log(a+ b) = log(a) + log(1 + elog(b)−log(a)), a > b (4.3)
gdje je log = loge.
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Buduc´i da je prirodni logaritam strogo rastuc´a funkcija i uz uvjet a > b, log(b)−
log(a) je uvijek manje od nule odnosno elog(b)−log(a) je iz intervala < 0, 1 >. To
osigurava da je drugi sumand s desne strane jednakosti (4.3) nenegativan pa je
promatrani logaritam moguc´e izracˇunati i za brojeve izvan spomenutog raspona
prikazivih brojeva na racˇunalu.
U ovom radu koristi se log - space.
4.2 Informacijski kriteriji: AIC i BIC
Vrijednosti tranzicijskih (tranz) i emisijskih (emp) matrica kojima smo optimizirali
parametre modela mogu se nac´i u sljedec´oj cjelini tj. Dodatku.
Param. za simulaciju Baum-Welch L AIC BIC
emp2, tranz2 -35388.4984350 70800.9968701 70895.8387207
Param. za optimizaciju Baum-Welc L AIC BIC
emp201, tranz203 -35390.9470592 70805.8941184 70900.7359690
emp302, tranz309 -35394.6666406 70831.3332813 70997.3065199
emp402, tranz405 -35387.9944289 70839.9888578 71092.9004595
emp503, tranz502 -35437.5086267 70965.0172533 71320.6741932
Tablica 4.1: Najbolja kombinacija parametara za optimizaciju s 2, 3, 4 i 5 stanja za
niz simuliran iz 2 stanja
Param. za simulaciju Baum-Welc L AIC BIC
emp3, tranz3 -34814.5681421 69671.1362842 69837.1095228
Param. za optimizaciju Baum-Welc L AIC BIC
emp202, tranz208 -34995.0247212 70014.0494425 70108.8912931
emp302, tranz309 -34819.544737 69681.089474 69847.0627126
emp402, tranz404 -34626.9349903 69317.8699807 69570.7815823
emp503, tranz501 -34793.813134 69677.626268 70033.2832079
Tablica 4.2: Najbolja kombinacija parametara za optimizaciju s 2, 3, 4 i 5 stanja za
niz simuliran iz 3 stanja
Izuzev optimizacija s 3 i 5 stanja u tablici 4.1 i optimizacije s 5 stanja u tablici 4.2,
vjerodostojnost L raste s povec´anjem broja parametara. Medutim, nas je zanimao
penal za broj parametara u modelu pa smo u tu svrhu racˇunali informacijske kriterije
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koji se baziraju na vjerodostojnosti: AIC (Akaike information criterion) i BIC
(Bayesian information criterion). Informacijski kriteriji su kriteriji za izbor modela,
tj. oni mjere koliko “dobro” model opisuje podatke. AIC i BIC su dani sljedec´im
jednadzˇbama
AIC = −2log(L) + 2k (4.4)
BIC = −2log(L) + klog(n) (4.5)
gdje je L maksimalna vjerodostojnost modela, n duljina niza, a k broj slobodnih
parametara modela.
Informacijski kriteriji se opc´enito minimiziraju pa su nam i ovdje od interesa
modeli s najmanjim vrijednostima AIC-a i BIC-a. Opc´enito, BIC penalizira slobodne
parametre jacˇe, rigoroznije nego AIC, odnosno penal je vec´i u BIC-u nego u AIC-
u. To je vidljivo iz prilozˇenih rezultata. Iz tablica 4.1 i 4.2 vidimo da i AIC i BIC
upuc´uju na isti rezultat: model s 2 stanja najbolje opisuje simulaciju iz 2 stanja, a
model s 4 stanja najbolje opisuje niz simuliran iz 3 stanja. Dakle, niti informacijski
kriteriji nam ne daju zadovoljavajuc´e rezultate.
Mozˇemo zakljucˇiti da niti jedan od nacˇina za procjenu parametara koji smo
proucˇavali nije dao zadovoljavajuc´e rezultate, Viterbijevo treniranje zbog losˇe procje-
njenih parametara a Baum-Welch algoritam zbog problema s lokalnim ekstremima i
inicijanim parametrima. Informacijski kriteriji AIC i BIC su se takoder pokazali neko-
risnima jer se ti kriteriji koriste uz pretpostavku da je vjerodostojnost u Baum-Welch
algoritmu dobro izracˇunata a to ne vrijedi.
4.3 Dodatak: popis parametara za optimizaciju
emp201 =
(
0.166 0.166 0.166 0.166 0.166 0.166








 0.166 0.166 0.166 0.166 0.166 0.1660.05 0.05 0.05 0.05 0.05 0.75
0.5 0.1 0.1 0.1 0.1 0.1

tranz309 =
 0.95 0.025 0.0250.05 0.9 0.05
0.05 0.05 0.9

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emp402 =

0.166 0.166 0.166 0.166 0.166 0.166
0.1 0.1 0.1 0.1 0.1 0.5
0.5 0.1 0.1 0.1 0.1 0.1




0.8 0.066 0.066 0.066
0.033 0.9 0.033 0.033
0.8 0.066 0.066 0.066




0.166 0.166 0.166 0.166 0.166 0.166
0.1 0.1 0.1 0.1 0.1 0.5
0.5 0.1 0.1 0.1 0.1 0.1
0.166 0.166 0.166 0.166 0.166 0.166




0.8 0.05 0.05 0.05 0.05
0.025 0.9 0.025 0.025 0.025
0.8 0.05 0.05 0.05 0.05
0.05 0.05 0.05 0.8 0.05




0.166 0.166 0.166 0.166 0.166 0.166









0.95 0.016 0.016 0.016
0.033 0.9 0.033 0.033
0.033 0.033 0.9 0.033
0.033 0.033 0.033 0.9

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tranz501 =

0.95 0.0125 0.0125 0.0125 0.0125
0.025 0.9 0.025 0.025 0.025
0.025 0.025 0.9 0.025 0.025
0.025 0.025 0.025 0.9 0.025
0.025 0.025 0.025 0.025 0.9

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Sazˇetak
U ovom radu bavimo se statisticˇkim modelom, skrivenim Markovljevim modelom
(eng. hidden Markov model ili krac´e HMM) za sˇto nas je motivirala njegova primjena
u radu s ljudskom genomom znanstvenika J. Ernsta i M. Kellisa.
U radu dajemo formalnu definiciju skriveniog Markovljevog modela, dajemo pri-
mjere takvih modela te opisujemo algoritme koje koristimo, izmedu ostalih i forward,
backward te Viterbijev algoritam. Nakon toga implementiramo i analiziramo pos-
tupke za procjenu parametara (emisijske i tranzicijske vjerojatnosti) HMM-a: Baum-
Welch algoritam i Viterbijevo treniranje. Baum-Welch algoritam se pokazao efikasniji
na primjerima koje navodimo ali unatocˇ tome zakljucˇujemo da ne radi u praksi zbog
niza problema kao sˇto su lokalni ekstemi i izbor inicijalnih parametara. Takoder,
kriteriji za procjenu kompleksnosti modela koje smo promatrali, AIC i BIC, pokazali
su se nekorisni.
Summary
This thesis is concerned with a statistical model called hidden Markov model (HMM).
We were led to this topic by the paper by J. Ernst and M. Kellis where they applay
HMMs to the study of human genome.
We give a formal definition of the HMM, give examples of such models and des-
cribe algorithms that are used, among others, the forward, the backward and the
Viterbi algorithm. Furthermore, we implement and analyze methods for parameter
estimation (emission and transition probabilities) for HMMs: the Baum-Welch al-
gorithm and Viterbi training. The Baum-Welch algorithm turned out to be more
effective than Viterbi training when tested on simulated examples that we present.
However, the Baum.Welch algorithm does not work in practise because of the issues
like the local maxima and the choice of the initial parameters. Finally, we applay
information criteria AIC and BIC to study complexity of our models.
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