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Modularity in programs is studied from a semantic point of view. A simple 
model of modular systems and modularization mechanisms i presented, together 
with correctness criteria for modular systems. A concept of locality is defined for 
modular systems and modularization mechanisms. In a local modular system the 
correctness of each module can be established by only looking at the module 
specifications, i.e., without using any information about how the modules are 
implemented. Locality is thus a basic property of modular systems and justifies the 
use of Parnas' information hiding principle in the construction of modular systems. 
A characterization f locality is given, and the locality of hierarchical nd recursive 
modular systems is studied. Hierarchical modular systems are shown always to be 
local, while recursive systems need not be local. A sufficient condition for the 
locality of recursive modular systems is given. Finally, the composition of modular 
systems to yield higher level modular systems is described and analyzed. It is 
shown that locality of modular systems is preserved in a hierarchical composition 
of modular systems. Correctness of hierarchically composed modular systems is 
analyzed and sufficient conditions for establishing it are given. © 1984 Academic 
Press, Inc. 
1. INTRODUCTION 
Modu lar i ty  is one of  the most  impor tant  concepts  in computer  science. It 
is the key to master ing  the complex i ty  of  large programs and is therefore 
centra l  in the theory  of  p rogramming.  There is quite an extensive body  of  
research on specif ic modu lar i za t ion  mechan isms,  such as procedures,  
processes,  and abst ract  data  types. Modu lar i ty  in itself, in abst ract ion ,  has  
* This research was supported by the Academy of Finland. A preliminary version of this 
paper was presented at the 9th International Colloquium on Automata, Languages and 
Programming in Aarhus, Denmark, in June 1982, under the title "Locality in modular 
systems." 
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not been equally well investigated. The most notable studies in this direction 
are those by Parnas (1972, 1974, 1975), in which he discusses general prin- 
ciples for program modularization, covering such aspects as the appropriate 
choice of program modules and abstraction levels, gives different 
explications of the notion of hierarchicality and discusses the loss of 
transparency when using abstraction. The incorporation of abstract data 
types in recent programming languages such as Ada 1 and Modula has 
somewhat renewed the interest in basic modularization principles (see, e.g., 
Habermann and Perry, 1980). 
It is our belief that the concept of modularity, as a general principle for 
organizing programs, can be studied in abstraction and that one can derive 
nontrivial properties which well-modularized systems should have. The 
present paper reports on one way of approaching this problem. We study 
modular systems from a semantic point of view, by giving a semantic model 
of modular systems and defining correctness of such systems. 
Our aim is to explicate the notion of a system being modular. Essentially, 
we interprete this as meaning that the system can be understood and its 
correctness verified by local analysis of its parts. This means that in order to 
check that a modular system works correctly, it should be sufficient o check 
the correctness of each module separately, only looking at the specifications 
of the modules used. This is closely related to Parnas' idea of information 
hiding (Parnas, 1972): a module should not be allowed to use any infor- 
mation about other modules which is not explicitly stated in the specification 
of the used modules. An extra twist is introduced to this, if recursive module 
dependencies are allowed, i.e., a module may (either directly or indirectly) 
use itself also. Modularization mechanisms which only permit modular 
systems to be constructed will be called local. 
We will give a precise definition of the locality property within the 
framework of our semantic model and discuss conditions under which 
modularization mechanisms are local. We will be specially concerned with 
the locality of hierarchical and recursive systems. We also consider how 
locality is affected if one allows larger modular systems to be built by 
combining smaller ones. We illustrate these concepts and results by applying 
them to the analysis of two modularization mechanisms: parameterless 
procedure declarations and encapsulated eclarations with import/export 
facilities (like those found in Modula-2 (Wirth, 1978) and Ada (Department 
of Defense, 1980), with Tennent's proposal (Tennent, 1977) being closest). 
A semantic approach, as opposed to a syntactic one within some fixed 
formal system, is chosen here because it allows us to study properties of 
modular systems without being too much distracted by questions of express- 
ibility within a specific formal system and the theory can be developed with 
1 Ada is a trademark ofthe U.S. Department of Defense. 
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a minimum of assumptions. A small disadvantage of this approach is that we 
in some situations are forced to give semantic definitions of concepts (like 
terms, declarations, and hierarchicality) which are rather syntactic in flavor. 
2. DECLARATION MECHANISMS 
The main problem in the approach we have chosen is to find a simple 
semantic model for modular systems. We want to describe semantically 
modular systems like the one in Fig. 1. The left-hand side of the figure 
describes the way in which the modules x, y, z, and w depend on each other. 
We see that module x uses both modules y and z, that both y and z use 
module w (sharing), that module z also uses itself (recursion) and that 
module w does not use any other modules. The right-hand side shows 
schematically the way in which such a modular system usually would be 
declared, by associating an implementation A(y, z) with x, B(w) with y, and 
so on. The dependency of, e.g., x on y and z is indicated by the free 
occurences of the names y and z in the implementation A(y, z) of x. 
As the implementations of modules x, y, z, and w depend on each other, 
they will have a fixed meaning only when combined into a system of 
declarations uch as DCL above. What exactly this meaning is depends on 
the application at hand. A typical example would be procedures. In this case, 
x, y, z, and w would be procedure identifiers, A(y, z),B(w), C(z, w), and D 
would be procedure bodies and the system of declarations DCL would 
determine a unique meaning for each procedure identifier declared. This 
meaning would embody the effect of executing the procedures x, y, z, and w, 
and would usually be some kind of state transformation. 
x 
dec la re  
x: A (y ,z )  ; 
y: B(w)  ; 
z: C (z ,w)  ; 
w: D 
end  
Dependency  graph  
FIGURE 1 
Module  dec la ra t ions  
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It is our intention in this study to abstract away from the specific choice 
of semantic meaning assigned to modules, i.e., we study only those properties 
which are common to all modular systems independently of what meaning is 
assigned to the individual modules. We do this by postulating that a set of 
possible meanings of individual modules Obj is given, with the elements of 
Obj being referred to as objects. 
We will also postulate a set of module names or variables Var. The 
declaration system DCL above can now be understood as a syntactic way of 
associating with each variable x, y, z, and w some specific object in Obj. 
Such an association will be called an environment. More precisely, an 
environment on X in Obj, X__ Var, is a function e from X to Obj. We write 
EnVobj(X)=X~ Obj for the set of all environments on X in Obj. The 
declaration system DCL then defines some specific environment e in 
Envobj(X), where X= {x, y,z,  w}. (The subscript Obj will henceforth be 
dropped when it is clear from the context what the set of objects is.) 
Let us consider the declaration of x in DCL, x: A(y,  z), a little closer. We 
may assume that the meaning of the implementation of A is a function 
a: Obj × Obj -~ Obj, such that if oy is the meaning o fy  and o~ the meaning of 
z, oy and o z C Obj, then a(oy, oz) is the meaning of x. In other words, if 
e C Env(X) is the environment determined by DCL, then we should have 
and 
e(x ) = a(e( y ), e(z ) ), 
e(y) = b(e(w)), 
e(z) = c(e(z), e(w)) 
e(w) = d, 
(1) 
where b, c, and d are, respectively, the meanings of B, C, and D. We assume 
that there is some environment e which does satisfy this condition. In case 
there is more than one such environment, we assume that the modularization 
mechanism prescribes one of these as the one determined by the declaration. 
The above discussion suggests that a semantic model of modular systems, 
like the one above, can be built out of the following ingredients: 
(i) a set of module names (x, y, z, and w) and their dependency 
graph, 
(ii) for each module name a corresponding object function (a, b, c, 
and d), 
(iii) a rule for determining which of the environments satisfying (1) is 
the intended one. 
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We will in fact simplify (i) and (ii) in order to make the semantics more 
manageable. Rather than using the object function a above, we use an 
environment function a':  Env(Y)~ Obj, such that a'(e)= a(e(y), e(z)), for 
any e E Env(Y), where Y= {y, z,w} is the set of all variables which modules 
can depend on. This means that all functions in the modular system will 
have the same domain. It also means that the dependency graph can be 
ignored: the dependency of, e.g., x on y will be shown by the fact that for 
some environments e l, e 2 E Env(Y) agreeing on z and w (but not on y), we 
have a'(el)4: a'(ez). (We thus replace a syntactic notion of module depen- 
dency by a semantic dependency notion.) 
The above view of module declarations will be formalized as follows: 
First, a term on X, X c Var, is a function t: Env(X) ~ Obj. Let Trm(X) be a 
set of permitted terms on X (in general, not every term will be permitted in 
building a modular system). A declaration (system) of X using 
Y, X, y_c Var, is a function d: X~ Trm(Y) (X is the set of variables declared 
by d and Y is the set of variables used by d). Let DcI(X, Y) be a set of 
permitted eclarations of X using Y (again, not every declaration eed be 
permitted). 
If YcX,  then the declarations in DcI(X, Y) are said to be self-contained. 
Finally, a solution function for a set Dcl(X, Y) of self-contained declarations 
is a function *: Dcl(X, Y)-o Env(X) which satisfies the condition 
d*(x) -= d(x)(d* I Y), 
for any dE  Dcl(X, Y), where we write d* for *(d) and d* I Y is the 
restriction of d* to Y. This is essentially a formalization of condition (iii) 
above. 
A declaration mechanism for Obj determines which terms and declarations 
are permitted and how declarations are solved. We define a declaration 
mechanism as a triple, D = (Trm, Dcl, *), where for each X, y c Var, 
and 
Trm(X) _c Env(X) -* Obj, 
Dcl(X, Y) _ X ~ Trm(Y), 
*: Dcl(X, Y )~ Env(X) defined for Y~X,  
where * is a solution function. We write TrmD(X ) for the set of terms on X 
permitted by D, Dcl(X, Y) for the set of declarations permitted by D and *~ 
for the solution function prescribed by D. Also, when necessary, we write 
ObjD for the objects of D and EnvD(X ) for the environments of D. 
We assume that for all X, Y c Var with X c y we can extend any term 
t E Trm(X) to a term t' E Trm(Y) behaving in the same way as t, i.e., for all 
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e ~ Env(Y) we have t'(e)= t(e IX). This assumption is natural, since we try 
to model the syntactic definition of terms, for which surplus variables do not 
affect the value of the term. 
3. MODULARIZATION MECHANISMS 
A main task in constructing a modular program is to describe the 
interface between the modules. This can be done in two different ways. One 
possibility is to describe for every possible module connection, say x using y, 
what exactly are the assumptions that x makes about y (call this set of 
assumptions an interface specification). Pictorially, the previous modular 
system DCL with interface specifications would look like in Fig. 2. The left- 
hand side shows the way in which the specifications describe the interfaces 
between modules, the right-hand side shows one way of declaring these 
specifications. 
Another way of describing the module interfaces is to associate a single 
specification with each module (call this a module specification). This 
specification describes what any user of the module may assume about the 
working of the module. Pictorially, the modular system DCL with module 
specifications would look like in Fig. 3. 
In both cases, the essential thing is that a module only may assume what 
is explicitly specified about the interface, and besides this has no way to 
know about the internal construction of another module. We will here choose 
the module specification approach to describing the interfaces between 
modules, since it seems to be more in line with current research on program 
construction, where independent module specifications are extensively 
investigated. However, we will return to the first model later on, when 
declare 
X: A(y,z) assumin~ y:b, z:cl; 
y: B(w) assuming w:dl; 
z: C(z,w) assumin 9 z:c2, w:d2; 
w: D 
end 
FIGURE 2 
643/60/1-3-10 
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x 
Y 1 
declare 
x: A(y,z) spec i f i cat ion  a; 
y: B(w) spec i f icat ion b; 
z: C(z,w) spec i f i cat ion  c; 
w: D spec i f icat ion d; 
end 
FIGURE 3 
describing the way in which larger modular systems can be built by 
combining smaller ones, and show how these two models are related to each 
other. 
Semantically, a module specification will be identified which the set of all 
objects satisfying it, i.e., a specification will be some subset of Obj. The set 
Obj is itself a specification, the trivial specification, which is satisfied by 
every object in Obj. The empty set is an inconsistent specification, which is 
not satisfied by any object. A specification languae is a set Spc of 
specifications containing the trivial specification, i.e., Spc ~P(Obj)  and 
Obj E Spc. 
A set of modules Z, Z c Var, is specified by a requirement on Z, which is 
a function r: Z ~ Spc, assigning to each variable in Z some specification i  
Spc. We write Recsoc(Z ) = Z~ Spc for the set of all requirements on Z. 
(The subscript Spc will usually be omitted.) A requirement r E Req(Z) is 
said to be satisfiable, if r(z) vs 0 for every z ~ Z. For r C Req(Z), we denote 
by Env(X, r) the set of all environments in Env(X) which satisfy r, i.e., 
Env(X, r) = {e C Env(X)(e(z) ~ r(z) for all z ~X¢3Z}.  
(Note that r only constrains environments on variables which are both in X 
and Z.) 
A modularization mechanism is a pair M= (D, Spc), where D = (Trm, 
Dcl, *) is a declaration mechanism, determining what declarations are 
permitted and how they are solved, and Spc is a specification language, 
determining how modules are specified. A modular system in M is a pair 
m = (d, r), where d is a declaration in Dcl(X, Y) and r is a requirement in
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Recspc(Z ),X, Y, and Z G Var. The system m is said to be self-contained, if d 
is self-contained. We write 
Mode(X, Y, Z) = Dclo(X, Y) X Reqspc(Z ) 
for the set of all modular systems declaring X, using Y, and specifying Z. We 
do not assume that each module declared or used in a modular system is in 
fact specified. Variables not explicitly specified can be understood as being 
implicitly specified by the trivial specification. 
4. AN EXAMPLE: CONSTANT DECLARATIONS 
We will illustrate the definitions above by describing a simple 
modularization mechanism, the declaration of constants (a more realistic 
example will be given in Sect. 10). Integer constant declarations, in the form 
they appear in, e.g., Ada, are probably among the simplest of declaration 
mechanisms. We define a declaration mechanism C for the set of integers 
Int, Int = min ... max, where rain is the smallest and max is the biggest 
integer allowed (we use a ... b to denote the integer range from a to b). An 
environment e in Envint(X), where X is a finite set of variables, associates 
with .each x C X an integer e(x) C Int. 
A declaration mechanism for integers is a triple C= (Trmc,Dcl  c, *c), 
defined as follows. First, Trmc(Y ) is the set of all functions t: Env~,t(Y ) ~ Int 
which can be defined by arithmetical expressions. An expression like 
x + 2 • y defines a function t E Trmc(Y ) in the obvious way: t(e) = e(x) + 
2 • e(y), for any e ~ Envi,t(Y ) (x, y C Y). 
A declaration d ~ Dcl(X, Y) associates with each x ~ X an arithmetical 
expression d(x) C Trmc(Y). No recursion is allowed in Dclc(X, Y). Solutions 
are calculated in the obvious way. A simple example of a declaration is 
x=y+z 
y=z- -w+l  
z = 2*W 
(2) 
Wz3,  
This declaration is self-contained, as the variables used (y ,z ,w)  form a 
subset of the variables declared (x, y, z, w). The solution of (2) is the 
environment x = 10, y = 4, z = 6, and w = 3. 
Specifications of integers are sets of integers. One simple choice of a 
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specification language would be to take all integer ranges a ... b. Such 
specifications are used in Ada, where we can, e.g., write 
subtype small is integer range 1 .. 100; 
y: constant small := z - w + 1. 
We can turn declaration (2) above into a modular system by adding 
specifications for some variables. The requirement x E 1 ... 20, y ~ 1 ... 10 
is, e.g., satisfied by the solution of declaration (2). 
Recursive constant declarations are also conceivable. We could, e.g., have 
a declaration 
x=2*y+z 
y=x-z  
z=3 
with the solution x= 3, y= 0, z = 3 as the environment defined by the 
declaration. Or, in a LISP system with lazy evaluation, one could allow a 
declaration like x=cons(0 ,  x), which would define the infinite list 
(0, 0, 0,...). 
5. CORRECTNESS AND LOCALITY OF SELF-CONTAINED MODULAR SYSTEMS 
We now consider the question of correctness of modular systems. Let M 
be a self-contained modularization mechanism and let m = (d, r )~  ModM 
(X, Y,Z), Y<_X. We say that m is globally correct, if d* C Env(X, r) (i.e., 
every object d*(x) satisfies its specification r(x)). Note that global 
correctness only restricts the value of d* for variables in X~Z.  The 
modular system m is said to be locally correct, if r is satisfiable and 
d(x)[Env( Y, r)] _c r(x) 
for all x C X, where d(x)[Env(Y, r)] is the image of Env(Y, r) under d(x). 
The global correctness of a modular system m = (d, r) is the "real" 
correctness criterion. It says that the actual behavior of the modular system 
(i.e., d*)  satisfies the requirement r given for it. Local correctness considers 
each module in isolation, requiring that this module satisfies its specification, 
if each module it uses satisfies its specification. Local correctness has the 
advantage that the declaration eed not be solved (d* need not be computed) 
in order to establish local correctness. 
The difference between global and local correctness is illustrated in Fig. 4 
for the modular system of Fig. 1. Parts (a) and (b) illustrate the global and 
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(a) (b) 
(c) (d) 
FIGURE 4 
local correctness of module x, respectively, while parts (c) and (d) illustrate 
the corresponding correctness criteria for module z. Note that global 
correctness requires that the whole subsystem, on which x(z) depends, is 
taken into account while local correctness only requires the specifications of 
the modules directly used to be taken into account. 
There is no a priori relationship between global and local correctness of 
modular systems, i.e., neither one needs to imply the other. An example of a 
globally correct modular system which is not locally correct is the constant 
declaration (2) in the previous section, together with the requirement 
r :xC  1 ... 10, y E 1 -.. 10, z E 5 ... 8, and w ~ 3 ... 3. This modular system 
is globally correct since the solution of the declaration is x = 10, y = 4, 
z = 6, and w = 3, which satisfies the requirement r. The system is not locally 
correct, as the specifications are too wide. For example, the environment 
e :y=10,  z=6,  and w=3 is permitted by r, i.e., e EEnv(Y , r ) ,  where 
Y= {y,z, w}. But d(x)(e)= 16, which does not belong to the specification 
r(x) = 1. . .  10. 
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On the other hand, local correctness does not necessarily imply global 
correctness. A simple example is the declaration x = cons(0, x) from the 
previous section. We could choose as specification for x the set of all finite 
lists. The modular system is then obviously locally correct, as cons(0, x) is 
finite for any finite list x. However, the system is not globally correct, as the 
solution of the declaration is the infinite list (0, 0, 0,...). 
As these examples how, a modular system can be locally correct and yet 
not be globally correct and vice versa. However, if local correctness of a 
modular system implies its global correctness, then the latter can be 
established without having to solve the declaration, by establishing the local 
correctness of the modular system. This means that there is a strong decom- 
position of the modular system, as its (global) correctness can be established 
by local arguments only, by considering each declared module in turn and 
checking it against its own specification and the specifications of the 
modules it uses. This strong decomposition property is the main theme of 
our study and is captured by the following definition: 
Let M = (D, Spc) be a modularization mechanism and let d ~ DcI9(X, Y), 
where Y___ X. The declaration d is local in M, if for any Z ___ Var and any 
requirement r ~ Req(Z) we have 
(d, r) locally correct ~ (d, r) globally correct. 
The modularization mechanism M is said to be local if all its declarations 
are local. 
6. A CHARACTERIZATION OF LOCAL SYSTEMS 
As a first application of the semantic framework we show below how local 
and global correctness of a modular system relate to each other, and derive a 
characterization f local declarations. 
Let us define the approximation ordering ~ between specifications by 
letting s ~ s' if and only if s ~_ s', for all s, s' E Spc. This is obviously a 
partial ordering, with the specifications ordered according to their infor- 
mation content. A set theoretically smaller specification is stronger (contains 
more information) than a larger one, as it allows fewer alternatives. (This 
ordering is also used by Scott in his new approach to denotational semantics 
(Scott, 1981).) 
The partial order ~ is extended to Req(X) in the usual way: for r, r' E 
Req(X), e ~ e' iff e(x) ~ e'(x) for all x E X. 
A specification language Spc is said to be complete, if for any o C Obj, {o / 
is a specification i  Obj. This means that each object in Obj can be uniquely 
characterized by a specification in Spc, and consequently that each 
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environment can be uniquely characterized by a requirement. Especially, for 
d C Dcl(X, II), Y~X,  the solution d* is characterized by the requirement 
r* E Req(X), where r* (x)= {d*(x)} for all x E X. 
The following theorem gives a simple characterization of locality in 
modular systems with a complete specification language. 
THEOREM 1. Let M be a modularization mechanism with a complete 
specification language and let d be a self-contained declaration in M. Then d 
is local if and only if r* (as defined above) is the greatest element in the set 
R a = {r 6 Req(X) I (d, r) is locally correct} 
under the ordering <~. 
Proof. Let d* be the solution of d. We need a lemma. 
LEMMA 2. Let d and r* be as above. Then 
(i) (d, r*) is locally correct, 
(ii) (d, s) is globally correct if and only if s <. r*, for all s C Req(X) 
Proof. (i) Let x~X.  Then 
d(x)[Env(Y, rff)] = {d(x)(d* I r)} -- {d*(x)} -- r(x) 
by the fixpoint property of d. 
(ii) Suppose s C Req(X) 
definition 
and that (d,s) is globally correct. By 
d*(x) e s(x) 
for all x C X. But as r*(x) = {d*(x)}, this means that 
* C r d (x) _ s(x) 
for all x ~ X, i.e., s ~< r*. 
Conversely, if s ~< r*, then 
for all x ~ X, and thus 
r*(x) = {d*(x)} ___ s(x) 
d*(x) ~ s(x) 
for all x C X, i.e., (d, s) is globally correct. | 
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By Lemma 2(i), we know that r* E Ra. Assume first that d is local. I f  
s C R d, then (d, s) is globally correct by definition of R d and the locality 
assumption. By Lemma 2(ii), this means that s ~< r*, i.e., r* is the greatest 
element in R a. 
For the converse, assume that there is a greatest element s in R d. Since 
r*~< s and r* ~ R d, we must have s = r*. For if s(x) is set-theoretically 
smaller than r*(x)  for some x ~ X, then s (x )= 0,  which is impossible, as s 
is satisfiable by the definition of local correctness. Let now p ~ Req(Z) for 
some Z and assume (d, p) is locally correct. Then (d, p IX) is also locally 
correct and p IX  C R a, so p IX  ~< r*. By Lemma 2 (ii), (d, p IX) is globally 
correct. Since superfluous pecifications do not affect global correctness, also 
(d, p) is globally correct. Thus d is local. II 
7. DECLARATIONS WHICH ARE NOT SELF-CONTAINED 
To define global correctness for declarations which are not self-contained, 
we need to introduce some notation and additional assumptions. For each 
object o E Obj we define the corresponding constant term o x : Env(X) ~ Obj 
by letting Ox(e)=o,  for all e ~ Env(X). We will assume that Trm(X) 
contains o x for all o E Obj and X __ Var. 
Similarly, we can extend any environment e ~ Env(X) to a declaration er : 
X~ Trm(Y), y c Var, be defining er(X ) = e(x)r for each x C X. We assume 
that Dcl(X, I 0 contains e r for each e ~ Env(X) and yc  Var. The solution of 
e v is, of course, e. 
Given two declarations d I E Dcl(XI,  Y) and d2~Dc l (X  2, Y), where 
X1 C3 X2 = 0,  we define their sum d I + d 2 : X 1 U X 2 ~ Y by 
(d~ + dz)(X ) = dl(Z ) if z C X 1, 
= dz(z ) if Z ~ X 2. 
Again we assume that under the assumptions above, d 1 + d z is an element of 
the set Dcl(X 1UX 2, Y). 
Global correctness of modular systems in which declarations are not self- 
contained is now defined as follows. Let m = (d, r) be a modular system in 
Mod(X, Y, Z), where Y - -X  4 = 0.  We say that m is globally correct, if for 
any e E Env(Y -X ,  r), the self-contained modular system (d + ev_ x, r) is 
globally correct. Local correctness and locality are defined as before. 
It turns out that only self-contained declarations are relevant, when 
studying the locality of a modularization mechanism. 
THEOREM 3. A modularization meehan&m M is local i f  and only i f  all 
self-contained eclarations o f  M are local. 
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Proof. The "only if" part is trivial. For the converse, let M = (D, Spc) be 
a modularization mechanism where all self-contained declarations are local. 
Let d be a declaration in Dcl(X, Y) which is not self-contained, i.e., 
Y- -X :# O. 
LEMMA 4. Let m = (d, r) ~ Mod(X, Y, Z) and let e C Env(Y -  X, r). I f  
m is locally correct, then the modular system 
(d + ev, r) E Mod(X U Y, Y, Z) 
is also locally correct. 
Proof Note first that eve  Dcl (Y -X ,  IT) and thus the sum is well 
defined. Let 
d' = d + e v C Dcl(XU Y, Y), 
and assume (d, r) is locally correct. To prove the local correctness of (d', r) 
we have to show that 
d'(x)[Env(Y, r)] c r(x) (1) 
for all xCXU Y. If xCX,  then d' (x)=d(x)  and (1) holds by the local 
correctness of (d, r). 
Suppose x E Y -X .  Then 
and 
d'(x) = ev(x ) = e(x)v ,
d'(x)[Env(Y, r)] = e(x)v [Env(Y, r)] = {e(x)} c r(x), 
as eC Env(Y--X,r) .  ] 
To continue the proof of Theorem 3, let r ~ Req(Z) for some Z _c Var. We 
have to show that 
(d, r) locally correct ~ (d, r) globally correct. 
Suppose (d, r) is locally correct. The modular system (d, r) is globally 
correct if and only if all self-contained modular systems 
(d + e r, r), 
where e E Env(Y--X, r), are globally correct. By Lemma 4 and the local 
correctness of (d, r), all such systems are locally correct. They are also self- 
contained, so they are globally correct by assumption, i.e., (d, r) is globally 
correct. | 
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8. LOCALITY OF HIERARCHICAL SYSTEMS 
In this section we study hierarchically organized modular systems and 
show that such systems are always local. Let D be a declaration mechanism 
and let dCDcI(X,Y) ,  X, YCVar.  Let z~,z2CXUY.  We say that z 1 
depends on z 2 (in d), if there exists environments e,e 'E  Env(Y) such that 
e(y) = e'(y) for all y C Y--  {z2} and 
d(Zl)(e ) v 6 d(Zl)(e' ). 
If zl depends on z 2 in d, we write z2depdz 1. (Note the direction here; the 
relation should be understood as saying that z 2 is needed to determine z 1.) 
Consider as an example the constant declaration 
X 1 = 1 + x 2 * x a 
x2=0.  
By definition, x 3 dePdX 1 will hold, even though x 1 -- 1 for all values of x 3. 
The definition of dependency thus considers the declarations locally, one by 
one, and not globally. (On the other hand, in x I = 1 + 0 * x 3, x 1 does not 
depend on x 3.) 
Let d be as above and let dep + be the transitive closure of depd. The 
declaration d is said to be hierarchical, if dep + is well founded, and 
recursive, if for some x C X we have x dep + x. It is easy to see that for finite 
X, d C Dcl(X, Y) is hierarchical if and only if d is not recursive. (For infinite 
X this does not necessarily hold.) 
A declaration mechanism is hierarchical, if it permits only hierarchical 
declarations. A declaration dE  Dcl(X, Y) is finite, if X is finite. A 
declaration mechanism is again finite, if it permits only finite declarations 
(i.e., Dcl(X, Y) 4= O only for finite X). 
LEMMA 5. Any finite, hierarchical, and self-contained eclaration has a 
unique solution. 
Proof. Let d C Dcl(X, Y) be hierarchical and self-contained, and assume 
that X is finite. The solution of d will be determined by induction on the 
relation dep +. The induction is legal, as this relation is well founded by 
assumption. Let x C X and 
A = {y EX  I y dep~- x}. 
Suppose the value d*(y) of the solution d* has been determined for all 
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y E A. Let e be any extension of d* I (,4 A Y) to an environment of Y, and 
define 
d*(x) = d(x)(e). 
To see that d*(x) is well defined, let e 1 and e 2 be two extensions of 
d* i (A  ~ Y) to Env(Y) such that 
d(x)(el) ~ d(x)(e2). 
As X is finite and Y~X,  we can transform e I to e 2 by changing the values 
of e I at variables in Y -A ,  one by one, in a finite number of steps. There 
must therefore be two extensions e 3 and e 4 of d* I (A ~ Is) which differ at 
only one argument z C Y -A  and still 
d(x)(e3) 4: d(x)(e4). 
But this means that z dep~ x, which is impossible by the definition of A. 
The uniqueness of the solution is guaranteed by the construction. I 
The explicit construction of the solution of a finite hierarchical self- 
contained eclaration enables us to prove 
THEOREM 6. Finite hierarchical self-contained eclarations are local. 
Proof. Let dE  Dcl(X, Y) be a finite, hierarchical, and self-contained 
declaration. Let s E Req(Z) for some Z_~ Var and assume that (d,s) is 
locally correct. Our aim is to show that (d, s) is globally correct. 
Let d* be the solution of d. We must show that d*(x) ~ s(x) for all x E X. 
As (d, s) is locally correct, s is satisfiable, and 
d(x ) [ Env( Y, s)] _~ s(x ) 
for all x E X. Let x C X and suppose d*(y) E s(y) for all y ~ X such that 
y dep~- x. Denote the set of such y's by A. Let e be an extension of d* ]A to 
Env(Y) belonging to Env(Y, s); such an e exists, as s is satisfiable. By the 
construction of the proof of Lemma 5, 
d*(x)  = d(x)(e),  
and, by local correctness, 
d*(x) = d(x)(e) C d(x)[Env(Y, s)] _~ s(x). I 
Combining Theorems 3 and 6 gives 
COROLLARY 7. Finite hierarchical modularization mechanisms are local. 
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9. LOCALITY OF RECURSIVE SYSTEMS 
We now turn our attention to recursive declaration mechanisms. Let the 
set of objects Obj form a complete partial order, with approximation 
ordering ___ and the bottom element L. Then Env(X)=X~ Obj is also a cpo, 
with the induced ordering e _~ e' if and only if e(x) c_ e'(x) for all x E X, and 
the bottom element ±, where ±(x) = ± for all x E X. 
A declaration mechanism D= (Trm, Dcl, *) for Obj is said to be 
continuous, if Trm(X) is the set of all continuous functions t: Env(X) ~ Obj 
and for all dCDc l (X ,Y ) ,  Y~X,  d* is the least fixed point of the 
continuous function d o : Env(X) ~ Env(X), where 
do(e)(x ) = d(x)(e) 
for all e E Env(X) and x C X. A continuous declaration mechanism permits 
recursive declarations, with a least fixed point semantics used to determine 
the solution of such declarations. 
Let Spc _cP(Obj) be a specification for Obj. A specification s E Spc is 
said to be continuous, if (s, c_) is a cpo with the bottom element of Obj as 
bottom. The specification language Spc is continuous, if each specification i  
it is continuous. Finally, a modularization mechanism M= (D, Spc) is 
continuous, if D is a continuous declaration mechanism and Spc is a 
continuous pecification language for the objects of D. We now have the 
following result about the locality of modularization mechanisms permitting 
recursive declarations. 
THEOREM 8. Any self-contained continuous modularization mechanism 
is local, 
Proof Let M = (D, Spc) be a continuous modularization mechanism. Let 
d ~ Dcl(X, Y), Y_c X. Let r C Req(Z) be such that (d, r) is locally correct. 
We may assume that Z = X, since any x C X -  Z can be seen to be specified 
by the trivial specification Obj, and any z ~ Z -X  is unnecessary and does 
not affect locality. We must show that (d, r) is globally correct. 
By local correctness we have d(x)[Env(X,r)] ~r(x)  for all x~X.  
Therefore, if e E Env(X, r), then for all x CX,  d(x)(e)E r(x). By the 
definition of d o we have that 
do(e)(x ) = d(x)(e), 
so do(e)(x ) E r(x) for all x ~ X, i.e., do(e ) ~ Env(X, r). We thus have that 
e C Env(X, r) ~ do(e ) E Env(X, r), 
for any e E Env(X). 
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The continuity of Spc means that ± C s for each s E Spc. Therefore 
± ~ Env(X, r), as £(x) = ± ~ r(x) C Spc for each x E X. It is also easily 
seen that Env(X, r) is chain closed, as each specification in Spc is chain 
closed. Thus Env(X, r) is a cpo, with bottom element &. 
Combining these two results shows that L ~ Env(X,r), so do(±)C 
Env(X, r), so d2(±) C Env(X, r) etc., i.e., di0(L) C Env(X, r) for any i >~ 0. As 
d o is continuous, it is monotonic, se we have in fact an ascending chain 
± _= do(±) do (Z) _=..., 
in Env(X, r). As Env(X, r) is a cpo we have that sup do(± ) C Env(X, r). By 
continuity of D we know that 
d* = sup dio(£) C Env(X, r), 
i.e., d* ~ Env(X, r), so (d, r) is globally correct. Thus d is local and the 
modularization mechanism M is local. | 
Using Theorem 3 we get 
COROLLARY 9. Any continuous modularization mechanism is local. 
i0. AN APPLICATION: PROCEDURE DECLARATIONS 
We will apply the results derived above to study the locality of 
(parameterless) procedure declarations. A parameterless procedure essen- 
tially defines a state transformation, where a state, in its simplest form, can 
be understood as an assignment of values to program variables. Let us 
assume that all procedures work in the same state space N. Let Z± stand for 
the set N U {± }; the meaning of a procedure can then be taken as a function 
f: 2; -~ 2;z. Here f (e )  = _1_ indicates that the procedure does not terminate for 
initial state a. Thus, as objects we take the set Obj = 2; ~ 2;±. 
A procedure is usually specified by giving pre- and postconditions for it. 
A precondition corresponds here to some set U_c 22, while a postcondition 
can be understood as a function W: N-~ P(2;). Let (U, W) be such a pre- 
postcondition pair. We define the sets 
and 
PC(U, W) = { f~ Obj I f (a) = L or f (a )  C W(e) for each a 6 U} 
TC(U, W) = { fC  Obj I f (a) E W(a) for each a ~ U}. 
The set PC(U, W) is the set of all state transformations which are partially 
correct with respect to (U, W), while TC(U, W) is the set of all state 
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transformations which are totally correct with respect to (U, W). Let P be the 
set of all specifications PC(U, W) and T the set of all specifications 
TC(U, W), for (U, W) a pre-postcondition pair. Then both P and T are 
specification languages for Obj (in both cases the trivial specification is 
given by (0, W), for any 141). 
A declaration mechanism D = (Trm, Dcl, *) for Obj can be built by 
choosing as terms all state transformations that can be described by while 
programs, with possible calls on parameterless recursive procedures. If 
Dcl(X, Y) permits only hierarchical declarations, then the solution function * 
is unique by Lemma 5 (a procedure declaration is necessarily finite). If 
recursive declarations are allowed, then we take as approximation ordering 
the usual ordering induced into Z-~ Z± by the ordering of the flat cpo Z± 
(for further details, see de Bakker (1980)). Allowing only while programs 
guarantees that all terms will be continuous. The solution is taken to be the 
least fixed point of the declaration, as described in Section 9, so the 
declaration mechanism will be continuous. 
A declaration mechanism for parameterless procedures permitting only 
hierarchical declarations will be local, by Corollary 7. In case of declaration 
mechanisms permitting recursion, by Corollary 9 a sufficient condition for 
locality is that the specification language is continuous. 
The specification language T is not continuous; in fact, no specification 
TC(U, W) contains the bottom element of Obj. The language P is, however, 
continuous. The bottom element of Obj belongs to each specification 
PC(U, W) by definition, and a simple check shows that each PC(U, W) is a 
cpo. 
Thus recursive procedure declarations with partial correctness 
specifications are local. For total correctness specifications this is not the 
case. A simple counterexample is the declaration p =p,  where p is a 
procedure identifier, with p specified by (Obj, W), where W(a)= Obj for all 
TABLE I 
Locality of Procedure Declarations 
Partial Correctness Total Correctness 
Specifications Specifications 
local local 
Hierarchical 
Declarations 
Recursive 
Declarations 
local not local 
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~r C Obj. This specification says that p always terminates. This modular 
system is locally but not globally correct. 
The results about locality of procedure declarations are summarized in 
Table I. 
11. COMPOSING DECLARATIONS 
We have in the previous sections studied the locality property of single 
level modular systems, i.e., all modules are declared simultaneously and each 
module is free to use any of the other declared modules. When larger 
systems are to be constructed, single level definitions are not practical, as 
they lead to a large number of seemingly arbitrarily connected modules. 
Some way of structuring the module declarations i therefore needed. There 
are two main methods for this: Algol-like scope rules with nested module 
declarations, and explicit control of access to modules by export and import 
declarations. It is also possible to use both these methods, as is done in, e.g., 
Modula-2 (Wirth, 1978) and Ada (Department of Defence, 1980). We will 
here show how the latter approach can be incorporated into our semantic 
model of modular systems, and study the locality properties of modular 
systems tructured in this way. 
The idea of using export and import declarations i to group a collection 
of related modules together to form a higher level module. Some of the 
modules in this group are made accessible to modules outside the group by 
listing them in an export declaration. Also, it is necessary to list in an import 
declaration the modules needed but not declared within the group. There 
may also be internal (hidden) modules in the group. These modules are 
needed by other modules in the group but they are not made accessible to 
modules outside the group. Conceptually, the above amounts to building a 
wall around the group of modules, with the effect of hiding some of the 
modules while allowing other modules to be seen by the surrounding 
modules. 
It would be possible to simply add export and import declarations to our 
model to achieve the effect of structured module declarations. For simplicity 
we will use the machinery already present in module declarations to get the 
same effect. Thus, let d be a declaration in DcI(X, Y). The modules declared 
but not used, i.e., modules in X -Y ,  are then classified as exported. The 
modules which are both declared and used, i.e., modules in X~ Y, are 
classified as internal. Finally, the modules used but not declared, i.e., the 
modules in Y-X ,  are classified as imported. This causes no loss of 
generality. Obviously, all modules in Y -X  have to be imported, while no 
module in X has to be imported. All modules in X - -  Y should again be 
exported, as this is the only reason for their inclusion in the system (they 
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cannot be auxiliary modules needed for the definition of other modules, since 
they are not used). Finally, in case some module x E X ~ Y also needs to be 
exported, it is always possible to introduce a new module name x'  and a 
declaration x '  =x .  As x '  is not used in any other module, x'  will be 
exported, with the factual effect of also exporting x. 
With the above conventions about the visibility of module declarations, we 
can now turn to the question of how to combine a given collection of module 
declarations into a higher level module declaration. We assume throughout 
that all module names are unique, i.e., renaming as it appears in Algol-like 
scope rules is not allowed in our formalization. 
Let X i and Yi be finite sets of variables, i = 1 ..... n, and assume that the 
sets X i are pairwise disjoint. Let d i E DcI(X i, Yi), i = 1,..., n. Let 
X= U X~ and Y= ~ Yi. 
i=1 i=1 
We define the composition 22~d~ of the declarations di to be a declaration 
d C Dcl(X, Y) such that d(x) = dI(x ), if x ~ X i, where d[ is the extension of 
d i to Dcl(Xi, Y) defined by di(z)(e)=di(z)(e [ Yi), for all z~Y i and 
e C Env(Y). 
We will assume that 
& n v j  - n (r'j - x : ) .  
This means that if declaration d: uses modules declared by declaration di, 
then any such module (an element of X i(3 Yfl must be imported by 
declaration dj (an element of Y j -X j )  and must also be exported by 
declaration d; (an element of X , -Y i ) .  Note that there is no explicit 
mechanism by which the imported and exported modules are bound to each 
other; the connections are automatically established by the same name being 
implicitly imported by one declaration and exported by another declaration. 
Note also that our convention prohibits a declaration to import a module 
that it itself exports, as such a module is automatically classified as internal 
and cannot be exported. 
We will be especially concerned with herarchical composition of 
declarations and modular systems. Let d=22id~ be a composition of 
declarations. Let P0 be the binary relation in {1,..., n} defined by ipoj  if and 
only if X i C3 Yj ~ ~ and i =/= j. Let p be the transitive closure of P0. We say 
that d is a hierarchical composition, if p is well founded. 
Let us now consider the specification of a higher level declaration. Assume 
that d is a composition of the declarations di, i=  1 ..... n, and that r i is a 
specification of d i for each i, i.e., r i E Req(Xi t) Yi). The specifications r~ are 
consistent, if for all i :~ j and any z ~ Xi ~ Y: we have ri(z ) ~_ r:(z). This 
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means that if declaration dj uses module z which is declared by d i, then the 
specification rj should accept all implementations permitted by the 
specification r~. 
Let X be the union of the sets X; and Y the union of the sets Yi. The 
declaration d= Z'/d/is specified by 
r : .~ir i C Req(XU Y), 
r(x) : r i (x  ) i fx C Xi 
= n {ri(x ) tx E Yi ,  i = 1,..., n} otherwise. 
For a module x exported by d i the specification is thus simply ri(x ). For 
modules in Y -X ,  i.e., modules imported by some declarations di but not 
declared in d, the specification is the intersection of all the individual 
specifications for this module. 
The composed modular system (d, r) has its declaration d in Dcl(X, Y), 
the requirement r in Req(XU Y), exported modules X -  Y, internal modules 
X A Y, and imported modules Y-X .  Thus it could be again used as a 
component in an even higher level composed modular system. 
Let us now see how one could establish the (global) correctness of a 
composed eclaration d with requirement r. Assume that each component 
declaration di is local, and assume that we have succeeded in showing the 
local correctness of each d i with respect o r~. The global correctness of the 
declaration d as a whole with respect o the total specification r is then 
established, provided we can show that 
(1) Local correctness of the component systems (di, r~) implies the 
local correctness of the composed system (d, r). 
(2) Locality of the components d i implies locality of the composed 
declaration d. 
The fact that this is indeed the case is established by the following two 
results. 
LEMMA 10. Let d i C DcI(X i, Yi) and suppose the sets X i are pairwise 
disjoint. Let X and Y be as before. Let r i ~ Req(Xi U Yi) be consistent 
requirements for the declarations d i. Suppose the system (di, ri) is locally 
correct for each i. Then (~ id i ,  ,~iri)  is locally correct. 
Proof. Let x E X i for some i. We have to show that 
(Sidi)(x)[Env(Y, ~r iri) ] ~_ (Siri)(x). 
643/60/1-3-11 
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First, (,Sidi)(x) is simply an extension d[(x) of di(x ) behaving like dt(x ). By 
definition of 22~ r t we have for all z E X~ U Yi, 
Thus 
As x C X i, we have 
(Sir,)(z) c r,(z). (1) 
Env(Y, ~iri) c__ Env(Y, ri). (2) 
(S,ri)(x) = ri(x ). (3) 
As (di, ri) is locally correct, we have 
d,(x)[Env(r,, ri)] r,(x). (4) 
But the extension property of d[(x) gives 
d[(x)[Env(Y, r,)] = d,(x)[Env(r,,  rD]; 
combining this to (4), (3), and (2) gives the desired result. 
THEOREM 11. A hierarchical composition of local declarations is local. 
Proof. Let d;CDcl(Xi ,  Yi) be local declarations for i=  1,...,n, and 
suppose the sets X i are pairwise disjoint. Let X= U;X  t, Y - -U i  Y~, and 
d=S,  id i. Assume that d is a hierarchical composition, i.e., that the 
associated relation p is well founded. To show that d is local, let r C Req(Z) 
be such that (d, r) is locally correct. We now have to show that (d, r) is 
globally correct. As before, we can assume that Z =XU Y. 
Let e E Env(Y -  X, r) be arbitrary and consider the declaration 
d + e r C Dcl(XU Y, Y). 
It has a solution d e C Env(XU Y), and d e [ (Y -X)= e. We want to show 
that 
de(z) e r(z) 
We need a lemma. 
for all z C X. 
LEMMA 12. Let d i, i=  1 ..... n, be declarations and let d = 2]id ~. Assume 
r E Req(Z) for  some Z c Var. I f  the system (d, r) is locally correct, then 
(d i, r) is locally correct for all i = 1 ..... n. 
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Proof. Let d ie  Dcl(X;, I1/) and let x EX  i be arbitrary. As (d, r) is 
locally correct, we have 
d(x)[Env(Y, r)l _ r(x), (5) 
where Y is the union of the sets Y~. By definition of composition 
d(x)[Env(Y, r)] = d[(x)[Env(Y, r)]. (6) 
For any s E Env(Y, r) we have 
d[(x)(s) = di(x)(s ] ri). (7) 
We have to show that 
di(x)[Env(Yi, r)] ___ r(x). (8) 
Let p ~ Env(Y i, r). As (d, r) is locally correct, r is satisfiable, and thus there 
exists p' ~ Env(Y, r) such that p' p Yi = P l Yi. By (7) we have 
di(x)(p ) = d[ (x)(p' ), 
and (6) and (5) give 
di(x)(p ) E r[x), 
i.e., (8) holds. I 
To continue the proof of Theorem 11, we shall now prove that 
de(z ) E r(z) (9) 
for all z E X by induction on the relation p associated with the composition 
d=Ztd  i. By assumption, this relation is well founded. The induction 
assumption is that (9) holds for all x ~ Xi, where i p j ,  and we shall prove 
that (9) holds for all x E X;. 
As (d, r) is locally correct, the system (di, r) is also locally correct by 
Lemma 12. By locality of d2, (dj, r) is globally correct. Let 
w= 
Global correctness of (dj, r) means that for any e '~ Env(W, r), the self- 
contained system (dj + e}~, r) is globally correct. Now choose 
b=de[  IV. 
We will show that by restricting the solution d e we get a solution of dj + brj. 
With the global correctness of (dj + brj, r) this proves the claim for j. 
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We show first that b ~ Env(W, r). Let w E W. If w ~ Y - -X ,  then 
de(w) = e(w) ,  
and as e E Env(Y -- X, r), we have e(w) ~ r(w). On the other hand, if w G X, 
let i be such that w E X i. Then by definition of IV, i 4= j and by definition of 
p, ip j. The induction assumption gives us now 
b(w) = de(w ) G r(w). 
So b(w) C r(w) for all w G W, i.e., b G Env(W, r). 
Let now 
h = dj + bvj @ DcI(Xj t..) Yj, Yfl, 
and 
p = de l (Xj U Yj). 
We show thatp is a solution of h. Lety @ X iU  Y;. I fy  E IV= Yj--Xj,  then 
h(y)(p l Yj) = br,(y)(p l Yfl = b(y) = de(Y ) = p(y). 
If y ~ Xj, then 
h(y)(p [ Yj) = dj(y)(p l Yj). 
From the definition of d we get 
d(y)(de I Y) = d; (y ) (< I Y) = dAy)(de I Yj) = dAy)(P l Yj). 
Since d e is a solution of d + e r, we have 
de(Y) = d(y)(de I If) 
and by combining the above equalities we get 
h(y)(P l Yfl = d~(y)(p I Yfl = de(y ) = p(y). 
This proves that p is the solution of h. 
We can now use the global correctness of (dj, s). As b E Env(W, r) andp 
is a solution of h = dj + byj, we have 
p(z) r(z) 
for all z C Xj ~) Yj. Specifically for z C Xj we get 
de(z ) = p(z) E r(z), 
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i.e., we have shown (9) for all z E X;. By induction, (9) holds for all 
j = 1 ..... n, and the theorem is proven. II 
12. RECURSIVE COMPOSITION OF DECLARATIONS 
In the previous section we showed that hierarchical composition of 
declarations preserves locality; so the correctness of higher level declarations 
can be established by using only local correctness analysis. Here we consider 
recursive composition of declarations. It seems likely that this case could be 
treated in a similar way as we described in the section of recursive 
declarations. However, we will here concentrate on another aspect of 
recursive composition of declarations. 
One way of applying the results of the previous section would be to 
restructure the composed system as a hierarchical composition of lower level 
recursive declarations. Provided that these lower level declarations are local, 
the global correctness of the whole system can then be established as in the 
previous section. The crucial question is then whether it is always possible to 
restructure any composed eclaration in this way. The following results give 
an affirmative answer to this. In fact, we have a normal form for composed 
declarations: any composed declaration can always be expressed as a 
hierarchical composition of its minimal recursive components, the latter 
being defined below. 
Let d E Dcl(X, Y), where X and Y are finite sets of variables and let dep* 
be the reflexive and transitive closure of the dependency relation of d. Define 
an equivalence relation --d on X by x--d Y if and only if x dep* y and 
y dep~ x. Let 
X=XIUX2U. . .UXn,  n>/ 1, 
be the partition induced by --d" (If we view (X, depe ) as a directed graph, 
then the sets X i are exactly the strongly connected components of X.) Define 
sets I:,. c y, i = 1 ..... n, by 
Yi = {Y E Y[ y dep + x for some x C Xi}. 
The minimal recursive components of d are the declarations 
d i C DcI(Xi, Yi) defined by 
di(x)(e ) = d(x)(e') 
for all x ~ X i and e E Env(Y~), where e' is any environment of Y such that 
e ' lY i=e .  
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LEMMA 13. 
unique. 
Proof. 
The minimal reeursive components are well defined and 
Let e', e" E Env(Y) be such that 
e ' lY i=e ' lY i=e .  
Suppose d(x)(e') 4: d(x)(e'). As in the proof of Lemma 5, we can change e' 
to e" in a finite number of steps and thus we obtain two environments 
el, ez E Env(Y) satisfying 
el ] Yi = e2 I Yi = e, d(x)(el) ~ d(x)(e2), 
and e~ and e 2 differ at only one variable, say y C Y -  Yi. But the definition 
of the relation depd implies that y dePd x, i.e., y C Yi. So our assumption 
d(x)(e')-#: d(x)(e") is false and the minimal recursive components are well 
defined. Their uniqueness i  clear from the construction. I 
Let d E Dcl(X, Y), and let X i and Yi be as above. We say that d is tight, if 
Y=O Yi. 
i=1 
If d is not tight, then there is some y C Y such that no x E X uses y, i.e., y is 
not needed in order to determine the solution of d. We have the following 
decomposition theorem. 
THEOREM 14. Each finite tight declaration is the hierarchical 
composition of its minimal recursive components. 
Proof. Let d E Dcl(X, Y) be a tight declaration and assume X and Y are 
finite. Let d i ~ Dcl(Xi, Yi), i = 1 ..... n, be the minimal recursive components 
of d. We have to prove that d=~, id  i and that d is a hierarchical 
composition. The first part is easily established along the lines used in the 
proof of Theorem 11, and using the tightness assumption. We prove the 
second part by assuming the contrary. 
If n =- 1, there is only one minimal recursive component and thus d is 
trivially a hierarchical composition. Assume that n > 1 and that d is not a 
hierarchical composition. As X and Y are finite, there must be indices i and 
j, i4: j ,  such that i p jp  i. By definition o fp  we have for some m, 2 ~< m ~< n, 
an injective function 
f :{1 ..... m}~{1 ..... n} 
such that f (1)  = i and f (m)  = j and 
Xf(k) (~ Yf(k+ 1) ¢ ~ for k = 1,..., m -- 1 
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and 
Xf(m) ('~ Yf(1) z~ 0 ,  
(p was the transitive closure of Po; if p is cyclic, so is Po, and we take the 
shortest cycle, which is of length at most n.) Let 
YkEXf~k) CqY~(k+l) for k=l  ..... m- -1  
and 
Ym ~ Xf(m) 0 Yf(1), 
By definition of the sets Yi we have elements 
x k C Xf(k+l) such that Yk dep~ Xk, 
and 
for k = 1,..., m-  1, 
X m C Xf(1) and Ym dep~ X m. 
By definition of the sets X; we have 
Xk dePd Yk+ 1 for k = 1,..., m - 1 and x m dePd y~. 
So we have the sequence 
Yl dep~ x~ depd Y2 dep~ x 2 dePd ... dep + Xm_ I dePd Ym dep + Xm dePd Y~, 
which means that 
Xf(1) = Xf(2) . . . . .  Xf(m). 
But as m ~> 2, this means that at least two equivalence classes are identified. 
But X 1,...,X n were all assumed to be distinct. This is a contradiction, so d 
must be a hierarchical composition. II 
COROLLARY 15. Any finite and tight nonlocal declaration has a nonlocal 
minimal reeursive component. 
Proof. By Theorem 14, such a declaration is a hierarchical composition 
of its minimal recursive components. If all these components were local, the 
whole declaration would be local by Theorem 11. | 
13. SUMMARY 
The previous sections have outlined a strictly semantic treatment of 
modularization mechanisms. The results fall into two different categories. 
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The first one presents a semantic model for modular systems, modularization 
mechanisms, and correctness of modular systems. It also defines the notion 
of locality of such systems. This property, closely related to information 
hiding, formalizes the requirement that the correctness of a system can be 
established by local analysis of its parts. Giving a precise and abstract 
definition of this concept is the main reason for developing our model. 
The second category contains results about hierarchically and recursively 
constructed systems. We show that hierarchical systems are always local and 
that recursive systems are local, provided the modularization mechanism is 
continuous. 
Our work has concentrated on the semantic aspects of modularity, within 
a rather simple framework. The adequacy of this framework for the analysis 
of modularization mechanisms in real programming languages has not yet 
been thoroughly investigated. Certain extensions of the model are obviously 
needed in the case of a real programming language, e.g., it becomes 
necessary to study many-sorted modularization mechanisms (i.e., there may 
be many different sorts of objects). Also, the special characteristics of actual 
modularization mechanisms, such as procedures, processes, and data types, 
need to be taken into account. 
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