5G millimeter-wave (mmWave) cloud radio access networks (CRANs) provide new opportunities for accurate multilateration: large bandwidth, large antenna arrays, and increased densities of base stations allow for unparalleled delay and angular resolution. However, combining localization into communications and designing joint position and velocity estimation algorithms are challenging problems. This paper considers the joint estimation in three-dimensional (3-D) lens antenna array based mmWave CRAN architecture. We embed multilateration into communications and explain its benefits for the initial access and beam training stages. We propose a closed-form solution for the joint estimation problem by forming the pseudo-linear matrix representation and designing the weighted least squares estimator with hybrid measurements. The proposed method is proven asymptotically unbiased and confirmed by simulations to achieve the Cramer-Rao lower bound and attain the desired sub-decimeter level accuracy.
I. INTRODUCTION
Communication at mmWave frequencies is viewed as a promising technique for 5G and future wireless communications [1] . Since the mmWave band can offer larger bandwidth than presently used sub-6 GHz bands, a higher resolution of the time delay (TD), time difference of arrival (TDoA) and frequency difference of arrival (FDoA) is anticipated. Recall also that the penetration loss at mmWave bands is inherently large [2] , [3] , hence, the gap of received power between line-of-sight (LoS) path and non-line-of-sight (NLoS) path is exacerbated, which makes it easier to eliminate the NLoS interference [3] . To compensate for the severe penetration loss and the increased path-loss, large antenna arrays and highly directional transmission should be combined [4] , which facilitates the acquisition of accurate angle of arrival (AoA) and angle of departure (AoD) information. Moreover, CRANs can also enhance mmWave communications by improving the network coverage [5] . Therefore, mmWave CRAN can offer accurate localization, and, consequently, the location information can improve the scalability, latency, and robustness of the future networks [6] .
CRAN provides a cost-effective way of achieving network densification, in which distributed low-complexity remote radio heads (RRHs) are deployed close to the users and coordinated by a central unit (CU) for joint processing. The powerful processing capabilities of CU compared to user equipment (UE) makes it possible to implement multilateration in uplink. The works in [7] , [8] were designed for static targets and used in radar systems. The study in [9] analyzed the localization performance by accounting for the distortion caused by fronthaul links quantization, however, the work was limited to the two-dimensional (2-D) scenario with coarse positioning accuracy. The works of [10] , [11] estimated the location and velocity of the moving source in radar systems. The algorithm in [10] estimated the position and velocity separately, while [11] was limited to 2-D localization. The work in [12] studied three-dimensional (3-D) downlink positioning with single reference station, which requires both AoA and AoD measurements (obtained after beam training) and abundant single-bounce multipath components.
In this paper, we focus on the joint position and velocity estimation problem of moving UEs. For the reasons mentioned above, we consider a mmWave CRAN architecture [5] , and leverage advanced 3-D lens antenna arrays at the RRHs. A lens array can operate at very short pulse length and receive signals with different AoAs simultaneously without beam scanning [4] , thereby accelerating the uplink localization process. Moreover, lens antenna arrays are effective in exploiting the sparsity of the mmWave channel. Since lens arrays have energy focusing capabilities, signals with different AoAs are brought to different antenna elements on the focal surface, and only few of the antenna elements receive significant power, which can simplify the signal processing [13] . This paper embeds multilateration into mmWave communications and proposes a closed-form solution for the joint estimation problem by using TDoA, FDoA, and AoA hybrid measurements, without the knowledge of the AoD and clock biases. The proposed method can predict the position and velocity of the UE simultaneously.
II. SYSTEM MODEL
We study the localization problem (position and velocity estimation of a moving UE) in mmWave CRAN with N multiantenna RRHs [5] , as shown in Fig. 1 where the number of UEs is no greater than JN . Depending on a UE's location, its signals are incident on at most one lens antenna array of each RRH. We consider a 3-D space
. . , N , where (·) T denotes the transpose. We assume that the unknown position and velocity of the k-th UE is represented by
The UEs transmit over a mmWave wideband frequencyselective channel. The channel between UE k and RRH n has C n,k clusters containing L n,k,c paths each. Since the mmWave channel is sparse, we assume that ∑ c C n,k L n,k,c ≤ JQ, where Q is the number of radio frequency (RF) chains for each lens antenna array. Hence, the channel coefficient vector h n,k (t) ∈ C JM ×1 at time t between UE k and RRH n can be expressed using the clustered channel model [14] as
where α n,k,c,l , τ n,k,c,l , ϕ n,k,c,l , θ n,k,c,l denote the complex gain, delay, azimuth and elevation AoA, for the l-th path of the c-th cluster, respectively. a(·) is the array response vector of the lens antenna array at RRH.
We consider that each rectangular lens deployed at a RRH has dimension ofD y ×D z normalized by the wavelength along the yand z-axes, respectively. The 3-D lens has M antenna elements placed on the focal surface, as shown in According to [4] , for a uniform plane wave incident at azimuth and elevation angles (ϕ, θ), reshaping M × 1 array response vector a(ϕ, θ) into a M a ×M e matrix, the (m a , m e )-th element in the matrix is given by From (2), it is obvious that the antenna element (m a , m e ), which has the strongest received power, corresponds to the AoA pair (ϕ, θ). Since the RRHs are typically low-cost nodes with limited processing ability and RF chains, and each antenna element is equipped with the automatic gain control (AGC) or power estimation circuitry [5] , we assume that RRHs are able to perform antenna selection based on the estimated received power levels at each antenna element. After antenna selection, the indexes of the selected antenna elements have an one-to-one correspondence with AoAs.
B. Transmission Model
Positioning can be performed in either initial access stage or data transmission stage without additional overhead. Take initial access [15] for example: each RRH periodically transmits synchronization signals to UEs; after detecting the synchronization signals and decoding the broadcast messages, the UE randomly selects one of a small number (in LTE, there are up to 64) of waveforms, called random access (RA) preambles, and transmits it in one of the RA slots. Hence, we can assume that the uplink interference from other UEs does not need to be considered due to the near orthogonality in the waveform and time domains. Therefore, we take one UE to simplify expressions, and omit the k index in the following.
The UE omni-directionally sends a signal √ E s s(t), where E s is the transmitted energy, and E{s(t)s H (t)} = 1, where (·) H denotes the conjugate transpose and E(·) denotes the expectation. The received signal r n (t) ∈ C JQ×1 at the n-th RRH is given by
where A ∈ R JQ×JM is the RF switch network matrix designed according to the AGC feedbacks, with elements of 0 and 1 (only one 1 in each row); n(t) ∈ C JQ×1 is a zero-mean white Gaussian noise with known power spectrum density. In this paper, we focus on the proposed localization algorithm itself and ignore the impact of quantization on the fronthaul links, which will be considered in our future work. Then, JQ distinct paths with known AoAs in RRH n are transmitted to the CU, for n = 1, . . . , N . The LoS path can be identified easily in mmWave systems, since it is much stronger than the NLoS path. We assume that the threshold should be selected so that the CU can generally select N s ≥ 2 LoS paths from N RRHs in order to ensure good localization accuracy. For simplicity, we denote the delay and the AoA pairs of the n-th LoS path as τ n and (ϕ n , θ n ), for n = 1, . . . , N s . After the baseband processing, the delay τ n for n-th LoS path can also be determined. 2 Finally, the CU obtains the channel parameters (ϕ n , θ n , τ n ) of n-th LoS path for n = 1, . . . , N s , which are necessary to locate the UE.
III. PROPOSED SOLUTION
In this section, we propose an effective localization method, which can obtain the unknown position u
A. Relation Between Channel and Location Parameters
We can obtain the delays τ n and AoA pairs (ϕ n , θ n ) for the n-th LoS path, as described in Section II-B. These channel parameters will be mapped to location parameters in the following. a) TDoAs: For the n-th LoS path, the TD is given by
where ∥ · ∥ denotes the 2-norm, ω is the unknown clock bias, and v c is the speed of light. The TDoA of a signal received by the RRH n and 1 is given by
where the unknown ω is canceled out. Let
and
where r • n1 is the TDoA related parameters used in the proposed algorithm, derived from the TDoA by multiplying v c . b) FDoAs: The FDoA is the change rate of the TDoA with time. The time derivative of (6) leads tȯ
We defineṙ
whereṙ • n1 is the FDoA related parameter, derived from the FDoA by multiplying it v c , between the RRH n and 1. The FDoA is used to estimate the velocity of the UE. c) AoAs: For the LoS path, we have
The hybrid measurements (TDoA, FDoA, AoA) will be utilized to estimate the position and velocity of the UE. Since the relationships (6)-(10) are nonlinear and non-convex functions of u • andu • , solving the localization problem is 2 The time delay is estimated by detecting the first peak of the correlation between the received signal and the transmitted reference signal, e.g. PRS. 3 Henceforth, the notation a • represents the true value of the estimated parameter a. not a trivial task. In the following sections, a WLS-based positioning estimator will be proposed, and it will be proved to be asymptotically unbiased.
B. Joint Estimation of Position and Velocity
We firstly obtain the matrix representation of the joint position and velocity estimation model. Let
for n = 1, . . . , N s . By applying the nonlinear transformation to (6)-(9) and utilizing the angular relationships in (11), we obtain the noise-free matrix representation of the joint position and velocity estimation model, given by
where
the vector of unknown position and velocity of the UEll
, and 0 is a 1 × 3 zero vector. The detailed derivations of (12) are listed in Appendix A. Note that elements in vector h and matrix G in (12) are operations of the noise-free channel parameters. Let the measured parameters with noise replace the true parameters in (12) , namely, let
in h and G, for i = 2, · · · , N s and j = 1, · · · , N s . Then, we get
whereh andG are measured counterparts, and e is the error vector. Equation (13) reflects the pseudo-linear relationship between the measured channel parameters and the unknown location parameters.
C. WLS-based Joint Estimation Algorithm
Relying on the proposed model in (13), we are able to obtain the weighted least squares (WLS) estimation of x • according to [16] . We first denote m = [r 21 ,ṙ 21 , . . . , r Ns1 ,ṙ Ns1 , ϕ 1 , θ 1 , · · · , ϕ Ns , θ Ns ] T , (14)
and ∆m=[∆r 21 ,∆ṙ 21 ,· · ·,∆r Ns1 ,∆ṙ Ns1 ,∆ϕ 1 ,∆θ 1 ,· · ·,∆ϕ Ns ,∆θ Ns ] T ,
then, we have
where m is the vector of measured parameters, m • is the vector of true parameters, and ∆m is the vector of noise terms. We assume that ∆m is a zero-mean Gaussian vector, whose variance matrix is Q.
Proposition 1. The WLS estimation of x • is given by
where the positive definite weighting matrix W is taken to minimize the Frobenius norm of the covariance matrix of x. When the variance matrix Q is known, the weighting matrix can be deduced as follows:
where B (see (37) in Appendix B) is the coefficient matrix, with B∆m approximating the linear term of e, namely, e . = B∆m, where . = denotes "approximately equal". Hence, the WLS estimation is given by
Proof. See Appendix B.
Then, we evaluate the performance of the proposed estimator in (20) by analyzing the expectation of it. We focus on the asymptotic unbiasedness, which occurs when the expectation of an estimator equals to the true value of the estimated parameters.
Proof. The true value x • of x can be expressed by (G T WG) −1 (G T WG)x • . Then, from (18), we yield
Taking expectation in (21) indicates that
As E{e} . = E{B∆m} = BE{∆m} = 0, we have E{∆x} . = 0, therefore E{x} . = x • .
Remark 1:
We have proved that the proposed estimator is asymptotically unbiased, which means that the proposed algorithm will be more accurate as the number of measurements increases.
The proposed algorithm is summarized in Algorithm 1, where x(i : j) represents the i-th to j-th entries in x, and T represents the total number of iterations. Note that the weighting matrix W in (19) is dependent on the unknown location u • and velocityu • via matrix B defined in (37). Hence, in line 1 of Algorithm 1, we initialize W with Q −1 . Then, in line 2 and 3 we obtain the coarse estimation x. Finally, by the update of W according to line 5-7, we can produce a more accurate solution of x in line 8.
Remark 2: 5G mmWave uplink localization can be executed during the initial access stage, as explained in Section II-B.
Algorithm 1 : Joint Position and Velocity Estimation Require: Q, b j , and measurements set S = {r i1 ,ṙ i1 , ϕ j , θ j }, for i = 2, . . . , N s and j = 1, . . . , N s . Ensure: u = x(1 : 3),u = x(4 : 6) 1: Initialization: t = 1, W = Q −1 . 2: Calculateh andG by the given measurements in S. 3: Calculate the initial x in (18) with W = Q −1 . 4: while t ≤ T do 5:
Calculate r n ,ṙ n , c • 1 , d • 1 ,φ 1 ,θ 1 by the obtained x, n = 1, . . . , N s , according to (6) , (8) , (11) and (35). 6: Generate B in (37) by parameters obtained in 5.
7:
Update weighting matrix W in (19) by obtained B. 8: Update x according to (18). 9 :
It can also be collaterally executed during the uplink channel estimation stage, once channel parameters are obtained, the position and velocity information of the UE can be estimated. Then, the location information can be used to predict the state of the UE at the next epoch, which facilitates the initial access, beam training, and channel tracking processes.
IV. NUMERICAL RESULTS
We consider a scenario with N = 6 RRHs, 6 RRHs with LoS paths to locate the UE with the proposed localization method. To focus on the performance of the proposed algorithm, we do not pursue any quantitative analysis of the measurement error caused by the angular grid size of the lens and the fronthaul link quantization. For simplicity, we assume that the measurement variance Q encompasses the combined effect of all above factors leading to a measurement error. The representation of Q is given by
where blkdiag is block diagonal with Q d = diag(σ 2 d , (0.1σ d ) 2 ) and Q a = diag(σ 2 a , σ 2 a ), where σ d , 0.1σ d , and σ a are the standard deviation for TDOA, FDoA, and AoA measurements, respectively. The number of iterations T is set to 5. The localization accuracy is assessed via the root-mean-square
) is the estimation of u • (oru • ) at the l-th Monte Carlo simulation. All the numerical results provided in this section are obtained from L = 1000 independent Monte Carlo simulations.
In the first simulation scenario, we analyze the performance of the proposed algorithm with different N s by setting σ d = 0.1 (m) and σ a = 0.01 (rad). The reference scheme in Fig. 3(a) shows the performance of the downlink positioning proposed in [12] with uninformative clock bias and UE orientation, which is achieved by assistance of more than 4 single-bounce NLoS paths. We observe a number of interesting facts from Fig. 3 . In all cases, having larger N s is beneficial, which can be explained by Lemma 1. We can estimate the position of the UE with at least 2 RRHs, and with more than 3 RRHs, the performance of the proposed algorithm exceeds that of [12] . Compared to the downlink localization, the proposed uplink localization will not be affected by the unknown antenna array orientation of the UE. To the best of our knowledge, there is not any other TDoA/FDoA/AoA-based joint velocity and position estimation algorithm in 3-D space to be included in our comparison for Fig. 3(b) . Nevertheless, we can realize subdecimeter per second level accuracy for velocity estimation with 4 or more RRHs.
In the second scenario, we consider the Cramer-Rao lower bound (CRLB) as the benchmark of the proposed algorithm. The derivation of CRLB is given in [8] , and we omit details due to lack of space. We set N s = 6, σ d = 40ρ, and σ a = 0.1ρ, where ρ is a scaling factor. The results shown in Fig.  4 verify that the proposed TDoA/AoA positioning is more accurate than the TD/AoA positioning presented in [8] due to the cancelation of clock bias, and can achieve the CRLB for small ρ (noise level). Increasing the noise level causes a mild deviation from the CRLB for both position and velocity, since we ignore the nonlinear terms in e in the derivation of the algorithm.
In the third scenario, we analyze the performance of the proposed joint estimation algorithm with different σ d and σ a by setting N s = 6. Fig. 5 infers that the proposed algorithm can be more precise with more accurate channel parameter measurements. The UE position is maily determined by AoAs and TDoAs, hence, the RMSE of UE position is affected by σ d and σ a at the same time. However, velocity is maily determined by FDoAs, hence, the RMSE of UE velocity is maily affected by σ d when the value of σ d is large. Actually, when σ d < 0.1 (m) and σ a ≤ 0.1 • , the estimated position can achieve sub-decimeter level accuracy. Besides, when σ d < 0.3 (m) and σ a ≤ 1 • , the estimated velocity can achieve sub- V. CONCLUSION This paper considered the joint position and velocity estimation problem in 3-D lens based mmWave CRANs. We embedded multilateration into communications and proposed a closed-form solution for the joint position and velocity estimation problem by forming the pseudo-linear matrix representation and using the WLS estimator. The proposed method was proven asymptotically unbiased and confirmed by simulations to achieve the CRLB and attain sub-decimeter level accuracy.
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Then, we have e . = B∆m, 
Since E{∆m} = 0 and E{∆m∆m T } = Q, the distribution of ∆m implies the asymptotic distribution of e from (36), we have E{e} . = 0 and cov(e) = E { (e − E(e))(e − E(e)) T } . = BQB T . Therefore, from (34), the weighting matrix can be easily calculated as W = (BQB T ) −1 .
