When specifying, designing and analyzing complex real-time systems, it is necessary to adopt a modular or compositional methodology. This methodology shall allow the designer the ability to verify local properties of individual modules or components in the system, and also shall allow the veri cation of the correct behavior of interacting components. The application of Petri nets for the modeling and veri cation of systems, at speci cation and design levels are well know. Despite of powerful structuring mechanisms available in the Petri nets theory for the construction of the model of complex systems, the designer is still likely to face the problem of state explosion, when analyzing and verifying large systems. In this work we introduce a modular analysis methodology for a kind of high level Petri nets named G-Nets
Introduction
To deal with the complexity associated with the design of real-time software systems, the use of a distributed approach has been increasingly adopted. A distributed software is composed of communicating processes, or components, that solve cooperatively a common problem 20] . These processes form a set of program units, which communicate one another by means of message passing. Processes can be allocated to processing agents (computers) and scheduled for execution in a loosely coupled environment.
2 Introduction to G-Nets and G-Net Systems In 7, 8 ] the concept of G-Nets and G-Net systems were introduced. G-Nets are a Petri net based framework for the modular design and speci cation of distributed information systems. The framework is an integration of Petri net theory with the object oriented software engineering approach for system design. The motivation of this integration is to bridge the gap between the formal treatment of Petri nets and a modular, object-oriented approach for the speci cation and prototyping of complex software systems.
The G-Net notation incorporates the notions of module and system structure into Petri nets; and A speci cation or design based on G-Nets consists of a set of independent and loosely-coupled modules (G-Nets) organized in terms of various system structures. Recursive structures or functions can be also speci ed by G-Nets. A G-Net is encapsulated in such a way that a module can only access another module through a well de ned mechanism called G-Net abstraction, avoiding interference in the internal structure of another module. As indicated by Booch 3] we can hardly make a complex design right at the rst try, thus complex software design is an evolutionary process, where repeated changes are necessary. Also, as argued by Luqi 13] , the potential bene ts of prototyping depend critically on the ability to modify the behavior of the prototype with substantially less e ort than required to modify the nal version of the code of a system. The modular features of G-Nets provide the necessary support for incremental design and successive modi cation.
A G-Net G, is composed of two parts: a special place called Generic Switch Place (GSP) and an Internal Structure (IS). The GSP provides the abstraction of the module, and serves as an interface between the G-Net and other modules. The internal structure is a modi ed Petri net, and represents the detailed internal realization of the modeled application. The notation for G-Nets is very close to the Petri net notation 15] . Among other features this notation allows the user to indicate communication among G-Nets and termination. The notation for G-Nets is shown in Figure 1 , and is explained as follows:
1. The IS of the net is enclosed by a rounded corner rectangle, de ning the internal structure boundary.
2. The GSP is indicated by the ellipse in the left upper corner of the rectangle de ning the IS boundary. The inscription GSP(net name) de nes the name of the net to be referred by other G-Nets.
3. The rounded corner rectangle in the upper right corner of the IS boundary is used to identify the methods and attributes for the net, where:
hattribute namei = fhtypeig de nes the attribute for the net where: hattribute namei is the name of the attributes, and htypei is a type for the attribute. hmethod namei is the name for a method, hdescriptioni is a description for the method. hp1 : description; ; pn : descriptioni is a list of arguments for the method. Finally, hspi is the name of the initial place for the method. 4 . A circle represents a normal place.
5. An ellipse in the internal structure represents an instantiated switching place (isp). The isp is used to provide inter-G-Net communication. The inscription isp(G 0 :mi) indicates the invocation of the net G 0 with method mi. 6 . A rectangle represents a transition, that may have an inscription associated with it. This inscriptions may be either an attribution or a ring restriction. We will use the standard Language C notation for both attributions and ring restrictions.
7. A double circle represents the termination place or goal place.
8. Places and transitions are connected through arcs that may carry an expression.
The GSP of a G-Net G, denoted by GSP(net name) in the ellipse of Figure 1 , uniquely identi es the module. The rounded-corner rectangle in the GSP side contains a description of one or more methods, which specify the functions, operations or services de ned by the net, and a set of attributes specifying the passive properties of the module (if any). The detailed structures and information ows of each method are de ned by a modi ed high-level net in the internal structure. More speci cally, a method de nes the input parameters, the initial marking of the corresponding internal high-level net (the initial state of the execution). The collection of the methods and the attributes (if any) provides the abstraction or the external view of the module.
In the internal structure, places represent primitives, and transitions, together with arcs, represent connections or relations among the primitives. These primitives may be actions, predicates, data entities, and instantiated switch places (isp's). A set of special places called Goal Places represents the nal state of the execution, and the results (if any) to be returned. A transition, together with arcs, de nes the synchronization and coordinates the information transfer between its input and output places. A formal introduction to G-Nets can be found in 8].
Given a G-Net G, an isp of G is denoted by isp(G name :mtd) (or simply isp(G) if no ambiguity occurs), where G name is the unique identi cation of G, and mtd is a de ned method for G. An isp(G name :mtd) denotes an instantiation of the G-Net G, i.e., an instance of invocation of G based on the method mtd. Therefore, executing the isp primitive implies invoking G (by sending a token to G) based on the speci ed method. This token contains the parameters needed to de ne the tokens for the initial marking of the invoked net. This interaction between G-Nets can be compared to the mechanism of remote procedure call. The isp notation serves as the primary mechanism for specifying the connections or relationships between di erent G-Nets (modules). Embedding an isp of a lower level G-Net into the internal structure of a higher level G-Net speci es a hierarchical con guration.
Formal De nition of G-Nets and G-Net Systems
Formally a G-Net system is de ned as follows:
De nition 2.1 G-Net system A G-Net system (GNS) is a triple GNS = (TS; GS; AS), where 1. TS is a collection of tokens dynamically generated during of the execution of the system; 2. GS is a set of G-Nets; and 3. AS is a set of decentralized, concurrent computational agents executing the G-Net system. From De nition 2.3 we say that a GSP is uniquely identi ed by a name denoted by NID that abstracts a set of methods denoted by MS. The methods de ne how the internal structure may be executed. In other words, the set of methods de nes all the possible sets of initial markings, and resulting in di erent behaviors of the internal structure. In De nition 2.3 m initiator de nes how the information on m arguments are transformed into tokens of the corresponding type. These tokens will be deposited, in the case that more than one argument is de ned, in the initial place for the method.
De nition 2.4 Internal Structure
The internal structure of a G-Net, G:IS, is a net structure, that is, a bipartite directed graph de ned by G:IS = ( ; P; T; I; O), where 1. is a structure consisting of some sorts of predicates together with a set of relations and operations de ned over these predicates.
2. P is a set of nite and non-empty set of places, denoted by circles.
3. T is a nite set of transitions, denoted by rectangles.
4. I : T ! P 1 is called input function, which de nes inscriptions on transitions incoming arcs.
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. O : T ! P 1 is called the output function, which assigns inscriptions on transitions outgoing arcs.
We have three di erent types of places in the internal structure of a G-Net, as de ned as follows.
De nition 2.5 Set of places Let G:IS be the internal structure of a G-Net. The set of places P 2 G:IS is de ned by P = (ISP; NP; GP), where 1. ISP is a subset of instantiated switching places.
2. NP is a subset of normal places.
3. GP is a subset of goal places
The above de nition for the set of places P 2 G:IS is necessary because each subset of places has di erent semantics. Now, we will detail the meaning of each one of these subset of places.
An isp 2 ISP provides the mechanism used in G-Nets systems to implement inter-G-Net connection. An isp de ned in a net G and invoking a net G 0 is denoted by isp(G 0 m) and is de ned as a quadruple:
isp(G 0 m) = (NID; mtd; action before; action after) NID is the unique identi er of G 0 , mtd 2 G 0 :GSP:MS, action after and action before are primitive actions, whose function is to update the so called token propagation sequence, which will be introduced below. More speci cally, a method mtd 2 G:MS de nes the input parameters, the initial marking of the corresponding internal Petri net (the initial state of the execution). The set of Goal Places represents nal states of the execution of each method, and the results (if any) to be returned. The collection of methods and attributes (if any) provides the abstraction or the external view of the module. We impose the restriction that the set of goal places must not be empty.
De nition 2.6 Token Let G be a G-Net, and tkn be a token, then 2. If tkn = !, it can be matched with any sequence.
The propagation sequence of a token is only changed when it reaches an ISP or a GSP. When a G-Net G is invoked from an ISP isp i in another G-Net G 0 (when isp i receives a token), a triple hG 0 ; isp i ; Pid G 0 i, where Pid G 0 is the identi er of the process executing G 0 , is appended to the propagation sequence of the token before it is sent to G-Net G. This triple indicates that when the execution of G is over, the resulting token should be returned to the place identi ed by isp i in G-Net G 0 . The process identi er is needed to distinguish to which instance of the execution of G 0 the returning token belongs to. When the input token is received at the GSP G, a triple h0; 0; Pid G i is appended to the end of its propagation sequence, indicating that the agent responsible for executing the invocation is identi ed by Pid G . Because Pid G is unique, the propagation sequence is also unique. The token structure in the G-Net framework thus not only guarantees that all tokens belonging to an instance of a G-Net execution have the same and unique propagation sequence, but also contains the complete propagation history of the tokens, which governs the interactions between the processes executing a G-Net speci cation.
Due to the sequence eld associated with a token, more than one invocation of a G-Net can be executed simultaneously. This is because di erent executions (invocations) can be uniquely identi ed by the propagation sequence. Indeed tokens carry the execution history of a G-Net system.
As mentioned above, the status color of a token has two possible values, either before or after. A token is said to be available if its scolor = after. Otherwise, it is said to be unavailable. When a new token is received at a place, its status color is set to be before, and after the primitive action (if any) at the place is taken, the status color of the token is set to be after, indicating that the token is ready to be used in subsequent transition ring. The message eld of a token is a list of application speci c values.
A normal place NP 2 NP has the rules to manipulate the token. When a token is the entry parameters speci ed by the eld msg. The result of the action is associated with the eld msg of the token and a eld called branch color of the token is de ned. The branch color of the token serves to de ne to which output transition the token is available. Therefore the action associated with a normal place performs the same function as arc expressions and transition inscriptions of Predicate/Transition nets (PrT nets) 10]. Finally the eld scolor of the token is updated to scolor after, and the token is available for transitions enabling and ring.
A goal place GP i 2 GP must belong to the nal marking of G:IS. For each method, mtd, the goal places must be reachable and must be unique for each method. Therefore, the information resultant from the execution can be returned to the invoking G-Net.
The G-Net transition ring mechanism is de ned by the following transition ring rules:
De nition 2.7 Transition ring rules Let G be a G-Net, the transition ring rules are de ned as 2. An enabled transition t may re and when ring t:
(a) a token which satis es I(p; t) is removed from every p 2 I(t); (b) a token whose propagation sequence is the same as the one in tokens removed from I(t), whose scolor = before, and whose message part is determined by O(t; p) is deposited to every place p 2 O(t).
The invocation of a G-Net de nes the mechanism to start the execution of the internal structures based on the message associated with the token.
De nition 2. 
Model Construction
In this section we introduce a methodology based upon G-Nets to model the real-time control level. Before discussing the methodology itself, we present the type of real-time control system that is our subject.
Our focus is on hierarchical real-time control systems, such as manufacturing systems. This kind of systems is usually divided in ve abstraction levels 22]. As shown in Figure 2 , we have on left-hand side the di erent abstraction levels and on the right-hand side a database. It is clear that the correct operation of the global control system depends on the interaction among these di erent levels. At the local command level the main function is the direct control of the devices associated to the controlled process, such as robots, machines, etc. The main function performed at the coordination level is resource allocation, in such a way that the behavior of a set of operations are assured to be correct, this operations might be executed concurrently. The supervision level, based on the upper levels takes planning and scheduling decisions (planning and scheduling levels) that are stored in the database, executes allocation of machines and other devices of the manufacturing process in order to attend the upper levels decisions. It should be noted that each level has di erent response times restrictions as shown, in the gure.
Due to the inherent complexity associated to each level in the control system it would be impossible to discuss them in details in this paper. We will discuss mainly the local command from the control point of view.
Methodology
In this section we brie y de ne the steps how to obtain a conceptual model of a real-time control system based upon the G-Net model.
1. Identi cation of the objects (G-Nets) and their attributes.
2. Identi cation of the functionalities of each object. 
De nition of each object abstraction (GSP).

A Manufacturing Cell
In this section we exemplify the application of our methodology, based on G-Nets, to model a exible manufacturing cell, as well as its interface with the real-time database. Among other levels responsible by the processing and management of the manufacturing cell, we include some elements of the local command and coordination levels. Considering a manufacturing cell as shown in Figure 3 , it is possible to identify two raw-material pre-processing centers (P1 and P2) and two centers for additional processing of the raw-material (M1 and M2). Parts are transported by conveyers (C1 and C2). Robot R1 moves raw-material from deposits RM1 and RM2 to the pre-processing centers P1 and P2, respectively, and from these centers to the conveyor C1. A camera obtains features of a part, which are matched against a database containing features of parts, to identify the type of the part, which can be type1 and type2. Robot R2 removes parts from the conveyor C1. Parts not recognized due to lack of time, are deposited in storage NR for future inspection. Parts not recognized because they were not in the database are stored in the rejected deposit, RE. Parts recognized are deposited in one of the machines, M1 or M2, for additional processing, according to the type. After the processing, robot R2 removes parts from the machines and deposits them on conveyor C2, which transport the part to the exit deposit, ED.
Modeling the Local Command Control and Database Elements
According to the steps de ned in Section 3.1, we de ne the model for the manufacturing cell. In the rst step, the objects are identi ed based on the names de ned in the manufacturing cell. Therefore, the identi ed names are: machines, pre-processors, parts, camera, conveyers, raw-material deposit, not recognized deposit, rejected deposit, robots, and exit deposit. In this paper we assume that conveyers and deposits have enough capacity to support material ow, therefore, their capacities are not considered in the model. Considering this assumptions, we identify the following objects: equipment, camera, robot, and part. The object part has two instances: type1 and type2. The object equipment has four instances: P1, P2, M1 and M2. The object robot has two instances: r1 and r2. The object camera has only one instance, which will be implicitly identi ed for simplicity.
We have to identify the attributes for each one of the objects. In this work, attributes are explicitly modeled as part of the internal structure of each G-Net.
In the second step, we de ne the functionalities of each object. For example, the object part needs to identify which type of part is to be produced, allocate the equipment to produce it, and when the part is ready, update the database. Moreover, we have to de ne a maximal time to process a part. In Figure 4 , we present the G-Net G(PP) (process part), corresponding to the object part.
In the third step, we de ne the abstraction for each object. In the case of G-Net G(PP), the abstraction is de ned by two methods:
mp: make part : this method has the parameter t, de ning the type of the part to be produced, which can be type1 or type2. For this method, the starting place, that is, the place where the token is initially deposited when GSP(PP) is invoked, is the place SP in the internal structure.
mr: read produced parts : this method implements the access to the database to object part. In this case representing number of parts produced and the time needed to produce it. The input parameter t identi es which kind of part is to be read, either type1 or type2. The starting place for this method is place RP.
Finally, in the fourth step, we de ne the internal structure of the object, by means of a modi ed Petri net.
The behavior of G(PP) is informally detailed as follows. When G(PP) is invoked with method mp, a token identifying the type of the part to be processed is deposited on the initial place SP. Considering the initial state, that is, when there are two tokens (type1 and type2) in the place AV , indicating that the pre-processors are free to produce both types of parts, transition sc res, attributing to predicate r the robot identi er (in this case, r = 1), indicating that the robot to be used to move raw-material to a pre-processor is robot r1. After ring transition sc, a token r indicating the robot, and another one t, indicating the type of the part, are deposited in isp(E:ma). Then, isp(E:ma) invokes G-Net G(E), which allocates resources to process a part of type t. When G(E) nishes its execution, transition ec Figure 4 : G-Net for the parts res and deposits a token on place UP, so the information about produced parts can be updated, by ring transition up, which increments by one the produced type (stored on place PP). Also, after the ring of ec, a token indicating the type of part, that the pre-processor is capable to process, is deposited back on place AV . Also to update the information on place PP, a token is deposited on place CC, and the control is returned to the invoking net. Firing of transition to indicates the occurrence of time out during the pre-processing of a part. When the pre-processing of a determined type of part is requested, if the type is not available for processing, the object will wait for tc time units. After this time, it is assumed that a failure has occurred in the pre-processing or in the robot, in such a way that some part is being processed for more time than the necessary. In this case, transition to res and G-Net G(F) is invoked, indicating that some kind of problem is occurring while pre-processing some type of part. As soon as the error is recovered, a token with the corresponding type is deposited back on place AV . We do not show the net that invokes G(PP) and the recovery net G(F) in this paper.
In case G(PP) is invoked with method mr, a token is deposited on place RP. The desired type is read, after ring transition pr, and the current value of type, stored in place PP, is returned to the invoking net through goal place PR. Also, the corresponding type is cleared, by ring transition rp. In Figures 5 and 6 we present G-Net G(C) corresponding to the object camera and object equipment respectively. The behavior of these nets as well as the other identi ed objects will not be presented in this paper due to space limitation.
Decomposition and Analysis of G-Net Systems
In this section we introduce a decomposition approach for G-Nets that avoids structural problems in the interface between G-Nets, and allows formal analysis. For this decomposition to allow composition in a modular fashion, we have to de ne mechanisms by which it is possible to consider di erent components of a model, based on a rigorous structure, allowing the designer to have a better control of the complexity of the system. Hence, di erent parts of the model might be independently considered. Moreover, analysis, reuse, and correction should be localized and performed at the component level, as long as the component interface remains unchanged 18]. To be able to take advantage of the bene ts of such a modular approach, a component must present two characteristics:
The external view of the components must be loosely coupled, so that independence among components can be as high as possible and only a few well de ned relationships are allowed. G-Nets and G-Net systems possess the above characteristics. In order to take advantage of the above two general concepts, inherent to G-Nets, we have to de ne how G-Nets communicate with each other by means of a high-level protocol, which determines how G-Nets are connected.
The elements used as the basis for the decomposition of a G-Net are the GSP, isp and goal places.
These places from now on will be called interface places. A decomposition for each one of these elements is introduced. We also de ne the concept of reentrance for a decomposed G-Net. The decomposition approach not only allows the introduction of the concept of reentrance, but it also allows the possibility to apply formal analysis to verify the behavior of a G-Net and a G-Net system.
The approach we will introduce to decompose G-Nets follows the basic principles of the object oriented approach. Hence, the functional unity of the nets may be de ned during their design, in such a way that they are components providing some services to other nets, and apply to other nets the services they o er. As discussed before, the GSP of a G-Net provides the abstraction with explicit de nition of the methods (services) available to other nets. Also the isp and the goal places provide means by which a G-Net can be invoked and the processed result (if any) is returned. The general principles that must be satis ed when G-Nets are communicating is very similar to the client-server protocol, and consists of the following steps:
1. The requester G-Net requests a service.
2. The called G-Net accepts or not the requested service.
3. Upon acceptance of the service, the called G-Net attends the request and provides the results, otherwise the requester G-Net must issue another request.
4. The requester G-Net retrieves the result.
G-Net Decomposition
The objective to decompose a G-Net is to provide a clear structural coupling among G-Nets. This structural coupling imposes restrictions in the communication among G-Nets. Also, with the decomposition of the interface elements we allow the designer to incrementally design and analyze a system by adding new components. To do so the composition of G-Nets must be a stable operation. Therefore, the composition of a requester G-Net with a service G-Net must, after the composition, still be a requester-service G-Net. This can be accomplished through the preservation of the general properties of the components, G-Nets, so that the properties of the whole system may be deduced from the properties of its components.
The decomposition of a G-Net G results in a reentrant decomposed net Gd. The concept of reentrant nets was introduced by 5] and the basic requirements that Gd must ful ll are structural, i.e., graphical constraints and other are behavioral, i.e. home spaces and reversibility 15].
Before de ning the decomposition of the elements of a G-Net we formally introduce the concept of decomposed G-Net.
De nition 4.1 Decomposed G-Net
The decomposition of a G-Net G is a tuple Gd = (IS; GSP; GP; ISP), where IS is the internal structure represented by a modi ed Petri/Net.
GSP is the decomposition for the GSP.
GP is the set of goal places.
ISP is the decomposition of the set of instantiated switching places. As the reader can verify the tuple formed by (GSP; GP; ISP), corresponds to the elements involved in the interaction among G-Nets. The decomposition for the GSP (GSP) de nes which places of the internal structure receive tokens when a G-Net is invoked with a de ned method. The set of decomposed instantiated switching places (ISP) de nes the places responsible to initiate a communication with other G-Net and receive back the result, when existent. The set of goal places (GP) represents the places that must be marked when a G-Net completes an invocation, therefore they are responsible for returning back the results.
Decomposition of G-Net Elements
An isp(G 0 :m), representing the invocation of net G 0 using method m is decomposed as shown in Figure 7 .
Place RI receives the token from the input transition(s), not represented in Figure 7 , then transition si res and the propagation sequence of the token is updated based on the integer value n, where n 2 IN, of the token in place SI, which is increased by one each time si res. The output token will be put in RIm. This token will have a unique sequence identi er together with the set of tokens de ning the initial marking of net G 0 . Also, a token will be put in Wi. Transition G' then can re. This ring corresponds to the invocation of net G 0 . When net G 0 reaches its goal place the returning token(s) is(are) then put in place RC and transition sa res resulting in a token in place RR. The place Wi also is used to maintain state information about the net, which can be used for fault-tolerance and error-recovery 17].
For the GSP(G 0 ) the decomposition is shown in Figure 8 . The starting place, SP receives all the tokens that will correspond to the initial marking for the places corresponding to method n. The transition corresponding to the speci ed method will re and the tokens will be put in the set of initial places, this set of places is represented by the dotted rectangles in Figure 8 . De nition 4.6 Set con ict-free transitions Let T m1 and T m2 and Gd = (IS; IP; GP; ISP), with T m1 2 IS and T m2 2 IS, and T m1 and T m2 be the sets of transitions belonging to method 1 and method 2 respectively, these two sets of transitions are called set con ict-free i t \ t 0 = ;, with t 6 = t 0 , 8 t 2 T m1 and 8 t 0 2 T m2 .
De nition 4.6 guarantees that each method in a G-Net is not in con ict with others.
Structural and Behavioral Properties
Reentrance is one of the key concepts we introduced for G-Nets. The objective of introducing reentrance in G-Nets is to permit properties preserving when composing nets. The basic properties that must be satis ed by a decomposed 
P5
It is always the case that the net is reversible.
P6
The sets of transitions belonging to each method are set con ict-free.
If the properties P1 to P7 are veri ed for a decomposed G-Net, we say that it is reentrant.
Property P1 guarantees that when a G-Net G is invoked with method m i only the initial places associated with the method will be marked when transition t m i 2 T methods res in the decomposed G-Net Gd, see Figure 8 .
Property P2 guarantees that a decomposed G-Net Gd has no more transitions to re, for a de ned method, when a goal place is reached, for a speci c invocation identi ed by the eld tkn:seq associated with the token.
Property P3 restricts the existence of one and only one goal place for each method. This restrictions is necessary to guarantee that the result is always returned to the correct requester. Also, as will be shown in Section 5, this restriction is also necessary for the analysis approach that will be introduced. Property P4 guarantees that the invocation of a decomposed G-Net always terminates, and considering properties P2 and P3, the invocation always terminates and the result is returned to the requester.
Property P5 is very important, because it must be the case that a decomposed G-Net always returns to its initial state, so that new invocation of a de ned method can take place.
Property P6 has a very important signi cance for the analysis methodology that will be introduced in Section 5. It guarantees that the execution of the de ned methods for a decomposed G-Net can be treated as independent.
Based on the decomposition of an isp, as shown in Section 4.1, we de ne the concept of a service request, or for simplicity requester G-Net as follows.
De nition 4.8 Requester G-Net Let GdR = (IS R ; GSP R ; GP R ; ISP R ) be a requester decomposed G-Net. Also, let us consider the request of a service of a decomposed G-Net GdS, and that isp i 2 GdR is an isp invoking GdS with method m GdS i , we have that:
1. For any invocation of GdS with method m i through isp i 2 GdR there exists a waiting invocation reply place W i 2 isp i such that:
W i 2 si , W i = fsig, and W i 2 ra, ra = fW i g.
2. M is marking of GdR such that M(W i ) = 0 for any waiting invocation reply place W i .
The waiting place W i of an isp corresponds to the state of the requester decomposed G-Net GdR, is waiting for the invoked decomposed service G-Net GdS, represented by transition G 0 in the isp, to complete the requested service and return the result.
It is very important to de ne when an isp will complete its execution, representing that the requested service was successfully executed, and how the control is passed back to the IS of the requester. Proof. Skipped A service G-Net is one that o ers services to requesters, hence it is able to accept requests, to process them and to provide results. The interface places of a service net matches with the requesters places, that is, it matches with the decomposition of the isp of the requester. The starting place (SP) in the decomposed GSP and the goal places are used to be merged with places si and ra, in the decomposed isp when substituting the abstracted transition G 0 in the isp.
Provided that the decomposed service G-Net is reentrant we can de ne the requester.
De nition 4.9 Service G-Net
Let GdS be a decomposed G-Net, with starting place SP and goal place GP m i for method i , it is a service net i for all de ned methods:
1. GdS is reentrant. In the above de nition P 2 IS GdS . Condition 4. in De nition 4.9 guarantees that the sequence identi er of the incoming token is safely propagated through the service net, and reaches the goal place with the same propagation sequence. A service decomposed G-Net can put a token in its goal places only after removing a token from its starting place, and it can move any number of tokens from its starting place towards its goal places. We can see the service net as a set of nets providing some services (expressed by the methods) together with the interface places. Therefore, the interface places together with the method transitions (t m i ), and the goal places, and their respective input transitions, coordinate the accepting of a request and how the information is sent back to the requester.
Equivalence Relation
The equivalence relation between two decomposed G-Nets is very important because based on this relation re nement, abstraction, and re-usability of designed G-Nets are facilitated. Here, we are talking about interface equivalence, that is, as long as two decomposed G-Nets are interface equivalent they can be used as part of the design of system maintaining the same external view, considering the structural aspect only.
De nition 4.10 Interface Equivalence
Let Gd 1 and Gd 2 be two decomposed G-Nets satisfying the reentrance properties. Gd 1 and Gd 2 are said to be interface equivalent i : In the above de nition condition 1 and 2 indicates that the nets have the same initial places and goal places , that is, they external view is structurally compatible. Condition 3 guarantees that the interfaces of the two nets have the same domain. These three properties guarantee that the nets are interface interchangeable. The reader should notice that up to this point we are not discussing whether the nets present equivalent behavior, this point will be discussed in Section 5.
Analysis of G-Net Systems
In this section we outline a methodology for the analysis of G-Net systems. This methodology is a combination of behavioral and logical analysis. Behavioral analysis is applied for veri cation of local behavior. In this step we can either use invariant analysis or reachability tree analysis. We will prefer the application of reachability tree analysis for the reason that we can also extract from the reachability tree the external or observed behavior of a G-Net.
Logical analysis is based on the so called assume/guarantee paradigm for transition systems 19]. The objective is to avoid state explosion by taking advantage of the natural decomposition of the system. The objective is to verify properties of individual components, infer if these properties hold in the complete system, and use them to deduce additional properties of the system. Furthermore when verifying properties of the components, it may also be necessary to make assumptions about the behavior of the environment.
We see a decomposed G-Net Gd as consisted of two parts: the interface and the internal realization, as we discussed in Section 4.1. The interface part describes the behavior visible from outside, the abstraction, and the second part describes how methods de ned for a given G-Net are implemented by means of a Petri net. As G-Nets interacts in a G-Net system, the behavior of a G-Net, or its decomposed view, is dependent on the reaction of other G-Nets, forming its environment. Thus the interface or abstraction may contain some constraints on the expected reactions of the environment.
Hence interfaces will be de ned by a pair (assm, comm), where comm describes properties of the services (commitment) which will be guaranteed by the G-Net, provided the environment satis es the assumptions given by assm. As the interface or abstraction is the visible or observed behavior of a given G-Net, the internal part (its realization) must satisfy this behavior. Hence, in a design process the correctness of the implementation has to be veri ed.
Assumptions and commitments may be given by temporal logic formulae. Generally rst order temporal logic is necessary to describe the services of a G-Net, as the realization of the methods are given by a modi ed Predicate/Transition net, but we may separate the pure interaction (the protocol), which may be described using only propositional temporal logic, from the proper service speci cation dealing with the computation of data, where rst order logic is necessary. Thus in most cases its is possible to separate the propositional part, describing the pure interaction, and the rst order part describing the data transformations. Then the analysis or correctness veri cation can be done in two steps: rst verifying the pure interaction, e.g. by applying a model checking procedure, and second verifying the correctness of the data transformations by the realization of the internal structure by applying well know analysis methodologies for Predicate/Transition nets like reachability and invariant analysis.
Based on this two step analysis each G-Nets is locally analyzed under environmental assumptions and global properties, like deadlock, can be globally veri ed.
In order to analyze a G-Net system we introduce another level of decomposition apart from the decomposition already introduced. At this level the starting places, goal places and instantiated switching places will be unfolded. By unfold we mean replace places in the interface of a G-Net in a way that we can eliminate the inscriptions associated to the arcs. For example for each inscription associated to the outgoing arcs in the starting place in a GSP we will create a corresponding place, in a way that the inscriptions will no longer be necessary. This unfolding process is necessary to eliminate inscriptions from the arcs belonging to the interface places. Also, we have to associate a proposition to each place in the interface of a G-Net.
To verify whether the implementation part satis es the properties imposed in the interaction between a G-Net and its environment, we have to construct a model (in the this case the abstracted reachability graph) representing the implementation, in which the speci cation or the desired properties can be interpreted.
Our target is to consider software components modeled by means of G-Nets, we consider that these G-Nets are asynchronous components that communicates by means of synchronized actions. Therefore, we assume that there is no dependency among the clock units of di erent components, i.e., there is no global clock.
Local Analysis
The local analysis of a decomposed G-Net system is carried out based on the following procedure:
Step 1. decompose each isp and GSP.
Step 2. decompose, if necessary, the places in the internal structure so that transitions model actions and places states.
Step 3. verify if all the properties for the net are satis ed based on the constructed reachability tree.
Step 4. verify in the reachability tree if the reentrance properties are satis ed.
The realization of Steps 1. and 2 were already discussed in Section 4.1. For Step 3. the reachability tree analysis is employed.
Step 4. depends of the formalization of the concept of reentrance. Intuitively, in the case of Step 4. we will verify if the goal places are always reachable, determine if the marking of starting and nal places are empty, and verify if the net is reversible.
Interaction Analysis
The interaction analysis is performed according the following procedure:
Step 1. unfold the net interface elements for the decomposed G-Nets in a G-Net system.
Step 2. extract from each net the external view corresponding to the interface behavior of each decomposed G-Net.
Step 3. introduce an extra state to each isp output place corresponding to the labels in the output arcs.
Step 4. introduce an extra state to each isp output place corresponding to each transition reble before reaching an interface element.
Step 5. verify if the interaction properties, expressed in CTL, are satis ed.
The objective of Step 4. is to identify which transition res before an interface element is reached. The unfolding of each decomposed G-Net is necessary to de ne the labeling of interface transitions and association of proposition to interface places. The association of proposition to interface permits us to extract external behavior of each decomposed G-Net. The objective is to de ne an abstraction for the behavior of each decomposed G-Net and apply a temporal logic based veri cation, to verify the composite behavior of a G-Net system.
Unfolding Net Interface Elements
For the unfolding procedure we de ne a set, of propositions PL and a set of labels TL to be associated to places and transitions in the interface elements of a decomposed G-Net.
For the isp transition G 0 will be unfolded in two, as shown in Figure 9 . Transition ig representing the invocation of net G 0 and transition rg representing the end of the invocation of net G 0 . For each isp in a set of decomposed G-Nets a di erent label, from TL, will be associated to the corresponding ig and rg transitions. We also associate propositions, de ned in PL, to places RIm and RG.
We also unfold the starting place of each GSP as shown in Figure 10 . We unfold the starting place SP according to the inscriptions in the outgoing arcs. This unfolding will result in one place for each method. To each of these places a proposition, over PL, is associated. We also introduce one transition in a decomposed GSP will have the same label as transition ig in an isp.
The last unfolding is related to the goal places. We present in Figure 11 the general unfolding of a goal place. We will assume an arbitrary number, n, of incoming arcs to a goal place. We will also assume that each method nishes in one and only one goal place. In this case for each method we have to de ne a di erent goal place. In Figure 11 inscriptions hc1i; hc2i hcni de ne which will be the message associated to the returning token. Recalling the producer/consumer problem, they can be for method status either hacki or hnaki, indicating whether the consumer is or not ready to receive an item to be consumed. The decomposition will be constituted of one place and one transition for each condition. Each one of these transition will be connected to a place as shown in Figure 11 . Also each one of these places will have a proposition associated to them. A transition with incoming arc from these place will be introduced. This transition will be labeled with the same label as the transition rg representing the end of the invocation of net G 0 in the unfolded isp.
Properties related to the behavior of the environment are expresses as temporal logic formulae. To verify whether these properties hold or not for the external behavior we verify weather the external behavior is a model for these formulae. Details about the analysis methodology can be found in 16].
Fault-Tolerant Issues and G-Net Systems Analysis
The premise that a distributed real-time control software systems must deliver reliable services, imposes the necessity of de ning systematic methodologies to introducing fault tolerant properties in the design on a G-Net. These properties avoid interference in the behavior of a component when environmental errors occur. In other words, we should be able to detect a faulty behavior with respect to the assumed one when designing a component, in such a way that this faulty behavior of the environment are not Figure 12 : Internal structure of a fault tolerant isp propagated to the object component, and other with which it interacts. Also, we must devise how redundancy based on design diversity can be introduced in the design of a G-Net system. We introduce both, a systematic methodology to embed self-protection into the design of a G-Net, and techniques for design diversity.
The introduction of recovery mechanisms for G-Net systems consider the decomposed isp because it is the element that starts and executes a communication between G-Nets. The idea is to add to each isp timing constraints corresponding to the time encapsulated related with the invoked G-Net, in this case the worst execution time. The timing constraints are represented by time intervals and are computed by the performance analysis described in 17, 4, 6] The solid lines in Figure 12 shows a decomposed isp with timing constraints. The invocation of the G-Net G 0 using a method m is represented by the labeled transition G'. A re timing constraint de ned by the interval ti; ta] is assigned to the transition G' where, ti is the minimum execution time and ta is the maximum execution time associated to the invocation of net G 0 using method m. Place RI receives the token from the input transition t' then transition si res and the eld tkn.seq of the token is updated based on the integer value n, where n 2 IN, of the token in place SI, which is increased by one each time si res. The output token will be put in RIm. This token will have a unique sequence identi er together with the set of tokens de ning the initial marking of net G 0 . Also, a token will be put in Wi. Transition G' then can re corresponding to the invocation of the net G 0 . When the net G 0 reaches its goal place the returning token(s) is(are) then put in place RC and transition ra res resulting in a token in place RR. Also, place Wi can be used to measure the time of an invocation. To do so, it is only necessary to observe how long a token will stay in the place Wi before the invocation resumes. For rollback recovery, we must consider the case when di erent nets are invoked (by di erent isp 0 s), and there is a synchronization point after the results are returned 21]. In this case, if a fault occurs after the synchronization point, all the processes in a G-Net must be inhibited, by generating faulty tokens that are sent to transitions with inhibitor arcs. These tokens are deposited in places connected to the transitions through the inhibitor arcs and thereby stop all the executions. After the processes are stopped, all the processes are rolled back and returned to a checkpoint before the invocation of the nets. In this case all the preceding invocations must also be corrected and rolled back to a checkpoint.
This can be performed by isp 0 s, such as isp(G'r) in Figure 12 .
Another possibility is to use the N-version scheme 2], that is to execute N versions in parallel, take all the results and then based on a consensus decision mechanism determine the result. This scheme can be considered as a forward-recovery scheme. In case of software it is necessary to guarantee that the di erent versions are not the same, therefore guaranteeing diversity 12].
The net that implements the decision algorithm, based on the received token, will de ne the correct response. If necessary, net GM can execute a fault recovery on faulty version, by updating their states based on the state information of the correct or corrects version.
It is also desirable to improve the performance of the decision mechanism. This improvement can be accomplished by including an acceptance test. That is the discrepancy on the returning message, in place RRi, can be veri ed before calling the decision mechanism, isp(GM). The introduction of this feature is straightforward and will not be detailed.
It should be emphasized that the uniqueness of the tkn:seq eld carried by the tokens guarantees that only spurious messages will be removed from place RC in both cases. This is because transition em only res if a token in places EM and RC have the same tkn:seq eld.
The inclusion of self-protection into the design of a G-Net is based upon the analysis procedure previously introduced. The self-protection property is be introduced to avoid a wrong sequence of invocations of a G-Net. The procedure to systematically introduce self-protection is discussed in 7 
Conclusion
In this paper we have introduced a methodology to design and analysis of real-time control software system based on G-Nets and G-Net systems. We described the motivation for such a modular analysis approach: the necessity to avoid the state explosion problem when analyzing a large complex software system. This problem motivated many di erent research in the Petri nets area, part of which we discussed in this paper. Also, we exempli ed our design methodology by applying it to the modeling of a the command level of a cell in a exible manufacturing system.
We formalized the concepts of G-Nets allowing the application of modular analysis and veri cation. We also de ned structural and behavioral properties for G-Nets. When these structural and behavioral properties are satis ed, it is possible to apply a behavioral/logical veri cation approach to avoid the state explosion problem.
The introduction of the concept of reentrance as well as the de nition of the properties related to this concept, and the application of them to G-Nets give to the designer a very well structured way to design a complex system. Indeed, with the introduction of the concept of reentrance, together with a proper decomposition approach methodology for the G-Net interface elements, formed by the GSP, isp and goal places, allows a well de ned and structured way to compose G-Nets in a G-Net system, allowing the application of a modular analysis methodology.
With the unfolding of the interface places we could then apply a modular analysis methodology based on the assume/guarantee paradigm. This approach have demonstrated that it is possible to successfully adopt a modular approach for the analysis and veri cation of a complex software system during the design phase. The external behavior of G-Net can be extracted in a straightforward way. This is possible mainly because of the decomposition and unfolding methodology. Based on this abstraction, it possible to de ne which of the local properties of G-Net will be part of the environment of other G-Nets in a G-Net system. Moreover, we can, based on this abstract view, verify whether the assumptions made about the environment of a G-Net are or not being satis ed.
Considering the practical aspect, we have de ned a XWindows veri cation system to help the designer during the veri cation process, so that it is possible to verify in an automatic way properties of the system 16].
We have to say that the emphasis given on this paper is on the engineering aspects of the methodology. Theoretical matters are introduced to give a formal basis for the claims. Moreover, we believe that the marriage between formal methods and engineering approaches is the best way to face the di culties associated with the design and veri cation of complex software systems. The advantages of this convenient marriage are evident. From one aspect it is possible to share the methodological aspects inherent to an engineering approach for the design and veri cation of complex software systems. On the other hand, powerful formal methods are then available for the designer, so that early in the design phase of a system it is possible to verify whether the system possesses or not the speci ed properties.
