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Abstract
In the first part of this thesis, it is shown that if A ⊆ R3 is a Borel set
of Hausdorff dimension dimA > 3/2, then for a.e. θ ∈ [0, 2π) the projec-
tion πθ(A) of A onto the 2-dimensional plane orthogonal to
1√
2












This improves the bound of Oberlin and Oberlin [32], and of Orponen and
Venieri [35], for dimA ∈ (1.5, 2.4).
In the second part, an improved lower bound is given for the decay of
conical averages of Fourier transforms of measures, for cones of dimension
d ≥ 4. The proof uses a weighted version of the broad restriction inequality,
a narrow decoupling inequality for the cone, and some techniques of Du and
Zhang [8] originally developed for the Schrödinger equation.
Most of the work in this thesis was published by the author in different
forms in [17] and [18].
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1.1 Restricted families of projections onto planes in
3-space
The first part of this thesis gives improved a.e. lower bounds for Hausdorff
dimension1 under “restricted” families of orthogonal projections. The a.e. be-
haviour of Hausdorff dimension under orthogonal projections was first stud-
ied in 1954 by Marstrand [26], who showed that if A is a Borel set in the
plane, then for 0 ≤ dimA ≤ 1 the projection of A onto a.e. line through the
origin has dimension equal to dimA, and if dimA > 1 then the projection
of A onto a.e. line through the origin has positive length. This was gener-
alised to projections onto k-planes in Rn by Mattila [27], with respect to the
natural rotation invariant probability measure on the Grassmannian. Some-
what more recently, questions of this type were studied for lower dimensional
submanifolds of the Grassmannian [20, 21, 11, 33, 32, 22, 35], in which case
the problem is more difficult. Sets of projections corresponding to planes in
lower dimensional subsets of the Grassmannian are referred to as “restricted
projection families”.
Let πθ be orthogonal projection onto the orthogonal complement of
1√
2
(cos θ, sin θ, 1) in R3, and denote the Hausdorff dimension of a set A by
dimA. A subset of a complete separable metric space X is called analytic
if it is the continuous image of a Borel subset of Y , where Y is a complete
separable metric space (in particular, every Borel subset of X is analytic).
Theorem 1.1. If A ⊆ R3 is an analytic set with dimA > 3/2, then









for a.e. θ ∈ [0, 2π).
1The precise definitions of basic terms such as “Hausdorff dimension” and “Fourier
transform” will be postponed until Section 1.3.
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This improves the previously known bounds if dimA ∈ (1.5, 2.4), and
makes partial progress towards Conjecture 1.6 from [11], for the special curve
1√
2
(cos θ, sin θ, 1). This conjecture asserts that dimπθ(A) ≥ min {dimA, 2}
for a.e. θ ∈ [0, 2π), where γ can be any curve with nonvanishing geodesic cur-
vature in S2. By a rescaling argument (see Lemma A.1 in [35]), Theorem 1.1
continues to hold if the curve 1√
2
(cos θ, sin θ, 1) is replaced by any circle in
S2 which is not a great circle.
The best currently known bounds will be summarised here, omitting some
results which have since been superseded. For dimA ≤ 1, the sharp a.e. lower
bound dim πθ(A) ≥ min {dimA, 1} was obtained by Järvenpää, Järvenpää,
Ledrappier, and Leikas in [20], and in this range the lower bound still holds
if the curve is replaced by any other circle in S2 (even a great circle). For a
great circle this result is the best possible, which can be seen by considering
a set with dimension between 1 and 2 contained in the plane of the great
circle.








, dimA ∈ (2, 2.5]
H2 (πθ(A)) > 0, dimA ∈ (2.5, 3],
which (prior to Theorem 1.1) was the best known a.e. lower bound for
dimA ≥ 2.25, and remains the current record for dimA ≥ 2.4.
In [35] Orponen and Venieri proved the sharp bound dim πθ(A) ≥ dimA
for dimA ∈ (1, 1.5], and gave the a.e. lower bound
dimπθ(A) ≥ 1 +
dimA
3
, dimA ∈ (1.5, 3]. (1.1)
Prior to Theorem 1.1, the lower bound in (1.1) was the record for 1.5 <
dimA < 2.25. A comparison between Theorem 1.1 and prior results is shown
in Figure 1.1.
The proof of Theorem 1.1 uses the decomposition of a fractal measure
into “good” and “bad” parts, and an adaptation of the refined Strichartz in-
equality, both recently used on the planar distance set problem in [14] (this
decomposition is based on earlier ideas from [24, 40, 34]). The “bad” part
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Figure 1.1: The conjectured and best known a.e. lower bounds for
dim πθ(A), with dimA ∈ (1, 2.5).
is bounded using the key lemma from Orponen and Venieri’s proof of (1.1),
whereas the “good” part is bounded using the Fourier-analytic approach of
Oberlin and Oberlin, combined with an “improvement due to localisation”
technique (which I learnt from [4, Lemma 2.3]) related to the uncertainty
principle. These two bounds are converted to a projection theorem by adapt-
ing Liu’s L2-method from [25].
1.2 Conical averages of fractal measures
The decay of the Fourier transform over submanifolds of Euclidean space is
tied to various problems in geometric measure theory and partial differential
equations. Averages over the sphere are connected to Falconer’s distance set
conjecture [28, 25], whilst the conical averages are equivalent to L2 fractal
Strichartz inequalities for the wave equation [42, 4], and (as used in Chap-
ter 2) are related to Marstrand-type projection theorems for restricted fam-
ilies of projections [32]. The second result of this thesis improves the known
decay rates for averages over the cone.




be the supremum over all β ≥ 0 satisfying∫
|µ̂(Rξ)|2 dσΓ(ξ) .β ‖µ‖cα(µ)R−β,
3




is the mass of µ, and σΓ is the surface
measure on the truncated cone
Γd := {(ξ, |ξ|) ∈ Rd+1 : 1 ≤ |ξ| ≤ 2}.
The inequality is assumed to be uniform over all Borel measures µ supported


































< α ≤ d+3
2
α− 1 if d+3
2
< α ≤ d+ 1,
(1.2)




in the case d = 3. For large α and d,































, the lower bound in (1.3) is larger than α(d−1)
d
, which is
the current best known lower bound for the decay rate of spherical averages
over the sphere of one dimension less, due to Du and Zhang [8]. There is
a short geometric argument, involving conic sections and Marstrand’s pro-
jection theorem, that the conical averages are at least as well-behaved as
spherical averages over spheres of one dimension less (given in Section 3.1 of
Chapter 3). Obtaining strictly larger lower bounds however takes a bit more
work.
The proof of (1.3) given here largely follows that of Du and Zhang for the
sphere, but there are two significant differences. A weighted version of the
4
d-broad restriction inequality of Ou and Wang [37] is used instead of the
Bennett-Carbery-Tao d-linear restriction inequality [2] (or equivalently the
d-linear refined Strichartz inequality), which is better in the case of the cone.
To make use of this requires a narrow decoupling inequality for the cone, the
proof of which is slightly more involved than in the sphere/paraboloid case,
since a plane through the origin may intersect the cone tangentially.
1.3 Basic definitions
The inequality A . B will be used to indicate A ≤ CB for some fixed
constant C. The constant may occasionally depend on a parameter such as
ε, but only in instances where the dependence can be safely ignored. The
dependence will sometimes be indicated in a subscript such as .ε. The
notation A / B means that A .ε RεB where A and B may depend on R
and ε is arbitrarily small; this notation will only be used informally outside
of proofs.
Given a set E in Euclidean space, let Nδ(E) be the open δ-neighbourhood
of E. If E is a box, let CE be the box with the same centre but with side
lengths scaled by C.









rsi , A ⊆
⋃
i
B(xi, ri) and ri ≤ δ for all i
}
,
for any set A. The right hand side of (1.4) is an increasing limit and therefore
exists. This makes Hs a rotation-invariant outer measure on Euclidean space
such that at least all of the Borel sets areHs-measurable [39]. Throughout the
measure Hs will only really be used for notational convenience with integer
values of s, for instance as a surface measure or to integrate over subsets of
2-dimensional planes in R3, without having to rotate such planes to R2×{0}
in order to use 2-dimensional Lebesgue measure. Sometimes arbitrary sets
are allowed in the covering of A defining Hsδ(A), but this only changes the
5
resulting measure by at most the multiplicative constant 2s.
The Hausdorff dimension dimA of a set A in Euclidean space is the infi-
mum over all s ≥ 0 with the property that for every ε > 0, there exists a
covering
⋃




i < ε. This value can also
be characterised as the infimum over all s such that Hs(A) = 0, but only the
more primitive definition will be used here.




where 〈ξ, x〉 = ξ · x is the standard inner product on Euclidean space. The
Fourier transform can be naturally defined on any compactly supported finite




and the resultant function is locally Lipschitz (in particular, it is continuous).
The Fourier transform maps L1(Rd) into C0(Rd), and the same operator
on L1(Rd) ∩ L2(Rd) extends to an isometry from L2(Rd) onto itself. More
generally, any bounded operator from a dense subset of one Banach space
into another Banach space has a continuous extension to the whole space, and
throughout this will be the implicitly assumed definition for operators defined
only on smooth compactly supported functions, or Schwartz functions.








By Frostman’s Lemma (see [5, 19, 29]), the Hausdorff dimension dimB of
a Borel (or analytic) set B ⊆ Rd+1 is the supremum over all α ∈ [0, d + 1]
for which there exists a nonzero Borel measure µ supported on B with finite
cα(µ). Hausdorff dimension can also be characterised through the energy
Iα(µ) :=
∫ ∫




where α ∈ (0, d + 1); the last integral is called the Fourier energy of µ. For
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and Iα(µ) are equivalent for α ∈ (0, d + 1). A Borel
measure µ with cα(µ) <∞ satisfies Is(µ) <∞ for any s < α, and if Iα(µ) <
∞ then 0 < cα (µ A) < ∞ for some Borel set A ⊆ suppµ; see e.g. [30,
Chapter 2].
Given measurable spaces X, Y , a measure µ on X and a measurable func-
tion f : X → Y , define the pushforward measure f#µ on Y by (f#µ)(E) =
µ (f−1(E)).
Let ei be the standard basis vectors in Euclidean space. Let A : Rd+1 →
Rd+1 be the unitary defined through the standard basis by







The letter E will usually denote the extension operator for the truncated









(cos θ, sin θ, 1)⊥
2.1 A non-technical outline of the proof
Let πθ be orthogonal projection onto
1√
2
(cos θ, sin θ, 1)⊥. Recall that the aim
is to find a lower bound for dimπθ(A), for a.e. θ, for an arbitrary set A ⊆ R3,
and the ideal lower bound is min {dimA, 2}. Since Lipschitz mappings can-
not increase Hausdorff dimension (and orthogonal projections are 1-Lipschitz
with respect to the Euclidean metric), the upper bound dimπθ(A) ≤ dimA
holds trivially for every θ ∈ [0, 2π).
In the classical case of Marstrand’s Theorem, where πθ is the projection
onto the line through (cos θ, sin θ) in R2, there is a simple potential theoretic
proof due to Kaufman [23]. There are two versions of this proof, one that uses
the potential directly and one that uses the Fourier formula for the potential.
Both of these can be summarised as follows.
Let A be set in R2 and fix α ∈ (0, 1). Assume that A has dimension α,
which by Frostman’s Lemma is equivalent1 to the existence of a probability
measure µ supported on A with
Iα(µ) =
∫ ∫
|x− y|−α dµ(x) dµ(y) <∞.
Using this equivalence again, it is required, for a.e. θ ∈ [0, π), to find a
probability measure νθ supported on πθ(A) such that Iα(νθ) <∞. A natural





1This is only accurate up to minor monotonicity, endpoint and measurability issues;
these and other such technicalities will be ignored to keep this section simple.
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for any set E. The goal is to prove that∫ π
0
Iα(πθ#µ) dθ . Iα(µ) <∞. (2.1)
This will imply that Iα(πθ#µ) < ∞ for a.e. θ ∈ [0, π), since the integral of
+∞ over a set of positive measure is infinite. This in turn will guarantee
that dimπθ(A) ≥ dimA = α for a.e. θ. By Fubini and the definition of
pushforward, the left hand side of (2.1) is∫ π
0
Iα(πθ#µ) dθ =





Using scale invariance and some simple trigonometry, the innermost inte-
gral is . |x− y|−α provided α ∈ (0, 1), so this finishes the first proof that
dim πθ(A) ≥ dimA for a.e. θ ∈ [0, π).
The last part of the preceding proof, bounding the innermost integral, is
usually referred to as “transversality”. As an alternative approach (also used






and the Fourier formula for the pushforward:
π̂θ#µ(ξ) = µ̂(πθ(ξ)),




|ξ|α−2 |µ̂(πθ(ξ))|2 dξ dθ. (2.2)
Making the unitary change of variables
ξ = r(cos θ, sin θ) + t(− sin θ, cos θ),




2 dt ∼ |r|α−1 , α < 1,
2Irrelevant constant factors are omitted.
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|r|α−1 |µ̂(r cos θ, r sin θ)|2 dr dθ.
By using polar coordinates and the Fourier formula for the energy again, the
right hand side is equal to the Iα(µ) term in (2.1), so this finishes the second
proof that dimπθ(A) ≥ dimA for a.e. θ ∈ [0, π).
In the more complicated situation where πθ is the projection onto the
plane orthogonal to 1√
2
(cos θ, sin θ, 1), things go wrong with both of these
approaches.
The transversality method gives the conjectured lower bound ([20]) when
dimA < 1, but the inequality∫ 2π
0
|πθ(x)− πθ(y)|−α dθ . |x− y|−α,
fails if α ≥ 1, in which case the left hand side is +∞ whenever x − y is a
nonzero multiple of (sinφ, cosφ, 1) for any fixed angle φ (geometrically, the
inequality fails when x− y lies on the light cone). Thus a direct application
of transversality gives no nontrivial information when dimA ≥ 1, and further
analysis (as in e.g. [33, 35]) of this singular set is needed to further progress
with this approach.




|ξ|α−3 |µ̂(πθ(ξ))|2 dξ dθ, (2.3)
ideally by the Fourier energy of µ:∫
R3
|ξ|α−3 |µ̂(ξ)|2 dξ. (2.4)
As in the R2 case, it is natural to integrate out the redundant variable in
(2.3) and transform the remaining 3 variables to make the integral look like
the Fourier energy of µ in (2.4). Unlike the polar coordinate case in R2
however, the Jacobian J of the change of variables in R3 is singular, and
the set {J = +∞} is equal to the (right angled) light cone. Oberlin and
Oberlin approach this by dividing the domain of integration into a set where
J is “small” and a set where J is “large”. The “small” J integral can be
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controlled using a simple change of variables. The contribution of the “large”
J integral is controlled using known surface integral bounds for the L2 integral
of µ̂ over any cone Γφ at angle φ ∼ π/4, and integrating the resulting bound
over φ in a small neighbourhood of π/4 (the integrand blows up near π/4,
but the integral converges). The precise meaning of “small” and “large” are
chosen so that the contributions from the “small” and “large” part agree,
giving a partial lower bound for the dimension of the projections πθ(A).
Although the lower bound obtained by Oberlin-Oberlin is not the conjec-
tured min{dimA, 2}, it is not obvious to see where their argument can be
improved. For fixed φ the L2 surface integral bounds on µ̂ over cones Γφ at
angle φ close to π/4 are known to be sharp, but they essentially ignore the
variable φ and can therefore be thought of as “pointwise” inequalities. Since
µ is supported in a unit ball, the uncertainty principle suggests that µ̂ may
be thought of as constant on unit balls, but the relatively large domain of φ
used in the Oberlin-Oberlin argument means that as φ varies, the different
cones Γφ in the Oberlin-Oberlin argument are separated by distances much
larger than 1 (when dimA < 2), and therefore the pointwise inequalities lose
any potential smoothing effect coming from the variable φ.
The remedy for this, which is the first main idea of this chapter, is to
refine the “large” J integral to take the smoothing effect into account. To do
this, the integral with “large” J is first decomposed into a sequence of conical
rings, so that on each conical ring D the Jacobian J is constant up to a factor
of 2. For each conical ring D on the Fourier side, the measure µ is written as
a sum µ =
∑
µχQ over dyadic cubes Q partitioning the unit ball, where the
size of Q is chosen so that (by the uncertainty principle) the Fourier transform
µ̂χQ may be thought as constant in the direction orthogonal to D (thus there
is no smoothing effect in this direction). After applying Plancherel to this
decomposition, rescaling, and then applying the L2 surface integral bound
over the cone to each piece, this eventually gives a lower bound for dim πθ(A)
which improves Oberlin-Oberlin’s bound for dimA < 2. This technique is
known as “improvement due to localisation”.
Unfortunately, this method alone does not give the best known lower bound
for dimπθ(A). Although the bound of Oberlin-Oberlin was the best known in
the range dimA ≥ 4/3+ε at the time it was proved (2013), it was superseded
by Orponen-Venieri [35] in 2017 using the transversality approach, and the
“improvement due to localisation” technique alone is not enough to beat
11
their bound. Although the “loss” in the Oberlin-Oberlin argument has been
removed, the obstruction is that the inequality∫ 2π
0
Iα(πθ#µ) dθ . Iα(µ), (2.5)
actually fails when α ∈ (1, 2), and the most one can prove is with the α on
the left hand side replaced by min{α, 2,max{(1 +α)/2, α−1/2}}. This does
not refute the conjectured lower bound min{dimA, 2} for the dimension of
projections, it only shows that the pushforward measures πθ#µ are not the
correct measures to consider on πθ(A) (at least for the purpose of finding a
measure with finite energy), since the inequality (2.5) is too strong to hope
for in general.
A similar issue is known to arise in the planar distance set problem. In
general dimension, Falconer’s distance set conjecture asserts that if d ≥ 2
and A ⊆ Rd satisfies dimA > d/2, then the distance set
{|x− y| ∈ R : x, y ∈ A} ,
has positive (one-dimensional) Lebesgue measure. Until recently, the best
known results on this problem proceeded by bounding the L2-norm (equiva-
lently the 1D Fourier energy with α = 1) of the pushforward of µ× µ under
the distance function d : (x, y) 7→ |x− y|, where µ is a fractal measure on A.
By a result of Mattila [28], this problem is connected to bounds for L2 spher-
ical averages of µ̂. Although sharp bounds are known for these L2 spherical
averages when d = 2, they are too weak to prove the planar distance set
conjecture for sets of dimension less than 4/3 [42, 14] (ideally dimA > 1
should suffice).
In 2018, Guth, Iosevich, Ou and Wang got around this by decomposing
the measure µ into a “good” part µg and “bad” part µb (this decomposition
is based on earlier ideas from [24, 40, 34]). Roughly speaking, instead of
bounding the L2 norm of the pushforward d#(µ × µ), they bounded the L1
norm of d#(µ×µb) and the L2 norm of d#(µ×µg), and in turn this controls
the L1 norm of d#(µ× µ) (by Cauchy-Schwarz and the triangle inequality).
Since a subset of the real line supports a nonzero function in L1(R) if and
only if it has positive Lebesgue measure, this allowed them to prove that the
distance set of A ⊆ R2 has positive Lebesgue measure whenever dimA > 5/4.
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This approach was modified by Liu [25] to get a partial conclusion on the
Hausdorff dimension of distance sets when dimA ≤ 5/4.
The point of the “good-bad” decomposition is that µ̂g has better L
2 circular
averages than µ̂. Since Fourier restriction type problems on the circle and
the cone in R3 are closely related, it is natural to expect that an analogous
“good-bad” decomposition of a measure on R3 would result in µ̂g having
better L2 conical averages than µ̂, potentially leading to improved bounds
for projections in R3. The difficulty in carrying this out is that the “good-
bad” decomposition was designed originally to work with distance sets, and
in that setting the L1 contribution of the “bad” part is naturally controlled
by Orponen’s radial projection theorem from [33].
Fortunately, if the “good-bad” decomposition is set up in the right way in
R3, the contribution from the “bad” part turns out to be exactly what is con-
trolled by the key lemma from Orponen-Venieri’s work on the same projection
problem. In their work, they use transversality and some geometric measure
theory to bound the “bad” part, but they bound the contribution from the
good part using only the definitional assumption that µg is concentrated on
“good” tubes. The Fourier-analytic method leads to an improvement over
Orponen-Venieri’s result by using more sophisticated bounds for the “good”
part, which make use both of the assumption that µg is concentrated on
“good” tubes, and that µ is α-dimensional.
Apart from this key idea, there are a few difficulties involved that make
the proof a little longer than in the planar distance set case. Making the
“good-bad” decomposition and the “improvement due to localisation” work
together takes a bit of effort, but the use of “improvement due to localisation”
turns out to be crucial to the setup, since it puts the wave packets involved
at the correct scales to apply a refined Strichartz inequality. In the distance
set case, the proof of the refined Strichartz inequality uses the fact that the
tubes from the “good-bad” decomposition are dual to caps in the sphere,
and such tubes preserve their shape under a parabolic rescaling. The refined
Strichartz inequality for the cone uses Lorentz rescaling which significantly
distorts the shape of the tubes, and some extra work is needed to get around
this.
13
2.2 Setup and preliminaries
Define γ : [0, 2π)→ S2 by γ(θ) = 1√
2
(cos θ, sin θ, 1), and let πθ : R3 → γ(θ)⊥
be orthogonal projection onto the 2-dimensional plane γ(θ)⊥ ⊆ R3. Let
|·| = |·| mod 2π denote the distance on [0, 2π) which naturally identifies this
interval with the unit circle.
For any parameter K ≥ 1, the truncated cone Γ1 has a covering by boxes
of dimensions K−1×1×K−2; these will be referred to as the “standard” K−1-
boxes or caps. They come from the standard covering of S1 by rectangles of
dimensions K−1 ×K−2.
The notation used for the wave packet decomposition will be similar to
that from [14] for ease of comparison. Let ε be a very small number, which
will be sent to zero at the end of the proof. Let ΓR be the entire light cone
with both forward and backward parts:
ΓR = {λγ(θ) : θ ∈ [0, 2π), λ ∈ R} .
Fix a large positive integer J to be chosen later. For each j ≥ J and 0 ≤
k < j, construct a finitely overlapping cover of
[N2j−k(Γ2j ∪ −Γ2j) \ N2j−k−1 (ΓR)]
with boxes τ = τj,k of dimensions
2j−
k
2 × 2j × 2j−k.
For fixed j and k, let Λj,k be the set of boxes τ = τj,k corresponding to j and
k. Each box τ ∈ Λj,k is such that 2−jτ is contained in a standard box τ̃ at
scale 2−k/2 for the cone Γ1∪−Γ1. When k = j the boxes τ ∈ Λj,j are defined
similarly, except that they cover the set N1(Γ2j ∪ −Γ2j). The wave packet
decomposition is set up in this way to apply a change of variables later; the
L2 integral of the “good” part of µ̂ over the conical ring contained in the
union of the boxes τ ∈ Λj,k will have a fixed Jacobian under this change
of variables, and after rescaling by 2k−j on the Fourier side this integral will
correspond to a more standard L2 conical average of the “good” part of µ̂ over
the cone, which through duality will be controlled using decoupling theory
for the cone. The extra rescaling step causes the wave packet decomposition
14
used here to be slightly more complicated than in [14].
This construction can be done in such a way that the boxes 1.1τ are finitely
overlapping as j and k vary, and that dist(τj,k,ΓR) ∼ 2j−k for all j and k. Let







τ∈Λj,k τ by the sets 1.1τ , such that each ψτ has compact
















Fix a small δ > 0 with δ  ε, to be chosen after ε. For each triple (j, k, τ)
with j ≥ J and τ ∈ Λj,k, construct a finitely overlapping cover of the ball of
radius 2 around the origin in R3, with tubes T of dimensions
2−j2k(1/2+δ) × 2−j2k(1/2+δ) × (10 · 2−(j−k)).
Each rescaled set 2j−kT is a roughly a tube of diameter ≈ 2−k/2 and length
∼ 1, with direction normal to the cone at the rescaled box 2−jτ (which has
dimensions ≈ 2−k/2 × 1× 2−k. Each tube is a collection of boxes dual to the
corresponding cap τ , which are shorter in the middle direction. Let Tj,k,τ
be the set of tubes corresponding to τ ∈ Λj,k. Let {ηT}T∈Tj,k,τ be a smooth




ψτ f̂ = ηTF−1 (ψτF(f)) ,










Fix a positive smooth function µ supported in the unit ball in R3, identified
with the measure µ dx. The set of “bad” tubes will be the set of tubes with
“large” µ measure, where “large” is defined so that the contribution coming
from these “bad” tubes can be handled by the lemma of Orponen-Venieri
(Lemma 2.1). The contribution from the remaining “good” tubes will be
controlled using Fourier analysis, which is (roughly) where the improvement
over the Orponen-Venieri bound comes from.
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More explicitly, given α ∈ (3/2, 3] (to be fixed later, corresponding to the




+ 1− ε. (2.6)
For each j ≥ J and k with 0 ≤ k ≤ j, let {Bl}l be a finitely overlapping cover
of B3(0, 1) by balls of radius 2
−(j−k), and let {φj,k,l}l be a smooth partition of
unity subordinate to this cover. Let µj,k,l = φj,k,lµ. Define the set of “bad”
tubes corresponding to τ ∈ Λj,k by
Tj,k,τ,b =
{



































Define the “bad” part of µ by summing over the “bad” tubes with k bounded











Define the “good” part of µ by
µg = µ− µb. (2.9)
For the specific function µ used later, only finitely many values of j in (2.8)
will be non-negligible, so there will not be any convergence issues in the
infinite sum.
To bound the average L1 norm of the pushforward of the “bad” part of a
measure, the following lemma from Orponen and Venieri’s work on the same
problem will play a crucial role.
Lemma 2.1. [35, Lemma 2.3] Let s ≥ 0 and let ν be a compactly supported
16
Borel measure on R3 such that supx∈R3
ν(B(x,r))
rs
≤ C1 and diam (supp ν) ≤ C2,







exist δ0, η > 0, depending only on C1, C2, s and κ such that
ν
{
y ∈ R3 : H1
{









for all δ ∈ (0, δ0).
The ν (R3) factor is not given explicitly in [35], but follows from their
proof.
2.3 Main part of the proof





and that A is a subset of the unit ball. Let ε > 0, and let ν be a com-
pactly supported probability measure on A satisfying an α-Frostman condi-
tion, where α = dimA− ε. Let E ⊆ [0, 2π) be a compact set such that










ε for every θ ∈ E. (2.10)
Let ε′ > 0 be arbitrary. The proof will be completed by showing H1(E) .ε ε′,
then letting ε′ → 0, and then letting ε→ 0. For δ0, η > 0 to be specified later




choice of δ1 will also be made later, but after δ0 and η; see the paragraphs
after (2.25) and (2.71)). For each θ ∈ E, let {B (zi(θ), δi(θ))}i be a cover of





ε < ε′ (2.11)
(measurability issues of the function θ 7→ δi(θ) will be ignored, they can be






B (zi(θ), δi(θ)) ,
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and let D̃jθ be the 2
−j neighbourhood of Djθ. Let
νj = ν ∗ φj, φj(x) = 23jφ(2jx), (2.12)
for a smooth positive bump function φ equal to 1 on the unit ball, satisfying
0 ≤ φ ≤ 1 everywhere and vanishing outside B(0, 2). For each θ ∈ E,











the last inequality follows by expanding out each summand of the right hand
side and applying Fubini, the assumption that φ = 1 on the unit ball, and
the 1-Lipschitz property of the projections πθ (as in [25, p.7], see also (2.73)































|πθ#µg| dH2 dθ, (2.14)
where
µ := νj0 ,
and the J in the “good-bad” decomposition will be chosen later (depending
on j0 and ε; see (2.71)). The proof will proceed by showing each term in
(2.14) is .ε ε′, from which the theorem will essentially follow.
Assume the first term in (2.14) dominates. If the angle of a tube T is not
roughly equal to the angle of projection θ, then πθ#(MTµ) is negligible (the
proof of this is via stationary phase, and will be postponed until Section 2.4).
To be more precise, for each τ ∈ Λj,k let ∠τ be the angle corresponding to τ .
For the forward (resp. backward) light cone, this angle can be defined as the
value of φ such that the line through (cosφ, sinφ, 1) (resp. (cosφ, sinφ,−1))
passes through the barycentre of the unique standard box τ̃ at scale 2−k/2
18
containing 2−jτ . Use the notation ∠(τ)∗ to denote (π + ∠(τ)) mod 2π if τ
lies in the forward light cone, and ∠(τ)∗ = ∠(τ) if τ lies in the backward
light cone. Use ∠(T )∗ to denote ∠(T ) if τ(T ) lies in the forward light cone,
and ∠(T )∗ = π + ∠(T ) mod 2π if τ(T ) lies in the backward light cone. For































































By the formula (2.73) for the pushforward density, the L1 norm of the push-
forward satisfies ‖πθ#f‖L1(R3,H2) ≤ ‖f‖1 for any f ∈ L
1(R3); this will be
applied to f = MTµ. The function |ψτ decays rapidly outside the box τ
′
centred at 0 with dual dimensions to τ , and this box is smaller than T by at
least a factor of 2kδ in every direction, so by Fubini the operator MT satisfies
‖MTµ‖1 .N µ(2T ) + 2−kN . Hence
‖πθ#(MTµ)‖L1(R3,H2) ≤ ‖MTµ‖1 .N µ(2T ) + 2
−kN .
19




































(θ, x) ∈ [0, 2π)× R3 : x ∈ Bj,k(θ)
}
.
Integrating (2.17) over [0, 2π) gives
∫ 2π
0




















If (θ, x) ∈ Bj,k, then there is a “bad” tube T ∈ Tj,k,b such that x ∈ 2T ,
corresponding to a cap τ with |∠(τ)∗ − θ| ≤ 1032k(−1/2+δ). Assume that τ
lies in the forward light cone, so that ∠τ ∗ = ∠τ+π and ∠T ∗ = ∠T . The tube
T is normal to the cone at τ (i.e. normal to cone at 2−jτ), which means that
∠T = ∠T ∗ = (∠τ)∗ mod 2π, where ∠T is such that 1√
2
(cos∠T, sin∠T, 1) is
the direction of T . Hence
|∠(T )∗ − θ| ≤ 1032k(−1/2+δ). (2.19)
This holds similarly if τ lies in the backward light cone.
20
Since the angle of T is roughly in the direction of θ, the image of T under πθ
is approximately a disc of the same radius, and the “bad” tube assumption
means the projected measure fails a Frostman condition. The Orponen-
Venieri lemma (Lemma 2.1) gives a bound on the measure of those points
which fail a Frostman condition in many directions, so this will now be used
to bound (2.18).








































Let Bj,k,l be the set of points (θ, x) ∈ Bj,k such that the outer parts of (2.20)
hold for l, and such that x ∈ 20Bl. More explicitly,
Bj,k,l :=
{














Using the parameter η > 0 (yet to be chosen), let Zj,k,l be the set of x’s such
that ∫ 2π
0





Informally, x ∈ Zj,k,l means that x has lots of “bad” tubes passing through
it, whose projections are discs failing a Frostman condition. The points in
Zj,k,l will be bounded using the Orponen-Venieri lemma (Lemma 2.1), whilst




lBj,k,l, so each summand of (2.18) satisfies











(H1 × µ) (Bj,k,l \ ([0, 2π)× Zj,k,l)) . (2.22)
To bound the second sum, write m ∼ l if suppµj,k,m ∩ 20Bl 6= ∅ (the number
of such m is . 1). Then∑
l






















by the inequality in (2.21) defining Zj,k,l. Since δ  η  1 (δ has not been
chosen yet, but it may be chosen after η), putting the previous bound into












2kδ(H1 × µ)(Bj,k,l ∩ ([0, 2π)× Zj,k,l)). (2.23)
It remains to bound the sum on the right hand side. By the definitions of
Zj,k,l and Bj,k,l,
(H1 × µ)(Bj,k,l ∩ ([0, 2π)× Zj,k,l))










x ∈ 20Bl : H1
{



















x ∈ R3 : H1
{










)α∗ } ≥ (2k(−1/2+2δ))η },
where
λ := 2α(j−k) · [Aj,k#(µχ20Bl)] ,
and Aj,k is the map x 7→ 10−7 · 2j−kx. The measure λ is supported in a ball
of diameter . 1, and satisfies cα(λ) . 1 by the dimension property of µ = νj0
inherited from the dimension assumption on ν (see (2.12)). The total mass of
λ satisfies λ (R3) = 2α(j−k)µ(20Bl). Applying Lemma 2.1 to (2.24) therefore
gives





where δ0 and η are now chosen to be very small quantities that work in
Lemma 2.1 (they may depend on ε). Since δ  η  1, summing over l and
putting this into (2.23) gives∫ 2π
0
‖πθ#µb‖L1(R3,H2) dθ .ε 2
−(Jεη)/4. (2.25)
The choice of J (made later in (2.71)) is J = (j0ε)/(2C) for a large absolute
constant C, so by choosing δ1 small enough (depending on ε
′, η and δ0) and
using j0 > |log2 δ1|, the quantity j202−(Jεη)/4 will be much smaller than ε′,
which shows that H1(E) .ε ε′ if the first integral in (2.14) dominates.
Now suppose the second integral in (2.14) dominates. Applying Cauchy-
Schwarz to the double integral in (2.14) gives





























= e2, Uθγ(θ) = e3,
where the ei are the standard basis vectors in R3. This rotates the image of






















ε−2 |µ̂g (η1γ′(θ) + η2γ(θ)× γ′(θ))|2 dθ dη.
(2.27)
The formula T̂#µg = µ̂g ◦ T ∗ for a linear map T was used to obtain the last
line, combined with Plancherel and the rapid decay of the Fourier transform




, where δ < ε/100. When a change of
variables is applied to (2.27) to rewrite the integral in terms of the Fourier
energy of µ, the corresponding Jacobian blows up near the light cone. For this
reason, the integral will be broken into two parts; one piece can be written
in terms of the Fourier energy of µ, the other behaves like the L2-average of
µ̂g over the cone (at various scales) and can be bounded using decoupling
theory for the cone.
Define κ by
κ = 1− ε
105
. (2.28)
and define s′ by











where the second equality comes from the definition of s in (2.10). The other
parts being similar, it will suffice to bound the part of the integral in (2.27)
24
















|η|s′−2 |µ̂g (η1γ′(θ) + η2γ(θ)× γ′(θ))|2 dθ dη. (2.32)
To bound the first integral, in (2.31), let
ξ = ξ(η1, η2, θ) = η1γ
′(θ) + η2γ(θ)× γ′(θ). (2.33)





γ′ γ × γ′ η1γ′′ + η2γ × γ′′
)
= 〈γ′ × (γ × γ′), η1γ′′ + η2γ × γ′′〉 = 〈γ/2, η1γ′′ + η2γ × γ′′〉








〈γ, γ′〉 = 1
2
+ 〈γ, γ′′〉,
since γ is a curve in the unit sphere with speed 1/
√
2.
By the definition of κ, in (2.28), if 2j ≤ |η|/
√
2 ≤ 2j+1 and j ≥ J the
domain of integration in (2.31) is a distance & 2j(1−
ε
103
) from the light
cone ΓR, and on the Fourier side µ̂b is essentially supported on a ∼ 2j(1−ε)-
neighbourhood of ΓR (see the definition of µb and µg in (2.8) and (2.9)).
Hence µ̂g is equal to µ̂ plus a rapidly decaying error term, on the domain
of the integration in (2.31) (if j < J the error is .ε 1 by the definition of










|ξ|s′−2−κ |µ̂ (ξ)|2 dξ .ε 23J ,
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since s′ − 2 − κ < α − 3 by the definition of κ in (2.28). This bounds the
integral in (2.31).
For the remaining integral, in (2.32), define r and t as functions of η1 and
η2 by
r2 = η21 + η
2
2, η2 = rt, (2.36)
so that the corresponding Jacobian is∣∣∣∣ dr dtdη1 dη2
∣∣∣∣ = √1− t2r . (2.37)
Let C > 2 be a large constant to be chosen later, and let
γt(θ) =
√
1− t2γ′(θ) + tγ(θ)× γ′(θ). (2.38)
Using the change of variables from (2.33) and (2.36), it will be shown that






























































|µ̂g (rγt(θ))|2 dθ dr dt. (2.43)
The first bound, in (2.39), (2.40) and (2.41), is a straightforward consequence
of the change of variables in (2.36) and a dyadic decomposition. Proving the
second bound is essentially equivalent to showing that (2.40) is bounded by
26
(2.42). To verify this, it suffices to change variables in each summand (using
(2.34) and (2.37)), and check that the equality
r
√
1− t2γ′(θ) + rtγ(θ)× γ′(θ) = 2jξ, (2.44)
where
2j−1 ≤ r ≤ 2j, 2−(k+1) ≤ 1− t ≤ 2−k,
implies that ξ ∈ NC2−k(Γ) \ NC−12−k(ΓR), provided C is large enough; to
simplify notation Γ is used here to denote the set of points (ξ, |ξ|) in R3 with
1/10 ≤ |ξ| ≤ 10, and ΓR is the entire light cone. Division of (2.44) by 2j
gives
ξ = λ1γ
′(θ) + λ2γ(θ)× γ′(θ), 2−2 · 2−k/2 ≤ λ1 ≤ 2 · 2−k/2 and
1
4
≤ λ2 ≤ 1.
(2.45)


















where the implicit constant in O (h2) is uniform. Then h satisfies |h| . λ1,
and therefore dist(ξ,Γ) . λ21 . 2
−k. Hence ξ ∈ NC2−k(Γ) provided C is
chosen large enough. Moreover, (2.46) and the lower bound on λ1 in (2.45)
imply that dist(ξ,ΓR) & λ21 & 2
−k, and so ξ /∈ NC−12−k(ΓR) provided C is
chosen large enough. This verifies that (2.40) is bounded by (2.42).
It remains to bound the sums in (2.42) and (2.43). The terms in (2.42) will
be bounded first; by the uncertainty principle, bounding the terms in (2.43)
will essentially be equivalent to bounding those terms in (2.42) with k close to
j. For each k in (2.42), assume first that the corresponding j satisfies j ≥ J
(the other terms will be bounded trivially). Let ρ = 2j−k and define µg,ρ∗ by
µ̂g,ρ∗(ξ) = µ̂g(ρξ). Correspondingly, define MT,ρ∗µ by M̂T,ρ∗µ(ξ) = M̂Tµ(ρξ).
Define ηT,1/ρ by ηT,1/ρ(x) = ηT (x/ρ), and define ψτ,ρ by ψτ,ρ(ξ) = ψτ (ρξ).
Let {Bm} be a finitely overlapping cover of B(0, 2ρ) by unit balls and let
{ψm} be a smooth partition of unity subordinate to this cover. Let φ be a
positive smooth function supported in N2C(2kΓ) \ N(2C)−1(ΓR), with φ ∼ 1
27
on NC(2kΓ) \ NC−1(ΓR), such that∣∣∣qφ(x)∣∣∣ .N 22k|x|−N . (2.47)
The integral in the summand of (2.42) satisfies∫
N
C2−k (Γ)\NC−12−k (ΓR)
































∣∣∣∣∫ φ(ξ)ψ̂mµg,ρ∗(ξ)ψ̂nµg,ρ∗(ξ) dξ∣∣∣∣ . (2.50)
By Plancherel and by (2.47), the summands in (2.50) satisfy∣∣∣∣∫ φ(ξ)ψ̂mµg,ρ∗(ξ)ψ̂nµg,ρ∗(ξ) dξ∣∣∣∣
=




By taking N large, this shows that the terms in (2.50) can essentially be
ignored, and it remains to bound the sum in (2.49). This will be done
through the refined Strichartz inequality for the cone (Theorem 2.3), the
precise statement and proof of which is postponed until Section 2.5.
In order to bound (2.49), by partitioning the wave packet decomposition
of µg,ρ∗ into . 1 measures and applying the triangle inequality, it may be
assumed that any two caps in the wave packet decomposition of µg,ρ∗ are non-
adjacent. Similarly it may be assumed that any two tubes in the wave packet
decomposition of µg,ρ∗ corresponding to the same cap τ are non-adjacent. By
the constraints on the support of φ, the only caps τ in the sum defining µg,ρ∗
28
that contribute substantially to (2.49) are those corresponding to j′, k′ with
|j − j′| ≤ C ′, |k − k′| ≤ C ′, (2.52)
for some large constant C ′ depending only on C. Write 2j ∼ 2j′ and 2k ∼ 2k′




















Since the caps are non-adjacent, and the tubes corresponding to the same

















|F (ψmMT,ρ∗µ) (ξ)|2 dξ.
(2.54)
The decay term can be ignored, so it remains to bound the sum in (2.54). The
integral in (2.53) is essentially the L2 average of µ̂g over the cone (ignoring
rescaling). The usual way of controlling the L2 averages of µ̂ over the cone (or
sphere) uses duality and Cauchy-Schwarz to reduce the problem to bounding
‖Ef‖L2(H), where Ef is a Fourier extension operator and H is a weight
function corresponding to µ. Since µg is not a positive measure this duality
step will be slightly more involved, but it still works by pulling the measure

















































































where ρ#µ is the pushforward of µ under y 7→ ρy. To simplify the notation,















10 ρT : T ∈ Tj′,k′,τ,g : ρT ∩ 2Bm 6= ∅
}
,



















1/2 ‖µm‖1/2 + 2−kN ,
(2.58)
where µm is the restriction of ρ#µ to 2
kδBm. After some minor adjustments
and mollifications, this will be in a form which can be handled by the refined
Strichartz inequality; the application of which is the final major step in the
proof. Each fS is essentially supported in a rescaled tube S of dimensions
∼ 2k(−1/2+δ) × 2k(−1/2+δ) × 2
kδ
10 .
Each fS has Fourier transform f̂S essentially supported in a cap of dimensions
∼ 2k/2 × 2k × 1,
near the cone 2kΓ. Each rescaled tube S has direction normal to the cor-
responding cap τ , and the tubes in W are distinct. Let f =
∑
S∈W fS, so
that f̂ is essentially supported in a ball around the origin of radius C ′′2k
for some sufficiently large constant C ′′. Let ϕ be a smooth non-negative
bump function equal to 1 on B(0, C ′′) and supported in B(0, 2C ′′), and let
ϕk(ξ) = ϕ(ξ/2
k). Then
|f̂ − f̂ϕk| .N 2−kN ,
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and so by Cauchy-Schwarz,
|f |2 .N |f ∗|ϕk|2 + 2−kN . |f |2 ∗ |ϕk|+ 2−kN .








|f |2 dµm .N
∫
|f |2 ∗ |ϕk| dµm + 2−kN
=
∫
|f |2 d (µm ∗ |ϕk|) + 2−kN .N
∫
|f |2 dµm,k + 2−kN ,
where
µm,k := µm ∗ ζk, ζk(x) :=
23k
1 + 2kN |x|N
.
It remains to bound
∫
|f |2 dµm,k. By pigeonholing and the triangle inequal-
ity, there is a subset W′ ⊆W such that ‖fS‖2 is constant up to a factor of 2
as S ranges over W′, and
∫










Cover the support of µm,k with 2
−k/2Z3-lattice cubes Q, and partition the
cubes Q according to the dyadic number of tubes S ∈ W′ such that 2S
intersects Q. By pigeonholing again, there is a union Y of 2−k/2Z3-lattice
cubes Q, such that each Q intersects the same dyadic number M of tubes























. By Hölder’s inequality, the integral






















Hence it remains to bound each term of the product in (2.60). Any tube
31
S ∈W′ can be written as S = 2 kδ10 ρT , where T is a tube of dimensions
∼ 2−j+k(1/2+δ) × 2−j+k(1/2+δ) × (10 · 2−(j−k)),
and µ
(
5 · 2 kδ10T
)
. 2k(50δ−α
∗/2)−α(j−k) by the definition of µg (see (2.7) and
































This can be interpreted as saying that “good” tubes for µ are automatically
“good” tubes for its mollified version µm,k. Similarly, by the uncertainty
principle, for any x ∈ R3 and r > 0,
µm,k(B(x, r)) . 2
−α(j−k)rα, ‖µm,k‖∞ . 23k−jα,


























This bounds the second term in (2.60). Applying (2.61), then rescaling and






















Applying Plancherel twice to the functions fS (see (2.57)) yields
‖fS‖2 . ‖MT,ρ∗µ‖2 .
Putting this chain of inequalities together will conclude the bound on (2.49).






















































































Using the formula α∗ = α
3
+ 1 − ε from (2.6), and putting this bound into
(2.63) gives∫
φ(ξ)













∣∣µ̂g (2jξ)∣∣2 dξ .ε,δ 2 kp′ ( 5α3 −4+107ε)−jα. (2.64)
Since k ≥ jε
105








































for a sufficiently large constant C, since p′ = 3, α > 3/2 and by the definition
of s′ in (2.29). This bounds the sum in (2.42).

















The function µg is supported in the ball of radius 100 centred at the origin,
and therefore satisfies µg = µgϕ for a smooth non-negative bump function ϕ
34
equal to 1 on this ball, which vanishes outside B(0, 200). Hence for r, θ and
t in the domain of integration in (2.66), the Schwartz decay of ϕ gives
|µ̂g (rγt(θ))| .N (|µ̂g| ∗ ζN) (rγt(θ)) ,
where ζN(x) =
1
1+|x|N . The function ζN is essentially constant on unit balls,
and therefore so is |µ̂g| ∗ ζN . By the definition of γt in (2.38) and similar
working to (2.46), this implies that














on the domain of integration in (2.66). Applying the Cauchy-Schwarz in-
equality to this gives









































































|µ̂g (ξ)|2 dξ + 2−jεN . (2.68)
This integral is essentially a special case of the integral in (2.48) with k ≈ j;
35







































































. 2CJ , (2.70)
for some large constant C, since p′ = 3, by the definition of s′ in (2.29), and
by taking N ∼ ε−1/4. Putting (2.65) and (2.70) into (2.42) and (2.43) shows




|η|s′−2 |µ̂g (η1γ′(θ) + η2γ(θ)× γ′(θ))|2 dθ dη .ε 2CJ .
Putting this and the bound for (2.31) (from (2.35)) into (2.30), then into
(2.27) and then into (2.26) gives
H1(E) .ε j402−j0ε2CJ .
At this point, choose




provided δ1 is sufficiently small (depending on ε
′), since j0 > |log2 δ1|. This
finishes the proof in the case where the second term of (2.14) dominates.
Since H1(E) . ε′ in either case and ε′ is arbitrary (with the implicit constant
independent of ε′), this implies that H1(E) = 0. By inner regularity of the
Lebesgue measure on [0, 2π), this shows that








ε, for a.e. θ ∈ [0, 2π).
Since a countable union of measure zero sets has measure zero, taking ε→ 0
along a countable sequence finishes the proof.
2.4 Stationary phase
The following lemma roughly states that if the angle of a tube T is not equal
to the angle of projection θ, then πθ#(MTf) is negligible. Recall the notation
∠(τ)∗ = (π +∠(τ)) mod 2π if τ lies in the forward light cone, ∠(τ)∗ = ∠(τ)
if τ lies in the backward light cone, ∠(T )∗ = ∠(T ) if τ(T ) lies in the forward
light cone, and ∠(T )∗ = (π+∠(T )) mod 2π if τ(T ) lies in the backward light
cone.
Lemma 2.2. Fix θ ∈ [0, 2π) and a cap τ ∈ Λj,k. If
|∠(τ)∗ − θ| ≥ 1032k(−1/2+δ), (2.72)
then for any positive smooth function f supported in the unit ball of R3 and
for any T ∈ Tj,k,τ ,
‖πθ#(MTf)‖L1(R3,H2) .N 2−kN‖f‖1,
for arbitrarily large N .
Proof. Assume that τ lies in the forward light cone; the proof for the back-
ward light cone is similar. For any smooth function g supported in the unit
37




g (x+ tγ(θ)) dt, (2.73)
where the density (πθ#g)(x) is defined by∫
F
(πθ#g)(x) dH2(x) = (πθ#g)(F ),
for any Borel set F ⊆ γ(θ)⊥. Applying (2.73) and then Fubini to the function







ηT (x+ tγ(θ))|ψτ (x+ tγ(θ)− y) dt
]
dy. (2.74)
The innermost integral is∫
R



























ηT (x+ tγ(θ)) dt. (2.76)
Therefore it will suffice to show that the right hand side of (2.76) is .m
2−2kδm, in size for any m. By (2.75) it may be assumed that the variable ξ
occuring in (2.76) lies in τ . Assume without loss of generality that ∠τ = 0.
By translating x it may be further assumed that T is centred at the origin.






where A : R3 → R3 is the linear map
(x1, x2, x3) 7→ (2−j+k(1/2+δ)x1, 2−j+k(1/2+δ)x2, 2−(j−k)x3),
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(1, 0, 1) + ξ2(0, 1, 0) +
ξ3√
2
(−1, 0, 1), ξ1, ξ2, ξ3 ∈ R.
Since ξ ∈ τ , the coefficients ξ1, ξ2, ξ3 satisfy
2j
10
≤ ξ1 ≤ 102j, |ξ2| ≤ 10 · 2j−k/2,
2j−k
10
≤ |ξ3| ≤ 10 · 2j−k. (2.78)
The inner product of ξ and γ(θ) is
〈ξ, γ(θ)〉 = ξ1
2






(1− cos θ) . (2.79)
Hence by (2.77), (2.78), (2.79) and the triangle inequality,
|〈ξ, γ(θ)〉| & 2jε2 (& 2j−k(1−2δ)). (2.80)
It remains to bound the integrand of (2.76). The function ηT can be
written as
















where η is a smooth function vanishing outside B(0, 2) and satisfying η ∼ 1
on [0, 1]3. Hence
ηT (x+ tγ(θ)) = η(A
−1U∗x+ tA−1U∗γ(θ)), (2.81)





〈(1, 0, 1), γ(θ)〉, 〈(0, 1, 0), γ(θ)〉, 1√
2









〈(1, 0, 1), γ(θ)〉,




〈γ(θ), (−1, 0, 1)〉
)
.
Hence by the definition of ε and the assumption in (2.77)
|A−1U∗γ(θ)| . ε2j−k(1/2+δ). (2.82)
Differentiating (2.81) m times and using (2.82) gives∣∣∣∣( ddt
)m
ηT (x+ tγ(θ))
∣∣∣∣ .m (ε2j−k(1/2+δ))m . (2.83)





Putting this into (2.76), then (2.75) and (2.74), and then taking m large
enough, gives
‖πθ#MTf‖L∞(R3,H2) .N ‖f‖12−kN .
Since MTf is supported in a ball of radius ∼ 1, this gives
‖πθ#MTf‖L1(R3,H2) .N ‖f‖12−kN .
2.5 Refined Strichartz inequality
Fix R ≥ 1 and ε, δ > 0. The proof of the refined Strichartz inequality for the
cone in R3 given here is similar to the paraboloid case from [14], with a few
extra steps (similar to those in [16]) needed to deal with the obstruction that
boxes dual to R−1/2-caps in the cone do not intersect R1/2 cubes in a clean
way. Let Y be a union of disjoint cubes Q of side length R1/2, all contained
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in BR = B3(0, R). The cone
Γ =
{
(ξ, |ξ| ∈ R3 : 1 ≤ |ξ| ≤ 2
}
has a finitely overlapping cover by boxes (or caps) θ of dimensions
1×R−1/2 ×R−1.
For each θ, BR has a finitely overlapping cover by tubes T of dimensions
R(1/2)(1+δ) ×R(1/2)(1+δ) × 3R,
with long axis normal to the cone at θ. Let Tθ be the set of tubes corre-
sponding to θ and let T =
⋃
θ Tθ.
Theorem 2.3. Let p = 6. There exists δ0  ε such that the following holds





where W ⊆ T is nonempty, and fT BR is essentially supported in T with f̂T
essentially supported in θ(T ). Assume that ‖fT‖2 is constant over T ∈W up
to a factor of 2, and that each Q ⊆ Y is such that Q intersects at most M
tubes 2T with T ∈W, where M ≥ 1. Then













Remark 2.4. The definition assumed here for “fT BR is essentially supported
in T” will be that ‖fT‖L2(BR\T ) .N R
−N ‖fT‖2 for every N ≥ 1. Simi-





Proof of Theorem 2.3. The proof is by induction on scales. By dyadic pigeon-
holing of the cubes Q ⊆ Y , it may be assumed that each cube contributes
equally to the left hand side of (2.84), up to a factor of 2. Create a finitely
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overlapping cover of the cone Γ with larger boxes τ of dimensions
2×R−1/4 ×R−1/2,
and for each τ , create a finitely overlapping cover of BR by boxes  of
dimensions
R(1/2)(1+δ) ×R(3/4)(1+δ) ×R,
with directions dual to τ(). Each T ∈ W has a finitely overlapping cover









with long axis normal to θ(T ) and short axis in the flat direction of θ(T ).
For each T ′ in the cover of T define θ(T ′) = θ(T ) and fT ′ = χT ′fT , where
the functions χT ′ form a smooth partition of unity such that each χT ′ is
essentially supported in T ′ with Fourier transform supported in a box of
dimensions
R−1/4 ×R−1/2 ×R−1+δ/10,
centred at the origin and with axis directions dual to T ′. Such a partition
can be constructed using the Poisson Summation Formula; the functions χT ′
may be complex valued but satisfy |χT ′| . 1.
For each T ′ there are . 1 caps τ such that θ(T ′) ⊆ τ , so each θ(T ′) can be
identified with exactly one such τ = τ(θ(T ′)). Similarly, for this τ , the tube
T ′ can be identified with exactly one set  = (τ(θ(T ′))) corresponding to
τ such that T ′ ⊆ . Each T can be similarly identified with 1 set  (this
is not trivial, but requires only some elementary geometry of the cone). For
each dyadic value σ, let
W,σ = {T ′ : T ′ ⊆ T for some T ∈W,
θ(T ′) ⊆ τ(), T ′ ⊆ , ‖fT ′‖2 ∈ [σ, 2σ)}, (2.85)
where the use of ⊆ in (2.85) is an abuse of notation, referring to the previous
identifications. For each dyadic value µ let W,σ,µ be the subset consisting
of those T ′ ∈ W,σ such that the number of boxes T ′′ ∈ W,σ in the larger
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,σ,µ f,σ,µ. Each  has a finitely overlapping cover by boxes Q
of dimensions
R1/4+δ/4 ×R1/2+δ/4 ×R3/4+δ/4,
with the same axis orientations as . For each  let {χQ}Q be a smooth
partition of unity, such that each χQ decays rapidly outside Q∩NR1/2(Q),
and has Fourier transform supported in a box of dimensions
R−1/4 ×R−1/2+δ ×R−1/2+δ,
centred at the origin and with long direction in the flat direction of τ().
The compromise on the control of the Fourier support in the last coordinate
is necessary for the spatial control in the long direction of Q.
For each dyadic triple (M ′, σ, µ), let Y,M ′,σ,µ be the union over those boxes
Q with the property that Q intersects N ∈ [M ′, 2M ′) sets 10T ′ with
















for a fraction & 1/(logR)3 of the cubes Q ⊆ Y (the sup is not strictly
necessary since ‖fT‖ is essentially constant in T ). By dyadically pigeonholing
the remaining cubes, there exists a collection B of sets  such that |W,σ,µ|











for a fraction & 1/(logR)4 of the cubes Q ⊆ Y , where Y = Y,M ′,σ,µ for the
fixed triple (M ′, σ, µ) and for each . By dyadically pigeonholing the remain-
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ing cubes again, there is a dyadic number M ′′ and a fraction & 1/(logR)5
of the cubes Q ⊆ Y satisfying (2.86), such that each cube 2Q intersects
∼ M ′′ different sets Y, as  ranges over B. Let Y ′ be the union over these
remaining cubes Q ⊆ Y .
The R1/2-cubes Q are smaller than the sets  by at least a factor of Rδ/2
in every direction, which means that for every cap τ , each R1/2-cube Q
intersects . 1 sets  ∈ B corresponding to τ . Moreover, since the short axis
of each box Q points in the long direction of τ(), the functions χYf,σ,µ
each have Fourier transform essentially supported in R2δτ() away from the






























Taking both sides to the power p and summing over Q ⊆ Y ′ yields














After applying a Lorentz rescaling L on a given , the set  will become a
cube of side lengths ≈ R1/2. The boxes Q become cubes L(Q) of radius










normal to the rescaled boxes L(θ(T ′)), and the rescaled version of each fT ′
has Fourier transform supported in the ∼ R−1/2 neighbourhood of L(θ(T ′)).
For a given cube L(Q), the number of tubes 2L(T
′) intersecting L(Q) is
. M ′ by the pigeonholing step. Assume inductively that the theorem holds
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with R replaced by any R̃ ≤ R3/4. Applying Lorentz rescaling and this














Putting this into (2.87), and recalling that |W,σ,µ| is essentially constant as
 ranges over B, gives


















By the dyadically constant assumption on |W,σ,µ|, the dyadically constant
assumption ‖fT‖2 ∼ c in the theorem statement, and the dyadically constant



































Putting this into (2.88) gives

















It remains to bound the two terms out the front of the right hand side.
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which bounds the second bracketed term in (2.89). For the first term in
(2.89), fix any cube Q ⊆ Y ′. Then











































where T (T ′) is the large tube such that T ′ is part of the cover of T . Putting
(2.90) and (2.91) into (2.89) gives













The induction will close if δ is small enough compared to ε, and if R ≥ R0
for some large constant R0, depending on ε and δ, which is large enough to
eliminate implicit constants (the theorem holds with constant Cε,δ if R ≤ R0).
This finishes the proof.
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Chapter 3
Decay of conical averages of the Fourier
transform
This chapter gives lower bounds for the Fourier decay of fractal measures on
the cone.
3.1 Averages over the cone versus the sphere of one
dimension less
As a kind of introduction to this chapter, it will first be shown that the
Fourier decay of fractal measures over the cone is at least as good as the
Fourier decay of fractal measures over the sphere of one dimension less. This
does not give any lower bounds better than those currently known, but it
does provide a much shorter proof of Erdoğan’s (sharp) result for the 2-
dimensional cone in R3 via Wolff’s (sharp) bound for the circular averages in
R2 [42] (the original proof for the cone in R3 used a similar method to that
for the circle [9]). Moreover it shows that in higher dimensions, any better
decay than that of spheres will require use of the averaging effect in the long
direction of the cone, as is done in Section 3.2.
The proof given here that spherical averages imply bounds for the cone
averages uses the idea of conic sections from [31], where it is shown that
Fourier restriction inequalities for the sphere/paraboloid/hyperboloid imply
corresponding inequalities for the cone. The situation here is a little differ-
ent however, since it involves fractal measures rather than Lebesgue measure.
The pushforward of the Lebesgue measure (on the unit ball) under projec-
tion onto a plane is just the lower dimensional Lebesgue measure, but a
fractal measure can behave more erratically. The way to overcome this is to
randomise over a family of projections (resulting in ellipsoidal conic sections
rather than just spheres) and use the Marstrand-Mattila projection theorem,
which says that projection does not decrease the dimension of a measure “on
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average”.
Recall that Sd−1 is the unit sphere in Rd, and Γd is the d-dimensional
truncated cone in Rd+1.










where 10−10 ≤ ai ≤ 1010 for every i. Let µ be a positive Borel measure
supported in the unit ball and let ν be a complex Borel measure with |ν| ≤ µ.
Then for every β < β(α, Sd−1),∫
E
|ν̂(Rξ)|2 dHd−1(ξ) .β R−βIα(µ),
with implicit constant depending only on β.
Proof. This follows by applying the triangle inequality to the Hahn decom-
position of ν, and then a linear change of variables which transforms the
ellipsoid into a sphere.









, α ≤ d.
Proof. By continuity it may be assumed α ∈ (0, d). Let R ≥ 1 and let µ be
a finite Borel measure supported in the unit ball of Rd+1.
Fix β < β(α, Sd−1) and v ∈ Sd with
|v − ed+1| < 10−10. (3.1)
Assume for the moment that v = (0, . . . , 0, vd, vd+1), and write v
′ =
(0, . . . ,−vd+1, vd). Let B : Rd+1 → Rd+1 be the unitary defined by
ei 7→ ei for 1 ≤ i ≤ d− 1, v′ 7→ ed, v 7→ ed+1.
The proof will use ellipsoidal conic sections, so some notation will be set up
first to simplify the algebra. For 1/10 ≤ t ≤ 10, the image of the set
Et :=
{
ξ ∈ Rd+1 : 〈ξ, v〉 = t and ξd+1 = |(ξ1, . . . , ξd)|
}
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under the rotation B is the ellipsoid
Ft :=
{













where at, bt, ct depend only on t and v, and satisfy
10−5 ≤ |at| , |bt| ≤ 105.
Let Gt be the translated ellipsoid
Gt =
{





= Ft − wt,
where
wt = (0, . . . , 0, ct, t).










































= R−βIα (πv⊥µ) . (3.3)
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The simplification in (3.2) follows from the observation that if Φ : Rd → Rd+1
is the map ξ 7→ (ξ, |ξ|), then (Φ#Hd−1)(E) ∼ Hd−1(E) for any set E ⊆ Φ(Rd),
which in turn follows from the definition of Hd−1 and the fact that Φ is bi-
Lipschitz onto its image.
By rotation invariance of the cone, (3.3) holds uniformly for any v ∈ Sd
satisfying (3.1). Since the set in (3.1) has Sd surface measure & 1, integrat-
ing (3.3) over v and applying the Martrand-Mattila projection theorem (see
e.g. [29, Corollary 3.12]) gives∫
Γd
|µ̂(Rξ)|2 dσΓd(ξ) . R−β
∫
Sd
Iα (πv⊥µ) dσSd(v) . R
−βIα(µ),
which finishes the proof.
3.2 Improved decay of conical averages in higher
dimensions




will be improved for
cones of dimension d ≥ 4. An informal outline of the proof will be given
first, to convey some of the ideas. By Plancherel, duality and some “dyadic
pigeonholing”, in order to control∫
Γd
|µ̂(Rξ)|2 dσ(ξ),
for an α-dimensional measure µ, it will suffice to bound
‖Ef‖L2(X) , f ∈ L
2(B(0, 2) \B(0, 1))
where Ef defines the extension operator for the cone, and X is a set of unit
cubes in B(0, R) corresponding to µ with at most rα unit cubes in any ball of
radius r ≥ 1. The integral on the left is with respect to the usual Lebesgue
measure.
By Hölder’s inequality it will suffice to bound
‖Ef‖Lp(X) , (3.4)
for a carefully chosen p > 2. The more widely known restriction conjecture
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(for the cone) asserts that
‖Ef‖q . ‖f‖Lq(B(0,2)\B(0,1)) , (3.5)
whenever q > 2d
d−1 . The reason for the name “restriction” is that the extension
operator E is formally the dual of the operator which sends a function g to
the restriction ĝ Γd of its Fourier transform to the cone. Hence the optimal
exponent in the restriction conjecture characterises those q ∈ [1, 2) for which
ĝ Γd makes sense whenever g ∈ Lq(Rd).
The similarity of (3.4) and (3.5) suggests that the problem can be viewed as
a kind of “weighted” Fourier restriction. Most progress on both the spherical
and cone averages has historically followed developments on the restriction
conjecture, with new ideas being introduced to make use of the weight. Two
important developments were the resolution of the multilinear restriction
conjecture by Bennett, Carbery and Tao in 2005 [2], and the resolution of
the “decoupling conjecture” by Bourgain and Demeter in 2014 [3].
Du and Zhang’s work on spherical averages makes use of these two tech-
niques in the following way [8]. The support of Êf is broken into small caps
τ in the surface (in this case, they are spherical caps in Sd−1). The set X
of unit cubes is then divided into “broad” and ”narrow” cubes. Roughly
speaking, a cube Q is narrow if all of the caps τ contributing significantly
to the Lp(Q) norm of Ef are contained in a (d− 1)-dimensional hyperplane
(and are therefore close to a (d − 2)-dimensional sphere). The decoupling












for some exponent p bigger than 2, with larger exponents possible for lower
dimensional surfaces.
In the “narrow case” where the narrow cubes in X dominate, a bound on
‖Ef‖Lp(X) can be proved inductively by decoupling Ef on each cube into
smaller pieces Efτ , then parabolically rescaling and applying the inductive
assumption at a scale R̃ much smaller than R. The exponent p is chosen to
be the best p that works in the decoupling theorem for a positively curved
(d− 2)-dimensional surface.
In the “broad case” where the broad cubes in X dominate, the caps con-
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tributing significantly ‖Ef‖Lp(X) are not close to any (d − 1)-dimensional
hyperplane, and in this case the Bennett-Carbery-Tao multilinear restriction
inequality applies. The optimal exponent q in this theorem is lower than p,
but the uncertainty principle and the fractal property of the cubes X can
be used to bound ‖Ef‖Lp(X) by a product of ‖Ef‖Lq(X) with some other
term, and then ‖Ef‖Lq(X) can be trivially bounded by ‖Ef‖Lq(B(0,R)) before
applying the BCT theorem, finishing the proof. This last step of removing
the weight X does not seem to cause any loss in the spherical case, but will
be important in the case of the cone.
The most simplistic analogue of Du-Zhang’s proof in the cone case does
not work, since the decoupling theorem for the (d − 1)-dimensional cone is
not strong enough to pass the bound from the (d + 1)-linear BCT theorem
(in Rd+1) through the narrow inductive argument.
Alternatively, the weaker d-linear BCT theorem in Rd+1 can be used with
stronger decoupling for the (d − 2)-dimensional cone, and this results in a
bound which ties the bound for the sphere of one dimensional less. This is
not particularly interesting however, since Section 3.1 gives a much simpler
proof of this.
Fortunately, there is a stronger d-linear inequality for the cone in Rd+1
which was proved by Ou and Wang [37] in 2017, in their work on the cone
restriction conjecture. Since the d-linear restriction conjecture is still open
(although see [1]), their broad norm (introduced by Guth [13]) is weaker and
has a more technical definition, but it is equivalent for the purposes required
here. Using this inequality, it is possible to prove a result for the cone which
is stronger than the one trivially implied by the Du-Zhang bound for spheres.
Using this method, the resultant bound on the broad part is better than the
bound on the narrow part for about 1/3 of the relevant range of dimensions α,
but the narrow part has a better bound for the remaining 2/3. This suggests
that any improvement on the broad bound would lead to an improved bound
in this remaining 2/3 of the range. In order to do this, rather than using the
Ou-Wang inequality for Lebesgue measure directly, it is possible to adjust
their proof to take the weight X into account and therefore get a small
improvement; this means the weight X is not removed as in the last step of
the Du-Zhang argument. Unfortunately, this adjusted version of Ou-Wang’s
proof makes use of bounds for ‖Ef‖L2(X), which have not yet been proven
but were the goal of this entire argument. This adds an extra bootstrapping
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procedure to the whole method, but the more complicated proof eventually
results in a simple bound for the decay rates which is the best possible via











when d ≥ 4, but for α ∈ [d− 1, d)
it matches the upper bound for the sphere Sd−1 proved by Du in 2019 [6].
Due to number theoretic issues, the proof of this upper bound does not seem
to adapt trivially to the cone.
The explicit proof of the lower bound will now be given in the remainder
of this chapter.
3.2.1 Narrow decoupling for the cone
To state the decoupling theorem for the truncated cone from [3], the set
Γ = Γd =
{
(ξ, |ξ|) ∈ Rd+1 : 1 ≤ |ξ| ≤ 2
}
,
is partitioned into caps at scale K−1 of the form
τ =
{
(ξ, |ξ|) ∈ Rd+1 : ξ/ |ξ| ∈ C, 1 ≤ |ξ| ≤ 2
}
,
where K is a large parameter, and the sets C are spherical caps in Sd−1 of
diameter K−1, which partition the sphere.
Theorem 3.3 ([3, Theorem 1.2]). If F =
∑
τ Fτ is a sum over disjoint caps
in Γd at scale K−1, such that each Fτ has Fourier transform supported in the










The narrow decoupling inequality asserts that if d ≥ 3 and the caps each
have at least one point with unit normal in a K−2-neighbourhood of a (d−1)-
dimensional vector space, the exponent can be increased to 2(d−1)
d−3 , corre-
sponding to two dimensions less. The proof uses the same idea as that of
narrow decoupling for the paraboloid [3, Proposition 5.5] (see also [12, Sec-
tion 4] for a more detailed proof), but there is an extra rescaling step needed
to deal with the case where the vector space is almost tangent to the cone.
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This technicality requires the normals to be K−2-close to the vector space,
rather than K−1 as in the case of the paraboloid. That K−2 is sufficient is
essentially a consequence of the following (straightforward) lemma.
Lemma 3.4. Let 2 ≤ k ≤ d, K ≥ 1, and suppose that P ⊆ Rd is a (k − 1)-
dimensional affine plane in Rd, which has nonempty intersection with Sd−1.
Then





where Cd is a constant depending only on d.
Proof. The plane P is contained in a k-dimensional plane through the origin.
After applying a unitary it may therefore be assumed that
P = {(x′, 0) ∈ Rk × Rd−k : 〈x′, c〉 = λ},
for some unit vector c ∈ Rk and λ ∈ R. Then |λ| ≤ 1 since P intersects Sd−1.
Let x ∈ NK−2(P ) ∩ Sd−1, and write x = (x′, x′′). Then
|〈x′, c〉 − λ| ≤ K−2, |x′′| ≤ K−2.
Write x′ = (λ + O(K−2))c + µc⊥, where µ ∈ R, c⊥ ∈ Rk is a unit vector
orthogonal to c, and
λ2 + µ2 = 1 +O(K−2).
Assume µ ≥ 0 without loss of generality. Let y′ = λc+
√
1− λ2c⊥, so that






≤ O(K−4) + C
∣∣µ2 − (1− λ2)∣∣ = O(K−2).
By taking square roots and considering the point y = (y′, 0) ∈ P ∩Sd−1, this
proves the lemma.
Theorem 3.5. Let d ≥ 3. Suppose that F =
∑
τ Fτ is a sum over caps in
Γd at scale K−1, with each F̂τ supported in a K
−2 neighbourhood of τ , and
suppose there is a (d−1)-dimensional vector space V , such that each cap has











Proof. Let c, c′ ∈ Rd+1 be orthogonal unit vectors such that
V = {x : 〈x, c〉 = 〈x, c′〉 = 0}.
After a rotation of the first d coordinates, which fixes the cone, assume that
c =
(




, and let c⊥ =
(





where |λ| ∈ [0, 1], and in general c⊥ is distinct from c′. Without loss of
generality it may be assumed that V has nonempty intersection with the
backward half light cone
{
(ξ,−|ξ|) ∈ Rd+1 : ξd ≥ 0
}
\ {0},






. If λ ≤ 1√
2
+ CdK
−2 then there are .d 1




−2, where Cd is a large constant depending only on d, to be
chosen later.
Let U be the unitary defined through the standard basis by
ei 7→ ei for 1 ≤ i ≤ d− 1, ed 7→ c⊥, ed+1 7→ c.
It will be shown that the projection of the support of F̂ onto some plane is
close to a lower dimensional cone. To make this precise, let x0 ∈ supp F̂τ and
(ξ, |ξ|) ∈ τ be such that |x0 − (ξ, |ξ|)| ≤ K−2. By the normal assumption,
applying Lemma 3.4 with k = d− 1 gives a point
(
ξ̃,
∣∣ξ̃∣∣) with ∣∣ξ̃∣∣ = |ξ| and∣∣ξ − ξ̃∣∣ . K−1, such that the normal to the cone at (ξ̃, ∣∣ξ̃∣∣) lies in V . Hence
λξ̃d −
∣∣ξ̃∣∣√1− λ2 = 0.







ξ̃1, . . . , ξ̃d−1, λ





Write η̃′ = (η̃1, . . . , η̃d−1), so that
|η̃′|2 =






































z̃ = (ω̃, |ω̃|, 0) = TU∗P
(
ξ̃,
∣∣ξ̃∣∣) , z = (ω, ωd, 0) = TU∗P (ξ, |ξ|).
Then z̃ lies in the lower dimensional truncated cone
Γ′ =
{








∣∣ξ̃∣∣) is . K−2. By the definition of c, the tangent plane W at(
ξ̃,
∣∣ξ̃∣∣) is parallel to {x : 〈x, y0〉 = 0} for some nonzero y0 orthogonal to c.
Hence the projection P sends the tangent plane to Γ at
(
ξ̃,
∣∣ξ̃∣∣) to a tangent
plane to P (Γ ∩ G−1(V )), where G is the Gauss map sending a point to its
unit normal, and so the tangent plane to Γ′ at z̃ is (TU∗P )W . Therefore, by







. Moreover, the condition
∣∣ξ − ξ̃∣∣ . K−1 gives















By taking Cd large enough, depending only on d, this gives |ω| ≥ 1/3. It


























The normal to the cone at (ω̃, |ω̃|) = TU∗P
(
ξ̃,
∣∣ξ̃∣∣) has direction T−1U∗n
where n is the unit normal to the cone at
(
ξ̃,
∣∣ξ̃∣∣). Hence for each cap






neighbourhood of S(τ) has a point in Γ′
whose normal lies in the (d− 1)-dimensional vector space T−1U∗V .
Let
Gs(x) = (F ◦ U ◦ T )(x, s), x ∈ Rd, s ∈ R.
The Fourier transform of F ◦ U ◦ T is (detT )−1 F̂ ◦ U ◦ T−1, and so




F̂ ◦ U ◦ T−1
)
(ξ1, . . . , ξd, ξd+1) dξd+1,
(3.6)
which can be checked by taking the d-dimensional inverse Fourier transform
of both sides. Let π : Rd+1 → Rd+1 be the projection (x1, . . . , xd, xd+1) 7→





F̂ ◦ U ◦ T−1
))
. But since π commutes with T and πU∗ = U∗P ,


























of S(τ). By a change of variables,





By Minkowski’s inequality, to decouple F it will suffice to decouple each Gs.
But the only properties of F used in obtaining (3.7) and (3.8) were that F is
a sum over K−1-caps, and that there is a d-dimensional plane such that for
each τ ∈ T , there is a point in the ∼ K−1 neighbourhood of τ in the cone
with normal lying in the d-dimensional plane. By the preceding working,





, and so the same reasoning can be applied to each Gs to get∫




















(y, |y|, 0, 0) ∈ Rd−2 × R× R× R : 1/4 ≤ |y| ≤ 4
}








can be dismissed as before,
since there are .d 1 caps in the sum). But now the standard decoupling
theorem for the (d − 2)-dimensional cone, Theorem 3.3, can be applied to
each Hs,s′ to get
‖F‖p = (detT )1/p (detT ′)1/p
(∫∫∫
|Hs,s′(y)|p dy ds′ ds
)1/p







≤ CεKε (detT )1/p (detT ′)1/p
(∑
τ









This finishes the proof.
3.2.2 Fractal inequality via broad restriction
The following wave packet decomposition is standard [37]; one derivation can
be found in [16].
Proposition 3.6. Fix a small δ > 0, and let K = Rδ, R1/4 or R1/2. Let τ
be a cap in the cone at scale K−1. Then any f ∈ L2(Rd) supported in the
projection π(τ)∩B(0, 2) \B(0, 1) of the cap τ onto Rd can be decomposed as
f =
∑






The sets  form a finitely overlapping cover of Rd+1, each with dimensions
RKδ
K







with long axis normal to τ and short axis in the flat direction of τ . The
restriction of each Ef to B(0, R) is essentially supported in the set , with∑
:(x,t)/∈
|Ef(x, t)| .N R−N‖f‖2 if |(x, t)| ≤ R,
for arbitrarily large N .
To prove the main fractal inequality of this subsection, a weighted version
of the broad restriction inequality from [37] will be needed. The only novelty
is the insertion of the weight into the proof from [37], but for completeness
most of the details will at least be sketched. The weight was used in a similar
way in [7, Eq. 5.10].
Decompose the cone into caps τ at scale K−1. For a point x in the cone
Γ, let G(x) be the unit normal to the cone at x. Let G(τ) be the set of unit
normals to points in τ . For any vector space V ⊆ Rd+1, define the angle
between G(τ) and V by
∠(G(τ), V ) = min
x∈τ,v∈V
∠(G(x), v).
For an exponent q, an integer k with 2 ≤ k ≤ d + 1, a large positive integer







where the sum is over a union Y of K2-cubes BK2 in B(0, R), and






for every BK2 ⊆ Y . The set Gr(k− 1, d+ 1) is the set of (k− 1)-dimensional
subspaces of Rd+1, and µEf = µEf,Y is a measure extended by zero away
from the cubes in Y .
Lemma 3.7. Fix d ≥ 3, ε, δ, R, α, β, γ > 0 and K = Rδ. If Y ⊆ Rd+1 is a
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union of K2-cubes in B(0, R) satisfying∫
B(x,r)




< α < d, β < min
{







then for δ = δ(ε)  ε small enough, there is a constant A = A(ε) > 0 such
that

















Proof. By induction on R, assume the lemma holds for radii at most R/2. Let
D be a large constant to be chosen later. Using [13, Theorem 5.5], there is a
nonzero polynomial P on Rd+1 of degree . D, which is a product of ∼ logD
non-singular polynomials, whose zero set Z(P ) is such that Rd+1 \Z(P ) has
∼ Dd+1 connected components Oi, with the property that µEf (Oi) is constant
in i up to a factor of 2. Let W be the R1/2+δ neighbourhood of Z(P ). Then
µEf (B(0, R)) = µEf (W ∩B(0, R)) +
∑
i
µEf (Oi \W ). (3.11)
The sets Oi \W are called cells.
If the cellular terms contribute at least 50% to (3.11), then since the con-
tribution of the sets Oi are equal, at least 90% of the i’s must satisfy
µEf (B(0, R)) . D
d+1µEf (Oi \W ).
Break f up via the wave packet decomposition from Proposition 3.6 with
K = R1/2, and let fi be the sum over the sets τ which intersect Oi \W .
Then
µEf (Oi \W ) . µEfi(Oi \W ) +R−N‖f‖
q
2 ≤ µEfi(B(0, R)) +R−N‖f‖
q
2,
for arbitrarily large N . The lemma has been assumed at scale R/2, and
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therefore holds up to a constant factor for µEfi(B(0, R)). Hence
µEfi(Oi \W ) . γ(λq)/2Rεq‖fi‖
q
2. (3.12)
If a set τ intersects Oi \W , then the centre line of τ intersects Oi. The
restriction of P to this centre line is a one-variable polynomial of degree at
most D which is not identically zero, and therefore has at most D zeroes.
Hence D‖f‖22 &
∑
i ‖fi‖22, and therefore
‖f‖22 & Dd‖fi‖22, (3.13)
for at least 90% of the i’s. Hence (3.12) and (3.13) hold for at least 80% of
the i’s, and in particular the set S of such i’s is nonempty. For i ∈ S,
‖Ef‖q
BLqd,A(B(0,R)∩Y )









The conditions α > d+1
2
and β < α − 1 + d−α
d−1 from (3.9) combined with
the definition of q in (3.10) ensure that the exponent of D is negative. At
this point, choose the constant D to be large enough to eliminate the implicit
constants, so that the induction closes. This covers the case where the cellular
terms dominate (3.11).
Now suppose the non-cellular term dominates (3.11). By partitioning Z(P )
into ∼ logD varieties, it may be assumed that the polynomial P is nonsin-
gular. Let {Bj}j be a covering of B(0, R) by balls of a fixed radius ρ < R/2
(a sufficiently small constant multiple of R, to be chosen later). Define a set
τ to be R−1/2+δ-tangent to Z in Bj if the following two conditions hold:
1. τ ∩ 2Bj ⊆ N10R1/2+δ(Z) ∩ 2Bj;
2. ∠ (τ , TzZ) ≤ R−1/2+δ for all z ∈ Z ∩ 2Bj ∩N100R1/2+δτ .
Let Tj := {(τ,τ ) : τ ∩Bj ∩NR1/2+δ(Z) 6= ∅}, let
Tj,tang :=
{
(τ,τ ) ∈ Tj : τ is R−1/2+δ tangent to Z in Bj
}
,
and Tj,trans := Tj \ Tj,tang, and define Efj,tang, Efj,trans accordingly. Since
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the non-cellular term dominates (3.11),









Suppose first that the transverse terms dominate (3.14). Then since q ≥ 2,












where to get from the second-last to the last line, transversality ensures there
are . 1 overlaps in the sum, see [13, Section 8.4]. Since ρ = R/C, choosing
the constant C large enough closes the induction in the transverse subcase.
For the remaining subcase, suppose the tangential terms dominate in














follows from a standard result of Wolff (see [16, Proposition 5.3] for a proof).
By [37, Theorem 4] with n = d+ 1, k = m = d and qd,d :=
2d
d−1 ,






The middle norm refers to the unweighted case where Y = Bj. The angle
used here in the definition of the broad norm is less restrictive than in [37],
but ([38, 36]) this does not harm the inequality.










and so interpolation of (3.15) and (3.16) via Hölder’s inequality for the broad
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norm [13, Lemma 4.2] gives






The non-infinitesimal exponent of ρ vanishes by (3.10). Therefore summing
over j and using q ≥ 2 gives
‖Ef‖BLqd,A(B(0,R)∩Y ) ≤ Cεγ
λ/2Rε‖f‖2,
closing the induction in the tangential case. This finishes the proof.
The next lemma converts the preceding broad inequality to a linear one.
It is formulated as an L2 → Lp inequality with a parameter K (which may
essentially be thought of as equal to 1) in order to work well with `2 decou-
pling for the Lp norm and an induction on scale argument. The parameter M
will be eliminated when passing from an L2 → Lp to an L2 → L2 inequality.
Although some steps in the proof are similar to those in [8], and also [37]
and [13], most details will be included for completeness.




< α < d, β < min
{









k=1 Bk be a union of disjoint K
2-cubes in B(0, R), which are all
translates of each another. Suppose that ‖Ef‖Lp(Bk) is constant in k up to a
factor of 2, and that∫
B(x,r)
χY ≤ γrα for all x ∈ Rd+1 and r > K2. (3.17)







. Then for δ = δ(ε) ε small enough,








Proof. Partition the truncated cone into caps at scale K−1. Let T be the set
of caps. Fix the constants δ = δ(ε) and A = A(ε) from Lemma 3.7. For each
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cube B ⊆ Y , define the set of “significant” caps by
S(B) =
{






Fix some K2-cube B ⊆ Y . Choose a collection of A (d − 1)-dimensional














Henceforth the notation τ ∈ V will be used to indicate ∠(G(τ), V ) < K−2.
If there exists τ ∈ S(B) such that ∠(G(τ), Va) ≥ K−2 for all a, then∫
B













∣∣∣∑τ∈Va\⋃a−1b=1 Vb Efτ ∣∣∣p by the triangle inequal-
ity. In either case∫
B





















The cube B is called broad if the first term dominates, and narrow if the
second term dominates. Since ‖Ef‖Lp(Bk) is essentially constant in k, it
suffices to bound ‖Ef‖Lp(Y ) in two distinct cases; at least half of the cubes
in Y are broad, or at least half of the cubes in Y are narrow.
In the broad case, it may be assumed that all of the cubes are broad.
Define q by (3.10). By the uncertainty principle,∫
B
|Efτ |p . KO(1)‖Efτ‖pLq(2B) +R
−N‖f‖p2,
for every cap τ , and for arbitrarily large N .
By pigeonholing, there is a subset Y ′ ⊆ Y consisting of a fraction ≥ 1
KO(1)
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Applying Lemma 3.7 and the definition of k(α, β) gives










































since γ & 1
KO(1)
, which follows from (3.17) with r = 2K2, and x the centre of
some cube in Y . This proves the theorem in the broad case.
In the narrow case, it may be assumed that all of the cubes are narrow.
Using the wave packet decomposition from Proposition 3.6 with K = Rδ,
decompose each fτ as fτ =
∑
τ
fτ , where the sets τ form a finitely over-




















with short axis in the flat direction in τ , and long axis normal to τ . Corre-
spondingly f =
∑
 f where each set  corresponds to some τ , but the cap
is suppressed in the notation. Let R̃ = RK
δ
K2
, let K̃ = R̃δ and make the in-
ductive assumption that the theorem holds at scale R̃. For each τ , partition
physical space into sets S of dimensions
K̃2K
2











again with short axis in the flat direction of τ , and long axis normal to τ .
For each τ let {ηS}S be a smooth partition of unity with each ηS non-
negative, ηS ∼ 1 on S, essentially supported on 2S ∩ NK2+δ(S), with η̂S
supported in a box around the origin of dimensions
K−2 × · · · ×K−2 × K̃−2+δ ×K−2, (3.19)
with long axis corresponding to the flat direction in τ . This partition can be
obtained by applying the Poisson summation formula at scale one, rescaling
by the dimensions in (3.19), and then grouping the functions together with
scaled lattice points in S.
For a given set , sort the boxes S with 2S ∩ 6= ∅ into sets Sκ according
to the dyadic value κ of ‖Ef‖Lp(2S). Partition these further into sets Sκ,η,
where η is a dyadic number corresponding to the number of cubes B ⊆ Y
such that K2δB ∩ S 6= ∅. Let Y,κ,η be the union of sets S inside Sκ,η, let
Bx = (Kx1, . . . , Kxd−1, xd, K
2xd+1),
and define








where U is a rotation which fixes the cone and carries τ to the cap with



























Hence for each cube B ⊆ Y , by the triangle inequality, there is a triple
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By pigeonholing, there is a fixed triple (η, κ, a) independent of , such that
(3.21) holds for a fraction & 1
KO(δ)
of the cubes in Y . Therefore let Y = Y,κ,η
for this choice of η. By pigeonholing the remaining cubes again, there is a
subset B of sets  such that ‖f‖2 is essentially constant over  ∈ B, each











holds for a fraction & 1
KO(δ)
of the cubes B ⊆ Y . By further pigeonholing
the remaining cubes, there is a dyadic number µ and a set Y ′ consisting of a
fraction & 1
KO(δ)
of the cubes in Y , such that for each B ⊆ Y ′ the cube K2δB
intersects ∼ µ different sets Y as  ranges over B, and (3.22) holds for all
B ⊆ Y ′.
The sum in (3.22) satisfies the conditions for narrow decoupling; for each
fixed τ the sets τ have (much) larger side lengths than each B ⊆ Y ′,
which means that for each τ and B there are at most ∼ 1 sets τ such that
K2δB ∩ Y 6= ∅. Moreover, the Fourier transform of ηYEf is supported in
a ∼ K−2 neighbourhood of 2τ , since the long direction in the support of η̂Y

























Since the cubes are disjoint and contribute equally, summing over B ⊆ Y ′
gives
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To apply Lorentz rescaling to a given summand, assume after a rotation
that the cap τ corresponding to the set  has centre line in the direction
ed+1+ed√
2
(so that U = Id in (3.20)). Use the change of variables





















To verify this inequality, the set Z is defined by Z = A∗B−1A2Y. It is a
union of ∼ M̃ cubes A∗B−1A2S of side length K̃2 which are all translates of
each other, all contained inside a ball of radius R̃, and all of which contribute
equally to the integral. By selecting out a fraction ∼d 1 of the cubes, it may









Therefore, using the inductive assumption and applying the theorem at scale
R̃ gives the inequality (3.24).


















To bound γ̃ = γ̃(, κ, η), fix some  ∈ B, assume without loss of generality
68












































where the last line follows from covering (A∗BA)B(x,K10δr) by . K balls
of radius K1+O(δ)r and applying (3.17). Taking the supremum over r > K̃2
gives
γ̃ = γ̃(, κ, η) . K1+α+O(δ)γη−1. (3.26)
Putting (3.24),(3.25) and (3.26) into (3.23) yields























for R large enough, by the definition of k(α, β). Therefore the induction
closes in the narrow case, and this finishes the proof.
By pigeonholing and Hölder’s inequality, Lemma 3.8 implies the following
L2 → L2 inequality.
Lemma 3.9. Let d ≥ 3, α, β,R, γ > 0 with
d+ 1
2
< α < d, β < min
{








Let X be a union of Zd+1-lattice unit cubes in B(0, R) with∫
B(x,r)
χX ≤ γrα for all x ∈ Rd+1 and r > 1.







Successively iterating the preceding three lemmas results in the following
theorem.
Theorem 3.10. For d ≥ 3 and d+1
2





≥ α− 1 + d− α
d− 1
. (3.28)
Proof. For a contradiction, assume that (3.28) does not hold. Successively








































where the equality comes from the assumption that (3.28) fails. The iterated






















> α− 1 + d− α
d− 1
,
since α > d+1
2
. This is a contradiction.
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