The problem of robust distributed control arises in several large-scale systems, such as transportation networks and power grid systems. In many practical scenarios controllers might not know enough information to make globally optimal decisions in a tractable way. This paper proposes a novel class of tractable optimization problems whose solution is a controller complying with any given information structure. The approach we suggest is based on decomposing intractable information constraints into two subspace constraints in the disturbance feedback domain. The resulting control policy is optimal when a condition known as Quadratic Invariance (QI) holds, whereas it provides an upper bound to the minimum cost when QI does not hold. We discuss how to perform the decomposition in an optimized way. We interpret our theoretical results in terms of the possibility for certain controllers to share input variables and privacy of the information known to controllers. Finally, we show that our method can lead to improved performance guarantees with respect to other approaches, by applying the developed techniques to the platooning of autonomous vehicles.
Introduction
Safe and efficient operation of large-scale systems, such as the electric power grid, digital communication networks, autonomous vehicles, and financial systems, relies on coordinating the decision making of multiple interacting agents. In most practical scenarios these agents can only base their decisions on partial local information due to geographic distance, privacy concerns or the high cost of communication. Lacking full information can make the task of designing optimal decisions significantly more challenging.
The celebrated work of [1] highlighted that optimal control policies for the Linear Quadratic Gaussian control problem given partial information may be nonlinear. The intractability inherent to lack of full information was further investigated in [2, 3] . The core challenges discussed in these works motivated identifying special cases of optimal control problems with partial information for which efficient algorithms can be used.
Several cases of tractable problems with partial output information were characterized in [4] [5] [6] and were later generalized in [7, 8] , where the authors established necessary and sufficient conditions for convexity referred to as quadratic invariance (QI).
The framework of QI was derived in the context of infinite horizon optimization, whereas several modern control architectures are based on finite horizon optimization with constraints on the states and the inputs. To address state and input constraints, [9] [10] [11] have considered constrained finite horizon optimization given predetermined sparsity patterns for the controllers. In [12] the analysis was extended to the case where controllers are allowed to communicate and propagate the information with delays. Necessary and sufficient conditions for convexity were derived by adapting the QI condition to the finite horizon framework [9] [10] [11] [12] .
The conditions posed by QI can be too stringent for practical purposes. For instance, when the dynamics of the system evolve according to a strongly connected topology, delayed information about every output is required for each control input [12] . Sharing this information might be limited by bandwidth and other network restrictions. Furthermore, controllers may be unable to share information due to strict privacy requirements. For instance, this can be the case when considering control of a power grid given an information structure. Such scenarios motivate designing control policies which comply with non-QI information structures and state and input safety constraints.
Recent works [13, 14] showed that analysis and synthesis can be greatly simplified for positive systems. In some applications controllers know the realization of past disturbances and this allows for tractable computation of optimal robust distributed controllers [15, 16] . However, most scenarios involve systems which are not positive and controllers can only measure outputs of the system.
For general systems, one can only obtain approximate solutions to the control problem given an information structure which is not QI. Computing sub-optimal static decentralized controllers for stochastic linear systems has been addressed in [17, 18] . Another line of work has considered rank relaxation approaches to obtain convex approximations of the generally non-convex distributed control problem [19, 20] .
Other approaches hinge on exploiting Youla parametrizations to determine possibly sub-optimal control policies. Restricting the information structure to restore QI and obtain upper bounds on the cost of the original problem is considered in [21] . The work in [22] introduces the concept of optimization over QI covers in the presence of delay constraints. It is shown that the iterative procedure proposed in [22] yields globally optimal solutions in certain cases. However, the assumption is that controllers have access to delayed measurements of all the outputs.
Inspired by the above works, we aim at characterizing tractable formulations of the generally intractable problem which are valid for any system and information structure. The recovered feasible solution provides an upper bound to the minimum cost when QI does not hold.
Our main contributions are as follows. First, we suggest a novel class of subspace constraints on the disturbance feedback parameter which preserve the given information structure. The approach is based on decomposing constraints which are quadratic in the decision variables into subspace constraints in the disturbance feedback domain. This decomposition can be performed in multiple ways, all of which lead to an upper bound on the cost of controllers complying with the given information structure. Second, we determine optimized choices for the subspace constraints, with the goal of lowering these upper bounds. Third, we provide interpretation of our theoretical results in terms of the possibility for certain controllers to share their input variables while preserving privacy of the information. Last, we show that the developed techniques can lead to improved performance guarantees with respect to different approaches through a platooning example, arising in autonomous vehicles. Here, we consider information structure constraints as well as hard constraints on inputs and states due to safety. Section 2 sets up the problem. Section 3 contains our main results about upper bounds on the cost of control policies complying with an information structure. The application to the platooning of vehicles, where each vehicle only knows local information, is studied in Section 4.
Notation: Given a matrix Y ∈ R a×b we refer to its scalar element located at row i and column j as Y (i, j). Given a vector v ∈ R a we refer to its i-th entry as v i ∈ R. The symbol I a denotes the identity matrix of dimensions a × a while 0 a×b denotes the zero matrix of dimensions a × b, for every a ∈ Z [1,∞) and b ∈ Z [1,∞) . Given a binary matrix X ∈ {0, 1} a×b we define the subspace Sparse (X) ⊆ R a×b as
We define X = Struct(Y ) to be the binary matrix given by
Let X, X ∈ {0, 1} a×b be binary matrices. Throughout the paper we will adopt the following conventions. XX := Struct(XX ) and X r := Struct(X r ). X ≤ X if and only if X(i, j) ≤ X (i, j) ∀i, j. X < X if and only if X ≤ X and there exist indices i, j such that X(i, j) < X (i, j). X ≤ X if and only if there exist indices i, j such that X(i, j) > X (i, j).
Problem Formulation
We consider a discrete time system
where
and W ⊆ R n is the set of possible disturbances. The system starts from a known initial condition x 0 ∈ R n . Let us define a prediction horizon of length N . Our goal is to minimize a cost function dependent on history of states and inputs J(x 0 , · · · , x N , u 0 , · · · , u N -1 ). Furthermore, the states and inputs need to satisfy
for all k ∈ Z [0,N -1] and for all possible sequences of disturbances taken from set W. Each control input can depend on the history of a subset of outputs. This subset is defined by the so-called information structure. An information structure can be time varying, in the sense that controllers may measure, memorize or forget different outputs at different times.
The search in the class of all output feedback policies is intractable. Hence, a possible approach is to restrict the search to the class of controllers that are affine in the history of the outputs. The output feedback and time varying affine controller is expressed as
for all time instants k ∈ Z [0,N -1] . For every j ∈ Z [0,k] , we consider binary matrices S k,j ∈ {0, 1} m×p encoding what controllers at time k know about the outputs at time j ≤ k, that is S k,j (a, b) = 1 if and only if controller a at time k knows the b-th output at time j. Let S k,j ⊆ R m×p denote the sparsity subspace generated by the binary matrix S k,j in the sense that S k,j = Sparse(S k,j ). The information structure on the input can thus be equivalently formulated as
Summarizing the above development we state the optimization problem under study.
In the above, the decision variables are the matrices L k,j and the vectors g k as in (4) for all k ∈ Z [0,N -1] and j ∈ Z [0,k] . For computational tractability we assume that J(·) is a convex function of the disturbance-free state and input trajectories (that is, when the disturbances are assumed not to be present) and that sets Γ, X f are polytopes:
where U ∈ R s×n , V ∈ R s×m and b ∈ R s , and
where R ∈ R r×n and z ∈ R r . It is convenient to define the vectors of stacked variables as follows
Equation (1) can be succinctly expressed as
where matrices B, E D , C and H are defined in Appendix A. Their derivation is straightforward from the recursive application of (1) . Similarly, considering (3), the control input can be expressed as
where L ∈ R m(N +1)×p(N +1) and g ∈ R m(N +1) are defined in Appendix A. In order to satisfy (4) matrix L must lie in the subspace S ⊆ R m(N +1)×p(N +1) , where S = Sparse(S) and S is obtained by stacking the matrices S k,j 's as in (17) . As was shown in [23] , Problem 1 is non-convex regardless of the sparsity constraints being linear in L. It is known that when an information structure is not given, parametrization of the controller as a disturbance feedback affine policy restores tractability of Problem 1 [23] . Letting P = CE D +H we define the disturbance feedback controller as u = QPw+v .
The decision variable Q ∈ R m(N +1)×p(N +1) is causal as in (17) . It is possible to map a disturbance feedback controller (Q, v) to the unique corresponding output feedback controller (L, g) and vice versa as follows.
It is easy to show that the convex cost function J(·) computed over the disturbance-free trajectories of states and inputs is convex in (Q, v). The state and input constraints (2) are also convex in (Q, v) and can be expressed as
where F ∈ R (N s+r)×m(N +1) , G ∈ R (N s+r)×n(N +1) , c ∈ R N s+r are reported in Appendix A for completeness. However, the sparsity constraint
would be nonlinear in Q in general. Thus, we consider the following convex program:
where R is a subspace that must be designed to preserve the sparsity of L through the mapping (8) . To simplify the notation we introduce the following definition.
Notice that the operator h(·) maps a disturbance feedback controller Q to a corresponding output feedback controller L. In particular, the mappings (8) and (9) can be expressed as L = h(−Q, CB) and Q = −h(L, CB) respectively. Accordingly, to preserve the sparsity of L through mapping (8) we require that R is designed such that
where we used the fact that h(−R, CB) = h(R, CB) because R is a subspace. Whenever R satisfies (10) we equivalently say that it is sparsity preserving. Refer to Figure 1 for a visualization of (10) . Notice that h(R, CB) is a non-convex set in general despite R being convex, because h(·) is a nonlinear map. We remark that designing R is not a trivial task. For instance, if we simply require Q ∈ S the resulting L might not lie in S. Therefore, in the next section we search for subspace R so as to formulate a tractable convex program (Problem 2) whose solution gives a feasible L for the original problem (Problem 1). This feasible solution will correspond to an upper bound on the minimum cost of Problem 1.
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and only if R is QI with respect to CB. Since S ✓ R, then the solution space of Problem 2 contains the solution space of Problem 1.
Let (Q, v) be the solution to Problem 2 when S ✓ R and R is QI with respect to CB. Let J can be found by determining QI subspaces which contain S. A procedure to determine non-trivial information relaxations through additional one-time-step delayed communication was derived in our previous work [10] .
III. DESIGNING RESTRICTIONS AND GUARANTEED PERFORMANCE: BEYOND QUADRATIC INVARIANCE
Our goal is using convex programming to compute distributed controllers which comply with any predetermined information structure. The approach we follow is designing a subspace R so that Problem 2 is a restriction of Problem 1. Accordingly, we require
where we used the fact that h( R, CB) = h(R, CB) because R is a subspace. Whenever R satisfies (11), we equivalently say that it is sparsity preserving. We clarify this notion in Figure 1 .
Fig. 1: Mappings

A. Generalized sparsity preserving subspaces
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A. Generalized sparsity preserving subspaces
We describe the key idea leading to the construction of a family of subspaces satisfying (11) . Consider equation (9) and notice that L can be equivalently written as L = (I m(N +1) + QCB) 1 Q. By taking the power series expansion of the inverse matrix and exploiting the fact that QCB is nilpotent because its diagonal is null by construction, we obtain
When QI holds, it is easy to verify that every addend in (12) lies in the sparsity subspace S and so does L. When QI does not hold, however, L might lie in S despite all of the addends in its power series expansion not lying in S. This distinguishing characteristic of non-QI information structures makes designing subspaces as in (11) 
Generalized sparsity preserving subspaces
We describe the key idea leading to the construction of a family of sparsity preserving subspaces as in (10) . Consider equation (8) and notice that L can be equivalently written as L = (I m(N +1) + QCB) −1 Q. By taking the power series expansion of the inverse matrix and exploiting the fact that QCB is nilpotent because its diagonal is zero by construction, we obtain
In general, L might lie in S despite all of the addends in its power series expansion (11) not lying in S. In many cases this fact makes designing subspaces satisfying (10) a challenging task.
With the goal of avoiding the difficulty highlighted above, our approach is to ensure that every addend in (11) lies in S by means of subspace constraints on Q. This can be done by decomposing the term QCBQ, which is quadratic in Q, into two separate factors QCB and Q, which are both linear in Q. Both linear terms can be required to have certain sparsity patterns so that all the addends of (11) in the form (QCB) i Q lie in S for all i ∈ Z [0,N −1] . This key idea leads to defining the notion of Generalized Sparsity Subspaces (GSS) as follows.
Definition 2. For any matrices T ∈ {0, 1} a×b , Y ∈ {0, 1} a×a and G ∈ R b×a , the Generalized Sparsity Subspace (GSS) R G (T, Y ) ⊆ R a×b is defined as
We say that these sparsity subspaces are generalized because the constraint that Q lies in S, as commonly considered in the literature [8, 9, 12, 21] , can be obtained from a specific choice of T, Y as above. In particular by letting T = S and Y = S∆ where ∆ = Struct(CB), we have that R CB (S, S∆) = S. This is because if Q ∈ S then QCB ∈ Sparse(S∆) by construction (see Lemma 1 ahead).
Next, we derive our main result on the conditions ensuring that a GSS is sparsity preserving.
Theorem 1. Let T, Y be binary matrices such that T ≤ S and YT ≤ T. Then, the subspace R CB (T, Y) is sparsity preserving as per (10) .
The proof of Theorem 1 relies on the following two lemmas.
Lemma 1. Let X 1 ∈ {0, 1} a×b , X 2 ∈ {0, 1} b×a and let X 1 = Sparse(X 1 ), X 2 = Sparse(X 2 ). Let
, which implies there exists k such that Q 1 (i,k) = 0 and Q 2 (k, j) = 0. Since Q 1 ∈ X 1 and Q 2 ∈ X 2 , then X 1 (i,k) = 1 and X 2 (k, j) = 1. This implies that X 1 X 2 (i, j) = 1. The same reasoning holds for all indices i, j such that Q 1 Q 2 (i, j) = 0. Hence, Q 1 Q 2 ∈ Sparse(X 1 X 2 ) .
Lemma 2. Let
We are now ready to prove Theorem 1. We note that the notion of sparsity preserving GSS's extends naturally to the infinite horizon and unconstrained case. Indeed, the disturbance feedback parameter Q is the state-space equivalent in finite horizon of the Youla parameter Q(s) used to address the infinite horizon case within transfer function frameworks [8, 21] . This connection was thoroughly analyzed in [9] .
Lowering the upper bounds
To obtain the least upper bound on the cost of Problem 1 we need to maximize h(R CB (T, Y), CB) with the constraint that it still is a subset of S. Visually, this is equivalent to enlarging the (possibly non-convex) set on the right side of Figure 1 so that it still fits inside S.
Suppose that T ≤ S is fixed. By using Theorem 1, the maximization problem described above is equivalent to designing Y T max such that Y T max T ≤ T and the following holds for any Y satisfying YT ≤ T:
Observe that for any function f : D → C and sets X 1 ⊆ X 2 ⊆ D we have that f (X 1 ) ⊆ f (X 2 ). As a consequence, condition (12) is implied by
For a fixed T, a binary matrix Y T max satisfies Y T max T ≤ T and condition (13) for all Y such that
Recall the definition of a GSS. Condition (14) can be interpreted as requiring that the number of entries of the term QCB which are set to zero is kept to a minimum, while still ensuring that the sparsity of L is preserved. Matrix Y T max as in (14) is found with a simple procedure described in the following proposition, whose proof is reported in Appendix C.
and T(j, k) = 1, and Y T max (i, j) = 1 otherwise. Then Y T max satisfies (14) . For the rest of the paper Y T max will always refer to Y being designed according to Proposition 1. Summing up, the choice Y = Y T max ensures that R CB (T, Y T max ) is sparsity preserving and maximal as per (12) . Hence, for a fixed T ≤ S the least upper bound on the cost of Problem 1 can be found by solving Problem 2 with R CB (T, Y T max ). At this point, you may wonder why we did not restrict our attention to the case where T is maximal, that is T = S. The reason is that the definition of the GSS R CB (·) depends on the system CB. Because of this fact it is possible that R CB (S, Y S max ) is a strict subset of R CB (T, Y T max ) for some non-maximal T < S. We show this fact through an example. Consider any Q S ∈ R G (S, Y S max ) and any Q T ∈ R G (T, Y T max ). By applying the definition of a GSS, it is easy to compute that all such Q S and Q T can be expressed in the following form
for any α, β, γ ∈ R. Hence, R G (T, Y T max ) strictly contains R G (S, Y T max ), despite T being strictly sparser than S.
Improving the choice of T based on the system will be considered in future work.
Connection with quadratic invariance
In order to evaluate how far from optimality the upper bounds on the cost of Problem 1 may be, it is also worth computing lower bounds on the cost of Problem 1. Lower bounds can be obtained based on the notion of Quadratic Invariance (QI).
Definition 3 (Quadratic Invariance). Let K ⊆ R b×a be a subspace and G ∈ R a×b . Then K is Quadratically Invariant (QI) with respect to G if K 1 GK 2 ∈ K for every K 1 ∈ K and K 2 ∈ K.
Definition 3 is the finite dimensional equivalent of QI as in [8] . We state the following result, whose proof is reported in Appendix D.
Proposition 2. Let R be a subspace such that S ⊆ R and assume R is QI with respect to CB. Then, Problem 2 is a relaxation of Problem 1. Moreover, Problem 2 is equivalent to Problem 1 if and only if S is QI with respect to CB and R = S.
According to Proposition 2 lower bounds on the minimum cost of Problem 1 can be computed by using any QI subspace which contains S. Next, we state the following result about maximal sparsity preserving GSS's. The proof is provided in Appendix B.
is QI with respect to CB. We remark that although maximal sparsity preserving GSS's are QI subspaces, they are not sparsity subspaces in general, in the sense that they cannot be expressed as Sparse(R) for some binary R. On the contrary, all QI sparsity subspaces contained in S can be expressed as GSS's. Indeed, let T ≤ S. If Sparse(T) is QI with respect to CB then it is equivalent to R CB (T, T∆) where ∆ = Struct(CB). This is because if Q ∈ Sparse(T) then QCB ∈ Sparse(T∆) by Lemma 1. Therefore, the notion of sparsity preserving GSS's is more general than the one of QI sparsity subspaces contained in S. This fact is exploited in the next section to derive improved upper bounds with respect to the approach in [21] .
Independence from system dynamics
A characteristic of the proposed class of relaxations of Problem 1 is the following. For any freely chosen T ≤ S, the corresponding lowest upper bound to Problem 1 can always be computed and the resulting controller complies with the information structure. No further analysis on the interplay between T and the system dynamics is needed. Instead, if we restricted to QI sparsity subsets as in [21] , such an interplay would have to be considered because the condition T∆T ≤ T would have to be checked before being able to compute an upper bound to Problem 1.
This "freedom" in computing upper bounds comes at the following cost. Depending on the system, the set R CB (T, Y T max ) might collapse to a singleton, that is the matrix of all zeros. In such cases, it is necessary to improve the choice of T.
Example 2. Consider any matrix G ∈ R 3×3 which doesn't have any zero entries, S = I 3 and T = S. Then, Y S max = I 3 . It is easy to verify that the only matrix Q ∈ Sparse(I 3 ) such that QG ∈ Sparse(I 3 ) is 0 3×3 . Hence, R G (I 3 , I 3 ) is a singleton.
In such cases, an initial reasonable guess to restore feasibility is selecting a new T ≤ S such that Sparse(T ) is QI with respect to G. Then R CB (T , Y T max ) = Sparse(T ) which is not a singleton. The choice of T can be later improved to another T ≤ S to obtain a possibly larger GSS R CB (T , Y T max ), which is not a sparsity subspace in general (see Example 1).
Input sharing interpretation
Sparsity preserving GSS's are built on the idea that a given sparsity pattern for the quadratic term QCBQ can be achieved by appropriately fixing the sparsity patterns of the linear terms QCB and Q. This separation has an interpretation in terms of the possibility for controllers to share certain control variables applied in the past.
Lemma 3. The input trajectory (6) can be computed as
Proof. Consider the input trajectory as in (6) and the mapping (8) . Then
which yields (I+QCB)u = Qy+(I+QCB)g and then
We interpret in the next proposition and in the following remark what it means for a GSS to be sparsity preserving as for (10), in terms of input sharing and privacy of the information available to controllers. 
Consider the implementation of the control law as in (6) . Define the integer numbers
where (x mod y) ∈ Z [1,y] for any integers x, y is the remainder after division of x by y with the convention that y mod y = y, and f gives the greatest integer less than or equal to f ∈ R. Recalling that Q ∈ Sparse(T), QCB ∈ Sparse(Y) and the block structure of Q as in (17), we have that
Remark 2. An implementation of the controller as in (16) was first proposed in [24] [25] [26] [27] in the context of signal information structures and later exploited in [28] [29] [30] to develop the framework of System Level Parametrizations for synthesizing localized controllers. These works argue that it might not be necessary for practical purposes to guarantee that the original output feedback controller is sparse, since the implementation as in (16) only relies on the structure of the disturbance feedback parameter Q and that of QCB. In this paper, instead, we worked under the assumption that input variables can only be shared if the output information they are based on is known to the receiving controller. This is motivated by privacy concerns in modern control systems such as the power grids within electricity markets; it is desirable to avoid that private information is illicitly reconstructed with the knowledge of the control inputs applied by other controllers. Theorem 1 and its interpretation in Proposition 3 show that this assumption guarantees that the output feedback controller lies in the original sparsity subspace S.
Application to Platooning
The problem of platooning considers control of a set of vehicles moving on a straight line in the presence of disturbances. The difficulty in this control problem lies in the fact that each vehicle has local information, based on measurements of the formation leader and/or the preceding vehicle only. A review of the most prominent challenges and past solutions can be found in [31, 32] . The problem of distributed set invariance applied to platooning was considered in [33] . Our goal here is to show applicability and efficacy of our approach to synthesis when a predecessor-follower [31] non-QI information structure must be complied with.
We consider the platooning of n vehicles modeled as point masses of mass m. For each vehicle the engine thrust is modeled as a force control input acting on the point mass. The state space representation for the system in continuous time iṡ
where x(t) ∈ R 2n (the first n state variables are the positions, the last n are the velocities), u(t) ∈ R n and w(t) ∈ W for every t ∈ R, W ⊂ R 2 being a polytope of disturbances for positions and velocities. Matrices A c and B c are expressed as
We assume that the leading vehicle in the formation knows its own absolute position and velocity, while all the other vehicles can measure their relative distance to the preceding vehicle and their own absolute velocity. Please see Figure 2 1 . Matrix C defines the outputs of the system according to this information structure. 11 where
B c T s . Every vehicle can measure its own two outputs as per Figure 2 . Hence, the sparsity subspace is defined as S = Sparse(S), where each non-zero block of S according to (17) is the matrix S = I n ⊗ 1 1 .
Setting up the simulation
We set a horizon of N = 15 time steps. We consider the platooning of 8 "Porsche 918 Spyder" 2 cars with mass m = 1700kg. These cars have the capability of accelerating from 0m s −1 to 27m s −1 in 2.2s, which means that their engine can provide a thrust of approximately 20kN. Hence, we constrain the absolute value of the force input not to exceed 20kN.
Disturbances for positions and velocities are taken from the set W ⊆ R 2 , defined as the square centered at the origin with edges 0.2m, m s −1 parallel to the axes. Hence, we assume that disturbances up to 0.1m on positions and up to 0.1m s −1 on velocities are present at each time because of sliding effects and possible unevenness of the road. We require that the vehicles maintain a safety distance of 2m between each other at every time. It can be easily verified that S is not QI with respect to CB because SCBS ∈ Sparse(S). Hence, there are no known approaches that can solve Problem 1 to optimality by using disturbance feedback parametrizations. Let J be the optimal value of Problem 1. In what follows, we apply our techniques to derive upper and lower bounds on J . Furthermore, we compare the performance of our feasible controller with the one obtained using techniques from [21] . 
Performance bounds beyond QI sparsity constraints
The work in [21] considered upper bounds on the cost of Problem 1 based on determining QI sparsity subspaces that are subsets of S. Determining the "closest" QI sparsity subspace was shown to be intractable [21] . For the considered example, we identify a sparsity subspace which is "close" to S.
Consider the binary matrix T < S defined as follows
It can be verified that Sparse(T ) is QI with respect to CA k B for any integer k. Furthermore, T is as close as possible to S in the sense that switching any entry of T back to one (so that it is still sparser than S) would compromise QI for all k. Let us now define the corresponding stacked operators. Let T ∈ {0, 1} m(N +1)×p(N +1) be such that its non-zero blocks as per (17) are all equal to T . By [9, Theorem 3] we have that Sparse(T) is QI with respect to CB. Since Sparse(T ) is QI with respect to CA k B for every k and as close as possible to Sparse(S), then Sparse(T) is also a QI sparsity subspace which is close to S. By solving Problem 2 with R = Sparse(T) the upper bound J QI = 131.14 on J was obtained.
We then solved Problem 2 with the GSS R = R CB (S, Y S max ) and obtained the upper bound J GSS = 123.72 on J . The feasible controller we obtained is thus 1 − J GSS J QI = 5.7% more performing. This improvement was possible thanks to the fact that GSS's are significantly more general than QI sparsity subspaces, as highlighted in the closing paragraph of Section 3. We also remark that R CB (S, Y S max ) can be easily computed according to the procedure in Proposition 1, whereas determining a QI subspace which is close to S can be challenging [21] .
As discussed in Section 3.3, it is possible to evaluate the precision of the upper bounds on J by computing lower bounds on J based on QI subspaces which are supersets of S. Let us then consider the information relaxation based on additional communication proposed in our work [12] . It can be verified that a QI subspace which is a superset of S is obtained if vehicles propagate the information to the single vehicle following it. Using this information relaxation we obtained the lower bound J = 119.37 on J . We can thus state that the feasible control policy computed using our approach is J GSS −J J = 6% sub-optimal in the worst case where J = J. All the instances of Problem 2 that we considered were solved with GUROBI [34] , called through MATLAB [35] via YALMIP [36] , on a computer equipped with a 16GB RAM and a 4.2 GHz quadcore Intel i7 processor. The resulting trajectories corresponding to J GSS and J are reported in Figure 3 .
Conclusions
We proposed a novel technique to compute robust controllers which comply with any information structure. Motivated by the fact that designing optimal control policies with partial information is intractable in general our method involves solving a tractable problem in the disturbance feedback domain. We recover a feasible output feedback controller which provides an upper bound to the minimum cost when the information structure is not quadratically invariant. The upper bound we compute can be less conservative than the one found with approaches based on [21] .
Our approach is based on the notion of Generalized Sparsity Subspaces (GSS). We derived conditions so that if the disturbance feedback parameter lies in a GSS the sparsity of the original 13 output feedback controller is preserved. We showed how to improve the choice of a GSS to obtain better performance guarantees. Furthermore, we provided an interpretation of GSS's in terms of input sharing and privacy of the information known to controllers. The efficacy of the approach was shown by deriving performance bounds for the platooning of vehicles when an information structure based on following the preceding vehicle is considered.
An immediate future development is investigating heuristics to tailor the choice of a GSS to any specific dynamical system (see discussion in the last paragraph of Section 3.2). It would also be relevant to determine other classes of sparsity preserving subspaces as per Figure 1 which cannot be expressed as a GSS.
Appendices A Mathematical Notation
We define the following matrices and vectors. The operator ⊗ is the Kronecker product.
The matrix blocks above are L k,j ∈ R m×p , g i ∈ R m as in (4), and the 0 m×p blocks enforce causality of the output feedback controller. (11) and Lemma 1, we obtain that
hence L ∈ R CB (T, Y T max ). Since Q was a generic element, this proves QI.
C Proof of Proposition 1
Suppose that Y T max is computed as a function of T as in the proposition. Take 
D Proof of Proposition 2
From Lemma 2 in [12] , h(R, CB) = R if and only if R is QI with respect to CB. Then, if R is QI with respect to CB and S ⊆ R, the solution space of Problem 2 contains the solution space of Problem 1. Hence, Problem 2 is a relaxation of Problem 1. If S is QI with respect to CB and R = S, then h(R, CB) = S and Problem 2 is equivalent to Problem 1. If Problem 2 is equivalent to Problem 1, then R is such that h(R, CB) = S. By Lemma 1 in [12] , h(R, CB) is convex if and only it is equal to R. Hence, R = S and h(S, CB) = S which implies that S is QI with respect to CB.
