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Elastomer materials, such as tires, damping elements, and rubber soles of shoes require the
addition of filler particles for reinforcement and durability as well as the enhancement of other
properties of the final product. During the post-mixing stages the previously dispersed filler
undergoes (re-)agglomeration in a process called flocculation. The resulting filler network
morphology strongly influences the mechanical properties of the rubber material. This means
that the structure itself, its dependence on the physicochemical properties of the underlying
components, and its attendant influence on, for instance, the dynamic rubber moduli are of
significant interest. In this work, a coarse-grained simulation approach for the investigation
of filler structures within elastomers created due to flocculation is presented: the morphology
generator. It utilizes a lattice model of the components, whose thermodynamic development
is governed by (measured) surface and interface free energies. The flocculation process is
mimicked via a nearest-neighbor site-exchange Metropolis Monte Carlo algorithm. It mini-
mizes the free enthalpy and the number of Monte Carlo moves provides a rough measure of
time due to the local nature of the moves. The elastomer materials investigated in this work
consist of different rubbers plus filler of variable type. The focus is hereby on natural and
styrene-butadiene rubber – either individually or as a blend – containing carbon black or silica
of different grades. For the filler particles, the model allows to assign the property of surface
treatment individually to each side of the particle. A specific example of surface treatment
in the case of silica particles is silanization. The resulting morphologies are investigated with
simulated transmission electron microscopy and small angle scattering. Quantities of interest
include the size of the aggregates and their mass fractal dimension, the fractional interface
lengths between the components, and the categorization of filler networks in mass, size, and,
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Elastomer materials for use in mechanically demanding products, e.g., car or truck tires,
damping elements, and rubber soles on shoes require reinforcement by filler particles. During
the initial mixing stage in the materials production, these fillers, consisting of agglomerates
of nano-particles, i.e., particles with a diameter on the order of 10nm, are finely dispersed in
the elastomer matrix. The prevailing particle structures during this process are aggregates,
broken down from the agglomerates, which are themselves not further broken down into the
primary particles they are composed of. However, in the post mixing stages, like storage,
extrusion or vulcanization, before the polymer network is fully established, these finely dis-
persed aggregates tend to re-agglomerate in a process called flocculation [1–5]. Flocculation
leads to the formation of filler networks, which determine the dynamic mechanical properties
of the elastomer material to a large extend. Notably, the filler network is a major contributor
to the non-linear amplitude dependence of the dynamic moduli, i.e., the Payne effect [6, 7].
This effect is the overwhelming contributor to fuel consumption due to rolling resistance of
vehicle tires. The Payne effect cannot be avoided, but it may be controlled and even usefully
employed to enhance desirable properties, e.g., a tire’s grip. Control became more versatile
when the tire industry introduced the so-called ’green tire technology’ roughly two decades
ago, which meant that the filler system in the tread compounds for high-performance pas-
senger car tires was changed from carbon black to silica [8]. Compatibilization of rubber with
silica, using sulfur containing silanes, led to a better filler dispersion during the mixing pro-
cess, governed by the silane chemistry and its attendant influence on the interface tensions
between the components.
So far no unified approach encompassing both flocculation as well as the analytical calculation
or the simulation of the dynamic moduli appears to exist. On the other hand, the theory of
the dynamical moduli has received considerable attention. The reinforcement induced by
fillers has been known for a long time, which is well documented in older standard texts
(e.g., G. Kraus [9]). It was also Kraus who developed a model, describing both the storage
modulus and the loss modulus as a function of amplitude in filled elastomers, which is still used
today [10]. Other models, essentially models of the Payne effect, were developed subsequently.
A critical discussion of the models up to 2009 is given in chapter 10 in [7]. An important
conceptual step was the application of ideas developed in the early 1980s in the context of the
physics of fractals by Mandelbrot [11], or self-similarity in general [12], to the reinforcement
of elastomers by filler particles [13–16]. A recently developed model of the Payne effect,
which is based on self-similarity in filled elastomers is described in [17, 18]. Complementary
to these analytical models, numerical models, mostly based on the finite element method
(cf. the introduction in [18]), and particle simulation approaches were developed [19–22].
These particle simulation approaches to non-linearity in filled elastomers utilize the dissipative
particle dynamics (DPD) method or methods close to DPD. The smallest unit is the primary
filler particle from which aggregates and agglomerates may be build via diffusion limited
aggregation and cluster-cluster aggregation methods. Nevertheless, these approaches do not
take into consideration the different surface free energies present in real systems. Including
more detail of the filler-polymer and filler-filler interfaces comes at the expense of much smaller
systems, which do not capture the filler network structure [23–31]. Modeling flocculation, aside
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from the mathematical models developed in the context of the physics of fractals (e.g., [12,
32]), has received much less attention in the past. Recently, an approach to the flocculation of
fillers inside polymer matrices based on a combination of thermodynamics with game theory
was developed [33]. Therein, thermodynamics refer to the utilization of measured surface free
energies between different polymers and different fillers. Literature sources on surface free
energy measurements for rubber compound ingredients are rare. An extensive measurement
was, however, performed in [34]. Additional values are also found, but to a much lesser extend,
in [35–38].
From the viewpoint of experiments, the combination of structural information obtained by
transmission electron microscopy (TEM) and/or small angle (X-ray) scattering (SAXS) and
dynamic mechanical analysis (DMA) has become a standard method [35, 39–43]. These stud-
ies focused on the structural development of the filler particles within the elastomer matrix.
This includes the development of aggregates and agglomerates as well as percolating filler
networks. More recent works such as [35, 41] include the contribution of surface free energies
to the formation of structures and the subsequent impact on the dynamic moduli. Other
studies, focusing on systems containing polymer blends, investigated the connection between
the mechanical properties and the distribution of filler particles [44–47] – without taking the
surface free energies of the constituents into account.
The objective of this thesis is to develop a model, which mimics the flocculation process of
filler particles inside elastomer matrices on the basis of surface free energies. This model is
the morphology generator – a coarse-grained simulation approach utilizing a nearest-neighbor
site-exchange Metropolis Monte Carlo (MC) algorithm. Its transition probabilities rely on
surface free energies and the resulting interfacial free energies between different components
such as polymers, fillers, and surface modified fillers. Those energies are either taken from
the experiment or, due to their limited availability, mimicked in close proximity to them. The
mimicked size region is in the range of 1µm to 2µm. The purpose of this work is to find
a suitable simulation approach to generate morphologies, which can be described in simple
quantities and are comparable to experimental works. Quantities are, for instance, the size of
the aggregates and their mass fractal dimension, size and structure of filler networks, including
their mass fractal dimension, or the affinity of a certain filler particle towards a distinct
polymer. All of them are obtained in the same way as in the experiment, i.e., by utilizing
TEM and SAXS. Within this work both methods are performed by utilizing a simulation.
Additionally, the wetting-envelope - work of adhesion plot introduced in [35] is used as a
predictor for the compatibility between the ingredients. It allows to analyze the polymer-filler
compatibility based on the dispersive and polar parts of the surface free energies. A match
between the predicted and actual behavior of the simulated morphologies consequently yields
a consensus between theory and simulation. In a later stage, i.e., a succeeding project, those
morphologies are then subject to DMA, in order to obtain their mechanical properties. A
certainly important quantity in this context is the filler network. Hence, they are focused on
throughout the entire work.
The approach is computationally cheap and capable of creating morphologies comparable to
the experiment. This makes it suitable for screening studies like testing different combinations
of polymers, fillers, and surface modified fillers. Throughout this work, more than five hundred
rubber recipes were tested and questions like the compatibility between certain combinations
or the building of filler networks inside distinct polymers were answered. Mainly, those poly-
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mers are natural rubber (NR) and styrene-butadiene rubber (SBR), because they are both
individually and as a compound commonly used in tire applications [48, 49] and for rubber
soles in shoes [50]. The filler particles used throughout, were mostly mimicked in a broad
spectrum of their surface free energies and, hence, resemble various grades of carbon black
and different types of silica, such as methylated, fumed or precipitated. The surface modified
fillers were either silica coated with monofunctional silanes, such as octeo (octyltriethoxysi-
lane) or APDMES (aminopropyldimethylethoxysilane), or with bifunctional silanes, such as
TESPT (Bis[3-(triethoxysilyl)propyl] Tetrasulfide). Furthermore, surface modified fillers was
also mimicked in close proximity to those just listed in the last main chapter of this thesis.
1.1. Outline of the Thesis
The thesis is split into two main parts. The first one consists of the three main chapters
and the second one of the four appendices. The three main chapters contain all necessary
information about the methodology, basic theory, and the results. For readers familiar with
the concepts of SAXS, TEM, surface free energies, and MC simulations it is therefore sufficient
to consider only this main part. Therein, each chapter is consistent on its own. Following
chapters extend the model individually. This is feasible due to the modular conceptualization
of the morphology generator. In the appendices, the reader finds additional information on
the theory behind the methods. This includes surface free energies and scattering, but also
the nomenclature as well as the simulation methodology used within this work.
The introduction of the morphology generator is dealt with in chapter 2. Therein, the neces-
sary theoretical concepts are stated and motivated. Simple examples are chosen to introduce
the reader to the concepts behind the morphology generator and the screening methods used
to analyze its results. The first three subsections in this chapter build the foundation in or-
der to understand all upcoming results. Thereafter, some example systems are investigated
using the derived method, showing the potential of the morphology generator. Finally, the
governing parameters of the morphology generator are tested. They include the number of
MC steps, the filler volume content, and the temperature. Continuously, single polymers with
heterogeneously surface modified filler particles are considered.
An extension of the morphology generator by introducing an additional polymer type is dis-
cussed in chapter 3. Furthermore, the heterogeneous surface modification of the filler particles
used in the former chapter is abolished and homogeneous filler particles are considered. This
leads to certain changes in the basic concepts stated in chapter 2. After those changes are
stated, the information drawn from the variation of parameters in chapter 2 are used to ap-
ply them to two polymer blends, i.e., 50/50-NR/SBR and 70/30-NR/SBR. Additionally, the
impact of longer simulation times is considered.
In chapter 4, the concepts of chapters 2 and 3 are combined, i.e., heterogeneously surface
modified filler particles inside polymer blends are considered. This again leads to certain
changes of the morphology generator and to adjustments regarding some screening methods.
The filler particles mimicked within this chapter are closest to those used by the industry.
In order to find common ground in the terms used throughout this work, Appendix A builds
the foundation for the nomenclature. Beside the definition of the terms their chemical, phys-
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ical, and technical aspects are elucidated. In addition, the link between the morphology of a
compound and its mechanical properties is explained.
Appendix B explains the molecular interactions, which lead to the concept of surface free
energies – a basic constituent of the morphology generator. This is done theoretically, by
considering the thermodynamic and statistical mechanic derivation as well as experimentally,
by considering some state-of-the-art experiments.
A major part of the results obtained by the morphology generator are analyzed by means
of scattering, either light for TEM pictures or X-ray for scattering (SAXS) intensities. Ap-
pendix C contains the derivations of the equations stated in chapter 2 and elucidates their
origin. It also contains a brief description of mass fractals and how the corresponding dimen-
sion is connected to small angle scattering in general.
In Appendix D, the simulation methodology of the morphology generator is explained. This
includes a discussion of random numbers and MC simulations in general, the derivation
of the Metropolis criterion, periodic boundary conditions and minimum image convention,
and the program sequence itself. A discussion of the runtime of the program concludes this
appendix.
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2. The Morphology Generator –
Introduction and Impact of
Heterogeneity in Single Polymers
In this chapter, we introduce the Monte Carlo-based morphology generator. The basic ele-
ments are cubic cells on a cubic lattice which, for now, can be either filler particles or rubber
volume elements in adjustable proportion. The faces of the filler particles can be altered, i.e.,
mimic a modified surface. A specific example are silanized silica filler particles. The number
of modified faces is variable. The model allows the assignment of surface free energies to the
individual faces, which are either taken from different experimental works [1–5] or artificially
chosen in close proximity. In this way, a variety of different rubbers and fillers are mimicked.
We use a nearest-neighbor site-exchange Metropolis Monte Carlo (MC) algorithm to generate
filler morphologies, mimicking flocculation. The transition probabilities of the MC are based
on the interfacial free energies between the three components (polymer, filler, and surface
modified filler), which in turn are dependent on the surface free energies of the different com-
ponents, the temperature where the flocculation takes place, and the effective contact area
between the particles. Along the MC trajectory, we calculate transmission electron microscopy
(TEM) images as well as small angle X-ray scattering (SAXS) intensities. Additionally, an-
other tool, the so-called wetting-envelope - work of adhesion plot, is introduced. It allows to
examine the compatibility between a solid, for instance the filler particle, and a liquid, for
instance the polymer, in the pure context of surface free energies. To illustrate the potential
of the morphology generator, various example systems with different system parameters are
investigated.
Introductory, we describe the structure of our model with its most basic parameters such as
size of the system, filler content, and amount of modified surfaces. Here, we already show the
connection to experimental data or rather how to identify the simulation parameters with
those from the experiment. The function of the model as a morphology generator by using a
MC simulation follows together with the introduction of the surface free energies. After the
model and its function as a morphology generator is fully described, we state the theoretical
foundations for the screening techniques like TEM, SAXS, and the wetting-envelope - work
of adhesion plot. Finally, results for systems containing different rubbers, fillers, and surface
modified fillers are discussed and evaluated. Furthermore, the impact on the variation of
different system parameters is discussed explicitly. The explanation of the model, derivation
of the screening methods, and parts of the results on systems with experimental surface free
energies in section 2.4 are published in [6].
2.1. The Morphology Generator
The model consists of cubic cells implemented on an attendant lattice of size L3, which we
call particles. A typical value of L is 128, resulting in roughly two million particles. For all
particles, periodic boundary conditions apply. The property ’filler’ is initially assigned to each
10 2. Introduction and Impact of Heterogeneity in Single Polymers
particle on the lattice with probability φ, which is later on referred to as the filler volume
content. The remaining particles subsequently possess the property ’rubber’. The introduc-
tion of more particle types is straightforward and is used in the next chapters by creating
systems with rubber blends, i.e., using two different rubber types. In this chapter, we want to
demonstrate the potential of the morphology generator and the impact of the different system
parameters. We thus limit ourselves to just one type of rubber. All particles are monodis-
perse and their size is set by experimental values of the filler particles. Each of the six faces
of a filler particle obtains the state ’treated’ – or ’modified’ – independently with probability
θ. In the case of silica filler particles the surface treatment – or modification – is equal to
silanization. The remaining faces possess the property ’untreated’ – or ’unmodified’. In the
case of silica filler particles the term ’bare’ silica also applies. For a deeper understanding on
the properties of the particles, the reader is encouraged to look into Appendix A. The left
panel of Figure 2.1 depicts a portion of such a system showing the filler particles only. Here,
blue indicates an untreated surface, whereas red means that the surface is treated. The right
panel shows a close-up of the filler particles with treated and untreated surfaces.
Figure 2.1.: Left: An example system of the model with size L = 10. Only the filler particles
are shown. Right: An example of a heterogeneously treated particle. The different colored
faces either represent untreated (blue) or treated particle surfaces (red).
2.1.1. Determining the Filler Volume Content
Table 2.1.: Simplified example recipe for a rubber compound used by the tire industry. Note
that a real rubber recipe contains additional ingredients like sulfur, zinc oxide etc.
type example amount in phr ρ [g/cm3]
polymer Styrene-butadiene rubber (SBR) 100 0.94[7]
filler Ultrasil VN3 granulated (HD silica) 40 ≈ 2.00[8]
silane TESPT 5 ≈ 1.10[9]
In our simulation we can set the amount of filler particles by simply altering the value of
φ. But what is a reasonable value for φ, if we want to conduct experimentally comparable
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simulations? In order to answer this question, we can, for instance, look at a typical recipe
used by the tire industry like the one shown in Table 2.1.
The ingredients in such recipes are not given in total amounts. They are always given in
parts per hundred rubber (phr). Although this may seem odd at first glance, it is beneficial
in practice. With this recipe the amount of polymer simply needs to be fixed in order to find
the right amounts for the other ingredients. For instance, starting with 100 g of polymer we
need to add 40 g of filler and 5 g of silane. Their densities are not important. Although this
procedure is handy for the manufacturer, issues arise for the simulation. To determine the
right volume content for a given recipe in phr we need to know the densities of the ingredients.











Here, Vi are the volumes of the individual particles and ρi are their densities as given in
Table 2.1. With those values, we get a filler volume content of φ ≈ 15%.
It should be noted that finding exact values for the densities is quite difficult. Generally, other
quantities such as BET or the tapped density are far more important for the industry. Thus,
the calculated value of φ gives us more of an initial idea instead of an exact value. With the
given densities, any φ value encountered in this work can be calculated to phr using Equation
(2.1).
2.1.2. Homogeneous and Heterogeneous Silanization
When a rubber compound is prepared, the ingredients are not mixed together in a single
step. They are always added one at a time [10–12]. In general, we find that adding silica
particles is mostly accompanied by the addition of silanes. This procedure is called in-situ
silanization. Another possibility is the prereaction of silanes. In both cases, the silanes adhere
to the surface of the filler particles by reacting with the silanol groups on the surface. This
enhances the reinforcing properties of silica manifold by enhancing the dispersion of the silica
inside the elastomer matrix and its interaction with the elastomer matrix1. Whether it is done
in-situ or as a prereaction, the result may not necessarily yield a homogeneous distribution.
Due to the shape of the surface, some areas, such as pores, are more favored than others,
because of the higher available surface. Silanes might also adhere more favorably to areas
where other silanes already adhered to. Additionally, during the mixing process agglomerates
and, in special cases, aggregates are broken down by shear forces (cf. Appendix A). This
results in non-silanized areas, where formerly connections between those structures existed.
Therefore, a heterogeneous silanization is very likely.
In order to mimic heterogeneity, we introduce the factor θ. Looking at Figure 2.1, we see
that it determines the percentage of faces to be silanized (or more generally to be treated).
In a physical and chemical context this can be interpreted in two ways. Our reference is
a completely homogeneously coated particle as illustrated in the middle of Figure 2.2, i.e.,
1A more detailed description can be found in Appendix A.3.
12 2. Introduction and Impact of Heterogeneity in Single Polymers
θ = 1.0. Note that the particles are depicted as spherical. This is for better resemblance with
realistic silica particles and not too far away from the experiment as described in Appendix A.
In the style of our cubic cells, this case would be represented by a completely red cube.
As an example, we now change θ to a value of 0.5. The first thing that might come to
our mind is now that we can still maintain homogeneity. This is certainly true, because we
only need to erase every second silane from the surface. This alters the necessary amount of
silane and the local density on the surface (the number of silanes per nm2) simultaneously.
However, we want θ to mimic heterogeneity. Therefore, this is no possibility in our case. We
are consequently left with the two other cases depicted in Figure 2.2.
Figure 2.2.: Possible interpretations of θ. The middle particle represents θ = 1.0, i.e., homo-
geneous silanization. On the left, we have the same silane density but only on one half of
the particle. On the right, the silane density is doubled and still one half of the surface is
covered. In both cases we have θ = 0.5. θ alone is not capable to characterize the silane
distribution and the local density.
Let us assume we have a fixed amount of silane like in the example recipe in Table 2.1 and
we distribute this entire amount on the silica surface, but only cover half of it. Then we end
up with the picture on the right of Figure 2.2. The silane density on the silica surface is
doubled locally. As a consequence, the surface free energy is also affected. This is because in
the experiment, when surface free energies are measured for silanized particles, it is assumed
that their distribution is homogeneous. However, the extent by which the value is altered is
not clear.
The last possibility is given on the left of Figure 2.2. One half of the silica particle is covered
with silanes, but the local density is unaltered. As a consequence, the surface free energy
is not affected. In this case, the amount of silane needed is only half of that in the original
recipe in Table 2.1.
Therefore, when we keep all parameters except θ fixed, it gives us information about the
amount of silane rather than the surface density. In chapter 4, additional changes to the sur-
face free energy are also performed. Therein, the other interpretation of θ, i.e., the increasing
surface density can be applied.
We can derive formulae to calculate the amount as well as the surface density of the silanes.
Depending on the value we want to obtain, we just need to fix the other one. Due to their
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dependency it is sufficient to find a formula for only one of the quantities, because its rear-
rangement always yields the other one.
Let us assume that we are given a recipe like the one in Table 2.1 and we want to calculate
the silane surface density σsilane. Because it does not only depend on the amount of silanes,
but also on the amount of silica, it is convenient to introduce the ratio of silane to silica, i.e.,
Γsilane/silica. It describes a mass ratio, is dimensionless, and is clearly defined in each recipe
that we are given. If we assume that the silanes are distributed in the same way for each
silica particle, then the mass ratio in the recipe will be equal to the mass ratio of silane to
silica for each individual particle. Because the silica particles are spherical, their mass follows
directly from experimental data via
msilica =
4π
3 · ρsilica ·R
3
silica, (2.2)
where ρsilica is the mass density and Rsilica is the radius of the (primary) silica particle. For the
mass of the silanes we need to know the mass of a single silane molecule. We are using TESPT
here and can determine its mass by dividing its molecular weight, which is constituted by
its chemical formula C18H42O6S4Si2, by Avogadro’s constant, i.e., mTESPT = MTESPT /NA.
Now we can calculate the mass of silanes adhered to a single silica particle with surface area
Ssilica as a function of θ via
msilane(θ) = mTESPT · σsilane · Ssilica · θ, (2.3)
Dividing (2.3) by (2.2) we find our mass ratio, Γsilane/silica. After rearranging and performing
some simplifications, we find that our silane surface density as a function of θ is given by
σsilane(θ) =
Γsilane/silica · ρsilica ·Rsilica
3 ·mTESPT · θ
. (2.4)
Using the values for the mass density and primary particle radius of Ultrasil VN32, mass of
the TESPT molecule, and the silane to silica ratio given in the recipe in Table 2.1 together
with θ = 0.5, we get a silane surface density of σsilane ≈ 1.5nm−2. This value is quite high
compared to those found in experiments with σsilane = 0.5nm−2 [13]. When compared to
the possible values due to the number of silanol groups on the surface, i.e., 1 to 3 per nm2
as explained in Appendix A.3, and especially to the values found using molecular dynamic
simulations, i.e., 1 to 1.5 per nm2 [14], then this value is in good agreement. When we choose
lower values of θ, for instance 0 < θ < 0.25, then the silane surface densities are greater than
the theoretical possible values. Thus, θ = 0.25 is the lowest threshold used throughout this
work.
It should be noted that when we identify θ for the amount of silane, then we need to keep in
mind that a change in θ also changes the value of φ. This can be directly seen when looking
at (2.1). Let us say we simply set the silane surface density to the value of the simulation,
σsilane = 1.5nm−2, and θ = 0.5. Then we get an amount of silane of 2.5 phr. Calculating φ
2Rsilica = 8nm
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again now yields φ ≈ 15.6% compared to the 15.3% we had before. Since the effect is rather
minor, namely less than 1%, it is still reasonable to use the same value of φ.
2.2. Monte Carlo Simulation of Flocculation
In this part we explain our flocculation process, which is mimicked by a Monte Carlo (MC)
simulation. The moves are introduced, the Metropolis criterion is stated, and its attendant
quantities are explained. A derivation and discussion of the Metropolis criterion as well as
a description of MC in general are found together with the explanation of the simulation
methodology in Appendix D. Subsequently, we introduce the theory of surface free energies
used in this work. They are part of the Metropolis criterion and thus necessary to evaluate
it. Again, the formulae are motivated and not derived as insight on how to measure surface
energies experimentally and their theoretical consideration is found in detail in Appendix B.
A simple example follows in order to understand the mechanisms of the MC simulation.
Finally, we state the basic quantities of the system which can be directly obtained.
2.2.1. The Metropolis Criterion
The flocculation process is modeled by employing two local MC moves as depicted in Fig-
ure 2.3, which are together considered one MC step .
Figure 2.3.: Illustration of MC moves. Left side: particle (cube) rotation; Right side: neighboring
particle exchange.
The first move consists of the random selection of a particle and its subsequent rotation
by a random multiple of π/2 with respect to a likewise random axis of the cubic lattice.
Subsequently, a nearest-neighbor site exchange move interchanges two diagonal neighbor
particles. Again, the pair to be exchanged is picked randomly. Although the particle exchange
limits the movement onto a diagonal sub-lattice, the huge number of particles and MC steps
(roughly 1000 per particle on average) make up for this. Additionally, the moves are chosen
because they can be implemented quite efficiently. Each move is separately followed by a
Metropolis criterion, i.e.,
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exp[β∆W (γ)] ≥ ξ . (2.5)
Here, β−1 = kBT , where kB is Boltzmann’s constant and T is the temperature where the
flocculation takes place. It is chosen to be in the same region where the experimental floc-
culation experiments take place, i.e., well above 100 ◦C [15]. Thus, mostly values of 140 ◦C
or 160 ◦C are chosen. This is in close proximity to values in [1], where a large portion of the
experimentally available surface energies are taken from. The quantity ∆W (γ) is a function
of surface free energies γ. It describes the difference in work of adhesion, which is the driving
force for flocculation/reagglomeration [16]. It is given by
∆W (γ) = −γj∆Aj = −γja∆nj , (2.6)
where γj denotes the interfacial free energy of a face-to-face pairing of type j and Aj = nja
denotes the attendant total area of j-type interfaces in the system. Note, that the summation
convention applies. When performing an MC step the changes in the number of surfaces
∆nj is simply counted in order to calculate (2.6). The constant a is the effective contact
area per face, which we assume to be the same for all j. It is calculated under the following
assumptions: The reactive groups on the surfaces of our (spherical) particles, i.e., the silanol
groups for our silica particles, the bonds of the elastomer coils for our rubber particles, and the
functional ends of our silanized particles, have a limited physical length. Thus, the particles
need to get into close proximity in order to interact with each other via van der Waals forces,
chemical bonds, permanent dipol-dipol-interactions or other types of interactions. Using the
chord theorem we calculate the effective contact area to be a(h) ≈ 2πRh for small values of
h as depicted in Figure 2.4. It should be noted that a is independent of the lattice constant
d.
Figure 2.4.: Graphical representation for the effective contact area a. For a given distance d
between two spherical particles, the effective contact area at the distance d + 2h can be
calculated using the chord theorem to a(h) = π(2Rh− h2) ≈ 2πRh.
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Here, R = 8nm is the radius of the particle and h ≈ 0.1nm. The value for the radius was
fixated in the beginning of the project. It was chosen on the basis of the mean value for
Ultrasil VN3 from the original patent [17] and a source of the same company several years
later [18]. Ultrasil VN3 was chosen, because its surface free energy is listed in [1] and used
quite frequently throughout the literature [4, 11, 19–21]. Unfortunately, most of the primary
particle size values are – if mentioned at all – highly variable. The range of sizes, however,
is still comparable3, i.e, below 10nm. Thus, this value was used for all particles throughout
this work in order to maintain monodispersability and comparability. This also matches with
carbon blacks in the N1xx size category, which are accounted for high reinforcement (cf.
Appendix A. Those values lead to a contact area of a ≈ 4.8nm2. In addition, ξ is a random
number between zero and unity. If this inequality is satisfied, then the respective move will
be accepted.
2.2.2. Introduction of Surface Free Energies
In order to evaluate the Metropolis criterion (2.5), we need to introduce the surface free
energies. Therefore, we approximate the interfacial tensions between the different face-to-
face pairings using the approach of Owens and Wendt. It is also known as the OWRK theory
after Owens, Wendt, Rabel, and Kaelble [22] and is given by











where γα = γdα+γpα, which holds for β as well of course. The superscripts d and p indicate the
dispersive and polar part of the surface free energies of α or β. This approach is commonly used
when surface free energies are considered in either context, experimentally (e.g., [2, 5, 19, 23] )
as well as in simulations and theory (e.g., [16, 24, 25]). Owens and Wendt developed it drawing
on earlier works of Fowkes [26] and Girifalco and Good [27–29]. Girifalco and Good were the
first to calculate the interfacial tensions between different phases based on the Lennard-Jones
potential. Fowkes was the first to introduce the separation of the surface tension into two
parts, a dispersive one, on which he focused, and because he looked at mercury, a part due
to metallic bonds. Owens and Wendt then extended Fowkes approach splitting the surface
tensions into two parts, a dispersive one and a polar one, for all molecules.
To obtain the surface free energies of different materials various techniques are common (e.g.,
[30]). Most prominently known are the sessile drop technique, the pendant drop method,
and the Wilhelmy plate method. The sessile drop technique is used to obtain the surface free
energy of a solid, whereas the pendant drop and Wilhelmy plate methods are used for liquids.
However, all methods measure the contact angle θ, which relates to the surface free energy
via the Young equation
γs − γsl = γl cos θ. (2.8)
3For instance, in [18] several other high dispersion silica grades, i.e., those with high BET surface area, are
named: Ultrasil VN2 (R = 8.25nm) and Ultrasil 7000 (R = 7nm).
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Here, the subscripts s and l denote the solid substrate and the probe liquid. If θ < 90◦,
then the liquids wets the solid surface. A value of θ = 0◦ is considered as perfect wetting
of the liquid on the solid. In the context of filler and polymer, wetting can give a hint on














This is the so-called wetting - envelope equation. By measuring the contact angle of different
probe liquids, for which γdl and γ
p
l are known, on a solid substrate it allows to obtain γds and
γps . Subsequently, the values for the interfacial tensions immediately follow using (2.7).
2.2.3. Example Mixing of Water and Oil
It is useful to consider an example like the one shown in Figure 2.5. The four cells, two
corresponding to water and two corresponding to oil, initially possess two mixed interfaces
for which j = wo. Subsequently, the cells are rearranged so that the water(w)-oil(o) interfaces
are replaced by water-water (j = ww) and oil-oil (j = oo) interfaces.
Figure 2.5.: Example MC step in a water-oil mixture as explained in the text. The neighboring
particle exchange step is performed at room temperature, i.e., kBT = 2.48 kJ/mol. The
interfacial area for each type of interface is a.
Since we create two new surfaces and destroy two old surfaces, the attendant ∆W (γ) is given
by
∆W (γ) = −γj a∆nj = −γwwa− γooa+ 2γwoa. (2.10)
Inserting (2.7) together with α = w and β = o, we find
∆W (γ) = 2a
(
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We can now use values from the literature for the surface free energies of water γdw =
13.1 kJ/(mol·nm2), γpw = 30.7 kJ/(mol·nm2) and olive oil γdo = 18.9 kJ/(mol·nm2), γpo =
0.96 kJ/(mol·nm2) [31]. Performing our example mixing at room temperature, i.e., kBT =
2.48 kJ/mol, the exponent of our Metropolis criterion yields
β∆W (γ) ≈ 17 anm−2. (2.12)
This means that this particular MC step is accepted, regardless of what the specific size of
a is. This is reasonable, because from our daily experience we know that water and oil, once
mixed due to shaking for instance, will separate after some time.
2.2.4. Basic Quantities of the System
After a typical run of the simulation, information of the system can be directly obtained
without the help of other methods. Those quantities are called basic. Most of them rely
on clusters. With clusters we mean all structures in our system that develop during the
MC and we identify with a certain rule. Because the formation of filler structures is of
utmost importance, clusters are only formed by them. The definition to identify which filler
combinations are considered a cluster is:
Definition: Two filler particles belong the same Cluster C, if they do share an untreated
surface.
It is chosen based on the hierarchical process in real systems (cf. Appendix A.2.2). Clusters
are identified after the MC, i.e., after the flocculation process. They are assigned a mass,
which is simply just the number of particles, N , within a cluster
mC = N, (2.13)
and a size, which is given by the squared radius of gyration
R2G =
∑
i∈C |(~ri − ~rs)|2
mC
. (2.14)
It is the averaged squared distance of any point ~ri inside a cluster C from its center of mass
~rs. In our model we use the center of a cubic cell, representing a particle, as its coordinate.
Also, the minimum image convention applies4. Both quantities allow us to get an idea of the
dimension of the structures developed during the MC. For instance, a cluster of high mass
and size is very likely to be considered a filler network. Smaller clusters, on the other hand,
may be in the region of agglomerates or aggregates.
Another important quantity, which is straightforwardly obtained, is the interfacial length.
It is the number of contacts nij for any given surface pair ij in the system. Here, i and j
4For more detail cf. to Appendix D.
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can take the values of filler (f), surface modified filler (s), and rubber, which is abbreviated
depending on its name. The three distinct sides lead to six possible combinations. In this
manner, nfr gives us the number of all filler-rubber contacts in the system, if we abbreviate







where L again is the linear dimension of the lattice and i and j run over the particle types f ,
s, and r. It is now straightforward to calculate the percentage or fraction of specific contacts
compared to ntotal. However, if we are, for example, interested in contacts involving filler, then
it is more informative to look at the ’wetted surface fraction’, for which the normalization
includes only the number of contacts involving filler. The following formula illustrates the





nfr + nff + nfs
. (2.16)
A large value of lfr gives us the information that the filler particles are dispersed well inside
the elastomer matrix. Analogously, other combinations can be computed, which yield other
information. It should be noted that changing the order of i and j also alters the normaliza-
tion. This means that lfr 6= lrf . The wetting of a surface is always out of the perspective of
the surface type i.
2.3. Screening Methods
Beside the basic quantities, we need to derive other methods in order to analyze our systems
in more detail. Those ’screening methods’ consist of transmission electron microscopy (TEM),
small angle X-ray scattering (SAXS), and the so-called wetting-envelope - work of adhesion
plots. We start with the latter, as they are a helpful tool to demonstrate the compatibility
between filler and polymer on the pure relation of surface free energies. This means that
they are independent of the simulation itself. Then we introduce the TEM pictures. They
give us visual feedback of filler dispersion inside the elastomer matrix. Both methods are
evaluated together with the wetted surface fractions derived prior. For instance, if a specific
filler aggregates inside a polymer and this is shown in a TEM picture, then it is of interest
whether this aggregation yields structures according to our cluster definition or if the particles
aggregate through silane interfaces. Finally, we introduce the calculation of SAXS intensities.
They are the primary source to obtain structural information of our system, such as the mean
size of the aggregates inside the clusters, as well as their mass fractal dimension or that of
the filler networks. A combined analysis of TEM and SAXS is essential to obtain a conclusive
picture of the system. This combination is also recommended for experiments [32].
20 2. Introduction and Impact of Heterogeneity in Single Polymers
2.3.1. Wetting-Envelope - Work of Adhesion Plots
The concept of wetting is a helpful tool to analyze the compatibility between filler and
polymer, as well as filler and silane, which is discussed in more detail in Appendix B. Wetting-
envelopes allow for representing this by plotting regions of compatibility in the plane. They
are obtained by solving the wetting-envelope Equation (2.9) for a fixed contact angle θ5 and
a fixed pair of surface free energies of the liquid or the solid6. In order to solve the equation,
it is useful to define coordinates for the dispersive and polar part of the surface free energies
of the liquid
γdl = R cosψ and γ
p
l = R sinψ (2.17)
or the solid
γds = R′ cosψ′ and γps = R′ sinψ′. (2.18)









(cos θ + 1)2 , (2.19)
R′(ψ′, θ) =






(cos θ + 1)2
4 . (2.20)
Thus, we get for the liquid γdl = R(ψ, θ) cosψ, γ
p
l = R(ψ, θ) sinψ and for the solid γds =
R′(ψ′, θ) cosψ′, γps = R′(ψ′, θ) sinψ′. For every fixed value of θ we can now obtain the respec-
tive dispersive and polar part of the surface free energy by varying the according ψ (ψ′) from
0 to π/2, i.e., both parts of the surface free energy are positive, for the solid as well as for
the liquid. The solution of both equations is exemplarily shown in Figure 2.6.
The solid lines are called iso contact angle lines, i.e., lines with a fixed value of θ. Higher values
of θ correspond to decreasing wettability (or compatibility). Both plots show the same fixed
values of either the liquid (left picture) or the solid (right picture). The information content
is the same in both cases, because it is always the wetting-envelope Equation (2.9) which is
solved. We can even map back and forth between both plots. Consider the dark red dot at
γl = 22.0mJ/m2, γpl = 6.1mJ/m2 in the left portion of Figure 2.6. For the right portion of
Figure 2.6, the wetting-envelope plot is created with those ’coordinates’ fixed, i.e., we insert
both values into Equation (2.20). We then find the dark red dot, now with γs = 22.0mJ/m2,
γps = 6.1mJ/m2, at the same position.
5This θ should not be confused with the value of θ used for silanization.
6This kind of representation was first used in [2]
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Figure 2.6.: Examples for wetting-envelope plots for three fixed values of θ (iso contact angle
lines). In both cases, i = l, s, the fixed values are identical (γdi = 15.9mJ/m2 and γ
p
i =
6.1mJ/m2). Left: Plot of equations (2.18) and (2.20) with fixed surface free energy of
the solid. All liquids inside the θ = 0◦ envelope are considered to be completely wetted by
the solid. Right: Plot of equations (2.17) and (2.19) with fixed surface free energy of the
liquid. All solids above the θ = 0◦ line are considered to be completely wetted by the liquid.
The dark red dot in both plots shows that the information content is independent of the
representation, because it is always Equation (2.9) which is solved.
In this work, we equate the solid with the filler (f) and the liquid with the polymer (p) or the
surface modified filler (s). This choice is most natural, as the polymer still flows, albeit slowly,
before vulcanization and surface modifications are simply liquids. In the original paper, [2],
the authors also equate the filler with the solid and the polymer with the liquid. Their wetting-
envelope plots, however, are in the style of the left plot of Figure 2.6, i.e., they interchanged
solid, s, and liquid, l. Generally, this is not possible, because the wetting-envelope Equation
(2.9) is not symmetric under this interchange for fixed values of θ. In [3] they equate the
filler with the liquid and the polymer with the solid and produce the same plots as the
authors in [2]. Although this is now correct, the correspondence between a solid material and
a liquid drop is difficult to rationalize in the context of wetting (cf. Appendix B). Thus, for
the remainder of this work, the wetting-envelopes between filler and polymer or silane are
plots in style of the right part of Figure 2.6.
The work of adhesion part inside the plots is obtained by solving Equation (2.6), i.e., the
function inside the Metropolis criterion, with a unit contact area a. For a better distinction,
we name the (change in) work of adhesion ∆Wa. Note that work of adhesion,Wa, is defined as
the free energy change, or reversible work done, to separate a unit p-f -interface from contact
to infinity (e.g., [30]), i.e.,Wa = γp+γf−γpf . For the plots, we are interested in the change of
the work of adhesion, ∆Wa, which is given by ∆Wa = Wa,pp +Wa,ff − 2Wa,pf . This really is
a difference of (reversible) works of adhesion, because the intermediate states, corresponding
to the separated interfaces, cancel. ∆Wa is the driving force for flocculation/reagglomeration
[16] and allows us to compare system configurations obtained using our morphology generator
in the context of this method.
A complete example of a wetting-envelope - work of adhesion plot for natural rubber is given
in Figure 2.7. The detailed surface free energies for the polymer are given inside the caption of
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Figure 2.7.: Example of a wetting-envelope - work of adhesion plot for natural rubber (NR,
TMR – Standard Malaysian Rubber SMR 20, γdp = 15.9mJ/m2 and γpp = 6.1mJ/m2).
Surface free energy values taken from [1] and obtained therein by sessile drop contact angle
measurements. The solid lines are iso contact angle lines and the dashed closed loops are
lines of constant work of adhesion between filler and polymer. Every filler particle whose
surface free energy is above the black solid line is considered to be perfectly wetted by the
polymer. Fillers inside the inner black dashed loop have the lowest tendency to flocculate.
the figure. The closed dashed loops are the lines of constant work of adhesion – iso ∆Wa lines
– and the solid lines are, as before, the lines of constant contact angles – iso contact angle
lines. Moving away from the central loop means larger values of ∆Wa and a correspondingly
stronger tendency for the filler to flocculate.
2.3.2. TEM – Transmission Electron Microscopy
Light microscopes are limited in their resolution by the wavelength of the photons used to
probe the sample, i.e., the Abbe diffraction limit7. Using electrons, this resolution is increased
by several orders of magnitude. This yields a resolution in the range of nanometers. Because
the electron mean free path in the samples is short, they must be cut into slices whose
thickness is less than 100nm [20]. Experimentally, the preparation of samples is a complex
procedure and very time consuming [5]. For our model, producing simulated TEM pictures in
order to have a visual representation of the structures inside the system is very simple. Our
sample preparation process consists of the same steps as in the experiment. We perform a cut
7Ernst Karl Abbe found in 1873 that the minimum resolveable distance for light microscopes is given by
d = λ/2NA, where λ is the wavelength of the light and NA is the numerical aperture, which is 1.4 − 1.6 in
modern optics.
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through our system after a fixed number of MC steps with a fixed thickness and size. This
shows the system after different flocculation times and consequently gives information on the
structural development during the MC simulation. The coordinates of the filler particles are
then extracted and plotted as grey circles onto the plane, as shown in Figure 2.8.
Figure 2.8.: Mock TEM picture generation of a system containing polymer, silica, and silane.
Left: A slice with a thickness of five particle diameters is extracted from the simulation
after L3 · 103 MC steps; Right: small random displacements, as described in the text, are
applied to every particle. Darker spots are due to two or more particles superimposed along
the line of sight. The polymer is polybutadiene rubber (BR, Lanxess Buna CB25, γdp =
18.4mJ/m2 and γpp = 3.7mJ/m2), the filler precipitated silica (Ultrasil VN3, granulated
form, γdf = 18.7mJ/m2 and γ
p
f = 22.7mJ/m2), and the silane (Coupsil 8113, powdered
form, γds = 22.2mJ/m2 and γps = 10.8mJ/m2). All values are taken from [1]. The size of
the system is L = 128. A filler volume content of φ = 20%, heterogeneously silanization
with θ = 0.25, and a temperature of T = 160 ◦C are used.
The shading becomes darker when filler cells are stacked along the line of sight. The thickness
of the probe, in particle layers on top of each other, is five, which is equivalent to 40nm in our
identification of primary particle radii of R = 8nm. The size of this TEM picture is 128×128
particles, which is equivalent to approx. 1µm×1µm. The line of sight, in this example, is along
the z-axis. The cut was performed in the middle of the system, i.e., between layers 62 and 67.
The left portion of Figure 2.8 is directly obtained from the simulation and clearly shows the
underlying lattice structure of our model. A filler network was established inside the elastomer
matrix during the simulation. As the resemblance to real TEM pictures is minor (e.g., [33,
34]), small random displacements are applied to all particles. The maximum displacement
in any direction is 0.6 times the lattice spacing d. Applying this to the aforementioned slice
in Figure 2.8, we obtain the right panel. The lattice structure of our model also leads to
some difficulties when using small angle X-ray scattering. The displacement procedure helps
to decrease these and is therefore used prior to it, as explained in more detail in the next
part.
It is noted that the discussion between the different length scales of lattice, d, and radius of
the particles, R, is done consistently within the next part and yields d = R. It is stressed
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once more that TEM pictures are only used as a tool to visualize the system. This means
that each individual cell is represented on the lattice as a grey circle. The ’overlap’ between
the particles, which results from d = R, is thus neglected in order to increase visibility.
2.3.3. SAXS – Small Angle X-ray Scattering
Scattering techniques in general, i.e., beside X-ray (SAXS), also neutron (SANS), and light
are used throughout the scientific community to analyze the structures of nanocomposites in
detail (e.g., [35, 36]). SAXS turned out to be useful to probe the dispersion of nanoparticles
inside an elastomer matrix and has been used for this purpose over several decades [37–41].
The reason for this is that the scattering length density of silica, ρ, is very high compared
to that of the elastomers. This results in a high scattering contrast, ∆ρ, and subsequently
allows to distinguish between filler and the surrounding elastomer matrix quite easily. In the
case of our model system, we do not need a high scattering contrast, because we are using
the positions of the filler particles directly. Due to the vast information related to this topic
a detailed derivation and discussion is found in Appendix C. Here, we only motivate the
procedure and equations in order to perform SAXS on our model system. Particularly, we
explain the technical aspects necessary to obtain the final SAXS plots and elucidate how
to obtain structural information about the system thereout. If not mentioned otherwise, all
results shown here relate on the example system depicted in form of a TEM in Figure 2.8.
The scattering intensity of dilute systems, i.e., if no correlation between the single particles
exists, can be calculated by the sum of single particle intensities [42]. In our case, we would just
need the equation for a spherical scatterer, for example given in [43], and summarize over all
filler particles. But here we deal with dense, colloidal particle systems consisting of spherical
particles, which are similar to silica or very small carbon black particles (cf. Appendix A).
This approach can therefore not be applied, because we need to take the development of
structures due to the MC simulation into consideration. An approach, which follows this
concept, is given in [44]. Therein, the total intensity is the product of two contributors, i.e.,
the structure factor, Sa/n, and the form factor, Fp. Each depends on the magnitude of the
scattering vector, q, i.e., the scattering length
I(q) = Sa/n(q)Fp(q). (2.21)
The form factor, Fp(q), is contributed by the (primary) filler particles. As stated before, we
could use several equations to model them explicitly, but instead we assume that the particles
possess radial symmetry and a well defined surface. This means that, in the respective limits
of large and small q, we have
Fp(q) ∝
{
S q−4, q →∞,
V 2, q → 0. (2.22)
Here, S = 4πR2 and V = 4πR3/3 are the surface and the volume of the filler particles, respec-
tively. The q−4-behavior is known as Porod’s law and the constant behavior for very small q
as Guinier’s regime [44]. For particles possessing a fractal surface structure, characterized by
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a surface fractal exponent, ds, one can show that Porod’s law is replaced by q−6+ds [45]. The
cross-over from one limit to another occurs in a narrow regime around qR = π. This means
that the scattering intensity above the particular value of q is essentially constant and does
not affect the q-dependence of the total intensity in this range. The latter is dominated by
Sa/n(q), which is due to aggregated particles and the filler network in general. We express
Fp(q) in terms of an approximation due to Beaucage [35], combining the laws of Guinier and
Porod, which is approximately valid over the entire q-range via
Fp(q) = ∆ρ2
(
V 2 exp[−q2R2/5] + 2πS(q∗)−4
)
. (2.23)
Here, q∗ = q/(erf(qR/
√
10))3 and ∆ρ is the aforementioned scattering difference between filler
and the elastomer matrix. As argued in Appendix A, realistic filler particles are polydisperse.
Therefore, the value of R is the mean particle size of the attendant distribution and Fp(q) is
the corresponding average intensity.
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Figure 2.9.: Displacement of the particle positions. Left: Pair correlation function g2(r) obtained
directly from a system without any displacements. The deviations around unity become
smaller as the distance increases (cf. black dashed line). Right: The same function after
applying displacements in the order of 0.6 times the lattice spacing, d. For greater r values
the deviations around unity are very low. The distance, r, is given in units of the lattice
spacing, d. The bin width is ∆r = 0.05 d (cf. Appendix C).












The quantity φ is the filler volume fraction, D the filler particle number density and g2(r) is
the radial filler particle pair correlation function. In our simulation, we limit the upper bound
of the integral by half the size of the simulation box, L/2, due to the periodic boundary
conditions. Looking at the left portion of Figure 2.9, we find the corresponding g2(r) function
to the left portion of Figure 2.8. The lattice structure of the model system results in sharp,
26 2. Introduction and Impact of Heterogeneity in Single Polymers
distinct peaks for g2(r). The distance, r, is given in units of the lattice spacing, d, which is the
underlying length scale to calculate the structure factor in Equation (2.24). The bin width
is chosen as ∆r = 0.05 d. The empty bins are due to the lattice model itself: only distinct
distances are possible. In the short-range order, the lowest possible distance is r = d. For
higher distances, more possibilities arise. The structure factor, Sa/n(q), in Equation (2.24)
may yield negative values for this g2(r) for distinct q values, due to the difference in the
integral. This in turn leads to negative "intensities", which is impossible, of course8. The
right portion of Figure 2.9 corresponds analogously to the right portion of Figure 2.8. Here,
akin to a liquid, the particles can penetrate each other, i.e., r < d is now possible. This is
justified when looking at real systems. The primary particles are merged together and can
not be distinguished easily (cf. Appendix A). Nevertheless, generally a minimum distance is
always given in real systems. Although this is accounted for after the displacement procedure,
albeit very slightly as the first peak is around r ≈ 0.05 d, it is not the short-range order we
want to look at in detail. We are looking at structures in the region of r  d. Additionally,
it is the form factor in Equation (2.23) which controls the short-range area.




















Figure 2.10.: Reduced scattered intensity vs. magnitude of the scattering vector, q. Black: Result
obtained from a single MC configuration generated in a cubic box with periodic boundary
conditions; Red: Result obtained after the averaging procedure explained in the text. Blue
shaded area: Standard deviation due to the cutting procedure elucidated in the text.
When we now calculate the structure factor with particle displacement for a single system,
we see significant oscillations over a wide range of q-values (unless of course for g2(r) = 1,
which almost never is exactly true) for the reduced scattering intensity. Figure 2.10 shows
8The reason for this is the Equation (2.24) itself. The simplifications we made to obtain it do not apply
anymore (cf. Appendix C).
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an example plot. Note that it is represented on a double logarithmic scale. The black curve
is the reduced intensity obtained from a single finite box. The resulting oscillations may be
reduced by averaging the intensities obtained for boxes of different size – akin to the primary
particles themselves. Averaging over same systems sizes, i.e., producing multiple systems with
the same set of parameters and then average over those, does not yield the same results, as
the oscillations occur at the same positions for each system and do not cancel out. Obtaining
boxes of different sizes can be achieved by repeatedly cutting smaller boxes from a single large
simulation box at a given configuration. Generally, we use 50 boxes varying in size between
100% to 18% in L, where L3 is the volume of the original box. The result is the red curve
in Figure 2.10. The blue shaded area is the standard deviation due to the cutting procedure.
Notice that the curve is now much smoother, but the intensity is reduced in the small q
limit. Notice also that the standard deviation becomes zero when the form factor takes over.
The lower limit for the size of the cut out boxes is chosen empirically. It ensures that the
filler particle number density, D, is high enough inside each box to be representative for the
structure of the whole system. Note that the double logarithmic representation of the data
leads to an asymmetric behavior in the uncertainty.
The structural information we can obtain from the double logarithmic representation of the
scattering intensity plots can be subdivided into different q-regimes as shown schematically
in Figure 2.11. The boundaries of the respective regimes, as well as the data itself, should
not be taken for granted. Both are heavily depending on the parameters of the system.
We see a typical plot of the reduced intensity, I(q)/∆ρV 2φ, vs. the magnitude of the scattering
vector, q, obtained at different stages of the MC. In the limit of large q, i.e., the region before
the first black dashed line from the right, the intensity is entirely governed by Fp(q) and is
thus not affected by the MC at all. Consequently, the slope in this regime is governed by
Porod’s law for surface smooth objects, i.e., ∝ q−6+ds with ds = 2. A small kink is found
at 2π/R, where R = 80Å is the average radius of the primary filler particles. The radius is
an input parameter and allows us to express q in units of a specific inverse length. The kink
is a result of the weighting function in the structure factor in Equation (2.24). Note that a
deviation in the slope is found between 2π/R and π/R. This is a result of the approximation
used to obtain the form factor [35] and is not observed experimentally. The first break in
slope due to the formation of structures is found at qsi = π/R, i.e., the radius of the primary
filler particles. The strongest effect is due to the formation of aggregates during the MC,
leading to a broad peak that characterizes the mean size of the aggregates, Ragg ≈ π/qagg.
Generally, this is the second break in slope in scattering intensity plots. Experimentally,
this peak is not observed. A reason for this is the fact that we are using monodisperse
particles. They build, for the same set of input parameters, aggregates, which can also be
considered as monodisperse. In experiments polydisperse particles are used, which in turn
also produce polydisperse aggregates. Due to the broad variance in aggregate sizes no peak
is discernible. Instead a slight change in slope is noticeable at qagg, representing the mean
size of the aggregates. The next q-regime governs the agglomerates and the filler networks.
The q-range labeled ∝ q−dm between the blue dotted line and the last black dashed line,
reflects their mass fractal dimension, dm. It should be dependent on the number of MC steps,
as well as on the surface free energies, and the filler volume content φ. The problem is that
the attendant q-range should be at least an order of magnitude wide for reliable results [47,
48]. This requires quite large system sizes of at least L = 256, resulting in the order of 108
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Figure 2.11.: Reduced scattered intensity, I(q)/∆ρV 2φ, vs. magnitude of the scattering vector,
q. Depicted are the different q-regimes subdivided by black dashed lines. The limit of large
q is governed by Porod’s law or, in the case of surface fractal particles, by the attendant law
exhibiting a surface fractal dimension, ds. The first break in slope, indicated by qsi, gives
information about the size of the primary particles. The subsequent region holds information
about the aggregates, with their mean size, qagg, given at the second break in slope. In our
case, it is clearly discernible as a peak. The third region contains information about the
higher order structures, such as agglomerates or filler networks. The blue dotted line marks
the onset of the linear regime with slope ∝ q−dm , containing information about the mass
fractal dimension of the filler networks. The finite size of the simulated system induces a
plateau, terminating useful information at small q. The observed structure depends on the
surface free energies and other system parameters, such as the number of MC steps. The
black dotted line shows the form factor of the primary particles, Fp(q). This figure is made
in style of [46].
particles. This leads to very long simulation times (cf. Appendix D). Due to the huge number
of parameter combinations considered in this work, a consideration of such large systems is
only done exemplarily in the following. If q becomes very small, i.e., smaller than π/(RL),
the box size, L, is exceeded and the scattering intensity levels off.
It should be noted that the boundaries of the q-range for the mass fractal dimension of the
filler network and the agglomerates are not well defined. They are generally specified as the
linear regime between the breaks in slope, which indicate the aggregates and the agglomerates
[20, 38, 49, 50]. This is done akin to the case of the mass fractal dimension of the aggregates,
where the boundaries are given as the second and first break in slope, i.e., qagg and qsi, [51–53].
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Most literature sources rather concentrate on the aggregates than the large scale behavior of
agglomerates and the filler network. The reason for this is merely the limited q-range of SAXS.
Lower q values are only reached by using the extended version of the scattering techniques,
namely, USAXS and USANS.
Unfortunately, the monodispersability leading to the pronounced peak does not allow to
determine the mass fractal dimension of the aggregates, daggm , using the fit approach. Although
this might be circumvented by creating artificial polydispersity, the size of the aggregates is
relatively small, which limits the possible q-range similar to that of the filler networks. An
alternative in the form of the box-counting algorithm is given later on. For the filler networks,
however, creating larger systems is a possible solution to obtain dm for the agglomerates or
the filler network.
Before we consider an example, we need to know whether this linear region represents a filler
network or an agglomerate. For this, it is useful to consider the basic quantities. A certain
threshold in mass or size should distinguish the both. However, the cluster mass alone is not
sufficient. Clusters containing lots of particles can simply form very dense, ball like structures.
On the other hand, clusters with relatively small amounts of particles can already percolate
through the elastomer matrix. For instance, a cluster with a mass of mC = L, where L is the
linear dimension of the cubic lattice, is theoretically capable to do so. This case is, however,
statistically very unlikely and was never observed in the thousands of systems simulated for
this work. Nevertheless, if about 50% of all particles are bound into one single cluster, it is
reasonable to consider the corresponding TEM picture for visual feedback. Beside the mass,
the size of the clusters should also be considered. A radius of gyration of at least half the
lattice size, i.e., RG = L/2, indicates a cluster which is reaching throughout the entire system
– at least in one direction. With these thresholds, we can define:
Definition: We consider filler particles to built a filler network, if at least 50% of all available
particles are bound into a single cluster or the radius of gyration is at least half the lattice
size, i.e., RG = L/2. Additionally, the corresponding TEM must support the impression of a
filler network.
Let us now consider an example to obtain the mass fractal dimension using the fitting method.
For this, we contemplate the system in Figure 2.8, but with increased system size, i.e., L =
256. Of the 20% filler particles, we find 84% inside a single large cluster with a size of
RG = L/2 = 128. Thus, both thresholds are fulfilled and we are dealing with a filler network.
Figure 2.12 depicts the fitting procedure performed on the linear regime of the scattering
curve together with the corresponding TEM picture. It also supports the impression of a
fine, continuous filler network. Note that the TEM has a size of 50 × 50 particles, which is
equivalent to 400nm× 400nm. The size is chosen to better visualize the fine network.
The black curve is the scattering intensity. Notice that compared to Figure 2.10, the linear
regime is now approximately one decade in width. It is indicated as the red section, which
is found for 5 · 10−4 < q < 3 · 10−3. The blue shaded area is the standard deviation of the
scattered intensity due to the cutting procedure (cf. Figure 2.10). The black dashed line is
the fit function, which is ∝ q−dm . To account properly for the uncertainties on the intensity,
the fit is performed three times. Once with the uncertainties added, once subtracted, and
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once through the mean. Then the mean and the standard deviation of the three values are
calculated. Consequently, for this system a mass fractal dimension of dm = 2.12 ± 0.11 is
found for the filler network as indicated in the plot.


















dm = 2.12 ± 0.11
Figure 2.12.: Determining the mass fractal dimension out of a scattering intensity curve. The
black continuous line is the reduced scattering intensity obtained after 103 · L3 MC steps.
The blue shaded area is the corresponding error, i.e., the standard deviation due to the
cutting procedure. The red highlighted area is the fitting regime. The dashed line is the
fit, which is ∝ q−dm . Here, dm is a mean value obtained from fitting with the uncertainty
added, subtracted, and once without taking them into account, i.e., a fit through the red
highlighted area. The error is the standard deviation of the mean. The TEM picture shows
the example system considered so far but with L = 256. The size of the picture is 50× 50
particles, which is equivalent to 400nm× 400nm.
The mass fractal dimension of the aggregates, daggm , cannot be obtained in the same way, as
discussed before. However, we can find it alternatively by using the box-counting algorithm.
Generally, this means that the system is partitioned into n3 boxes. Whenever a box contains
at least one particle, it is considered occupied. n varies from 2 to L and is doubled in each
step, i.e., 2, 4, 8, . . . , L. Plotting the logarithm of the number of occupied cells, lnAn, vs. lnn,
should yield a slope equal to dboxm for sufficiently large n [54]. For n = L we have the highest
possible resolution. The number of boxes matches the number of cubic cells, i.e., we have
resolution of one box. In the third and the second to last step, we find boxes consisting of
23 = 8 and 43 = 64 cubic cells. Those three box sizes are thus approximately mimicking
the size region, which corresponds to the missing linear regime between qsi and qagg in the
scattering intensity plot in Figure 2.11. Consequently, a fit through those three values should
yield a slope where dboxm = daggm . It should be noted, however, that this method is not sufficient
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for higher filler volume fractions, φ, because the number of unoccupied boxes consequently
decreases with increasing values of φ. At a fixed, fairly low filler volume content, however,
the difference between systems with different surface free energies can be investigated.
This method can also be used experimentally on TEM pictures, with the drawback of neglect-
ing the 3D information of the system9. For us, this method circumvents beside the missing
linear regime a couple of other drawbacks. The box cutting procedure is no issue anymore. It
is even independent of the displacement procedure and operates on the lattice itself. Theo-
retically, it is also suitable to obtain the mass fractal dimension of the filler networks as well.
For this, however, we are still in need of bigger systems. For instance, with L = 256 we get
only eight data points. In the first steps, it is almost certain to find a filler particle inside
every box. This leads to an over representation of the euclidean dimension compared to a
wanted mass fractal dimension.
To see the influence on the filler volume fraction, φ, Figure 2.13 shows the values of the
different mass fractal dimensions, dm and daggm , for our example system with L = 256. Note
that for φ < 20% no filler networks developed10 and the mass fractal dimensions therefore
represent those of the agglomerates.















Figure 2.13.: Mass fractal dimensions of the large network structures and the aggregates vs.
filler volume fraction, φ. Black: dm of the agglomerates/filler network calculated from fits
to the scattering intensity in the range 5 · 10−4 < q < 3 · 10−3; red: daggm calculated via
box-counting algorithm. Note that the system studied here for φ = 20% is identical to that
in Figure 2.12.
9Although methods for 3D TEM exist [55] and the procedure could therefore be adapted.
10Both thresholds of our definition were not surpassed.
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The uncertainties for the fitting method are fairly high. This is due to the averaging over
boxes of different size, as explained in the context of Figure 2.10. The standard deviation of
the intensities is dependent on the size of the individual boxes. A more narrow distribution
of the box sizes yields smaller deviations of the intensities. For the box-counting algorithm,
we find increasing uncertainties for increasing filler volume content. This is simply a result of
the higher variability in the number of occupied boxes.
The mass fractal dimension of the aggregates is mostly far lower than that of the agglomerates
or the filler network. Only for φ = 25% we find that they behave similarly. The increase in the
value of the aggregates shows a trend to reach daggm = 3 for φ = 100%. Note that the values
are obtained after L3 · 103 MC steps and are different from those if no MC is performed.
Higher mass fractal dimensions for higher filler volume fractions are also found in literature
[51].
The values we obtained for the filler network are already comparable to those found in [38]. For
a system composed of styrene-butadiene-rubber (SBR) loaded with various volume fractions,
φ = 8%−21%, of simplified silica (Zeosil 1165 MP) mass fractal dimensions of dm = 2.4±0.3
were found. It is explicitly argued that this value is for the fractal network. In our simulation
we only obtain filler networks for volume contents equal to or greater than 20%. A reason
might be the additional components of the compound or their mixing procedure. Also, the
ingredients we used here are different. Butadiene rubber (BR) instead of SBR, Ultrasil VN3
gran. as the silica instead of Zeosil 1165 MP, and TESPT as the silane instead of octeo are
used. But as argued before, literature sources on the fractal behavior of the large network
structure are rare. The same is true for the surface free energy values. Nevertheless, we find
the same trend. A mass fractal dimension of dm = 2.12 ± 0.11 using the fitting method is
obtained for the filler network, which agrees fairly well.
The mass fractal dimensions of the aggregates are comparable to those obtained by kinetic
growth processes with daggm between 1.7 and 2.1 [32, 50, 56]. For the pure simplified silica
Zeosil 1165 MP a value of daggm = 2.13 was found [52]. For pure carbon blacks values between
1.5 and 1.9 are found. If incorporated inside ethylene-propylene rubber (EPR), a value of 1.5
is measured [53].
Altogether, the mass fractal dimension is a helpful additional parameter to characterize the
systems. Simulating different kinds of filler particles should yield different mass fractal di-
mensions. The fitting method is the same procedure as used for experimental data. But for
agglomerates or filler networks the boundaries are poorly defined and very large system sizes
of at least L = 256 are necessary. For significant results, several systems with the same set
of parameters are necessary. Unfortunately, the long simulation time is then a critical pa-
rameter (cf. Appendix D). Thus, the mass fractal dimension of the higher order structures
is not considered in the following. For aggregates the procedure is not even applicable. The
box-counting algorithm is then a promising alternative. It is quite easy and reliable to obtain
and therefore used throughout the entire work.
Identifying the peaks for the primary particles, qsi, and those for the aggregates, qagg, is,
especially in experiments, a difficult task. Generally, both peaks are not very distinct. This
may be due to interference with other ingredients of the probe, the probe itself, or the
experimental setup. In the simulation, we deal with the filler particles alone. Identification of
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the peak for the mean aggregate size is thus fairly simple. However, this can be even further
improved by multiplying the intensity with q2. This yields a so-called Kratky plot as shown
in Figure 2.14.
































Figure 2.14.: Kratky representation of the scattering intensity vs. q for different number of MC
steps. An increasing number of MC steps shifts the aggregate peak at qagg to smaller q
values resulting in growing aggregates. The particle peak at qsi remains at its position. The
red line corresponds exactly to the system in Figure 2.8.
Here, the representation of the uncertainties is omitted to retain clarity. The different colors
of the lines are identified with the corresponding MC steps as indicated by the color bar
beside the figure. For this particular system, a higher number of MC steps clearly produces
growing aggregates, because the respective peak is shifted to lower q values. The peak of the
primary particles, on the other hand, is not affected by the MC and stays at its position.
This behavior of MC dependency on aggregate growth is not necessarily true for all systems,
because it is highly depending on the surface free energies as we will see later on.
Kratky style plots are a very useful tool in order to compare different systems, because we can
identify a single scalar quantity, i.e., the mean aggregate size, qagg, with ease. One possibility
to obtain it, is to fit a (modified) log-normal probability density function to the scattering
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Here, Aagg is the amplitude and σagg is the width of the log-normal function. The authors
identified the mean as the corresponding mean size of the aggregate, i.e., qagg = q̃agg. This
leads to a shift to higher q values and does not match with the exact peak position. In the
















This is the mode of the log-normal distribution. Although this procedure is reasonable and
works quite well, it is more comfortable to use yet another approach. We simply extract the
highest intensity value out of our data and determine the corresponding q value. However, in
this approach we need to think about the uncertainties for qagg.
In both of the former approaches numerical fitting methods are used. The first case yields
a direct uncertainty on qagg, because it is a fitting parameter. The second case also yields
uncertainties in the fitting parameters, which are used for the calculation of the uncertainty
of qagg in the context of propagation of uncertainty. To find a reasonable estimator for the
uncertainty in our approach, we obtain the mean aggregate size by identifying the peak
position of the Kratky plot once with the uncertainty of the intensity added, once subtracted,
and once through the mean. The maximum difference to the value obtained from the mean is
then the uncertainty, σagg. This, fairly rough, approximation matches surprisingly well with
the second approach.
Figure 2.15.: Relation between the length scale of the form factor, R, and of the structure
factor, d. The size of the primary particles is fixed by their attendant value of R. Left: The
lower limit case d = R. The particles overlap in their centers. Right: The upper limit case
d = 2R. The particles are in contact with each other. The structure formed on the left side
is with 3R smaller than that on the right side with 4R.
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It is worth to mention that the reduced scattering intensity is a product of two functions
with conceptually different length scales. The length scale for the form factor in Equation
(2.23) is R, whereas for the structure factor in Equation (2.24) it is the lattice spacing, d. As
mentioned before, we use the form factor – or to be more precise R – to set the scale in order
to interpret the size of our aggregates. But what is the relation between R and d?
We know from experiments that the filler particles must overlap when they form higher order
structures (cf. Appendix A.2.2). Consequently, we have an upper limit of d = 2R. In this
case the particles are exactly in contact with each other. The lower limit is more difficult
to define, because it is not possible to measure a value by how much the primary particles
overlap. However, it is reasonable to say that the particles should not overlap completely.
Thus, the most natural and easiest choice is d = R, which we set to be the lower limit. The
sketch in Figure 2.15 depicts both cases. Other cases are certainly possible. For instance,
as an intermediate case we can take d3 = 4π/3R3. This demands that a cubic lattice cell
occupies the same volume as the corresponding sphere with the fixed value of R. This leads
to a little less overlap than that depicted on the left portion of Figure 2.15.
If we now perform a Kratky style plot of the three example cases we get Figure 2.16. The
different behavior of the three curves is due to the averaging procedure mentioned before.
However, the value of the primary particles is fixed for all three cases at R = 8nm.
























Figure 2.16.: Setting the scaling between the lattice, d, and the primary particles, R. The
scattering intensities are normalized to the fixed value of R = 80 Å. The different values of
d thus result in bigger aggregates, i.e., the peaks move to smaller q values, as the centers
of the primary particles are more apart from each other. This yields two distinct peaks. The
kinks for high q values are always located at q = 2π/d.
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The bigger lattice spacing, d, allows the particles to occupy more space. Thus, the respective
aggregate peak moves to smaller q values. This leads to a separation of both peaks. Although
the mean aggregate size in each case is reasonable, i.e., for the red curve Ragg ≈ 45nm, blue
curve Ragg ≈ 32nm, and black curve Ragg ≈ 22nm (neglecting the uncertainties for the
moment), the shape of the red and blue curve is not. In experiments the primary particles
are always merged together in aggregates and can not be distinguished to such an extent,
as indicated by the according peak in Figure 2.16. Thus, we chose for the remainder of this
work d = R, as it shows the biggest accordance towards experimental Kratky plots (e.g., [34,
38]).
2.4. Example Systems – the Potential of the Morphology
Generator
In this part we consider different example systems, whose surface free energies are taken
entirely from the literature [1, 3]. We are probing distinct combinations of polymer, modified
and unmodified silica particles and thus show the capability of our morphology generator to
mimic the flocculation process. To check whether the results are reasonable or not, we use the
same methods for our simulation approach as the literature – where we are taking the surface
free energy values from – does for experiments. We discuss the combinations of modified and
unmodified silica and polymer in the context of wetting-envelope - work of adhesion plots.
Here, we already use a quantity obtained from the simulation: the wetted surface fractions.
We derive their ordering and consequently find insights on the morphologies of the systems.
Furthermore, we produce simulated TEM pictures and SAXS intensities of our simulated
systems and discuss the results in the same context. Additionally, we use the cluster mass
distribution to obtain an even more detailed picture of our system. The ingredients shown in
Table 2.2 are used to setup our example systems.
Table 2.2.: Surface free energies for the ingredients to obtain various example systems. The type
’mod. sil.’ is the abbrevation for surface modified silica particles. The Ultrasil VN3 grades
are precipitated silicas wheras Aerosil 200 is fumed. The values for the surface free energies
are taken from [1, 3].
type name γd [mJ/m2] γp [mJ/m2] γ - total [mJ/m2]
mod. sil. Coupsil 8113 powd. 22.2 10.8 33.0
mod. sil. amino-modified silica 37.8 5.8 43.6
filler Ultrasil VN3 gran. 18.7 22.7 41.4
filler Ultrasil VN3 powd. 19.4 18.9 38.3
filler Aerosil 200 20.0 17.3 37.3
polymer polychloroprene rubber (CR) 19.3 23.7 43.0
The values for the surface free energies for the silica particles are obtained via the mean con-
tact angle of the Wilhelmy method. Those for the polymer, polychloroprene rubber (CR), were
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obtained using the sessile drop technique. Both are taken from [1] and are explained in Ap-
pendix B. The values for the surface modified silica particles are taken from [1] (Coupsil 8113
powd.) and [3] (amino-mod-silica). If we are given the surface free energy of the respective
unmodified silica particle, this is an ideal combination. Fortunately, this is the case for Coupsil
8113, which is the TESPT modified version of Ultrasil VN3. The values for the unmodified
version of the amino-mod-silica particles were not available. In the corresponding source,
they are stated as Nissan silica particles coated with the monofunctional silane APDMES
(aminopropyldimethylethoxysilane: NH2 –C3H6 –Si– (CH3)2 –O–C2H5). Their primary par-
ticle radius is given therein as R = 7± 2nm, which is in good agreement with the R = 8nm
we use throughout this work. When we compare the surface free energies of Coupsil and Ul-
trasil, we notice that silanization increases the dispersive and decreases the polar part of the
surface free energy of the then modified silica particle. Because both modified silica particles
have a higher dispersive and a lower polar part compared to all silica particles, it is at least
reasonable to use both surface modifications for all three silica particles. This allows us to in-
vestigate the impact of different surface modifications on the flocculation process. We expect
that the modification with a monofunctional silane yields systems, which are better dispersed
than those with the bifunctional one. This is because the former is used to aid the dispersion
process and the latter for coupling between filler and polymer (cf. Appendix A.3).
At this point it is stressed that we want to show the potential of our morphology generator
and not the impact on variation of parameters. They are thus fixed to:
• system size L: 128
• filler volume fraction φ: 0.2
• heterogeneous silanization θ: 0.25
• temperature T : 433K
• maximum number of MC steps: 103 · L3
Altogether, this results in six different systems for which we can look at the influence of
different silica and silane combinations in a single polymer. Each of the six systems is simu-
lated 10 times to improve the statistics regarding the wetted surface fractions and the mass
distribution of the clusters. Thus, all of these values used in our discussion are mean values,
attended with their respective standard deviations.
2.4.1. Wetting-Envelope - Work of Adhesion Plots
We start with the pure relation between the different surface free energies, i.e., we produce a
wetting-envelope - work of adhesion plot for CR, as showed in Figure 2.17.
Both surface modified silica particles have a high tendency to flocculate inside the polymer
as they are far outside the dotted iso work of adhesion loops. In comparison, the flocculation
is higher for amino-mod-silica than for Coupsil 8113. For the wetting behavior towards the
polymer it is the other way around. For the unmodified silica particles we find Aerosil 200
to have the worst wetting behavior, followed by the powdered version of Ultrasil VN3. The
granulated form shows good wetting. The highest flocculation tendency is found for Aerosil
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Coupsil 8113 powd. (mod. sil.)
Aerosil 200 (fumed silica)
Ultrasil VN3 gran. (precipitated silica)
Ultrasil VN3 powd. (precipitated silica)
Figure 2.17.: Example of a wetting-envelope - work of adhesion plot for CR. The colored dots
are described in the legend. They represent the different surface modified and unmodified
silica types, as given in Table 2.2. The interpretation of the individual positions with respect
to flocculation and wetting behavior is given in the text.
200 and a close to zero one for Ultrasil VN3 gran. The combination of both properties tells us
something about the behavior of the respective filler particle inside the elastomer matrix. Low
flocculation tendency and good wetting should result in a system, where the silica particles
are well dispersed. This means that we should find zero aggregation, or at most some small
aggregates, i.e., there should be no second peak in a Kratky plot and the corresponding TEM
picture should not show any structures. Additionally, the wetted surface fraction between the
silica particles, lff , should be low. The one between the silica and the elastomer matrix, lfr,
on the other hand, should be very high. Worse wetting behavior should yield lower values
of lfr and higher flocculation tendency should yield higher values for lff . The impact of
surface modification is somewhat difficult to obtain from this plot alone. This is due to the
restriction we impose in our model. After modification, the silanized surfaces make up 25%
of all filler surfaces and are thus not able to move independently from them throughout the
system. However, when we compare systems with the same modification we fix the interaction
with the elastomer matrix. Then, the flocculation of silica particles inside it can be ordered
as: Aerosil 200, Ultrasil VN3 powd., and Ultrasil VN3 gran., from high to low. The wetting
behavior should yield the same, but reversed. This is because the bare silica surfaces still make
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When we now want to investigate the impact of different surface modifications, we first need to
look at the interaction between the unmodified and the surface modified silica, lfs. The surface
modification due to the silanes can be interpreted as a liquid coating on a solid substrate.
Thus, we use again the wetting-envelope - work of adhesion plot, but with the surface modified
silica as the liquid instead of the polymer. Figure 2.18 shows the two corresponding plots.

















































Figure 2.18.: Wetting-envelope - work of adhesion plots for different surface modified silica
particles as the liquids. In both plots the colored dots are the silica filler particles with the
same encoding as in Figure 2.17. Left: Amino-mod-silica. The wetting of all silica particles is
bad and they all show high flocculation tendency. Ultrasil VN3 gran. shows the highest ∆Wa
value. Right: Coupsil 8113 powd. All silica particles show perfect wetting. The flocculation
tendency is less than for amino-mod-silica, but still high. Again, Ultrasil VN3 gran. shows
the highest tendency.
On the left we see amino-mod-silica and on the right Coupsil 8113 powd. The dots have the
same color encoding for silica as in Figure 2.17. The flocculation tendency of surface modified
silica particles within the elastomer matrix as well as with the unmodified silica particles
is high, independent of the modification itself. This should result in a high value of lss and
thus





because of the flocculation tendencies of the respective silica particles. The wetting behavior
of every silica particle for amino-mod-silica as the surface modification is very low. This
should result in a very low value of lfs. To find the correct ordering, we just need to combine
the information of Equations (2.28) and (2.29). For Ultrasil VN3 gran., we find the highest
flocculation tendency towards surface modified silica particles. Towards the polymer, on the
other hand, we find the lowest. As argued before, the wetting of this silica inside CR is the
highest. Thus, we should also find the highest value of lsr, i.e., wetting between polymer and
surface modified silica. Finally, we can deduce that when we find the highest value of lss and
lsr for Ultrasil VN3 gran., then we will find the lowest value of lfs for it. This argumentation
can be applied to the other filler particles as well and thus we finally find
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within systems, where we do not change the surface modification.
This gives us an overall ordering between the different ingredients of our system. Because we
only look at the ordering and not at specific values, the ordering still holds for lsf . The same
argumentation applies for our other surface modified silica, Coupsil 8113, with the difference
that the values of lfs should be very high due to the perfect wetting. With that in mind we can
conclude the impact of the different surface modifications on otherwise identical systems. The
enhancement of lfs and degradation of lss must lead to an increase of lff due to the spatial
confinement of the silanized surfaces, which in turn decreases lfr. The moderate flocculation
behavior in comparison to amino-mod-silica in both, polymer and silica, should lead to a
lower value of lss, which in turn increases lsr. To check if our argumentation is reasonable,
we now look at TEM pictures together with SAXS intensities.
2.4.2. TEM Pictures and SAXS Intensities
To get a better overview on the impact of the different modified surfaces, we use side by
side plots where the silica part is the same and the surface modification differs. In order
to investigate the change of silica by otherwise unaltered systems, the corresponding sides
in the plots need to be compared. It is convenient to plot the TEM pictures inside the
Kratky plots, because the visual feedback of the TEM pictures is directly compared to the
size of the aggregates obtained from SAXS. The different scattering intensities give us an
information about the structural development during flocculation. The colored border of the
TEM matches with the according scattering intensity. They are in turn identified with the
colorbar inside the plot, which indicates the number of MC steps. The TEM pictures are cut
out in the middle of the system with a thickness of five layers. Their size is 128× 128. Beside
the mass distribution of the clusters, we use the wetted surface fractions to compare the
change of surface modifications. Any values regarding both quantities are mean values of 10
independent simulations. Note that the value of the mean size of the aggregates corresponds
to the displayed figure and is no average value. Its deviation is, however, very minor, i.e.,
below 1nm and oftentimes even within the range of the given uncertainties. A complete
overview between all systems in the context of wetted surface fractions will be given at the
end.
On the left of Figure 2.19 we see Aerosil 200 with modified surfaces represented by APDMES
(amino-mod-silica). The Kratky intensity shows barely any structural development at all.
Small aggregates seem to form in the end of the flocculation process. The dashed line indicates
the qagg position, i.e., the size of the aggregates. It yields Ragg ≈ 18nm. The corresponding
TEM picture supports this impression. The system seems dispersed and no structures can
be identified. We can analyze this further if we look at some basic quantities, such as the
distribution of the cluster masses. It shows that only roughly 15% of all particles are bound
into clusters, and those clusters are mostly very small, i.e., about 84% of the particles are
found in clusters with a mass lower than ten. The standard deviations in both cases are
negligible as they are far below 0.1%.
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Figure 2.19.: Comparison of Kratky plots with TEM pictures of the silica Aerosil 200 with
modified surfaces represented by APDMES (amino-mod-silica) and TESPT (Coupsil 8113
powd.). Left: APDMES. A structural development is barely given as indicated by the scat-
tering intensities. Some minor aggregates are formed with sizes of Ragg = 17.9 ± 0.1nm,
indicated by the black dashed vertical line. The TEM picture supports this impression. No
structures can be identified. Right: TESPT. Several distinct agglomerates develop during
flocculation as indicated by the corresponding SAXS peak moving to lower q values. The
mean size of the aggregates is Ragg = 43.7±0.4nm, indicated by the black dashed vertical
line. The TEM again supports this, although we additionally find some primary particles
still incorporated inside the elastomer matrix without aggregation.
When we now change the surface modification and use TESPT (Coupsil 8113 powd.), i.e., we
look at the right portion of Figure 2.19, we see a change in structure. Several agglomerates
formed during the MC. This is indicated by the corresponding peak of the Kratky plot
moving to lower q values. The mean size of the aggregates, obtained from the position of
the black dashed line, yields Ragg ≈ 44nm. Again, the TEM picture supports this. We see
distinct black areas, occupied by lots of primary particles. In between those ’lumps’ we still
find single primary particles, which are incorporated inside the elastomer matrix. Looking
at the distribution of the cluster masses, we find that far more particles are now bound
into clusters, i.e., about 62 ± 2%. Moreover, very few particles, i.e., roughly 7% are found
in clusters with a mass lower than ten. This value does not show any significant variation.
Thus, the deviation in the mean results follows from the formation process of bigger clusters.
If we look for instance at the mean size of the biggest cluster, we find a mass of 4250± 1000,
which supports our argument. When we now compare the wetted surface fractions of both
systems, we immediately see that lff is obviously increased and lfr is decreased. In fact,
lff is increased by a factor of two and lfr is decreased by one third. The wetted surface
fractions regarding the modified silica surfaces can not be concluded from TEM or Kratky
plots. But the underlying data shows that we indeed have an increase in lfs by roughly a
factor of ten, an decrease of lss and an increase of lsr each by a factor of three. Although not
mentioned in our discussion before, it should be noted that lrr is also increased as one would
expect when looking at the corresponding TEM pictures. This change in structure is thus
in accordance with our argumentation regarding the change of the surface modifications for
otherwise identical systems.
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Figure 2.20.: Comparison of Kratky plots with TEM pictures of the silica Ultrasil VN3 in
powdered form with modified surfaces represented by APDMES (amino-mod-silica) and
TESPT (Coupsil 8113 powd.). Left: APDMES. A structural development is barely given
as indicated by the scattering intensities. Some minor aggregates are formed with sizes of
Ragg = 16.30±0.02nm, indicated by the black dashed vertical line. The TEM picture sup-
ports this impression. No structures can be identified. Right: TESPT. Several agglomerates
develop during flocculation as indicated by the corresponding SAXS peak moving to lower q
values. The mean size of the aggregates is Ragg = 36.79± 1.72nm, indicated by the black
dashed vertical line. In the TEM picture we see that structures are developed, but they look
less dense compared to Figure 2.19. Additionally, lots of smaller clusters and single primary
particles can be found in between the bigger structures, rendering the picture blurry.
The next comparison is for the silica Ultrasil VN3 in powdered form. On the left of Figure 2.20
we see that no distinct peaks developed during the flocculation process. The dashed black
line indicates aggregates of mean size Ragg ≈ 16nm. The corresponding TEM picture again
supports this impression. The distribution of the cluster masses shows that slightly more
particles are bound into clusters compared to Aerosil 200, i.e., now roughly 16%. But the
individual masses of the clusters became less. Now, about 91% of the particles are found
in clusters with a mass less than ten. The different simulated systems showed no significant
deviation in the distribution of the cluster masses. Changing the modified surfaces of the
silica particle, i.e., looking at the right portion of Figure 2.20, shows a structural difference.
The filler particles aggregate according to the corresponding qagg peak moving to lower q
values during the MC. The mean size of the aggregates is Ragg ≈ 37nm. The overall TEM
picture seems more blurry. It shows several bigger agglomerates and lots of primary particles
and smaller aggregates in between. The look into the cluster mass distribution reveals that
only about 19% of all particles are bound into clusters and 63 ± 1% of them are found in
clusters with a mass smaller than ten. Compared to Aerosil 200 this is a huge decrease, which
is also reflected in the Kratky plot: the height of the aggregate peak is much lower. Looking
at the wetted surface fractions we can draw the same conclusions as for the change of surface
modifications for the systems containing Aerosil 200. Both filler related quantities lff and
lfr are increased and decreased respectively, although the extent is muss less pronounced.
The former is increased by one third and the latter decreased by roughly 15%. The modified
silica related surface fractions follow the same trend and thus encourage our argumentation
within the context of wetting-envelope - work of adhesion plots. lfs is increased by a factor
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of nine, lss decreased by approximately half and fsr by factor of four. Although we will draw
a large conclusive picture at the end of the discussion of all six systems, we can already see a
trend when changing the silica by otherwise same system parameters. The impact of surface
modification becomes more pronounced for the interface between the polymer and the surface
modified silica. This conveys the impression that silica particles that flocculate less inside the
elastomer matrix and wet it better, allow the silanized surfaces to better connect with the
surrounding elastomer matrix. This seems to be much more pronounced for silica surfaces
modified with the bifunctional silane TESPT than for those with the monofunctional silane
APDMES.
































Figure 2.21.: Comparison of Kratky plots with TEM pictures of the silica Ultrasil VN3 in
granulated form with modified surfaces represented by APDMES (amino-mod-silica) and
TESPT (Coupsil 8113 powd.). Left: APDMES. A structural development is barely given
as indicated by the scattering intensities. Some minor aggregates are formed with sizes
of Ragg = 14.9 ± 0.2nm, indicated by the black dashed vertical line. Right: TESPT. No
aggregation is visible. The mean size of the aggregates is Ragg = 14.2± 0.3nm, indicated
by the black dashed vertical line. The TEM pictures for both plots do not allow to identify
any structures.
The last systems contain the silica Ultrasil VN3 in granulated form. Both systems in Fig-
ure 2.21 show no structural development during the MC. Neither the Kratky plot nor the
TEM pictures allow to identify structures. Nevertheless, very small aggregates of about
Ragg ≈ 14nm are found in both systems. The difference in between both mean aggregate
sizes is negligible. The same is true for the cluster mass distributions. They yield that roughly
17% of all particles are bound into a cluster and almost every particle, i.e., 97%, is found in a
cluster with mass less than ten. There is no distinct variation in the cluster mass distribution
over the course of 10 simulated systems. The screening methods do not render it possible to
make a comment about the wetted surface fractions, no matter in which context. We can just
conclude that the silica type with the best dispersion and wetting behavior shows the lowest
impact when using different surface modifications. Looking at the changes in the wetted sur-
face fractions we still find the same ordering as argued before. lff slightly increases and lfr
decreases in the same manner. Those containing the surface modified silica surfaces, i.e., lfs,
lsr and lss increase by a factor of ten and five and decrease by half, respectively. The trend
mentioned before seems to be correct. The best dispersed silica type, allows both surface
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modified silica surfaces to connect even more to the elastomer matrix. Again, the effect is
stronger for the TESPT modified surfaces than for those with APDMES.
To discuss all systems in a more conclusive manner, and to get a better overview, we use the
wetted surface fractions of all systems to compare them directly. We separate our discussion
into a unmodified and modified silica based focus.





























Figure 2.22.: Comparison of different wetted surface fractions in systems containing CR. Systems
1 to 3 (and 4 to 6) represent Aerosil 200, Ultrasil VN3 powd. and gran., respectively. The
corresponding modified surfaces represented by APDMES (TESPT) are indicated in the
plots. Left: The silica particles in focus. Better dispersed filler particles show decreased
lff , lfs and increased lfr values, independent of the modification. Right: The modified
silica surfaces in focus. Better dispersed filler particles show decreased lsf and increased
lsr, lss values, independent of the modification. The modified silica surfaces represented
by the monofunctional silane APDMES seem to have a lower impact than those with the
bifunctional silane TESPT.
On the left of Figure 2.22 the unmodified silica surfaces are in focus and on the right, the mod-
ified surfaces. Systems 1 to 3 (and 4 to 6) represent systems containing APDMES (TESPT)
as the modification, indicated by the different grey background shadings. In between the
systems with the same surface modified silica, we keep the same ordering as in the discus-
sion before, i.e., systems 1 to 3 correspond to the left and systems 4 to 6 to the right plots
in Figures 2.19, 2.20, and 2.21. It should be noted that the standard deviation of all mean
wetted surface fractions is far below 0.1% and is thus not shown in the respective plots. The
ordering we concluded for fixed modified silica surfaces in the context of the wetting-envelope
- work of adhesion plot in Figure 2.17 is as we expected. Better dispersion and wetting of
unmodified silica particles lead to the corresponding increases of the wetted surface fractions.
However, the impact of silica change when using APDMES is far less than for TESPT – re-
gardless of the specific wetted surface fraction. In the case of lsr, this seems to be contrary to
our former identification of wetting, i.e., better wetting behavior towards the polymer should
yield higher values of the corresponding wetted surface fraction. One would thus expect that
APDMES has higher values of lsr compared to TESPT. The reason why this is not the case
is the flocculation behavior of the individual modified silica surfaces. That of APDMES is
strikingly increased compared to TESPT and, as we can see from Figure 2.22, the values for
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lss are correspondingly very high. Thus, less modified interfaces are left to connect to the
polymer. From the chemical point of view this is reasonable. Silica particles modified with
monofunctional silanes yield better dispersed systems. We indeed find that this is the case, as
the corresponding wetted surface fraction lfr is higher for APDMES than for TESPT. This
impact is lower for silica particles that already show good dispersion, like Ultrasil VN3 gran.
in our case. This is also reasonable due to the spatial confinement we impose in our model.
The silica surface makes up a majority of our filler particles and thus their tendency to wet
or to disperse is more dominant.
Table 2.3.: Comparison of the mass fractal dimension of the aggregates for different filler and
silane combinations inside CR with φ = 0.20 at T = 433 K. Note that the box-counting
algorithm was used and four digit precision was chosen to better show the differences be-
tween the systems. All values are taken after the final number of MC steps. Those containing
APDMES are very much the same. Only their uncertainty increases with increasing silica
dispersibility. The same trend is observable for systems containing TESPT. The one with
Aerosil 200 has the highest value and lowest uncertainty. Ultrasil VN3 powd. with TESPT
has a slightly higher value and lower uncertainty than that with APDMES. Ultrasil VN3
gran. shows to be rather the same for both modified silica surfaces – except of the higher
uncertainty for TESPT.
system silica silane d̄aggm
1 Aerosil 200 APDMES 1.841± 0.171
2 Ultrasil VN3 powd. APDMES 1.840± 0.192
3 Ultrasil VN3 gran. APDMES 1.839± 0.219
4 Aerosil 200 TESPT 1.870± 0.054
5 Ultrasil VN3 powd. TESPT 1.843± 0.171
6 Ultrasil VN3 gran. TESPT 1.840± 0.243
Table 2.3 lists the averaged mass fractal dimension of the aggregates, d̄aggm , for every system
with the averaged uncertainty σ̄aggm . It is chosen, because the values of individual systems did
not alter much and consequently an uncertainty of the mean neglects the information of the
individual uncertainty for each system. Note that four digit precision is chosen to better show
the slight differences in the APDMES cases (without taking the uncertainties into account).
All systems, which showed good dispersion in the TEM pictures and rather small aggregates
have a similar mass fractal dimension of their aggregates. These systems contained APDMES
modified silica surfaces. For TESPT modified silica surfaces, only Ultrasil VN3 gran. shows
this behavior. The only difference is found for the uncertainties. Two systems showed to have
recognizable aggregates via SAXS and TEM, i.e., 4 and 5 on the right of Figures 2.19 and
2.20, respectively. For them we find the lowest uncertainties and the highest mass fractal
dimension of their aggregates. Additionally, they are the only two systems, whose values
differ from those obtained right before the MC.
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Altogether, we showed the capability to mimic the flocculation process with our morphology
generator. The usage of TEM together with SAXS as a Kratky plot allowed us to analyze
the produced systems. More detail was obtained when taking some basic quantities as well
as the wetted surface fractions into account. In this context, the wetting-envelope - work of
adhesion plots showed to be a powerful tool to predict the behavior of filler particles inside
the elastomer matrix as well as the behavior between modified and unmodified silica. The
deviations in the cluster mass distribution and mean aggregate size for systems with the same
set of parameters is minor. Additionally, the mass fractal dimension of the aggregates has
been obtained. It also behaves similar for systems with the same set of parameters.
2.4.3. Compatibility of Modified and Unmodified Silica with Polymers
Taking all literature sources we found on the topic of surface free energies, regarding modified
and unmodified silica and polymer, into account we can generate an overview of the wetting
and flocculation behavior. Deduced from the example systems we investigated before, we use
the rating system given in Table 2.4. The according quantity for wetting is the contact angle
θ. That for flocculation/dispersion is the difference in work of adhesion ∆Wa .
Table 2.4.: Rating system for wetting and dispersion behavior of filler particles for fixed polymers
in the context of the position inside wetting-envelope - work of adhesion plot. Wetting
behavior is depending on the position in relation to the iso contact angle lines for fixed
values of θ. The dispersion behavior depends on the position inside the iso work of adhesion
loops for fixed values of ∆Wa.
grade symbol wetting dispersion
perfect ++ θ = 0◦ ∆Wa < 0.2
good + 30◦ & θ & 0◦ 0.2 < ∆Wa < 2.0
mediocre o θ ≈ 30◦ 2.0 < ∆Wa < 5.0
bad − 45◦ & θ & 30◦ ∆Wa > 5.0
poor −− θ & 45◦ ∆Wa  5.0
We split our consideration into silica and silane and start with the former as given in Table 2.5.
In each cell of the table we find two ratings. The first is with respect to wetting and the last
to dispersion. For each polymer a wetting-envelope - work of adhesion plot was produced and
the position of the silica particles inside the plot was rated according to Table 2.4. To obtain
the plots we need the surface free energy values for all ingredients. Those for all silica particles
are taken from [1]: precipitated silica (UVN3 powd./gran., Evonik Ultrasil VN3 in powder
and granulated form), fumed silica (A200, Lanxess Aerosil 200) and methylated fumed sil-
ica (AR974, Lanxess Aerosil R974). A majority of the polymer values are also taken from
this source, namely: natural rubber (NR1, TMR – Standard Malaysian Rubber SMR 20),
polybutadiene rubber (BR, Lanxess Buna CB25), ethylene-propylene-diene rubber (EPDM,
Lanxess Buna EP G6850), three different acrylonitrile-butadiene rubbers with different acry-
lonitrile content (P1846F, Lanxess Perbunan 1846F and P3446F, Lanxess Perbunan 3446F
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and P4456F, Lanxess Perbunan 4456F), hydrogenated acrylonitrile-butadiene rubber (HNBR,
Lanxess Therban TM A3407), polychloroprene rubber (CR, Lanxess Baypren) and carboxy-
lated acrylonitrile-butadiene rubber (XNBR, Lanxess Krynac X740). Other polymers are also
used: solution-polymerized styrene-butadiene rubber (S-SBR, Lanxess Buna VSL5025-0 HM,
[2]), two different styrene-butadiene rubbers (Nipol SBR, 24 wt% styrene and 34.2 wt% vinyl
and DSSK SBR, 24 wt% styrene and 67.2 wt% vinyl), and another natural rubber (NR2), all
taken from [5]. All polymers have different surface free energies and are thus different in the
context of wetting and dispersion. The individual values can be obtained from the respective
sources.
Table 2.5.: Wetting and flocculation behavior of silica particles within various polymers. The
rating is done according to Table 2.4. In each cell we find two values. The first corresponds
to the wetting behavior and the latter to the dispersion. The ordering inside the table for
the silica particles from left to right is, as well as for the polymers from top to bottom, from
low to high polar surface energy. The wetting of the silica particles is, with exception of
Aerosil R974, perfect for most of the polymers considered here. Their dispersion, however,
is mostly poor.
AR974 A200 UVN3 powd. UVN3 gran.
SSBR −−/o +/−− +/−− +/−−
Nipol SBR −−/−− −/+ −/o o/o
HNBR −−/− ++/−− ++/−− ++/−−
EPDM −−/− ++/−− ++/−− ++/−−
BR −−/− ++/−− ++/−− ++/−−
DSSK SBR −−/−− +/−− +/−− +/−−
NR2 −−/−− ++/−− ++/−− ++/−−
P3446F −−/− ++/− ++/−− ++/−−
NR1 −−/− ++/− ++/−− ++/−−
P1846F −−/− ++/− ++/− ++/−−
P4456F −−/−− ++/o ++/o ++/−−
CR −−/−− o/+ o/+ +/++
XNBR −−/−− −/− −/o −/o
The methylated fumed silica AR974 shows very bad wetting behavior for all polymers and
a high tendency to flocculate. For the other silica particles, we find a generally poor wet-
ting behavior for polymers with low or very high polar surface free energy. This is inverted
regarding dispersion: The silica particles show better dispersion in polymers with low and
high polar parts of the surface free energy. However, a complete picture can not be drawn
from the surface polarity alone as all silica particles and polymers are also different in their
dispersive parts. Thus, Table 2.5 should not be taken as a predictor for the behavior of silica
particles, due to the pure basis of surface polarity. For the surface modified silica particles
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we repeat this process. The ratings are listed in Table 2.6. Surface modified with the bifunc-
tional silane TESPT are the Ultrasil VN3 grades (C8113 powd./gran., Evonik Coupsil 8113
in powder and Coupsil 8113GR granulated form), which are taken from [1]. Surface modified
with several monofunctional silanes are Nissan silica particles in methyl ethyl ketone (MEK-
ST). These are octyldimethylmethoxysilane (ODMMS: CH3 –(CH2)7 –Si(CH3)2 –O–CH3),
chloropropyldimethylethoxysilane (CPDMES: Cl–C3H6 –Si(CH3)2 –O–C2H5)), and amino-
propyldimethylethoxysilane (APDMES: NH2 –C3H6 –Si– (CH3)2 –O–C2H5). All values are
taken from [3].
Table 2.6.: Wetting and flocculation behavior of silanized silica particles within various polymers.
The rating is done according to Table 2.4. The ordering inside the table for the silanized
silica particles from left to right is, as well as for the polymers from top to bottom, from
low to high polar surface energy.
ODMMS CPDMES APDMES C8113 pulv. C8113 gran.
SSBR ++/+ ++/o ++/− ++/−− ++/−−
Nipol SBR −−/−− −/− o/− −/o −/+
HNBR ++/+ ++/o ++/− ++/− ++/−−
EPDM ++/++ ++/+ ++/o ++/− ++/−−
BR ++/+ ++/o ++/− ++/o ++/−−
DSSK SBR +/+ ++/+ ++/+ o/o +/−−
NR Conti ++/+ ++/+ ++/− ++/+ ++/−
P3446F ++/o ++/o ++/− ++/+ ++/o
NR ++/o ++/o ++/− ++/o ++/−
P1846F ++/o ++/o ++/− ++/+ ++/o
P4456F +/o ++/+ ++/o ++/+ ++/o
CR −−/−− −−/−− −/−− −−/− o/+
XNBR −−/−− −−/−− −−/−− −−/−− −−/−−
The combination of good wetting and high flocculation tendency should produce network like
structures within the elastomer matrix. The necessary coupling between silica and polymer is
chemically achieved using bifunctional silanes such as TESPT (cf. Appendix A). Looking at
Table 2.6 we see that Coupsil 8113 gran. indeed shows this kind of behavior. The powdered
version of the otherwise identical silanized silica particle already shows less flocculation ten-
dency and is more comparable to particles surface modified with the monofunctional silane
APDMES. The other two silanized silica particles show, as we would expect from the modifi-
cation with monofunctional silanes, good wetting and dispersion for a majority of polymers.
The next steps could now be to use both tables and perform the simulations for all possible
combinations. However, this approach has a few drawbacks. Not every combination of sur-
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face modified and unmodified silica inside every polymer is reasonable to look at from the
perspective of the industry. A new approach is introduced in the next part.
2.5. Mimicking Filler Particles in Single Polymers – Impact of
Parameters
Every elastomer producing company has their own recipes. Even slight variations in the
compound can lead to a huge impact of essential macroscopic properties. The most commonly
used rubbers in tire and rubber sole production are NR, SBR, and BR due to their wide
application areas [10, 57, 58]. For the remainder of this work, we focus on the former two.
The specific filler particles used in recipes, such as carbon black and silica, as well as surface
treatments or coupling agents, like silanes, are generally known [10]. The most common silane
is TESPT as mentioned in Appendix A.3. We thus mimic silanization by using the surface free
energy of a TESPT modified silica particle, i.e., Coupsil 8113 powd. For the filler particles,
on the other hand, many different types are used. Unfortunately, just a few, as in the case
of silica only those listed in Table 2.5, are analyzed with respect to their surface free energy.
Other physical and chemical properties are mostly more important for the elastomer industry,
for instance the BET or CTAB surface (cf. Appendix A). Additionally, the measurement is
difficult and yields highly variable results, depending on the method (cf. [1]). To overcome this
drawback for our model, we simply mimic different filler particles by altering their dispersive
and polar parts of the surface free energies. This allows us to create a variety of systems
containing different types of silica, such as fumed, methylated fumed, precipitated, or even
some grades of carbon black. For the latter we need to keep in mind that the treated surfaces
are still represented by the values of Coupsil 8113 powd., i.e., a surface modified silica.
Although some surface modifications of carbon black exist, such as graphitizing, it is not
clear whether their surface free energies are altered to such an extent that they are correctly
represented by those values. However, carbon blacks have very low surface polarity, which
means that our mimicked filler particles are mainly identified as silica.
All systems produced this way are then analyzed using our screening methods and evaluated
in the same way as the example systems. Because this produces a tremendous amount of
data, we need to find a more compact way to compare different systems instead of comparing
Kratky plots as done previously. One possibility is to obtain the mean aggregate size as a
single quantity from those plots. It can be plotted against the polar part of the surface free
energy and allows to analyze the corresponding impact on structural development. The result
is a so-called ’aggregation phase diagrams’, which is accompanied by TEM pictures for visual
feedback. A detailed analysis of the systems is again achieved by using the wetted surface
fractions and/or other basic quantities. The wetting-envelope - work of adhesion plots are a
helpful tool to identify promising example systems for which to simulate TEM pictures. The
mass fractal dimension of the aggregates is also discussed. Table 2.7 shows the surface free
energies used for the different systems in this part.
Beside the right choice of the ingredients, we need to investigate the impact of our other
simulation parameters. We therefore alter the filler volume content φ and the temperature
T , to examine their impact on the development of structures. The system parameters for all
simulations conducted in this section are chosen as follows:
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Table 2.7.: Surface free energies of the ingredients for aggregation phase diagrams in single
polymers. The values of the surface modified silica, abbrevated as ’mod. sil.’, are taken for
all treated surfaces. The values of the filler particles allow to mimic different filler particles,
such as fumed, methylated, and precipitated silica as well as different grades of carbon
black. The polymers are common constituents of rubber recipes in the tire industry [10, 57]
and for rubber soles of shoes [58]. The values for SBR are taken from [5], therein named
SBR-LV. All other values are taken from [1].
type name γd [mJ/m2] γp [mJ/m2] γ - total [mJ/m2]
mod. sil. Coupsil 8113 powd. 22.2 10.8 33.0
filler - 20/30 0, 5, . . . , 30 20, . . . , 60
polymer Natural Rubber (NR) 15.9 6.1 22.0
polymer Styr.-Butad. Rubber (SBR) 29.9 1.6 31.5
• system size L: 128
• filler volume content φ (in vol. %): 10, 15, 20, 25
• heterogeneous silanization θ: 0.25
• temperature T in K: 413, 433, 453, 473
• maximum number of MC steps: 103 · L3
The aggregation phase diagrams allow us to compare different systems with respect to the
alternating parameters. The investigation of the flocculation time, which is in our case the
number of MC steps, will also be taken into more consideration than for the example sys-
tems. Altogether, this leads to 448 recipes in total, not including the different flocculation
times. Therefore, not every possible combination is considered here. Note that different to
the example systems only one simulation per system is conducted. This is reasoned by the
minor uncertainties we have seen before.
2.5.1. Wetting-Envelope - Work of Adhesion Plots
We begin identical to our example systems with the wetting-envelope - work of adhesion
plots. They are independent of any system parameters as they only rely on the surface free
energies. Therefore, we just need to vary the positions of our mimicked filler particles inside
the corresponding plots. As we are striving to compare both polymers and need to take
the interaction between the fillers and the surface modified silica into account, we use plots
as shown in Figure 2.23 for different dispersive parts of the surface free energy of the filler
particles, γdf . Figure 2.23a depicts NR and Figure 2.23b SBR. The red dots inside both systems
are artificial filler particles with γdf = 20mJ/m2. The numbers indicate systems we investigate
in more detail for the remainder of this part. They are fixed by their polar part of the surface
free energy and are not changed when their dispersive part is changed to γdf = 30mJ/m2.
They are chosen to have a good mixture and variety in wetting and flocculation behavior in
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both polymers. The olive colored dot in each of the plots represents the silane. It should be
noted that the values for the dotted iso ∆Wa lines are chosen to match our rating system
introduced in Table 2.5 and are thus bigger compared to our example systems. The solid iso
contact angle lines are not altered. To find the ordering as we did for our example systems,
we need to examine the interactions between the fillers and the surface modified silica. Thus,
it is again useful to plot a wetting-envelope - work of adhesion plot in which the surface
modified silica is identified as the liquid. The plot is basically the same as the right portion
of Figure 2.18, just with the corresponding filler particles added and with the aforementioned
difference in the iso ∆Wa. It is shown in Figure 2.23c.





























(a) NR as the liquid.
















(b) SBR as the liquid.





























(c) Surface modified silica as the liquid.
Figure 2.23.: Wetting-envelope - work of adhesion plots for NR, SBR, and surface modified silica
containing artificial filler types with γdf = 20mJ/m2, marked as red dots. Those labeled by
roman numerals I to IV are chosen to be investigated further. The olive colored dot in both
of the top plots (a) and (b) marks the position of the surface modified silica Coupsil 8113
powd.
We are now able to deduce the ordering in the same way as for the example systems. Here,
we concentrate only on the four filler particle types indicated by the roman numerals in
Figure 2.23. A complete overview on the development of the wetted surface fractions is again
given in the detailed analysis of the simulated TEM pictures.
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We start with the case of filler types having γdf = 20mJ/m2 and being incorporated inside NR,
i.e., Figure 2.23a. First of all, the surface modified silica (olive dot) has a high flocculation
tendency and is perfectly wetted by the polymer. Thus, the wetting should yield strong
impacts regarding every filler related interface. This is because the flocculation of the surface
modified silica is always bound to filler flocculation, due to the spatial confinement imposed
in our model.
With that in mind, we start with filler type I. It shows bad wetting and high flocculation
tendency for the polymer as well as for the surface modified silica. Thus, we expect a high value
of lff and subsequently a low value for lfr. The positioning of the filler type in Figure 2.23c
indicates that it flocculates, if it is surrounded by surface modified silica. It is not wetted by
them. Thus, lfs (lsf ) should be very low. From the viewpoint of the surface modified silica,
the flocculation tendency is high for the polymer as well as for the filler, but at the same time,
the wetting for the polymer is extensively higher. This should lead to lsr being very high,
meaning that in the aggregation process filler particles with many surface modified sides are
pushed into the outer layers of the filler structures. Subsequently, this must lead to a fairly
low value of lss, because of the spatial confinement of the modified surfaces.
Starting from filler type II, the wetting of all filler types with higher polar surface free energies
is now perfect for the polymer and only the flocculation tendency differs. Filler type II shows
the lowest tendency. The wetting between filler and surface modified silica can still not be
considered good but the flocculation tendency gets less and is rated mediocre. Thus, the value
of lff should be very low and that of lfr very high. The tendency for the filler to flocculate
around surface modified silica gets less and the wetting increases slightly, which in turn leads
to an elevated value in lfs (lsf ). Due to the low filler flocculation but still same tendency of
the surface modified silica to flocculate, the value of lss should increase. Because both surface
modified silica related interfaces increase, the value of lsr must become lower.
The flocculation tendency of filler type III is now higher, which in turn must lead to an
increase in lff , but it is still lower than I. This, together with the better wetting behavior,
should give a higher value of lfr compared to I. Because the filler particles are dispersed, if
surrounded by surface modified silica and the wetting between both is also increasing, this
should yield the highest value of lfs (lsf ). In turn, the other surface modified silica related
interfaces must decrease. Those regarding rubber more than those regarding surface modified
silica, because all modified surfaces are turned towards the filler surfaces.
All filler types with polar surface free energy higher than those of type IV show a very high
flocculation tendency beside their perfect wetting. Thus, lff must increase further, coming
from III, which in turn decreases lfr. Because of the higher flocculation tendency compared







ff and lIIfr > lIIIfr > lIfr > lIVfr . (2.31)
Because the flocculation tendency of the filler types for surface modified silica increases from
the perspective of III in every direction, the corresponding mixed interface lfs must decrease.
With the ordering of the filler types in Equation (2.31) in mind, we conclude for the ordering
of filler and surface modified silica








This also gives us insight in the development of lss. It must decrease because lff increases
and because both surface modified silica related surface fractions decrease, lsr has to increase.







ss and lIsr > lIVsr > lIIsr > lIIIsr , (2.33)
giving us the final ordering in this case.
When we now change the polymer to SBR and look at Figure 2.23b, we find the surface
modified silica to show an even higher flocculation tendency but a poor wetting behavior
towards the polymer. Because the flocculation tendency of all filler types towards the surface
modified silica is obviously unaltered (Figure 2.24c is still used for the behavior between
filler and surface modified silica), we expect the same ordering of lfs (lsf ) like before, albeit
the absolute values will be different due to the other surface modified silica related interface
changes.
The surface modified silica flocculation inside the elastomer matrix, lss should be the highest
for filler type I and then decrease continuously. This can be justified by Equation (2.32)
together with the increasing flocculation tendency of the filler particles inside the elastomer







fs and lIss > lIIss > lIIIss > lIVss . (2.34)
To find the ordering regarding the filler-polymer surface fractions lfr, we just need to take a
look at the ordering of flocculation tendency of the filler types inside the elastomer matrix,








The filler-filler wetted surface fraction, lff , is affected due to the flocculation tendency for
both elastomer matrix and surface modified silica. As the systems want to minimize their free
enthalpy, combinations which yield a low difference in work of adhesion are favored. Filler
type III shows the lowest flocculation tendency towards the surface modified silica, i.e., the
highest value of lfs. At the same time, it is high inside the elastomer matrix. Due to the
possibility to minimize the free enthalpy, the filler-filler flocculation is avoided as much as
possible. Filler type II comes next, followed by I and IV.
Finally, the wetted surface fraction between surface modified silica and the elastomer matrix
is discussed. It can be most effectively deduced by using the orderings we found so far. Filler
types with the highest value of lsr should be found where we have the highest lff value
combined with lowest possible values for lfs and lss. This is given for filler type IV. Following
this procedure we find I next, followed by III and II. This gives as the last orderings







ff and lIVsr > lIsr > lIIIsr > lIIsr . (2.36)
The orderings in the wetted surface fractions between NR and SBR are different. For instance,
no filler incorporated in SBR will show complete dispersion – at least not with the surface
modified silica we used. For NR, however, filler type II looks promising. These simple conclu-
sions are drawn from the orderings of lff and lfr. But the possibilities to draw conclusions
on aggregation or dispersion are very limited. For a more conclusive picture, we need take
the simulated scattering intensities and TEM pictures as well as the values of the wetted
surface fractions into account. The ordering of the latter, however, should at least give us a
consistency check, whether the development of the structures is reasonable or not in the pure
terms of surface free energies.





























(a) NR as the liquid.
















(b) SBR as the liquid.






























(c) Surface modified silica as the liquid.
Figure 2.24.: Wetting-envelope - work of adhesion plots for NR, SBR, and surface modified
silica containing artificial filler types with γdf = 30mJ/m2, marked as purple dots. Those
labeled by roman numerals I to IV are chosen to be investigated further. The olive colored
dot in both of the top plots (a) and (b) marks the position of the surface modified silica
Coupsil 8113 powd.
We can now repeat this procedure for the filler types with γdf = 30mJ/m2, as depicted in
Figure 2.24. The style of the plot is equal to Figure 2.23.
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First of all, increasing the dispersive part leads to a vertical shift for all filler particle types.
Subsequently, the wetting behavior gets better, despite of the liquid. In the case of NR, i.e.,
Figure 2.24a, the shift additionally leads to higher flocculation tendencies, except for I. It
is unaffected in this aspect. Its wetting behavior, however, is way better. Beside the fact
that the absolute values of all wetted surface fractions will be different, we only see minor
changes in ordering. Filler types II and III are now basically identical with respect to NR.
However, III still shows better dispersion for the surface modified silica. Thus, the ordering
regarding the filler-filler wetted surface fraction lff is changed in the positioning of II and III,
compared to the left part of Equation (2.31). Because the overall values of lff are increased
for those two filler particles, their lfr values must decrease. Their ordering, however, should
not be affected. The values for lfr of types II and III should be nearly equal. For SBR, i.e.,
Figure 2.24b, the flocculation tendency is decreased for I and II, whereas the other particles
are more or less unaltered. This should result in higher values of lfr and lower values in lff .
The impact on the interaction between filler and surface modified silica is also affected, as
can be seen in Figure 2.24c. The flocculation tendency of all filler types is increased. The
ordering, however, should not be affected at all.
In the next parts, we use our morphology generator to produce all of the above systems
and check, whether the ordering deduced here is in agreement with our results. This check
is performed by combining the results of the different screening methods. The focus is on
the change of the different system parameters. These are the flocculation time, filler volume
content, φ, and the temperature, T . We start with the former, i.e., taking a look at the
systems after different number of MC steps.
2.5.2. Impact of Flocculation Time
A variable number of MC steps for a given system allows to analyze the structural develop-
ment over time11. We already saw in the introductory part of the screening methods that a
certain number of MC steps needs to pass before any development can be observed. Generally,
the mean is ten steps per particle. This results in the order of 107 MC steps in total for our
systems. Therefore, we do not consider systems below this threshold. In order to limit the
variations of the parameter space and focus on the impact of flocculation time, we need to fix
the filler volume content and the temperature. Akin to our example systems, we use φ = 20%
in vol. and T = 433 K. Again, we briefly summarize the procedure: Kratky plots for each
system are produced and evaluated with respect to their mean aggregate size, qagg. Those
values are plotted against the polar part of the surface free energy and compared for different
number of MC steps. TEM pictures are embedded inside these aggregation phase diagrams.
Plots of the wetted surface fractions are used to analyze them in more detail. Additionally,
the distribution of the cluster masses is considered.
We start with filler types having a dispersive part of the surface free energy of γdf = 20mJ/m2
incorporated inside NR, i.e., Figure 2.25.
The plot in the top, Figure 2.25a, shows the aforementioned corresponding aggregation phase
diagram. The left axis shows the magnitude of the scattering vector for the aggregate, i.e.,
11MC simulations do not have any time scale per se. The identification of MC steps as a time is discussed in
Appendix D.
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Figure 2.25.: (a): Aggregation phase diagram for filler types with γdf = 20mJ/m2 incorporated
in NR with φ = 0.20 at T = 433 K including embedded TEM pictures for systems indicated
by roman numerals. The colored border of each TEM corresponds to the according number
of MC steps given in the legend. (b): Wetted surface fractions with the unmodified filler
in focus. (c): Wetted surface fractions with the modified silica sides in focus. Both wetted
surface fractions are corresponding to the TEM pictures embedded in (a).
the second peak in the Kratky style plot, qagg. On the right axis we find the radius of the
aggregates. It is calculated via Ragg = π/qagg. Note that this axis does not scale linearly.
The embedded TEM pictures for the filler particles indicated by roman numerals, show
a 50 × 50 portion of each system to render the differences more clearly. This is equal to
0.4µm× 0.4µm. The colored border of the TEM pictures is corresponding to the number of
MC steps indicated in the legend. The error on each data point arises due to the procedure
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elucidated in the screening methods section and is given for the qagg values. Note that all
the information given for this plot also applies for all other upcoming plots of the same type.
The two plots at the bottom, Figures 2.25b and 2.25c, show the corresponding wetted surface
fractions for the bare filler and the silanized surfaces respectively. They need to be compared
with the TEM pictures and thus, with the red data points in Figure 2.25a.
The blue data points in Figure 2.25a are corresponding to our lowest value of MC steps where
we expect any structural development. Here, the size of the aggregates is not significantly
depending on the polar part of the surface free energy and the aggregates show sizes of roughly
16nm. Increasing the mean number of MC steps per particle by a factor of ten, which are
the dark purple data points obtained after 108 MC steps, we start to see differences between
the filler particles. This trend becomes more clear for even higher number of MC steps.
Individually, the impact of flocculation time differs. The mean size of the aggregates of filler
type I increases, but the trend shows that longer flocculation times do not change their size
drastically. Filler type II is completely unaffected by the number of MC steps. The particles
are dispersed throughout the elastomer matrix and no structures develop. The opposite is
found for filler type III. The ongoing flocculation time produces growing aggregates with
mean aggregate sizes of Ragg ≈ 53nm. This effect diminishes for higher polar parts of the
surface free energy such as for filler type IV, whose aggregates have an equal size compared
to I, i.e., Ragg ≈ 23nm.
The mean size of the aggregates for TESPT silanized silica particles inside NR with the same
filler volume fraction of φ = 0.2 is found to be Ragg ≈ 22.5 ± 10nm [51] (cf. Figure 7.9
therein). The silica particles used in this work are Ultrasil 7000. Experimental surface free
energies for this silica particle were not obtainable. Although it is different from Ultrasil VN3,
at least the production process is similar, i.e., both are precipitated silica. Therefore, we use
the results for the filler particle which matches most with Ultrasil VN3. This is filler type IV.
For that we find a value of Ragg ≈ 23nm. The size of the primary particles is 7nm and thus
comparable to ours. We therefore find aggregates, which are comparable in size.
For the wetted surface fractions in Figures 2.25b and 2.25c, we find that the ordering we
deduced in the context of the wetting-envelope - work of adhesion plots is correct, although
the differences in lss for the first three particles is rather minor. Nevertheless, a closer look
reveals that this ordering is also correct.
The wetted surface fractions of filler type I, which correspond to γpf = 0mJ/m2, show that
those regarding the filler surface, i.e., Figure 2.25b, are completely divided into rubber and
filler. If we look at the TEM picture I and the value for mean size of the aggregate, this
is fairly reasonable. A network like structure developed inside the elastomer matrix with
relatively small aggregates inside the branches. Single primary filler particles are not found
in between the branches. This is supported by the cluster mass distribution, which shows a
single large cluster containing roughly 90% of all filler particles. Clusters with a mass less
than ten are far below 1%.
The significant boost in lfr and loss in lff when changing the polar part of the surface free
energy, i.e., now considering filler type II, is an agreement with the corresponding TEM
picture. Almost no structural development is found and the primary particles are dispersed
inside the elastomer matrix. The cluster mass distribution supports this reasoning, as only
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63% of all particles are found in clusters and of those 83% have a mass less than ten. The
biggest clusters found have a mass lower than one hundred. The decrement in the silane
related surfaces in Figure 2.25c for rubber as well as the increment for the wetted surface
fraction of filler and silane, lfs (lsf ), is not represented by the TEM picture. This shows again
that the combination of all screening techniques is mandatory to render a complete picture
of the simulated systems.
Further increase of the polar part of the surface free energy leads to a strikingly decreased
value of lfr and further increase of both other filler related surface fractions. The TEM picture
shows distinct structures and the mean size of the aggregates is considerably large. It has
a value of 52.6 ± 2.4nm. Here, the value for the purely filler-filler related surface fraction,
lff , does not indicate structures of this size. But if we take those regarding filler and surface
modified silica into account, i.e., lfs (lsf ), we can see that the distribution of the contacts
between particles inside those structures has a relatively large share coming from this specific
combination. Still, the majority comes from filler-filler contacts. The distribution of the cluster
masses shows that 86% of all particles are bound into clusters. Only 11% of the particles are
in clusters with a mass less than ten. More than half are found in clusters with a mass higher
than one thousand. Higher values of γpf lead to higher values of lff and lower values of lfr
and lfs (lsf ). The mean size of the aggregates becomes smaller.
For filler type IV the TEM picture again indicates a filler network, but it is less continuous
than that in I. More single large structures can be identified and the distances between
individual branches seem to be higher. The distribution of the cluster masses supports this
impression. Although there is a single large cluster again, it just includes around 60% of
all particles inside it. The clusters with mass smaller than ten are again below 1%. Thus,
we find several bigger single clusters with mass up to several thousands of primary filler
particles. Those bigger aggregates start to merge with the cluster network, if the polar part
of the surface free energy is increased further. It seems that the wetted surface fractions
indicate a filler network, if the values for lff and lfr are fairly high, while that of lfs (lsf )
is low. Additionally, it is more continuous if the value of lsr is high. The impact of lss on
any structural behavior can not be established. In the context of the wetting-envelope - work
of adhesion plots we find that high flocculation tendency of the filler particles inside the
elastomer matrix and the surface modified silica environment results in filler networks. Key
is the good wetting of the surface modified silica with respect to the elastomer. If the surface
modified silica behave differently, this may lead to the development of other structures.
If we now change the polymer to SBR and look at the corresponding Figure 2.26, we see a
major difference in every aspect. The impact of flocculation time is very limited and only
significant for the first two filler types. Similar to NR, the lowest number of MC steps does
not produce structures, regardless of the polar part of the surface free energy. Higher numbers
start to produce structures, which do not seem to be very different with respect to the mean
aggregate size. Filler type II, which showed very good dispersion inside NR, now produces
with Ragg ≈ 27nm the biggest aggregates. The large aggregates we saw for filler type III
inside NR, on the other hand, are completely gone.
Experimentally, we find values of Ragg ≈ 34nm [38]. They are obatined for compounds, which
contain 21.1% HD silica Zeosil 1165 MP inside SBR, but modified with a different silane, i.e.,
octeo instead of TESPT. To compare our results, it is necessary to know the surface free
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Figure 2.26.: (a): Aggregation phase diagram for filler types with γdf = 20mJ/m2 incorporated
in SBR with φ = 0.20 at T = 433 K including embedded TEM pictures for systems indicated
by roman numerals. The colored border of each TEM corresponds to the according number
of MC steps given in the legend. (b): Wetted surface fractions with the unmodified filler
in focus. (c): Wetted surface fractions with the modified silica sides in focus. Both wetted
surface fractions are corresponding to the TEM pictures embedded in (a).
energy value of Zeosil 1165 MP. Unfortunately, it was not obtainable. By the manufacturer it
is known, however, that Zeosil 1165 MP is identical to Ultrasil VN3 a precipitated silica [59].
Therefore, we again use filler type IV, for which we find a value of Ragg ≈ 21nm. Although
this value might be way less, we need to take the size of the primary particles into account.
Here, we use Rsi = 8nm and consequently obtain a ratio between aggregate and primary
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particle of Ragg/Rsi ≈ 2.6. If we take the mean size of the primary particles of Zeosil 1165
MP, i.e., Rsi = 13.85nmm [38], we find a comparable ratio of Ragg/Rsi ≈ 2.5.
Looking at the wetted surface fractions in Figures 2.26b and 2.26c, we again find that the
ordering we deduced in the context of the wetting-envelope - work of adhesion plots is cor-
rect.
For filler type I, the wetted surface fraction between filler and the surface modified silica,
i.e., lfs (lsf ), is close to zero, akin to NR. This is different for lff and lfr that switch their
positioning. The corresponding TEM picture in Figure 2.26a shows several massive structures
not connected to one another. Looking at the cluster mass distribution, we find that this
impression is indeed correct. Almost 98% of all primary filler particles are bound into clusters
and of those, not even 2% are found in clusters with mass less than ten. In fact, almost half
of all filler particles are bound into clusters with a mass greater than one thousand. This is
a similar behavior compared to filler type III for NR in Figure 2.25. The strong difference in
both TEM pictures is due to the difference in filler-surface modified silica contacts, i.e., lfs
(lsf ).
Increasing the polar part of the surface free energy, the structures inside the TEM pictures
become well defined, more acute, and seem to be smaller. The amount of primary particles
bound into clusters is similar to the system containing filler type I, i.e., 95%. Their distri-
bution, however, is different. Primary particles inside small clusters with mass less than ten
and in bigger ones with mass greater than one thousand combined only make up 15% of all
cluster bound particles. It is again true that higher values of lfs (lsf ) together with low values
of lsr yield more compact and smaller clusters.
The TEM picture for filler type III is more blurry compared to II and shows a higher quantity
of smaller clusters. The trend we saw going from I to II is continued. Less particles are bound
into clusters with mass greater than one thousand, i.e., 3%, and more particles are bound into
smaller clusters with mass less than ten, i.e., 6%. Coming from I, we thus find that higher
polar surface free energy breaks down the bigger structures. We saw this behavior also for NR,
but more abrupt. The change from I to II completely destroyed the filler network. Aggregation
into bigger single structures began in the change from II to III. Further increment then led
to the formation of filler networks. This is also true for SBR.
The TEM for filler type IV shows a continuous filler network. The wetted surface fractions
also fulfill all requirements, i.e., high values of lff , lfr, and lsr while at the same time having
a low value of lfs (lsf ). Indeed, the cluster mass distribution shows that this system contains
a single large cluster, which comprises more than 80% of all primary filler particles. This is
very similar to filler type I in NR, which is no surprise when we compare the corresponding
wetted surface fractions in the bottom of Figures 2.25 and 2.26 and thus, the ordering we
deduced in the context of the wetting-envelope - work of adhesion plots. The different wetting
behavior of the surface modified silica with respect to the different polymers is a huge impact
factor – at least for the system parameters we have chosen so far. Further increment of γpf
yields structures inside the elastomer matrix very similar to NR.
We now change the dispersive part of the surface free energy of all filler particles to γdf =
30mJ/m2 and investigate their behavior inside the different polymers again, i.e., we consider
Figure 2.27.
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Figure 2.27.: (a): Aggregation phase diagram for filler types with γdf = 30mJ/m2 incorporated
in NR with φ = 0.20 at T = 433 K including embedded TEM pictures for systems indicated
by roman numerals. The colored border of each TEM corresponds to the according number
of MC steps given in the legend. (b): Wetted surface fractions with the unmodified filler
in focus. (c): Wetted surface fractions with the modified silica sides in focus. Both wetted
surface fractions are corresponding to the TEM pictures embedded in (a).
Similar to the former case we start with NR. The impact of flocculation time is still compa-
rable to the former case with γdf = 20mJ/m2, i.e., Figure 2.25a. A major change is, however,
found for the system containing filler type II. It now shows a variation in the mean aggregate
size, which was not seen before. Thus, the formerly well dispersed system containing filler
type II now shows structural development. The big mean aggregates for type III are gone
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and we instead find rather smaller ones. Both other systems containing types I and IV seem
to be only affected minorly in this quantity.
The wetted surface fractions in both Figures 2.27b and 2.27c also show a very different
behavior. In the context of the wetted-envelope - work of adhesion plots, we find that the
ordering we deduced is correct. Even the equality between filler types II and III in lfr, due
to their very similar positioning regarding the flocculation inside NR and the silane, is found
here.
Filler type I does not show any changes, compared to the γdf = 20mJ/m2 case. We find zero
contact between filler and the surface modified silica, lfs (lsf ), and a very high value of lsr
as well as lff . The TEM pictures are also very similar and show a network like structure
inside the elastomer matrix. Due to those facts we expect no difference in the cluster mass
distribution. This is indeed the case. A single large cluster permeates the elastomer matrix,
containing roughly 90% of all primary filler particles again. Small clusters with mass less than
ten are way below 1%.
Increasing the polar part of the surface free energy and moving to filler type II, we now find
only very minor changes, which is completely different to the γdf = 20mJ/m2 case. Instead of
a boost in lfr, there is a slight decrease and the loss in lff is also considerably less. Regarding
the modified silica surface fractions, we find a higher decrement in lsr and slightly higher
increment in lfs (lsf ). This is in agreement with the rather compact and big aggregates we
can see in the corresponding TEM picture. No continuous filler network is visible. The change
in γpf leads to a breakdown of the filler network into several big clusters. Almost half of all
cluster bound particles, which are about 99% of all particles, are found in clusters with mass
greater than one thousand. In the strict sense of filler network breakdown due to an increment
in γpf , the behavior in both cases is the same.
For filler type III, lfs (lsf ) is increasing, but lff does decrease while lfr shows no significant
change. The high loss in lsr, we saw before, has also a much lesser extent. The TEM picture
indicates, similar to γdf = 20mJ/m2, bigger structures. Their mean aggregate size, however,
is slightly smaller than for filler type II. Thus, the structures are slightly less dense, which is
also supported by the TEM picture. Looking at the cluster mass distribution, we find that
the number of primary filler particles inside clusters did not change. However, we now find
less primary filler particles are bound into clusters with mass more than one thousand, i.e.,
only 40%. Although this might contradict our impression we got from our TEM picture, an
even more detailed look reveals that the biggest clusters produced by filler type III are almost
twice as big as those by filler type II. The distribution of the cluster sizes also gives a hint
here. It is more narrow for filler type II than for III. The rearrangement of the structures into
bigger ones is akin to the case with γdf = 20mJ/m2, albeit to a much lesser extent.
Further increasing the polar part of the surface free energy, i.e., filler type IV, decreases lfs
(lsf ) and slightly increases lff and lfr. A large increase is found in lsr. The combination of the
last three mentioned wetted surface fractions indicates a filler network. This is supported by
the TEM picture as well as the cluster mass distribution. The single large cluster, permeating
the elastomer matrix, contains about 85% of all primary filler particles. Way below 0.1% of
the filler particles are unbound. Different to the γdf = 20mJ/m2 case we thus find a more
continuous network. If we compare the wetted surface fractions, we find for the less continuous
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network lower values of lsr and higher values of lfs (lsf ). This is again an indication that our
statement of network continuity is – at least for this parameter combination – correct.
So far we can state that in both cases we start with a filler network, which breaks up for
increasing values of the polar part of the surface free energy. Further increment first leads
to the formation of single big structures, which then form a filler network again. The extent
is more pronounced for γdf = 20mJ/m2 than for γdf = 30mJ/m2, while the continuity of
the filler networks behaves the other way around. At very large values of γpf , i.e., greater
than 20mJ/m2, the systems are not discernible. A reason for this behavior is the higher
flocculation tendency we saw due to the change in the dispersive part of the surface free
energy in the context of wetting-envelope - work of adhesion plots.
At last we are left with the behavior of the different filler types inside SBR. Figure 2.28
depicts these cases. The impact of flocculation time for filler types with different polar parts
of the surface free energy is comparable to the case of γdf = 20mJ/m2. Again, only the first
two types show any significant changes. For the lowest number of MC steps, we find the only
significant difference for the system containing filler type I. This is comparable to the system
containing filler type II with γdf = 20mJ/m2 in the case of NR (cf. Figure 2.25a). Increasing
the number of MC steps leads to the formation of pronounced aggregates for every filler type.
The size of the aggregates are representative for more complex structures. For filler type II
we find a difference to the other case, as they are slightly bigger.
Filler type I is comparable to the carbon black N339, which has a dispersive part of γdf =
27mJ/m2 and a polar part of γpf = 0mJ/m2 [1]. In [49], the size of the corresponding
aggregates has been determined using SAXS. They find values of Ragg = 27nm. In the
simulation we find Ragg ≈ 25nm. Before we compare both values, we need to calculate
the ratio between aggregate and primary particle – akin to the consideration of the silica
particles inside NR and SBR in the γdf = 20mJ/m2 case. For filler type I we consequently find
Ragg/Rsi ≈ 3.1. Experimentally, we find, however, Ragg/Rsi ≈ 2.1, with Rsi = 13nm. The
aggregates we obtain from the simulation are therefore bigger than those in the experiment.
But we are considering the impact of flocculation time in this section. The mean size of the
aggregates after the shorter simulation time, i.e., after 108 MC steps, yields a significantly
lower value of Ragg ≈ 20nm. We consequently find a ratio of Ragg/Rsi ≈ 2.5. This matches
with the experimental values quite well and gives a hint that shorter simulation times might
be reasonable to consider.
The wetted surface fractions in Figures 2.28b and 2.28c are also more or less unaltered
compared to those in Figures 2.26b and 2.26c, as we expected from the unaffected ordering
in the context of the wetting-envelope - work of adhesion plots. We only see a change in the
values, not in the individual courses itself.
Filler type I shows the predicted increment in lfr and decrement in lff . Beside that, we
find lower values of lsr and higher values of lss. The corresponding TEM picture is more
comparable to filler type II in the case of γdf = 20mJ/m2. It shows several big structures,
albeit less acute. This renders the picture overall more blurry. The distribution of the cluster
masses shows that we find about 95% of all primary filler particles bound into clusters. Of
those, about 28% are found in clusters with mass greater than one thousand and only about
5% in clusters with mass less than ten. This is indeed similar to filler type II in the other
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Figure 2.28.: (a): Aggregation phase diagram for filler types with γdf = 30mJ/m2 incorporated
in SBR with φ = 0.20 at T = 433 K including embedded TEM pictures for systems indicated
by roman numerals. The colored border of each TEM corresponds to the according number
of MC steps given in the legend. (b): Wetted surface fractions with the unmodified filler
in focus. (c): Wetted surface fractions with the modified silica sides in focus. Both wetted
surface fractions are corresponding to the TEM pictures embedded in (a).
case, although there were more clusters with intermediate mass, i.e., between ten and one
thousand. This is due to the higher number of lss contacts, which also accounts for the more
blurry impression of the TEM picture.
For filler type II we see that lfs (lsf ) is now lower than lss compared to the other case. The
according TEM picture shows relatively large structures, which are far apart. In between
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the bigger ones we find some smaller structures. If we look at the cluster mass distribution,
we find a very similar distribution, identical to filler type I. The increasing value of lfs (lsf )
indicates that the structures are now more compact, which is justified by the increasing mean
aggregate size. The high value of lss separates the individual structures and drives them apart.
Although the cluster mass distribution shows lots of similarities, the overall trend in reduction
of bigger structures into smaller ones is still given, albeit to a way lesser extent. In fact, this
combination of filler type and polymer shows the lowest impact of structural reduction of all
systems investigated so far.
For filler type III this trend continues, similar to the other case. Now, the value for lfs (lsf )
increases and that of lss is way lower. Additionally, the value of lsr increases again, but to
a much lesser extent compared to the other case. As observed for every other system, the
structures become more compact, which renders the TEM picture more acute. The structures
themselves are now closer together, because of the lower value of lss. The distribution of the
cluster masses still shows the same amount of primary filler particles bound into clusters.
The individual distribution, however, changed in accordance with the TEM picture. Of the
primary filler particles bound into clusters, there are very few inside clusters with mass greater
than one thousand, i.e., below 5%, and also inside clusters with mass lower then ten, i.e.,
about 5%.
Further increasing the values of the polar part of the surface free energy, leads to the de-
velopment of bigger structures and manifests into the formation of filler networks. This is
indistinguishable to the other case with γdf = 20mJ/m2. Here, however, the formation process
is far less developed. It can not be observed for filler type IV, because it already produced the
filler network. This is comparable to the other case to every extent. For instance, the cluster
mass distribution of both filler types is very similar. But we are able to see it for the filler type
in between III and IV. It shows smaller and lesser clusters with mass lower than ten thousand
and more clusters in the regime between one thousand and ten thousand compared to the
other case. Thus, it is reasonable to say that for γdf = 30mJ/m2 the structural reduction
as well as the formation of filler networks is less pronounced than for γdf = 20mJ/m2 when
changing the polar part of the surface free energy.
Altogether, we see that small variations in our parameters can lead to very distinct behavior.
Some filler types behave similarly, independent of the dispersive part of the surface free energy
or the polymer. This is the case for all types with a value of γpf greater than 20mJ/m2. They
form a filler network inside both polymers. We also see distinct trends when increasing γpf .
The impact of flocculation time is very dependent on the parameters of the filler types.
Sometimes we see ongoing trends in structural development. For instance, filler type III with
γdf = 20mJ/m2 inside NR (cf. Figure 2.25a). Other times, when a specific structure is formed
in the early stages (or none at all), the impact of ongoing flocculation time seems to be minor.
For instance, all filler types which develop a filler network inside the elastomer matrix and for
the very dispersed case of filler type II with γdf = 20mJ/m2 inside NR (cf. Figure 2.25a).
Experimentally, the formation of filler networks is measured in different ways, depending on
the type of filler. For carbon black filled compounds, resistivity measurements are conducted
[60] or the change of the storage modulus at low strain amplitude over time is investigated [23].
For silica filled compounds, resistivity measurements are no option and thus, only the latter
is used [15]. All sources, however, show that the flocculation process is a major contributor
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to filler network formation. We can confirm this impact here. In none of the systems the
formation of a filler network is observed without the initiation of the flocculation process.
The comparison with experimental values for silica inside NR [51] shows that the mean size
of the aggregates matches quite well. The comparison to experimental results in the case of
silica [20, 38] and carbon black [49] inside SBR show, that the sizes of the aggregates we
obtain from the simulation are also reasonable. However, the latter showed that the number
of MC steps can also be crucial. Sometimes systems obtained after less MC steps may already
be in a state, which is experimentally more comparable.
For all systems we can determine the mass fractal dimension of the aggregates, daggm , using
the box-counting algorithm. Since we are considering the impact of flocculation time, it is
reasonable to show their values for the last three values of MC steps we considered here,
i.e., 108, 109, and 2 · 109. Figure 2.29 shows the corresponding results for both polymers NR
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Figure 2.29.: Mass fractal dimension of the aggregates after different MC steps produced by
different filler types inside NR and SBR with φ = 0.20 for γdf = 20mJ/m2 and γdf =
30mJ/m2 at T = 433 K. Note that in (a) we had the very dispersed system for γpf =
5mJ/m2 which leads to a very high uncertainty. Generally, the mass fractal dimensions
of the aggregates for the three highest surface polarities are identical, independent of the
polymer or dispersive part. For shorter MC steps the impact of different surface polarities
is rather minor.
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In all plots the values obtained after 108 MC steps deviate only slightly, independent of the
surface polarity. The values for the three highest surface polarities show also no deviation
when compared with one another. This is in agreement with the very similar TEM pictures
for filler type IV, for instance, and the overall very similar mean size of the aggregates, as
discussed in the context of the respective aggregation phase diagrams. For filler types with
γdf = 20mJ/m2 inside NR, i.e., Figure 2.29a, we find a filler type with a very large uncertainty,
i.e., II. It showed no structural development at all and was dispersed, independent of the
flocculation time. A similar observation was made in the section showing the potential of the
morphology generator, i.e., cf. the values in Table 2.3. In this case, we also found the highest
value of all systems with daggm = 1.99±0.03 for γ
p
f = 15mJ/m2. Increasing the dispersive part,
i.e., considering Figure 2.29b, we find that the first two polar filler types, i.e., II and III, have
rather high mass fractal dimensions. The corresponding TEM pictures in Figure 2.27 showed
elongated and big aggregates. Changing the polymer to SBR, i.e., considering Figures 2.29c
and 2.29d, we see that filler type II produces the aggregates with the highest mass fractal
dimension. Compared to NR, filler type I has a higher value for both dispersive parts. Note
that the highest mass fractal dimensions not necessarily correspond to the systems with the
biggest aggregates, but in most cases this link seems to fit12.
A comparison to experimental values is only possible to a very limited extent. However, in
[39], the authors investigated different silica particles, i.e., LudoxLS colloidal silica and Zeosil
1165 MP, incorporated inside SBR, which are surface modified with different silanes, i.e.,
octeo and TESPT. For each combination they used two different amounts of silane. This
resulted in 1 or 2 molecules per nm2 of silica. The surface free energies of both silica are
unknown. The former one is rather special. It is a watery suspension of silica particles, which
is used inside the compound via solvent casting systems. Thus, we focus on the compounds
containing Zeosil 1165 MP coated with TESPT. For them, they found values of daggm = 2.1
for compounds with φ = 21% and 1 TESPT molecule per nm2 and daggm = 2.0 for compounds
with φ = 19.2% and 2 TESPT molecules per nm2. They stated the uncertainties as 15%,
i.e., approx. 0.3 which is quite large. Filler particles comparable to Zeosil 1165 MP should,
as already stated, be those with γpf = 20mJ/m2, because it is close to the Ultrasil VN3 value
and both are precipitated silica. For that we find daggm = 1.86±0.05 for both dispersive parts.
Although the mean value is considerably lower, the high uncertainty in the experiment results
in the fact that the value matches quite well.
The following Table 2.8 lists all filler types, which were able to develop a filler network
within the given polymer. For each network its mass and size are listed. Note that the size
is calculated from the radius of gyration via Rn = RG · Rsi (cf. Equation (2.14)). It varies
only slightly. The size of the aggregates is taken from the formerly considered aggregation
phase diagrams and their mass fractal dimension from Figure 2.29. The networks are similar
in almost every aspect. Only the filler type with γdf = 20mJ/m2 and γ
p
f = 20mJ/m2 inside
NR developed a filler network with considerably less mass. It contains the biggest aggregates
with the highest mass fractal dimension. Generally, a trend of bigger cluster mass for higher
surface polarity is discernible, neglecting the γpf = 0mJ/m2 cases in NR for the moment. The
bigger the cluster mass gets, the smaller the aggregates become and, consequently, the more
continuous the filler networks appear in the TEM pictures.
12An exception is Figure 2.29b, where filler type I has the same aggregate size as type III but a considerably
lower mass fractal dimension
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Table 2.8.: Filler networks developed by different filler types inside NR and SBR for φ = 0.20,
T = 433 K, and after 2 · 109 MC steps. Listed are their mass, size, and the size of their
aggregates together with the corresponding mass fractal dimension. Note that the size of
the filler networks is calculated from the radius of gyration via Rn = RG ·Rsi (cf. Equation
(2.14)).
polymer γdf [mJ/m2] γ
p
f [mJ/m2] mn Rn [nm] Ragg [nm] daggm
NR
20
0 368867 509.6 21.8± 0.4 1.87± 0.04
20 246547 508.0 23.0± 0.3 1.88± 0.02
25 364628 512.8 21.0± 0.2 1.86± 0.05
30 373663 512.0 19.9± 0.0 1.86± 0.06
30
0 368861 510.4 21.5± 0.0 1.87± 0.04
20 355218 511.2 20.7± 0.6 1.86± 0.05
25 367449 509.6 20.3± 0.1 1.86± 0.06
30 369448 512.0 19.5± 0.1 1.86± 0.06
SBR
20
20 342298 512.8 20.6± 0.4 1.86± 0.05
25 352553 510.4 20.4± 0.4 1.86± 0.06
30 359746 511.2 20.2± 0.1 1.86± 0.06
30
20 337027 512.0 20.3± 0.0 1.86± 0.05
25 347653 512.0 21.3± 2.2 1.85± 0.06
30 365388 512.0 19.8± 0.3 1.86± 0.06
In the next section we vary the filler volume content, φ, and investigate its impact on filler
network formation and the size of the aggregates, Ragg, as well as their mass fractal dimension,
daggm .
2.5.3. Varying the Filler Volume Content
To keep the impact on the variation of the filler volume content, φ, in focus, we again fix the
other two system parameters. In the last part we saw that clear statements about systems,
regarding their constitution and behavior, are only possible at the end of the flocculation
process. Thus, we consider only systems after the maximum number of MC steps, i.e., 103 ·L3.
The temperature is again set to T = 433 K. A variation of the filler volume content should
yield a large impact on the formation of the filler networks, because a certain amount is likely
to be needed in this process. This value is generally known as the critical volume fraction
φc = fpc [61]. Here, f is the filling factor , also called the atomic packing factor, and pc is the
percolation threshold. Both factors are dependent on the underlying lattice, the dimension,
and the configuration of the individual particles. In the concept of percolation theory either
sites or bonds of a given lattice are randomly occupied with a certain probability p. Here,
we therefore deal with site percolation. At the critical threshold, pc, continuous networks
first appear. For simple cubic systems in three dimensions, the filling factor is f = π/6
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and the site percolation threshold is pc = 0.31160768(15) [62]. From this follows the critical
volume fraction of φc = 0.1631574. This value is for spherical particles on a simple cubic
lattice. However, this theory is not applicable to our model in the same way. During the
MC simulation our particles are represented as cubic cells, which alters the filling factor to
f = 1, and consequently φc = pc. The major difference is, however, that we investigate our
systems after a certain number of MC steps. Hence, the lattice is not randomly occupied
with a certain probability. The MC steps may lead to a lower threshold. We saw this in the
last part. In some cases, the formation of large filler networks already took place at φ = 0.2,
which is way below the expected value of φc. Other times we saw no networks for this value
at all. It is therefore reasonable to assume that mass fractal networks lower the percolation
threshold. Still, we can learn from percolation theory that systems, which are dispersed, are
likely to form a continuous network, if the amount of filler has at least the value φc.
Different from the approach for the flocculation time, we directly compare the impact of
variation of the dispersive part of the surface free energy by using the aggregation phase
diagrams with embedded TEM pictures and postpone the discussion of the wetted surface
fractions to the end. We start again with NR, i.e, Figure 2.30. The top part shows filler
types with γdf = 20mJ/m2 and the bottom those with γdf = 30mJ/m2. The borders of the
embedded TEM pictures are color coded according to the legend in the top part. Additionally,
they are ordered from low to high volume content from left to right.
The impact on the mean size of the aggregates is very minor for both dispersive parts.
The overall behavior of the individual systems is not altered. Only the dispersed system at
γpf = 5mJ/m2 in the top part of the plot shows slight aggregate growth. This can be explained
due to the increased spatial confinement of the particles for growing φ values. Here, however,
we concentrate on filler type IV, i.e., γpf = 20mJ/m2. In the part considering flocculation time,
it showed the formation of a filler network, independent of the polymer and the dispersive
part of the surface free energy. Therein, we chose a value of φ = 0.2. Consequently, it is of
interest to see how the system behaves at different filler volume contents, i.e., if the formation
of filler networks at lower values of φ is possible.
Taking the TEM pictures into account, we directly recognize a very different behavior. In the
top part for the lowest value of φ, i.e., the blue bordered, seemingly dilute TEM picture on
the left, we see that indeed small aggregates have formed. But the formerly distinct network
structure is not seen. This filler volume content is thus too low to create one. Considering the
cluster mass distribution, we almost find no particle, which is not bound into a cluster. Those
with a mass less than ten are also very limited, i.e., around 5%. Most primary filler particles
are aggregating themselves in several higher order structures in the range of a couple of tens
particles. The upper threshold of the structures consists of a few hundred particles, which is
by far too low to build networks.
The purple bordered TEM picture, which is the second from the left, shows bigger structures,
which are in more proximity to one another. It gives the impression that the filler particles
are on the verge of forming a network, but are still not able to. This is supported by the
cluster mass distribution. Similar to the filler volume content of φ = 0.10, basically every
particle is bound into a cluster. But now, less particles are found in clusters with a mass less
than ten, i.e., only about 1%. A majority of the particles are found in clusters whose mass is












































Figure 2.30.: Aggregation phase diagrams for filler types with γdf = 20mJ/m2 (top) and
γdf = 30mJ/m2 (bottom) incorporated in NR for different filler volume contents at T = 433
K. The different embedded TEM pictures are taken for filler type IV. The different colored
borders of the TEM pictures correspond to the values of the filler content φ given in the
legend. Additionally, they are ordered from low to high φ values from left to right. The
impact of the filler content φ on the mean size of the aggregates qagg is very minor and
only discernible for distinct filler types. In the top only for those with γpf = 5mJ/m2 and
in the bottom very slightly for those with γpf = 30mJ/m2.
greater than one hundred. This shows that higher filler volume content drives the particles
with this particular properties more and more into filler network formation.
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The third TEM picture, which has a dark red border, is equivalent to that in Figure 2.25a
marked as IV. The amount of filler particles is now sufficient to form a continuous filler
network, percolating through the elastomer matrix.
The last TEM picture, on the right side in the top part of Figure 2.30, bordered red, depicts
the case of φ = 0.25. Therein, we can clearly identify the continuous filler network, which
looks more connected than for φ = 0.20. The cluster mass distribution shows that again every
particle is bound into a cluster. The single large cluster representing the filler network now
contains about 97% of all particles. This is indeed more than in the case of φ = 0.20, where
just 60% of the particles are bound into the single large cluster.
In the bottom of Figure 2.30, we find the filler types with γdf = 30mJ/m2. The TEM pictures
overall look very similar compared to the γdf = 20mJ/m2 case. Only the last two TEM
pictures to the right, bordered dark red and red, look overall less acute. The individual cluster
mass distributions confirm the impressions we obtained from the analysis in the context of
flocculation time for Figure 2.27. Filler types with γdf = 20mJ/m2 have a stronger tendency
to develop filler networks inside NR than those with γdf = 30mJ/m2. While the amount of
cluster bound primary filler particles is more or less unaltered, the distribution within shows
more large clusters for γdf = 30mJ/m2 for every φ value. The most pronounced difference in
this distribution is found for φ = 0.20. For φ = 0.25 the difference is minor.
Changing the polymer to SBR we get Figure 2.31. Here, the impact on the mean size of
the aggregates is again very minor. Different from NR, we find slightly smaller aggregates
for higher filler volume fractions of filler type IV. This is also seen in the experiment, albeit
much more pronounced [38]. The aggregate values obtained therein are Ragg = 39.2nm
for φ = 0.127, Ragg = 36.1nm for φ = 0.168, and Ragg = 34.4nm for φ = 0.211. Their
uncertainties are all approx. 1nm. Calculating the ratio to the mean size of the aggregates
and the primary particles, i.e., Ragg/Rsi, we find 2.83, 2.61, and 2.49 for φ = 0.127, φ = 0.168,
and φ = 0.211, respectively. The value for Rsi is 13.85nm and taken from the same source.
The decrease in the ratio is higher in the first filler volume increase than for the second one. In
our simulation, we find in the top of Figure 2.31 Ragg = 21.2nm for φ = 0.10, Ragg = 20.6nm
for φ = 0.15, and Ragg = 20.5nm for φ = 0.20. Although the filler volume fractions do not
match perfectly, they are in good agreement. All uncertainties are less than 0.5nm. The
respective ratios are, with Rsi = 8nm, 2.65, 2.58, and 2.56. This shows the same trend as in
the experiment. Thus, we can conclude that higher filler volume content yields more compact
aggregates.
Taking the TEM pictures in the top picture into account, we start again from the blue
bordered, dilute system on the left. There, we see single small aggregates similar to NR. In
neither of the polymers this amount of filler particles is sufficient to form a filler network. The
mass distribution is slightly different for SBR. Although almost all filler particles are bound
into clusters (similar to NR) more smaller clusters with mass less than ten, i.e., around 8%
are found.
This is also true for the purple bordered TEM picture, second from the left, depicting φ =
0.15. Here, however, we find more bigger clusters compared to NR, making it more comparable
to the corresponding γdf = 30mJ/m2 case.











































Figure 2.31.: Aggregation phase diagrams for filler types with γdf = 20mJ/m2 (top) and γdf =
30mJ/m2 (bottom) incorporated in SBR for different filler volume contents at T = 433
K. The different embedded TEM pictures are taken for filler type IV. The different colored
borders of the TEM pictures correspond to the values of the filler content φ given in the
legend. Additionally, they are ordered from low to high φ values from left to right. The
impact of the filler content on the mean size of the aggregates qagg is very minor.
Further increasing the filler volume content leads to the formation of a continuous filler
network, where 80% of all filler particles are combined in one large cluster. This first major
difference compared to NR was already discussed.
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The TEM picture with the highest value of φ considered here, i.e., the red bordered one on
the right, shows again a continuous filler network. Akin to the γdf = 30mJ/m2 case in NR, it
does not look very acute. The cluster mass distribution is equal to that case. Changing the
dispersive part of the surface free energy to γdf = 30mJ/m2, i.e., looking at the lower part of
Figure 2.31, we see no structural differences for none of the TEM pictures. This is also true
for the cluster mass distribution.
Finally, we can discuss the impact of filler volume content variation on the wetted surface
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Figure 2.32.: Wetted surface fractions for bare silica surfaces for filler types with γdf = 20mJ/m2
incorporated inside NR for different values of φ at T = 433 K.
The overall impact is pretty minor, as one would expect from the discussion so far. The
ordering, which we deduced in the context of the wetting-envelope - work of adhesion plots,
is not affected by the system parameters we consider here. The impact on the absolute
amounts of the individual surface fractions, however, is significant. The biggest impact is,
unsurprisingly, found on any bare filler surface related fractions, on which we thus focus.
As an example, we consider filler types with γdf = 20mJ/m2 incorporated inside NR. They
showed at least for some γpf values an impact on the variation of φ.
Increasing the filler content leads to higher lff and lower lfr values. More primary filler
particles increase the possibility for a bare filler surface to be wetted by the same surface
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type, which consequently diminishes the wetted surface fraction towards the polymer. While
this trend is also true for lfs, it is far less developed. We also notice that for the lowest value of
φ, i.e., Figure 2.32a, this value behaves differently. Although the ordering we derived between
the four systems is still correct, the filler type formerly denoted as III, i.e., γpf = 10mJ/m2,
does not show the highest of all lfs values anymore. Now it is γpf = 15mJ/m2. This not
surprising when we take the structural development into account and look at the positioning
of this filler particle inside the wetting-envelope - work of adhesion plots in Figures 2.23a and
2.23c. The flocculation tendency is quite low, while the wetting behavior is perfect. Because
the filler particles are not spatially confined into a large network structure, they are more
free to arrange themselves. This favors the corresponding wetting.
While the impact of φ on the mean size of the aggregates and the wetted surface fractions is
minor, it should be noted that for both values of γdf the formation of a filler network for every
value of γpf is favored at the highest filler volume content considered here, i.e., φ = 0.25. This
is independent of the polymer. The only exception is the filler type with γdf = 20mJ/m2 and
γpf = 5mJ/m2 inside NR. It does not develop any structures at all, regardless of the number
of MC steps. Further increment of φ to near the percolation threshold, however, should show
the formation of a continuous network. For all other filler types formerly not developing a
network, we can explain this process by using the same argumentation as for our example
filler type IV. At any value of φ, the aggregates developed by the individual filler particles
have almost the same size. It is likely to assume that the structures we see in the TEM
for φ = 0.10 are the primary aggregates, i.e., the smallest building blocks for higher order
structures. More filler content leads to the formation of more aggregates of the same size.
They are, however, more and more spatially confined and start to connect with one other to
form higher order structures. At a certain threshold, which is then the percolation threshold
for this specific system configuration, those higher order structures are connected with one
another and form the filler network. The connection in between the higher order structures
must not necessarily be due to same structures. Aggregates or even smaller clusters may form
’bridges’ in between them. This is supported by the individual number of clusters for each
system. It generally decreases by roughly one third. Clusters who merge together are taken
from any mass category, i.e., we find less smaller and bigger clusters. This shows that to form
a filler network, several parameters are relevant. Those are the surface free energies, the filler
volume content, and the number of MC steps.
It is now reasonable to consider the mass fractal dimensions of the aggregates within the filler
networks. The case with φ = 0.20 was already discussed in the former section regarding the
impact of flocculation time. Here, we focus on φ = 0.25. Note that only for the filler type
with γdf = 20mJ/m2 and γ
p
f = 5mJ/m2 inside NR no filler network developed. Table 2.9 lists
all filler types with corresponding mass, size, and the size of the aggregates taken from the
aggregation phase diagrams together with their mass fractal dimension.
The mass fractal dimension of the aggregates, daggm , is generally higher compared to the
φ = 0.2 case. This can be simply explained by the higher amount of available filler particles.
Thus, comparing the mass fractal dimensions for the same set of parameters, but with higher
filler volume content, is not reasonable. Nevertheless, the values listed in Table 2.9 can be
compared with one another, because all systems are identical with respect to the simulation
parameters. Regardless of the polymer and the dispersive part of the polymer, the three
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Table 2.9.: Filler networks developed by different filler types inside NR and SBR for φ = 0.25,
T = 433 K, and after 2 · 109 MC steps. Listed are their mass, size, and the size of their
aggregates together with the corresponding mass fractal dimension. Note that the size of
the filler networks is calculated from the radius of gyration via Rn = RG ·Rsi.
polymer γdf [mJ/m2] γ
p
f [mJ/m2] mn Rn [nm] Ragg [nm] daggm
NR
20
0 518473 511.5 21.8± 0.6 2.01± 0.06
10 338023 513.4 54.8± 2.2 2.03± 0.03
15 468739 513.6 31.3± 0.2 2.10± 0.02
20 508824 512.3 22.5± 0.1 2.02± 0.03
25 516713 512.3 20.4± 0.2 2.01± 0.07
30 518313 511.9 21.1± 1.5 2.01± 0.08
30
0 516718 511.9 21.0± 0.3 2.01± 0.06
5 490511 513.5 31.0± 0.3 2.09± 0.02
10 484648 512.4 28.3± 0.1 2.07± 0.01
15 503535 510.8 22.5± 1.8 2.02± 0.02
20 515151 512.1 20.6± 0.1 2.01± 0.06
25 519446 511.9 19.7± 0.0 2.01± 0.08
30 517797 512.1 19.9± 0.2 2.01± 0.08
SBR
20
0 432578 511.9 24.6± 0.1 2.02± 0.03
5 404535 511.7 27.4± 0.2 2.06± 0.01
10 299729 511.8 24.5± 0.2 2.03± 0.01
15 498934 511.8 21.1± 0.6 2.02± 0.04
20 512981 512.2 19.8± 0.2 2.01± 0.07
25 515172 512.3 20.0± 0.1 2.01± 0.07
30 516008 511.9 19.9± 0.4 2.01± 0.08
30
0 337027 509.9 24.7± 0.2 2.02± 0.05
5 417175 514.0 31.9± 0.6 2.06± 0.00
10 302798 510.9 24.8± 0.2 2.04± 0.01
15 493665 512.6 22.3± 0.5 2.02± 0.03
20 513341 512.3 19.6± 1.8 2.01± 0.06
25 516232 512.2 20.1± 0.1 2.01± 0.07
30 515176 512.2 19.7± 0.1 2.00± 0.08
highest polar filler types produce filler networks, which are similar in mass, size, size of the
aggregates as well as their mass fractal dimension. The low polarity, carbon black filler types
with γpf = 0mJ/m2 create more massive filler networks inside NR than in SBR. Therein,
however, their aggregates are bigger and their mass fractal dimension is slightly higher. The
intermediate filler types with polar surface free energies between 5mJ/m2 to 15mJ/m2 show
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the biggest variances in all categories. Inside NR, they produce the biggest aggregates with the
highest mass fractal dimension, while the mass of the respective filler networks is considerably
lower than for other filler types. The same is true inside SBR, with the difference that the
mass of the filler networks is even less and the size of the aggregates is smaller. This also
applies to the mass fractal dimension.
In the context of the impact of flocculation time on filler network formation, we discussed
that the flocculation time is a crucial contributor, which is also seen experimentally [15, 23,
60]. We now find that the flocculation time lowers the percolation threshold, φc, of a given
system. For all filler particles listed in Table 2.8 φc is lowered to a value between 15% and
20% in volume, i.e., 0.15 < φc ≤ 0.20. In this section we see that for every other filler type
not listed therein, with the exception of γdf = 20mJ/m2 and γ
p
f = 5mJ/m2 inside NR, we
find 0.20 < φc ≤ 0.25.
The last parameter we are able to control in our morphology generator is the temperature
T , which is discussed in the next part.
2.5.4. Varying the Temperature
In the initial compounding process elevated temperatures of more than 100 ◦C are needed
to initiate the vulcanization process, the silanization reaction, and to help the filler particles
to better disperse inside the elastomer matrix. This temperature – called dump temperature
– is directly accountable for the flocculation rate [21]. In our model, however, we have no
temperature under which our initial dispersed state is produced. The temperature we use
is thus only comparable to that used in the flocculation measurements . They are mostly
performed at the same elevated temperatures, i.e., also well above 100 ◦C [15]. Oftentimes
values between 140 ◦C to 160 ◦C are chosen [1, 23]. In order to investigate the impact of even
higher temperatures, we choose four different values for T between 140 ◦C to 200 ◦C. We need
to keep in mind that the temperature is only included in the denominator of our Metropolis
criterion in Equation (2.5). It thus directly affects the probability whether a certain MC step
is accepted or not. In order for the MC to deny a step with a certain probability, ∆W (γ) < 0
must be fulfilled. If, on the other hand, ∆W (γ) ≥ 0, then it is always accepted. Independent
of the temperature T . Because lower temperatures lead to higher absolute values of the
exponent of the Metropolis criterion, they lead to lower acceptance rates. It is thus likely to
assume that the lower temperature has a higher influence than the higher ones. Additionally,
we need to keep in mind that the surface free energies are generally temperature dependent.
We do not account for this dependency, because the extent is not clear. It is only certain
that it is linearly decreasing with increasing temperature. This is discussed in more detail in
Appendix B. The interpretation of temperature variation should thus be treated cautiously.
As for the other parameter variations investigated so far, we need to fix those on which we do
not focus. We choose a filler volume content of φ = 0.25, because at this value almost every
filler particle is able to produce a filler network. The lower temperatures might retard the
formation process, whereas the higher temperatures may lead to more continuity, because
more MC steps are accepted. Additionally, for higher temperatures the formation process
might be performed more quickly and thus influence the mass fractal dimension. For the
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Figure 2.33.: Aggregation phase diagrams for filler types with γdf = 20mJ/m2 and γdf =
30mJ/m2 incorporated in NR with φ = 0.25 for different temperatures. The different
embedded TEM pictures are taken for the filler type IV. The different colored borders of
the TEM pictures correspond to the values of the temperature T given in the legend.
Additionally, they are ordered from low to high T from left to right. Top: The impact of
temperature variation on the mean size of the aggregates as well as for the TEM pictures
is significant only for T = 413 K. Bottom: No impact of temperature variation is observed.
flocculation time we use the maximum number of MC steps again. We start with filler particles
incorporated inside NR with different values of γdf , as depicted in Figure 2.33.
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Looking at the top part of the respective figure, it is evident that our initial assumption
on the higher influence of lower temperatures is so far correct. For filler types with low
and high values of γpf the temperature variation is not reflected by the mean size of the
aggregates. For intermediate values, however, the blue curve shows that an additional filler
type, apart from the one at γpf = 5mJ/m2 we already saw before, does not produce any
structures at all. Apparently, the mean size of the aggregates is even lower, albeit slightly. The
consequent formation of bigger aggregates we saw before is now shifted from γpf = 10mJ/m2
to γpf = 15mJ/m2. The extent, however, is much less pronounced.
Although not displayed by the TEM pictures, it is worth to briefly discuss the cluster mass
distribution of all filler types and compare their values for different temperatures T . We start
at γpf = 0mJ/m2 and find no difference between the temperatures. A single large cluster,
comprising about 99% of all filler particles produces a filler network. By increasing γpf , the
filler network breaks down and the particles are dispersed inside the elastomer matrix. This
happens again for all T values. At γpf = 10mJ/m2, we find almost no particles bound into
clusters at all for T = 413 K. This is in accordance with the lower mean aggregate sizes.
For other T values, we still find a filler network composed of big aggregates. The cluster
mass distribution, however, is changing for higher T values. While we find that about 90%
of all filler particles are bound into clusters for all T , the single large cluster representing
the network contains less of those particles for higher T values. At T = 433 K it is about
75%, while at T = 473 K it is only about 45%. The network is split into more smaller
clusters, i.e., the clusters with mass less than ten change from 8% to 13%, and more bigger
clusters with mass more than one thousand, i.e., from 13% to 34%, for T = 433 K to T =
473 K. Elevating γpf further, increases the mean aggregate size value for T = 413 K. The
corresponding cluster mass distribution, however, shows no existing clusters at all. The same
is true for all following γpf values. The only possible explanation for this is given by the cluster
definition itself. Because SAXS detects aggregates as spatially confined particles, they must
have aggregated via their silanized sides and not their filler sides. Consequently, they are not
detected as clusters. For other T values, no changes for all γpf values higher than 15mJ/m2
are discernible.
For further investigation, we take the wetted surface fractions depicted in Figure 2.34 into
account. We consider the lowest and the highest temperatures, i.e., Figures 2.34a and 2.34b
depict the case with T = 413 K and Figures 2.34c and 2.34d that with T = 473 K.
We find, similar to the discussion of the cluster mass distributions, that the first two values of
γpf show no impact on temperature variation. Starting from γ
p
f = 10mJ/m2, the differences
are significant. lff drops to zero while lfs increases continuously for higher γpf values. Conse-
quently, lfr is very high and lsr gets lower. lss is only slightly affected. For T = 413 K we thus
find a different ordering, compared to that deduced in the context of the wetting-envelope -
work of adhesion plots. The wetting is in this case stronger than the flocculation tendency.
The wetting between surface modified silica and the polymer is discouraged for higher polar
values of the surface free energy of the filler particles compared to that between filler and
surface modified silica. However, the combination of wetted surface fractions which indicate
the formation of a filler network is still accounted for. A high value of lsr as well as a relatively
low value of lfr is indispensable for filler network formation. For the formation of structures
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Figure 2.34.: Wetted surface fractions for filler types with γdf = 20mJ/m2 incorporated inside
NR for φ = 0.25 at different temperatures T . (a) and (b): Temperature set to T = 413 K.
(c) and (d): Temperature set to T = 473 K.
in general, the combination of lsr and lfs seems to be crucial. The high lff value is, of course,
necessary in both cases.
Considering the TEM pictures, we see a huge difference for T = 413 K in comparison to the
other T values. The left, blue bordered, TEM picture represents T = 413 K. It looks more
dispersed than the mean size of the aggregates indicates. No structural development can be
identified at all, which fits the cluster mass distribution. The aggregation over silanized sides
must produce lots of small filler ’clusters’. The other TEM pictures are very similar. This fits
their cluster mass distributions as well.
The bottom part of Figure 2.33 shows no impact on the mean size of the aggregates due to
temperature variation. Even the TEM pictures look similar as they all display a filler network.
The according cluster mass distributions support both impressions. For the intermediate
γpf values, 5mJ/m2 to 15mJ/m2, however, we see slight trends for the filler networks. For
γpf = 5mJ/m2, the network comprises more filler particles for increasing temperatures up
to T = 453 K and generally more smaller clusters are produced. While the last trend even
continues up to T = 473 K, the growth of the filler network stops at T = 453 K. For
γpf = 10mJ/m2, we see that the filler network loses particles and gets slightly smaller. Again
this trend stops at T = 453 K. For γpf = 15mJ/m2 it is similar, albeit to a minor extent.
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Figure 2.35.: Aggregation phase diagrams for filler types with γdf = 20mJ/m2 and γdf =
30mJ/m2 incorporated in SBR with φ = 0.25 for different temperatures. The different
embedded TEM pictures are taken for the filler type IV. The different colored borders of
the TEM pictures correspond to the values of the temperature T given in the legend.
Additionally, they are ordered from low to high T from left to right. In both cases the
impact of temperature on the mean size of the aggregates as well as for the structural
development displayed by the TEM pictures is very minor.
Changing the polymer to SBR, i.e., looking at Figure 2.35, we see again no impact of T .
Regardless of the value of γdf , the mean aggregate size as well as the TEM pictures are
unaffected. The corresponding cluster mass distributions for the TEM pictures support this,
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because they are all identical. For all γpf values below 20mJ/m2, however, we see differences
in the respective cluster mass distributions. Similar to the bottom part of Figure 2.33, we see
an impact of T mostly for the intermediate values of γpf . But here, it is limited on 5mJ/m2
to 10mJ/m2. For γpf = 5mJ/m2 and γ
p
f = 10mJ/m2, the amount of clusters decreases for
growing values of T . For the former we find an initial increase of the mass of the filler network
when changing T from 413 K to 433 K, which does not continue for further increasing values
of T . For the latter we find it the other way around. An initial decrease can be observed.
Here, however, further increasing T leads to an increase of the mass of the filler network.
Taking the bottom part of Figure 2.35 into account, we find no discernible trends in the
cluster mass distribution for temperature variation. Nevertheless, the largest variations are
still found for γpf = 5mJ/m2 or = 10mJ/m2. The wetted surface fractions behave similar to
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Figure 2.36.: Mass fractal dimension of the aggregates produced by different filler types inside NR
and SBR with φ = 0.25 for γdf = 20mJ/m2 and γdf = 30mJ/m2 at different temperatures
T . Note that in (a) the lowest temperature led to the aggregation of filler particles via
the modified silica sides. This leads to high uncertainties for the mass fractal dimension of
the aggregates. For γpf = 5mJ/m2 the system is dispersed consequently leading to large
uncertainties for each temperature.
Finally, we can consider the dependency of the mass fractal dimension on temperature vari-
ation. Figure 2.36 shows the different filler types inside NR and SBR for different γdf values.
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Note that in Figure 2.36a for the blue data, i.e., T = 413 K, aggregation of particles pri-
marily takes place via the modified silica sides. This leads to high uncertainties for all filler
types with γpf ≥ 10mJ/m2. The filler type with γ
p
f = 5mJ/m2 produced no structures at
all. Consequently, the uncertainty for the mass fractal dimension is high regardless of the
temperature.
Overall the impact of temperature variation on the mass fractal dimension of the aggregates,
daggm , is very minor. This matches with the impression we obtained from the TEM pictures
and the mean size of the aggregates. The only noticeable aspect is that higher temperatures
lead to slightly higher daggm values. This effect is limited to filler types inside NR in the
γpf = 30mJ/m2 case. Therein, it is only even observable for types with intermediate surface
free energies.
The impact on the mean size of the aggregates is very minor, expect for one single case.
For that, we observed a completely different behavior taking the cluster mass distribution
into account. All filler particles aggregated through their modified silica sides, violating our
definition of a cluster, and were thus not recognized as such. Additionally, the ordering of
the wetted surface fractions, deduced in the context of wetting-envelope - work of adhesion
plots, was violated. This may be accounted for the missing temperature dependency of the
surface free energies. Because we are not able to take it into account and for this specific
combination the ordering was violated, we consider this case as not plausible. In the structural
development of other filler types we saw, if any, only slight trends in growth and reduction
of filler networks.
2.6. Conclusion
In this chapter, we have introduced the morphology generator. A MC-based algorithm mim-
icking the flocculation process of filler particles inside an elastomer matrix. The respective
governing quantities are the interfacial tensions. Variable parameters include the amount of
filler, the temperature, the surface coverage with a compatibilizer, and the relevant surface
free energies. The structural evolution of the filler distribution was investigated by numerous
screening methods, which are also used in experiments. They include simulated TEM and
SAXS. Both are calculated along the trajectory of the MC. Beside those methods, the cluster
mass distribution, the size of the clusters, as well as the wetted surface fractions allowed for
a more detailed analysis at the end of the MC. Information of the large scale behavior is
represented by the mass fractal dimension of the filler networks or the agglomerates. It was
obtained via the slope inside the linear regime of the SAXS plots. Unfortunately, this infor-
mation relies on big systems, which could not be produced consistently. More insight on the
substructures, i.e., the aggregates, inside the filler networks was obtained by the mass fractal
dimension of the aggregates by utilizing a box-counting algorithm. Additionally, wetting-
envelope - work of adhesion plots were analyzed to predict the behavior of the filler particles
inside the elastomer matrix, which also provided a consistency check for obtained simulation
results such as TEM pictures.
Various example systems, where the interfacial tensions were obtained from filler particles and
surface modified silica particles from experiments, showed the potential of the morphology
generator to mimic the flocculation process, as well as the behavior of the respective surface
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modifications. A broad compatibility between numerous rubbers, fillers, and surface modified
silica particles in the context of wetting-envelope - work of adhesion plots was investigated, as
a potential aid for further flocculation experiments. Mimicking different filler types allowed to
renounce from the need of their experimental surface free energies. The variation of system
parameters and the investigation of the corresponding impact allowed to find reasonable
working conditions of the morphology generator: Structural information is best obtained at
the end of the MC, the filler volume content needs to surpass a certain threshold in order to
create filler networks, and the temperature dependency is rather low, albeit it needs to be
treated cautiously as unexpected behavior might appear and the temperature dependence of
the surface free energies is not taken into account. Furthermore, the continuity of the filler
networks seems to be linked to their mass and the size of the aggregates within. Networks
with comparable mass appear more continuous, if the aggregates are smaller.
The entire approach is computationally cheap, unless the goal is the large scale network
structure, here characterized in terms of a mass fractal dimension. If the initial aggregation
behavior is sufficient, then the approach is particularly suited for screening studies.
Due to the local character of the MC steps, we can, albeit in a rough sense, relate the
flocculation kinetics to the number of MC steps (cf. Appendix D). The present simulations
are for systems containing three components, i.e., elastomer, filler, and a surface modification
of the filler particles. Usually, the experimental studies focus on polymer blends. This and a
lack of information regarding the relevant surface free energies in most of the experimental
work listed in this chapter, i.e., [20, 32, 34, 38, 40, 49, 51–53, 63, 64], currently imposes
severe limitations in terms of experimental results to compare to. Note that the authors in
[38] also point out the need for more experimental work on simple model systems and in fact
do mention this as part of their motivation. Nevertheless, several comparisons of the mean
size of the aggregates and some mass fractal dimensions were performed. It was shown that
the consensus with experimental data is reasonable in the context of the mean size of the
aggregates and that for both NR and SBR. The same is true for the mass fractal dimension of
the aggregates, although only very limited values were obtainable. Regarding the mass fractal
dimension of the filler networks, reasonable values were also found using the fit method, which
is also used experimentally.
The current restriction to a single rubber component is abolished in the next chapter. Therein,
we use homogeneous filler particles inside a polymer blend, containing a combination of the
two intensively investigated polymers, NR and SBR. This leads to several conceptual changes.
The screening methods derived within this chapter, however, are generally not affected. We
only alter the visualization method of the TEM picture and, of course, adjust the wetted
surface fractions.
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3. Binary Polymer Blends – Impact of
Homogeneity
In this chapter, we apply certain changes to our model. We introduce binary polymer blends,
i.e., we create an additional cubic cell representing a second type of polymer. Major reasons
for the usage of blends in the elastomer industry instead of individual elastomers are reduced
compounding costs and enhanced properties of the final products [1, 2]. We focus on one of
the most common blend compositions containing natural rubber (NR) and styrene-butadiene
rubber (SBR) [3]. Both polymers were explicitly analyzed in the former chapter of this work,
regarding the impact of different flocculation times, variable filler volume content, and tem-
perature variation. Several benefits from both polymers are essential for the tire industry,
as explained in more detail in Appendix A. NR, for instance, has the highest durability due
to strain-induced crystallization. SBR compounds, on the other hand, show a good wet skid
resistance. Using both polymers in a blend usually combines the properties of the individual
polymers and even enhances them [4] (and references therein). For polymer blends, several
possible ratios are used within the tire industry (e.g., [4–6]). Here, we focus on two of them,
i.e., 50/50-NR/SBR and 70/30-NR/SBR. Additionally, we keep the filler particles homo-
geneous, i.e., use θ = 0 or θ = 1, depending on the perspective1. The former interpretation
might be used for filler particles with low surface polarity, as they represent carbon blacks. As
already mentioned, the surface treatment of carbon blacks is scarcely used (cf. Appendix A).
The latter might be interpreted as silica particles, homogeneously coated by silane coupling
agents of different types, i.e., different types of silanization . The homogeneity is chosen to
focus on the impact of the second polymer type and to keep the parameter space low for the
moment. Later on, i.e., in chapter 4, we again make use of the potential to mimic hetero-
geneously treated particles. Several studies revealed that low polarity fillers, such as carbon
black, show a distinct affinity for SBR in the case of an NR/SBR blend [4, 7, 8] and that high
polarity fillers, such as silica, show an affinity to NR in comparable blends [9]. Both affinities
are investigated in detail in the course of this chapter.
As before, all particles are characterized by their respective surface free energies, which are
the sums of dispersive, γd, and polar parts, γp. By choosing different values of γdf and γ
p
f ,
different homogeneous surface treatments of the filler particles are mimicked. The values of
other system parameters are, however, fixed. We use a temperature of T = 413 K throughout
this chapter and only two different filler volume fractions, φ = 0.20 and φ = 0.25. In order
to analyze the long term flocculation behavior, the number of MC steps is extended for a
distinct blend ratio. The main results are again aggregation phase diagrams, wetted surface
fractions, TEM pictures, mass fractal dimension of the aggregates, and wetting-envelope -
work of adhesion plots.
We start with the changes regarding the morphology generator and several aspects of the
screening methods. Thereafter, the results of the different systems are discussed, starting
with the 50/50-NR/SBR and followed by the 70/30-NR/SBR blend ratio. These results are
published in [10]. In addition to these results, the mass fractal dimension of the aggregates is
1θ was used to steer the surface modification of the filler particles.
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considered here. Due to the limitation of the other system parameters, it is now reasonable
to perform multiple simulations of a given system configuration. Subsequently, the long term
flocculation behavior is discussed in the context of so-called wetting kinetics.
3.1. Changes due to Homogeneity
The incorporation of homogeneous filler particles inside an elastomer blend leads to several
changes. Those changes are discussed here in detail. They are fairly small and only extend or
reduce certain aspects of the model itself or the screening methods. We start with the changes
regarding the model and the MC simulation followed by those of the screening methods.
3.1.1. The Morphology Generator
We still deal with a cubic lattice of size L3, containing cubic cells, which we call primary
particles. Any of those cells on the initial lattice are assigned the property filler with prob-
ability φ, i.e., the filler volume fraction. Different from the model constitution in chapter 2,
the second probability θ, which assigns the attribute of surface treatment to each surface of
the filler cube, i.e., the heterogeneous silanization, is now set to a value representing homo-
geneity. Depending on the interpretation of the filler particles itself, both possibilities, i.e.,
θ = 0 or θ = 1, arise. The former, representing no surface treatment at all, may be used in the
context of low polarity filler particles such as carbon blacks. But also simply using different
(non-silanized) silica particles is a reasonable interpretation. The latter is more suitable for
silica particles, which are then interpreted to be homogeneously coated by a silane. This leads
to a silane density2 of σsilane ≈ 0.75nm−2, which is comparable to experimental results [11].
Note that this interpretation of homogeneity consequently changes the definition of a filler
cluster made in chapter 2. Sharing an untreated surface is not possible anymore. Thus, they
are considered a cluster, if they share a treated surface. The remaining cells are assigned the
property rubber again. But now, according to the blend ratio, the rubber cells are either of
type A or B. Thus, we find altogether three distinct particles (or cube types) in our model
of homogeneous filler particles inside a binary polymer blend. However, it is worth noting
that homogeneous surface treatments are experimentally unlikely and thus variable degrees
of heterogeneity need to be considered. This is done in chapter 4.
The MC steps are also affected, because due to homogeneity the arbitrary rotation is now
obsolete. Figure 3.1 shows the diagonal particle exchange on the left. This MC move is now
solely considered a MC step. Followed by the arrow, indicating that the MC mimics the
flocculation process, we find a representative illustration of the model and a close-up of a
homogeneous filler particle. The color convention within this picture is kept throughout this
chapter. Green cells represent NR, golden ones SBR, and blue cells filler particles.
All other aspects regarding the model are not altered. The Metropolis criterion is given as
exp[β∆W ] ≥ ξ . (3.1)
2Using the same values as in Equation (2.4), i.e., ρsilica = 2 g/cm3, Rsilica = 8nm, Γsilane/silica = 0.125,
and mT ESP T = 8.95 · 10−22 g










Figure 3.1.: Illustration of MC moves within binary polymer blends containing homogeneous
filler particles. The MC step now consists only of a single MC move: the diagonal exchange
of neighboring particles. Green and golden cells: polymer of NR and SBR respectively.
Blue cells: filler particles.
It is, including the necessary quantities, just stated and briefly elucidated once more for the
sake of completeness. The quantity ∆W is given by ∆W = −γj∆Aj = −γja∆nj , where
γj denotes the interface tension of a face-to-face pairing of type j, Aj = nj a denotes the
attendant total area and nj the number of j-type interfaces in the system. The constant a is
the effective contact area per face, which we assume to be the same for all j. The interfacial
free energy is dependent on the surface free energies of the attendant particles. Corresponding
values are stated in the beginning of the results part. The theory behind MC in general is
found in Appendix D, whereas that for the surface free energies in Appendix B.
3.1.2. Screening Methods
While most of the screening methods are unaffected by the additional particle type, TEM
pictures need more attention. Generally, TEM pictures are black and white and can thus only
show a difference between two components. Other visualization methods, such as atomic force
microscopy (AFM), allow to differentiate between more components and are readily used for
elastomer blends [1, 12]. From the viewpoint of the simulation, a visualization of all three
components can be done in the same manner as the TEM pictures. This is crucial, as the
flocculation of the filler particles may now lead to structural development in different regimes
of the blend. Additionally, the blend morphology itself is of interest. In order to investigate
this behavior, we visualize the filler particles in the style of a TEM picture just like before,
but with the polymer particles added in the background, using the color coding in Figure 3.1.
The stepwise procedure to obtain such pictures is depicted in Figure 3.2.
The TEM pictures of the simulated system are again obtained from slices with a thickness
of five cells, extracted after a certain number of MC moves. Figure 3.2a shows an example
of such a picture. The grey circles indicate the filler particles. The grey level corresponds
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(a) model TEM. (b) mock TEM. (c) mock TEM with polymer
blend.
Figure 3.2.: Mock TEM picture generation with polymer blend visualization. (a): A slice, five cells
thick and showing the filler particles only, extracted from the simulation after L3 · 103 MC
steps. Darker shades of grey result from two or more particles stacked on top of each other
along the line of sight; (b): small random displacements are applied to every filler particle;
(c): visualization of a polymer blend including the filler. Their affinity for the NR phase
is discernible. Note that the polymer cells are subject to the same displacement procedure
as the filler particles. The polymers are natural rubber (NR, NR2, γdp = 20.2 mJ/m2 and
γpp = 5.5 mJ/m2) and styrene-butadiene rubber (SBR, SBR-LV, γdp = 29.9 mJ/m2 and
γpp = 1.6 mJ/m2) both taken from [6]. The filler mimics a silica particle (γdf = 20.0 mJ/m2
and γpf = 20.0 mJ/m2). A filler volume content of φ = 20%, a blend ratio of 50/50, and
a temperature of T = 140 ◦C were chosen. The system’s linear dimension is L = 128.
However, the TEM only shows a portion of 50× 50 lattice cells for better visibility.
to the number of filler particles stacked on top of each other along the line of sight. The
displacement procedure, in order to increase the similarity with experimental TEM slices,
is performed again to all particles, resulting in Figure 3.2b. The maximum displacement in
any direction is, as before, 0.6 times the lattice spacing. Note that the polymer cells are
also subject to the same procedure. Figure 3.2c shows the visualization of the polymer blend
structure in the background of the filler network. Green particles indicate NR and golden
particles indicate SBR. The size of the TEM pictures is 50 × 50 lattice cells for a clearer
identification of the filler structures within the blend. The linear dimension of the system is
L = 128. The cut is performed in the middle of the system, i.e., between layers 62 and 67
along the z-axis. Note that some white areas are still visible due to the displacement procedure
and the visualization of particles as circles. Increasing the size of the circles diminishes this
issue with the cost of less visibility of structural development inside different phases. Note
also that the particles are plotted in layers, i.e., we start with SBR, followed by NR, and the
filler particles at last. This is done, to get a better visualization of the filler structures. An
interchange between NR and SBR is certainly important to better understand the polymer
distribution. However, independent of the ordering of the layers, the impression obtained
from the filler particles is not affected.
For this specific example, we see a filler network percolating through the NR phase of the
blend, avoiding the SBR phase completely. Taking a closer look at the single layers, we find
that SBR forms a continuous polymer phase, consisting of large, dense individual branches
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embedded inside NR. A finer, more blurry phase can be found for NR, creating a continous
polymer matrix. Thus, in the same way as [6], we can state that we find big domains of SBR
embedded in a continuous NR matrix, which is in agreement with their results. It should,
however, be noted that in the named source, the authors investigated a pure polymer blend
without filler particles added. It is likely to assume that the flocculation process affects the
development of structures for all three components and that they depend on each other.
Thus, different filler particles may lead to different polymer blend morphologies.
It should also be noted that, since we are dealing with polymer blends, the morphology of
the polymers themselves is also important. The difference in the work of adhesion, which
determined the flocculation tendency of the filler particles, can also be used for the polymers.
However, the term flocculation is then replaced by ’coagulation’ [13].
The wetted surface fractions introduced as a basic quantity in chapter 2 need to be updated in
their nomenclature. The procedure to obtain them is unaltered. We again need the number of
corresponding contacts, nij , between cells of types i and j . Here, the cell types are abbreviated
as f (filler), n (NR), and sb (SBR). The wetted surface fractions lij are now calculated in
the same manner as before. The normalization depends on the first letter, i.e., the cell type
i. For instance, the information to what extent the filler particles, f , are wetted by SBR, sb,





nff + nfsb + nfn
. (3.2)
Analogously, we compute the other surface fractions lff , lfn, lnsb, lsbsb, and lnn. Filler-polymer
related wetted surface fractions allow to rate the dispersion of the filler particles within the
respective polymer. Together with filler-filler related ones, it is possible to distinguish between
different structure types, namely formation of filler networks, smaller or bigger clusters. Those
related to polymer-polymer contacts allow to investigate the structural development of the
different polymers. As no polymer clusters are considered, this method allows to investigate
their development under the impact of different filler particles at least briefly. Note that as
before changing the positioning of i and j leads to different wetted surface fractions due to
the normalization, i.e., considering our example lfsb 6= lsbf . The information obtained from
one combination, however, is sufficient. Thus, two plots of wetted surface fractions are needed
to fully understand the behavior of a system. A purely filler related one, containing lff , lfn,
and lfsb, and a polymer related one, containing lsbsb, lnn, and lnsb.
3.2. Mimicking Homogeneous Filler Particles in Polymer
Blends
In this part, we present the results for the simulated systems of the 50/50- and 70/30-NR/SBR
blend. For their discussion, we keep the ordering used in chapter 2, i.e., after elucidating the
recipe, we start with the wetting-envelope - work of adhesion plots, because they are only
dependent on the surface free energies of the ingredients. From those we deduce an ordering
for the wetted surface fractions, which gives us first insights on the behavior of the different
filler particles. Subsequently, we show the results for the different blend ratios. For each of
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them, the aggregation phase diagrams accompanied by TEM pictures, the wetted surface
fractions, and the mass fractal dimension of the aggregates are discussed. The cluster mass
distribution is again helpful for an in-depth analysis, on whether a filler formed a network or
not. Finally, we discuss the impact of a higher filler volume content.
3.2.1. The Recipe
We use the recipe in Table 3.1. The attendant values of NR and SBR were obtained via the
sessile drop technique in conjunction with the OWRK theory [6]. The background for this
method is explained in detail in Appendix B. The dispersive and polar parts of the filler
surface free energy, denoted with the subscript f in the following, are variable. Akin to the
former chapter 2, this allows us to mimic different types of filler, e.g., fillers with low polarity
such as carbon black as well as high polarity fillers such as the widely used Ultrasil VN3
[14–19].
Table 3.1.: Surface free energies of the components used in the binary polymer blend. Whereas
the polymer values are fixed, filler values vary as indicated, mimicking different filler types.
Note that the dispersive part is kept fixed while the polar part is varied in steps of 5mJ/m2.
NR and SBR values were measured via the sessile drop technique and are taken from [6].
The SBR used here is called SBR-LV in the named reference.
type name γd [mJ/m2] γp [mJ/m2] γ - total [mJ/m2]
filler - 20/30 0,5,. . . ,30 20,25,. . . ,60
polymer NR 20.2 5.5 25.7
polymer SBR 29.9 1.6 31.5
Other system parameters are chosen as follows:
• system size L: 128
• filler volume content φ (in vol. %): 20, 25
• heterogeneous silanization θ: 0.0 resp. 1.0
• temperature T in K: 413
• maximum number of MC steps: 103 · L3
The NR we investigated in chapter 2 is slightly different from the one we use here. At T =
413K, we observed a different behavior of the former NR, which contradicts our expectation
that we had deduced from the wetting-envelope - work of adhesion plots. Within this chapter,
we argued that the missing temperature dependency of the surface free energies themselves
leads to this ’nonphysical’ behavior. The NR we consider here, however, does not show this
extreme behavior and thus, the choice of the temperature shows, as for SBR, only a very minor
impact. Additionally, very high temperatures, i.e., T > 433 K, are not used for flocculation
experiments. The two filler volume contents we have chosen here displayed the formation of
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filler networks in both polymers (cf. chapter 2). The number of MC steps is again chosen
this high to investigate the structural development of filler networks. In total, 70 recipes are
screened in this chapter not including the different flocculation times.
Note that for the systems discussed in this chapter, ten simulations for each set of parameters
have been conducted – akin to the example systems in section 2.4. This is done to improve the
statistics on the cluster mass distribution, the wetted surface lengths, the mean aggregate size,
and the mass fractal dimension of the aggregates. It turns out that all quantities generally
show only small uncertainties, which are summarized in the following.
For φ = 0.20 in both blend ratios, we find that the amount of clusters deviates between 1% and
5% from the respective mean value of a given system. The amount of cluster bound particles
deviates less than 0.5%. The distribution of the clusters in the respective mass categories
does not deviate more than 1%. For systems developing a filler network, the deviation in the
mass of the single large cluster is generally below 5%. The amount of particles they comprise
consequently shows the same deviation. The corresponding size deviates less than 1%. There
is, however, one exception for the 70/30 blend ratio for the filler particle with γdf = 30.00
mJ/m2 and γpf = 15.00 mJ/m2. It deviates around 8% in the mass. This sometimes leads to
systems not containing a filler network, because the cluster definition, i.e., containing 50%
of all particles or at least RG = L/2, is not fulfilled. Additionally, we find for those systems
fulfilling the definition that the sizes deviate with around 3% slightly more than for the other
surface free energies. The wetted surface fractions, on the other hand, deviate less than 0.1%
regardless of the specific type of length, blend ratio, or surface free energy.
For φ = 0.25, we find higher deviations for the amount of clusters in cases where large filler
networks are developed. This is due to the fact that sometimes smaller clusters are leftover in
the filler network formation process. Because the networks comprise almost all filler particles,
the distribution of the clusters in the respective mass categories is relatively unaffected. Other
uncertainties are the same for the φ = 0.20 case, but without the exception.
Consequently, we can state that regarding the basic quantities of the system, systems with
a fixed combination of parameters behave very similar almost every time. Thus, numbers
used in the discussion based on basic quantities and the presentation of the wetted surface
fractions are mean values for the corresponding surface free energies with the uncertainties
listed here.
A ’mean’ TEM picture is rather meaningless. Thus, it is chosen as a representative example
– in the same way as the example systems in section 2.4. For the mean aggregate size,
however, we find that it has its own uncertainty due to the procedure elucidated in the
screening methods section in chapter 2. Therefore, the calculation of a weighted mean with
this uncertainty as the weight is reasonable to consider . Hence,
q̄agg =
∑






Here, i is running over the N = 10 simulations and qiagg with σiagg are the mean size and
uncertainty of the aggregates of simulation i. The corresponding standard deviation of the
weighted mean is calculated via





It turns out that the deviations from the mean value are very small, i.e., mostly far less
than 0.5nm. The most pronounced deviations are found for a lower number of MC steps.
Consequently, the aggregation phase diagrams in this chapter are representative for the corre-
sponding combination of surface free energies, filler volume content, temperature, and number
of MC steps. The values in the diagrams are thus chosen to match with the TEM pictures
and are not the means over ten simulations.
The values for the mass fractal dimension of the aggregates obtained via the box-counting
algorithm deviate rather minor, i.e., below 1%. This was also seen for the example systems in
section 2.4. To better account for the individual uncertainty of the mass fractal dimensions,
the mean uncertainty of the individual systems is stated instead of the weighted mean.
3.2.2. Wetting-Envelope - Work of Adhesion Plots
We start with the filler types having a dispersive part of the surface free energy of γdf =
20mJ/m2, as depicted in Figure 3.3. On the left, i.e., Figure 3.3a, we see NR and on the
right, i.e., Figure 3.3b, we see SBR as the liquid. The red dots represent the filler types
with variable polar surface free energies. Those marked with roman numerals are chosen to
be investigated further. The golden dot in the NR plot and the green dot in the SBR plot,
mark the positioning of the respective other polymer, following the color coding introduced
in the context of Figure 3.1. The solid lines are the iso contact angle lines, which indicate the
wetting behavior between the fixed polymer and the incorporated filler types (or with the
other polymer). Everything above the black solid line is considered to be perfectly wetted
by the corresponding polymer. The dotted loops represent the iso lines of the difference in
work of adhesion. Filler types close to the inner, black dotted loop are considered to show the
lowest flocculation tendency. Note that compared to the NR in chapter 2, i.e., Figure 2.23a,
the dotted loops are slightly shifted vertically upwards and to the left. The overall shape is
unaltered. This affects the flocculation tendency of all filler types.
Similar to the reflection on the example systems and the single polymers in chapter 2, we can
deduce an ordering of the wetted surface fractions from the positioning of the filler types. We
concentrate on those marked with roman numerals. A complete overview on the development
of the wetted surface fractions is given in the detailed analysis in the context of the aggregate
phase diagrams with embedded TEM pictures. The ordering of the wetted surface fractions
of the polymers are always deduced after that of the fillers, as it is a direct consequence of
their ordering.
Starting with filler type I, we see bad wetting behavior towards both polymers and for NR
a high flocculation tendency. That for SBR is, according to our rating scheme introduced in
chapter 2, considered mediocre. Thus, a high value of lff is very likely and that for lfn should
be considerably lower than that for lfsb, because the filler particles aggregate in the phase
with the lowest difference in work of adhesion.
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(a) NR as the liquid.
















(b) SBR as the liquid.
Figure 3.3.: Comparison of wetting-envelope - work of adhesion plots for NR (a) and SBR (b)
containing artificial filler types with γdf = 20mJ/m2 in the case of binary polymer blends.
Filler types are marked as red dots. Those labeled by roman numerals I to IV are chosen to
be investigated further. The golden colored dot in (a) and the green dot in (b) marks the
position of the respective other polymer, i.e., SBR inside NR and NR inside SBR.
Increasing the surface polarity, we see perfect dispersion for fillers of type II inside NR together
with a good, close to perfect wetting behavior. At the same time, the flocculation tendency
inside SBR is slightly elevated. The same is true for the wetting behavior. As we can see from
the positioning of filler type II inside SBR, it is basically identical to NR. Because the system
wants to minimize its free enthalpy, it is reasonable to assume that the filler particle is solely
incorporated inside NR. Therein, it shows no aggregation at all. Consequently, lfn has to be
the highest value of all particles. Due to the increasing value of lfn, the values of lfsb and lff
will drop considerably.
Filler type III is the first to show perfect wetting for NR and still has a good dispersion
inside it. The flocculation tendency for SBR is high, while the wetting behavior is close to
mediocre. Based on the same argumentation as for filler type II, it is reasonable to assume
that those filler particles are now found solely inside NR. It is the best option for the system
to minimize its free enthalpy. Because of the higher flocculation tendency, lff will be higher
than in the case of filler type II, but lower than I. lfn must therefore decrease and lfsb will
consequently be very low.
For the last filler type taken into consideration, i.e., IV, we find a high flocculation tendency
for both polymers, albeit it is higher for SBR than for NR. Although the wetting behavior
towards SBR is now considered good, for NR it is still perfect. lfsb will consequently not
differ from III and only the values of lff and lfn are expected to change. Due to the higher
flocculation tendency, lff must increase while lfn has to decrease. Thus, we can state the







fn and lIfsb > lIIfsb > lIIIfsb > lIVfsb. (3.5)
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It should be noted that if the filler particles avoid a certain polymer, they are spatially
confined. This results in a direct dependency of the wetted surface fractions of the polymers,
where the filler particles are confined. If both polymers are equally good and the flocculation
tendency is somewhat large, as for the case of filler type I, then those filler particles can and








For the wetted surface fractions of the polymers, we can make use of the results obtained in
Equations (3.5) and (3.6). It is reasonable to say that where we find the highest values of
filler-polymer the respective value of the same polymer-polymer fraction will be the lowest.
Thus, we find the lowest fnn value for II and the lowest lsbsb value of I. Because the floccu-
lation tendency of the polymers within each other is fairly high, we cannot adopt the same
argumentation for the lowest filler-polymer values, as the wetted surface fraction between
both polymers, lnsb, needs to be taken into account. To find its lowest value, we need to find
a filler type, which has a very high value between filler and both polymers. This would be
fulfilled by filler types I and II. For both, we already deduced that one of the polymer-polymer
values will be the lowest. Because lfn will presumably be much higher than lfsb due to the
positioning regarding the flocculation tendency, filler type II has to show the lowest value of
lnsb. Lots of NR surfaces are occupied by filler particles diminishing the options for SBR. This
in turn can now flocculate. Thus, we find for II also the highest value of lsbsb. Consequently,
the highest value of lnn is found for filler type I. lfsb is the highest, while lfn is the lowest.
Filler type I aggregates heavily inside SBR. This allows NR to flocculate. The highest value
for lnsb is found, where the filler particles have their lowest wetted surface fractions towards
each of the polymers. Taking Equations (3.5) and (3.6) into consideration, we find that filler
type IV fulfills this the most. Where lnsb is very high, the corresponding values of lnn and lsbsb








nn and lIIsbsb > lIIIsbsb > lIVfsb > lIsbsb. (3.7)
Because filler type III was left and we knew the highest, lowest, and second lowest values of
the polymer-polymer related wetted surface fractions of identical polymers, its positioning
was obvious. We find that only the highest and the lowest value are interchanged. Due to
both second highest values in Equation (3.7), we can turn the argumentation regarding the
mixed polymer interface around. High values of identical polymer-polymer surface fractions








This final ordering leads to the expectation that filler type I is going to aggregate inside SBR,
II to disperse inside NR, and III as well as IV to aggregate inside NR.
We now increase the dispersive part of the surface free energy to γdf = 30mJ/m2 and repeat
the process. Generally, the flocculation tendency for all filler types inside NR is higher, al-
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(a) NR as the liquid.
















(b) SBR as the liquid.
Figure 3.4.: Comparison of wetting-envelope - work of adhesion plots for NR (a) and SBR (b)
containing artificial filler types with γdf = 30mJ/m2 in the case of binary polymer blends.
Filler types are marked as red dots. Those labeled by roman numerals I to IV are chosen to
be investigated further. The golden colored dot in (a) and the green dot in (b) marks the
position of the respective other polymer, i.e., SBR inside NR and NR inside SBR.
though the change for I is only minor. For SBR we find better dispersion for filler types I
and II, while the remaining types are unaltered. The wetting behavior of all filler types is
increased due to the vertical shift. Only filler type I inside SBR shows non-perfect wetting.
Starting with this filler type, we find only a slight change compared to the γdf = 20mJ/m2
case. The better dispersion inside SBR and slightly higher flocculation inside NR will lead
to an even lower value of lfn and a higher value of lfsb. Because the flocculation tendency is
still relatively high, this filler type will aggregate inside SBR, leading to a fairly high value
of lff .
Filler type II is equal for both polymers in every aspect. It shows the same flocculation
tendency and is perfectly wetted by both polymers. It is thus reasonable to assume that all
filler related wetted surface fractions will be similar. This must lead to a decrease of lfsb and
lff and to an increase of lfn. Because the flocculation tendency of this filler type is the lowest
for both polymers, we have already found the lowest value of lff . This case is somewhat
special, because it is likely to assume that this filler type will aggregate along the interface
of both polymers.
Further increasing the polar part of the surface free energy, i.e., looking at filler type III, we
find a mediocre flocculation tendency inside NR and a high one inside SBR. Therefore, the
filler particles of that type will aggregate inside NR. Subsequently, lfsb and lfn will decrease
further and lff increases again. It will even have a higher value than for filler type I, and
therefore the highest one for all filler types. This can be argued when looking at filler type I
once more. It is the same situation but with the polymers exchanged. For filler type III we
just have a slightly higher flocculation tendency for both polymers.
Filler type IV shows the same dependencies as in the case of γdf = 20mJ/m2, although the
difference between the flocculation tendencies has become smaller. Thus the values of lfsb
should not be as low as before. Due to the higher flocculation tendency compared to III,
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however, lfsb must be lower. With that we find that the ordering of lfsb is unchanged to the
former case of γdf = 20mJ/m2. Because the difference in the flocculation tendencies between
both polymers is now lower, but still the lowest is found in NR, we expect the filler type IV
to aggregate mostly inside NR, albeit not as much as for filler type III. It is ’pulled’ towards
SBR, leading to less dense aggregates and therefore for a higher value of lfn and a lower value








fn and lIIIff > lIff > lIVff > lIIff . (3.9)
We can adopt the same procedure for the polymers as in the case of γdf = 20mJ/m2 in the
exact same manner. It should be noted, however, that filler type II, which is equal for both
polymers, marks the lowest value of lnsb and the highest values of lsbsb and lnn. Consequently,







nn and lIIsbsb > lIIIsbsb > lIVfsb > lIsbsb. (3.10)
To find the highest value of lnsb we stated before that we have to find the lowest value of both
filler polymer related wetted surface fractions. For filler type I, we identify the lowest value
of lfn by far and for IV the lowest lfsb value. Unfortunately, we find the highest value of lfn
at IV and for I the highest lfsb value. Thus, we do not have the same case as before, where
we could establish a filler type fulfilling our requirement. However, the overall flocculation
tendency of filler type I is lower than for filler type IV. Especially, it is the lowest for I in
SBR. Therefore, it is very likely that lfn for filler type I is lower than lfsb for filler type IV.
Consequently, we find the highest lnsb value for I and the second highest for IV. Because we








In this case, we therefore expect filler type I to aggregate again inside SBR, but more centered
within this phase. Filler type II will aggregate along the interphase of both polymers, and III
and IV will again aggregate inside NR.
In the next sections we can check, whether this argumentation is sufficient and our predictions
are correct. Additionally, it is of high interest, if the change in the blend ratio affects the
ordering.
3.2.3. 50/50-NR/SBR Blend
The usage of polymer blends has several benefits regarding the properties of the final product,
as introductory mentioned. Here, we focus on a 50/50 blend ratio. Different combinations of
polymers are, for instance, used for different parts of the tire [1] or parts of a commercial shoe
[2]. According to the first source, homogeneity of mixing and cure compatibility are of utmost
importance when elastomer blends are considered. Therefore, not every polymer combination
is worth to look at. We concentrate on the combination of NR and SBR. We start with a
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completely dispersed state and investigate the flocculation behavior of the filler particles. As
we are now considering elastomer blends, we contemplate the coagulation behavior of the
elastomers themselves in addtion. As both structural developments contribute to several tire
properties [6], it is reasonable to extend our former view of pure filler flocculation to the phase
morphology of the different polymers. Because no polymer clusters are identified, we need to
rely on the TEM pictures and the wetted surface fractions alone. The impact of temperature
variation showed the same minor impact as for the single polymers considered in chapter 2
and the development of filler networks is nearly always found for filler volume contents only
well above 15%. Therefore, we consider variable flocculation time but mainly concentrate on
the variation of the polar part of the surface free energy.
We start with filler types having a dispersive part of the surface free energy of γdf = 20mJ/m2
incorporated inside the blend. The according aggregation phase diagram with embedded
TEM pictures as well as the wetted surface fractions are depicted in Figure 3.5. The top plot,
i.e., Figure 3.5a, shows the aggregation phase diagram. It is a plot of the mean size of the
aggregates versus the polar part of the surface free energy of the filler particles. Smaller values
of qagg represent larger real space values Ragg as they are calculated via Ragg = π/qagg. The
uncertainties result from the procedure explained in detail in the screening methods section of
chapter 2 and are given for the qagg values. The embedded TEM pictures are taken according
to the procedure mentioned before. The colored border of the TEM picture corresponds to
the number of MC steps indicated by the legend. The two plots at the bottom, i.e., Figures
3.5b and 3.5c, show the corresponding wetted surface fractions for the filler and the polymers,
respectively. They are to compared with the TEM pictures and thus, with the red data points
in Figure 2.25a. Note that this basic description also applies for all other upcoming plots.
The blue data points show the development of the mean aggregate size after 107 MC steps,
which is the lowest number we established in order to find any signs of structural development
at all. The aggregates are generally in the size region of approx. 20nm, with exception of
filler type II, which is smaller. But it also shows a significant uncertainty. Increasing the
number of MC steps we see increasing aggregate growth for every filler type, which becomes
less pronounced for higher polar fillers. It is to be expected that this trend continues for even
higher MC steps, which will be analyzed in more detail later on. The biggest mean aggregate
size with approx. 31nm is found for filler type III. The overall course is like a superposition
of the individual courses of SBR and NR in the single polymer case (cf. Figures 2.25a and
2.26a), although the surface free energy values of NR are slightly different here. The overall
size of the aggregates is generally bigger compared to the single polymer cases.
The wetted surface fractions in Figures 3.5b and 3.5c show that the ordering we deduced in
the context of the wetting-envelope - work of adhesion plots is correct.
Before we start to discuss the filler types in their wetted surface fractions in detail, it should
be noted that for low surface polarity fillers such as carbon blacks, i.e., in our case filler
type I, experimental data is available. The authors in [4] investigated the phase morphology
of NR/SBR blends of different ratios, also with a filler volume content of about φ = 20%.
They used different mixing procedures and analyzed the distribution of carbon black within
the blend. In the standard mixing procedure the polymers are mixed first. Other ingredients
are added subsequently. In the batch mixing procedure the filler particles are first mixed
with NR. Thereafter, in a second stage, SBR and other ingredients are added. Based on both
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Figure 3.5.: (a): Aggregation phase diagram for filler types with γdf = 20mJ/m2 incorporated
inside a 50/50-NR/SBR blend with φ = 0.20 at T = 413 K including embedded TEM
pictures for systems indicated by roman numerals. The colored border of each TEM cor-
responds to the according number of MC steps given in the legend. (b): Wetted surface
fractions with the filler in focus. (c): Wetted surface fractions with different polymers in
focus. Both wetted surface fractions are corresponding to the TEM pictures in (a).
procedures, it is reasonable to compare our results to theirs using the standard method. Using
dynamic-mechanical analysis, they were able to calculate the filler volume fraction in the three
phases, i.e., NR, SBR, and the interphase, whereas the latter is defined as the region where
both polymers coexist. A blend ratio comparable to ours is 55/45-NR/SBR. More than half,
i.e., 51%, of the carbon blacks were found in the SBR phase, more than one fourth, i.e., 26%,
inside NR, and the rest, i.e., 24%, in the interphase. In our model, we do not calculate the
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filler volume fraction within the different phases explicitly, but the wetted surface fractions
contain the same degree of information. The only difference is for the interphase. For that,
a discrete value is not available. Nevertheless, when taking the TEM pictures into account
we can draw a reasonable conclusion based on the wetted surface fractions between filler and
the single polymers.
Starting with the latter, we find that filler type I shows the highest lfsb value and the lowest
lfn value, while lff is the highest of the four filler types we are considering here. When we now
take the corresponding TEM picture into account, we see that the filler particles are heavily
aggregating inside SBR. They avoid the NR phase almost completely. The only connection
between the filler particles and NR is given in the outer regions where SBR and NR are also in
contact, i.e., the interphase. Therefore, we find more filler particles in the interphase than in
NR itself, which is different from the result obtained experimentally. Nevertheless, compared
to the experimental results we also observe that the filler particles tend to aggregate more
inside SBR than inside NR or the interphase. In [8], the authors used the same technique to
measure the filler distribution as in [4]. However, they focused on a 50/50-NR/SBR blend
with different types of NR and SBR. They also found that more than half, i.e., 51%, of the
carbon blacks were found in the SBR phase, but now only 12% are found inside NR and
37% in the interphase. This result matches the impressions we obtained from the interphase
distribution rather than those from [4].
It should be noted that our types of NR and SBR are also different (from both sources).
Because we have no information on the surface free energies of the NRs they used, we are not
able to draw any conclusions. For the SBR, this is also true for [4]. Fortunately, for the SBR
in [8] we have surface free energy data available [20]. Comparing these values with those we
use here, we find that the dispersive and polar parts differ only slightly. This indicates that
at least the SBR in the blend is mimicked to the same extent in our model system. Exact
values for the surface free energies of the NRs and SBRs used in both sources would allow
for a better comparison. Up till now, we can claim that we also see the trend of low polarity
fillers flocculating inside SBR and the interphase.
Regarding the polymer morphology of the system containing filler type I, we find that SBR
shows a more diluted polymer matrix, whereas NR a dense, more continuous one with large
domains within SBR. This is supported by the corresponding wetted surface fractions of the
polymers: lnn is higher than lsbsb. Additionally, lnsb is quite high, which is an indicator that
one polymer is interspersed inside the other. When we look at the cluster mass distribution
the less continuous SBR matrix is also supported. When filler particles form a filler network
within a certain polymer phase, it is likely to assume that the corresponding polymer phase
also forms a continuous phase. However, not building a filler network must not lead to no
polymer phase formation. First of all, we find that all particles are bound into clusters and
basically no clusters with a mass less than ten, i.e., far below 0.1%. We do find single large
clusters in all simulations, which fulfill the definitions of a filler network. They are slightly
above the 50% mass threshold with 56%. In two cases, however, we find that the sizes of the
networks are with RG < 62 considerably small. Nevertheless, the TEM pictures support the
impression of a filler network in all cases.
Increasing the polar part of the surface free energy, we find filler type II. According to the
TEM picture, it shows very high dispersion inside NR and seems to avoid SBR. Some of
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the filler particles, however, can still be found in the interphase between both polymers.
The low flocculation tendency in NR is also displayed by the corresponding wetted surface
fractions lfn and lff , which show their highest and lowest value for all filler types, respectively.
lfsb is also quite low and comparable to the lfn value for type I, where we also find more
particles in the interphase than in the corresponding elastomer matrix. Regarding the cluster
mass distribution, we now observe less particles bound into clusters, i.e., only about 87%. Of
those, 30% are found in clusters with a mass less than ten. Clusters with mass more than
one thousand appear rarely and do not contribute significantly to the cluster bound particles.
Overall, filler type II behaves akin to the single polymer case of NR in Figure 2.25. A major
difference, however, is the mean size of the aggregates. We find a fairly high value of about
30nm, although every aspect gives the impression of filler dispersion. This is explained due
to the spatial confinement of the particles inside one elastomer matrix. From the perspective
of SAXS, lots of scatterers are found within a narrow region and are therefore considered an
aggregate. This is a good example to display the importance of different screening methods.
If we relied on the SAXS data alone, a misleading impression would have concluded. The
morphology of the polymers also changed under the influence of the higher polar filler type.
We now find that SBR forms a continuous elastomer matrix, whereas NR is more ’diluted’,
albeit to a much lesser extent as SBR for filler type I. Because this filler type does not
flocculate, it is no obstacle for the formation of continuous polymer phases. The individual
strains appear broader here, although lnn is here less than lsbsb for I. This is justified by
the filler particles incorporated inside NR. They claim lots of the available NR surfaces,
diminishing the overall value of lnn. Because both of the elastomer matrices have broad
strains, the interphase between both is also diminished as indicated by lnsb.
Filler type III shows a high aggregation tendency inside NR in the TEM picture, which
is this time correctly supported by the mean size of the aggregates of about 33nm. The
aggregates are more incorporated inside the NR phase and surrounded by the respective
NR particles, resulting in an equal value of the wetted surface fractions of lff and lfn. This
distribution leads to a cut-off of the filler particles to the interphase, which is consequently
supported by the close to zero value of lfsb. For the elastomer matrix of the blend we find
that SBR forms a more dense, network like structure whereas NR is diluted. The NR particles
surround the individual strains of the SBR network and build bridges between them, resulting
in increasing values for lnn and lnsb. The cluster mass distribution reveals that about 99% of
all filler particles are bound into clusters and that we find a single large cluster building a
filler network, comprising 98% of all those particles. The individual, large aggregates inside
the branches of the network are, albeit to a lesser extent, akin to those build within pure NR
(cf. Figure 2.25). Here, however, the spatial confinement allows the filler particles to form a
continuous filler network via thin strains, which was formerly not the case.
The last filler type we consider here, i.e., IV, shows more and smaller aggregates. The filler
related wetted surface fractions are only slightly different. Those regarding the single polymers
show slightly smaller values and that of the polymer interphase, i.e., lnsb, shows an increase.
Looking at the phase morphology of the polymers, we see again a more continuous phase for
SBR and a more diluted one for NR. The branches of the SBR phase, however, are now less
dense. This is due to the fine filler network inside the NR matrix. It binds less NR particles
in a certain area and distributes them more inside the whole elastomer. This allows more NR
particles to connect with SBR and consequently diminishes the values of lnn and lsbsb. This
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is also supported by the cluster mass distribution. While the amount of cluster bound filler
particles is unaffected, the single large cluster comprises less filler particles compared to filler
type III. Now, it only contains 92% of those particles.
Beside the experimental data for low polarity fillers, also data for the distribution of silica,
i.e., high polarity fillers, is available [9]. Therein, the authors investigated the distribution of
silanized silica particles inside a tertiary 50/25/25-NR/SBR/BR blend, i.e., with an additional
25% polybutadiene rubber (BR). They focused on using two different mixing procedures,
which we cannot mimic in our model. In both procedures, however, SBR and BR were always
mixed beforehand and then blended with NR. In method A they used in-situ silanization
inside NR with a following blend with SBR/BR and for method B, it is done vice versa. The
results they have obtained for the distribution using the same method as in [4] are, however,
generally comparable for both methods. The silica particles incorporated inside the blend
are Ultrasil VN3 and Coupsil 8113, a pre-silanized version of Ultrasil VN3 with Si 69. We
used both in the potential section of chapter 2 and thus know their surface free energies [15].
Unfortunately, it is not specified if the filler particles were used as a granulate or a powder. In
the following, we will stick to the former and therefore find: Ultrasil VN3 (γdf = 18.7mJ/m2
and γpf = 22.7mJ/m2) and Coupsil 8113 gran. (γdf = 21.1mJ/m2 and γ
p
f = 15.8mJ/m2).
As a silane, when using Ultrasil VN3 as the filler, Si 75 was used. In some mixtures it was
Si 69 to obtain a better comparison to Coupsil 8113. Although we do not know the exact
impact on the surface free energy values when those silanes are applied, we do know from
chapter 2 that the dispersive part is increased and the polar part is decreased. Consequently,
a reasonable comparison can be established for Ultrasil VN3 silanized with Si 69 with filler
type IV (γdf = 20mJ/m2 and γ
p
f = 20mJ/m2) and for Coupsil 8113 gran. using the filler
particle with γdf = 20mJ/m2 and γ
p
f = 15mJ/m2. For both filler types in the simulation,
we find that the NR phase is favored over the SBR phase. The affinity is higher for filler
type IV in comparison. The experimental data agrees with this behavior. Silanized Ultrasil
VN3 is found to 77% (65%) inside NR, whereas Coupsil 8113 is found to 71% (52%) inside
NR, where the value in the brackets is for method B. Different from those values is the
distribution inside the other phase. For both filler types we do not find any particles inside it.
A reason might be due to the blend of SBR and BR used in the experiment or the different
mixing procedures. Another possibility is the silane distribution, because we are mimicking
homogeneously silanized particles here. This is investigated in more detail in chapter 4.
When we now change the dispersive part to γdf = 30mJ/m2, we find the aggregation phase
diagram with TEM pictures and the corresponding wetted surface fractions shown in Fig-
ure 3.6.
The overall course of the data is similar to the γdf = 20mJ/m2 case, with a difference for
filler type II. It now shows smaller mean aggregate sizes and the uncertainty for the blue
data point, corresponding to 107 MC steps, is also less. The trend for aggregate growth for
longer flocculation times, i.e., more MC steps, is now only significant for the first three filler
types. The overall mean size of the aggregates is also very similar to the γdf = 20mJ/m2 case.
The formerly impression of superposition of the aggregation phase diagrams of the single
polymers is supported here, with the exception of filler type II. The overall ordering deduced
in the context of Figure 3.4 is, however, correct.
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Figure 3.6.: (a): Aggregation phase diagram for filler types with γdf = 30mJ/m2 incorporated
inside a 50/50-NR/SBR blend with φ = 0.20 at T = 413 K including embedded TEM
pictures for systems indicated by roman numerals. The colored border of each TEM cor-
responds to the according number of MC steps given in the legend. (b): Wetted surface
fractions with the filler in focus. (c): Wetted surface fractions with different polymers in
focus. Both wetted surface fractions are corresponding to the TEM pictures in (a).
The TEM picture of filler type I still shows the distinct trend of the filler particles to flocculate
inside SBR and to avoid NR as much as possible. Here, however, it is even more pronounced.
The filler particles are incorporated inside SBR and it shields them from NR. Consequently,
the wetted surface fraction lfn is zero, while lfsb and lff is very high. As a consequence,
we now find no particles in the interphase and have a complete transfer to the SBR matrix.
Compared to γdf = 20mJ/m2, the aggregates look more compact and elongated. Less individ-
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ual aggregates can be recognized. Indeed, the cluster mass distribution reveals that we have
a percolating filler network. A single large cluster comprising 96% of all filler particles. The
polymer morphology shows a very fine and continuous phase built by SBR and one containing
thick branches by NR. It appears that SBR is aggregating along the NR branches. In the
case of the single SBR polymer, depicted in Figure 2.26, we saw no filler network. Now, due
to the fact that a filler network developed, we find a fine and more continuous polymer phase
compared to the γdf = 20mJ/m2 case.
Filler type II shows a very different TEM picture. The filler particles align along the NR/SBR
interphase and are partially dispersed in both single elastomer matrices. The filler particles
form bridges between both, creating a filler network with small aggregates along its branches.
Compared to the structural development of the filler particles inside the single polymers, i.e.,
Figures 2.25 and 2.26, this is not surprising. In both of the figures the high flocculation
tendency leads to a structural development with comparable mean aggregate sizes. In the
context of the wetting-envelope - work of adhesion plots in Figure 3.4, we already stated that
the similar tendency inside both polymers must lead to an aggregation along the interphase,
because none is favored over the other. Indeed, when we take the wetted surface fractions
into account, we see that those regarding filler particles are equal. This results in fewer lff
and lfsb and more lfn values compared to filler type I. The cluster mass distribution supports
our impression of the filler network. Overall, we find slightly less particles bound into clusters
compared to I, i.e., 97%. But still, the single large cluster comprises 93% of all filler particles.
The other 7% consist mainly of clusters with a mass less than ten. Those are the dispersed
looking particles in the individual polymer phases. The morphology of the polymers shows
two almost identical elastomer matrices. Both are forming a continuous phase with dense and
wide branches. This is again no surprise, as the basic conditions are very similar to the case
of γdf = 20mJ/m2. In this context, we already stated that the filler particles are the main
obstacle for the structural development of the polymers. Here, we again find that they do not
form big aggregates and therefore behave as they are ’dispersed’. This does not hinder the
structural development of the elastomer matrices, which are in turn able to fully develop a
network like structure and permeate each other. The similar values of lnn and lsbsb and the,
at the same time, low value of lnsb also support this argumentation.
By further increasing the surface polarity, we are looking at filler type III. We find an increase
in the mean size of the aggregates, which is supported by the corresponding TEM picture,
since it shows more and bigger structures mostly inside NR. Different from the γdf = 20mJ/m2
case, the aggregates look more compact and less frayed. A filler network is not recognized.
The increase in the filler specific wetted surface fraction, lff , is in accordance with the larger
structures. It is even higher than for γdf = 20mJ/m2, supporting the impression of more dense
structures. As those structures are inside NR, the lower value of lfsb is also as expected. The
same is true for the lower value of lfn. The latter can be reasoned by the fact that compact
aggregates have a smaller interface than a continuous filler network, like it is in the case of
filler type II. Looking at the cluster mass distribution, we indeed find no single large cluster
although all particles are bound into clusters. We also find almost no particles in clusters
with mass less than ten, i.e., below 1%. More than half of the filler particles are in clusters
with a mass greater than one thousand, i.e., about 52%. We even find clusters with masses
greater than ten thousand and more. The morphology of the polymers shows a continuous
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SBR matrix and a diluted NR matrix. Comparable to the γdf = 20mJ/m2 case, the NR
particles surround the individual SBR strains.
Filler type IV appears to be very similar to the γdf = 20mJ/m2 case, if we compare the
TEM pictures alone. A continuous filler network with small individual aggregates within its
branches, is incorporated inside the NR matrix and shielded by it from SBR. Although even
the wetted surface fractions of the filler particles look the same, we do find slight differences
here. The value of lfsb is higher. The NR particles are therefore not able to shield the filler
network completely from the SBR matrix, which appears to be more continuous. The cluster
mass distribution reveals a system, where all filler particles are bound into clusters and the
single large cluster, which we identify as a filler network, comprises over 80% of those. This is
less than in the γdf = 20mJ/m2 case with 92%. Apart from the more continuous SBR matrix,
the blend morphology shows no difference to the other case. The wetted surface fractions of
the polymers are supporting this, as they are very similar.
To finish the discussion, we want to look at the mass fractal dimensions of the aggregates of
all filler particles. They are conclusively shown in Figure 3.7.
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Figure 3.7.: Comparison of the mean mass fractal dimension of the aggregates, d̄aggm , for filler
types with γdf = 20mJ/m2 and γdf = 30mJ/m2 inside a 50/50-NR/SBR blend for φ = 0.2
after 2 · 109 MC steps at T = 413 K. Note that the filler type with γpf = 5mJ/m2 show a
high uncertainty. In (a) the filler types showed no structural development at all and in (b)
they aggregated along the interphase of both polymers. Note also that the uncertainties
are the corresponding mean uncertainties.
Compared to the single polymers, we find that the overall value of d̄aggm is generally higher for
both values of γdf . The variation for the different γ
p
f values is also more distinct. The certainly
most pronounced variance is found for γpf = 5mJ/m2. With γdf = 20mJ/m2 it showed no
structural development at all (cf. Figure 3.5a) and with γdf = 30mJ/m2, the filler particles
aggregated along the polymer interphase (cf. Figure 3.6a). In both cases a sudden increase in
the number of occupied boxes is detected by the box-counting algorithm. This consequently
yields high uncertainties. The filler types with the three highest surface polarities behave,
similar to the single polymers, identical. This is again supported by the same mean size of
the aggregates as well as the similar cluster mass distribution. For the non-polar filler type
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with γpf = 0mJ/m2, we noticed in the discussion of the aggregation phase diagrams that the
aggregates looked more compact and elongated for γdf = 30mJ/m2 than for γdf = 20mJ/m2.
We indeed find that the mass fractal dimension is higher for the former dispersive part than
for the latter, which supports the more compact impression. With values between 1.7 and
2.1 the aggregates produced here are still in the region of those obtained by kinetic growth
processes [21–23] .
Table 3.2 lists all filler types, which were able to form a filler network. For each network,
its mean mass, m̄n, and size, R̄n, are listed. Note that the size is calculated from the mean
radius of gyration via R̄n = R̄G ·Rsi (cf. Equation (2.14)). Note also that all mean values are
subject to the uncertainties introductory mentioned. The mean size of the aggregates, R̄agg, is
obtained from the formerly considered aggregation phase diagrams. Their mean mass fractal
dimension, d̄aggm , from Figure 3.7.
Table 3.2.: Filler networks developed by different filler types inside a 50/50-NR/SBR blend for
φ = 0.20, T = 413 K, and after 2 ·109 MC steps. Listed are their mean mass, m̄n, and size,
R̄n, as well as the mean size of their aggregates, R̄agg, together with the corresponding mean
mass fractal dimension, d̄aggm . Note that the mean size of the filler networks is calculated
from the mean radius of gyration via R̄n = R̄G · Rsi (cf. Equation (2.14)). Note also
that the mean values are taken over ten simulations and are subject to the uncertainties
introductory mentioned. They are listed again for the sake of completeness.
polymer γdf [mJ/m2] γ
p
f [mJ/m2]





0 234450 505.9 26.3 1.92± 0.01
10 405742 512.1 32.8 1.95± 0.01
15 394569 511.9 26.5 1.93± 0.02
20 382047 512.0 23.9 1.89± 0.01
25 370814 511.3 22.8 1.88± 0.02
30 367468 512.0 22.5 1.87± 0.02
30
0 396763 511.8 29.2 1.97± 0.02
5 380379 511.8 23.0 1.85± 0.10
15 301059 512.3 24.8 1.91± 0.01
20 340549 511.9 23.1 1.89± 0.01
25 351097 512.4 22.8 1.88± 0.02
30 358683 511.7 22.5 1.88± 0.02
In the case of γdf = 20mJ/m2, we find beside the γ
p
f = 0mJ/m2 filler type that the filler
networks become less massive, while their size shows no salience. The size of the aggregates as
well as the mass fractal dimension decreases accordingly. While the latter was also observed
in both single polymers (cf. Table 2.8), the decrease in mass was not. We even observed a
contrary trend, as they became more massive for higher surface polarity. For γdf = 30mJ/m2,
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on the other hand, we do find more massive filler networks for higher surface polarities,
although in the beginning a decrease is also observed. For both dispersive parts, however,
the filler networks appeared more continuous for higher surface polarity. Similar to the single
polymer case, filler networks comparable in mass are more continuous, if they contain smaller
aggregates. The corresponding mass fractal dimension of the aggregates is, as well as their
size, almost identical to the γdf = 20mJ/m2 case. The special filler particle, which aggregated
along the polymer interphase, i.e., γpf = 5mJ/m2, shows rather small aggregates with a low
mass fractal dimension.
A major difference to the single polymers is found in the number of filler types able to
form a network. For both γdf values we formerly only found four networks inside NR and
three inside SBR. Here, we find six networks. The blend therefore doubled the possibilities
for the formation of filler networks. Filler types with low to intermediate surface polarity,
i.e., γpf < 20mJ/m2, are now able to form networks. Thus, the polymer blend leads to an
enhancement of the filler network building properties.
Altogether, we see that filler particles inside 50/50-NR/SBR blends usually show a distinct
affinity towards one of the two polymers. This is also seen in various experiments in terms
of filler distribution [4, 8, 9]. Low polarity fillers such as carbon black, favor SBR and high
polarity fillers such as silica, favor NR. It is assumed that the reason for the affinity of carbon
black towards SBR is found in the interaction between itself and the polymer [7, 24]. Because
we focus on this interaction in our model and also find this affinity, we can agree with this
assumption. Additionally, we can partially agree, i.e., in the γdf = 20mJ/m2 case, with the
affinity of carbon black for the interphase, which was found in the aforementioned sources.
Regarding silica, experimental values considering the interphase were not obtainable. We do,
however, find that their affinity for the interphase can be very high, i.e., filler type II in
the γdf = 30mJ/m2 case. Overall, we find that in our simulation the extent of filler-polymer
affinity is mostly much higher than in experiments. As we saw in the respective discussions of
filler distribution, the mixing procedure shows to have a high impact. This impact seems to
be heavily depending on the polymers in use [12]. This might be a reason for the discrepancies
we find in our model. Another possibility is the usage of additional ingredients, which we are
not able to mimic.
The favoring of a distinct polymer phase, subsequently leads to an increase of the correspond-
ing relative filler volume fraction. This in turn enables the filler particles to form networks
more likely, which supports the impression we obtained in the context of the variation of
the filler content in single polymers. This also explains the higher mass fractal dimensions
of the aggregates. We already noticed that for single polymers higher filler volume content
generally leads to higher mass fractal dimension of the aggregates. However, for filler network
formation a certain threshold must be surpassed, which was not reached for every filler type.
An example is filler type II in the γdf = 20mJ/m2 case. Therefore, the investigation of higher
relative filler volume fractions is reasonable. This is achieved in two ways: By alternating
the blend ratio, which we do in the next section, and by increasing the overall filler volume
content, which we do thereafter.
The polymer morphology is affected by the filler flocculation. For instance, a lower filler
flocculation, like for filler type II in the γdf = 20mJ/m2 case, results in a good individual
elastomer development, where both form continuous phases permeating each other. A higher
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flocculation tendency, on the other hand, seems to deteriorate the building of the corre-
sponding continuous polymer phase (e.g., filler type I in the γdf = 20mJ/m2 case or III in
the γdf = 30mJ/m2 case). A special case is certainly filler type II in the γdf = 30mJ/m2
case, which aggregated along the interphase. The polymer morphology was similar to the
γdf = 20mJ/m2 case, i.e., we find continuous polymer phases permeating each other, al-
though we deal with high flocculation tendency. The main obstacle for continuous polymer
phases seems to be found for heavily aggregating filler particles, not forming a continuous
network.
3.2.4. 70/30-NR/SBR Blend
Now we change the blend ratio to 70/30-NR/SBR and investigate again the impact of floc-
culation time, i.e., number of MC steps, as well as the variation of the surface free energies.
Beside the impact on the formation of filler networks and the mass fractal dimension of the
aggregates, it is of high interest, if the blend ratio will affect the ordering we derived for the
wetted surface fractions in the context of Figures 3.3 and 3.4. The overall procedure is the
same as for the 50/50-NR/SBR blend. We start with γdf = 20mJ/m2, which is depicted in
Figure 3.8.
The overall course of the data resembles the course of single NR (cf. Figure 2.25) more than
a superposition of NR and SBR, as we observed it for the other blend ratio. An eminent
difference is therefore found for filler type II. The mean size of its aggregates is only Ragg ≈
12nm, which accounts for a dispersed state. We know from the other ratio that filler type
II indeed shows very high dispersion inside NR. There, the mean size of the aggregate was,
however, misleading. Due to the now bigger NR phase it seems that the dispersion is also
correctly displayed by the mean aggregate size. Filler type III develops bigger aggregates in
comparison, i.e., Ragg ≈ 38nm versus Ragg ≈ 33nm. This is still below the value obtained
in single NR with Ragg ≈ 53nm, but the trend for the formation of bigger aggregates is
discernible. The other two filler types, i.e., I and IV, show no difference in their mean aggregate
sizes compared to the other blend.
Taking the wetted surface fractions into account, i.e., Figures 3.8b and 3.8c, we find that the
ordering is unaffected by the change of the blend ratio. As expected, all wetted surface frac-
tions regarding NR are elevated, whereas those regarding SBR are diminished. This becomes
less pronounced for higher filler surface polarity.
Looking at the TEM picture of filler type I, we find that we still have the tendency of the
filler particle to flocculate inside SBR. Less from this elastomer matrix can be seen in the
TEM, because the same amount of filler occupies a smaller phase. This leads to more lfn
contacts, mainly found in the outer regions where both polymers connect, i.e., the interphase.
Consequently, the value of lfsb is diminished, albeit only slightly. lff , on the other hand, is
basically unaffected. The polymer related surface fractions show a more significant change.
lsbsb is greatly reduced and lnn is increased. lnsb is only merely reduced. Looking at the
polymer morphology, we find that the SBR particles aggregate along the outside of the NR
branches, where they form a very fine continuous phase. This allows the filler particles to
form a network within the SBR matrix. They comprise 72% of all filler particles, because
they are all cluster bound. The others are almost completely found in clusters with a mass
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Figure 3.8.: (a): Aggregation phase diagram for filler particles with γdf = 20mJ/m2 incorpo-
rated inside a 70/30-NR/SBR blend with φ = 0.20 at T = 413 K including embedded
TEM pictures for systems indicated by roman numerals. The colored border of each TEM
corresponds to the according number of MC steps given in the legend. (b): Wetted surface
fractions with the filler in focus. (c): Wetted surface fractions with different polymers in
focus. Both wetted surface fractions are corresponding to the TEM pictures in (a).
greater than ten. The reduction of the filler favored polymer phase consequently leads to a
higher relative filler volume fraction. This, in turn, allows for a more likely formation of a
filler network.
The TEM picture of filler type II shows the same behavior as in the 50/50 case. We see
dispersion inside NR and avoidance of the SBR phase. Consequently, lfn is very high, whereas
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lff and lfsb are quite low. The polymer morphology reveals that NR builds a continuous
polymer phase. No dilution or phase building is found for SBR. We instead find several big
domains, basically SBR aggregates, inside NR. This reduces the available interface for both
the filler and NR, which consequently leads to a low lnsb value. The low value of lnn issues from
the high lfn value. The cluster mass distribution supports the impression of dispersion. More
than 50000 small clusters, each with a mass below one hundred, are found. As a comparison:
filler type I had only about 1000 clusters. Only 80% of all particles are bound into clusters
and of those, 50% have a mass less than ten.
For filler type III, we see big structures connected via small strains – identical to the 50/50
case. The aggregation of filler particles inside NR consequently leads to a decrease of lfn and
an increase of lff . The polymer morphology shows again SBR aggregates embedded inside
the continuous NR matrix. Different from filler type II, however, the NR matrix completely
surrounds the SBR aggregates. This leads to an increase of lnsb. Because of this, the filler
particles are shielded from SBR, resulting in a close to zero value of lfsb. The decrease of
lfn leads to an increase of lnn. The value of lsbsb is only merely affected. The cluster mass
distribution shows again a single large cluster, permeating the NR matrix. It comprises 90%
of all cluster bound particles, which make out 97% of all available particles. We still find
several smaller clusters with a mass less than ten, holding 4% of the cluster bound particles.
The number of clusters is, compared to the 50/50 case, about three times higher, i.e., about
1500 vs. 5000 clusters. For the single NR case we did not find a network at all and the number
of clusters was again about three times higher compared to the 70/30 ratio, i.e., about 15000.
Altogether, we find that increasing the NR phase for this filler particle leads to a breakdown
of the filler network. The relative filler volume fraction is here, however, still high enough for
filler network creation.
Looking at the TEM picture of filler type IV, we still find a filler network. However, it looks
less acute compared to the 50/50 blend ratio. The filler particles seem to be more dispersed
inside the NR matrix. The wetted surface fractions regarding the filler surface show, however,
no significant difference. The same is true for the polymer related ones, if we regard the higher
NR content of the blend. The polymer morphology shows that NR is now more diluted. SBR
aggregates again inside NR, but this time the NR particles can additionally be found inside
the SBR aggregates. This leads to an increase of lnsb and to a decrease of lnn and lsbsb.
Regarding the cluster mass distribution the number of cluster bound particles is at the same
level as for filler type I, i.e., we find no free roaming particles. The impression of a less
acute filler network is confirmed. The single large cluster comprises only 70% of the filler
particles compared to the 92% for the 50/50 ratio. The other 30% are, however, not found
in clusters with a mass less than ten. They are rather found in intermediate clusters with
a mass up to one thousand. This supports the presumption that aggregation without filler
network formation directly affects the continuity of the polymer phase.
The variation of the blend ratio for the γdf = 20mJ/m2 case shows that increasing the relative
filler volume content in a specific polymer phase increases the possibility to form a network.
Decreasing, on the other hand, lowers it. An interesting case is still filler type I. Inside the
single SBR it showed no tendency to form a filler network whatsoever, but inside single NR
it was able to form one. Blending both polymers, the filler particles do not stay inside NR,
where a network formation is easily possible. Instead, they immerse inside SBR and form a
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network therein. In order to do so, the relative volume fraction inside SBR only has to be
high enough.
Changing the dispersive part to γdf = 30mJ/m2, we find the aggregation phase diagram in
Figure 3.9a and the corresponding wetted surface fractions in Figures 3.9b and 3.9c.
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Figure 3.9.: (a): Aggregation phase diagram for filler types with γdf = 30mJ/m2 incorporated
inside a 70/30-NR/SBR blend with φ = 0.20 at T = 413 K including embedded TEM
pictures for systems indicated by roman numerals. The colored border of each TEM cor-
responds to the according number of MC steps given in the legend. (b): Wetted surface
fractions with the filler in focus. (c): Wetted surface fractions with different polymers in
focus. Both wetted surface fractions are corresponding to the TEM pictures in (a).
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Compared to the 50/50 blend, we detect only minor differences for the mean aggregate sizes.
The size for filler type II is slightly increased and the uncertainty for the lowest number of MC
steps considered here is higher. The ongoing growth for higher MC steps for the filler types
with the three lowest surface polarities, is less pronounced. The impression of a superposition
of single NR and SBR is supported again. The ordering of the wetted surface fractions is not
affected, although, due to the higher NR content, the overall values are different.
Filler type I shows a continuous filler network, which is incorporated inside SBR. We see
even less of the SBR compared to γdf = 20mJ/m2, which is supported by the corresponding
higher wetted surface fraction lfsb and lower lfn. The value of lff is unaffected. This behavior
can be justified by looking at the polymer morphology and the corresponding wetted surface
fractions. lsbsb is lower and, although not displayed here, the value of lsbn is now even higher,
i.e., the surfaces of SBR are mostly wetted by NR. Indeed, SBR forms in the same fashion as
the γdf = 20mJ/m2 case a fine continuous phase along the branches of NR, but here it is even
finer and only a few particle layers thick. This shields the NR from the filler particles more,
resulting in the lower lfn value and higher lfsb value. Consequently, we find less particles in
the interphase and a very fine filler network embedded inside the SBR matrix, comprising
99% of all filler particles. This is even higher than the 50/50 case with 96%.
The tendency for filler type II to aggregate along the interphase of the polymers is still dis-
cernible, albeit we find the layers to be broader than for the 50/50 case. This is in accordance
with the slightly higher mean size of the aggregates, i.e., Ragg ≈ 25 compared to Ragg ≈ 23.
A broader filler layer in the interphase displaces the polymer particles, leading to a very low
value of lnsb and consequently high values of lsbsb and lnn. Because the filler particles form
bridges between the SBR domains, their contact with respect to NR is unaffected, i.e., lfn
shows to be similar to the 50/50 case. The morphology of SBR shows several large aggregates
embedded inside a distinct NR phase, not able to form a continuous phase on its own. The
filler network formed along the interphase comprises more cluster bound particles than the
50/50 blend, i.e., 96% versus 93%, while their amount is equally high with 97% of all filler
particles.
The aggregation of filler type III is comparable to the 50/50 blend ratio. We find several
big aggregates with no connection via small strains like in the γdf = 20mJ/m2 case and
therefore, no filler network. Even the wetted surface fractions of the filler related surfaces are
very similar. A real difference is only found for the polymer morphology, as the continuous
SBR phase is now broken down into several aggregates. Also, the cluster mass distribution is
basically identical.
Filler type IV appears to behave similarly to the γdf = 20mJ/m2 case. A network is still
discernible, albeit less acute and with more filler particles dispersed inside NR. Comparing the
wetted surface fractions to that case, we find no difference. This also holds for a comparison
to the 50/50 blend. A change in the polymer morphology is not found compared to the
γdf = 20mJ/m2 case. The cluster mass distribution, however, reveals some differences. We
find even less filler particles comprised inside the single large cluster, i.e., only about 63%.
For γdf = 20mJ/m2, we still found 70% and for the 50/50 blend with γdf = 30mJ/m2 82%.
The biggest network was found for 50/50 and γdf = 20mJ/m2 with over 90%. Thus, for this
surface polarity, the breakdown of the filler network can be achieved by altering the blend
ratio, as well as the dispersive part of the surface free energy of the filler particles.
116 3. Binary Polymer Blends – Impact of Homogeneity
The change of the dispersive part showed the same impact as for the other blend ratio.
Comparing systems with equal dispersive part but different blend ratio showed that the
trends in the 50/50 case are enhanced. The same source we used in the discussion of the
50/50 blend ratio for filler type I, i.e., [4], also contains values for a 70/30-NR/SBR blend
ratio. For that case, the authors found a filler distribution, which is more or less evenly
distributed inside the three phases: NR with 36%, SBR with 32%, and the interphase with
32%. This means less particles inside SBR and more inside NR and the interphase, compared
to the 50/50 blend. In the discussion of this blend, we already found a discrepancy to their
values. For γdf = 20mJ/m2, the amount of particles in the interphase was higher in our
simulation, whereas for γdf = 30mJ/m2 it was zero, and every filler particle was found inside
SBR. While we still not find a significant amount of filler inside NR for the 70/30 blend, we
do find that the interphase value is higher. We therefore have a comparable trend, which is
also seen in the experiment (at least for the γdf = 20mJ/m2 case).
We finish the discussion of the 70/30 blend with the investigation of the mass fractal dimension
of the aggregates depicted in Figure 3.10.
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Figure 3.10.: Comparison of the mean mass fractal dimension of the aggregates, d̄aggm , for filler
types with γdf = 20mJ/m2 and γdf = 30mJ/m2 inside a 70/30-NR/SBR blend for φ = 0.2
after 2 · 109 MC steps at T = 413 K. Note that the filler type with γpf = 5mJ/m2 show
a high uncertainty. In (a) the filler types showed no structural development at all and in
(b) they showed a tendency to aggregate along the interphase of both polymers. Note also
that the uncertainties are the corresponding mean uncertainties.
Compared to the single polymers, we find that the overall value of d̄aggm is again generally
higher for both values of γdf . Compared to the 50/50 blend ratio, we find that the case with
γdf = 20mJ/m2 is different. Now, γ
p
f = 15mJ/m2 has the highest mass fractal dimension
instead of γpf = 10mJ/m2. For γdf = 30mJ/m2, on the other hand, we find it to be very sim-
ilar. Only the non-polar filler type has a slightly lower value in comparison. The uncertainty
of the values is again most pronounced for γpf = 5mJ/m2. Due to the higher dispersion for
γdf = 20mJ/m2 in comparison to the 50/50 blend ratio it is even more pronounced. The filler
types with the three highest surface polarities behave, in the same way as the single polymers
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and the 50/50 blend ratio, very similar. This is again supported by the similar mean size of
the aggregates, as well as the cluster mass distribution.
For systems developing a filler network, Table 3.3 lists their mean values of mass and size as
well as the mean aggregate size values and the corresponding mass fractal dimension. Note
that the size is calculated from the radius of gyration via R̄n = R̄G ·Rsi (cf. Equation (2.14)).
Note also that all mean values are subject to the uncertainties introductory mentioned. The
size of the aggregates is taken from the formerly considered aggregation phase diagrams, their
mean mass fractal dimension from Figure 3.10.
Table 3.3.: Filler networks developed by different filler types inside a 70/30-NR/SBR blend for
φ = 0.20, T = 413 K, and after 2 ·109 MC steps. Listed are their mean mass, m̄n, and size,
R̄n, as well as the mean size of their aggregates, R̄agg, together with the corresponding mean
mass fractal dimension, d̄aggm . Note that the mean size of the filler networks is calculated
from the mean radius of gyration via R̄n = R̄G · Rsi (cf. Equation (2.14)). Note also
that the mean values are taken over ten simulations and are subject to the uncertainties
introductory mentioned. They are listed again for the sake of completeness. A special case
is marked with ∗. Here, not for every simulation a filler network developed. The values are
thus means for the cases when it happened.
polymer γdf [mJ/m2] γ
p
f [mJ/m2]





0 302144 512.5 25.5 1.91± 0.01
10 371990 511.3 37.8 1.91± 0.05
15 280557 514.3 27.1 1.94± 0.02
20 293809 510.2 23.5 1.89± 0.01
25 287080 511.5 22.6 1.88± 0.02
30 284653 511.9 22.5 1.88± 0.02
30
0 415316 512.0 29.2 1.94± 0.02
5 388553 512.0 23.0 1.87± 0.10
15∗ 213690 515.3 24.7 1.91± 0.01
20 267163 513.6 23.2 1.89± 0.01
25 277236 512.8 22.6 1.88± 0.01
30 276857 512.0 22.2 1.88± 0.01
A conspicuous difference to the 50/50 blend ratio in Table 3.2 is given for the mass of the filler
networks. Almost all networks inside the NR matrix contain considerably less filler particles.
The one along the NR/SBR interphase, i.e., γdf = 30mJ/m2 and γ
p
f = 5mJ/m2 behaves
similarly. Those built inside SBR by filler type I, i.e., γpf = 0mJ/m2, contain more filler
particles than in the 50/50 blend ratio. For both dispersive parts, the biggest clusters with
respect to size are found for γpf = 15mJ/m2, while at the same time they are least massive.
A possible explanation for this is that at a certain mass the individual branches of the filler
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network connect with one another, which consequently reduces the size of the network. The
apparent continuity of the filler networks is again linked to the smaller size of the aggregates,
which is achieved for higher surface polarity.
We conclusively find that the presumption of filler network creation being linked to a certain
relative filler volume fraction inside the polymer phase where the filler particles flocculate, is
correct so far. To investigate this further, we increase the overall amount of filler to φ = 25%
and compare both blend ratios with one another in the next part. Because we find that the
impact on the wetted surface fractions is rather minor (the extent is comparable to the single
polymer case) we omit their consideration in the following. It is noted that their ordering is
unaffected by altering the filler volume content.
3.2.5. Impact of Higher Filler Volume Content
For a better comparison of the blends, we plot the aggregation phase diagrams obtained by
the same value of γdf . Afterwards, we compare the mass fractal dimension of the aggregates.
We start with filler types with γdf = 20mJ/m2, depicted in Figure 3.11. The plot in the
top shows the 50/50-NR/SBR blend ratio and the bottom the 70/30-NR/SBR case. For the
50/50 case, the course of the data is comparable to the lower filler volume content.
While this is also mainly the case for 70/30, we find a distinctive dependency on the number
of MC steps for filler type II. For the lowest number considered here, i.e., 107 MC steps,
the value indicates a dispersed system. After 108 steps, the value for the mean size of the
aggregates gets even lower, which indicates further dispersion of the filler particles. Then,
after 109 steps, the value suddenly increases and displays aggregates with almost three times
the size as before. More steps increase this value only slightly. Taking the corresponding TEM
picture into account, no aggregates, structures, or networks are, however, discernible. The
system looks dispersed and, beside the polymer morphology, identical to the 50/50 case in
the top of Figure 3.11. The argumentation about the spatial confinement and relative filler
volume fraction is therefore confirmed here. This is also true for the 50/50 ratio. For that, we
find that the relative filler volume fraction of filler type II inside NR has finally reached the
threshold for filler network formation. The cluster mass distribution reveals that now 93% of
all filler particles are cluster bound. This is higher than for the 70/30 case with about 88%
and definitely higher than for the lower filler content, φ = 0.2, with 80%. Of those 93%, 65%
are found inside the single large cluster. The rest is found in clusters with a mass less than
one thousand. Under the condition that (almost) all filler particles are incorporated inside
a single polymer phase we can easily calculate the respective relative filler volume fraction
via
φ̃if = φ/ηi, (3.12)
where φ is the absolute filler volume fraction and ηi the fraction of polymer i, with i being
NR or SBR. The combination resulting in the filler network for filler type II has a value of
φ̃NRf = 0.5. This is quite high and well above the percolation threshold for a cubic lattice
with pc = 0.31160768(15) [25] . However, this comparison is a little keen. Although we are














































Figure 3.11.: Aggregation phase diagrams for filler types with γdf = 20mJ/m2 incorporated
in 50/50-NR/SBR (top) and 70/30-NR/SBR (bottom) with φ = 0.25 and T = 413 K.
Embedded TEM pictures are taken for systems indicated by roman numerals. The colored
border of each TEM corresponds to the according number of MC steps given in the legend.
dealing with a cubic lattice, the NR phase forms a complete different subsystem inside that
lattice. In turn, the filler particles cannot arrange freely inside the original lattice.
The TEM pictures of filler type I, III, and IV are comparable to the case of lower φ. We see
no difference in structural development. However, the density of the structures appears to be
higher, because the areas are darker. Their corresponding cluster mass distributions reveal
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that we still find smaller filler networks in the 70/30 blend, which is, after the discussion of the
relative filler volume fraction, as expected. This impact, however, becomes less pronounced
for higher surface polarity and therefore follows the impression we obtained from the case of
φ = 0.2. An interesting case is again found for filler type I, which forms aggregates completely
inside SBR. We saw before that in the 50/50 blend no filler network developed. In that case
we had a relative filler volume fraction of φ̃SBRf = 0.4. For the 70/30 blend this is increased
to φ̃SBRf = 0.67 and the threshold is surpassed. It turns out that, akin to the case of filler
type II inside NR, a value of φ̃SBRf = 0.5 is necessary for filler network formation, because
we find a filler network for the 50/50 blend with φ = 0.25.
Regarding the amount of clusters for all values of γpf , we always find more clusters for the
70/30 blend than for the 50/50 blend. The most pronounced case is again found for filler
type II and that for all of the four combinations considered so far. We find for φ = 0.2 the
most clusters: more than 55000 in 70/30 and less than 40000 in 50/50. For φ = 0.25: more
than 40000 in 70/30 and about 20000 in 50/50. The increasing relative filler volume fraction
in NR therefore merges the smaller clusters into a filler network.
Figure 3.12 depicts the case, when the dispersive part is increased to γdf = 30mJ/m2. The
course of the mean size of the aggregates is again very similar for both blend ratios. The
biggest difference can be found again for filler type II in the 70/30 case. Its structures now
contain the biggest aggregates of all filler particles considered here.
The corresponding TEM picture of filler type I shows the same structural behavior as for the
φ = 0.2 case, only with a higher filler loading in the SBR phase. Filler type II also follows the
trends we saw in the lower φ case, i.e., the aggregation along the NR/SBR interphase. The
only difference we find is for the ’bridges’ between the SBR domains. They are now thicker
when compared within the same blend ratio. This is a result of limited space of the available
polymer interphase. During the simulation, the filler particles quickly assemble inside the
interphase. When this space is depleted, the remaining particles aggregate with those in the
interphase. This leads to particles inside both polymer domains. The effect is stronger for
the 70/30 ratio due to the smaller interphase. The aggregation leads to a more compact filler
distribution and consequently to an increased mean size of the aggregates. The increase in the
filler volume content leads, for the first time, to the formation of a filler network for filler type
III. While it is no surprise for the 50/50 blend ratio, because the relative filler volume fraction
is now φ̃NRf = 0.5 and therefore higher than for both blend ratios with φ = 0.2, it is one for
the 70/30 blend ratio. Therein, the relative filler volume fraction is only φ̃NRf ≈ 0.36, while for
the 50/50 blend with φ = 0.2 we already had φ̃NRf = 0.4. The only possible explanation for
the formation of a filler network at lower relative filler volume fraction, must be the polymer
morphology. Changing the blend ratio from 50/50 to 70/30 leads to a breakdown of the
continuous SBR phase. Consequently, the NR matrix is more continuous and the formation
of a filler network is less hampered. Filler type IV does not change under higher filler loading.
The filler network is still discernible in the TEM picture and the mean size of the aggregates
is also unaffected.
The observation we made for the γdf = 20mJ/m2 case regarding the amount of clusters, also
holds for γdf = 30mJ/m2, albeit only for the filler types with higher surface polarity. For γ
p
f
up to 10mJ/m2 it is the other way around and most pronounced for filler type II.















































Figure 3.12.: Aggregation phase diagrams for filler types with γdf = 30mJ/m2 incorporated
in 50/50-NR/SBR (top) and 70/30-NR/SBR (bottom) with φ = 0.25 and T = 413 K.
Embedded TEM pictures are taken for systems indicated by roman numerals. The colored
border of each TEM corresponds to the according number of MC steps given in the legend.
At the end of this part, we want to discuss the mass fractal dimension of the aggregates inside
systems, in which the filler types are able to develop a network. Due to the high filler volume
fraction, this is the case for every particle. For a better comparison, the values are plotted in
Figure 3.13. The left column depicts the 50/50 and the right column the 70/30 blend ratio.
The top Figures depict the case of γdf = 20mJ/m2 and the bottom ones γdf = 30mJ/m2.










(a) 50/50 with γdf = 20mJ/m2.
MC = 2 · 109
(b) 70/30 with γdf = 20mJ/m2.












(c) 50/50 with γdf = 30mJ/m2.
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(d) 70/30 with γdf = 30mJ/m2.
Figure 3.13.: Mean mass fractal dimension of the aggregates, d̄aggm , produced by different
filler types inside different NR/SBR blends with φ = 0.25 for γdf = 20mJ/m2 and γdf =
30mJ/m2 at T = 413 K after 2 · 109 MC steps. Note that the corresponding uncertainties
are also means.
Due to the higher filler volume content, the value of d̄aggm is overall increased. This was already
discussed in the former chapter regarding the single polymers and is due to the algorithm
itself. Nevertheless, the apparently more dense aggregates inside the filler networks agree
with the higher mass fractal dimension. The direct comparison of both blend ratios shows
that the values do not alter significantly and the course of the data itself is very similar.
The uncertainties for the 70/30 blend ratio are generally higher than for the 50/50 ratio.
Filler type II, i.e., γpf = 5mJ/m2 shows due to the poor structural development or the special
interphase aggregation behavior the highest uncertainties.
It can be summarized that increased filler volume content affects the development of filler net-
works. To be more precise, the relative filler volume content inside the polymer phases is the
main reason. It leads to a higher filler density, which is in agreement to experimental results
[26]. In the discussion of the single polymers, we already argued that systems, which show no
tendency to form a filler network at all, need to surpass a certain threshold of filler loading.
Our assumption was that this loading is the percolation threshold of the underlying lattice,
which is certainly true for single polymers. In blends, however, we are able to circumvent
this threshold by using distinct filler types. They must prefer one of the two polymer phases.
Then it is possible to use an overall lower filler loading and still obtain a filler network. In the
70/30-NR/SBR blend, for instance, even a value of φ = 0.15 was enough for filler type I. This
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is impossible to achieve in single polymers – at least from the results we obtained with our
model. However, simply reducing the polymer phase where the filler type show the highest
affinity to, is also no possibility. This polymer still needs to be able to form a continuous
phase on its own. A special case is certainly the aggregation along the interphase. There, we
are not able to argue with relative filler volume content at all.
We therefore conclude that a main contributor for the enhancing properties of blends is the
affinity of filler types towards a certain polymer phase, the subsequent increment of their
relative volume fraction within that phase, and, as a consequence, the formation of a filler
network therein. The right blend ratio therefore allows to minimize the amount of necessary
filler particles. Beside that, the flocculation time is of high importance. We already saw in
chapter 2 that a certain number of MC steps has to be performed in order to observe structural
development. But the results we obtained for our final system configurations showed that
the distribution in the different phases was overestimated when compared to experiments.
Because we know that our MC steps should be a rough measure of time (cf. discussion in
Appendix D), we might have been looking at states where the structural development due
to flocculation was too well advanced or simply not advanced enough. In order to investigate
this in more detail, we consider the long term structural evolution in the next section, where
the focus on different MC steps is taken more into account.
3.3. Long Term Structural Evolution
In this part, we change the maximum number of MC steps from 103 ·L3 ≈ 2 ·109 to 1011. This
allows us to investigate the long term evolution of the system. Due to the high computational
effort in this case, we only do it for the 50/50-NR/SBR blend, concentrate on a single filler
volume fraction, i.e., φ = 0.2, and conduct only one simulation per system. Beside the longer
MC simulation, we change the program in such a way that we are able to extract the interfacial
lengths at distinct MC step values. This allows us to investigate the evolution of the wetted
surface fractions with flocculation time. While this information is computationally cheap to
obtain, the extraction of the cluster mass distribution is, unfortunately, not3. The plot of a
certain wetted surface fraction vs. the number of MC steps is considered a ’wetting kinetic’
plot . This concept is adopted from Le, who investigated intensively the effect of filler wetting
in different elastomer blends in correlation with mixing time over several years [5, 16, 24, 27,
28]. Instead of mixing time, however, we consider the flocculation time and extent this view
to the wetting of the polymers, i.e., we investigate the structural development of the polymer
morphology in addition to that of the filler particles.
Beside the wetting kinetics, we compare results of the former part in the 50/50-NR/SBR case
after 103·L3 ≈ 2·109 steps with those obtained after 1011 steps. This is done with respect to the
cluster mass distribution and the evolution of the mean size of the aggregates. Although this
is a comparison between two ’different’ systems, i.e., not obtained in a single run, the results
obtained for systems with the same set of input parameters generally yield very similar results,
as seen before. Regarding the information from the cluster mass distribution, we consider the
change in the amount of clusters as well as the change in the mass of the biggest cluster
3For a detailed discussion regarding the runtime and the computational effort the reader is encouraged to
look into Appendix D.
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in the system, i.e., the filler network. The former is categorized into regions with distinct
mass, i.e., below and above a mass of ten. This allows us to obtain information about the
development of the clusters themselves. For instance, less smaller clusters and more bigger
clusters imply that they merged during the longer simulation time. The change in mass of the
biggest cluster, on the other hand, allows us to obtain direct information on the filler network
development. If for longer run times the mass of the biggest cluster decreases significantly,
it is almost certain that the network vanished. The mean size of the aggregates obtained
after a fixed number of MC steps gives information on how the structures change in detail.
Their discussion is done in the same manner as before, i.e., the aggregation phase diagrams
are evaluated together with embedded TEM pictures. Those are again corresponding to the
maximum number of MC steps, i.e., 1011. The mass fractal dimension of the aggregates is
consequently investigated during the MC simulation.
3.3.1. Interphase Aggregation – A Special Case
As an introduction, we want to consider an example system and investigate its structural
development with more focus on the TEM pictures. The aggregation phase diagram is there-
fore neglected for the moment. This example system depicts a special case, because it shows
a unique behavior, which is not seen for any other surface energy combination. It contains
filler particles with γpf = 5mJ/m2 and γdf = 30mJ/m2, i.e., of type II. Figure 3.14 shows
the TEM pictures obtained after distinct numbers of MC steps. The top left TEM shows the
system after 107 steps. Following the arrows, we find representations a decade later, up to
1011 steps in the last TEM picture in the middle of the bottom row. The last picture is a 3D
representation of the whole cubic lattice. Every TEM picture shows a five layer thick portion
of the system with a size of 128× 128. Therefore, these TEM pictures show a larger portion
of the system compared to those in the aggregation phase diagrams in the former section.
For this example system, it is clearly visible that the filler particles quickly attach to the
interphase of the polymers. They, in turn, form continuous phases with growing domains.
Due to the merging process the interphase gets smaller. Consequently, the same amount of
filler particles need to find space in a smaller spatial region. This is only possible to a certain
degree. The leftover particles therefore aggregate with those in the interphase, akin to the
case of higher filler volume content. When the distance between the polymer domains is
small enough, the clusters are able to bridge between those domains. As can be seen in the
3D representation, this happens throughout the system. The filler particles are therefore no
obstacle in the formation process of a continuous polymer phase morphology. It is more the
contrary: they are ’gluing’ the individual branches together. During this process, the polymer
particles in the interphase are completely displaced by the filler particles. This means that
the dark filler areas we see in the last TEM picture have no underlying polymer particles at
all.
The respective wetting kinetics plot is depicted in Figure 3.15. It is split into a consideration
of the wetted surface fractions with the filler particles (left) and those with the polymers in
focus (right). Starting with the left plot, we see that the filler-filler related value, lff , is at
about 10%. This indicates a good dispersed start configuration. At 107 we find the beginning
of an ongoing increase that becomes more pronounced for larger MC steps. For the entire
simulation, the filler particles are always wetted evenly by both polymers. This agrees with
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Figure 3.14.: Visualized evolution of an example system after up to 1011 MC steps. The example
system contains 50/50-NR/SBR and 20% of filler particles with γpf = 5mJ/m2 and γdf =
30mJ/m2, i.e., type II. The top left corner shows the system after 107 MC steps. Following
the arrows, the TEM pictures show the system a decade (in number of MC steps) later. The
last picture is a 3D representation of the entire cubic lattice. In the beginning, a structural
development of the filler particles or the polymer morphology isn’t discernible. The onset
is seen in the second picture, i.e., after 108 steps. The polymers start to form permeating
networks and the filler particles align at their interphase. The more MC steps are performed,
the bigger the polymer domains become. The filler particles, still in the interphase, start to
form bridges between the individual branches of the polymers. A deeper analysis of the last
TEM picture reveals that the areas containing lots of filler particles replaced both polymers
completely. The aggregation along the interphase is nicely seen in the 3D representation.
Each TEM picture is a five layer thick cut at the same position and line of sight. Different
from those in the aggregation phase diagrams, however, their size is 128× 128, i.e., about
1µm× 1µm.
the evolution of the system we saw in Figure 3.14. With increasing number of MC steps, the
polymers wet the filler surface less. Their individual decrease equals half the increase rate of
the filler-filler related value lff . The right plot shows that in the beginning of the flocculation
process the interphase between the polymers, lnsb, is at 50%. Ongoing flocculation results in
a minimization of the interphase between the polymers. This is a consequence of the filler
particles displacing all polymer particles in the interphase. The biggest decrease is found at
107 steps, where the filler particles start their structural development. Similar to the wetting
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of the filler surfaces, the wetted surface fractions regarding the same polymer, i.e., lnn and
lsbsb, increase equally. Overall the system wants to separate all three phases. However, because
after 1011 steps there is no polymer interphase left and the filler particles are ’trapped’ inside
the interphase, it is unlikely that this separation will succeed after all.
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Figure 3.15.: Wetting kinetics of the example system, containing 50/50-NR/SBR together with
20% of filler particles with γpf = 5mJ/m2 and γdf = 30mJ/m2, i.e., type II. Left: Wetting
kinetics with the filler particle in focus. Right: Wetting kinetics with different polymers in
focus. The encoding is the same as for the wetted surface fraction plots used before. The
marker face color is indicating the particle to be wetted, whereas the marker edge and line
color indicate the wetting partner.
If we compare the cluster mass distribution of this system with its counterpart obtained after
2 · 109 steps, we find that the same amount of filler particles is bound into clusters, i.e., 98%.
This is quite surprising, as one would expect after a very long simulation time that no filler
particles are freely roaming inside the system. The amount of clusters, however, shows that
due to the longer simulation time more clusters merged with one another. We found after 2·109
more than 5000 and now only slightly more than 1000 clusters. Those with mass less then ten
are reduced to about one fourth, i.e., 4900 vs. 1200. Those with a mass between ten and one
thousand got completely erased (before 550). In both cases we find a filler network, which is
slightly bigger for the longer simulation time (380000 vs. 410000). Smaller and intermediate
clusters are therefore merged with the existing filler network. Looking at the TEM pictures
in Figure 3.14 once more, it is reasonable to assume that they got absorbed into the large
bridges in between the polymers.
If we take a look at the mean size of the aggregates, we find that their value is more than
doubled with Ragg = 57nm compared to Ragg = 24nm. The mass fractal dimension of the
aggregates yields daggm = 2.04 ± 0.01. This has to be compared to daggm = 1.85 ± 0.10, which
matches our impression of the TEM pictures and the increasing mean size of the aggregates.
The filler network itself becomes less fine and branched due to the formation of bigger bridges.
Consequently, the aggregates itself behave uniformly. While their mass fractal dimension is
relatively constant for the lower MC steps up to 109, we find a sudden increase at 1010 and
another (bigger) one at 1011. The corresponding uncertainties decrease to almost zero for the
highest MC steps.
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Another interesting aspect is the necessary filler content to produce a filler network in the
interphase. We argued before that a certain threshold in the relative filler volume fraction
must be surpassed in order to create filler networks. This concept, however, only applies for
the case where the filler particles are to be found inside a distinct polymer phase. This does
not apply here. For shorter simulation times, a value of φ = 0.2 was still mandatory to achieve
the formation of a filler network in the interphase. For the longer simulation time, however,
even φ = 0.1 is enough. Several possible questions may now arise, such as "does longer
simulation time always lead to the formation of a filler network?" and as a consequence "is
less filler content for network formation needed?". Answers to those questions are provided
in the next section, where we discuss all systems conclusively.
3.3.2. 50/50-NR/SBR Blend
In this section, we now consider the aggregation phase diagrams and compare the results
of our four filler types after the longer simulation time with that of the state obtained after
2 ·109 steps. The consideration of the mass of the biggest cluster and the amount of clusters is
done conclusively for all filler types. Different from the example system, we split the wetting
kinetics into single wetted surface fractions, i.e., one for lff , one for lfn, and so on. This is
done to aim for a better overview, because we have four data sets for each wetted surface
fraction. We start with γdf = 20mJ/m2 depicted in Figure 3.16.
Figure 3.16a shows the aggregation phase diagram with embedded TEM pictures. Note that
the colors used are the same as before, but the respective encoding changed as indicated
by the legend. The colored border of the TEM still corresponds to the number of MC steps
indicated in the legend. Figures 3.16b and 3.16c show the relative change in the mass of the
filler network, mn, and the amount of clusters, NC , for each filler type. The latter is split
into two categories, i.e., amount of clusters with mass less than ten, N<10C , and with mass
greater than ten, N≥10C . The relative change compares the values obtained after 2 · 109 steps
with those after 1011 steps. Everything in the green shaded area increased and that in the
red shaded area decreased after longer run times. Note that the break in the y-axis for mn is
due to the strong increase for γpf = 5mJ/m2.
Regarding the aggregation phase diagram, we see an increase of the mean size of the ag-
gregates for all γpf values up to a value of 20mJ/m2. For higher surface polarity, longer run
times show no influence on this quantity. The biggest aggregates are found, as before, for
filler type III. They almost doubled in size and now have a value of Ragg ≈ 60nm, which is
to be compared to Ragg ≈ 31nm.
Looking at the TEM pictures we see strong changes. In some cases for both filler and polymer
morphology and in other cases only for the polymer morphology. Filler types I is an example
of the former case. We see that the formerly diluted SBR matrix formed big, dense domains
which are clearly separated. The filler particles are found as big dense clusters inside these
SBR domains which are also separated. If we take a look at the relative change of the mass of
the filler network, i.e., Figure 3.16b, we see that it is almost vanished. The ongoing flocculation
process destroys the filler network, which is built during the early stages, presumably after
around 109 MC steps. Along the ongoing process it is consequently broken down. The amount
of clusters, depicted in Figure 3.16c, also decreases, albeit to a much lesser extent. However,
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(b) Change in filler network mass.














(c) Change in amount of clusters.
Figure 3.16.: (a): Aggregation phase diagram for filler types with γdf = 20mJ/m2 incorporated
inside a 50/50-NR/SBR blend with φ = 0.20 at T = 413 K. Embedded TEM pictures show
the systems indicated by roman numerals. The colored border of each TEM corresponds to
the according number of MC steps given in the legend. Note that those changed compared
to the shorter simulation time. (b): Relative change of the filler network mass,mn. Although
very high, we still find no filler network for γpf = 5mJ/m2. (c): Relative change of the total
amount of clusters NC , clusters with mass less than ten N<10C , and cluster with mass
greater than ten N≥10C . All relative changes compare the values after 1011 steps with those
after 2 · 109 steps.
the clusters with a mass less than ten is also almost vanished. From this follows that the
individual mass of clusters overall increased. Smaller clusters are merged together and create
bigger ones. Those with a mass over ten are also merged together, but are mainly absorbed
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by the remnants of the broken down filler network. For this specific system we already see
that the time at which we compare our results to those of the experiment is crucial. From the
TEM pictures alone it is obvious that we find almost no particles inside NR or the interphase.
Basically all particles are incorporated inside SBR. Thus, the structural development is to
well advanced here and we differ more significantly from the experiment than after 2 · 109
steps.
As before, we find for filler type II a strong favoring of NR. The TEM picture shows that they
are still pretty good dispersed and some are found in the interphase of both polymers. Their
morphology, however, changed completely. Both polymers form extensively bigger domains.
Consequently, we find a higher local filler density, which is detected by SAXS as an increase
in the mean size of the aggregates, i.e., Ragg ≈ 51nm compared to Ragg ≈ 30nm. We
find the most significant increase in the mass of the biggest cluster for filler type II with
more than 400%. Although this is very strikingly, the cluster, which is obtained after the
longer simulation time, is still far from being considered a filler network. With a mass of
around 4000 it is considered small for other filler particle types. The amount of clusters is
generally slightly decreased and that evenly for all categories. Due to the merging of the NR
domains, filler particles are brought closer together and consequently form bigger clusters.
The amount of cluster bound particles is also only changed slightly, from 87% to 89%. It is
therefore reasonable to assume that even longer simulation times will not show big differences
for the filler particles. The polymer morphology, however, will most likely form even bigger
domains.
The probably most pronounced change is found for filler type III. Here, the increase in the
mean size of the aggregates is completely supported by the impression we obtain from the
TEM picture. We find that the polymer morphology is changed drastically. Big, elongated
SBR domains are discernible. This is different than for the former two filler particles. The
strong NR affinity is still given. In the flocculation process the NR and SBR domains are
merged. Consequently, the filler aggregates inside NR are also merged. Although the TEM
does not support the impression of a filler network, we find that the mass of the biggest
cluster shows only a slight decrease. Regarding the amount of clusters we find a pronounced
increase for either category. As a result, parts of the filler network must have broken down
into smaller and bigger clusters.
Although we have no TEM picture, it is worth to discuss the situation for the filler type
with γpf = 15mJ/m2. The mass of the filler network is decreased drastically compared to the
shorter simulation time. The overall amount of clusters is increased, but those with a mass
less than ten are completely vanished. In this case we therefore find a complete breakdown
of the filler network into several bigger agglomerates, similar to filler type I.
The impact of the longer simulation time for filler type IV is very minor. The mean size of
the aggregates is slightly increased. From the TEM picture we obtain the impression that
the filler network is still discernible. The affection towards NR is unaltered. The polymer
morphology shows slightly bigger domains of each polymer. The change in the mass of the
filler network is accordingly very minor. The amount of clusters is also only insignificantly
affected. We do, however, find less clusters with a mass less then ten. Consequently, they
must have merged into bigger clusters.
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We now take a look at the wetting kinetics of the filler types depicted in Figure 3.17. Each of
the subplots depicts a certain wetted surface fraction, indicated by the label of the y-axis. The
color encoding is similar to that of the wetted surface fractions we used before. The marker
face color indicates the particle in focus, while the marker edge color the wetting partner.
Roman numerals in the legend indicate the four filler types we focus on.
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(a) Wetting kinetics for filler-filler.
105 107 109 1011
MC steps









(b) Wetting kinetics for filler-NR.
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(c) Wetting kinetics for filler-SBR.
Figure 3.17.: Wetting kinetics of filler related surfaces in the case of γdf = 20mJ/m2 incorporated
inside a 50/50-NR/SBR blend with φ = 0.20 at T = 413 K. (a): Wetting kinetics for lff .
We find an increase for every filler type. The lowest is found for filler type II. A kink in the
slope for all other particles is found at 108 MC steps. While the slope for filler types I and
III is similar that of filler type IV is getting less. (b): Wetting kinetics for lfn. Low polarity
filler type I avoids NR over the course of the simulation. The other filler types favor NR in
the beginning. After 107 MC steps we find a turning point. Only filler type II increases its
wetting towards NR. Both other filler types decrease. It is higher for III than for IV. (c):
Wetting kinetics for lfsb. Only filler type I shows initially an increase which starts to turn
into a decrease at 107 MC steps. Other filler types continuously decrease strongly up to
108 MC steps and less thereafter.
Figure 3.17a shows the wetting kinetics of the filler-filler surface fractions, lff . While filler
type II shows only a slight increase, all other filler types increase strongly with the onset
of structural development at 107 steps. Their individual increase, however, shows a turning
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point at 108 steps. Thereafter, filler types I and III have the same slope, while that of IV is
slightly less. Between 1010 and 1011 steps we find a higher lff value for filler type III than
for filler type IV.
The filler-NR related wetted surface fractions, lfn, are depicted in Figure 3.17b. At the
beginning of the simulation, all particles are evenly wetted by NR. At 106 steps we start to
see a first separation. Filler type I avoids NR very fast and continues to do so until the end
of the simulation. The biggest decrease is found at 107. Until that point, all other filler types
favor NR. After that point, however, only filler type II continues to increase its value of lfn.
Filler types III and IV start from thereon to decrease lfn, whereas it is higher for III than
for IV. This is directly correlated with the increase of lff . The filler particles form big, dense
structures and consequently reduce the contact towards NR, although they are still found
therein.
In Figure 3.17c, we find the wetting kinetics for filler-SBR related surfaces, lfsb. Only filler
type I shows a slight increase, which turns into a decrease at 107 steps. All other filler types
start to avoid SBR as soon as possible, while their strongest decrease is found at the onset of
structural development, i.e., at 107 steps. The course for filler types III and IV are identical
and show that no filler-SBR contacts are found at the end of the simulation.
The values we find for the individual wetted surface fractions are all well displaying the
changes we discussed in the context of the aggregation phase diagram and the cluster de-
velopment in Figure 3.16. Regarding the carbon black distribution in the polymer phases,
i.e., the values of filler type I, a good agreement to experimental values is most likely found
somewhere around 108 steps. There, we find a high value of lfsb, but still a reasonable high
value of lfn. Together with the relatively low value of lff , the formation of big individual
structures at this point is not very likely. The filler particles could therefore have formed a
filler network at this point, which is consequently broken down into smaller agglomerates. For
the silica distribution, i.e., filler type IV, experimentally reasonable values are only found at
107 steps. At this value, however, we are just considering the onset of structural development.
Thus, we will not find a filler network which is partially found in SBR for silica particles,
regardless of the flocculation time we consider.
In Figure 3.18, we find the wetting kinetics depicting the polymer morphology. The color
encoding is unaltered to the case of the filler types. In both of the upper plots, we see
the development of the individual polymer matrices. Longer simulation time favors their
development. In both plots, we see for all filler types an increase throughout. The strongest
increase of lnn is found for filler type I. This is because it solely favors SBR. The flocculation
of the filler particles only takes place inside this matrix. The development of NR is therefore
only affected by the SBR particles. The lowest increase is found for filler type II, because it
shows the best dispersion inside NR. This interferes with the development of the NR matrix.
For SBR it is the other way around. Filler type I shows the lowest increase, while II shows
the highest. The reasoning is unaltered in this case.
Regarding the interphase of the polymer in Figure 3.18c, we find that it is continuously
decreasing. Due to the development of the individual matrices, this is no surprise. While the
overall value for filler type II is the lowest, due to its good dispersion inside NR, the decrease
is almost equal for all particles. Only filler types I and III, which developed significant big
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(a) Wetting kinetics for NR-NR.
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(b) Wetting kinetics for SBR-SBR.
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(c) Wetting kinetics for NR-SBR (interphase).
Figure 3.18.: Wetting kinetics of polymer related surfaces in the case of γdf = 20mJ/m2
incorporated inside a 50/50-NR/SBR blend with φ = 0.20 at T = 413 K. (a): Wetting
kinetics for lnn. The formation of NR domains is distinct. For filler type I we find the
highest increase. This is because SBR is strongly favored by this filler type. Consequently,
the development of NR is unaffected. All other filler types favor NR and therefore hamper
its development. At 108 we find that the slope decreases for all filler type expect III. The
strongest decrease is found for filler type II, because it shows the best dispersion inside NR.
(b): Wetting kinetics for lsbsb. The development of SBR domains is discernible. Due to the
strong affection of filler type I, it is hampered the most. Other filler types show an identical
behavior. At 108 we find a slight decrease in the slope, which is again highest for filler type
IV. (c): Wetting kinetics for lnsb. The increase of the polymer domains is accompanied with
the decrease of the polymer interphase.
structures, show a lower decrease. This is because the bigger structures retard the development
of the corresponding polymer matrices.
We now look at the case where the filler types dispersive part of the surface free energy is
set to 30mJ/m2 as depicted in Figure 3.19. In the same way as the former case, we find that
the impact on the mean size of the aggregates is only minor for higher surface polarities.
For the shorter simulation time, we saw that filler type III develops the aggregates with the
biggest sizes. Longer simulation time, however, changed this, as we now find that filler type
II develops the biggest aggregates according to the SAXS data with Ragg ≈ 57nm. Filler
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types I and III have, however, almost the same size, i.e., Ragg ≈ 48nm and Ragg ≈ 50nm,
respectively.



































(a) Aggregation phase diagram with TEMs.

















(b) Change in biggest cluster mass.














(c) Change in amount of clusters.
Figure 3.19.: (a): Aggregation phase diagram for filler types with γdf = 30mJ/m2 incorporated
inside a 50/50-NR/SBR blend with φ = 0.20 at T = 413 K including embedded TEM
pictures for systems indicated by roman numerals. The colored border of each TEM cor-
responds to the according number of MC steps given in the legend. (b): Relative change
of the filler network mass, mn. (c): Relative change of the total amount of clusters NC ,
clusters with mass less than ten N<10C , and cluster with mass greater than ten N
≥10
C . All
relative changes compare the values after 1011 steps with those after 2 · 109 steps.
Taking the TEM pictures into account, we find that the polymer morphology for filler type I
is identical to the case with γdf = 20mJ/m2. Big SBR and NR domains are found throughout.
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Here, however, the filler particles form bigger clusters within the SBR domains, which is also
supported by the higher mean aggregate size. The filler network we find after the shorter
simulation time is here, however, destroyed. The change in its mass in Figure 3.19b shows,
also similar to γdf = 20mJ/m2, that it is even completely vanished. The same argumentation
applies here. Different from this case, however, is the change in the amount of clusters, which
is depicted in Figure 3.19c. We find overall a slight increase. This is unique compared to all
other filler types. The amount of clusters with a mass greater than ten take a major part
in that increase. Those with a mass less than ten are almost vanished. Because we find a
breakdown of a filler network, it is reasonable to assume that this is the cause for the increase
in the amount of the bigger clusters. In addition, the smaller clusters are merged with the
remnants of the filler network or are simply merged with one another, leading to the vanishing
value of the amount of clusters with a mass less than ten.
Filler type II is our introductory example case which was already explained in detail.
The TEM picture of filler type III shows very dense, quadratic clusters which are well sep-
arated. They show a high NR affinity. The polymer morphology is identical to the γdf =
20mJ/m2 case. For the shorter simulation time, no filler network is established. Instead, we
find several bigger clusters, which are more elongated in comparison. Although the decrease
of the mass of the biggest cluster in Figure 3.19b is quite high, comparing their values shows
no change in the magnitude, i.e., 22000 vs. 12000 in the longer run. The amount of clusters
on the other hand, is decreased and that significantly in both categories. Those with a mass
less than ten are even completely vanished. This is in accordance with the impression of the
TEM. No small clusters can be found. The decrease in the amount of the bigger clusters also
agrees when comparing the TEM pictures after both simulation times. While in Figure 3.6a
several bigger structures are identified, we find in Figure 3.19a that due to the change in
the morphology of the polymers more filler structures are merged. Consequently, we find less
clusters with a mass greater than ten, but they are bigger on average (1300 compared to
800).
The last filler type we want to consider here is IV. It is indistinguishable to the case of
γdf = 20mJ/m2 in almost every aspect. We find a slightly more continuous SBR matrix,
which is also avoided by the filler particles. The filler network is slightly smaller and we find
a greater amount of clusters. In comparison to the shorter simulation time, however, we find
no change in the mass of the filler network. But the amount of clusters decreases equally in
both categories. Thus, we find bigger clusters inside the category of N≥10C , but not more of
them.
We now consider the corresponding wetting kinetics shown in Figure 3.20 and start with the
discussion of the filler-filler related wetted surface fraction, lff , in Figure 3.20a. The lowest
increase is given for filler type II. A detailed discussion was already done in our introductory
example. The other filler types show a strong initial increase, which continues equally after
108 steps for filler types I and III. Their increase is stronger than in the γdf = 20mJ/m2 case.
This is reasonable due to the increased mean aggregate size we saw in the discussion of the
aggregation phase diagram. Filler type IV only shows a slight increase, which is comparable
to the former γdf = 20mJ/m2 case.
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(a) Wetting kinetics for filler-filler.
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(b) Wetting kinetics for filler-NR.
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(c) Wetting kinetics for filler-SBR.
Figure 3.20.: Wetting kinetics of filler related surfaces in the case of γdf = 30mJ/m2 incorporated
inside a 50/50-NR/SBR blend with φ = 0.20 at T = 413 K. (a): Wetting kinetics for lff .
We find an increase for every filler type. The lowest is found for filler type II. A kink in the
slope for all other particles is found at 108 MC steps. While the slope for filler types I and
III is similar that of filler type IV is getting less. (b): Wetting kinetics for lfn. Low polarity
filler type I avoids NR over the course of the simulation. The other filler types favor NR in
the beginning. After 107 MC steps we find a turning point. From then on, all filler types
show a decrease. The strongest is found for filler type III, which has the highest increase
regarding lff . (c): Wetting kinetics for lfsb. Only filler type I shows initially an increase
which starts to turn into a decrease at 107 MC steps. Filler type II shows the same decrease
as for lfn. Other filler types continuously decrease strongly up to 108 MC steps and less
thereafter. Filler type IV shows even no further decrease at 1010 MC steps.
The flocculation behavior towards NR, depicted in Figure 3.20b, is very different from the
γdf = 20mJ/m2 case. We find no continuously favoring of NR. The decrease of filler type I is
way stronger and after 1010 steps, no contact to NR is found at all. Filler type II, being in the
interphase, decreases with half the value of the increase for lff . The big, dense aggregates,
which are formed by filler type III result in a fast minimization of the available surface towards
any polymer. Consequently, it is higher than for γdf = 20mJ/m2. Filler type IV, however,
shows the same behavior.
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The wetting kinetics for filler-SBR, lfsb, given in Figure 3.20c show an overall trend, which
is comparable to NR. The individual behavior of the filler types is, however, different. In the
beginning of the simulation, filler type I is moved into the SBR matrix, leading to an initial
increase. Along the flocculation process the individual SBR domains, containing the filler
particles, merge together. They consequently merge and form bigger clusters. This reduces
the surface towards SBR. Filler type II in the interphase shows the same decrease as for NR.
The contact towards SBR for filler type III is only given on the outside of the big, dense
clusters. They are found mostly inside NR, but also in between the SBR domains. There, the
clusters are more dense, which subsequently leads to a lowering of lfsb. The filler network we
find for filler type IV is shifted more into NR for longer simulation time. As a consequence,
the wetting by SBR is reduced. Different to the γdf = 20mJ/m2 case, however, the more
continuous SBR matrix still maintains some contact to the filler.
The wetting kinetics describing the polymer morphology development are given in Figure 3.21.
The increase of the individual polymer domains is discernible. Figures 3.21a and 3.21b show
both an increase for every filler type, while at the same time Figure 3.21c, depicting the
behavior of the interphase, decreases. The filler type with the least flocculation tendency
towards both polymers also affects their morphology development the least. This is II, which
is found in the interphase. The most continuous filler structure inside a single polymer is
found for filler type IV. Its filler network permeates through the NR matrix. Consequently,
its development is hampered and the increase of lnn is found to be the lowest after the onset
of structural development at 108 MC steps. The development of the polymer morphology
under filler types I and III is comparable to the γdf = 20mJ/m2 case.
By taking the aggregation phase diagrams, change in the mass of the biggest cluster, change
in the amount of clusters, and the wetting kinetics into account, we saw that the impact
of flocculation time heavily depends on the surface free energies of the filler types. In some
cases, the filler types built a network which was destroyed for longer times. A prominent
example is given for the filler type with γpf = 15mJ/m2. Regardless of the dispersive part
of the surface free energy we found after the shorter simulation time a filler network and
none after the longer simulation time. In other cases, represented by the high surface polarity
filler types, the impact of the flocculation time was negligible. For instance, filler type IV. It
showed only minor impacts, whether it is for the filler or polymer morphology, mean size of
the aggregates, or the amount of clusters. The wetting kinetics revealed that the formation
of the filler network most likely happened after 108 MC steps. The polymer related surface
fractions changed their rates as well as that for the filler particles itself. Filler types not
listed here, who also maintained the filler network, i.e., those with γpf ≥ 20mJ/m2 behave
similarly. Consequently, the formation and maintaining of a filler network can be identified
using the wetting kinetics. The strongest indicator is the slight increase after the onset of
structural development of lff . Other indicators are the low decrease of the wetted surface
fraction towards the corresponding polymer where the network develops, here, lfn, and the
strong decrease towards the other polymer, which is lfsb in our case. Although filler type
III, for instance, showed also a strong decrease of lfsb and a relatively low decrease of lfn, it
lacked the low increase of lff after the onset of structural development. Filler types, which
basically show no change in slope for lff , are therefore identified to form big clusters instead of
networks. This also applied for filler type I. Low decrease for lfsb, strong decrease for lfn, but
strong increase of lff and therefore no filler network. For shorter simulation times, however,
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(a) Wetting kinetics for NR-NR.
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(c) Wetting kinetics for filler-SBR.
Figure 3.21.: Wetting kinetics of polymer related surfaces in the case of γdf = 30mJ/m2
incorporated inside a 50/50-NR/SBR blend with φ = 0.20 at T = 413 K. (a): Wetting
kinetics for lnn. Filler types II and III show the highest increase, directly followed by I. Filler
type I is found solely in SBR and therefore does not affect the NR development. Filler
type II is in the interphase between both polymers and consequently behaves similarly. For
filler type III it appears that the big, dense clusters are also no obstacle. At 108, the slope
decreases for all filler types. (b): Wetting kinetics for lsbsb. Due to the strong affection for
SBR of filler type I, we find the lowest initial increase. At 108, we find a decrease in the
slope for all filler types. The highest is found for filler type IV. (c): Wetting kinetics for
lnsb. The increase of the polymer domains is accompanied with the decrease of the polymer
interphase, regardless of the filler type. The strongest effect is, however, given for filler type
II, which displaces the polymer particles in the interphase completely.
it developed a filler network. There, the increase of lff was not enough. A more difficult case
for identifying a filler network was found for filler type II. Here, the onset of the network
formation was simply not accessible by using the wetting kinetics. For an experimentally
comparable filler distribution in the polymer phases, it might be reasonable to take TEM
pictures, wetted surface fractions, and the cluster mass distribution after shorter simulation
times into account.
An open question is, if longer simulation times allow the formation of networks for lower filler
volume contents. It turns out that our special case is unique in this behavior. No other system
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was able to do so. Another question, which now arises, is how the mass fractal dimension of
the aggregates is affected due to the longer simulation time. Do they become more compact
and consequently show a higher value? Or are they more loose and show lower values? To
answer these questions we take a look at Figure 3.22.
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(b) γdf = 30mJ/m2.
Figure 3.22.: Comparison of the mass fractal dimension of the aggregates for filler types with
γdf = 20mJ/m2 and γdf = 30mJ/m2 inside a 50/50-NR/SBR blend for φ = 0.2 after
different MC steps at T = 413 K. Note that the filler type with γpf = 5mJ/m2 shows a
high uncertainty. In (a) the filler types showed no structural development at all and in (b)
they showed a tendency to aggregate along the interphase of both polymers. For longer
simulation times this structure becomes more distinct, leading to lower uncertainties.
Overall, longer simulation times lead to a higher mass fractal dimension of the aggregates.
For filler types with high surface polarity, i.e., γpf ≥ 20mJ/m2, the impact becomes strikingly
less. The intermediate filler types with γpf ≥ 10mJ/m2 show the highest impact on longer
flocculation time. This agrees with the discussion of the aggregation phase diagrams and
the wetting kinetics. The aggregates appeared more dense and generally became bigger.
With values around 2.1, they show a similar mass fractal dimension as pure silica particles
[29]. Filler type II, i.e., γpf = 5mJ/m2, shows again high uncertainties. For γdf = 30mJ/m2,
however, they become less for longer simulation times. This is due to the distinct development
of the structure in the interphase of both polymers. For γdf = 20mJ/m2, it stays dispersed
throughout the simulation and consequently the algorithm yields relatively high uncertainties.
The non-polar filler types show the same trend as those found in the intermediate surface
polar region, but to a lesser extent.
3.4. Conclusion
In this chapter, we have applied the morphology generator, previously introduced in chapter 2,
to binary polymer blends including homogeneous filler particles. This leads to a simplification
of the corresponding MC-based algorithm, i.e., only the diagonal particle exchange is neces-
sary. The formerly derived screening methods were adjusted to the conceptual changes of the
model. A change in the TEM pictures was necessary to identify the different polymer phases
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and the filler distribution therein. In the same manner as in chapter 2, we mimicked the filler
particles by varying their dispersive and polar parts of the surface free energies. This enabled
us to analyze different (homogeneous) surface modifications or different untreated filler types.
The temperature T was fixed to 413 K, while the filler volume fraction φ was investigated for
two values, i.e., 0.20 and 0.25. We focused on two different NR/SBR blend ratios, i.e., 50/50
and 70/30. Each component, i.e., the two polymers and the filler, are characterized by their
surface free energies, each possessing a dispersive and a polar part, respectively. For both
ratios and filler volume fractions ten independent simulations were performed. For the 50/50
blend ratio, the maximum number of MC steps was, additionally, elevated to investigate the
long term structural development. This was, however, done for one simulation per surface
free energy combination.
The systems were analyzed by the methods elucidated in the screening methods section
of chapter 2. Wetting-envelope - work of adhesion plots were generated for the respective
polymers to predict the filler distribution inside the polymer blend. Simulated systems were
straightforwardly analyzed by simulated SAXS to obtain information about the mean size
of the aggregates and their mass fractal dimension. Plotting the former versus the polar
part of the surface free energy creates aggregation phase diagrams. They are accompanied by
simulated TEM pictures. The mean size of the aggregates showed to deviate insignificantly for
the same set of simulation parameters. The same was true for all other basic quantities and the
mass fractal dimension of the aggregates, regardless of the blend ratio or filler volume fraction
in use. Together with the wetted surface fractions, we were able to analyze the distribution
of filler particles qualitatively and to compare them to experimental results [4, 7–9, 12, 24].
Additionally, the comparison to the results of single polymers in chapter 2 yielded an overall
conclusive picture.
We found a distinct affinity to the SBR component, if the filler possesses low surface polarity,
which is, for instance, the case for carbon black. A higher affinity of carbon black to SBR
compared to NR is also found experimentally [4, 8]. If, on the other hand, the filler possesses
high polarity, which is the case for most precipitated silica types, then we found a higher
affinity to NR. This is also found experimentally [9]. An interesting case was found, when the
wetting behavior and flocculation tendency of the filler is equally good for both polymers.
Then the filler particles are trapped in the polymer interphase and displace the polymer
particles therein.
The formation of filler networks in the favored polymer phase is heavily depending on the
relative filler volume fraction within that phase. Additionally, the flocculation time and the
polymer network formation are crucial. A simple change in the blend ratio for a fixed filler
volume content is generally not possible due to the lack of polymer network formation. Longer
simulation times may lead to the breakdown of filler networks or enhance their building
probability for lower filler contents. The latter was, however, only observable for filler type II
with γdf = 30mJ/m2. It turns out that if the relative filler volume fraction reaches a value of
0.50, the formation of a filler network is always possible. Lower values may, however, also yield
filler networks but it depends on the polymer network whether this is the case. The group of
high polarity filler types turns out to fulfill this. This might be explained due to the strong
binding to NR and themselves. But also other filler types, such as III with γdf = 20mJ/m2,
are able to do so.
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Although we find lots of recent studies on filled and unfilled polymer blends (e.g., [6, 28, 30–
32]), most of them focus on the dynamic-mechanical behavior or the distribution of the filler
particles within the blend. Scattering experiments performed on blends are very rare [33].
An obvious question is therefore, if the information of the morphologies we obtained here
is useful with respect to the dynamic moduli, e.g., their dependence on strain amplitude.
In recent works, the aggregate-to-aggregate contacts within filler network strands and their
contribution to energy dissipation has been studied [34, 35]. An application to the calculation
of storage and loss moduli based on this model and its simulation is presented in [36]. An
essential information, which in principle can be contributed by this morphology generator, is
the number of aggregate-to-aggregate contacts along a load bearing path. A good approxima-
tion to a load bearing path is the shortest path between two filler network nodes. An analysis
with regards to these paths, in principle, can be applied to the morphologies obtained on
the basis of the present lattice model. This analysis should not only yield the distribution of
shortest paths but also an estimate of the number of aggregate-to-aggregate contacts along
a path. In addition, the magnitude of the dynamic moduli scales with a factor ∝ φy, where
y ≈ 4/(3 − dm) and dm is the mass fractal dimension of the filler network [36], which is
obtainable for bigger systems.
In the next chapter we combine the methods of the first and second chapter, i.e., we mimic
heterogeneously treated filler particles inside polymer blends. The polymers are not altered.
Consequently, the screening methods and the model itself need to be changed. Similar to
the change between the first and second chapter, however, the changes are very minor and
basically consist of adjustments.
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4. Binary Polymer Blends – Impact of
Heterogeneity
Filler particles which can be considered homogeneous with respect to their surface free energy
are generally untreated. An example for this is carbon black or pure silica. To obtain reason-
able reinforcing properties, a good interaction with the filler particles themselves (creation of
higher order structures, such as agglomerates and filler networks) and with the surrounding
elastomer matrix is necessary. Carbon black fulfills both demands without surface treatments
and is investigated as unpolar particle types in chapter 3, i.e., filler types I therein. Silica as
an inorganic material, on the other hand, shows a very high tendency to form bare silica-silica
contacts due to hydrogen bonding [1]. The adherence to the elastomer matrix is minor [2].
Both effects can be controlled by silanization. To obtain a completely homogeneous silanized
silica particle is, however, very unlikely. The surface roughness of the silica particle, for in-
stance due to cavities or pores, leads to regions with a higher available surface area. They
are consequently more likely to be covered by silanes. Additionally, it is reasonable to as-
sume that areas already containing silanes are (dis-)favored by other silanes. Further reasons
are the breakdown of higher order silica structures during the mixing process. When silanes
adhere to silica particles arranged in, for instance, agglomerates, not every part of the silica
particle is accessible by the silanes. Consequently, it is reasonable to assume that the silanes
are distributed heterogeneously on the silica surface. Another indicator is the fact that after
silanization the formation of filler networks is still possible [3]. This can happen during mixing
or in the post mixing stages, i.e., due to flocculation [1], on which we focus in this work. More
detail on this topic is found in Appendix A.3.
In the beginning of chapter 2, we introduced the parameter θ. It modifies the faces of the
cubic filler particles independently. In the case of silica particles – on which we focus in this
chapter – this modification is equal to silanization. Thus, θ steers the silane density, amount,
and, most importantly, its distribution. It narrows the available surfaces down by which the
silica particles can form networks. For 0 < θ < 1 the silane distribution is considered to be
heterogeneous. We narrowed this regime even further down and concluded that values below
0.25 are not reasonable to consider (cf. chapter 2). Consequently, we will investigate three
different θ values in this chapter, namely, 0.25, 0.50, and 0.75. Different from chapter 2, we
alter the surface free energy of the silanized silica and not those of the bare silica surfaces.
This is closer to the industry, because generally the silane and not the silica is altered,
although this is also feasible. Altering the silane includes changing the type of silane, but also
varying its amount. Because the same amount of silane distributed on a smaller area increases
its surface density, the surface free energy must change. The precise extent of this change
is, unfortunately, not known. Varying numerous values, however, sweeps a broad possible
spectrum.
Similar to the former chapter 3, we can analyze the distribution of the silanized silica particles
inside the blend and compare them to experimental results [4]. Here, however, we consider
only one blend ratio, i.e., 50/50-NR/SBR. Based on that source and the fact that it is a
widely used silica (e.g., [5, 6]), we mimic our bare silica surfaces with the surface free energy
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of Ultrasil VN3 taken from [7]. Specifically, we choose the granulated form. From that source
and others (e.g., [8]) it is known that silanization reduces the surface polarity and increases
the dispersive part of the bare silica surface. Consequently, the surface free energies will be
varied differently than those in chapters 2 and 3. The resulting differently silanized silica
particles are again termed as filler types named with roman numerals – in accordance to the
nomenclature of the former chapters.
We start with the changes due to the introduction of heterogeneous filler particles inside
polymer blends. Thereafter, we elucidate the recipe in detail. Then we create the correspond-
ing wetting-envelope - work of adhesion plots for the different filler types. Different from
the former chapters, we are not able to deduce an overall exact ordering. The reason is the
variation of θ which we consider here. Thus, we describe the behavior of the different filler
types in general. A consistency check is again provided by the aggregation phase diagrams
with embedded TEM pictures together with the wetted surface fractions. This is done for
one fixed value of θ. To investigate the impact of variable silane distribution, we consider
aggregation phase diagrams with θ as the variable parameter. The mass fractal dimension
of the aggregates is always considered. The impact of a higher filler content is not explicitly
considered due to the similar behavior compared to the former chapters, but it is discussed
in the conclusion of this chapter.
4.1. Changes due to Heterogeneity
The heterogeneity of the filler particles leads to the reinstatement of the rotation step for the
MC simulation introduced in chapter 2. Additionally, the wetted surface fractions need to
be updated. We start with the changes of the morphology generator and then discuss those
regarding the screening methods.
4.1.1. The Morphology Generator
The basic model is not changed here. It still is a cubic lattice of size L3, consisting of cubic
cells, which mimic different primary particles, i.e., filler and polymer. The probability with
which a cell is considered a filler particle is called φ, i.e., the filler volume fraction. Each face
of the cubic filler cell can be modified with probability θ. The MC simulation consists now
again of a rotation and an exchange step. A picture of the model together with the MC steps
is depicted in Figure 4.1. Note that the rotation step only affects the filler particles and that
the diagonal particle exchange is not limited to the combinations depicted therein.
Here, we consider three distinct values, i.e., θ = 0.25, θ = 0.50, and θ = 0.75. In the context
of silane density for a fixed silane type – here TESPT – this leads to values of σsilane ≈
3.00nm−2, σsilane ≈ 1.50nm−2, and σsilane ≈ 1.0nm−2, respectively1. While the value for
θ = 0.25 is on the theoretically possible boundary, the other two values coincide with values
obtained by MD simulations (cf. Appendix A.3). Altogether, we find in our model three
distinct particles (or cube types) of which one cube has two different surfaces. In this chapter,
we explicitly identify them as silanized and bare silica surfaces.
1Using the same values as in Equation (2.4), i.e., ρsilica = 2 g/cm3, Rsilica = 8nm, Γsilane/silica = 0.125,
and mT ESP T = 8.95 · 10−22g
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Figure 4.1.: Illustration of MC moves within binary polymer blends containing heterogeneous
filler particles. The MC step consists of a rotational step and and diagonal exchange of
neighboring particles. Green and golden cells: polymer of NR and SBR, respectively. Blue
sides: unmodified filler. Red sides: modified filler.
All other aspects regarding the model are not altered. The Metropolis criterion is given as
exp[β∆W ] ≥ ξ . (4.1)
It is, including the necessary quantities, just stated and briefly elucidated once more for the
sake of completeness. The quantity ∆W is given by ∆W = −γj∆Aj = −γja∆nj , where γj
denotes the interface tension of a face-to-face pairing of type j and Aj = nj a denotes the
attendant total area of j-type interfaces in the system. The constant a is the effective contact
area per face, which we assume to be the same for all j. The interface tension is dependent
on the surface free energies of the attendant particles. Corresponding values are stated in
the beginning of the results part. The theory behind MC in general is found in Appendix D,
whereas that for the surface free energies in Appendix B.
4.1.2. Screening Methods
All screening methods are unaffected by the introduction of heterogeneity with exception
of the wetted surface fractions. They need to be updated in their nomenclature. As for the
change in chapter 3, the procedure to obtain them is unaltered. We need again the number
of corresponding contacts, nij , between cells of types i and j. Here, the different sides of the
cells are abbreviated as f (bare silica, i.e., equal to the filler in former chapters), s (silanized
silica, i.e., surface modified filler), n (NR), and sb (SBR). The wetted surface fractions lij are
now calculated in the same manner as before. The normalization depends on the first letter,
i.e., the cell type i. For instance, the information to what extent the silanized silica surfaces,





nss + nssb + nsn + nsf
. (4.2)
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Analogously, we compute the other combinations. Bare silica-silica surface fractions are the
main indicator for the formation of filler networks. Others are those between silanized silica
and polymer and bare silica and polymer. Both give us information about to what extent
the different filler types are incorporated inside the respective polymer matrix. High values
between silanized silica and polymer are favorable here, as a strong interaction with the
elastomer matrix is desirable. Naturally, lower θ values will also show high values for bare
silica-polymer related surface fractions. Silanized-bare silica and silanized-silanized silica sur-
face fractions can give us information about the composition of the filler structures. From the
perspective of experiments, the latter should be relatively low as the silica particles do not
aggregate via silanized surfaces. Both are, however, governed by the extent of the bare silica-
silica fractions due to the spatial confinement of the cubes. The polymer-polymer related ones
are tools to investigate the polymer morphology.
Note that, as before, changing the positioning of i and j leads to different wetted surface
fractions due to the normalization, i.e., considering our example lssb 6= lsbs. The information
obtained from one combination, however, is mostly sufficient. Thus, three plots of wetted
surface fractions are needed to fully understand the behavior of a system. A bare silica
related one, containing lff , lfs, lfn, and lfsb, a silanized silica related one, containing lss, lsf ,
lsn, and lssb, and a polymer related one, containing lsbsb, lnn, and lnsb.
4.2. Mimicking Heterogeneous Filler Particles in Polymer
Blends
Here, we present the results obtained from the simulated systems of a 50/50-NR/SBR blend
containing heterogeneous filler particles. We start with the recipe and thereafter create the
wetting-envelope - work of adhesion plots. Note that we want to focus on the variation of the
silanized silica surfaces. Consequently, the plots will be depicted in the γps -γs-plane instead
of the γpf -γf -plane. Nevertheless, the positioning of the bare silica surfaces is also crucial –
especially in the case of low θ values. It should also be noted that both surface free energies,
i.e., γs and γf , represent a solid. However, in the context of bare and silanized silica surfaces
alone, γs is considered to be a liquid. We then discuss the behavior of the individual filler
types. We focus on the impact of variable surface free energies by fixing θ, i.e., the surface
distribution. For this specific case, we make a consistency check whether the general behavior
of the wetted surface fractions is correct. Additionally, we create aggregation phase diagrams
with embedded TEM pictures. To investigate the impact of variable grades of heterogeneity,
aggregation phase diagrams for variable values of θ are created. The accompanied TEM
pictures consequently depict a distinct surface free energy pairing at a fixed value of θ. Other
pairings are displayed and discussed by their TEM pictures alone. In this context, the mass
fractal dimension of the aggregates is discussed.
4.2.1. The Recipe
The recipe for this chapter is given in Table 4.1. Both polymers are identical to the for-
mer chapter and therefore taken from [9]. The filler particle is Ultrasil VN3 gran., a widely
used silica particle throughout industry and academic research [5, 10–12]. The corresponding
surface free energies are taken from [7]. Those of the silanized silica surfaces, denoted with
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the subscript s in the following, are variable. Different from the former chapters their vari-
ation is adapted. The reason for this is that silanization generally leads to higher dispersive
and lower polar surface free energies [7, 8]. The reference is the silica particle Ultrasil VN3
gran. Consequently, the silanized surfaces must have higher dispersive and lower polar sur-
face free energies in comparison. For a more detailed analysis an intermediate value in the
dispersive surface free energy is added, i.e., γds = 25.00 mJ/m2. This allows us to mimic dif-
ferent types of silanized silica particles such as Coupsil 8113 gran. (TESPT surface modified
Ultrasil VN3 gran., γds = 21.10 mJ/m2 and γps = 15.80 mJ/m2 [7], bifunctional), octyl-mod-
silica (γds = 28.00 mJ/m2 and γps = 3.00 mJ/m2, monofunctional), and chloro-mod-silica
(γds = 30.45 mJ/m2 and γps = 5.76 mJ/m2, monofunctional) both taken from [13]. Due to
the additional variation of θ, it is also possible to mimic the same silanized silica particle but
with a different silane surface density. This is investigated in detail in the last subsection.
Table 4.1.: Surface free energies of the components used in the binary polymer blend with
heterogeneous fillers. The polymer values as well as the filler values are fixed and those
of the silanized silica surfaces, abbrevated as ’mod. sil.’, are varied. This mimics different
silanized silica particles as well as different silane surface densities on those silica particles.
Note that the dispersive part is kept fixed, while the polar part is varied in steps of 5mJ/m2.
Note also that silanization increases the dispersive part and lowers the polar part of the
silica particle. Thus, all dispersive values are above and all polar values are below that of
Ultrasil VN3 gran. Its values are taken from [7]. NR and SBR values were measured via
the sessile drop technique and are taken from [9]. The SBR is called SBR-LV in the named
reference.
type name γd [mJ/m2] γp [mJ/m2] γ - total [mJ/m2]
mod. sil. - 20/25/30 5,. . . ,20 25,30,. . . ,50
filler Ultrasil VN3 gran. 18.7 22.7 41.4
polymer NR 20.24 5.46 25.70
polymer SBR 29.91 1.64 31.55
Other system parameters are chosen as follows:
• system size L: 128
• filler volume content φ (in vol. %): 20
• heterogeneous silanization θ: 0.25, 0.50, and 0.75
• temperature T in K: 413
• maximum number of MC steps: 103 · L3
With the exception of θ, all values are identical to those in chapter 3. For the upcoming
section with the fixed θ value, the impact of different flocculation times is taken into account.
Note that different from the last chapter only one simulation per system is conducted. In
total 36 recipes are screened in this chapter – not including the different flocculation times.
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For a better understanding of the different θ values, it is useful to consider the scheme in
Figure 4.2. In the top row, we find the primary filler particles with different silane distributions
depicted as red areas on the blue silica particles. Due to flocculation, filler particles merge
together and form aggregates. Note that this mainly happens via the bare silica surfaces
due to their ability to form hydrogen bonds. For higher silane distributions, i.e., going from
left to right, silanized-silanized silica and bare-silanized silica contacts become more likely.
This is a result of the spatial confinement. As a result, the ability of the silica particles to
form networks is reduced, but their connection with the elastomer matrix is enhanced [8].
The balance between network formation and elastomer affection is key for good mechanical
properties.
Figure 4.2.: Schematic depiction of different heterogeneous silanizations θ. From left to right:
θ = 0.25, θ = 0.50, and θ = 0.75. In the top row we find the primary particles. In
the row below exemplarily different aggregates are depicted. Note that the aggregation
mainly happens due to bare silica-silica contacts, i.e., via the blue surfaces. Higher values
of θ diminish those surfaces. Consequently, more silanized-silanized silica and bare-silanized
silica contacts emerge and hence, the aggregates become smaller.
In the next section, we discuss the wetting-envelope - work of adhesion plots. On the pure
relation of surface free energies, we can discuss the overall behavior of the different filler types
within the different polymers and between the different silanized surfaces and the bare silica
surface. Statements about the polymer morphology are also feasible. This yields an overall
conclusive picture of the morphology of the systems.
4.2.2. Wetting-Envelope - Work of Adhesion Plots
To discuss the overall behavior, we must again take the flocculation tendencies and the
wetting behavior of the different constituents into account. Basically, this is not different
from the former chapters. Here, however, the parameter θ leads to difficulties on deriving an
ordering as we did in the former chapters. Nevertheless, we keep the order of the discussion
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identical. We start with the case where the silanized silica surfaces have a dispersive part of
γds = 20mJ/m2. This is shown in Figure 4.3.






























(a) NR as the liquid.
















(b) SBR as the liquid.

































(c) Ultrasil VN3 gran. as the solid.
Figure 4.3.: Wetting-envelope - work of adhesion plots for NR (a), SBR (b), and Ultrasil VN3
gran. (c) with different filler types with γds = 20mJ/m2. The red dots labeled with roman
numerals in each plot display the filler types due to the different silanized silica surfaces.
The blue dot in (a) and (b) shows the position of the bare silica, i.e., Ultrasil VN3 gran.
The golden dot in (a) and the green dot in (b) shows the interaction between the respective
other polymer. Filler type I shows the best dispersion inside NR and SBR, but the worst
with respect to silanized-bare silica. Here, filler type IV shows the best dispersion.
Both plots in the top, i.e., Figures 4.3a and 4.3b show the compatibility and flocculation
tendency with respect to the polymers. They contain information about the behavior of the
mimicked silanized silica particles, i.e., the filler types (labeled red dots), the bare silica, i.e.,
Ultrasil VN3 gran. (blue dot), and the respective other polymer (golden or green dot). The
shape of the wetting-envelope plot in Figure 4.3c is different from the other two. The reason
for this is that the surface free energy of the solid, which is in this case Ultrasil VN3 gran.,
was fixed when the wetting-envelope Equation (2.9) was solved. This is done, because we
want to focus on the interplay between the silanized and bare silica surfaces. Thus, we vary
the silanized surface, i.e., the liquid, on the solid silica. A plot in the style of Figures 4.3a and
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4.3b is certainly possible. But it would have to been done for every filler type. This would
result in four plots in total. The information content is, however, the same in both cases.
Thus, this plot style is merely a more compact depiction. With respect to the iso contact
angle lines, everything below the black solid line is considered to be perfectly wetted by the
bare silica. The interpretation with respect to flocculation is unaltered, i.e., the closer a filler
type is positioned to the black dotted loop, the lower is its tendency to flocculate. Note that
the filler types in this chapter are different compared to those in the other chapters. Note
also that this description applies to all other wetting-envelope - work of adhesion plots.
Before we start with the labeled filler types, we want to take a look at the behavior of the
bare silica, i.e., the location of the blue dot in both polymers. For NR we find perfect wetting
and a very high flocculation tendency. For SBR the wetting is mediocre and the flocculation
tendency is even higher than for NR. Thus, Ultrasil VN3 gran. has a high tendency to form
structures within both polymers. But due to the lower tendency it is more likely to form them
within NR than SBR, regardless of the θ value. This is reasoned by the fact that Ultrasil
VN3 gran. has almost the same properties as filler type IV with γdf = 20mJ/m2 in chapter 3.
The variation of θ will, however, alter the absolute value of lff and lfn: The highest should
be found for θ = 0.25 and the lowest for θ = 0.75. lfsb, on the other hand, should be very low
throughout. Both applies for each value of γps . Overall, however, an impact of γps variation on
all bare silica related wetted surface fractions should be noticeable. This is reasoned by the
impact on the silanized silica surfaces together with their spatial confinement.
We now start with filler type I. It shows perfect dispersion inside NR and a mediocre one
inside SBR. The wetting behavior towards NR is almost perfect, whereas that against SBR is
bad. Consequently, lsn and lssb, i.e., the connection between the silanized silica surfaces and
both polymers should be very high. The silanized silica surfaces show a very high flocculation
tendency when surrounded by bare silica surfaces, together with a perfect wetting behavior.
The latter is true for all filler types to come. Thus, that towards the bare silica surfaces, lsf
(lfs), should be very low and that towards silanized silica surfaces, i.e., lss also low. This is
justified by the fact that almost all silanized silica surfaces will be found in contact with the
polymers. However, for higher values of θ it is reasonable to assume that lss is increased.
Starting from filler type II, all other types show perfect wetting towards NR. The dispersion
of this filler type inside NR is considered good. Regarding the behavior inside SBR we find
that the dispersion and the wetting is bad. Thus, SBR is now more avoided than for filler
type I, which leads to a decrease for lssb. Because the dispersion of the silanized silica surfaces
when surrounded by bare silica surfaces is now slightly better, we expect a slight increase of
lsf (lfs). However, the dispersion is still bad and thus most of the lssb surface fraction will be
transformed into lss and lsn. The increase of the former is again higher for higher θ values,
whereas the impact on the latter should behave vice versa.
Filler type III shows mediocre dispersion inside NR and a poor one inside SBR. The trend
of the reduction of lssb should therefore continue. The positioning in Figure 4.3c indicates
that due to the good dispersion between the silanized and the bare silica surfaces, lsf (lfs)
should continue to increase. Depending on the θ value we now expect different behavior.
For lower θ values, the structure formation due to lff contacts is dominant throughout.
Thus, the silanized silica surfaces can be turned outwards and maintain the contact to the
favored polymer, i.e., NR. This means that lsn should be more or less unaffected. The same
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is consequently true for lss. For higher θ values the increase of lsf (lfs) is presumably higher.
Because of that and the fact that naturally less bare silica-silica contacts are available, lff
must consequently decrease. Another consequence is then that due to the spatial confinement
more lss contacts appear (cf. the scheme in Figure 4.2). Hence, lsn must decrease.
Finally, we consider the filler type IV. It is very close to the bare silica, i.e., the blue dot
in both polymer related Figures 4.3a and 4.3b. This means very high flocculation tendency.
However, the dispersion of the silanized silica surfaces surrounded by bare silica surfaces is
perfect. Thus, lsf (lfs) must be very high and is presumably the highest of all other filler
types. Consequently, other silanized and bare silica related surface fractions should decrease.
An exception is again lss due to the spatial confinement.
Because the SBR phase is avoided for all filler types except I, it is reasonable to assume that
the pure polymer related wetted surface fractions lnn, lsbsb, and lnsb should only show a minor
impact due to the different filler types. Generally, an overall higher value of lsbsb compared
to lnn is very likely. A decrease on the wetted surface fraction of the interphase, lnsb, is most
likely to be found for type I, because of its adherence to both polymers. Hence, the value for
the interphase increases for increasing surface polarity.
In Figure 4.4, we find the case where the dispersive part of the silanized silica surfaces of all
filler types is increased to γds = 25mJ/m2.
The higher dispersive part leads to a vertical shift of all – now dark red – dots in all three plots.
Consequently, the wetting behavior of the filler types is increased for the polymers. Their
flocculation tendency is mostly higher or unaltered. For the silanized-bare silica interplay we
find that wetting as well as dispersion becomes poor for all filler types. Due to the higher
flocculation tendency inside NR and the better wetting for SBR it is reasonable to assume
that contacts between silanized silica surfaces and SBR, lssb, are increased. Consequently,
lsn is decreased. This is additionally reasoned by the poor dispersion inside NR. Both effects
should be most discernible for filler type I. Both intermediate types, i.e., II and III, show only
minor differences in their flocculation tendencies, regardless of the surrounding environment,
i.e., polymer or bare silica. Therefore, it is very likely that they will behave similarly to the
γds = 20mJ/m2 case. When surrounded by bare silica, filler type IV shows no more perfect
dispersion. Thus, the increase of lsf (lfs) is presumably less than in the former case.
The change in the polymer morphology is also similar compared to the former case. A more
discernible difference should, however, be found for filler type I due to its affinity to both
polymers. Consequently, the wetted surface fraction of the polymer interphase, lnsb, should
be decreased and those of lnn and lsbsb should be more similar. This effect is more pronounced
for higher θ values.
The last case is depicted in Figure 4.5. Here, the silanized silica surfaces of all filler types
have a dispersive part of γds = 30mJ/m2. The further increase leads to a higher vertical shift
of the – now purple – dots in each plot. The filler types show poor dispersion inside NR in
consequence. For those inside SBR we find slightly better dispersion due to the shape of the
dotted loops. Additionally, the wetting behavior is now perfect inside each polymer. Thus,
the overall value of lsn should be lower and that of lssb should be higher compared to both
other γds values. The silanized-bare silica interplay shows poor dispersion throughout. Here,
also the wetting behavior becomes poor and no silanized silica surface is considered to be
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(a) NR as the liquid.
















(b) SBR as the liquid.

































(c) Ultrasil VN3 gran. as the solid.
Figure 4.4.: Wetting-envelope - work of adhesion plots for NR (a), SBR (b), and Ultrasil
VN3 gran. (c) with different filler types with γds = 25mJ/m2. The dark red dots labeled
with roman numerals in each plot display the filler types due to the different silanized
silica surfaces. The blue dot in (a) and (b) shows the position of the bare silica, i.e.,
Ultrasil VN3 gran. The golden dot in (a) and the green dot in (b) shows the interaction
between the respective other polymer. The higher dispersive surface free energy increases
the flocculation tendency for most filler types regardless of their surroundings or leaves
it unaltered. An exception is found for I inside SBR where it is decreased. The wetting
behavior for the polymers is increased, whereas that for the bare-silanized silica interplay is
decreased. Here, no filler type shows perfect dispersion anymore.
perfectly wetting the silica anymore. Hence, the values of lsf (lfs) should be lower throughout,
but more pronounced for filler types III and IV. Those of lss, on the other hand, should be
higher.
A worthwhile type to discuss in more detail is I. For that, we now find evenly good dispersion
and wetting inside both polymers. Consequently, both silanized silica-polymer related surface
fractions, lsn and lssb, should be equal. This fits the initial assumption of their decrease and
increase. The flocculation tendency with respect to the bare silica is, however, still very high
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and even slightly higher than for the other cases. Because we identified that lsf (lfs) is already
very low, it is reasonable to assume that this is here also the case.
For the polymer morphology we find that for filler type I, the values of lnn and lsbsb should be
equal, while that of lnsb should be low. For increasing values of γps the wetted surface fraction
of SBR, lsbsb should increase, because the filler types adhere less to SBR. Subsequently, the
interphase value lnsb increases too. That for NR, i.e., lnn, on the other hand, should decrease.
This is reasoned by the fact that lss increases. Due to the spatial confinement, less lff is
found. Hence, the open filler surfaces attach to their favored polymer, which is NR.






























(a) NR as the liquid.
















(b) SBR as the liquid.


































(c) Ultrasil VN3 gran. as the solid.
Figure 4.5.: Wetting-envelope - work of adhesion plots for NR (a), SBR (b), and Ultrasil VN3
gran. (c) with different filler types with γds = 30mJ/m2. The purple dots labeled with roman
numerals in each plot display the filler types due to the different silanized silica surfaces.
The blue dot in (a) and (b) shows the position of the bare silica, i.e., Ultrasil VN3 gran.
The golden dot in (a) and the green dot in (b) shows the interaction between the respective
other polymer. The higher dispersive surface free energy increases the flocculation tendency
for all filler types in NR and for the silanized silica surfaces with respect to bare silica. For
SBR the flocculation tendency slightly decreases. The wetting behavior for polymers is now
perfect for every filler type, whereas that for the bare-silanized silica interplay is decreased
such that no silanized silica surface perfectly wets bare silica anymore.
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Overall we can state that increasing the dispersive part of the silanized silica surfaces decreases
the value of lfs (lsf ) and increases the value of lss. Regarding the contact to the polymers, we
find more particles in contact to NR the lesser the dispersive part is. For SBR it is vice versa.
Here, varying θ leads to less silanized silica-polymer and silanized-bare silica contacts and
more silanized-silanized silica contacts. To diminish the bare silica-silica contacts, lff , higher
surface polarity of the silanized silica surfaces is crucial. This also increases the contact of the
bare silica surface to NR, lfn. Both effects may be increased by higher values of θ. Steering
their contact to SBR is not achievable by altering any surface free energies of the silanized
silica surfaces.
In the next section, we consider systems, which have evenly distributed silanized and bare
silica surfaces on average, i.e., we set θ = 0.50. For this special case, we take the wetted
surface fractions into account and check, whether the behavior we derived is correct.
4.2.3. 50/50-NR/SBR Blend with θ = 0.50
In chapter 3, we investigated the impact of homogeneous filler particles inside NR/SBR blends
with different ratios. We found that mostly a distinct favoring for one of the two elastomer
matrices is discernible, which is also observed experimentally (cf. references in chapter 3).
Additionally, we observed that the formation of filler networks depends on the relative filler
volume fraction inside the favored elastomer matrix. But it is not the only requirement. The
formation of a continuous polymer phase on its own is also crucial. However, the former
chapter described a case where all particles with any surface polarity can be considered pure
silica particles or homogeneously silanized ones. The former interpretation explains why the
filler particles are able to form networks. It is because this process depends on the hydrogen
bonding between the silica surfaces [1]. The adherence to the elastomer matrices, on the
other hand, is in this context rather minor [2]. For the latter it is the other way around.
Silanized silica particles adhere well to the elastomer matrix, but the filler network formation
cannot take place to this extent due to the missing bare silica surfaces. With heterogeneously
silanized silica particles both processes can be controlled. It is assumed that the silanized
silica surfaces adhere to the elastomer matrix and the bare silica surfaces are used for filler
network formation. This is reasoned by the fact that formation of filler networks for silanized
silica particles is still found experimentally [5].
In this section, we consider a specific example where θ = 0.50, i.e., on average we have
the same amount of silanized and bare silica surfaces on each particle. The top plot in the
following figures depicts the aggregation phase diagram. It shows the dependency of the
mean size of the aggregates, qagg, on the polar part of the surface free energy of the silanized
silica surfaces, γps . Smaller values of qagg represent larger real space values, Ragg, as they are
calculated via Ragg = π/qagg. The uncertainties result from the procedure explained in detail
in the screening methods section of chapter 2 and are given for the qagg values. The embedded
TEM pictures are taken in the same manner as in the former chapters, i.e., they represent
a 50× 50 portion of the system, five particle layers thick. This is equal to a 0.4µm× 0.4µm
sample with a thickness of 40nm. All TEM pictures are taken at the same position and in
the same line of sight. Their colored border corresponds to the number of MC steps indicated
in the legend. The two plots at the bottom depict the corresponding wetted surface fractions
for the bare and the silanized silica particle, respectively. Those of the polymers are shown
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conclusively at the end of the discussion for better comparison. All plots of the wetted surface
fractions correspond to the TEM pictures given in the aggregation phase diagram and thus
with the red data points therein.
Note that the bare silica surfaces of the filler particles we consider here are approximately
comparable to those of filler type IV in the γdf = 20mJ/m2 case in chapter 3. Thus, it is
reasonable to take this filler type as a reference for changes due to silanization. It showed
the formation of a filler network inside NR and close to zero contact to SBR. Its aggregates
had a size of Ragg ≈ 23nm. In the following, we refer to this as the ’reference type’. We start
with the case of γds = 20mJ/m2, i.e., Figure 4.6. Regardless of the number of MC steps we
always find bigger aggregates at higher surfer polarities γps . The increase on aggregate size
due to longer simulation times is rather minor, but still discernible. At the onset of structural
development, i.e., the blue data points obtained after 107 MC steps, we find aggregates with
a mean size between approx. 15nm for the lowest and approx. 17nm for the highest surface
polarity. At the end of the simulation, i.e., the red data points obtained after 2 ·109 MC steps,
we find values between approx. 19nm and approx. 23nm, for the lowest and highest surface
polarity, respectively. Thus, the filler types with lower surface polarity create structures with
smaller aggregates compared to the reference type. Those with higher surface polarity, on
the other hand, are nearly the same in size. This is reasonable, because the silanized silica
surfaces have in this case the same surface free energy as the reference type.
If we now take the TEM pictures together with the wetted surface fractions in Figures 4.6b
and 4.6c into account, we find that the overall behavior we derived in the context of the
wetting-envelope - work of adhesion plots is confirmed here. We discuss it particle-wise in the
following and include the TEM pictures in the discussion.
The filler types with low surface polarity, i.e., those labeled with I, show high values of lsn
and lssb and therefore a connectivity to both polymers. The low value of lfs (lsf ) agrees
with the small aggregate sizes. In chapter 2, we saw that the higher those values are, the
more likely it is to find bigger aggregates. Taking the scheme in Figure 4.2 into account,
this is reasonable. The probability to find contacts of this specific type is higher, the closer
the particles are. The TEM picture gives the impression of dispersed particles inside the
NR matrix. The corresponding wetted surface fractions, i.e., lff and lfn, however, indicate a
filler network. Taking the cluster mass distribution into account, we indeed find a single large
cluster, which comprises 67% of all particles. We find overall 98% of all particles bound into
clusters. Compared to the reference type, the amount of cluster bound particles is similar.
The filler network, however, comprised with 92% significantly more particles. Those not found
within the filler network have mostly aggregated in clusters with mass greater than ten. Those
below only make up 4% of all particles. Thus, the bare silica surfaces form a filler network
inside NR whereas the silanized silica surfaces want to be dispersed in both matrices. This
turns them outwards, which results in good connectivity.
Increasing the surface polarity and looking at filler type II, we find an increase for lsn and
the predicted decrease of lssb. Due to the lower flocculation between the bare and silanized
silica surfaces, we find a slight increase in lfs (lsf ), which consequently increases the size
of the aggregates and yields a TEM picture with an overall more discernible filler network.
The corresponding wetted surface fractions, lff and lfn, show a slight increase and decrease,
respectively. This is in accordance with the impression obtained from the TEM picture. The
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Figure 4.6.: (a): Aggregation phase diagram for silanized silica particles, θ = 0.50, with γds =
20mJ/m2 incorporated inside a 50/50-NR/SBR blend with φ = 0.20 at T = 413 K. For
higher surface polarity the size of the aggregates increases slightly, which is supported by
the TEM pictures. In I, the particles look dispersed inside NR with small aggregates in
between the SBR domains. In II, the formation of structures becomes more pronounced.
This trend continues in III and IV. Wetted surface fractions of bare (b) and silanized surfaces
(c): The decreasing value of lff and increasing value of lfs (lsf ) indicate a breakdown of
the filler network into to bigger aggregates. Filler types with higher surface polarity show
lower lssb values, indicating a shift away from this elastomer matrix. The favoring of NR is
discernible due to the high value of lsn. This is additionally supported by the only non-zero
bare silica-polymer fraction, lfn.
4.2. Mimicking Heterogeneous Filler Particles in Polymer Blends 157
cluster mass distribution also supports this. We find a more massive network, comprising
77% of all particles. The amount of cluster bound particles is not different from filler type I.
We find overall less clusters and the portion of particles not found in the filler network with
a mass less than ten is with only 2% even less. Thus, the filler network within NR becomes
more massive, if the surface polarity of the silanized silica surfaces is increased. The drawback
is that the connectivity to the SBR elastomer matrix is slightly hampered. That towards NR,
on the other hand, is enhanced.
For filler type III the TEM picture shows even bigger structures. The appearance of a filler
network is still given. However, considering the wetted surface fractions we find that lff is
considerably decreased. A slight decrease is found for lfn, lsn, lssb. Together with the strong
increase of lfs (lsf ), we have all indicators for the breakdown of the filler network, although the
TEM conveys a different impression. The cluster mass distribution confirms the impression
obtained from the wetted surface fractions. We find no filler network at all. The amount of
cluster bound particles slightly decreased to 94%. The number of clusters, on the other hand,
increased three times to over 12000. Of those, about two third have a mass less than ten. This
consequently increases the corresponding amount of particles to 6%. The rest of the particles
are mostly found in bigger structures with a mass greater than one thousand. They can be
considered the remnants of the filler network found for filler type II. The appearance of the
filler network is therefore mostly given due to lfs (lsf ) and lss contacts.
The last filler type we consider here, i.e., IV, now possesses the same surface polarity on its
silanized surfaces as our reference type. As expected, the TEM pictures resemble each other.
However, the trends we saw coming from type II to III partially continue here. We find a
strong decrease in lff and slight decreases in lsn and lssb. The increase of lfs (lsf ) is also
discernible. A difference, however, is given for lfn as it shows a strong increase and even the
highest value of all four filler types. This is reasoned by the fact that the filler particles now
primarily aggregate via bare-silanized silica interfaces. As a consequence, the structures are
limited in their mass and form more, but with less mass. This enhances the connectivity to
NR. The cluster mass distribution supports this reasoning. The mass of the clusters is now
generally reduced to a few hundred particles. Less particles are cluster bound, i.e., only 80%.
The number of clusters increased more than four times compared to III and thus about ten
times compared to I and II, i.e., to over 50000. About 90% of them have mass smaller than
ten. Subsequently, about 43% of all cluster bound particles are found therein.
Summarized we can state that the strongest adherence of a filler network to both polymers
is found for filler type I. The most massive network with a strong adherence to NR and a
still reasonable adherence to SBR is found for II. Both other filler types are not able to form
a filler network at all and also show poorer adherence to both polymers via their silanized
surfaces.
The next case we consider is γds = 25mJ/m2, i.e., Figure 4.7. The overall trend for bigger
aggregates at higher surface polarity of the silanized surfaces is again discernible. The im-
pact of different flocculation times is different then for the former case. While the impact is
generally minor, we find that filler type II now takes longer to form bigger aggregates. The
size range of the individual aggregates is equal to the former case.
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Figure 4.7.: (a): Aggregation phase diagram for silanized silica particles, θ = 0.50, with γds =
25mJ/m2 incorporated inside a 50/50-NR/SBR blend with φ = 0.20 at T = 413 K. For
higher surface polarity the size of the aggregates increases slightly, which is supported by the
TEM pictures. In I, the particles look mostly dispersed inside NR but also show adherence
to SBR by aggregating more in the interphase. This is reduced in II. Here, a continuous
filler network is discernible. For III and IV we find more and bigger structures - similar to
the γds = 20mJ/m2 case. Wetted surface fractions of bare (b) and silanized surfaces (c):
The stronger adherence to SBR is discernible by the elevated values of lssb. The breakdown
of the filler network is supported by the overall decrease of lff and increase of lfn. The
formation of bigger structures is again supported by the increase of lfs (lsf ) and here also
lss..
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Due to the increase in the dispersive part of the surface free energy of the silanized silica
surfaces, we derived in the context of the wetting-envelope - work of adhesion plots that the
overall dispersion inside NR should get poor. That of SBR should be more or less unaltered.
Additionally, the dispersion between silanized and bare silica should be poor. While the
former is supported by the TEM pictures, the latter is not accessible and must be discussed
together with the wetted surface fractions.
Filler type I still looks dispersed inside NR. The improved adherence to SBR is, however,
noticeable. The filler particles aggregate more in the interphase between NR and SBR. In
some areas, the particles are even found in the SBR matrix itself. The wetted surface fractions
support this. The values of lsn and lssb are closer together. This means a distinct increase
in lssb and a decrease in lsn. We also find less lff and more lfn contacts, which indicates
a less massive filler network. It is presumably found in the interphase of both polymers.
Taking the cluster mass distribution into account, we indeed find a single large cluster. But
it does not match the requirements of a filler network. It comprises only 38% of all particles.
The amount of cluster bound particles is equal to the former case. Most of the particles are
found in clusters with a mass greater than ten. Clusters below this threshold only account
for 5% of the cluster bound particles. Although the adherence via the silanized surfaces to
SBR is improved, we do not find any increase in the connectivity between the bare surfaces.
This is explained by the energetically more favored NR matrix over the SBR matrix or the
bare surfaces themselves. The surface fractions we accounted for the formation of individual
aggregates, i.e., lfs (lsf ) and lss, are equal to those of the former case. This agrees with the
impression of the TEM picture as well as with the mean aggregate size. Thus, increasing
the dispersive part of the silanized silica surfaces enhances the connectivity to the elastomer
matrices with the cost of a hampered network building property.
Increasing the surface polarity renders the TEM picture again more acute. A filler network
is now discernible. The increase in lff together with the slight decrease in lfn supports this
reasoning. The same is true for the cluster mass distribution. Although the filler network
is with 70% less massive compared to the former case, it still fulfills the requirements. The
amount of particles inside clusters with a mass less than ten is reduced to 3%. The number
of clusters is also decreased, although it is slightly higher compared to the former case, i.e.,
5000 vs. 4000. The amount of cluster bound particles is unaltered. The connectivity to both
polymers is still discernible, although the decrease in lssb is rather pronounced. The increase
in lfs (lsf ) and lss is still moderate, which overall fits the impression of the TEM and the
mean size of the aggregates. This filler type shows a ’better’ version of filler type I in the
former case, in the sense that the network is more massive while the connectivity to both
polymers is basically the same.
The increase of lfs (lsf ) and lss and decrease of all other surface fractions is for filler type
III similar to the former case. The same is true for the impression we obtain from the TEM
picture. Consequently, it is no surprise that also the cluster mass distribution coincides.
No filler network is found and the amount of cluster bound particles is the same. A minor
difference is found for the amount of clusters, which is with about 10000 slightly smaller
than the 12000 in the former case. This consequently afflicts the amount of particles found
in clusters with a mass smaller than ten, although very slightly, i.e., 5% vs. 6%.
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For filler type IV, we find no difference when comparing the TEM picture with the former
case. Several large aggregates and agglomerates are observable inside the NR phase. The
cluster mass distribution confirms the absence of a filler network. We, however, find that more
particles are bound into clusters in comparison, i.e., 84% vs. 81%. Subsequently, we find about
20% less clusters. Their contributions come from every mass category. The particles within
clusters of mass less than ten comprise 34% of all cluster bound particles. Other particles
are found in clusters with a mass greater than ten and less than one hundred. The decrease
in lff and increase in lfs (lsf ) and lss agree with this. The bare silica surfaces are evenly
distributed towards other bare silica surfaces, silanized silica surfaces, and the NR phase.
Summarized, the increase in the dispersive part of the silanized silica surfaces decreases
the building properties of filler networks. But it increases the connectivity towards both
elastomer matrices. The most balanced result is found for filler type II. The particles not
building networks at all, show less, but more massive clusters. They are primarily built via
bare-silanized silica and silanized-silanized silica interfaces.
The last case we want to consider, with γds = 30mJ/m2, is depicted in Figure 4.8. In the
aggregation phase diagram in Figure 4.8a, we find the same behavior as for the former two
cases with respect to the mean size of the aggregates. They increase in size for higher surface
polarity of the silanized surfaces. For the onset of structural development, i.e., the blue data
points obtained after 107 MC steps, we find for the lower surface polarity with approx. 14nm
slightly smaller and with 18nm for the higher surface polarity, slightly bigger aggregates. At
the end of the simulation, i.e., the red data points obtained after 2 · 109 MC steps, we find
values of approx. 18nm and approx. 23nm, for low and high surface polarity, respectively.
They are also slightly smaller compared to the γds = 20mJ/m2 case, at least for the low
surface polarity.
For filler type I, we find for the first time a higher value of lssb than of lsn. The connectivity be-
tween the bare silica surfaces, lff , continues its decreasing trend we saw from γds = 20mJ/m2
to γds = 25mJ/m2. The same is true for lfn with the difference of an ongoing increase. The
value of lfs (lsf ) is slightly lower in comparison, while that of lss is slightly higher. This means
that the clusters are now primarily built via silanized surfaces. Because of the dispersed im-
pression inside the entire elastomer matrix we obtain for the TEM and the behavior of the
wetted surface fractions, a filler network is unlikely. This is confirmed by the cluster mass
distribution. The amount of cluster bound particles is, however, unchanged. We now find
considerably more clusters, i.e., twice as many compared to γds = 20mJ/m2 and about one
third more than γds = 25mJ/m2. The same is true for the particles inside clusters with a
mass less than ten, i.e., we now find 7%. The further increasing dispersive part consequently
leads to a breakdown of the filler network into to several big agglomerates, which show good
connectivity towards both polymers.
Increasing the surface polarity further we find filler type II. Similar to the former cases, a filler
network is discernible. The slight increase in the mean size of the aggregates is explained by
the increase in lfs (lsf ) and lss. The filler network itself is supported by the increasing value
of lff and decreasing value of lfn. The cluster mass distribution confirms this impression.
The filler network is, however, with 52% of all particles comprised on the lower threshold.
The reduction of the filler network we saw for filler type I is thus also found here. It is likely
to assume that an even further increase of the dispersive part will lead to a breakdown.
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Figure 4.8.: (a): Aggregation phase diagram for silanized silica particles, θ = 0.50, with γds =
30mJ/m2 incorporated inside a 50/50-NR/SBR blend with φ = 0.20 at T = 413 K. For
higher surface polarity the size of the aggregates increases slightly, which is supported by the
TEM pictures. In I, the particles look dispersed throughout the whole elastomer matrix. This
is reduced in II. Here, a filler network is discernible inside NR with rather good contact to
SBR. For III and IV we find more and bigger structures inside NR. Wetted surface fractions
of bare (b) and silanized surfaces (c): The stronger adherence to SBR is discernible by
the elevated values of lssb. The breakdown of the filler network is supported by the overall
decrease of lff and increase of lfn. The formation of bigger structures is again supported
by the increase of lfs (lsf ) and here even more pronounced by lss..
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Although slightly more clusters can be found in comparison, other values of the cluster mass
distribution are comparable.
The TEM picture of filler type III looks similar to both former cases. Most of the trends
regarding the wetted surface fractions continue here. The decrease of lff , lfn, and lfs (lsf ),
however, becomes less, while the increase in lss is more pronounced. For the first time we
observe no decrease in lsn coming from filler type II. Instead we find a very slight increase.
This means that the agglomerates are generally more massive and less smaller clusters are
found, which is confirmed by the cluster mass distribution. Even the amount of cluster bound
particles is slightly increased to 96% (95% in both other cases).
The last filler type we consider is IV. The TEM picture is in comparison indistinguishable
to the former two cases. The wetted surface fractions of the bare silica surfaces are less for
lfs (lsf ) and more for lfn. This is reasoned by the high value of lss. Inside the clusters, the
particles primarily aggregate via the silanized surfaces. This reduces on the one side the values
towards both polymers, i.e., lsn and lssb, and on the other side, those of lfs (lsf ). The now
free bare surfaces adhere to the polymer in which the clusters are most prominently found,
i.e., in this case NR. The cluster mass distribution supports again this argumentation. We
find slightly more cluster bound particles compared to the other γds values (87%), less clusters
in total (38000), and less particles inside clusters with a mass less than ten (23%).
With this last discussion, we can thus conclude that improved polymer connectivity only
comes with the cost of filler network reduction. Finding the right balance between both can,
for instance, be steered by the surface free energies of the silanized silica surfaces. The impact
on the variation of the dispersive part seems to be more pronounced than the polar part.
Higher dispersive parts lead to the aggregation via silanized surfaces. The TEM pictures alone
oftentimes conveyed a different impression than the cluster mass distribution or the wetted
surface fractions. The best balance between the reinforcing properties of a filler network and
a good adherence to the elastomer matrix is found for filler type II in the γds = 25mJ/m2
case.
So far we considered the wetted surface fractions with respect to the filler particles alone. At
last, we want to consider the impact of their surface free energy variation on the polymer
morphology. The three plots for each dispersive part are depicted in Figure 4.9.
For the lowest dispersive part, i.e., Figure 4.9a, we find almost no impact on the variation of
the polar part of the surface free energy. Only for the lowest value we find a slight depres-
sion for the interphase value, lnsb, and a slightly higher value of lnn. Further increasing the
dispersive part supports the impression we obtained in the discussion of the filler particles
before. For γps = 5mJ/m2, the filler particles aggregate in the interphase of both polymers.
This results in a decreased value of lnsb. The polymer particles of NR consequently build a
more continuous phase, which is displayed by an increase value of lnn. The SBR particles
are primarily found in the connection towards the silanized filler surfaces as we have already
discussed. This effect is more pronounced for higher dispersive parts, which can be seen in
Figure 4.9c. Thus, identical to the homogeneous particles inside polymer blends in chapter 3,
we find that the particles found in the interphase make the most pronounced contribution to
the variation of the polymer morphology.
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Figure 4.9.: Wetted surface fractions of the polymers for silanized silica particles, θ = 0.50,
incorporated inside a 50/50-NR/SBR blend with φ = 0.20 at T = 413 K for different
dispersive parts of the surface free energy. (a): γds = 20mJ/m2. The impact is rather
minor. A slight increase in the polymer interphase lnsb and a slight decrease in lnn can be
found for higher surface polarity. (b): γds = 25mJ/m2. For γps = 5mJ/m2 the interphase
is considerably lower and the values of both pure polymers is nearly equal. lnn is overall
increased and the interphase lnsb is decreased. However, the increase for higher surface
polarity is still discernible. (c): γds = 30mJ/m2. Most pronounced effect is found for γps =
5mJ/m2. A very low interphase value is found, while both pure polymers are equal. The
trends in (b) continue here.
The last parameter we want to discuss is the mass fractal dimension of the aggregates.
Together with a comment about the ability to build a filler network and the mean size, they
are listed for each filler type considered so far in Table 4.2. Although the uncertainties for the
mass fractal dimensions are in some cases rather big, it is perceptible that bigger aggregates
have bigger mass fractal dimensions. Those cases are given for the filler particles able to build
a filler network or were able to build one for lower dispersive parts. Because higher surface
polarity leads to bigger aggregates, as we already discussed, we find here the correlation of
more compact aggregates for higher surface polarity, i.e., higher values of daggm . The reference
type from chapter 3 has a value of daggm = 1.89 ± 0.01. Silanization resulting in low polarity
164 4. Binary Polymer Blends – Impact of Heterogeneity
Table 4.2.: Mass fractal dimension of the aggregates developed by different filler types, θ = 0.50,
inside a 50/50-NR/SBR blend for φ = 0.20, T = 413 K, and after 2 · 109 MC steps.
Additionally, their size is listed and if a filler network was developed. Generally, higher
surface polarity produces bigger and more compact aggregates, i.e., their corresponding
mass fractal dimension has higher values.




5 yes 19.4± 0.2 1.84± 0.13
10 yes 21.2± 0.1 1.85± 0.08
15 no 22.3± 0.1 1.88± 0.03
20 no 23.1± 0.1 1.88± 0.02
25
5 no 18.7± 1.7 1.84± 0.14
10 yes 20.2± 0.2 1.85± 0.08
15 no 22.8± 0.3 1.87± 0.03
20 no 23.3± 0.1 1.89± 0.01
30
5 no 18.1± 0.3 1.85± 0.08
10 yes 20.3± 0.2 1.86± 0.05
15 no 22.4± 0.2 1.87± 0.03
20 no 23.1± 0.4 1.88± 0.02
therefore leads to more fractal aggregates, while high polarity show no impact. This effect is
stronger for filler types with the same dispersive part and becomes less in the case of higher
dispersive surface free energies. Compared to the single polymer case in chapter 2, we find
that the aggregates have almost the same mass fractal dimension. A difference is found in the
dependency of the polar part. While for the single polymer case the mass fractal dimension
became less, we find here a contrary behavior.
4.2.4. 50/50-NR/SBR Blend – Impact of Variable θ
In this section, we want to investigate the impact of variable silane distribution, i.e., vary
the parameter θ. For lower θ values we find more bare silica surfaces, which become less
for higher θ values. As a result, the ability to form higher order structures via bare silica
surfaces is more and more hampered. Nevertheless, particles can, and most presumably will,
build aggregates, agglomerates, and networks. Either via their bare or their silanized silica
surfaces, which are then not considered as such due to our cluster definition in chapter 2. As
a comparison, the results of the former chapter 3 are added for two of the three γds cases. This
needs some clarification. As mentioned before, the particles in chapter 3 can be considered
completely bare, i.e., θ = 0.0, or completely silanized, i.e., θ = 1.0. In either case we have
a completely homogeneous particle. Here, we vary the surface free energy of the silanized
surfaces and mimic, in certain cases, the same energies as we did for the homogeneous surfaces
in chapter 3. Thus, it is reasonable to identify the results from this chapter as the same results
we would have obtained for θ = 1.0.
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We start again with the aggregation phase diagrams with embedded TEM pictures. The
basic description of the plot regarding the size of the aggregates is equal to that in the
former section. The variable parameter is, however, not the number of MC steps, as they are
fixed to 2 · 109, i.e., to the end of the simulation. It is θ which we vary from low to high.
Consequently, we find the corresponding TEM pictures from left to right, with a matching
color encoding between their borders and the legend. They are taken for a distinct surface
free energy combination. Because filler type II was able to form filler networks regardless of
the dispersive part for θ = 0.50, it is reasonable to consider it for different θ values. The
consideration of the wetted surface fractions is omitted here. The results we obtained in the
former section for θ = 0.50 are simply less pronounced for θ = 0.25 and more pronounced for
θ = 0.75. The overall behavior we derived in the context of the wetting-envelope - work of
adhesion plots is unaffected. In the discussion of the aggregation phase diagrams, the cluster
mass distribution is taken into account. Thereafter, we consider for a distinct γds value the
TEM pictures of all other, formerly not considered, polar parts in dependency of θ. In this
context, the mass fractal dimension of the aggregates is discussed conclusively. At this point
the experimental results obtained in [4] are also reasonable to discuss.
The first case we want to consider is for filler types with γds = 20mJ/m2 as depicted in
Figure 4.10. The mean size of the aggregates is for θ = 0.25 and θ = 0.50 basically the
same, regardless of the polar part of the surface free energy. A minor difference, where the
particles are slightly smaller for θ = 0.50, is found for the filler type with γps = 5mJ/m2.
Further increasing the amount of silanized surfaces, i.e., considering θ = 0.75, we find bigger
aggregates for the intermediate polar values. For γps = 5mJ/m2, the aggregates have a size in
between those of θ = 0.25 and θ = 0.50. For the highest surface polarity we find equally sized
aggregates, regardless of θ. For the case of a homogeneously coated particle, i.e., θ = 1.0,
we find the biggest aggregates throughout. For filler type II, we even find the overall biggest
aggregates with Ragg ≈ 33nm. In the case of this particle, we therefore observe growing
aggregates for increasing values of θ.
When we now take the TEM pictures into account and start with the most left one with
the blue border, which represents θ = 0.25, we find several structures incorporated inside
NR. The appearance of a filler network is discernible. The SBR phase is avoided by the
filler particles and only in the interphase of both polymers we find contact between the
silanized surfaces of the particles and SBR. The cluster mass distribution reveals a massive
filler network comprising 96% of all particles. The number of all particles and those which
are cluster bound are equal. There are far less than 1% of the particles inside clusters with a
mass less than ten. Subsequently, those not inside the filler network are found within clusters
with a mass greater than ten.
For θ = 0.50, i.e., the purple bordered TEM picture, we find a very similar picture. In some
areas, the structures look slightly more frayed compared to θ = 0.25. The favoring of NR is
still discernible as well as the aforementioned adherence to SBR in the interphase of both
polymers. The filler network comprises with 77% considerably less filler particles than for
θ = 0.25. Additionally, the amount of clusters increased by a factor of five and subsequently
we now find more particles in clusters with a mass less than ten, i.e., 2%, and more than ten,
i.e., 21%. The amount of cluster bound particles is slightly decreased to 98%.
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Figure 4.10.: Aggregation phase diagram for silanized silica particles with γds = 20mJ/m2
incorporated inside a 50/50-NR/SBR blend with φ = 0.2 at T = 413 K under variable
silane distribution, θ. The TEM pictures show from left to right more silanized surfaces.
They correspond to filler type II and their colored border matches the legend. For the blue
bordered TEM, i.e., θ = 0.25, we find small aggregates and a discernible filler network.
The purple TEM, i.e., θ = 0.50, still shows a noticeable network, which overall looks more
frayed. In the dark red TEM, i.e., θ = 0.75, we find again more and bigger structures. The
red bordered TEM, i.e., θ = 1.0, shows very massive structures comprising a considerable
amount of filler particles. For all TEM pictures, NR is the favored elastomer matrix.
Further increasing θ to 0.75, i.e., considering the dark red bordered TEM, we find that the
structures become visibly more dense. This is supported by the increase in the mean size of
the aggregates. The particles are still completely incorporated inside NR. The cluster mass
distribution shows no filler network and only clusters with a mass less than one hundred.
44% are found within clusters with a mass less than ten. With 77%, less particles are overall
cluster bound. The number of clusters increased by a factor of fifteen compared to θ = 0.50.
The hampered structural development agrees with the introductory mentioned expectation.
The appearing darker areas must therefore result from the coupling of silanized with bare or
other silanized silica surfaces.
The last case is given for the red bordered TEM representing θ = 1.0, i.e., the case of
homogeneously coated particles from chapter 3. Here, the filler particles formed big dense
structures inside NR. SBR is now completely avoided. The visual increase of size is also
supported by the bigger mean aggregate size. For the cluster mass distribution we find that a
filler network developed, but now via the silanized surfaces, of course. Its mass is with 98% of
all filler particles slightly bigger than the case with θ = 0.25. The number of clusters is more
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than twice as much in comparison. While for the former three cases the polymer matrices
looked very similar, here we find that the individual domains of each polymer grew.
Altogether, the impact of θ for this filler type is given by the increase of the mean size of the
aggregates with increasing values of θ. Although silanized, the surfaces of the silica particles
are energetically most favorable for each other leading to the formation of networks, which
are less massive for higher θ values. In the individual branches, the structures become more
massive for higher values of θ. The most balanced case with a filler network and reasonable
adherence to both polymer networks is found for θ = 0.50, which was discussed in the former
section.
For the next case with γds = 25mJ/m2, i.e., Figure 4.11, we have no comparable data from
the former chapter 3, i.e., for θ = 1.0. But, since we saw in the former case that trends in
the filler morphology are already observable in the changes from θ = 0.25 to θ = 0.75, we are
able to predict the behavior for θ = 1.0.
































Figure 4.11.: Aggregation phase diagram for silanized silica particles with γds = 25mJ/m2
incorporated inside a 50/50-NR/SBR blend with φ = 0.2 at T = 413 K under variable
silane distribution θ. The TEM pictures show, from left to right, more silanized surfaces.
They correspond to filler type II and their colored border matches the legend. Note that for
this case no data for θ = 1.0 of the former chapter is available. The blue bordered TEM,
i.e., θ = 0.25, shows several aggregates connected into a filler network inside NR. The same
is true for the purple bordered TEM, i.e., θ = 0.50. No visible difference is discernible. For
the dark red bordered TEM, i.e., θ = 0.75, we find more and denser regions, which is
quantitatively supported by the increased mean aggregate size.
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The mean size of the aggregates for θ = 0.25 and θ = 0.50 is unaltered in comparison to the
case of γds = 20mJ/m2. Although we find similar behavior for θ = 0.75, the extent is elevated.
For γps = 5mJ/m2 the aggregates are with Ragg ≈ 16nm notably smaller (Ragg ≈ 20nm
before). For the intermediate polarities they are slightly bigger. For γps = 20mJ/m2 they
again coincide, regardless of the θ parameter. Because the trends are similar to the former
case, it is reasonable to assume that for θ = 1.0 we will also find the biggest aggregates
overall.
For the blue and purple bordered TEM pictures, i.e., θ = 0.25 and θ = 0.50, no visible
differences can be estimated. In both cases a filler network is discernible and the structures
within the branches are indistinguishable. The cluster mass distribution, however, shows a
significant decrease in the mass of the filler network for the higher θ value, i.e., 70% vs. 95%.
While the value for the lower θ value is comparable to the former case, we find a lower value
for θ = 0.50. The increase in the dispersive part thus additionally decreases the mass of the
filler networks. Other quantities, such as the number of cluster bound particles, the amount of
clusters, and the amount of particles in clusters of either mass category are slightly increased.
This is most likely a consequence of the mass reduction of the filler network.
The dark red bordered TEM shows no continuous filler network anymore. Instead, several
elongated and bigger structures are discernible. The areas of the SBR matrix also appear
bigger. The cluster mass distribution reveals that this system is almost equal to that of the
former case for the same θ value in every aspect. A slight difference is, however, found for the
cluster bound particles, i.e., 79% vs. 77% for the former case. Also the amount of clusters is
slightly decreased, which results in slightly less smaller and more bigger clusters, albeit the
maximum mass of the clusters does again not exceed one hundred.
It is thus reasonable to assume that for γds = 25mJ/m2 and θ = 1.0 the TEM picture is
comparable to the red bordered one in Figure 4.10. The structures are, however, most likely
bigger. Because the network formation in the former case was achieved via very thin strains
connecting the individual structures, it is also feasible that no network via silanized surfaces
will be found. Instead, the structures should be more separated and compact.
The last case we want to consider is γds = 30mJ/m2 depicted in Figure 4.12. The mean size of
the aggregates is very similar to those in Figure 4.10. A difference is found for γps = 5mJ/m2
in the θ = 1.00 case. Here, the aggregates are slightly smaller. For the filler type in focus,
i.e., II, the trend for increasing aggregate size with increasing θ values is still discernible.
Considering the TEM pictures, we find again very similar behavior for the blue and purple
bordered ones, depicting the cases of θ = 0.25 and θ = 0.50. A slight difference might be the
overall more frayed impression of the filler networks inside the NR matrix. The corresponding
cluster mass distributions reveal that the networks are indeed less massive, i.e., 92% and 52%,
respectively. Thus, the decrease we saw from γds = 20mJ/m2 to γds = 25mJ/m2 is continued
here. In addition, we find considerably more clusters in each of the mass categories due to
the less particles comprised in the networks. This explains the more frayed impression of the
TEM.
For the dark red bordered TEM, i.e., θ = 0.75, the appearance is similar to the former case.
No network is discernible and several larger clusters are found within NR. The SBR domains
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Figure 4.12.: Aggregation phase diagram for silanized silica particles with γds = 30mJ/m2
incorporated inside a 50/50-NR/SBR blend with φ = 0.2 at T = 413 K under variable
silane distribution θ. The TEM pictures show, from left to right, more silanized surfaces.
They correspond to filler type II and their colored border matches the legend. The filler
networks in the blue and purple bordered TEMs are still discernible, although they look
overall more frayed in comparison to the other cases. For the dark red bordered TEM, the
SBR domains appear bigger and the network is more broken down into several structures
solely found inside NR. The red bordered TEM shows very dense, compact and rectangular
structures inside NR.
appear once more slightly bigger. The cluster mass distribution shows a further decrease in
the amount of clusters, which is again found in either mass category.
For the homogeneously coated particles, depicted in the red bordered TEM, the trends from
the change of θ = 0.50 to θ = 0.75 are continued. The filler particles are found within big,
dense structures inside NR. Both elastomer matrices appear more continuous. The cluster
mass distribution matches with the visual feedback from the TEM, as we find several more
than ten thousand particles massive clusters.
To check whether the same impact of θ is found for the other filler types I, III, and IV, we
consider their TEM pictures in direct comparison. Not every filler type was able to form a
filler network for θ = 0.50. It is therefore of interest, if they form one for lower values of θ,
where the possibilities are elevated. Figure 4.13 depicts a table of TEM pictures for filler types
with γds = 20mJ/m2. They are bordered according to the color encoding used throughout
this section. Thus, θ is increased by 0.25 from top to bottom in each column. The names of
the columns match the names of the filler types. Subsequently, γps is increased in each row
from left to right. The corresponding aggregate sizes for each TEM picture can be taken
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Figure 4.13.: Comparison of TEM pictures for silanized silica particles with γds = 20mJ/m2
incorporated inside a 50/50-NR/SBR blend with φ = 0.2 at T = 413 K under variable
θ and γps values after 2 · 109 MC steps. Note that the colored borders matches the color
encoding used throughout this section, i.e., from top to bottom θ increases in steps of 0.25.
The roman numerals indicate the particle in focus, i.e., from left to right the polar part
increases. I: γps = 5mJ/m2. Increasing the number of silanized surfaces leads to better
dispersion and a growing SBR phase. III: γps = 15mJ/m2. The aggregates inside the filler
network, which is discernible for θ = 0.25, become bigger and more dense for increasing
values of θ. IV: γps = 20mJ/m2. No difference in the TEMs is visible. This matches the
data on the size of the aggregates in Figure 4.10.
from the aggregation phase diagram in Figure 4.10. To investigate the effect on variable θ,
Figure 4.13 is discussed column-wise.
We start with filler type I, i.e., the first column. For the lowest θ value we observe a filler
network within the NR matrix. Within SBR, non of the filler particles are incorporated. A
connection between them and the SBR matrix is, however, found in the polymer interphase.
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Because we saw in the former section that the wetted surface fractions between the bare
silica and SBR is zero, this is reasonable. The cluster mass distribution shows a filler network
comprising 96% of all particles, which are all cluster bound. Beside the filler network, we find
few particles within clusters with a mass less than ten, i.e., below 1%. Other filler particles
are consequently found in the other mass category. For increased θ, a filler network is still
perceptible. The overall impression of the TEM indicates that it is, however, less continuous.
The polymer morphology looks similar to the blue bordered TEM. Due to the increased
silanized silica surfaces, we find some particles incorporated inside SBR, but still most of
the connectivity is given due to aggregation in the polymer interphase. The filler network
is with 67% less massive and the number of cluster bound particles also decreased to 98%.
Overall, the amount of clusters increased by factor of seven. Those with a mass less than
ten, however, increased more. Consequently, we find 4% of all particles within this category.
Further increasing θ, the particles look overall dispersed inside NR with some of them found
within SBR. Thus, the trend we described before continues here. The polymer morphology
is unaltered. No filler network is found and even less particles are cluster bound, i.e., 82%.
The number of clusters increased by a factor of ten and most of them are found within
the mass category of less than ten, i.e., 82%. Thus, we find 51% of all particles within this
category. For the homogeneous silica particles in the red TEM, we find that they look even
more dispersed and SBR is now more avoided than before. The connectivity in the polymer
interphase is, however, still noticeable. No filler network is built via the silanized sides. With
87% more particles are, however, found in clusters. In addition, we find less clusters, but with
79% most of them still have a mass less than ten. They do, however, only comprise 26% of
all particles. This means that the overall mass of the individual clusters formed via silanized
sides increased. This behavior matches with the fact that this filler type is similar to silica
particles silanized with a monofunctional silane such as octyl-mod-silica or chloro-mod-silica
[13].
For the filler type III, i.e., the second column, the effect on the variation of θ is, in comparison
to I and II, discussed in the aggregation diagram in Figure 4.10, greatly reduced. In each of
the TEM pictures, the particles are primarily found within NR. A connection to SBR is only
merely found for the first two TEM pictures. Over the course of increasing θ, the structures
within the NR matrix appear more dense. A continuous network is discernible for all TEM
pictures. From the last section we already know, however, that for θ = 0.50, i.e., the purple
bordered TEM, no filler network exists. The same is true for θ = 0.75. The filler network for
θ = 0.25 comprises 92% of all filler particles. Thus, the increase in the surface polarity lead to a
less massive filler network. The amount of cluster bound particles and the number of clusters
are unaltered. We find, however, less clusters with a mass less than ten and consequently
less particles within this mass category. Increasing θ we observe, beside the filler network,
the same behavior as for filler type I, but more pronounced. This means less cluster bound
particles (94%), more clusters (increased by a factor of fourteen), which are mostly increased
in the category of mass less than ten, and consequently more particles within that category
(6%). This continues partially for θ = 0.75. The cluster bound particles are down to 58%.
The amount of clusters increased by a factor six. But we find 30% more clusters compared
to I. Almost all clusters fall in the mass category less than ten (98%). With 52% they do,
however, comprise only slightly more particles. In the red bordered TEM, i.e., for θ = 1.00,
the filler network is built via silanized sides and comprises 94% of all filler particles. This is
more than for θ = 0.25. The amount of clusters is about half in comparison and almost no
172 4. Binary Polymer Blends – Impact of Heterogeneity
clusters with a mass less than ten are found. The amount of cluster bound particles, on the
other hand, is unchanged and thus all particles are found within clusters.
For filler type IV, i.e., the last column, an effect due to the variation of θ is not discernible.
The only different TEM picture is found for θ = 0.25. Here, the structures look less dense
and the overall impression is a more frayed TEM. This also agrees with the cluster mass
distribution. We find for θ = 0.25 a very large cluster, which comprises 43% of all filler
particles. This means, however, that it does not match the definition of a filler network. Less
cluster bound particles are found (98%) and considerably more clusters compared to all other
silanized silica particles (factor five more). They are increased in the mass category of less
than ten and decreased in that of more than ten. For θ = 0.50, less particles are cluster bound
(81%) and we find with an increase by a factor of more than twenty the biggest increase for
all filler types. 83% of all clusters account for the mass category less than ten. Subsequently,
they comprise 35% of all particles. For θ = 0.75, we find now less than half of all particles
bound into clusters (35%). The amount of clusters is only slightly higher than for θ = 0.50
(15%). Now, every cluster has a mass less than ten. For the case of homogeneously coated
particles, a filler network via the silanized sides is built. It comprises 92% of all particles,
which are all cluster bound. We find the lowest number of clusters for all θ values of filler
type IV. It is only 10% of those in the θ = 0.25 case. Almost no particles are found in clusters
falling into the mass category less than ten.
We can thus summarize that the variation of the parameter θ leads, beside to less massive
filler networks, to more compact structures. Both effects are enhanced, if the dispersive part
is increased. For an increased polar part we find a similar effect, i.e., it might hamper the
building abilities of filler networks. Although the network building probabilities are decreased
due to higher θ, γds , and γps values, the ability to form clusters, i.e., the amount of cluster
bound particles, is increased due to the increase of each surface free energy. Accordingly, the
amount of clusters itself is generally increased. It is, however, noted that an exception is found
for filler type IV. It increases the amount of particles comprised into the single large cluster for
increasing values of γds instead. Experimentally, this means that if a filler network is desired,
which also shows good adherence to the elastomer matrix, heterogeneously silanized particles
with low surface free energies are the best option for this specific NR/SBR combination. For a
system with good dispersed particles, homogeneously silanized particles with low surface free
energies are most reasonable. It is overall shown that the morphology generator is a useful
tool to find filler types with desired properties such as filler network formation, elastomer
adherence or dispersion.
Before we start with the comparison to experimental values in the sense of filler distribution,
we take a look at the mass fractal dimension of the aggregates in each combination considered
so far. Table 4.3 lists all filler types with different θ values and surface free energies. Beside
the mass fractal dimension, the size of the aggregates is listed for the sake of completeness.
Additionally, the ability to form a filler network is stated.
The low polarity filler types have the highest uncertainties for each θ value. For increasing θ,
the mass fractal dimension decreases. The size of the aggregates only decreases initially and
starts to increase again for θ > 0.5. For higher surface polarity we find that for increasing
θ the mass fractal dimension increases, leading to more compact aggregates. The size of the
aggregates behaves similarly. For this filler type we find filler networks in three out of four
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Table 4.3.: Mass fractal dimension of the aggregates developed by differently silanized silica
particles, i.e., variable θ, with γds = 20mJ/m2 inside a 50/50-NR/SBR blend for φ = 0.20,
T = 413 K, and after 2 ·109 MC steps. Additionally, their size is listed and if a filler network
was developed. For θ up to 0.5, higher surface polarity produces bigger aggregates with
higher mass fractal dimensions, which indicates more compact ones. For θ ≥ 0.75, the
particles with intermediate surface polarity produce the biggest aggregates with the highest
mass fractal dimensions. Increasing values of θ hinders the ability of the particles to build
filler networks. Note that for θ = 1.00 the silanized particles with ∗ built a filler network via
their silanized surfaces.




5 yes 21.2± 0.1 1.86± 0.06
10 yes 21.5± 0.1 1.86± 0.05
15 yes 21.9± 0.1 1.87± 0.03
20 no 22.6± 0.2 1.88± 0.02
0.50
5 yes 19.4± 0.2 1.84± 0.13
10 yes 21.2± 0.1 1.85± 0.08
15 no 22.3± 0.1 1.88± 0.03
20 no 23.1± 0.1 1.88± 0.02
0.75
5 no 20.2± 0.0 1.84± 0.19
10 no 25.1± 0.0 1.88± 0.05
15 no 25.3± 0.4 1.90± 0.01
20 no 23.5± 0.5 1.89± 0.01
1.00
5 no 29.1± 0.3 1.76± 0.18
10 yes∗ 32.8± 0.1 1.95± 0.01
15 yes∗ 26.5± 0.3 1.93± 0.02
20 yes∗ 23.9± 0.4 1.89± 0.01
cases, although it is again stressed that the network build with θ = 1.0 utilizes silanized
surfaces. For γps = 10mJ/m2 we find the same trend, but less pronounced. This filler type
is only able to form a filler network for the two extreme cases of θ = 0.25 and θ = 1.00.
The filler types with the highest surface polarity show a slight increase in the size of their
aggregates with increasing θ, while the corresponding mass fractal dimension is unaltered.
For this filler type we only find a filler network for homogeneously silanized particles. This
shows that even if only one fourth, i.e., θ = 0.25, of a particle has a different surface free
energy, it is able to control the filler network building properties. For other dispersive parts,
which we do not want to explicitly state here, the same trends are discernible. They are,
however, more pronounced for higher dispersive parts.
At last, we want to compare our results to those obtained by the experiment [4]. In order
to achieve a most faithful comparison, we have to identify the right silanized silica particles
obtained by our simulation. As mentioned before, the parameter θ steers not only the distri-
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bution of the silane, but also the silane density, if the amount of silane is fixed. A higher silane
density most presumably leads to a stronger effect on the variation of the surface free energy,
i.e., a higher dispersive part and a lower polar part. Unfortunately, a tangible correlation is
not available. But we do know that lower θ values result in higher silane densities (cf. (2.4)
in chapter 2). Thus, it is reasonable to correlate the highest density with the particle with
the biggest difference in surface free energy compared to the bare reference surface. This is
found for filler type I in the γds = 30mJ/m2 case. The lowest density is identified with filler
type IV in the γds = 20mJ/m2 case, i.e., the lowest difference between the bare and silanized
silica surfaces. Together with the amounts and densities of the constituents of the (simplified)
recipe of the experiment2, we can then calculate the silane densities for the different θ values
using the aforementioned equation and correlate them to the simulated particles as follows
σsilane(θ = 0.25) ≈ 1.80nm−2 → I @ γds = 30mJ/m2
σsilane(θ = 0.50) ≈ 0.90nm−2 → II @ γds = 25mJ/m2
σsilane(θ = 0.75) ≈ 0.60nm−2 → III @ γds = 20mJ/m2
σsilane(θ = 1.00) ≈ 0.45nm−2 → IV @ γds = 20mJ/m2.
(4.3)
With this identification, we mimic particles with the same type of silane, but different silane
densities and distributions. This means that a comparison to the experimental results is done
only on the basis of the variation of θ. In order to do this, we consider the aggregation phase
diagram of the aforementioned particles at the end of the simulation together with the wetted
surface fractions of the bare and silanized silica surfaces. This is depicted in Figure 4.14. Note
that for filler type IV, which represents our homogeneously silanized particle, no bare silica
wetted surface fractions exist, i.e., lfj , with j ∈ {f, s, n, sb} is not available. The same is true
for lsf . In the legend of the aggregation phase diagram, the corresponding dispersive parts
are listed. The borders of the TEM pictures are again color encoded according to the legend,
i.e., from left to right we find lower dispersive surface free energies.
The mean size of the aggregates is increased for the higher θ values. This means that a
higher silane density and a more narrow silane distribution leads to the formation of smaller
aggregates, compared to a broad distribution with less silane density. The affinity towards the
NR phase is discernible in the TEM pictures of each filler type. It does, however, become more
pronounced for a more even silane distribution, i.e., for higher θ values. For a homogeneously
silanized particle, i.e., θ = 1.00, we find no particles within SBR at all. In the experiment
silanized Ultrasil VN3 is found to 77% (65%) inside NR [4]. The value in the bracket describes
a different mixing procedure elucidated in detail in the discussion of Figure 3.5. Other particles
are consequently found within the other elastomer matrix consisting of SBR/BR. Although
the wetted surface fractions do not replace or allow an exact statement about the distribution
of the filler particles, we can distinguish them in this quantity and use the TEM pictures
as further guidance. We then find that filler type III with θ = 0.75, shows a comparable
adherence to NR as filler type IV with θ = 1.00. The lfn and lsn as well as the lfsb and
2The silane is fixed to 3 phr (TESPT, ρ ≈ 1.10 g/cm3 [14]), the filler content is 40 phr (Ultrasil VN3 gran.,
ρ ≈ 2.00 g/cm3 [15]), the rubber content is 50 phr NR (SMR 20, ρ ≈ 0.93 g/cm3 [16]), 25 phr SBR (VSL
5025-0, ρ ≈ 0.94 g/cm3 [17]), and 25 phr BR (Buna CB 25, ρ ≈ 0.91 g/cm3 [18]). Note that the last two
polymers are always blended beforehand and are considered as one elastomer matrix. The 40 phr filler
result in approx. 15% vol., which is less than the 20% we used here.
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Figure 4.14.: Aggregation phase diagram for variably silanized silica particles with different
dispersive surface free energies incorporated inside a 50/50-NR/SBR blend with φ = 0.20
at T = 413 K together with wetted surface fractions after 2 · 109 MC steps. (a): Particle
I is θ = 0.25 with γds = 30mJ/m2, particle II is θ = 0.50 with γds = 25mJ/m2, particle
III is θ = 0.75 with γds = 20mJ/m2, and particle IV is θ = 1.00 with γds = 20mJ/m2. For
higher θ values the affinity to NR becomes more discernible. Wetted surface fractions of
bare (b) and silanized silica surfaces (c): Note that for homogeneously silanized particles
no bare silica surfaces exist. The affinity for the bare silica surfaces towards NR decreases,
while that towards the silanized surfaces increases. No affinity towards SBR is discernible.
For the silanized surfaces, the affinity towards SBR diminishes for increasing θ, while that
towards the particles themselves increases.
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lssb surface fractions indicate this. For II things are different. First of all, the TEM picture
shows again that most particles are found within NR, but the structures formed therein find
adherence to SBR in their outer regions. Subsequently, more particles are found inside the
polymer interphase. This is supported by the wetted surface fractions, which are elevated for
all but lfsb. For filler type I, the TEM picture looks overall more frayed and some particles are
even completely incorporated within SBR. The increased lssb and decreased lsn value support
this impression. Consequently, even more particles are found within the polymer interphase
and, in addition, some now in SBR. Thus, this result matches most with the experimental
values. For most of the discussed particles, filler networks are found within the elastomer
matrix. The only exception is filler type III. Because only 25% of all surfaces allow to form
a filler network according to our definition, this is as expected. It is, however, noted that
the most massive filler network, while at the same time showing the best adherence to both
polymers, is found for filler type I. Thus, this particle is also reasonable to consider for strong
mechanical reinforcement.
We can conclude that the differences we found in the discussion of Figure 3.5 are – at least
to some extent – caused by the homogeneity of the silanized silica particles. It is thus most
likely to assume that the filler particles in the experiment are heterogeneously silanized. If
the silane density or the distribution matches the θ = 0.25 case is impossible to say. It is,
however, of high interest to analyze the silane density on silica particles in experiments,
characterizing the mechanical properties of rubber compounds. It can be achieved using
time-resolved operando FTIR spectroscopy and chemometrics [19] or, in the perspective of
simulations, using molecular dynamics [20].
4.3. Conclusion
The methods in Chapters 2 and 3 were combined and analyzed in this chapter. This means
that heterogeneously silanized silica particles were investigated with respect to flocculation
inside elastomer blends. Specifically, a widely used silica (Ultrasil VN3 gran.) was differ-
ently silanized and incorporated inside a 50/50-NR/SBR blend. The different silanization
was achieved by altering the surface free energies of the silanized surfaces together with their
distribution controlled by the parameter θ. Beside the distribution, θ also steers the silane
density, if the amount is fixed in a given recipe. Because of the different impact of silanization
on the surface free energies of the silica surface, the values were altered differently compared
to the former chapters. Due to the combination of the methods, the corresponding MC-based
algorithm was changed. The rotational step, first introduced in chapter 2, was reinstated.
The temperature T was fixed to 413 K, the filler volume fraction was set to φ = 0.20, and
the maximum number of MC steps was again 103 · L3 ≈ 2 · 109.
The systems were analyzed by the methods elucidated in the screening methods section of
chapter 2 and thus with the same as those used in chapter 3. Due to the increase of avail-
able surfaces, the wetted surface fractions increased significantly in number. This rendered
the prediction of their ordering in the context of wetting-envelope - work of adhesion plots
difficult. In addition, the variable silane distribution, controlled by the parameter θ, did not
allow to establish it. Nevertheless, at least the overall behavior of the filler types within the
compound could be predicted. Fixing the value of θ, an explicit focus on the variation of the
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surface free energies was possible. It revealed that increasing the dispersive part hampers the
network building properties of the different filler types, but increases their adherence to the
elastomer matrix. A variation of the polar part showed similar, but less pronounced results.
Thus, a good balance between both properties can be steered by fixing θ and varying the
surface free energies. To investigate the impact of different silane distribution, θ was varied. It
showed that higher θ values led to less massive filler networks and more compact structures.
Altering the surface free energies along with θ, increased this effect. Altogether, it was thus
found that fillers with a heterogeneously silanized surface of low polarity are best suited to
achieve filler network formation with reasonable adherence to the elastomer matrix.
The consistent comparison to the case of homogeneously silanized particles, i.e., the results
of chapter 3, allowed to classify the results for the comparison with the experiment [4]. The
distinct affinity towards NR was observed throughout and agrees well with the experiment
(e.g. [21, 22]). But a better adherence to SBR and the interphase was observed for filler types
with a rather low silane distribution and high silane density, represented by a high dispersive
and low polar surface free energy.
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5. Conclusion
The objective of the research described in this thesis was to develop a model that mim-
ics the flocculation process within filled rubber compounds. Flocculation, also known as
re-agglomeration, is a process where the filler particles build larger structures within the
elastomer matrix in the post-mixing stages like storage, extrusion or vulcanization [1–6]. The
micro structure – or morphology – of the rubber compound is a key parameter to the me-
chanical properties of tires like rolling resistance, grip or wear (e.g. [3, 7]). In this work, we
focused on structures in the size region of up to 1µm. This includes primary particles, aggre-
gates, agglomerates, and filler networks. The developed model is the morphology generator
– a coarse grained simulation approach utilizing a Metropolis Monte Carlo nearest neighbor
site-exchange algorithm. The key parameters for the algorithm are surface free energies and
the resulting interfacial free energies. They are used to describe the interactions between the
individual components, which subsequently control the flocculation process. The resulting
morphologies were investigated by means of different screening methods. They include small
angle (X-ray) scattering (SAXS) and transmission electron microscopy (TEM).
In chapter 2, the morphology generator was introduced together with the aforementioned
screening methods. Additionally, the concept of wetting-envelope - work of adhesion from [8]
was introduced. It allowed to analyze the compatibility between fillers and polymers as well
as fillers and silanes on the basis of surface free energies. Hence, it is suited to predict the
general behavior of the considered compounds. It was used throughout this work to check
the simulated morphologies against the underlying theory. A main question of this chapter
was, if the morphology generator is capable of creating morphologies similar to the experi-
ment. Further questions were how different ingredients interact with one another, which filler
particles create what kind of structures within natural rubber (NR) and styrene-butadiene
rubber (SBR), and what impact the simulation parameters have. Throughout this chapter,
heterogeneously treated filler particles inside single polymers were considered. If the genera-
tor is able to create systems similar to experiments, was analyzed by creating morphologies
on the basis of surface free energies exclusively taken from the experiment. The flocculation
process of silica particles covered with different silanes inside chloroprene rubber (CR) was
considered. Due to the hydrophobizing effect of the silanes on the silica surface a different
behavior was expected. It was shown that the morphologies were created according to this
expected behavior, i.e., silica covered with monofunctional silanes showed more dispersed
morphologies than those covered with bifunctional silanes. Additionally, the accordance to
the theory of the wetting-envelope - work of adhesion plots was demonstrated. Thereafter,
the surface free energy values from different literature sources [8–11] were taken and, by uti-
lizing a scheme derived from the wetting-envelope - work of adhesion plots, categorized. To
answer the question of structural development of different filler particles within NR and SBR,
their surface free energies were mimicked in close proximity to real experimental values. This
allowed for a broad spectrum of filler particles such as carbon black and different types of
silica like methylated, fumed, and precipitated. The simulation parameters, i.e., flocculation
time (number of MC steps), filler volume content φ, and temperature T were then tested
with the mimicked filler particles. It was shown that the flocculation time is crucial. Too
long and too short times lead to deviations between simulations and experimental results.
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Those include the size of the aggregates and their mass fractal dimension. Furthermore, it is
crucial for filler network formation. In NR fillers with no and high surface polarity are able
to build those regardless of the dispersive part. These filler particles resemble carbon black
and precipitated silica, respectively. For SBR only the high surface polarity fillers, i.e., pre-
cipitated silica, build a filler network. Investigation of the filler volume content showed that
a certain minimum value is necessary for filler networks. The size of the aggregates, however,
is almost unaffected. Their mass fractal dimension, on the other hand, is increased. The last
parameter was the temperature. It shows for both polymers only a minor impact. However,
it turned out that it needs to be treated cautiously. Unexpected behavior can appear at low
temperatures for the filler particles inside NR – in the sense of flocculation simulations. This
may be due to the fact that the variation of the surface free energy with temperature is not
considered so far. Throughout the testing of the parameters, distinct systems were success-
fully compared to experimental values. These include the size of the aggregates and their
mass fractal dimensions.
In chapter 3, homogeneous filler particles inside polymer blends were considered. The blends
always consisted of NR and SBR, but with variable proportion. The main question of this
chapter was, if the filler particles preferentially aggregate inside a specific polymer phase
when incorporated inside a blend. An additional question was, how the filler network building
properties are effected by the introduction of a polymer blend and the usage of homogeneously
surface treated filler particles. Independent of the blend ratio, fillers with no surface polarity
showed a distinct affection for SBR over NR, which is also found experimentally [12, 13].
For higher surface polarities, the fillers show different structural developments, but always an
affinity for NR. The higher the surface polarity is, the better the network building properties
within NR are. A special case was, however, found. In that case, the filler particles aggregated
along the interface between both polymers. The usage of a 50/50-NR/SBR blend allowed
more filler particles to form a filler network inside the elastomer matrix compared to each
of the individual single polymer cases. It was argued that this is a direct consequence of the
affinity for a distinct polymer phase of the filler particles. Due to the spatial confinement,
less filler particles are needed to surpass the threshold of filler network formation. This was
investigated further by considering a 70/30-NR/SBR blend. Therein, the preferences for the
filler particles did not change. The network building property for the filler particles inside NR
was decreased due to the lower spatial confinement. That inside SBR increased. Furthermore,
the filler volume content was increased inside both polymer blend ratios to investigate whether
the argumentation of spatial confinement is reasonable. The relative filler volume content was
then introduced. It was shown that a value of 50% needs to be surpassed in order to always
find filler networks – independent of the type of polymer. For lower values the formation is also
possible. It is then depending on the polymer morphology developing during the flocculation
process. A last question was how longer simulation times affect the morphologies. It turned
out that it heavily depends on the type filler. For some the filler networks were enhanced.
For others they were destroyed in the longer run. Here, the mass fractal dimension of the
aggregates was also affected majorly. It was increased in most of the cases – except for the
high polarity fillers.
In chapter 4, heterogeneously surface treated filler particles inside polymer blends were consid-
ered. A focus was hereby on silanized silica particles. It was a combination of the approaches
found in chapters 2 and 3. But only the 50/50-NR/SBR blend was considered. The main
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question was how silanization impacts the filler morphology inside elastomer blends. At first
the silane distribution was fixed. In the following it was varied. Because silanization increases
the dispersive and decreases the polar part of the surface free energy of the silica particle [9],
the corresponding values were altered differently compared to the other chapters. The surface
free energy of the ’bare’ silica surfaces was fixed with those of Ultrasil VN3. The silanized
surfaces were then altered in their dispersive and polar parts. For the fixed silane distribution
the building properties for filler networks are decreased for an increasing dispersive part of
the surface free energy of the silanized surface. The effect in the variation of the polar part
follows the same trend but to a lesser extend. However, at the same time the adherence to
both polymers is increased. Thus, for a strong filler network with good adherence to the
surrounding elastomer matrix the surface free energies of the silanized surfaces can be used
as steering parameters. For variable silanization it was found that a broader distribution
of silanized surfaces leads to less pronounced filler networks and more compact structures.
Filler networks with good adherence to the elastomer matrix were found for the case of silica
particles with silanized surfaces of low polar and high dispersive surface free energies.
Overall it was shown that the morphology generator is suited for screening studies. Additional
components can be implemented fairly easy. Throughout this work, about 560 recipes were
investigated in total. This does not include the different flocculation times. The resulting
simulated morphologies matched with those obtained by experiments in quantities such as
size of the aggregates and their corresponding mass fractal dimension.
5.1. Outlook
In future work, the morphology generator can be used for different types of polymers and filler
particles. Due to its modular concept, additional cubic cells – mimicking other ingredients –
can be implemented with low effort. This, however, renders the analysis of the results more
difficult. This could already be seen in chapter 4. The temperature dependence is certainly
a crucial issue, which needs to be solved. In Appendix B, it is discussed that a consistent
theory does not exist to this day. A possible solution could thus be provided by measured
surface free energies at different temperatures and the subsequent extrapolation for very high
temperatures. To obtain the mass fractal dimension of the networks, larger systems need to be
investigated. This was shown on a example system inside chapter 2. The resulting mass fractal
dimension matched with experimental values in good accordance. Due to the long runtime,
it is reasonable to overthink the MC algorithm itself. As it is implemented at the moment, it
contributes most significantly to the overall runtime (cf. discussion in Appendix D). Dividing
the complete system into subsystems and performing the MC within those subsystems could
allow to parallel the algorithm, increasing the runtime by several orders of magnitude.
Another question, already mentioned in the conclusion of chapter 3, is, if the information of
the morphologies we obtained here is useful with respect to the dynamic moduli, i.e., loss
and storage modulus. For instance, their dependency on strain amplitude can be considered.
The ratio between loss and storage modulus is a crucial quantity for the elastomer industry
and termed tan δ. An adaptation of the here introduced morphology generator was created
by Mariia Viktorova. It utilizes a randomized FCC-lattice instead of a simple cubic one.
The flocculation process is again mimicked via a Metropolis Monte Carlo algorithm, which
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is adjusted to the new structure. It also uses the surface free energies as parameters. The
resulting morphologies in the case of NR/SBR polymer blends are comparable to the results
obtained throughout this work in the sense of TEM pictures. This, subsequently, includes
the preference of the filler particles for a distinct polymer phase inside the elastomer blend.
An analysis of the size of the aggregates and their mass fractal dimension has not been per-
formed so far. Those morphologies are then subject to dynamic-mechanical analysis (DMA).
In preparation, the resulting interfacial tensions are replaced by viscous springs with different
spring constants, depending on the type of interaction. Then the system is sheared – either
with constant frequency and variable strain amplitude or vice versa.




















Figure 5.1.: Ratio between loss and storage modulus, tan δ, vs. amplitude of deformation,
u0, for different filler particles inside a 50/50-NR/SBR blend. These results were obtained
by Mariia Viktorova. The blue stars resemble carbon black. They are preferentially found
inside SBR and build a continuous network inside it with considerably big aggregates. The
purple triangles resemble silica treated with monofunctional silanes. They show no structural
development at all and are completely dispersed. The dark red circles resemble precipitated
silica treated with bifunctional silanes. They are preferentially found inside NR and build
big aggregates connected via thin strains to a filler network. The red diamonds resemble
pure precipitated silica. It is preferentially found inside NR and shows a strong tendency
to build filler networks. Although the mass of the filler network is slightly smaller than for
the dark red circles, the size of the aggregates is considerably smaller. Hence, we find the
highest tan δ peak.
In Figure 5.1, tan δ vs. u0, i.e., the ratio between loss and storage modulus versus the strain
amplitude at a fixed shear frequency is shown for a 50/50-NR/SBR blend. The frequency,
in terms of simulation parameters, is fixed at ω = 0.2. The mapping to real values has not
5.1. Outlook 183
been established yet and will be done in future work. Different symbols represent systems
containing different filler particles fixed by their surface free energies. For all filler particles
the dispersive part is fixed to γdf = 20mJ/m2. Note that all particles are homogeneous. Hence,
the analysis of the morphology for those systems was done in chapter 3 and we apply the same
nomenclature for the filler particles. Because this is ongoing work, the following statements
are possible interpretations and should not be taken as a detailed analysis.
The blue stars mimic filler particles with γpf = 0mJ/m2, i.e., filler particle I. It resembles in
its values carbon black. It was shown that it preferentially aggregates inside the SBR phase of
the blend and builds a continuous network therein. However, due to the rather big aggregates
and comparably small mass, the number of filler-filer bonds that break under shearing is also
rather low. The bonds between the filler and the corresponding polymer, on the other hand,
break in large proportion. The loss produced due to the different breakages yields a peak in
tan δ. Note that beside the breakage between the filler particles and the filler particles with
the elastomer matrix, also the elastomer matrix itself can break. This also contributes to the
loss and subsequently yields a peak in tan δ. Thus, not only filled systems produce a peak in
tan δ.
The purple triangles mimic filler particles with γpf = 5mJ/m2, i.e., filler particle II. These may
be identified as silica particles treated with monofunctional silanes such as octeo or APDMES.
They are mostly found inside the NR phase of the blend and are completely dispersed therein
– as expected by silica treated with monofunctional silanes (cf. Appendix A.3). From the
perspective of the filler particles, only the bonds towards the elastomer matrix can break.
The lack of a filler network is correspondingly displayed by less loss under shearing and thus
a lower peak.
The dark red circles mimic filler particles with γpf = 10mJ/m2, i.e., filler particle III. These
may be identified as precipitated silica treated with bifunctional silanes such as TESPT.
They are again mostly found inside NR but create big aggregates therein. They are connected
with one another via thin strains to a filler network. Overall, we find more particles in this
network compared to filler particle I, i.e., the blue stars. Subsequently, the loss under shearing
is greater and we find a higher peak. Note, however, that the filler particles inside the rather
big aggregates contribute less than those inside the branches of the network. This is reasoned
by the fact that under shearing the filler particles are less separated inside the aggregates
than inside the branches. Consequently, we find bond breakage of filler particles, but not to
such an extent as for the last particle we consider, i.e., the red diamonds.
They mimic filler particles with γpf = 20mJ/m2, i.e., filler particle IV. These may be identified
as untreated precipitated silica, which has a very high tendency to build filler networks. They
build the most continuous filler network of the particles considered so far. This means that the
individual branches are equally thick, which is displayed by rather small size of the aggregates.
Under shearing, more filler-filler contacts can consequently break. This leads to a higher loss
and thus to a higher peak for tan δ.
The static quantities obtained by the morphology generator, such as the mass of the filler
network, can thus be related to the dynamic moduli. Although an early work, this example
shows that if more continuous filler networks are produced, larger peaks of tan δ are obtained.
If no structural development is observed, the peak is accordingly very low.
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A. Filler, Rubber, and Silanization – The
Nomenclature
In this part, we elucidate the nomenclature of the work. The physical and chemical context
as well as the production methods are described in detail. Subsequently, we make a distinct
connection to our model and identify the cubic volume elements therein. We start with
elastomers, which are the rubber elements in our model and continue with the filler particles.
We describe the main contributors to their reinforcing properties, i.e., structure, surface area,
and surface activity. Additionally, we explain the importance of mixing and dispersion. The
dynamic properties of reinforcement originate from the development of filler morphologies
within the elastomer matrix. In order to understand this connection we discuss it briefly. Due
to the fact that carbon black and silica are until today the main fillers used in the rubber
industry, we describe their production and properties in detail. Finally, we explain the term
silanization, i.e., surface treatment of silica particles.
A.1. Elastomers
An elastomer is defined by the IUPAC1 as any "Polymer that displays rubber-like elasticity"
[1], i.e., polymers with viscoelasticity and very weak intermolecular forces. A polymer is a
macromolecule, with a chain-like, branched or network like structure, consisting of repeating
subunits known as monomers. Monomers are compounds of several elements like carbon, hy-
drogen, oxygen and silicon. They are linked to form a polymer by covalent bonds in a process
called polymerization. It can be subdivided into several cases and is the main reason for
the individual conformations of polymers (cf. page 28ff. [2]). Covalent bonds in combination
with the length of the polymer chains limit the mobility of the monomers resulting in high
viscosity. Figure A.1 shows an example of a polymer(-chain), which is of importance for this
work: cis-1,4-polyisoprene. It is the main part of natural rubber (NR). At this point we want
to stress that the nomenclature is not consistent throughout literature. The term rubber is
often interchangeably used with elastomer. This can be most prominently seen when we look
at natural or synthetic rubbers: Both are classified as elastomers.
Straining an elastomer leads to stress within its molecular chains. The result is significant
elongation, which upon removal of the stress leads to considerable molecular reconformation.
This property, known as rubber-like elasticity, is the combined result of cross-links between
the polymer chains and entropy changes.
Cross-links are bonds that link different polymer chains to another in a small region from
which at least four chains emanate [4]. They can be roughly divided into two categories: phys-
ical and chemical bonds. Physical bonds are entanglements between polymer chains where
two or more chains cross each other in one point. Compared to chemical bonds physical bonds
are weaker. Especially, if the elastomer is kept over its glass transition temperature Tg. Then
it can disentangle due to contour length fluctuations or reptation, a concept derived by de
1International Union of Pure and Applied Chemistry
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Figure A.1.: Schematic depiction of natural rubber (cis-1,4-polyisoprene) consisting of isoprene
monomers. Figure in style of [3].
Gennes [5] – as long as no permanent (trapped) entanglements are produced. Glass transition
is defined as the "Process in which a polymer melt changes on cooling to a polymer glass or
a polymer glass changes on heating to a polymer melt" [6]. Depending on the application
area, elastomers are maintained either above, for instance in tire applications, or below this
point, as for hard plastics like polystyrene. The elastomers used throughout this work have
a Tg way below 0 ◦C and are therefore commonly used in the rubber industry2. Chemical
bonds are due to covalent or ionic bonds. The former emerge from sharing of electron pairs
between the atoms whereas the latter from the electrostatic attraction between oppositely
charged ions. For the rubber industry, a special type of cross-linking procedure, or curing –
by introducing covalent bonds – is of importance: vulcanization. It was discovered in 1839 by
Charles Goodyear by adding a small amount of sulfur into natural rubber and then heating
it up. The result was a highly elastic material with low hysteresis after deformation and good
tear resistance. In the vulcanization process the sulfur atoms form covalent bonds between
the different polymer chains resulting in a three dimensional network, i.e., a matrix. Another
type of vulcanization by adding peroxides is also possible for certain elastomers [7]. Since the
usage of sulfur alone leads to a slow reaction, accelerators are added to increase the cure rate,
cross-link structure and final properties.
The entropy changes that lead to the elasticity of elastomers can be explained by looking at
the equilibrated, or natural, configuration of an elastomer. It has lots of cross-links, either
due to entanglements or to covalent bonds between the different polymer chains. This config-
uration looks like a random coil which allows for a high number of available microstates and
thus a state of maximum entropy. When tension is applied those entanglements straighten,
reducing the number of possible microstates and subsequently decreasing the entropy. When
the tension is removed the cross-links ensure that the elastomer returns to its original con-
figuration and therefore increases its entropy. Those entropy changes result in a force whose
direction is opposed to the applied strain - the reason for the reconformation. In theory we can
2Natural rubber for instance: Tg = −72 ◦C ([2] page 37).
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Figure A.2.: Schematic depiction of a unstressed and stressed elastomer. The strings are polymer
chains and the dots are cross-links. Left: In its natural state the elastomer has a random coil
like configuration with several cross-links, either physical (top-left) or chemical (top-right).
Right: After the elastomer is strained, the polymer chains straighten and the cross-links
ensure that it will return to its natural state after the strain disappears. On both sides both
types of cross-links may occur.
describe this procedure thermodynamically or statistically. Both ways are described detailly
in [2] on page 14ff. Figure A.2 shows a schematic representation of an unstressed and stressed
elastomer and its configurational changes. We want to stress here that the elongation is not
due to the stretching of chemical bonds or molecules at all. Particularly there is no storage
of potential energy. All work done on or by the elastomer immediately appears as thermal
energy3.
At this point we can identify the rubber particles in our model: They represent randomly
coiled elastomers which attach through six bonds, i.e., the six sides of the cubic cell, with
other particles (filler or other elastomer particles). Due to the assignment of different surface
free energies we mimic different types of polymers. Depending on the preparation process
of the elastomers in the experiment, the rubber particles either represent cured or uncured
elastomers, i.e., with or without vulcanization.
Although NR is still of high importance to the industry4, synthetic rubbers such as buta-
diene rubber (BR), styrene-butadiene rubber (SBR), chloroprene rubber (CR) and ethylene
propylene diene rubber (EPDM), to name just a few, are essential. They are made by poly-
merization of petroleum-based products and are a result of the high demand of natural rubber
due to bicycle tires in the early 1900s. Ongoing research led to a variety of synthetic rubbers
3We can take a rubber band as an example: Stretching the rubber band releases heat. We can easily confirm
this by pressing it against our lips after stretching. The absorption of heat is noticeable in a similar manner:
Starting with a highly stretched rubber band, we release it and immediately push it against our lips. The
rubber band feels cool.
4The distribution of natural rubber in the industry is about 40% and didn’t change over the past years (cf.
table 1 in chapter 4 of [8]).
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mostly due to shortage of natural rubber during both world wars. Nowadays, 80% of synthetic
rubbers are used in the automobile industry (cf. chapter 4.3 in [8]).
The importance of NR for the industry lies in the broad application area. It can be used in
a wide temperature range between −50 ◦C to 40 ◦C [2] and inhibits good mechanical prop-
erties without adding filler particles. This is because NR crystallizes due to its stereoregular
structure, i.e., having small regularly oriented units in a single sequential arrangement, for
temperatures between −50 ◦C to 0 ◦C. The crystallites act like additional cross-links inside
the elastomer matrix and raise the Young’s modulus, E, tear strength, and tear resistance.








allowing for crystallization over 0 ◦C. Here Tm,0 is the melting point of the equilibrated
system, ∆H0 the molar melting enthalpy, R the gas constant and f(λ) a function of the
stretch ratio. Higher strains lead to faster crystallization which in turn leads to a higher E-
modulus. This self-reinforcing process is called strain-induced crystallization. Stereoregular
synthetic rubbers such as BR and CR also exhibit this behavior, but on another temperature
range. The melting temperature of BR for instance is at around 2 ◦C and thus strain-induced
crystallization is no option for applications at room temperature. Other synthetic rubbers
such as SBR and EPDM do not even show strain-induced crystallization. They need to be
incorporated with filler particles in order to achieve sufficient mechanical properties.
A.2. Filler Particles
The vulcanization process led to a product, which satisfied the needs of proper viscoelasticity
and made rubber usable as we know it today. But still, different application areas demand
different properties. As stated above, synthetic rubbers do not fulfill the required mechanical
properties of the industry even if they are vulcanized and NR is still not solely suitable for
all purposes. The rubber industry demands a certain amount of durability, tensile strength,
hardness, and resistance to tear, wear, solvents, weather, ozone, oxidation, and heat5. To fulfill
those demands, filler particles, or shortly fillers, are incorporated inside the compound during
the mixing process, which itself is subdivided into many steps. They are oftentimes classified
by their properties in the product whether they are either inert or (semi-)reinforcing (for
example cf. to [2, 10–12] on which we mainly relate on in the following). Although this kind
of classification is not very accurate, it is a widely used convention which we also follow here.
In fact, no filler is completely inert. The properties of the rubber always change due to the
addition filler. It depends on the point of view from which the change is judged. For instance,
by influencing the compounding process by using processing aids, which are considered inert,
we may in turn deteriorate other properties such as hardness or tensile strength. For the sake
of completeness, we briefly state the properties of inert fillers, although the filler particles in
our model solely represent reinforcing ones.
5This list is oriented on table 33.2 in [9], which is most likely not complete due to the huge amount of
individual demands but gives a quite good overview.
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A.2.1. Inert Fillers
Inert – or non-active/inactive – fillers are used to influence the compounding process by
making the rubbers easier to process, adding specific resistance to certain chemicals and
environmental influences or simply – and mostly – to reduce the cost. Accelerators, activators,
anti-oxidants, anti-ozonants, coloring agents, plasticizers, process oils, retarders, softeners,
vulcanizing agents and so on and so forth – to give a complete list on all inert fillers is
a voluminous task. Still, to give some insight on what the properties of inert fillers inside
the rubber compound are: They can reduce the stickiness, adjust the hardness, change the
viscosity, protect against ozone, UV radiation and aging or even influence the vulcanization
process by accelerating or retarding it. Plasticizers and softeners for instance, are low viscosity
substances with good solubility. They increase the mobility of the polymer chains and thus
reduce the viscosity and glass transition temperature. Tensile strength and hardness of the
vulcanizate decrease as their amount increases. Processing aids on the other hand have a low
solubility and help the polymer chains to glide. They also influence the compatibility between
different substances in the compound. The size of inert fillers is between 500 and 1000nm.
Figure A.3.: Schematic depiction of the influence of filler particles on exemplary properties of
rubber compounds. Dotted lines are due to inert and solid lines due to reinforcing fillers.
Picture in style of [2].
A.2.2. Reinforcing Fillers and Properties
The most widely used reinforcing – or active – fillers in the tire industry are carbon black and
silica. Reinforcing fillers in general influence the physical properties of the rubber compound
by interacting with the elastomer matrix in a variety of ways. They can change mechani-
cal properties, such as tensile strength, tear and wear resistance, and hardness. Some fillers,
i.e., carbon black, are even responsible for the appearance of the final product. According
to Wiegand ([2]), the reinforcing properties depend on the structure, specific surface area,
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and surface activity of the filler particles. Other important parameters are the filler volume
content, which in turn influences the structures that the filler particles build, and the de-
gree of dispersion during the mixing process. The key area of research when dealing with
reinforcing fillers is to tailor the interfacial interactions. Figure A.3 depicts schematically the
influence of inert and reinforcing fillers on a selection of different physical properties of the
rubber compound. It is produced in style of [2]. The typical size of reinforcing fillers is in
the nanometer range between 5nm to 500nm. Larger filler particles show lower reinforce-
ment than smaller ones and are therefore sometimes referred to as semi-reinforcing (between
100nm and 500nm). In the following, we want to elucidate the reinforcing properties in more
detail.
Structure
With structures of filler particles, we describe their morphologies, i.e., their size, form, and size
distribution in aggregates (primary structures), agglomerates/clusters (secondary structures),
and networks. The smallest units are the primary particles. Their composition is defined by
the individual microstructure depending on the filler type. Aggregates are the smallest stable
structures consisting of several primary particles which can not be broken down by shear
forces during the mixing process. Aggregates can form agglomerates due to weak interactions
such as van der Waals forces and hydrogen bonds, again depending on the type of filler. They
are not as stable as aggregates and can thus be broken down. The size of aggregates and
agglomerates is, as for the primary particles, highly depending on the filler type. Roughly it
is up to several hundred nm for aggregates and up to several µm for agglomerates. Figure A.4
shows the respective classifications.
Figure A.4.: Schematic depiction of the size terminology of filler particles. From left to right:
Primary particles in the range of 5 to 100nm - represented by cubic cells in our model.
Aggregates of sizes up to several hundred nm and agglomerates of sizes up to microns. The
darker areas in the agglomerates represent the aggregates. The size between the sketches
is not to scale.
Aggregates may also form a continuous network inside the elastomer matrix, leading to high
reinforcement. One way to assess the structure of the aggregates and the characteristics of the
network is by using small angle scattering. It is independent on the type of filler and can be
used to analyze carbon black as well as silica. The combined use of small angle X-ray scattering
(SAXS) and transmission electron microscopy (TEM) to investigate the structures within the
elastomer compound is used throughout this work and explained in detail in Appendix C.
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There are other techniques to obtain information about the structure of the aggregates, but
they are dependent on the type of filler and discussed in detail in their respective sections.
Mixing and Dispersion
In practice, single primary particles are not used by the industry. As most fillers are form-
ing higher order structures such as aggregates due to their production process, the low bulk
density and dust development while handling is another problem. Thus, they are normally
pelletized. During the mixing process the pelletized fillers are subdivided and then incor-
porated inside the elastomer matrix. Subsequently, they are dispersed inside the elastomer
compound and then distributed. The process is illustrated in Figure A.5.
Figure A.5.: Illustration of the different mixing stages for filled rubber. Subdivision: Larger lumps
of filler or agglomerates are subdivided into smaller structures, suitable for incorporation
into the elastomer matrix. Incorporation: The smaller structures are incorporated into the
elastomer matrix. Without incorporation the ingredients would be simply tumbled around
in the mixer and no mixing would take place. Dispersive mixing: Further reduction of the
smaller structures into their final size of aggregates. This figure is done in style of Figure
2.22 in [13].
Depending on the length scales for the evaluation of the degree of incorporation and disper-
sion, we distinguish between visual, macro-, and micro dispersion [14]. In a process called
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flocculation – or re-agglomeration – the dispersed primary filler structures are able to form
higher order structures such as agglomerates or networks [15]. Because the cubic cells in our
model represent filler particles and not aggregates, we start with a highly micro-dispersed con-
figuration, which is to this extent not accessible in experimental work. Nevertheless, we mimic
the same procedure, i.e., flocculation. In both situations, experimentally and simulation-wise,
the systems are capable of producing higher order structures to any degree.
Specific Surface Area
The specific surface area of monodisperse particles can be directly calculated from their
mean size. Real particles, however, are polydisperse and form anisotropic aggregates. Gas
adsorption techniques are used to measure the available specific surface area of polydisperse
particles. For silica and carbon black the most common techniques are BET, after Brunauer,
Emmett, and Teller [16], and CTAB . The latter technique is named after the molecule used
for adsorption, i.e., cetyl-trimethyl-ammonium-bromide. It is too large to enter the micropores
of the filler particles and thus determines the available contact area to the elastomer matrix
and for the coupling agents. The BET method uses nitrogen as the adsorbate. It is much
smaller than CTAB and can penetrate into the micropores, providing an accurate value for
the specific surface area. Additionally, the pore size distribution is obtained. Thus, the BET
value is generally larger than the CTAB value. For silica the BET and CTAB values vary
between 30 to 800 m2/g [17] and 100 to 400 m2/g [18] depending on the production process.
For carbon blacks in the tire industry we find values between 10 to 250 m2/g and 10 to 150
m2/g [19] which are again highly depending on the production process.
Surface Activity
The surface activity describes the interaction between filler and elastomer or filler and filler.
Functional groups and free radicals on the surface of the filler particles influence its surface
activity. Polymer molecules may adsorb on the surface of the filler particles physically or
chemically. The interactions between fillers as well as filler and elastomer originate from two
main sources: dispersive and polar interactions. The former arise in all type of molecules and
are termed London dispersion forces [20]. They make up a majority of the van der Waals force
of polymers. The latter are all contributions due to other components of the van der Waals
force, i.e., the Keesom [21] and Debye [22] force , hydrogen bonding and chemical bonds. This
manifestation of attractive forces between all molecules is called adhesion and can be thermo-
dynamically described by surface free energies [23–32]. The usage of surface free energies is
essential for the morphology generator as they are the foundation to calculate the transition
probabilities in the MC. Therefore, they are discussed in detail in the Appendix B.
Rubber Reinforcement
Depending on all of the above parameters and the volume content of the filler particles
we find different types of interactions which contribute to reinforcement. At low volume
content, we solely find interactions between filler particles and the elastomer matrix. At
higher concentrations, the formation of filler networks is feasible. This is of high importance
for the reinforcement [33, 34]. They can either form due to direct interactions (silica) or due
to a rubber shell surrounding the filler particles (carbon black). During the formation of
the filler network, rubber is constrained to different degrees which contribute differently to
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the reinforcement. Figure A.6 depicts a model of the formation of a filler structure and the
different types of constrained rubbers.
Figure A.6.: Schematic depiction of different degrees of constrained rubbers within a filler
structure. The central, goldish rubber is the occluded rubber trapped inside the void of the
filler structure. The greenish surrounding rubber is the bound rubber. The encircling grey
area around each particle is the shell rubber.
Here, occluded rubber is the immobilized part of the rubber which is trapped in the voids of
the filler aggregates. It is shielded against deformation and acts as additional filler. When the
polymers adsorb on the surface of the filler particles they can form an immobilized rubber
shell around them, i.e., shell rubber. Bound rubber is defined as the rubber portion that has
strong interactions with the filler surface and cannot be extracted by a good solvent of the
polymer. It is often taken as a measure of the filler surface activity [12].
Depending on the extent and type of deformation, we find different types of contribution to
reinforcement. They can originate either due to low or high filler content or to the different
constrained rubbers. Storage and loss modulus are used to describe the behavior of the rub-
ber compound due to the dynamic deformation. The former measures the stored energy in
viscoelastic materials, representing the elastic portion. The latter measures the energy dis-
sipated as heat, representing the viscous portion. According to Payne [35–38], we find four
contributions to reinforcement. Three of them, i.e., polymer network, hydrodynamic effect,
and filler-rubber interaction, are strain-independent and one, the filler-filler interaction or
specifically the filler network, is strain dependent. The pure polymer network contributes to
the storage modulus in every rubber whether it is due to physical or chemical cross-links.
At low filler volume content, the change in the moduli can be described by hydrodynamic
reinforcement [39–41]. While those two contributions are accepted to be strain-independent,
it is argued that the third interaction, i.e., filler-rubber is not. The reason for this is the
so-called Payne effect. At low strain amplitudes (above 0.1%) and high filler volume content
the elastomer compound shows a rapid decrease in the storage modulus under cyclic load-
ing conditions. The loss modulus, on the other hand, is low and starts to show a maximum
at slightly higher strain amplitudes (between 1 and 10%). Both effects are highly tempera-
ture dependent. It is essential for frequency and amplitude-dependent dynamic stiffness and
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damping behavior of rubber materials. Payne originally thought that it is only due to the
breakdown of the filler network and consequently claimed that the filler-filler interaction is
the only strain-dependent contribution. But since it only appears in filled elastomers, the
contribution due to the filler-rubber interaction is also feasible. Today, several attempts are
made to describe this effect6. Some of them account for the breakdown and reformation of the
filler network and the release of the constrained rubbers, mainly following the argumentation
of Payne. Others state it is due to polymer debonding from filler surfaces, i.e., it originates
from the filler-rubber interactions. Until today, there exists no model to describe this effect
faithfully. At high filler volume content and high strain amplitudes we find another effect,
the so-called Mullins effect: In tensile stress-strain tests considerable softening is only present
at elongations less than the previous stretch. At higher elongations the stress-strain curve is
relatively unaffected by previous stretching [43].
A.2.3. Types of Reinforcing Filler
In recent years different layered silicates such as organophilic modified clay minerals or car-
bon nanotubes and others got more and more attention. Several patents submitted by big
tire companies such as Continental and Pirelli [44–49] show the motivation to find new filler
materials. They have shown great potential to yield enhanced properties under laboratory
conditions. However, the high surface areas and large surface free energies lead to agglom-
eration and the dispersion methods used in the laboratory are not economically applicable
on a large scale. The main issue of utilization of nano-particles is dispersion and controlling
the surface activities [12, 14, 50]. Filler particles in our model are assigned different surface
free energies and mimic such reinforcing fillers. Although we are only limited by sufficient
experimental data on surface free energies to mimic any kind of filler, we focus on silica and
carbon black in the following.
Carbon Black
Carbon black is a product of incomplete combustion of organic compounds or thermal decom-
position of hydrocarbon fuel such as gas or oil. Over the last 150 years a variety of production
processes have been established. They differ in the yield and the morphology of the produced
carbon blacks as well as in their physical and chemical properties. Nowadays, most carbon
blacks used in the rubber industry are produced by thermal-oxidative decomposition of oil
using the furnace process [12]. It is depicted as a process diagram in Figure A.7. A preheated
feedstock of an aromatic liquid hydrocarbon is injected continuously into the combustion
zone, which is heated up between 1300 ◦C to 1900 ◦C by a precombustion chamber. The mix-
ture of hot gases with the feedstock leads to decomposition of carbon black. Primary quench
water cools the gases down to 500 ◦C and interrupts the decomposition process. The dwell
time inside the combustion zone is between a couple of milliseconds to a few seconds. The
exhaust gases entraining the carbon black particles are further cooled to about 230 ◦C by
passage through heat exchangers and direct water sprays. A fabric filter separates the carbon
blacks from the gas stream. At this stage the carbon blacks are called fluffy due to their
very low bulk density of about 50 g/l. By pulverizing and wet pelletizing the bulk density is
increased to about 350 g/l. The wet pelletizing process is performed by treating the carbon
black with water and molasses and drying it afterwards. Subsequently, the carbon black is
6[42] gives a broad spectrum in his introduction and also proposes a new approach.
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Figure A.7.: Process of carbon black production as described in the text. Translated and edited
from https://de.wikipedia.org/wiki/Ru%C3%9F.
classified and separated, stored into a product tank and filled into bags. The exhaust fumes,
or tail-gases, of the process are used to dry the carbon black and, due to its high heating
value, also to produce electricity. The size of the primary particles and other physical and
chemical properties are determined by the furnace designs and operating conditions. High
temperature and low dwell time result in small particles. The yield of the process is between
30% to 70% and is generally higher for larger particles.
The primary particles, the so-called colloidal black, are spherical and form higher order struc-
tures such as aggregates and agglomerates. The particles contain 105 to 109 carbon atoms
in an amorphous molecular structure. This structure is made of a microcrystalline array of
condensed rings, similar to those formed by graphite, with the difference that the distance
between the rings is higher. The orientation of the arrays appears to be random which results
in a large percentage of arrays with open edges at the surface of the particle. At those open
edges we find a large number of unsatisfied carbon bonds providing sites for hydrogen atoms
or oxygen groups, predominantly phenolic. Rubber grade carbon blacks show a low surface
coverage by oxygen groups and therefore the effect of surface chemistry is generally minor
[51]. Depending on the production process and the size of the primary particles, the size
distribution differs. Usually larger particles have a broader distribution than smaller parti-
cles. Inside the aggregates their size distribution is quite narrow. Typically, carbon blacks are
classified after ASTM7 using a code of a letter (N or S whether the grade is normal or slow
curing) and three digits.
The first digit gives information about the size of the primary particles, the last two are freely
chosen by the manufacturer. Generally, lower numbers correspond to lower structure blacks
and higher numbers to higher structure blacks. A zero as the last digit indicates normal
structure blacks. Table A.1 shows the correspondence between first digit and particle size, as
well as the CTAB value for the surface area.
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Table A.1.: First digit assignment by ASTM in carbon black nomenclature system after [19].
first digit average particle size [nm] CTAB [m2/g]










Just as the size distribution of the primary particles differs, it does for the aggregates. One way
to categorize the aggregates is by their shape: spheroidal, ellipsoidal, linear, and branched.
Smaller primary particles tend to form more branched aggregates. They become more linear
with increasing size of the primary particles. Big particles, i.e., above 200nm, form more
spheroidal and ellipsoidal ones. The categories issue from the length/width ratio and the
perimeter-area fractal of the aggregates and were first introduced in [52]. Therein, the struc-
tures are measured by using TEM and automatic image recognition software.
Table A.2.: Classification of various carbon black grades in the four shape categories in weight
percent according to [52].
carbon black spheroidal (%) ellipsoidal (%) linear (%) branched (%)
N 234 0.3 7.9 28.6 63.2
N 330 0.2 10.2 44.1 45.5
N 550 0.6 13.8 45.3 40.3
N 762 2.5 22.4 47.7 27.5
N 990 44.9 34.8 14.4 5.9
In style of this source, Figure A.8 depicts the morphological categories of carbon black ag-
gregates and Table A.2 lists some typical carbon blacks and their weight percent in the four
shape categories. Spheroidal shapes origin usually from single particles and are only found
in significant quantities in thermal blacks. This type of classification is not limited to carbon
black. It is also used for silica and easily applicable for other types of filler.
Beside this method and the aforementioned small angle scattering, the structures can experi-
mentally also be assessed by the measurement of the void volume from dynamic compression
[53] or mean pressure measurements as suggested as a standard by the ASTM [54]. Accord-
ing to that source, the compressed void volumes are obtained by measuring the compressed
volume of a weighed sample in a cylindrical chamber as a function of pressure exerted by a
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Figure A.8.: Schematic depiction of the shape categories of carbon black according to [52]. A
pattern recognition program automatically identified the aggregates from the TEM pictures.
Subsequently, a best fit determined the appropriate category for each identified aggregate.
movable piston. A profile of void volume as a function of pressure provides a means to assess
carbon black structure at varying levels of density and aggregate reduction.
Silica
Silicates are oxides of silicon with a chemical formula of SiO2. In nature, they are by far
most occurring as quartz – a major constituent of sand. The most common components of
the earths surface are silicates8. They are also present in living organisms such as certain
algae [17]. Beside its pure form it can come in conjunction with other elements such as in talc
(Mg3[Si4O10(OH)2]). Pure silica comes in two forms: amorphous and crystalline. Represen-
tatives for the crystalline forms in nature are the aforementioned quartz and cristobalite, a
high-temperature polymorph of silica. Amorphous forms in nature are rare and mostly come
with impurities such as in opals or flints. Natural silicates are used in their crystalline form
for technical products such as cement, glass, porcelain and bricks. For reinforcement, colloidal
spherical silicates are used with sizes of 5 to 100nm, similar to the sizes of carbon black. Al-
though it is widespread in nature, the crystalline form is generally not used for reinforcement
in rubber. It has a low surface area, is highly contaminated with various metal ions, and is
potentially health damaging [57]. Due to the lack and hard to control properties of natural
amorphous silicates, the industry uses synthetic ones. Categorized by the phase of the silica
feedstock, the production methods can be divided into two synthesis routes, i.e., gaseous and
liquid. Although in both routes several methods were developed, we focus here on two of
them, fumed and precipitated synthesis. For an overview over the other methods the reader
may look at [57]. Beside this source, we follow here on [2, 12, 17, 50].
The process of fumed silica synthesis, also known as the Aerosil process or flame hydrolysis
method, is shown in the process diagram in Figure A.9. In this process, vaporized silicon
tetrachloride (SiCl4) is mixed with oxygen and hydrogen and fed into a combustion chamber
at 1100 to 1800 ◦C. Inside the chamber, the oxyhydrogen process forms water and a hydrolysis
of SiCl4 with this water takes place as a spontaneous, quantitative reaction inside the flame.
860.6% continental and 48.6% oceanic [55, 56].
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Figure A.9.: Process of fumed silica production as described in the text. The formation process
of the silica particles inside the combustion chamber is more detailed in Figure A.10.
The products of this process are gaseous hydrochloric acid and silicon dioxide. It is described
by an exothermic reaction via
SiCl4 + 2 H2 + O2 −−→ SiO2 + 4 HCl (A.2)
and takes place in a fraction of seconds. The formation process of the silica product is de-
scribed by the simplified droplet model shown in Figure A.10. It assumes that the gases start
their reaction at the base of the flame at the highest temperature. Molten silica nuclei are
formed within this region and collide stochastically with one another. They merge and form
larger molten, spherical, and nonporous primary particles with sizes between 5 to 50nm and a
density of roughly 2.2 g/cm3. The more the size of the particles grows, the lesser their number
becomes. This continues as long as the flame is hot enough to keep the particles in a liquid
state. This area of the flame is also known as the zone of coalescence. As the particles move
through the flame into a colder area they start to partially solidify. The primary particles
collide further and now coalesce only partially. The results are mesoporous silica aggregates
with a higher specific surface area of 50 to 500 m2/g (BET) and wider size distribution. The
aggregates solidify completely in colder parts of the flame. When they collide they do not
merge at all and are instead held together by weak interactions, such as van der Waals and
hydrogen bonding, to form agglomerates. The concentration of the reactants, the tempera-
ture of the flame and the dwell time of the gas inside the combustion chamber controls the
particle size, its distribution, the specific surface area, the structure and the surface activity
of the silica (similar to the furnace process of carbon black).
Once formed, the aerosol is cooled down and subsequently separated into solid and gas, i.e.,
fumed silica and gaseous HCl. The fumed silica still contains large quantities of HCl adsorbed
to its surface. They are furthermore removed by water-saturated hot air. Depending on the
costumer needs, it can be milled to break the aggregates down into primary particles or the
additives can be introduced to alter the surface properties. The final product has a rather
low bulk density of 40 g/l comparable to furnace blacks. For ease of transportation a vacuum
A.2. Filler Particles 201
Figure A.10.: Formation of fumed silica according to the droplet model as described in the text.
The particles collide from left to right and form higher ordering structures with growing
sizes.
deaeration step generally follows, increasing the density up to 150 g/l. The purity of silica
produced this way is very high with > 99.8% SiO2. It displays very good thixotropic, i.e.,
shear thinning, properties once dispersed in the elastomer matrix due to the relatively low
surface activity, compared to silica produced out of a solution. The separated byproduct of
the process, i.e., the HCl, is recycled to manufacture SiCl4 as described by
Si + 4 HCl −−→ SiCl4 + 2 H2. (A.3)
The silicon in this process can be ferro-silicon (FeSi), a byproduct in the production of steel
or silicon carbide (CSi). The hydrogen produced within this process is fed back into the
combustion chamber, making the whole process quite ecological. It is the only one with a
sufficient yield to be viable for the industry using a gaseous feedstock. Although fumed silica
has a lot of positive properties for reinforcement in tires, it is scarcely used, due to its high
production costs compared to other methods.
One of those cost effective methods is the precipitated synthesis. In this process amorphous
silica is produced by acidification of (preheated) solutions of sodium silicate (water glass) as
described by the process diagram in Figure A.11. The acid, most commonly sulfuric acid,
generates a silicic acid concentration greater than the solubility limit of silica. This leads to
its polymerization and precipitation out of the solution. The idealized chemical equation for
this process is
Na2SiO3 + H2SO4 −−→ SiO2 + Na2SO4 + H2O. (A.4)
The suspension of precipitated silica derived during the synthesis, contains salt impurities
which are removed by washing and filtering. The so-called wet cake, containing approximately
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20% of the solid silica, is then dried. The huge evaporated amounts of water (up to 400 l
per 100 kg) account for a large proportion of the production cost. Milling after drying is
mandatory due to the traces of water in the dried silica (3 to 7%). The mean size of the
primary particles is between 5 to 100nm with a mean BET surface area of 30 to 800 m2/g
and density of 1.9 to 2.1 g/cm3. The final product is offered as powder or granulate with a
tamped density of 50 to 500 g/l similar to furnace carbon black. The purity of the silica is with
98−99% slightly less compared to the fumed process. Due to its cost effectiveness, precipitated
silica accounts for the largest share of amorphous silica production. The temperature, pH,
and concentration of the reactants as well as the stirring rate and duration of precipitation
influences the final properties of the product, like primary particle size, porosity, and surface
activity. Most of these operating conditions are confidential. The temperature range is thus
quite broad in its values, i.e., between 60 to more than 170 ◦C. The same is true for the
residence time with 60 to 240 min and the pH, which is usually at 8 to 10. More operating
conditions were not publicly available. The influence of these parameters can, nevertheless,
be discussed. The polymerization rate, for instance, is heavily depending on the pH, although
the process itself occurs at neutral pH. Thus, more basic conditions increase it. Stirring is
required to prevent the formation of silica gel and to obtain the desired discrete colloidal
silica particles.
Figure A.11.: Process of precipitated silica production as described in the text. Inside the reactor
the properties of the final product are determined.
The silica particles produced in either way are very reactive and hydrophilic due to their
surface chemistry. The higher order structures they form differ in their morphology and size
depending on the production process between several nm up to 40µm for aggregates and
1 to 100µm for agglomerates. Fumed silica forms more chain-like and branched structures
similar to carbon blacks in the same size region. Precipitated silica aggregates are larger
and more porous, leading to a large inner surface. There is no universal nomenclature like
for carbon blacks. The usage of SAXS and TEM for classification of structures is quite
common and thus similar to carbon black. At same BET surface values, carbon black and
silica have different structures. The reason are the additional hydrogen bonds supporting
the formation of higher order structures. This tendency is higher compared to carbon black
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filled elastomers. The formation of continuous networks within the elastomer matrix due to
re-agglomeration/flocculation is more developed for pure silica than for carbon black. This
explains the high reinforcing character of silica at relatively low filler content. Unfortunately,
this leads to other difficulties during the mixing process. The dispersion of silica particles
inside the elastomer matrix is hindered and they influence the vulcanization with sulfur.
Additionally, they do not link to the elastomer matrix since they are inorganic. To overcome
these issues, the surface of the silica particles is generally treated with silanes.
A.3. Surface Treatment of Filler Particles
The surface of every filler particle can be treated in order to alter its physical and chemical
properties. The treatment itself can be done chemically or physically. Chemical treatment,
for instance, can be esterification with monofunctional alcohols [58]. An example for physical
surface treatment of carbon blacks is their graphitization. At very high temperatures, i.e.,
around 2700 ◦C the functional groups are decomposed [23]. Due to the poor reinforcing
properties it is generally not used by the tire industry [59]. An example for silica particles
is the adsorption of chemicals on the surface, such as silanes. This process is also known
as silanization. Because it is the most common way of surface treatment in the elastomer
industry, we will focus on it in this section. We mainly follow [2, 3, 23, 60].
Non-silanized silica particles have a strong tendency to aggregate and consequently form
agglomerates or networks. Their interactions with the elastomer matrix, however, are very
weak. The interaction between the silica particles as well as with the elastomer matrix are
necessary to obtain a product with good mechanical properties. This can be achieved by
using silanes. In order to understand the mechanisms of silane coupling – or silanization – a
closer look on the surface of the silica particles is necessary. It is covered with silanol groups
of different types and siloxan groups as shown in Figure A.12.
Figure A.12.: Illustration of the different possible chemical configurations on the silica surface.
Form left to right: siloxan group, geminal, isolated, and vicinal silanol group. The illustration
is done in style of Figure 2.11 in [13].
The OH-groups are the reason for the hydrophilic nature of silica particles. They are also the
docking stations for the silanes. During vulcanization the sulfur atoms bind to the, mostly
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isolated, OH-groups and thus hinder the vulcanization process. Their concentration is de-
termined via infrared (IR) or nuclear magnetic resonance (NMR) spectroscopy. It differs for
fumed and precipitated silica between 2.5 to 3.5 and 5 to 6 per nm2 respectively.
There are generally two types of silanes: bifunctional and monofunctional. Bifunctional silanes
have the ability to link between the elastomer matrix and the silica particles. They are often
referred to as a coupling agent. One of the most commonly used representative in industry
and science for precipitated silica is TESPT (Bis[3-(triethoxysilyl)propyl] Tetrasulfide), which
is also known as Si69 [58, 61–63]. The chemical structure consists of two functional groups
(triethoxysilyl propyl) which are linked with a polysulfide (tetrasulfide), making the molecule
resemble a horseshoe. This organofunctional group, i.e., the tetrasulfide of the silane, forms
covalent bonds with the methyl groups of the polymer strains inside the elastomer matrix.
The vulcanization process now steers the connection between silane and polymer, as well as
between the individual polymer strains. The functional groups are hydrolyzable and form
reactive silanol groups, which can condense with the silanol groups on the filler surface to
form siloxan linkages. Due to its form, both functional groups bind to the surface of the silica
particle. The concentration of TESPT molecules is therefore (theoretically) between 1 and 3
per nm2. Using MD simulations with other silanes, values of 1 to 1.5 are found [64], whereas
experimentally far lower values with approximately 0.5 per nm2 are found [65]. Monofunc-
tional silanes react only with the surface of the silica particles and alter their hydrophilic
nature into hydrophobic. This makes the silica particles easier to disperse. Common brands
are are octeo and APDMES.
Silanization can be performed before or during the mixing process (in situ). Most commonly
used are in situ methods due to the low effort. The silanes are added to the mixture after the
silica particles are incorporated. To accelerate the chemical reaction between silica and silane,
typically the mixing chamber is heated up to 130 to 175 ◦C [61, 62, 66, 67]. The addition of
silanes influence the surface energy of the silica particles, making them less polar and more
dispersive. For instance, this can be seen when comparing Ultrasil VN3, a typical precipitated
silica used in the tire industry, with its in situ silanized counterpart Coupsil 8113 [68].
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B. Surface and Interfacial Free Energies
Rubber compounds contain many different ingredients, such as polymers, fillers, and additives
(cf. Appendix A). Due to the interactions between the ingredients, a coherent mass is formed,
which can be technologically used. Those interactions take place at the molecular level and
via the surfaces of the materials. In order to control their behavior, it is thus essential to
understand the very nature of those interactions and hence the surfaces themselves. An
example is given for the mechanical stress. It is put into the material by nothing other than
the stress transfer through the surface of a material [1].
When considering interactions of surfaces, we encounter two terms, i.e., surfaces and inter-
faces. The term interface is used whenever the results from an interaction between substances
is found on each side of the interface. The term surface, on the other hand, is used when the
resulting interactions of a material on one side of the interface are considered. It is certainly
true that exposed surfaces will always have an interaction with the surrounding vapor. How-
ever, its concentration is generally low and can be neglected. Depending on the material,
several contributors may account for the interactions. For instance, when dealing with metals
or inorganic semiconductors, covalent or metallic bonding mostly govern the interactions [2].
In the case of inorganic filler particles, such as silica, hydrogen bonding plays a prominent
role (Appendix A). However, for all materials a class of interactions is always present, i.e., the
van der Waals (vdW) interactions. In the case of soft materials, such as polymers, they even
play a prominent role and are a host of phenomena such as adhesion, cohesion, surface en-
ergies, and wetting [2]. The concepts of adhesion and cohesion are directly related to surface
energies, interfacial energies, and wetting. All of these are considered in this chapter.
The goal of this chapter is to achieve a conclusive picture of the formerly mentioned terms.
All of them are connected with one another and oftentimes terms are used interchangeably.
For instance, the terms surface energy, surface free energy, and surface tension. Because vdW
interactions are accounted for the most important mechanism of adhesion [3], and are also
a prominent contributor for the surface energy, we start with its elucidation. Thereafter, we
discuss the surface energies, followed by the interfacial energies. The latter may be consid-
ered between like or unlike surfaces, such as liquid-solid ones, which we consider in this work
throughout. Both energy types are considered theoretically by using thermodynamics and
statistical mechanics. Subsequently, the concept of wetting is explained. It connects the the-
ory with the experiment. Finally, some state-of-the-art experiments to measure surface free
energies, surface tensions, and interfacial tensions are explained.
B.1. Van der Waals Forces
Van der Waals forces1 are a certain class of intermolecular forces, i.e., the forces which
are present between molecules. It is a distance-dependent interaction between atoms and
molecules and should not be confused with the intramolecular forces, i.e., the forces that
1After Johannes Diderik van der Waals developed theory of capillarity to explain the behavior of liquids in
1893.
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bind the atoms together forming a molecule or compound. In general, intermolecular forces
consist of many contributors, which are divided into attractive and repulsive forces. Attrac-
tive forces contain, for instance, hydrogen bonding, ionic bonding, ion-induced dipole forces,
ion-dipole forces, and, depending on the literature source, vdW forces. The repulsive forces
originate from the Pauli exclusion principle, preventing the collapse of the molecules, or due
to electrostatic interactions between permanent charges and multipoles. Here, we want to
follow the constituion used in [2]. This means that we consider the set of forces characterized
by the same power dependence on distance, i.e., 1/r6 with r being the distance between the
atoms or molecules. In addition, they have the dipole moment and the atomic polarizability
as important parameters. This results in three anisotropic forces, i.e., the Keesom force [4],
the Debye force [5], and the London dispersion force [6].
The Keesom force is due to electrostatic interactions between charges (in molecular ions),
dipoles (for polar molecules), quadrupoles (all molecules with symmetry lower than cubic),
and permanent multipoles. Oftentimes, it occurs between two molecules with permanent
dipoles and is thus referred to as dipol-dipol-interaction instead. Those molecules are called
polar. It is the only contributing force, which can be attractive or repulsive, because due
to the rotation of the molecules the electrostatic interaction can change its sign. It is also
heavily temperature dependent. It arises, if the electronegativity between two atoms inside
the molecule differs significantly. This contribution is generally zero, because only few atoms
carry a permanent dipole. For atoms in the spherically symmetric state, like for H-atoms
or noble gas atoms, which do not carry any multipole, this force is completely absent. If,
however, this force contributes it is the major part of the vdW force.
The second force is the Debye or also induction (or polarization) force, which arises from the
interactions between rotating permanent dipoles and the polarization of atoms and molecules.
It consequently accounts, similar to the Keesom force, towards the polar interactions. The
electrical field of a permanently rotating dipole induces a dipole moment inside another
molecule, which results in the mutual attraction of both. The occurrence is not possible
between atoms. Different from the Keesom force is the temperature dependency, which is not
as high due to the fact that the induced dipole can move and rotate freely.
Beside the polar interactions, the third one occurs between all molecules and atoms. It is
termed London (dispersion) force and describes the interaction between a fluctuating dipole
and an induced dipole. The term dispersion is used because of the similarity to the quantum
mechanical description of light dispersion. It is caused by the random fluctuations in electron
density in an electron cloud. Due to the fluctuation of the electrical field, the electron cloud
is shifted with respect to the nucleus, which in turn leads to fluctuating dipole moments,
even in non-polar atoms or molecules. Consequently, neighboring atoms and molecules are
induced polarity. Because every atom or molecule is polarizable, the London (dispersion)
force is a fundamental contributor towards the vdW force. Although the mean value of the
entire dipol moment is zero, the quadratic contribution is non-zero. Overall, the contribution
of the London force is bigger for atoms with a large number of electrons.
In total, the attractive vdW interaction between two molecules, a and b, can consequently be
described by the sum of the three contributions, i.e.,
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UvdW (r) = −
Cab
r6





Here, Corient, Cind, and Cdisp are the coefficients for the Keesom (orientation), Debye (induc-
tion), and London force (dispersion).





















where α1 and α2 are the polarizabilities of the molecules, µ1 and µ2 the dipole moments,
ε0 the vacuum permittivity, εr the relative permittivity, kB Boltzmann’s constant, T the
temperature, hν1 and hν2 the first ionization potentials of the molecules with the ionization
frequencies ν1 and ν2, and Planck’s constant h. The first term with ν = 0 contains the
Keesom and Debye contributions, i.e., they depict the polar or entropic contribution [4, 5].
Subsequently, the second term with ν > 0 is the dispersion part acting between all molecules
[6].
For an outright description of the forces acting between two molecules, the repulsive part orig-
inating from the Pauli exclusion principle needs to be considered. It is empirically described





where A characterizes its strength. This description is not unique. Several other equations
exist to describe the repulsive part, for instance using exponential functions (Buckingham
potential [7]). The given potential is used in the Lennard-Jones potential [8], a very common
potential to describe the interaction between a pair of neutral atoms of molecules, frequently

















Here, the simplified form using A and B is the original description of the potential [9]. The
form thereafter, is today’s most common form, where εij is the depth of the potential well
and σij is the finite distance at which the inter-particle potential is zero. Both are specific
for the materials i and j.
The attractive, r−6, term used in the potential originates from the London dispersion forces
alone. Due to the necessary calculation of this power law, the choice of r−12 for the repulsive
part is most clever, because its calculation is reduced to the square of the other part.
In the following, this potential is used to derive a formula to calculate the surface energies
of liquids and solids. Note that when considering surface energies, one always has to keep
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in mind that these energies are generally interfacial energies of the liquid-vapor or solid-
vapor interface. This is reasoned by the fact that only surfaces in vacuum are not subject to
interactions with the surrounding vapor. Nevertheless, the concentration inside the vapor is
generally very low and thus the interaction with it is neglected in the following section.
B.2. Surface Free Energies and Surface Tensions
In this section we want to elucidate the difference between the terms surface free energy
and surface tension. For a purely phenomenological explanation the reader is encouraged
to consider the next subsection only. For a deeper understanding and the derivation using
thermodynamics and statistical mechanics, another section is provided.
B.2.1. Motivation
The terms surface free energy and surface tension are strongly correlated with each other.
The former is more general, as it also applies to solids. The latter is used for liquids only.
Because several occurrences of surface tension, such as soap bubbles and water striders, are
more common for the reader, we motivate this topic on this basis.
Surface tension is the tendency of fluid surfaces to shrink into the minimum surface area
possible. It originates from the difference of intermolecular forces acting on the molecules in
the bulk and the surface. Molecules in the bulk are surrounded in each direction by another
molecule. Consequently, the attractive and repulsive force, described by Equation (B.4), act
equally on each molecule. The short ranged repulsive force due to the hard core of the
molecules can be thought of as a ’contact force’. Thus, it is not very sensitive to changes
in the structure of the liquid and therefore isotropic in nature. The attractive force, on the
other hand, is strongly anisotropic, as mentioned in the former section. For molecules near
the surface2, we have a break in up-down symmetry as depicted in Figure B.1.
Figure B.1.: Schematic depiction of the repulsive (black arrows) and attractive (orange arrows)
forces in the bulk and at the surface. Figure in style of [10].
2Or the liquid-vapor interface. The surface is nearly always exposed to the surrounding vapor.
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Therefore, repulsive forces act only from the bottom of the molecules in vertical direction
(black arrow). To restore the force balance they have to be equal in magnitude. For the
direction parallel to the interface, on the other hand, the symmetry is unbroken, which auto-
matically ensures the force balance. Consequently, there is no reason why the attractive forces
should have the same magnitude as the repulsive forces. In practice, the attractive forces are
stronger, which results in a positive surface tension force [10]. This allows water striders,
although denser than water, to float and slide on a water surface. Another common effect is
the capillary action, which is also used to measure surface tensions (in detail discussed in cf.
section B.5). In either way, surface tension can be thought of a force per unit length. This
is, however, equivalent to energy per surface area, which is the commonly used unit when
considering solids. In this case, the term surface free energy is used.
Hence, the similarity between both terms and their oftentimes interchanged usage is apparent.
However, in order to distinguish both terms more accurately, another viewpoint for the surface
free energy is used. It is certainly true that also the molecules at the surface of a solid have
excess energy due to the same reasons as a liquid. But let us assume that we cut a solid
material into two pieces. This disrupts the intermolecular bonds, which consequently increases
the free energy. When we consider this process as reversible, then due to conservation of energy
the energy needed for the cut must be equal to the energy inherent in the two new surfaces
created. This energy must then equal half of the energy of cohesion, i.e., the energy between
like molecules. Thus, as an alternative viewpoint, the surface energy can be defined as the
work required to cut a bulk sample and creating two surfaces.
B.2.2. Thermodynamics and Statistical Mechanics
From a thermodynamic point of view, we must first chose an ensemble to derive the corre-
sponding quantities. The free energies, associated with the excess energies on the surface of
liquids or solids, may be the Helmholtz free energy, F , or the free enthalpy, G. The former is
the characteristic state function in the canonical ensemble, also known as the NV T -ensemble,
where temperature T , number of particles N , and the system’s volume V are the dependent
variables. The latter is a constant in the isothermal-isobaric ensemble, also known as the
NPT -ensemble, where instead of the volume the pressure P is kept constant. Although sur-
faces have per definition a location and an area but no volume and consequently the choice
of the canonical ensemble is reasonable, we chose the isothermal-isobaric ensemble for the
derivation of the surface energy, as it is more commonly used [1]. Either way, both thermo-
dynamic potentials are related by G = F + PV and can thus be easily converted.
In the next step, we must define the thermodynamic variables for the surfaces. As briefly
described in the former section, a system containing a surface behaves differently from one
in absence of a surface. It is thus reasonable to define a surface variable as the difference of
the total state and the unpertubated bulk state, B. Therefore, we find for the free enthalpy
of the surface
Ga = G−GB. (B.5)
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When dealing with surfaces, oftentimes ’specific’ thermodynamic quantities are used. They
are defined as the surface variables per unit area and denoted with a lower case symbol. Thus,
we find for the specific internal energy, ea = Ea/A, for the entropy, sa = Sa/A, and for the
free enthalpy, ga = Ga/A, where A is the corresponding surface. The last quantity, ga, is the
(loose) thermodynamic definition of the surface free energy [1, 11], which suits our needs in
this context.
The relation between the tension and the surface free energy is now derived in the following.
Let us first consider a system without a surface and Ni number of moles of the ith component
which are present in the system. The corresponding chemical potential is then written as
µi = ∂G/∂Ni|Nj 6=i,P,T . If we now consider the first law of thermodynamics, where dq is
a small heat input into the system, then we find for the internal energy of the complete
system




with dw is the work done by the system. If a surface is now present in the system, then the
work can be done by extending the surface against the surface tension forces
dw = PdV − γdA. (B.7)
Here, γ is the corresponding force per unit length needed to extend the surface, i.e., the
surface tension. Using the definition of the free enthalpy, i.e., G = H−TS, and the enthalpy,
i.e., H = E + PV , we find for the total differential of the free enthalpy
dG = dE + PdV + V dP − TdS − SdT, (B.8)
and thus by substituting TdS for dq in Equation (B.6) and inserting Equation (B.8)










The surface tension is therefore equal to the change in the free enthalpy of the whole system
associated with the unit increase of surface area (an energy per unit area). This is not neces-
sarily the same as the surface free energy, which is the change of free enthalpy of the surface
associated with unit increase of surface area. The difference is rationalized by considering the
extension of a surface of an isotropic solid. This is only achieved if work is performed, which
is displayed by γdA. This must be equal to the increase in total surface free energy dGa in
Equation (B.5) and thus
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γdA = dGa = d(Aga). (B.11)
From this follows for the surface tension
γ = ga +A(dg
a
dA ), (B.12)
which for a liquid, as any attempt on extending the surface results in more molecules flowing
into it and thus leaves the composition unchanged, is equal to the surface free energy, i.e.,
(dga/dA) = 0. For a solid, on the other hand, the surface composition generally changes due
to stretching and therefore (dga/dA) 6= 0. This conclusively shows that for a solid, surface
tension and surface free energy are not necessarily equal.
With the thermodynamic description in one hand and the knowledge of the intermolecular
forces acting between the particles, described by the Lennard-Jones potential in Equation
(B.4), in the other, we can calculate the surface free energy of liquids and solids using statis-
tical mechanics. We mainly follow [1, 11] here. Note that a couple of assumption are made
here and thus only a rough estimation can be obtained. A first one is that we consider a
material of unit cross-sectional area, liquid or solid, to be separated into two plane surfaces,
or semi-infinite volumes A and B, facing each other as depicted in Figure B.2.
Figure B.2.: Schematic depiction of the intermolecular forces acting across an interface of a
material separated by a plane into two pieces. Figure in style of [1, 11, 12].
Additionally, we only consider the force acting between the two molecules, which is given by
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This assumes that the molecules are in an average position of minimal potential energy, thus
omitting the contributions of the translations and internal degrees of freedom3.
The density of molecules in the shaded annulus of width df in the dashed column inside A
shall be denoted by the variable n. It is assumed to equal everywhere. Hence, inside A and
B. The width of the annulus is dr/ sin θ and its radius is r sin θ. Consequently, its volume is
2πrdrdf and hence the number of molecules is given by
N = 2πr sin θ(dr/ sin θ)ndf. (B.14)
Now we can calculate the force exerted on a molecule located at the spot marked with
X in z direction due to all molecules inside the annulus via Fa = NF cos θ = NF (f/r).










The force of all molecules inside A acting on the molecule at X is thus given by FA =∫ f=∞














with the distance z between both volumes as shown in Figure B.2. As mentioned in the
former section, the surface energy is defined as the work needed to cut a bulk sample and
creating two surfaces. Because we now calculated the force acting between both surfaces, we
can conclude that the work needed to create both should be equal to twice the surface energy,





Here, r11 is the minimum distance between the planes. The index ’11’ is introduced to indicate









Since r11 is the equilibrium distance between the two semi-infinite volumes, the net force
between them must be zero. Using Equation (B.16), evaluating it at z = r11, and substituting
this into Equation (B.17), we finally find
3Alternatively, we assume that the internal degrees of freedom and translational motion are the same for
molecules in the surface and the bulk.





As introductory mentioned this equation is not strictly accurate, but it shows that the force
needed to separate two planes is initially just the force required to stretch the material. This
can be related to Young’s modulus, since E = ∂Ft(r)/∂r|r11 , such that we find
γ = Er1132 . (B.20)
Young’s modulus, also known as the elastic modulus, is a very common quantity measured
for lots of materials, especially in the industry. It is defined as the quotient of stress to strain.
This equation is therefore quite convenient for the application in the industry, because only
the equilibrium distance between the molecules inside a material needs to be known. This can
be obtained directly from the Lennard-Jones potential, because it is simply the minimum of
the interaction potential. As pointed out in [1], the agreement between measured surface free
energies and those obtained via Equation (B.20) are quite reasonable. Beside this method to
calculate the surface free energies of material, several other theories were developed, which
are out of scope for this work. For further information the reader is encouraged to look
into the works of Hamaker [13], who was the first to consider the vdW-interactions between
macroscopic bodies and used pairwise addition of the forces, and Lifshitz [14], who generalized
the principle and used a continuous approach for the interactions between two macroscopic
bodies.
B.2.3. Temperature Dependency
As seen in the thermodynamic derivation of the surface tension, it is depending on tempera-
ture. Unfortunately, only empirical formulae for the temperature dependency are known. The
general trend is, however, that the surface tension decreases with increasing temperature and
that a value of 0 is reached at the critical temperature.
One formula is known as the Eötvös equation [15]
γV 2/3m = k(Tc − T ), (B.21)
where Vm is the molar volume, Tc the critical temperature of the liquid, and k is a universal
constant, known as the Eötvös constant, with k = 2.1 ·10−7 J/(K· mol2/3). According to [16],
this rule is not applicable to polymers, because when taking the derivative one finds that the
constant diverges when the molecular volume approaches infinity.
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where γ0 is a constant for each liquid and n is an empirical factor, which is 11/9 for organic









which results in almost linear γ vs T plots for temperatures far below Tc (cf. those in [16]).
Typical values for polymers are in the region of 0.04 to 0.10 mJ/m2/◦C [18].
B.3. Interfacial Tension and the Work of Adhesion
In our model, solids and liquids are put together and we are therefore dealing with three
different types of interfaces. The solids are identified as the filler particles and the liquids are
identified as the polymers. Hence, the solid-solid interface is represented by the filler-filler
contacts, independent of the surface treatment. The liquid-liquid interface is given by the
polymer-polymer interactions, regardless of the polymer combination in focus. The last one
is the solid-liquid interface, which is found in the filler-polymer contacts. The interaction
between similar surfaces, for instance non-silanized filler surfaces – a solid-solid interface,
is considered a cohesive joint. This means that to move their surfaces apart during the
flocculation process mimicked by the MC, work has to be exerted, which is equal to the work
of cohesion. We encountered this already in the former section and thus know its definition,
as it is twice the surface free energy of the created surface. But so far, only similar surfaces
have been considered.
When interfaces between dissimilar surfaces are considered, the intermolecular interactions
on both surfaces need to be taken into account. To create a liquid-solid interface, we can
use the same approach as for the solid-solid and liquid-liquid case. A bulk liquid and a bulk
solid are each cut into two separate parts and then these parts are joined together. The work
necessary to cut both bulk materials are consequently their works of cohesion. For a more
general approach, let the solid be component 1 and the liquid component 2. We then find for
the works of cohesion W 1c = 2γ1 and W 2c = 2γ2. If both surfaces are now put together, the
attractive solid-liquid interaction reduces the interfacial tension by the solid-liquid work of
adhesion and hence we find
W 12a = γ1 + γ2 − γ12. (B.24)
This equation is also know as the Dupré-Equation after Athanase Dupré [19].
Adopting the same procedure used to obtain Equation (B.20) but for dissimilar materials,
we consequently find for the work of cohesion and adhesion
W 1c = πn21A11/16r211
W 2c = πn22A22/16r222
W 12a = πn1n2A12/16r212.
(B.25)
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In a series of papers, Girifalco and Good [12, 20, 21] related the work of cohesion to the work
of adhesion, applying the Berthelot relation [22], i.e.,
Aab = (AaaAbb)1/2. (B.26)
Where Aaa and Abb are the attractive constants between similar and Aab that between dis-
similar molecules. In a more general way they related the works of cohesion and adhesion to












A more applicable and frequently used equation is obtained when the definitions of the work
of cohesion and adhesion are inserted. We then find
γ12 = γ1 + γ2 − 2φ(γ1γ2)1/2. (B.28)
With this equation it is possible to obtain the interfacial tension between a liquid and a solid
on the pure basis of their specific surface free energies, which can measured or calculated.
For the constant φ, Girifalco and Good analyzed dozens of materials and showed that it is
very close to unity in most cases. Consequently, it has been set to unity in almost all of
the works drawing on their results. Some of those works added useful aspects to the entire
concept of surface free energies and interfacial tensions and are therefore briefly discussed.
Most prominent are the works of Fowkes [23], Owens and Wendt [24], and Wu [16, 25],
who especially considered polymers. Wu was also the only one to take the constant φ into
account.
Starting with the latter, Equation (B.28) is rewritten as
γ12 = γ1 + γ2 − 2(φd + φp), (B.29)
where φd and φp are the interaction terms for dispersion and polar energies, respectively [25].
The dispersive interaction arises from the London dispersion forces whereas the polar one
from Keesom, Debye, and others. Depending on the theory in focus, the interaction terms
are different. All works, however, split the surface free energies in two parts4 – similar to the
interaction terms into a polar and a dispersive one, i.e.,
γi = γdi + γ
p
i . (B.30)
In the work of Fowkes, no polar interactions are considered and hence φp = 0. For the disper-
sive interactions he followed the approach of Girifalco and Good and assumed a geometric
4Those considered in this work are two component theories. There are, however, also more component theories,
such as the van Oss theory [26].
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2 . Owens and
Wendt extended the work of Fowkes and also considered a geometric mean for the polar
interaction term. Wu, on the other hand, stated that the use of a harmonic mean for both
interaction terms yields better results. The following Table B.1 summarizes the different
interaction terms.
Table B.1.: Interaction terms for the calculation of interfacial tensions according to Equation
(B.26) for different theories given in the table. Note that for Girifalco and Good, the concept
of interaction terms does not apply, because no difference in the dispersive and polar part
of the surface free energy is made.
method φd φp γ12

























































Although it is claimed that better results for polymers are obtained when the theory of Wu
is applied, recent works on surface free energies rely on the calculation of the interfacial
tension using the relation of Owens and Wendt (e.g. [27–33]). Therefore, this relation is used
throughout this work.
B.3.1. Temperature Dependency
The temperature dependency on the interfacial tension can directly be calculated using the
temperature dependency of the surface tensions, i.e., we differentiate the Owens and Wendt





































Typical values are around 0.03 mJ/m2/◦C [16].
B.4. Wettability and the Contact Angle
Wetting is the ability of a liquid to spread over a solid surface. It is a result of the force
balance between adhesion and cohesion. If the adhesion between the liquid and the solid is
stronger than the individual cohesive forces than the liquid spreads over the solid, which
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consequently leads to a smaller contact angle θ . If the cohesive forces, on the other hand, are
stronger then the liquid minimizes the contact to the solid and forms droplets. Hence, we find
a larger contact angle θ. The most common effect is certainly the ’Lotus effect’. The degree
of wetting, i.e., the value of the contact angle θ, is called the wettability and is an interplay
between the interfacial tensions of all three phases, i.e., liquid (L), solid (S), and vapor (V).
For θ = 0◦, the liquid is considered to be perfectly wetting the solid. For 0◦ < θ < 90◦ the
wettability is high. For 90◦ ≤ θ < 180◦ the wettability is low. A value of θ = 180◦ is considered
non-wetting, but this value is never actually reached as some interactions between the liquid
and the solid always occur. In our model we already consider contact angles above 15◦ as bad
wetting in accordance with the concept of flocculation of filler particles in polymers [34]. The
overall concept is depicted in Figure B.3.
Figure B.3.: Schematic depiction of the force balance at the three-phase-contact point for a
liquid drop on a solid substrate. The resulting equation is the so-called Young-Equation
(B.32). Note that the surrounding "vapor" can be exchanged with other liquids as long as
they are immiscible with the first liquid phase. The angle θ is the contact angle between
the liquid and solid substrate.
In the three-phase-contact point we find a force balance, which is described by the so-called
Young equation [19]
γSL + γLV cos θ = γSV . (B.32)
Note that although this depiction is common to illustrate the Young-Equation there is a
force missing in the normal direction of the solid-liquid interface for a complete picture. This
force is equal to γLV sin θ. It is balanced by the vertical force on the liquid, caused by the
attraction of the solid. For a very detailed discussion on this topic refer to [10]. Note also that
this equation is only applicable for smooth, plane, and rigid surfaces and that the situation
depicted above is the equilibrium state. Real surfaces underlie irregularities due to roughness
and are generally not plane. In those cases, the contact angle is split into an advancing and
a receding contact angle [35] and subsequently contact angle hysteresis must be taken into
222 B. Surface and Interfacial Free Energies
account. Several models are developed for those situations such as Wenzel’s model or the
Cassie-Baxter model [36].
Its importance lies in the fact that the surface free energy of solids is difficult to be measured
directly in experiments. Disrupting the bonds of a solid, which is the definition of the sur-
face free energy, is always accompanied with other deformations of the solid. Using different
liquids with known surface tensions and measuring the contact angle with the solid, yields
the unknown surface free energy of the solid. This is rationalized by combining the equation
for the interfacial tension of Owens and Wendt in Table B.1 with the Young-Equation (B.32)
and can furthermore be expanded to the Young-Dupré equation [19] using Equation (B.24)



















Note that in this approach the interfacial tensions between the liquid-vapor as well as the
solid-vapor interface are considered to be the pure surface free energies of the liquid and the
solid, respectively.
Dividing this equation by 2
√
γdL yields


















L gives a straight line with
intercept
√
γdS and angular coefficient equal to
√
γpS and hence, the surface free energy of the
solid. It should be noted that liquids with different polarities have to be used.
In Figure B.4, such a plot is depicted for poly(methyl methacrylate), taken and adjusted to
our nomenclature from [37]. The probe liquids with their respective contact angle are given
in the figure. The liquids are, due to the abscissa, sorted from left to right with increasing
surface polarity. The surface tension values of the probe liquids are given in the caption of
Figure B.4.
The concepts of wetting and work of adhesion are crucial for our model interpretation. They
are the basis of the wetting-envelope - work of adhesion plots introduced in chapter 2 and
thus crucial for flocculation of filler particles inside elastomer matrices [27, 34, 38]. In the case
of our systems, the filler particles are identified as the solid and the polymers as the liquid.
The difference in work of adhesion is also the foundation of our Metropolis criterion and
thus the core of our morphology generator (cf. Appendix D). With the theory of surface free
energies, interfacial tensions, work of adhesion, and contact angles we have all the necessary
information to understand the concepts of the morphology generator introduced in this work.
For conclusive picture, however, some experimental methods need to be explained, which is
done in the next section.
B.5. Experimental Methods 223
Figure B.4.: Example of an Owens/Wendt plot for poly(methyl methacrylate) taken and adjusted
to our nomenclature from [37]. Different probe liquids with different surface polarities are
used to obtain the surface free energy components of the solid. Their surface tensions are:
Benzyl alcohol (γdl = 30.3mJ/m2, γ
p
l = 8.7mJ2/m2), methyl benzoate (γdl = 27.0mJ/m2,
γpl = 10.2mJ2/m2), nitromethane (γdl = 22.0mJ/m2, γ
p
l = 14.5mJ2/m2), glycerol (γdl =
37.0mJ/m2, γpl = 26.4mJ2/m2), ethylene glycol (γdl = 26.4mJ/m2, γ
p
l = 21.3mJ2/m2),
formamide (γdl = 22.4mJ/m2, γ
p





The measurement of surface free energies, surface tensions, and interfacial tensions can be
conducted using several methods. The precision of the values depends on the combination of
the material and the method in use. In [16], the author evaluates several techniques in the
aspect of their suitability for performing measurements on polymers. Because we are dealing
beside polymers also with filler particles, we need to consider some additional methods. As
stated in the named reference, suitable to determine the surface and interfacial tensions of
polymers are the Pendant Drop and the Sessile Bubble method. Both utilize the shape of
the liquid in conjunction with Laplace’s capillary equation. Due to their similarity we will
only discuss the Pendant Drop method. Although only suitable for surface tensions in the
case of polymers, the Wilhelmy Plate method is used to obtain the surface free energies of
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the filler particles [38]. Another method is the Sessile Drop method, in which the contact
angle between a drop of liquid on a solid substrate is measured. Those three methods are
consequently explained in this chapter. Because it utilizes the concept of contact angles and
thus Equation (B.34) can be applied, we start with the Sessile Drop method. This is followed
by the Pendant Drop method, as it also utilizes the concept of the shape of the drop. At last
we consider the Wilhelmy Plate method.
B.5.1. Sessile Drop
In the Sessile Drop method, a liquid with known surface tension is deposited on a solid
substrate using a tube. The contact angle is then measured using a contact angle goniometer.
It takes an image from the profile of the drop on the surface, which is subsequently analyzed
either by eye or, more commonly, using a drop shape analysis software. An example picture
of such an experiment is given in Figure B.5.
Figure B.5.: Example of a Sessile Drop experiment and subsequent contact angle measure-
ment. The picture is taken from https://en.wikipedia.org/wiki/Sessile_drop_
technique#/media/File:Attension_Theta_CA.png (last access October 29, 2019). It
shows the contact angle measurement of an unknown liquid on an unknown solid. In the
top of the picture, the tube, depositing the liquid onto the solid, is seen. The solid red line
frames the shape of the liquid. The red dotted line depicts the solid. The measurement
of the contact angle (green) has been conducted using Inkscape. Due to the high contact
angle of θ = 118.24◦, the wettability is low.
It shows a drop of an unknown liquid, deposited by a tube (top) onto an unknown solid. The
shape of the liquid is framed with a solid red line, whereas the red dotted line is the border
of the underlying solid. The contact angle, depicted with the green θ, is measured using the
vector graphics editor Inkscape. Note that, generally, a geometric model is fitted onto the
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contour of the sessile drop. With a value of θ = 118.24◦, the wettability is in this case low.
Under the assumption that the liquid is water, the solid is considered to be hydrophobic.
The repetition of the process with several liquids yields a plot like the one in Figure B.4 and
consequently the surface free energy of the solid.
The surface tensions for the polymers in this work are obtained using this method. For this,
the polymers are formed into plates with a hot press at 160 ◦C and a press force of 100kN.
Then different probe liquids are deposited on the plates. The reason for this is that uncured
rubber polymers, such as NR and SBR, can not be melted. Consequently, drop shape analysis
is no option [38].
B.5.2. Pendant Drop
In the pendant drop method, the drop stays attached to the tube. The surface, or interfacial,
tension seeks to minimize the surface area of the drop and thus bringing it into a spherical
shape. The gravitation, on the other hand, stretches the drop from its spherical shape. The
result is a pear-like shape as seen in Figure B.6. Unlike the Sessile Drop technique, it is
independent of the contact angle. Only the shape of the drop itself is considered.
Figure B.6.: Schematic depiction of a Pendant Drop experiment with drop shape analysis. In
downwards direction acts the gravitational force. de is the equatorial diameter and ds is the
horizontal diameter at height de from the vertex of the drop.
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where ∆P is the pressure difference across the curved surface and R1 and R2 are the principal
radii of curvature. It can be shown (cf. Chapter 6 in [39]) that this equation can be brought
into a different form, called the Bashforth-Adams equation, by introducing a set of coordi-
nates. This equation is differential equation and has been solved numerically. As a final result
a simple connection between the geometrical form of the drop and the pressure difference, as
well the gravitational acceleration g can be found as
γ = ∆ρgd2e/H. (B.36)
Here, ∆ρ is the difference in the densities of the two phases (the drop and the surrounding
medium) and de is, as defined in Figure B.6, the equatorial diameter. The constant H is a
correction factor which varies with the shape of the drop. Values for this parameter for a
variety of drop shapes have been tabulated (for instance in chapter 6 in [39]) and derived
on the basis of the defined shape parameter S, which is defined as S = ds/de. As seen in
Figure B.6, ds is the horizontal diameter at height de from the vertex of the drop.
It is important for this method that the drop is at its equilibrium shape. For low viscosity
liquids this is achieved instantaneously, but for viscous liquids such as polymers, this may
take several minutes or even hours [16]. In that source is stated that a change of de with
not more than 0.5% in reasonable amount of time, for instance 20 min, can be considered a
equilibrium state. It is also noted in that source that the density data must be obtained very
accurately, due to the proportionality to the surface tension as seen in Equation (B.36). The
surface tension of the liquid is obtained by this method when the surrounding medium is an
inert gas, because then its density can be neglected.
B.5.3. Wilhemy Plate
The last method we want to consider can be used to obtain the contact angle between liquids
and solids using force measurements. This consequently yields the surface free energy of the
solid, if different probe liquids are used. It can, however, also be used to obtain the surface
tension of a liquid. In Figure B.7a, the method is depicted. A solid plate is suspended inside
a liquid. During withdrawal, as well as during lowering, a liquid meniscus is formed around
the perimeter, l, of the suspended plate. It is a result of the surface tension of the liquid, γ.
If the apparatus is balanced before the liquid surface is raised to contact position, then the
force, F , needed to withdraw the plate is proportional to the weight of the meniscus, w. To
be precise, this weight must equal the upward force provided by the surface, which in turn
equals the vertical component of the surface tension, i.e., γ cos θ, times the perimeter of the
plate. Here, θ is the contact angle. This gives at equilibrium
F = γ cos θl. (B.37)
Therefore, is the contact angle is known from another measurement, for instance the sessile
drop technique, then the surface tension of the liquid can be estimated. If, on the other hand,
known probe liquids are used, their contact angle to the solid can be measured, without an
analysis of the shape of a drop.
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Taking the height of the meniscus into account, as shown in the cross-sectional view in Figure
B.7b, we can find equations, which allow us to obtain both quantities simultaneously. This is
briefly shown in the following. A more detailed derivation is given in [39].
Figure B.7.: (a): Schematic depiction of Wilhelmy Plate method. A solid plate is suspended inside
a liquid of known, or unknown surface tension. During withdrawal of the plate the liquid
surface is raised and forms a meniscus. If the apparatus is balanced before withdrawal, then
the subsequent imbalance is a consequence of the weight of the meniscus. The meniscus
is held up by the surface tension of the liquid surface, thus the force measured during
withdrawal is proportional to the surface tension, γ, and the contact angle, θ. (b): Cross-
sectional view of the meniscus. Rising liquid A displaces the surrounding medium B, exerting
a buoyant force on the meniscus. Far from the wall on the left, the pressure difference is
zero, which defines the z = 0 plane. The contact between meniscus and wall is at z = h.
At some general point at (x, z), the pressure just beneath the surface is less by ∆P (x, z)
than the reference plane. (c): Local radius of curvature of a general curve. The angle φ is
the angle made by the extension of the normal with the z axis. This is the same angle as
between the tangent and the x axis. R1 is the radius of the curvature.
The meniscus formed by the liquid A, displaces the surrounding medium B, resulting in a
buoyant force acting on the meniscus. Consequently, the difference in the densities must be
used. Far from the wall the pressure difference is zero, which we define as the z = 0 plane.
The contact between the meniscus and the wall is at z = h. At some general point (x, z), the
pressure just beneath the surface is less by ∆P (x, z) than the reference plane, where ∆P = 0,
i.e., far away from the wall. The liquid is elevated at this point by an amount sufficient to
produce a compensating hydrostatic pressure, which is given by (ρA − ρB)gz. Together with
Young’s capillary equation (B.35) one can find
∆ρgz = γ/R1, (B.38)
where R1 is the radius of curvature in the plane of Figure B.7b. It can be shown that





Using trigonometric relations based on the tangent and the normal to the curve constructed
at that point, we find for the local slope of the tangent dz/dx = − tanφ. This is depicted
in Figure B.7c. Inserting this into Equation (B.39) and then into Equation (B.38), a simple
differential equation is obtained. Solved, and keeping in mind that φ = 0 at z = 0, one finds
cosφ = 1− δρg2γ z
2. (B.40)
At z = h, i.e., the height of the meniscus, φ is the complementary angle to the contact angle
θ and hence, cos θ = sin θ. This finally yields
sin θ = 1− δρg2γ h
2. (B.41)
This relates the height of the meniscus to the contact angle and the surface tension of the
liquid. This is certainly no improvement, since instead of a force, Equation (B.37), the height
of the meniscus needs to be measured and we still can’t obtain both quantities from a single
measurement. However, if we take the square of Equation (B.42) and of Equation (B.37), we






which can be inserted into Equation (B.37) to obtain
cos θ = 4∆ρgh
2lF
(∆ρ)2g2h4l2 + 4F 2 . (B.43)
The last two equations allow to measure the surface tension and the contact angle from
conducting a single experiment.
To obtain the surface free energy of colloidal materials, such as the silica or carbon black
fillers used in this work, they can be adhered to an adhesive tape, which is then suspended
into different probe liquids [38]. Note that the receding contact angle upon withdrawal and
the advancing contact angle during immersion is generally measured.
Experimental values for filler particles obtained by the Wilhelmy method in this work are
always those obtained by the mean contact angle.
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C. Small Angle Scattering
The rubber compounds we consider in this work contain different constituents, e.g., polymers,
fillers, and coupling agents. Each contributes differently to the mechanical properties of the
compound. As we know from Appendix A, its morphology is crucial to those properties. A
precise knowledge of the structure is therefore inevitable. Scattering, whether it is due to light,
neutrons or X-rays, on which we focus in the following, is a non-destructive way to obtain this
information. Although light scattering is fast, easy, and inexpensive the longer wavelength
in comparison to X-rays or neutrons only enables to probe structures of several microns and
larger. The filler particles used in rubber compounds are, however, in the size region of just a
few tens of nanometers (cf. Appendix A). Additionally, the strong interaction between light
and matter makes it complicated to interpret the intensity pattern [1]. Techniques utilizing
small angle X-ray (SAXS) and neutron (SANS) scattering obey the same physical principles
and only differ in their resolution and field of application. While SAXS operates on size regions
of ten to several thousand Å, SANS operates on slightly higher size regions of hundreds to up
to several ten thousand Å. Furthermore, SANS has a higher sensitivity to light elements, can
be used to label isotopes, and shows strong scattering by magnetic moments. However, SANS
is only available in few facilities world wide [2] and consequently SAXS is more frequently
used (e.g. [3–5]). Nevertheless, a combination of several techniques to analyze a broader size
spectrum is also very common (e.g. [6, 7]). Both methods have a pendant aiming for higher
size regions, namely Ultra-SAXS (USAXS) and -SANS (USANS). They reach up to several
tens of microns [8].
The literature behind scattering is vast. Beside the standard books of Guinier and Fournet [9]
and Glatter and Kratky [10], several books focusing on colloidal particles inside polymers are
available (e.g. [2, 11, 12]). Additionally, a significant amount of research led to several papers
[1, 4, 6, 7, 13, 14] and theses [3, 15, 16], to name just a few recent works. A, for this work,
special result of research was obtained by Beaucage [17], who developed a theory to combine
the results of Porod [18] and Guinier [9]. This resulted in a continuous scattering curve
for single particles, which maintained the respective limits of Porod and Guinier. A special
focus, since the concept of fractals was developed by Mandelbrot [19], was on the scattering
on fractal structures (e.g. [8, 20–22]). In those works, the concepts to obtain the mass and
surface fractal dimension of colloidal particles is described. The mass fractal dimension of
aggregates, and sometimes the polymer network, is a continuously reviewed quantity of this
work.
The purpose of this chapter is to give the reader an overview about the scattering theory
tailored to the needs of this work. All of the above cited literature is the foundation. Most
sources focus mainly on colloidal particles inside polymers – excluding the standard books,
of course. It is stressed that no claim to completeness on the topic of scattering in general
is made at any time. Especially, the consideration of experimental processes is out of scope
of this work. For a deeper understanding, the reader is thus encouraged to consider the
cited books in the former paragraph. The goal is to derive the formula for the intensity
stated in chapter 2, which consists of a structure and a form factor. Furthermore, we want
to justify the derivation of information about the mass fractal dimensions of aggregates and
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larger structures out of the scattering data. In this context, the concept of mass fractals is
introduced.
C.1. Basic Theoretical Principles
An incoming coherent monochromatic wave, described by the wave vector ~s0, wave length λ,
and intensity I0 enters the probe and interacts with its atoms, i.e., the scatterers, as shown
in Figure C.1.
Figure C.1.: Illustration of scattering and definition of the scattering vector. The incoming wave
has an intensity of I0 and is described by the wave vector ~s0. Inside the probe, the wave is
scattered under some angle 2θ. The scattered wave is described by the wave vector ~s. The
scattering vector ~q is then given as the difference between ~s and ~s0.
Depending on the source, i.e., if either X-rays or neutrons are used, the wave is scattered by
the electron clouds (X-rays) or by the nuclei of the atoms and by the magnetic moments of the
atoms (neutrons). In the case of X-rays, the electrons then resonate with the same frequency
as the X-rays passing through the probe. They in turn, according to the Huygens–Fresnel
principle1, emit coherent secondary waves interfering with each other. Now, let the scattered
wave be described by the vector ~s. Depending on the scattering angle, 2θ, the phase difference
between ~s0 and ~s is different. For large angles, the superposition of all waves with all possible
phases leads to no scattering at all due to destructive interference. For smaller angles, however,
the phase difference becomes smaller and constructive interference leads to an enforcement of
the waves. Consequently, the scattering maximum is found in the direction of zero scattering
angle. If we now describe the difference between the incoming wave and the scattered wave
with ~q, i.e.,
~q = (~s− ~s0), (C.1)
1It states that each point on a wavefront acts as a fresh source of distribution of light.
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and take into account that X-ray scattering is elastic, i.e., s = |~s| = |~s0| = 2π/λ, then we find
for the magnitude of this scattering vector
q = |~s− ~s0| =
√
(2s2 − 2s2 cos 2θ) = 4π
λ
sin θ. (C.2)
Here, 2θ is the scattering angle. This shows that small scattering angles result in small values
of q and that it has a unit of inverse length.
The X-rays photons have a very high energy compared to the binding energy of the atom.
As a consequence, the electrons behave as they were free. The intensities of the secondary
waves emitted due to the scattering process have thus the same intensity, which can be
described by Thomson scattering. The difference of these waves is given by the phase, φ.
Each wave can thus be described by its complex form eiφ, where φ = −~q · ~r. Here, ~r is the
distance between two scatterers in the probe. If both vectors are parallel to each other, we
find constructive interference for q = 2π/r, where r = |~r|. Thus, the scattering length, q, is
inversely proportional to the real space distance, r, between the scatterers. Figure C.2 shows
the correspondence between r and q in the according context for rubber-filler systems.
Figure C.2.: Depiction of the scattering lengths in relation to filler structures. Small q values
correspond to large r values. In this work, we use throughout 10−4Å−1 < q < 3.3·10−1Å−1.
This probes the complete spectrum, i.e., the simulation box as well as the primary particles.
For the q values we use throughout this work, i.e., 10−4Å−1 < q < 3.3 · 10−1Å−1, we conse-
quently find with a typical wavelength used in SAXS (e.g. CuKα-line with 1.54 Å), scattering
angles of about 0.001◦ < 2θ < 5◦. Note that the lower limit is experimentally only reached
by USAXS.
To describe the resulting amplitude of all scatterers, it is now possible to sum up all secondary
waves describes by e−i~q·~r. However, the number of electrons is huge and they cannot be
exactly localized. It is therefore convenient to introduce the concept of electron density, i.e.,
the number of electrons per unit volume (mostly given in cm3) denoted by ρ(~r). A volume
element dV at position ~r then contains ρ(~r)dV electrons. Instead of summation, we can thus
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This shows that the scattering amplitude, A, in a certain direction specified by ~q is nothing
else than the Fourier transform of the electron density distribution, ρ(~r). Consequently, the
intensity, I(~q), is in general given by the absolute square of the scattering amplitude











ρ(~r)ρ(~r + ~r′)dV. (C.5)
The intensity can then be written as




Thus, if the electron density distribution is known, Equation (C.6) can be solved and the
intensity is obtained. Unfortunately, this can only be achieved for very special cases. Because
we are considering small angle scattering, the conditions of those special cases are generally
met. The conditions are that the system is statistically isotropic and that there exists no
long range order, i.e., it is either consisting of a single particle or is dilute. An explicit exam-
ple, which fulfills both conditions are spherically symmetric particles like the filler particles
we consider throughout this work (cf. Appendix A). In the following, we discuss this case
explicitly.
C.2. Single Particles and Dilute Systems
For spherically symmetric particles, the electron density distribution can be considered con-
stant, i.e., it is equal to ρ0. Subsequently, ρ(~r) is only depending on the shape of the particle.
It is convenient to define a form factor, σ(~r), with the following property
ρ(~r) = ρ0σ(~r) =
{
ρ0, ~r ∈ V,
0, ~r /∈ V. . (C.7)





σ(~r′)σ(~r′ + ~r)dV, (C.8)
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Here, ρ0 is replaced by the difference in the scattering densities, ∆ρ = ρ−ρ0, because always
systems with more than one component are considered and only the difference between the
embedded medium, ρ0, and the particles, ρ, is of importance.
The assumption of statistically isotropic particles allows us to use the average over all dis-
tances r in Equation (C.9). This reduces the calculation to






where γ(r) is the characteristic function, which was first introduced by Porod as
γ(r) = 〈ρ̃2(~r)〉. (C.11)
This is the averaged Patterson function. The characteristic function represents the probability
that a point at a radial distance r from any given point in a particle phase will also be in the
particle phase.
The function sin (qr)qr in Equation (C.10) weights the product r2γ(r) by a radially symmetric
phase factor of q and r. This product is proportional to the so-called distance distribution
function, which is given as
p(r) = 4πr2V γ(r). (C.12)






4πr2V γ(r)dr = V 2, (C.13)
from which directly follows that
∫ ∞
0
4πr2γ(r)dr = V. (C.14)
We now investigate the respective limits for the scattered intensity, I(q), in Equation (C.10)
of a single particle or a dilute system of particles, at small and large scattering lengths, q.
The approximation of Beaucage combines both of those limits and allows to describe the
scattering of single particles over several decades in the scattering length.
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C.2.1. Limit of Small Scattering Length
We start with the limit for small q and first consider the behavior at q = 0. Using Equation
(C.14) we immediately find









4πr2γ(r)dr = V 2∆ρ2. (C.15)
This is the square of the total number of electrons in the probe. Note that for q = 0 the
scattering angle is equal to zero. Consequently, all scattered waves are in phase and the
amplitudes are added.





6 + . . . . (C.16)
Inserting this expansion into Equation (C.10) and use the result obtained in Equation (C.15)
we find









4πr4γ(r)dr + . . .
]
. (C.17)
Increasing q from zero decreases I(q) following a parabolic curve. The electronic radius of














where the right hand side is a result of relating the structure of a particle to the radius
of gyration in the same manner as in classical mechanics. We then find, for instance, by










Using Equations (C.14) and (C.18) and inserting them into Equation (C.17) we obtain





2 + . . .
]
. (C.20)
Guinier found that the right hand side of this equation is equal to the Maclaurin series of
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I(q) = V 2∆ρ2e−q2R2G/3. (C.21)
Consequently, this expression is called the Guinier law. It governs the intensity for statistically
isotropic systems with no long range order. Furthermore, it turns out that this is the Fourier
transform of the following characteristic function
γGuinier(r) = e−3r
2/4R2g . (C.22)
C.2.2. Limit of Large Scattering Length







4π∆ρ2V sin (qr) dq. (C.23)
Thus, the high q part of I(q) corresponds to the part of the curve of γ(r) at small values of
r. An approximate expression at small r values is given due to Porod
γPorod(r) = 1−
S
4V r + . . . . (C.24)
Hence, the characteristic function is governed by the external surface, S, and the volume, V ,




+ . . . , (C.25)
i.e., Porod’s law. The intensity at large q is thus uniquely depending on the external surface,
S, of the particle. Note that this behavior only applies for particles with a smooth surface.
For surface fractals it can be shown that
I(q) ∝ q−6+ds , (C.26)
where ds is the surface fractal dimension of the particle. Because the constant prefactor also
depends on ds, we only state the proportional behavior to the scattering length, q.
C.2.3. Unified Approximation for Small Angle Scattering
Equation (C.27) summarizes the results for low and high q behavior obtained in Equations
(C.21) and (C.25), respectively.
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I(q) ∝
{
S q−4, q →∞,
V 2, q → 0. (C.27)
To approximate the scattering behavior over several decades in q, Beaucage combined both
laws of Guinier and Porod by introducing a reduced parameter for q, named q∗, which is
given by
q∗ = q/(erf(qRg/61/2))3. (C.28)
He then found the following approximation for the scattering intensity of a spherical particle
I(q) = ∆ρ2
(
V 2 exp[−q2R2/5] + 2πS(q∗)−4
)
, (C.29)
where q∗ = q/(erf(qR/
√
10))3, S = 4πR2, and V = 4πR3/3.
To compare whether this approximation is sufficient, we can calculate the intensity of a sphere
of uniform density directly. For that, we take the amplitude in Equation (C.3) and make use
of the symmetry of a sphere. Then we square the result and obtain for the intensity
I(q) = ∆ρ2V 2
(
3sin (qR)− qR cos (qR)(qR)3
)2
. (C.30)
This equation was first derived by Lord Rayleigh and shows in the limit for small and large
q the same behavior as given in Equation (C.26).
Figure C.3 shows a plot of the reduced scattering intensity versus the scattering length, q,
times the radius of a sphere, R. Note that this representation is chosen, because the factor
qR appears in every formula considered so far. The black solid, oscillating line displays the
exact behavior as calculated by Rayleigh, i.e., Equation (C.30). The approximation due to
Beaucage, i.e., the solid red line obtained by Equation (C.29), shows the same scattering
behavior over the complete q range – without oscillations. The green dashed and blue dotted
curves are obtained for Equations (C.21) and (C.25), respectively. Those are the limits for
small and large q, i.e., the formulae of Guinier and Porod. Compared to the approximation
of Beaucage, we find that both limiting behaviors are indeed correctly described.
C.3. Densely Filled Systems
So far we only considered single particles or dilute systems where the particles are separated
far enough so that they do not interact with each other. In the latter case, the intensities
of the single particles can simply be summed up. The systems we investigate in this work
are, however, densely filled. This means that the filler particles interact with each other due
to attractive or repulsive forces, such as van der Waals (cf. Appendix B). Consequently, the
geometric arrangement of the particles changes and fractal objects, such as aggregates, may
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Figure C.3.: Reduced scattering intensity, I(q)/∆ρ2V 2 versus scattering length, q, times radius
of a sphere, R. The black solid oscillating line shows the intensity after Rayleigh in Equation
(C.30). The red solid line is the approximation due to Beaucage after Equation (C.29). The
green dashed line is the limit for small q due to Guinier described by Equation (C.21). The
blue dotted line is the limit for large q due to Porod described by Equation (C.25). Note
that both quantities on each axis have no units.
appear. Because scattering is sensitive to order, we need to account for this effect to produce
scattering intensity curves comparable to those obtained in experiments. In the following, we
want to focus on the geometry only, i.e., we neglect possible time dependencies occurring in
realistic systems. For the case of monodisperse, spherical particles the intensity of a densely
filled system can then be decomposed into two factors, i.e.,
I(q) = φS̃a/n(q)Fp(q) = Sa/n(q)Fp(q), (C.31)
where φ is the filler concentration, S̃a/n(q) the so-called structure factor, and Fp(q) the form
factor. Note that we define Sa/n(q) ≡ φS̃a/n(q).
C.3.1. Mass Fractals
Before we describe the form and structure factor, it is reasonable to consider the concept
of fractals, which was introduced by Mandelbrot in 1977. It is best understandable by an
example. We take a cube with a side length L. Its volume is then V (L) = L3. Let now the side
length be only L/2. Then the volume is consequently only V (L/2) = (1/2)3L3 = (1/2)3V (L).
This can be generalized, if we consider a cube of side length L/λ, i.e.,
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V (L/λ) = λ−dV (L). (C.32)
Here, d is the dimension of the object under consideration, i.e., d = 3 for our example cube.
We thus find that Equation (C.32) leads to V (L) ∝ Ld. This means that the volume of any
given object is dependent of its spatial size L and its dimension d.
For euclidean objects, such as our example cube, the dimension is an integer. The dimension
of a length is d = 1, that of an area is d = 2 , and that of a volume is d = 3. However, some
structures cannot be described by an integer dimension, such as the aggregates produced
by our morphology generator. These structures need to be described by a fractal dimension
and are consequently named fractals. They are generally divided into two categories: mass
fractals and surface fractals. Because we do not model the surface of our particles explicitly,
the category of surface fractals will not be discussed. Mass fractals are structures for which
we find
m(r) ∝ V (r) ∝ rdm , (C.33)
where m(r) is the mass of the structure with size r and dm is the so-called mass fractal
dimension. It is bounded by the euclidean dimensions, i.e., 1 ≤ dm < 3. Note that the mass
fractal dimension is not sufficient to describe the structure of an object alone. A value of
dm = 2, for instance, must not necessarily imply that the structure is an area, it might also
be a highly branched structure.
In the case of monodisperse particles with spherical symmetry mass, number of particles,
N(r), and volume are equal quantities, if the size of the particles, R, is taken into account.
These particles aggregate into larger branched structures, whose size is described by the radius








with r < 2Rg. Note that R is used to set the size scale of the measurement, i.e., it is the
gauge.
The power law behavior of the scattering intensity to describe surface fractal objects given
in Equation (C.26) can also be applied for mass fractals. Then we find
I(q) ∝ q−dm . (C.35)
Note that the q value for which this relation applies is different from that of Equation (C.26).
To determine the mass fractal dimension of the aggregates, we need to consider π/Rg < q <
π/R with the corresponding radius of gyration, Rg, and the size of the primary particles, R. In
the case of larger structures, the boundaries are shifted accordingly to the size describing the
larger structure. This means that, for instance, the aggregates can be considered the building
C.3. Densely Filled Systems 243
blocks of the agglomerates. Consequently, the lower boundary is limited by the radius of
gyration of the agglomerates and the upper by the that of the aggregates. From Equation
(C.35) we immediately find that a log-log plot of I(q) vs. q yields a line with slope dm in the
respective limits of q.
C.3.2. Particle Form Factor
The form factor, Fp(q), describes the scattering of single particles, i.e., the inter-particle
interference. Beside the consideration of spherical particles in the last section, other formulae
for different shapes, such as ellipsoids or cylinders, can be derived. The exact formula for
spherical particles given in Equation (C.30) is thus a possible candidate for the particle form
factor we can use. Unfortunately, the oscillations occurring due to this formula lead to several
problems in the calculation of the intensity during the simulation. The approximation due to
Beaucage in Equation (C.29), however, describes the scattering behavior of spherical particles
equally. We consequently use this approximation in the following to describe the form factor
for the particles in our work. Hence,
Fp(q) = ∆ρ2
(
V 2 exp[−q2R2/5] + 2πS(q∗)−4
)
. (C.36)
It should be noted that originally an even more general approximation was derived. It covers
surface fractals by utilizing Equation (C.26) for the power law behavior described by Porod’s
law in the case of spherical particles. Because we are interested in the fractal behavior of the
bigger structures given by their mass fractal dimension dm and the surface of silica particles
can be considered reasonably smooth (cf. Appendix A), a consideration of surface fractal
particles was not followed in this work.
C.3.3. Structure Factor
The structure factor, S̃a/n(q), for N identical particles of spherical shape inside a system with


















Here, ~rk and ~rj describe the positioning of the centers of mass of particles k and j and
rkj = |~rk − ~rj | is the distance between those particles. The last equation is justified, because
the double sum contains N terms with j = k for which the phase factor vanishes. Note that
this expression is only valid for particles not varying their distances over time. Otherwise a
second average over time must be formed to cover all possible arrangements.
Instead of evaluating the sum in Equation (C.37), it is convenient to introduce the pair
correlation function, g2(r), also know as the radial distribution function. It describes how the
density varies as a function of distance from a reference particle. Figure C.4 gives a graphical
representation. The calculation of g2(r) is usually performed by binning the distances between
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all particle pairs into a histogram and normalize it by the volume of the spherical shell times




= n(dri,dr)4πr2drρ . (C.38)
Here, n(dri,dr) is a histogram for the distances. The bin width dr is chosen appropriately
for the system under consideration. The parameter i runs over all particles. Because of the
symmetry of the distances, it is convenient to calculate only half of them and then to multiply
the result with a factor of two. For the systems we investigate, ρ(i) for large i (with r = dri)
becomes ρ and thus g2(r)→ 1 for large r. We additionally find that for very small values of
r the pair correlation function, g2(r), is zero. This is reasoned by the fact that a minimum
distance is found in every system. Below that distance no particles are found. Subsequently,
the corresponding bin is empty. For instance, hard spheres of size D have a minimum distance
between them due to their size, if they are impenetrable. The first non-empty bin is thus found
at r = D.
Figure C.4.: Graphical representation of the radial distribution function, g2(r). It describes the
probability of finding a particle (green) within a distance r and r + dr away from another
central particle (red).
Instead of an exact derivation, which can be found in several literature sources (e.g. [23]), we
want to motivate the correlation between the structure factor and the pair correlation func-
tion. On average, each spherical particle inside the system has statistically the same isotropic
surrounding. Thus, it is sufficient to consider only one central particle and to determine the
probability that another particle is found in the volume element dV at a distance r apart.
The mean probability is simply (D)dV , where D = N/V is the particle number density.
Any deviation from this mean value may be accounted for by a factor g2(r), which is the
pair correlation function defined in Equation (C.38). If we assume that the pair correlation
function is unity everywhere, then the interference terms in Equation (C.37) would exactly
cancel. Thus, only the difference (g2(r)− 1) is relevant. We then find for the structure factor
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Note that generally φ = D. In our simulation method, however, we may find φ 6= D, because
of the cutting procedure described in chapter 2. The factor φ is then the overall particle
number density of the complete system and D is the particle number density for the cut out
box.
The structure factor can also be considered as the form factor of an ensemble of fractal objects
distributed at a larger scale in space. This means that the aggregates formed due to primary
particles are again form factors of even larger scales, such as agglomerates. Their form factors,
however, need to be calculated by means of the here stated structure factor, i.e.,
Fagg(q) = Sa/nFp(q). (C.40)
This procedure may be repeated arbitrarily. For instance, the agglomerates are then building
blocks of even larger structures. But since we are interested in the fractal behavior of the
aggregates, this is approach is not pursued in this work. Nevertheless, the consideration of
the fractal behavior of the large scale network might alternatively be described by using
this concept. It is, however, difficult to obtain the coordinates of the aggregates in order to
evaluate their radial distribution function.
Note that the structure factor can be calculated directly from the simulated data. This is not
possible for experiments, because only the scattered intensity is measured. Thus, the structure
factor is generally modeled differently. In the case of fractals, a cut-off function, usually
exp (−r/ζ), is introduced, which models the behavior of the radial distribution function at
large distances. Together with several other assumptions, the following expression for the
structure factor can be obtained (a complete derivation is found in [16])












2 sin [(dm − 1) arctan (qζ)]
dm − 1
. (C.42)
Here, R is the size of the primary particles, dm is the mass fractal dimension, and ζ is the
cut-off distance to describe the behavior of the pair correlation function at large distances. In
the case of aggregates this is equal to their radius of gyration. Several other cut-off functions
might be used. This expression is only stated for the sake of completeness. As stated in the
beginning of the paragraph, determining the radial distribution function from simulated data
is straightforward and thus no alternative expression is needed.
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In this part, we consider the simulation methodology used in this work. On the one hand we
have the morphology generator. It produces the systems we want to analyze by means of the
screening methods introduced in chapter 2. It consists in its core of a Metropolis algorithm,
which is a Markov chain Monte Carlo (MC) method to obtain a sequence of random samples
from a probability distribution. Additionally, other sub-routines are implemented. The filler
clusters need to be identified and information about them, such as their mass and size, needs
to be obtained. The wetted surface fractions are drawn from the interfacial lengths, which also
need to be calculated. On the other hand, we have the simulation of the scattering intensities.
Therein, technical aspects such as the box cutting procedure as well as numerical aspects,
such as calculating the radial distribution function and calculating the structure factor via
an integral (cf. Appendix C), are used. However, these aspects are already elucidated within
the introduction of those methods in chapter 2. Hence, here we focus on the morphology
generator.
Both programs are written in the language C. Due to its low-level capabilities, it is well suited
for performing long time MC simulations involving billions of operations in a reasonable
amount of time.
We start with the MC simulations and random numbers, which play a prominent role in our
programs. Thereafter, we explain the concepts of periodic boundary conditions and minimum
image convention, which are used within the morphology generator and the screening meth-
ods. Subsequently, the morphology generator is discussed and the corresponding Metropolis
criterion is derived.
D.1. Monte Carlo Simulations
MC methods are a class of computational algorithms to obtain results by utilizing a sequence
of random numbers, which is generated during the simulation. Different from other simula-
tion methods, such as molecular dynamics (MD), the ’time dependence’ of the particles in
focus does not proceed a predefined fashion like, for instance, Newton’s equation of motion.
The concept of randomness relies on stochastic aspects, most prominently the law of large
numbers. Roughly speaking, it states that performing the same experiment a large number of
times results in the average of the results obtained from each single experiment. This average
is then close to the expected value. A larger number of trials reduces the difference between
average and expected value. A simple example is given by rolling a fair, six-sided dice. The
expected value is 3.5. Rolling the dice a large number of times, we obtain an average close
to the expected value. Transcribed to our simulation of flocculation processes in elastomers,
we expect that systems with the same set of simulation parameters, i.e., surface free ener-
gies, temperature, and filler content behave similarly after the same ’flocculation time’, i.e.,
number of MC steps. Same systems are only produced, if the starting configurations and
the sequence of random numbers are identical. This may be desired for debugging or control
purposes, but generally it is avoided by using a robust random number generator.
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Although based on randomness, a large number of problems can be solved by this method.
We already encountered one possible application: Percolation (cf. subsection 2.5.3). Parti-
cles are placed randomly and one by one on a certain lattice. At some point, a percolating
cluster appears, i.e., it reaches from one boundary of a system to the opposite one. The
determination at which concentration this cluster appears – the percolation threshold – is
of particular interest for physical problems such as conductivity of random mixtures or flow
through porous rocks. In the case of filled elastomers, percolating clusters are identified as
filler networks. They are crucial to the mechanical properties of the final product as described
in Appendix A. The percolation threshold is an example of the so-called simple sampling MC
methods. Others falling into this category include numerical integration1, random walks, and
creation of a discrete distribution of numbers. In the case of our morphology generator, we
draw information out of a probability distribution, i.e., Boltzmann distribution. This class
of problems is generally – in statistical mechanics – solved by means of the Metropolis algo-
rithm. It falls in the category of so-called importance sampling MC. To familiarize the reader
with both categories, examples are discussed in the following. For a more precise mathemat-
ical consideration the reader is encouraged to consider the standard literature (e.g. [1, 2]).
Beforehand, however, we discuss random numbers and how we obtain them for all of our
programs.
D.1.1. Random Numbers
All MC methods rely on random numbers. Additionally, other processes, such as the initial-
ization of the system in our case, are performed randomly. In order to guarantee that multiple
processes with the same set of parameters do not yield the exact same results, a sufficient ran-
dom number generator – RNG in the following – is mandatory. It must generate a sequence
of numbers that cannot be reasonably predicted better than by a random chance. RNGs are
generally divided into two categories. They are either true (hardware) or pseudo. True RNGs
(TRNGs) utilize physical processes to generate random numbers. Mostly statistically random
noise signals are used, such as thermal noise. Pseudo RNGs (PRNGs) generate their numbers
according to an algorithm. The resulting sequence of random numbers depends on an initial
value, called seed. The same seed always leads to the same sequence.
Most programming languages contain libraries for random number generation. Most of those
RNGs are PRNGs, but for some languages the determination of true random numbers is
possible (for instance in C++). In C, the language used for all programs in this work, i.e.,
the morphology generator and the scattering simulation, naturally no TRNG exists. Conse-
quently, a robust and reliable PRNG must be chosen. The standard RNG in C is the function
rand(), which is initialized via a random seed by using the function srand(). Mostly, srand()
is called with the current time via srand(time(0)). Every time a program is started at a
different time, the seed is different and thus a different sequence of random numbers is gen-
erated by rand(). In turn, it is possible to generate the same sequence, if the time of the first
program run is known. However, this function has a couple of drawbacks for our use. The
range of random numbers is limited by the variable RAND_MAX, which is determined by
the largest integer on the operating system. Consequently, the portability of the programs
is greatly reduced. It is, however, guaranteed to be at least 32767. This is a fairly small
1Can also be solved by means of importance sampling MC.
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number as we can immediately rationalize by the fact that the systems we consider in this
work mostly contain more than 106 particles. Each of those particles is in need of several
random numbers, as we will see later on. Additionally, the standard RNGs are almost always
linear congruential generators, i.e., they generate integers Ij each between 0 and m− 1 by a
recurrence relation
Ij+1 = aIj + c (mod m). (D.1)
Here, m is the modulus and a and c are positive integers termed ’multiplier’ and ’increment’,
respectively. As we immediately see from Equation (D.1), the random numbers will repeat
themselves after a period not longer than m. Furthermore, successive calls of the function
are not free of sequential correlation and the low-order bits are much less random than the
higher-order bits.
To circumvent all these issues, we instead use the PNRG ran2 from [3]. It is implemented
as a standalone header file, which is included in the beginning of each program to ensure
portability on every operating system. It guarantees a long period of more than 1018 random
numbers, uniformly distributed between 0.0 and 1.0, which is sufficient for our needs. Addi-
tionally, it breaks up the sequential correlation by a shuffling procedure and the randomness
of the low- and high-order bits is no issue. According to the named source, it has passed all
statistical tests for random numbers to the best of the authors knowledge.
To guarantee that multiple runs of the same program started at the same time do not produce
the same sequence of random numbers, a different seed than time(0) is chosen. We use the
number of CPU cycles since the last reset of the computer given by
1 unsigned long long rdtsc() {
2 unsigned int lo, hi;
3 __asm__ __volatile__ ("rdtsc" : "=a" (lo), "=d" (hi));
4
5 return ((unsigned long)hi << 32) | lo;
6 }
Code D.1: Time stamp counter of the number of cycles since last reset.
The returned unsigned long long in Code D.1 is then truncated to a long and negated to fit
the needs of the seed for ran2. Code D.2 shows the procedure.
1 unsigned long long tsc = rdtsc();
2 long seed = (long)(tsc & 0xFFFFFFFF);
3 idum = −seed;
4 float random_number = ran2(&idum);
Code D.2: Setting the seed to generate a random number using the function ran2
from [3].
252 D. Simulation Methodology
The random numbers produced this way are used throughout all programs. To tailor them to
the corresponding needs, such as generating a random number between 0 and L − 1, where
L is the linear dimension of the lattice, random_number is simply multiplied by L and then
a typecast into an int variable is performed.
D.1.2. Introductory Example – Simple Sampling Monte Carlo
Let us consider the following, deterministic problem of integrating a function in – for the sake





A possible MC solution to this problem is the so-called ’hit-or-miss’, or acceptance-rejection,
method. We produce N random numbers from a uniform distribution and place them inside
a box. This box is chosen in such a way that it includes the function h(x) in the given interval
from a to b completely. This means that for the height of the box, y0, we find y0 > h(x)
throughout. Then we simply count the number of random numbers which fall below h(x) for
each value of x which we term N0. An estimate for the integral in Equation (D.2) is then
given by the fraction of points which fall below the curve times the area of the box, i.e.,
yest = N0/N [y0(b− a)] . (D.3)
As a result from the law of large numbers, this estimate converges to the correct answer for
N →∞.
For a more practical example, let us consider the following problem: We want to find an
estimate for π using this simple method. This can be achieved by choosing N random numbers
in the xy-plane with 0 < x < 1 and 0 < y < 1. Then, we calculate the distance from the
origin for each point and count only those which are less than a distance 1 from the origin.
Because the restriction of x and y covers only one quarter of a circle, the estimate for π is then
given by π ≈ 4N0/N . Figure D.1 depicts the result for this method with N = 105 random
numbers for each coordinate, x and y. The blue dots fall into the region of acceptance, i.e.,
their distance is less than unity. The red dots are rejected, i.e., their distance is greater than
unity. The approximate value obtained this way is π ≈ 3.14164, which is pretty close to
the exact result. It is worth to mention that for smaller values of N the value of π is not
approximated very accurately. Thus, we always have to keep in mind that a large number of
random numbers need to be generated and evaluated to obtain reliable results.
D.1.3. Importance Sampling – The Metropolis Algorithm
The evaluation of integrals is a very prominent example for the usage of MC. It originates
from the consideration of ensemble averages of observables. Consider a system containing
N particles inside a volume V at a given temperature T , i.e., the canonical ensemble. Each
particle i (i = 1, . . . , N) is given a set of parameters, e.g., its momentum or position, denoted
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Figure D.1.: Simple MC integration to estimate π. The blue dots are the accepted coordinates
and the red dots those which are rejected. N = 105 random numbers have been drawn for
each coordinate x and y. The estimated value is π = 3.14164.
as πi. The set π1, . . . , πN is called a configuration or phase space point X. Then the average






Here, β = 1/kBT is the Boltzmann factor and H(X) is the Hamiltonian. According to the
ergodic hypothesis, Equation (D.4) is equal to the time average of A. The chosen average thus
depends on the simulation method. While Equation (D.4) is used for MC, the consideration
of time averages is used in molecular dynamics. The solution of the integrals in Equation
(D.4) is not feasible, because, for instance, for a simple one atomic gas they are already 6N -
dimensional. We must therefore think of another method to solve them, which is elucidated
in the following by utilizing the simple example of one dimensional integration of the last
section.
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If the function f(x) fulfills
∫ b
a f(x)dx = 1, i.e., it is a probability density function, then
Equation (D.5) can be considered as the mean of the function h(x)/f(x). Note that f(x) 6= 0













Instead of solving the integral in Equation (D.2) directly, it can thus be approximated by
creatingN random numbers xi distributed according to the function f(x) and then calculating












Although the choice of f(x) is arbitrary, choosing it in such a way that the random numbers
are created in the region where h(x) contributes significantly is proficient. This procedure is
called importance sampling.








where the N points Xj inside the phase space are chosen randomly according to the distri-
bution function P (X). If we now choose
P (Xj) = Peq(Xj) ∝ e−βH(Xj), (D.9)






i.e., the arithmetic mean. The function Peq(Xj) is not known. According to Metropolis, a
random walk of pointsXj in the phase space is performed with the property P (Xj)→ Peq(Xj)
for N → ∞. This means that for a large number of configurations the stationary state is
reached. The distribution of those points is realized by a Markov chain. This means that the
state Xj is only depending on its predecessor, which we term Xj′ . The probability of a change
for Xj → Xj′ is denoted as W (Xj → Xj′), which is also known as the transition probability.
To find the stationary state as quickly as possible the following property is demanded
Peq(Xj)W (Xj → Xj′) = Peq(Xj′)W (Xj′ → Xj). (D.11)
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It is known as detailed balance. Together with Equation (D.9) then follows
W (Xj → Xj′)




= e−β∆H , (D.12)
where ∆H = H(Xj′) −H(Xj). The most frequently used implementation for the transition
probabilty was also proposed by Metropolis itself [4]
W (Xj → Xj′) =
{
exp [−β∆H] if ∆H > 0,
1 if ∆H ≤ 0. . (D.13)
This means that if the new state Xj′ is energetically more favorable over the old state Xj it
is definitely accepted. If, however, the new state is energetically less favorable, then it is only
accepted with some probability exp [−β∆H]. For very large values of ∆H, the acceptance of
the new state goes to zero for a constant temperature T . From this transition probability we
can conclude an algorithm, i.e., the Metropolis algorithm.
Metropolis algorithm:
1. set arithmetic mean s := 0 and choose temperature T .
2. pick random starting point Xcurrent from the phase space.
3. repeat N times:
(I) pick an additional random point Xrandom from the phase space.
(II) calculate energy change
∆H := H(Xcurrent)−H(Xrandom).
( III ) if ∆H < 0:
Xcurrent := Xrandom.
else:
( i ) create random number ξ ∈ [0, 1).
( ii ) if ξ < exp [−β∆H]:
Xcurrent := Xrandom.
(IV) calculate A(Xcurrent) and add to sum s.
4. calculate average
〈A〉 := sN .
Code D.3: Pseudo-code for the Metropolis criterion utilizing the transition probability
given in Equation (D.13).
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D.2. Periodic Boundary Conditions and Minimum Image
Convention
The simulation of molecular systems have, compared to experiments, a fundamental draw-
back: their limited size. This applies to MC as well as to MD simulations. Generally, exper-
iments are conducted with samples large enough to yield the desired results. For instance,
when measuring the surface tension of a liquid, a sufficient container of the liquid is used. Its
complete simulation is not feasible due to the large number of particles2 and the finite power
of the computers in use. We are thus always modeling a certain region of the container and
impose a limited simulation volume, which is magnitudes smaller than that of the experiment.
This results in unwanted behavior due to the hard walls of the simulation box. They may be
circumvented by introducing periodic boundary conditions as depicted for a two-dimensional
case in Figure D.2. The idea behind periodic boundary conditions is to artificially create
images of the simulation volume in its direct neighborhood. It is shown as the central, bold
boarded square. The virtual images are denoted with A to H in the respective figure. In each
of the virtual systems the same processes are performed. This means that if a particle, like
the unfilled dot, leaves the simulation volume to the top in direction of B, it re-enters the
same volume from the other side, i.e., from the virtual image G in this case. Note that these
conditions can be applied either in one direction only or, as it is the case for our simulations,
in all directions. The periodic boundary conditions are used within the Metropolis algorithm
of the morphology generator, which is explained in the next section.
Figure D.2.: Depiction of a two-dimensional simulation volume (bold bordered) embedded inside
its virtual images A to H, due to the periodic boundary conditions. Inside the simulation
volume are two particles, i.e., filled and unfilled circles. Around the filled particle, the cut-off
radius rcut is drawn. It is used for the minimum image convention. This picture is made in
style of [5].
2in the order of 1023 particles
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Under periodic boundary conditions, the calculation of distances is altered. Distance calcula-
tions appear when small angle scattering is performed3 or when the radius of gyration of the
clusters is calculated, i.e., when the size of the filler networks is determined. The principle
calculation of small angle scattering data via simulation is described in subsection 2.3.3 and
in Appendix C. The calculation of the squared radius of gyration is given in Equation (2.14).
The correct calculation of distances in both cases is achieved by using the so-called minimum
image convention. It ensures that the particle only interacts with neighboring particles within
a minimum distance, whether it is with the ’real’ particle or just with its virtual image due to
the periodic boundary conditions. This is illustrated with the filled circle with the radius rcut
in Figure D.2. The correct value of rcut depends on the simulation method and the physical
description of the system. Here, we use rcut = L/2. This is also the largest feasible value,
because otherwise the particles could interact with themselves due to their periodic images.
If we now wanted to calculate, for instance, the minimum distance between the filled and the
unfilled circle, i.e., dmin•◦ , then it is not done within the original simulation volume. Instead,
the distance to the virtual image of the particle in H is calculated. Mathematically, this is
achieved by calculating the minimum distances in x and y direction via
xmin•◦ = x•◦ − L · round (x•◦/L) ,
ymin•◦ = y•◦ − L · round (y•◦/L) .
(D.14)
Here, x•◦ and y•◦ are the distances along the indicated axes between the filled and unfilled
circle inside the same simulation box and L is the linear dimension of the box. Subsequently,
the minimum distance is easily calculated via
dmin•◦ =
√
(xmin•◦ )2 + (ymin•◦ )2. (D.15)
A generalization for three dimensions is achieved straightforwardly.
D.3. The Morphology Generator
This section is dedicated to the core of our simulation methodology: the morphology genera-
tor. Briefly described, it consists of particles, which we model as cubic cells on an attendant
cubic lattice. The number of particle types as well as their amounts is variable and changes
throughout this work. An initial description is given in the beginning of chapter 2. The changes
due to the introduction of other particle types is given in the beginning of the subsequent
chapters chapter 3 and chapter 4.
The core of the morphology generator is the Metropolis algorithm and thus the Metropolis
criterion. It depends on the surface free energies, which are assigned to each side of each
cubic particle type. By employing different MC moves, elucidated in the according chapters,
we minimize the free enthalpy, G, of the system. The random path we take through the phase
space produces different morphologies, which we analyze by means of our screening methods
3To be more precise: It appears in the calculation of the pair correlation function, g2(r).
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(cf. chapter 2). The length of the path is measured in MC steps. Each step may consist of up
to two moves, depending on the number of particles types and their individual properties.
The goal of this section is to derive the Metropolis criterion and subsequently the Metropolis
algorithm. Thereafter, we show by considering an example that the free enthalpy is minimized
by it. Although the core is the Metropolis algorithm, several other functions are implemented
into the morphology generator. It is thus reasonable to consider a simplified flow chart of the
complete program and to discuss the individual functions – at least in their basic concepts.
D.3.1. Derivation of the Metropolis Criterion
The characteristic state function of the isothermal–isobaric ensemble is the free enthalpy, G.








Here, the quantities Gi denote the free enthalpies at fixed configurations, i. This simply






with G = N∂G/∂N and Gi = N∂Gi/∂N (extensivity).
In Appendix B, we derived that the surface free energy, γ, is the change of the free enthalpy,







For our model it is, however, necessary to consider the interfacial tension, because different
particles are brought into contact. It is then reasonable to count the type of face-to-face
pairings, j, and to fix the cells of a certain type, k. In addition, we thus find at equilibrium
dG|T,P,Nk = γjdAj , (D.18)
where Nk is number of cells of type k. γj denotes the interface tension of a face-to-face pairing
of type j and Aj = nj a denotes the attendant total area of j-type interfaces in the system.
a is the effective contact area per face, which we assume to be the same for all j. Note that
the summation convention applies here. The interface tension between two surfaces α and β
is given due to Owens and Wendt (cf. Table B.1), i.e.,











Along the random path in phase space the free enthalpy is consequently minimized according
to the Metropolis algorithm. The change in the free enthalpy is, however, equivalent to the
change in the interfacial tensions, as can be seen from Equation (D.18). This change is given by
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the difference in work of adhesion, ∆W (γ), for which we consequently find ∆W (γ) = −γj∆Aj
and thus for the transition probability
exp [β∆W (γ)] = exp [−γj∆Aj ] = exp [−βγja∆nj ]. (D.20)
1 1. pick random cube.
2 2. rotate by multiple of π/2 in random plane (e.g. x−y plane):
3 (I) calculate change in work of adhesion
4
5 ∆W (γ) := ∆Wnew(γ)−∆Wold(γ).
6
7 (II) create random number ξ ∈ [0, 1).
8
9 ( III ) accept if :
10
11 exp [β∆W (γ)] ≥ ξ.
12
13 3. pick random diagonal neighbor pair.
14 4. exchange cubes:
15 (I) calculate change in work of adhesion
16
17 ∆W (γ) := ∆Wnew(γ)−∆Wold(γ).
18
19 (II) create random number ξ ∈ [0, 1).
20
21 ( III ) accept if :
22
23 exp [β∆W (γ)] ≥ ξ.
Code D.4: Pseudo-code for the Metropolis algorithm used within the morphology
generator. Note that the calculation of the free enthalpy is not explicitly stated.
Note also that this code can change depending on the type of cubic cells.
With this criterion, the generated system configurations satisfy Equation (D.16) on aver-
age. The pseudo-code for the Metropolis algorithm for the morphology generator is given in
Code D.4. Note that this algorithm may change depending on the cubic cells in use. Which
MC moves are used is always stated in the beginning of each chapter. Away from equilibrium,
this algorithm drives the system towards the lowest possible free enthalpy, G, and the number
of MC moves should be a rough measure of time. This may be justified by the local nature of
the moves in conjunction with the assumption of a local equilibrium. The latter is commonly
invoked during the derivation of transport equations in the framework of non-equilibrium
thermodynamics [6]. Nevertheless, it is certainly true that the basic rate constants for the
underlying process are input to the MC [2]. Fixing the attendant unit of time of course is a
separate problem.
In this work, we circumvent this by comparing the size of the aggregates at different stages
of the MC with corresponding small angle scattering results from experimental systems. Fur-
thermore, the mass fractal dimension of the aggregates is taken into account. On a larger
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spatial scale, the mass fractal dimension of the filler network may be used for comparison
between simulated morphologies, depending on the number of MC steps per cube, and ex-
perimental morphologies. It is also important to note that the flocculation starts far from
equilibrium, which is never quite reached in our simulations as well as in the experiments. The
results we discuss throughout this work are extracted from the simulation when changes are
very slow in sense of MC steps. This in particular makes our results, addressing the general
dependence of morphology and surface free energy, comparable to attendant experimental
studies, which also are conducted on transient, slowly varying material structures. Through-
out this work, we investigate the general dependence of morphology and surface free energy.
This addresses questions like whether the filler is preferentially dispersed within a certain
polymer, accumulates at its interface or produces larger structures inside of it. The general
answer to these questions, which the algorithm provides after a large number of MC steps
when the ’dynamics’ of the system have become very slow, is not expected to depend much on
the dynamics at a later stage. This is exemplarily investigated with the long term evolution
in chapter 3. Therein, it is shown that the aforementioned preferences of the filler particles do
not change for longer simulation times. It is, however, shown that the best comparison with
experimental values is not always achieved after a large number of MC steps. This means
that, for instance, aggregates are likely to keep growing as the simulation continues or that
the interfacial lengths of a specific type increase continuously.










Figure D.3.: Minimization of the free enthalpy by employing the Metropolis criterion of the
morphology generator. Although 1011 steps are performed, the difference in the free enthalpy
from the initial configuration still changes. This indicates that the equilibrium is still not
reached.
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To show that by employing this Metropolis criterion the free enthalpy of the system is really
minimized, we consider Figure D.3. It shows a log-log plot of the difference of the free enthalpy
from the initial configuration ∆G vs. the number of MC steps in the case of our morphology
generator. The underlying system is a 50/50-NR/SBR, i.e., natural and styrene-butadiene
rubber, blend with 20% filler content, γdf = 20mJ/m2, γ
p
f = 10mJ/m2, and T = 413K. Note
that for this system the initial free enthalpy has roughly a value of Ginit = −1.696 ·108 J. The
long term structural evolution is considered to show that even after the longest considered
simulation time an equilibrium is still not reached. It can, however, be seen that after an initial
steep decrease the system continues to minimize the free enthalpy with a considerably lower
rate. The discussion of the number of MC steps in chapter 3 showed that good agreement
to experimental values is obtained after this region. At 1010 steps, systems started to show
behavior not seen experimentally. Consequently, systems should be evaluated after 108 to
1010 MC steps.
D.3.2. Functionality
Figure D.4 shows the flow chart of the morphology generator on the left hand side together
with the subsequent evaluation of the morphologies by applying the screening methods shown
on the right hand side. In the following, we want to discuss the single steps within the flow
chart of the morphology generator.
Figure D.4.: Flow chart of the morphology generator and the subsequent evaluation of the
morphologies. The left hand side of the flow chart shows the steps performed using the
morphology generator. The single steps are described in more detail in the text. The right
hand side shows the evaluation of the generated morphologies. After their extraction, they
are fed into the screening methods and subsequently analyzed. Note that information from
the morphology generator itself is used additionally for a more detailed analysis.
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In the first step, the initial configuration of the system is created. This includes assigning
the coordinates to each cubic cell as well as its type. The type of the cell is determined by
the filler volume content φ in the case of single polymer systems (cf. chapter 2), i.e., cells
are either polymer or filler. For systems containing polymer blends it is determined by φ and
the ratio of the individual polymers, i.e., the cells are either filler, polymer A or polymer B.
The filler cubes are subsequently assigned the property treated with probability θ to each
individual side. When assigning the cell type and the individual surfaces of the filler cubes,
the surface free energies of the sides are set accordingly. Thereafter, the free enthalpy of the
initial state is calculated, i.e., the work of adhesion, W (γ), between all interfaces.
Next, the flocculation process is mimicked by performing the MC simulation. The according
pseudo-code for the algorithm is given in Code D.4. Figure D.5 shows the corresponding flow
chart of the algorithm. While it is mostly discussed in each of the main chapters of this work,
it is worth to note that after a certain number of MC steps information about the system is
extracted. This includes the coordinates of all particles, i.e., the morphology, as well as the
interfacial lengths and the free enthalpy. We saw in the former section that this is the quantity
whose average is calculated and which is minimized along the path through phase space. The
first extraction is done after n = 104 steps. Thereafter, they are extracted an magnitude of
steps later until the maximum number of MC steps is reached. This is reasonable when we
consider the change in the free enthalpy in Figure D.3. In the first ten million steps, significant
changes in the morphology must take place. Thereafter, the changes reduce strikingly and a
’snapshot’ of the system after a longer simulation time is sufficient. The coordinates are then
used by the screening methods. Just from this information alone, the system can be analyzed
in detail. We can obtain the structure of the generated morphology, the size of the aggregates,
and their mass fractal dimension, and, if the system is large enough, even the mass fractal
dimension of bigger structures. For a deeper understanding, however, additional information
must be considered. With the interfacial lengths, from which we calculate the wetted surface
fractions (cf. chapter 2), the TEM pictures can be interpreted. For the identification of a
possible filler network, we must label the filler clusters inside the elastomer matrix. This is a
crucial step to understand the morphologies in full detail.
Before the clusters are identified and labeled, but after the MC simulation is finished, the
free enthalpy of the final configuration is calculated and in addition, the interfacial lengths
are determined.
Cluster labeling is a common problem encountered in the analysis of lattice models. A very
fast and prominent algorithm in two dimensions is given by the Hoshen-Kopelman algorithm.
For its detailed functionality we want to refer to the original paper [7]. A three dimensional
adaptation of the same algorithm turned out to be a very exhausting task. Thus, a different
approach was chosen. At this point it is stressed that the algorithm to identify the clusters
was developed and coded by my colleague Sven Engelmann. It utilizes double linked lists.
Here we want to briefly discuss how it works.
In the beginning, the complete lattice is searched for filler particles, which are in direct
contact with each other and whose sides are both ’untreated’. Those particles follow our
cluster definition from chapter 2. Other definitions can be implemented straightforwardly. To
find every connection, it is sufficient to perform this search in one direction of each spatial
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Figure D.5.: Flow chart of the MC algorithm according to Code D.4 used inside the ’perform
MC simulation’ block in Figure D.4. Note that the random cube rotation is ignored in the
case of untreated filler particles (cf. chapter 3). The extraction after n steps is generally
performed for the first time after n = 104 steps. Thereafter, an magnitude of steps later
until n = MCmax, i.e., the maximum number of MC steps is reached.
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dimension for each particle. Because we are dealing with cubes, we chose bottom, right, and
front. This produces several lists of pairs. For instance, we may find
0↔ 1 and 1↔ 2 and 3↔ 4. (D.21)
The numbers indicate the position of the particles on the lattice. In a next step, a label
counter is set and a new (empty) list is generated. The first pair is then inserted inside this
new list and removed from the list of pairs. The new list then looks like this
0↔ 1, (D.22)
and the list of pairs like this
1↔ 2 and 3↔ 4. (D.23)
The first entry of the new list is used to search for any coincidental entry in the leftover pairs.
For our example this means that the 0 is used and compared to the entries 1 and 2 as well as
3 and 4, which do not coincide. Then the second entry of the new list is used and the process
is repeated. For 1, we find an entry in the 1↔ 2 pair. The 2 is then taken, added to the new
list, and the pair is deleted from the list of pairs. Subsequently, we find for the new list
0↔ 1↔ 2, (D.24)
and for the list of pairs
3↔ 4. (D.25)
Then the 2 is used to search for any coincidental entries in the list of leftover pairs. We find
no match and thus the list with the three entries 0, 1, and 2 is assigned the label set in the
beginning of the process. Then, the process starts over with the leftover pair in the list of
pairs. A new label counter is set and a new (empty) list is generated. The pair is added to
the new empty list and deleted from the list of pairs, which is now empty. Consequently, the
process terminates.
In a last step of the morphology generator, the clusters are then evaluated. For instance, we
find for our example two clusters. One with mass three, consisting of particles at positions
0↔ 1↔ 2, and one with mass two, consisting of particles at positions 3↔ 4. An additional
quantity is their size, i.e., their radius of gyration, which can be calculated according to
Equation (2.14). All this information is used in addition to that obtained by the screening
methods to evaluate the morphologies in detail.
D.4. References 265
D.3.3. Runtime
The runtime of each of part of the morphology generator varies tremendously. While the ini-
tialization, calculation of the free enthalpy and interfacial lengths, and the cluster evaluation
is very fast (all algorithms have an order of O(N), where N = L3 is the number of cubic
cells, i.e., the volume of the system), the MC part and the cluster labeling consume most of
the runtime.
The MC algorithm also has a linear order, but with O(n) where n is the number of MC steps.
For the most part of this work, we fixed n = 103 ·N . However, we find that for some systems
more steps are rejected than for others. This varies for the ingredients in use, i.e., the surface
free energies. The result is an additional amount of required time. We roughly find that every
one hundred thousand steps take approximately one second. For the systems mostly used
throughout this work we consequently find runtimes of tMC ≈ 10−2 ·N = 10−2 ·1283 = 21000
s, which is roughly six hours4. Nevertheless, this shows why increasing the number of MC
steps in chapter 3 by factor of roughly fifty consumes so much time and becomes an issue:
Fifty steps per particle more on average results in a runtime of roughly 300 hours, i.e., more
than twelve days.
The cluster labeling is of different order. While the identification of pairs is again of order
O(N), the subsequent merging of the lists is of order O(P 2), where P is the number of pairs.
This number is Pmax = 3N in the worst case, which results in an order of O(N2). This worst
case, however, never happens. For that, the filler content φ has to be 100% and the particles
have to have no surface treatment at all. A reasonable upper threshold for the mean number
of pairs is approximately given by Pmean = 3Nφ. This results in roughly one magnitude of
operations less for the φ values used within this work compared to the worst case scenario.
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268 Table of Variables
Table of Variables
variable description unit
[X] unit bracket: states unit of variable X 1
a effective contact area between particles nm2
A general surface area m2
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