We consider a sequence t1, . . . , t k of XML documents that is produced by a sequence of local edit operations. To describe properties of such a sequence, we use a temporal logic. The logic can navigate both in time and in the document, e.g. a formula can say that every node with label a eventually gets a descendant with label b. For every fixed formula, we provide an evaluation algorithm that works in time O(k·log(n)), where k is the number of edit operations and n is the maximal size of document that is produced. In the algorithm, we represent formulas of the logic by a kind of automaton, which works on sequences of documents. The algorithm works on XML documents of bounded depth.
INTRODUCTION
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Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for prof t or commercial advantage and that copies bear this notice and the full citation on the f rst page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specif c permission and/or a fee. PODS '11, June 13-15, 2011 , Athens, Greece. Copyright 2011 ACM 978-1-4503-0660-7/11/06 ...$10.00. document is modified by a sequence of local update operations. Each update adds, removes or relabels a node of the document. We want to know if these updates preserve some correctness constraint. This kind of problem is called incremental evaluation. Suppose, for instance, that the correctness constraint is given by a DTD, or more generally a regular language of unranked trees. This problem is solved by an algorithm of Balmin, Papakonstantinou and Vianu [4] . The algorithm maintains a data structure, and every update on the tree requires an update to the data structure that is done in time
where Q is the state space of the automaton for the correctness constraint and n is the size of the current document. If the correctness constraint is given by an XPath query, the translation from the query into a tree automaton can result in a state space Q that is exponential in the size of the XPath query. The problem has been addressed by [6] , which provides algorithms that work directly with XPath queries. A limitation of incremental evaluation, as described above, is that the property talks only about the current version of the XML document. In this paper, we study properties that compare versions of the document in different times. Here are some examples:
1. Every order node eventually gets an approved child.
That is, if at some time i a node x has tag name order, then at some time j ≥ i node x has a child with tag name approved.
2. Every node with one child gets a second child in at most two steps. That is, if at some time i, a node x has one child, then node x has at least two children in any time j ≥ i + 2.
To express these examples, we need a logic or formalism that is evaluated not in a single document, but in a sequence of documents t1, . . . , t k .
We use the name document evolution for such a sequence. In this paper we define a logic for document evolutions, which captures the two examples given above. We then study the evaluation problem for formulas ϕ of the logic:
• Input. A document evolution t1, . . . , t k .
• Output. Does ϕ hold in the document evolution?
As in incremental evaluation, the document evolution on the input is not an arbitrary sequence of documents, but a sequence where t1 is an empty document and ti+1 is obtained from ti by doing a local update that consists of adding, removing or relabeling a single document node. In this case, the size of document ti is bounded by i. If the updates consist exclusively of adding nodes, then after time k the combined size of the documents t1, . . . , t k is quadratic in k.
We want an algorithm that works well for large XML documents, with millions of nodes or more. For documents of this size an algorithm that is linear in the combined size of the documents t1, . . . , t k , and therefore quadratic in k, may be impractical. However, when the document evolution is a result of local updates, there is no reason to read the whole document ti for every i ∈ {1, . . . , k}, because this document is almost identical to ti−1. The principal contribution of this paper is an algorithm for the evaluation problem that runs in time
where k is the duration of the document evolution and n is the maximal document size (of course n ≤ k). We present the algorithm only for XML documents of bounded depth, although we believe it should work for documents of unbounded depth.
To the best of our knowledge, the problem of efficiently evaluating logics on document evolutions has not been studied before. In this paper, we try to optimize the data complexity of the problem, and we assume that the formula of the logic is fixed. Unfortunately, the query complexity of our algorithm is very bad: the constant hidden in the expression O(k · log(n)) is nonelementary in the size of the formula of the logic. That is why this paper is more like a proof of concept: even when the correctness property compares different versions of the document, it is still possible to have an algorithm with very good data complexity.
In this paper, we only talk about the tag names and tree structure of XML documents. That is, we model an XML document as an unranked tree over a finite and fixed alphabet (the tag names). Any additional data in the document, such as attribute values, is ignored. Logics and automata that talk about such additional data are a lively research topic, see the survey [13] , and in the future we would like to extend our results to the richer logics. Note that for logics that depend on attribute values, such as XPath, the incremental evaluation problem seems to be difficult already for formulas that talk about only the current state of the document. In particular, we are not aware of any algorithm that would be significantly faster than simply reevaluating the XPath query on every new version of the document. By significantly faster we mean an algorithm that would require polylogarithmic time per update operation. Observe that in the presence of additional data, an evalution algorithm for XPath (without any time aspects, just evaluating a query in a given document) with linear data complexity has appeared only recently [8] .
Related work. As already mentioned, [6] studies the problem of incrementally maintaining the result set of a XPath query on a changing XML document. Algorithms are provided for several fragments of XPath. The queries from [6] talk only about the current document, and cannot study the change of the structure of the document in time.
There have been efforts to extend the XPath query language to make it time-aware [9] . In this work we choose to work with a temporal logic to talk about different instants of the evolution of a document.
In a similar setup, there have been works on the incremental maintenance of the validity of regular languages [4, 5] , where the validity of an XML Schema, a DTD or a specialized DTD is checked to be preserved throughout the document evolution.
Abiteboul, Herr and Van den Bussche [3] study the expressive power of some of the logics we work with.
The model of evolution of documents is also related to regular model checking [2] . In this field, the evolution of the document is dictated by a regular transducer, whereas here updates can occur anywhere and in any order, in an incremental way. In this context, [1] treats a logic similar to ours, LTL(MSO), where first and second order variables are interpreted over positions of the document, and tempral operatores are used to navigate the word in time.
TWO LOGICS
In this section, we define the logics that we use to describe document evolutions. As presented in the introduction, the update operations are: adding and removing nodes, as well as relabeling. In order to simplify the complicated evaluation algorithm, and the definitions of the logics, for the most part of the paper we only use relabeling, and do not add or remove nodes. In particular, all documents in a document evolution will have the same nodes. In Section 7, we come back to the implementation of adding and removing nodes.
Fix an input alphabet A. We deal with finite, unranked, sibling-ordered trees with nodes labeled by A. The domain of a tree is the tree without the labels. A document evolution is a sequence of trees t1, . . . , t k . The number k is the duration of the document evolution, and the number n of nodes in the domain is the document size of the evolution. We work with the assumption that all documents have the same domain. This assumption is made for technical reasons to simplify the algorithm, but this assumption can be lifted, as explained in Section 7. Throughout the paper, we will preserve the convention that n refers to the document size and that k refers to the duration. We use x, y, z to refer to nodes in the domain and variables i, j to refer to moments in time.
In this section we define two logics to describe document evolutions. The first logic is a variant of first-order logic. The second logic is a variant of temporal logic. The evaluation algorithms of this paper are for the temporal logic, and the first-order logic is described mainly to provide some background.
First-order logic.
A document evolution t1, . . . , t k with domain X can be treated as a relational structure. The elements of the structure are pairs (x, i) ∈ X × {1, . . . , k}.
The relational structure is equipped with the following predicates. For each letter a ∈ A in the input alphabet, we have a unary predicate a, which holds for an element (x, i) if node x has label a in the document ti. There are three binary relations:
• The descendant order ≤ desc which ignores the time coordinate of its arguments and compares the nodes for descendant relationship.
• The document order ≤ doc which ignores the time coordinate of its arguments and compares the nodes for document order relationship. This corresponds to the total order induced by the preorder visit of the tree.
• The time order ≤t which ignores the node coordinate of its arguments and compares the times.
Because the predicates above ignore one of the coordinates, they are not antisymmetric when k ≥ 2 or n ≥ 2. Using these predicates, we can write formulas of first-order logic to express properties of document evolutions. For instance, the following formula says that once a document node gets label a, none of its descendants ever have label b afterwards. (We use p, q for the variable names, because x, y, z are reserved for positions, and not space/time pairs.)
Two-dimensional temporal logic. We now define a logic with temporal syntax, with operators that travel in the time dimension and the space dimension. In particular, formulas of this logic will have no variables. We use the name two-dimensional temporal logic for this logic. This is the principal logic studied in the paper.
In the two-dimensional temporal logic, a formula is evaluated in a pair (x, i) ∈ X × {1, . . . , k} of a document evolution of document domain X and duration k. Instead of quantifiers, formulas use modal operators such G for Globally or U for Until. For instance the property from example (1) is stated as
In the formula above, we begin in the root node in the first document. We then use the G desc Gt operators to say that a ⇒ G desc Gt¬b occurs in all descendants in all later times, and likewise for the smaller formula.
We believe that when describing document evolutions, it is important to allow past operators in the space dimension (i.e. descendants and preceding nodes in document order). For example, consider an XPath unary query α, which selects a position x in a document if it has an ancestor with label a. In XPath syntax this query looks like this: //a// * One might want to say that for every document node x and time i, if node x has label b in time i, then at all later times the node x satisfies the XPath query α
In the particular example of α, we can write F −1 desc a to search for an ancestor of the current node in the current document.
We now provide the formal syntax and semantics of the temporal logic. As remarked above, a formula of the logic is evaluated in a pair (x, i) of a document evolution t1, . . . , t k . We fix this document evolution in the definition below.
• For every letter of the alphabet, a is a formula. This formula is true in (x, i) if node x has label a in document ti.
• Boolean connectives are allowed, with the usual semantics.
• If ϕ, ψ are a formulas, then ϕU desc ψ is a formula, which is true in (x, i) if there exists a node y > desc x such that ϕ is true in all the pairs (z, i) with x < desc z < desc y and ψ is true in the pair (y, i). Observe that we use the strict until operator, which does not use the current position. Often, one uses the non-strict until, which is defined by
The strict until allows one to define all other operators as derived constructs:
desc ψ is a formula, which is the inverse of the U desc operator. This operator is often called since. As in the previous item, we can define all sorts of derived operators.
• Let ≤ sib be sibling order, where x ≤ sib y if x and y are siblings, and x is to the left of y. If ϕ, ψ are formulas, then ϕU sib ψ and ϕU
sib ψ are formulas, defined in the same way as before, for the sibling order ≤ sib .
• Finally, we allow an until operator Ut that works in the time dimension, i.e. ϕUtψ holds in (x, i) if there is a time moment j > i such that ϕ is true in the pairs
and ψ is true in the pair (x, j).
Observe that we do not allow a since operator in the time dimension. Such a logic would make perfect sense, but we do not know how to extend our evaluation algorithm to cover a since operator in the time dimension. In fact, it seems that the two dimensional temporal logic with since and until is strictly more expressive than with only until, the witness property being "there is a time moment i such that t1 = ti". As far as the space dimension is concerned, our logic behaves like two-way CTL. Two-way CTL is first-order complete, see [12] . We could even allow more powerful operations in the logic. This is because our evaluation algorithm represents the formula as an alternating automaton. Then, our algorithm works even if we make tests for any regular properties at fixed time moments.
EVALUATION
The subject of this paper is evaluation of logical formulas on document evolutions. We are not interested in the satisfiability problem, because it is undecidable for all the logics described here, by using a document evolution to describe a run of a Turing machine.
1
The evaluation problem for a logical formula ϕ is stated as follows.
• Input. A document evolutiont.
• Output. Does the formula hold int?
When measuring the complexity of the problem, we use two parameters of the document evolutiont: the document size n and the duration k.
First-order logic. In this paper, we are mainly interested in the logics that are temporal in at least one of the two dimensions of space and time. Why not first-order logic where the variables range over space/time pairs? A document evolution of document size n and duration n = k can encode any graph with n vertices, since it is essentially an n × k matrix. Therefore, evaluating first-order logic on document evolutions is the same as evaluating first-order logic on graphs, or arbitrary relational structures for that matter. The latter is a fascinating and widely studied topic, but it is not the topic of this paper.
An optimal algorithm for the two-dimensional temporal logic. There is a simple optimal algorithm for the twodimensional logic.
Theorem 1. The evaluation problem for two-dimensional temporal logic can be solved in time O(k · n).
Proof. Suppose that X is the domain of the document evolution. By induction on the size of a formula ϕ, we show that the set of pairs (x, i) ∈ X × {1, . . . , k} in a document evolution t1, . . . , t k that satisfies ϕ can be computed in time
Suppose that we want to compute the pairs where ϕUtψ is satisfied. For document node x ∈ X, we scan the document evolution from time k to time 1. Using the precomputed information on ϕ and ψ we can compute the bigger formula. A similar argument works for the other operators. For the space operators, one needs to do a bottom-up or top-down pass through the trees.
Observe that the algorithm above would also work if we allowed a since operator in the time dimension. The since operator will be a problem in our later algorithm.
If the document evolutions are arbitrary sequences of documents, with no restriction on small differences between consecutive documents, then this naive algorithm is optimal. All n · k positions of the document evolution must be read for some queries, e.g. the query "all nodes in all times have label a."
Incremental evaluation. The incremental evaluation problem is a variant of the evaluation problem, where we assume that the document evolution is the result of applying a sequence of local updates to an initially empty document.
Here empty means that all nodes have the same blank label. Formally speaking, the input of the incremental evaluation problem consists of: a tree domain X, a duration k ∈ N, an initial letter a ∈ A and a sequence of pairs
Given this input, we define a document evolution t1, . . . , t k as follows. The first document t1 has all nodes labeled by a.
Once ti has been defined, ti+1 is defined as ti with position xi changing label to ai. A document evolution obtained from such a sequence of relabeling operations is called an incremental document evolution.
In the (general) evaluation problem, reading the input requires time n · k. In the incremental evaluation problem, reading the input requires time k, so the simple lower bound of O(n · k) does not hold any more. The principal contribution of this paper is that the incremental evaluation problem can be solved more efficiently, as stated in the following theorem.
Theorem 2 (Main Theorem). Fix a formula ϕ of the two-dimensional temporal logic. The incremental evaluation problem, on a document evolution of document size n and duration k can be solved in time O(k · log(n)).
In the theorem above, the constant in the O notation depends on the formula ϕ. As a function of ϕ, the constant grows faster than any tower of exponentials. That is why this paper is intended more as a proof of concept, the concept being that the incremental evaluation problem can be done in time smaller than the obvious O(n · k).
AN AUTOMATON MODEL
In this section we define an automaton model that accepts or rejects document evolutions. This automaton can capture the two-dimensional temporal logic, and even some extensions. Our evaluation algorithm works with the automaton.
Regular queries.
A regular tree language is like a boolean query for trees: it says yes or no to each tree. In this paper we also use unary queries, binary queries and so on. An mary query over trees, with input alphabet A, is a function f which maps every tree over alphabet A to a set of m-tuples of nodes in the tree. An example of a binary query is one that maps a tree to the set of all pairs of nodes (x, y) such that there is an even number of a's on the shortest path from x to y.
We will be using regular queries, which are queries that can be defined by formulas of MSO logic with free individual variables, see e.g. [11] . Regular queries can also be described in other ways, different than MSO formulas, e.g. by automata or monoids. The way we describe regular queries is not very important for our evaluation algorithm (actually, the algorithm uses monoids as its internal representation). In particular, the bad query complexity of our algorithm is not due to the use of MSO in the automaton, the algorithm would have nonelementary complexity even with regular queries represented in some less succint way, e.g. by monoids.
Document update processing automata. We now introduce the automaton model, which we call a document update processing automaton. Such an automaton, call it A, is given by the following ingredients.
• An input alphabet A.
• A set of states Q, an initial state q0 and a set of accepting states F ⊆ Q. The states are partitioned into Q ∃ and Q ∀ . (This is a kind of alternating automaton.)
• A finite set ∆ of transitions of the form (q, ϕ, p) where q, p ∈ Q and ϕ is a binary regular query over input alphabet A.
An input for the automaton is a document evolution t = t1, . . . , t k with domain X, where the trees are over alphabet A. The automaton accepts the document evolution if player ∃ wins the following perfect-information, finite duration, two-player game, call it G Ā t . Positions of the game are triples of the form (q, x, i) where q ∈ Q is a state of the automaton, x ∈ X is a node, and i ∈ {0, . . . , k} is a moment in time. The interpretation of i is that we are about to read the tree ti+1. The initial position is (q0, root, 0), i.e. the game starts in the initial state, in the root, and before reading the first tree in the document evolution. When in a game position (q, x, i) with i < k, the player who owns state q chooses a new game position (p, y, i + 1) such that
is a transition of the automaton and ϕ selects the pair (x, y) in the document ti+1. When a game position of the form (q, x, k) is reached, the game is finished, and player ∃ wins if q is accepting, otherwise ∀ wins. A position in the game is called winning for ∃ if he can win the game starting in that position.
From two-dimensional logic to dupa automata
Proposition 3. For every formula ϕ of the two-dimensional temporal logic there is a document update processing automaton that accepts the same document evolutions.
Proof. States of the automaton are subformulas, so the size of the automaton is quadratic in the formula. The translation is as usual when going from temporal logic to an alternating automaton.
Ordered automata. We say a transition (p, ϕ, q) in a document update processing automaton is a local transition if the formula ϕ only selects pairs of the form (x, x) in every tree (in wich case, ϕ is essentially a unary query). An automaton is called ordered if there is a ranking function Ω : Q → N on its states such that performing any transition preserves or decreases the rank, and performing a non-local transition decreases the rank. It is possible that several states have the same rank, in which case the states can be connected only by local transitions. Observe that the automaton produced in Proposition 3 is an ordered automaton, the ranking function refers to the size of the subformula corresponding to the current state.
The principal technical result of this paper is that ordered document update processing automata can be evaluated efficiently.
Theorem 4. Fix an ordered document update processing automaton. Whether or not the automaton accepts a document evolution of duration k and tree length n can be tested in time O(k · log(n)).
Thanks to Proposition 3, the theorem above also yields an evaluation algorithm for the two-dimensional temporal logic, of same complexity, as stated in Theorem 2. The evaluation algorithm is described in Sections 5 and 6. Due to the complicated structure of the algorithm, we describe it for the case of words (which can be seen as the special case of trees with only one path). In Section 7 we comment on how to extend the algorithm for trees.
LOCAL ORDERED AUTOMATA
In this section we show how to evaluate a local automaton, which is a document update processing automaton where only local transitions are allowed. In the next section, the ideas on local automata are extended to the general case of ordered automata with non-local transitions.
As mentioned before, we describe the algorithm for words and not trees. In particular, the tree domain is now given by just specifying the word length n, in which case the domain is {1, . . . , n}. We will prove the following theorem in this section.
Proposition 5. Fix a local automaton. The automaton can be evaluated on incremental document evolutions of word length n and duration k in time O(k · log(n)).
Actually, we prove a slightly stronger result. We will create a data structure such that for every node x ∈ {1, . . . , n}, one can tell in time O(log(n)) if the automaton accepts the word if it begins in the initial state in node x. So, in a sense, we evaluate the local automaton for all nodes in the word simultaneously.
We fix for the rest of this section a local automaton. We also fix an input to the automaton, i.e. an incremental document evolution w1, . . . , w k ∈ A n .
Our goal is to determine if the automaton accepts this word.
In the algorithm, we will refer to the differences between successive words wi and wi+1, so we assume that the incremental document evolution is given by a sequence of relabeling operations.
Monoids for queries.
In this section, we assume that all of the transitions are local, i.e. every transition is of the form
where ϕ only selects tuples of the form (x, x) in every word. Therefore, we will simply treat ϕ as a unary query. Instead of MSO logic, we use monoids to describe regular queries. We describe the monoid approach to unary queries below. Suppose that
is a monoid homomorphism. The unary α-type of a node x in a word a1 · · · an is the triple
We say the homomorphism α recognizes a unary query ϕ(x) if there is a set of triples
such that a node x is selected by the query ϕ in a word w if and only if the unary α-type of x in w belongs to H. For every unary MSO query there exists a monoid homomorphism that recognizes it. The monoid M might be nonelementary in the size of the query. (This translation of MSO into monoids is not the only reason for bad query complexity, our algorithm has nonelementary query complexity even when the monoids M are small.) We fix a single monoid homomorphism α : A * → M that recognizes all the queries that appear in the transitions of the automaton. This can be done by using the direct product of all the monoids for all the queries. When referring to unary types, we omit the name of α, because it is the only homomorphism we use.
Zones. We begin by introducing some notation. We write x, y, z for positions in the words, i.e. for elements of {1, . . . , n}. A zone is defined to be any connected set of positions, i.e. a zone is a set {x, x + 1, . . . , y} for 1 ≤ x ≤ y ≤ n. We write X, Y for zones, and we also allow an empty zone. If X is a zone and w is a word with n positions, then w|X is the word obtained from w by only keeping positions from X. The type of a zone X in a word w is defined to be α(w|X). Zones X1, . . . , Xm are called consecutive if the last node in zone X1 is the predecessor of the first node in X2, and so on until Xm−1 and Xm.
The environment of a zone X inside a zone Y ⊇ X is the difference Y − X. Such an environment is the union of two disjoint zones, the one to the left of X and the one to the right of X. The type of such an environment is the pair of types of these two disjoint zones. We write
for the set of possible types of such environments. The external type of a zone X is the type of its environment with respect to the set {1, . . . , n} of all word positions. We write τ, σ for external types. For i = 1, 2, we write τ (i) for the i-th coordinate of an external type τ . We can also insert one external type inside another
The idea is that if X ⊆ Y ⊆ Z and σ is the type of the environment Y − X, and τ is the type of the environment Z − Y , then inσ(τ ) is the type of the environment Z − X.
Histories. We write i, j for times, which are elements of {1, . . . , k}. A time interval is defined like a zone, but for times. For a time i ∈ {1, . . . , k} we write ext(X, i) ∈ Externals for the external type of a zone X in the word wi. Consider a zone X and a time interval I = {i, . . . , j}. We define the external history of the interval X in time interval I, denoted history(X, I), to be the sequence ext(X, i), . . . , ext(X, j) of external types of X in the times from the interval I. Since we only talk about external histories, we simply write history from now on. We only use the value history(X, I) when the zone X does not change labels in the time interval I. To underline this requirement, we assume that history(X, I) is undefined otherwise. We write Histories for the set of possible histories, this set includes the undefined history ⊥.
The history toolkit
We define some operations on histories. These operations will be used by the algorithm as a black box.
Monoid operations on histories.
There is an empty history:
The simplest operation we can do on histories is concatenate them. When histories are represented as sequences of external types, this operation is simply sequence concatenation. Later, we represent histories in a more concise way, and the operation becomes less trivial, so we give it a name:
concat : Histories × Histories → Histories.
Applying a history to a node. For a node x and a time i, we define Pxi ⊆ Q to be the set of states q such that the game position (q, x, i) is winning in the game G Ā w . Recall that (q, x, i) describes the situation between words wi and wi+1. The principal goal of our algorithm is to design an algorithm and data structure, so that after the algorithm terminates, each set Px0 can be computed in time O(log(n)) by using the data structure.
Generally speaking, our algorithm will be processing the words in the time evolution in reverse order, beginning with w k and ending with w1. All the information gathered by the algorithm will be propagated from later times to earlier times. We say that a node x does not change label in time i if the label of x is the same in words wi and wi+1.
Lemma 6. Suppose that in the time interval {i, . . . , j}, the label of a position x is constantly a ∈ A. Then the set P x(i−1) is uniquely determined by: the label a, the set Pxj and history({x}, {i, . . . , j}).
Proof. Consider first a history of length one, i.e. j = i. Let history ({x}, {i}) be (σ, τ ). Then the α-type of x in wi is (σ, a, τ ). The set P x(i−1) contains the states q such that either
• q is owned by player ∀ and for every transition (q, ϕ, p), if (σ, a, τ ) satisfies ϕ then p ∈ Pxi, or
• q is owned by player ∃ and there is a transition (q, ϕ, p) such that (σ, a, τ ) satisfies ϕ, and p ∈ Pxi.
These conditions are necessary and sufficient for (q, x, i − 1) being an accepting position in the automaton's game. For longer histories, the lemma is obtained by iterating the statement for histories of length one.
We denote the function that realizes the dependency from the above lemma by
That is, this function is defined so that, under the assumptions of the lemma, we have P x(i−1) = apply(history({x}, {i, . . . , j}))(a, Pxj).
Inheriting the history of a parent. Let Y be a zone that contains X. Suppose that in the time interval I, the input labels of Y −X did not change, and therefore constantly had the same type σ ∈ Externals. In this case,
history(X, I) = inσ(history(Y, I))
where the operation inσ : Histories → Histories
is defined by inσ(τ1, . . . , τm) = inσ(τ1), . . . , inσ(τm).
The algorithm
We now present our algorithm. It uses a fairly natural divide-and-conquer approach (not for nothing there is log(n)). The crux is an efficient implementation of operations on histories, which is described in later sections.
We define logarithmic zones as follows: the set of all positions of {1, . . . , n} is a logarithmic zone; and if X is a logarithmic zone of w and x ∈ X is in the middle of X then X ∩{1, . . . , x} and X \{1, . . . , x} are both logarithmic zones. The properties of these zones are: they are either disjoint or one is included in the other, each position is included in a logarithmic number of them, and there are linearly many of them. We write parent (X) for the smallest logarithmic zone Y X and Logs for the set of all logarithmic zones.
The history tree. We first define the data structure used by our algorithm. An instance D of the data structure consists of four labelings:
Because the logarithmic zones have a tree structure, and because the component D.history is the most important one, we use the name history tree for such an instance D.
We will first compute a history tree for time k, and then will compute it for times k − 1, k − 2, . . . , 0. A history tree D is called correct at time moment i ∈ {0, . . . , k} if the following conditions hold. (The idea is that D describes the situation between words wi and wi+1.)
For every logarithmic zone X and its parent Y ,

D.lastupdate (X) ≥ D.lastupdate (Y ).
In other words, zones intervals are more up to date than smaller zones. (Because the algorithm starts in k and progresses towards 0, information about a smaller time is more up to date.) We say a zone X is up to date (at moment i) if
D.lastupdate (X) = i.
We require that the root logarithmic zone {1, . . . , n} is up to date.
2. Labels cannot change between the current time i and the last update. That is, for every logarithmic zone, all of its input labels have stayed the same in the time interval {i, . . . , D.lastupdate (X)} 3. For every logarithmic interval X, the value D.monoid (X) stores the monoid element corresponding to X at the time of its last update:
In fact we have that D.monoid (X) = α(wj |X) for every i ≤ j ≤ D.lastupdate (X) since wj |X remains unchanged.
4. Suppose that X is a logarithmic interval, and Y is its parent. Then D.history(X) stores the value history (X, {D.lastupdate(Y ), . . . , D.lastupdate(X) − 1}).
In the case when D.lastupdate (Y ) = D.lastupdate (X) the above history is empty.
Suppose that x is a node and let j = D.lastupdate ({x}) and (a, P ) = D.lastlabel (x).
Then the label of x in word wj is a and Pxj = P . Together with condition 2 this means that the input label of x is a during the interval {i, . . . , j}.
The algorithm. The algorithm begins with a history tree D k that is correct and up to date for time moment i = k. Then for each time moment i ∈ {k −1, . . . , 0}, the algorithm calculates a history tree Di that is correct for time moment i. The algorithm that maintains this invariant will manipulate histories. In our complexity analysis, we will use the history operations empty concat apply inσ described in Section 5.1 as black boxes, with unit cost in the algorithm. Later, we will show how the operations can be implemented in constant time.
It is safe to assume k > n, because otherwise our algorithm can ignore the positions where no labels are updated. Therefore, the O(n) precomputation cost of D k will be amortized by the algorithm's O(k · log(n)) complexity.
Lemma 8. Let Di be a history tree that is correct for time i. Let x be a position. We can compute a history tree D ′ i that is also correct for time i and which is up to date at the zone {x}. This computation can be done in time O(log(n)), assuming the history operations have unit cost.
Proof. Consider the logarithmic zones that contain x:
We will compute history trees
which are all correct for time i, and such that D (r) .lastupdate (Xr) = i for r ∈ {0, . . . , m}.
Furthermore, a constant number of operations on the history tree D (r) are sufficient to compute D (r−1) . The statement of the lemma then follows, because m is logarithmic in n.
For the induction base, we simply use D (m) = Di, because item 1 of the correctness conditions says that the root logarithmic zone is always up to date.
The rest of the proof is devoted to the induction step. Suppose we computed D (r+1) and we want to compute D (r) . We simply make the zone Xr up to date in D (r) by setting
and keeping the value of lastupdate unchanged for other logarithmic zones. What else do we need to change in D (r) to make this history tree correct for time i? We examine the conditions of correctness item by item.
1. Item 1 holds because the zones Xr+1, . . . , Xm are already up to date in D (r+1) , and the root zone is unchanged.
We have decreased the value of D
(r) .lastupdate (Xr), which makes item 2 even more true.
3. Let use j for the previously used time in Xr, i.e.
We know from item 2 applied to D (r+1) that no positions have been changed in the zone Xr between the current time i and time j, so we can keep
4. For this item, we change the histories in at most three zones. For the history of Xr, we use the empty history, because Xr is now up to date:
.history (Xr) := empty.
Suppose that r > 0. In this case, Xr has two children zones, call them Y0 and Y1 from left to right. (One of the children is Xr−1, but this plays no role in our argument.) The condition in item 4 could now be invalid for the two zones Y0, Y1, because we have changed the update time of their parent Xr. For l ∈ {0, 1} let j l be
To make the history tree D (r) correct, we should have
so we need to compute the history on the right of the above equation. What we have from the history tree D (r+1) is two histories:
However, we know that from time i to j the external type of Y l inside Xr was the same, call this external type τ l . The value of this external type is taken from the monoid part of the history tree:
By applying the inτ l operation, we can compute the history of Y l between times j and i as follows:
Then, the value of D (r) .history (Y l ) should be set to
.history (Xr))).
5. Let y be any position. If we have the equality
then no change in D (r) .lastlabel (y) is required preserve item 5, because of correctness of D (r+1) . The only case when the equality above can fail is when y = x and r = 0. We study this case below.
Let j = D (1) .lastupdate ({x}). By correctness of D (1) we know that
where a is the label of x in time j. To make item 5 true, we need to have
which requires knowing the set of states Pxi. By the previous item, we have the history
Therefore, we can apply the history above to the pair (a, Pxj) and get the set Pxi from apply(D (0) .history ({x}))(D (1) .lastlabel (x)).
A similar proof yields the following lemma.
Lemma 9. Let x be the position where wi+1 differs from wi. Let D ′ i+1 be a history tree that is correct for time i + 1 and up to date at x. We can compute a data structure Di that is correct for time wi. This computation can be done in time O(log(n)), assuming the history operations have unit cost.
By applying the two lemmas in alternation, we can compute successively data structures
This takes O(k · log(n)) time, and O(k · log(n)) history operations. If we implement histories in a naive way, by writing down a history as a list of pairs, each of the operations will take time linear in the length of the list. This will be a problem for the algorithm, which would run in time O(k · n · log(n)).
The essence of the algorithm is to implement histories so that the operations can be done in constant time. This will be done in Section 5.3.
A constant time implementation of histories
History congruence. Recall the operations on histories that were used as black box operations in the algorithm from the previous section.
empty ∈ Histories concat : Histories × Histories → Histories. apply : Histories → A × P (Q) → P (Q). inσ : Histories → Histories A history congruence is an equivalence relation ∼ on Histories that is a congruence with respect to all the above operations. Formally speaking, a history congruence must satisfy the following conditions whenever h ∼ h
If ∼ is a history congruence, then the history operations can be applied to equivalence classes of ∼. The family of equivalence classes together with the history operations on equivalence classes is denoted by Histories/∼.
Lemma 10. Suppose that ∼ is a history congruence. Then Histories can be replaced by Histories/∼ in the algorithm, and the computed values for Di.lastlabel ({x}) will be the same.
Proof. The algorithm accesses the histories only using the operations.
The constant time implementation of histories is based on the following lemma.
Lemma 11. There is a history congruence where the number of equivalence classes is finite and depends only on the automaton, and not its input (not on n or k).
The idea of the proof is that two histories are considered equivalent if they induce the same mapping:
NON-LOCAL ORDERED AUTOMATA
In this section we generalize the algorithm from the previous section to deal with non-local transitions in an ordered automaton.
The difficulty in this section is a new notion of history. A history is still used to store information about environments of zones, but this information is now more complex.
Preliminaries
Fix an ordered document update processing automaton. Assume that the maximum rank given by the function Ω of the automaton is t. We define the sets of states
Binary types. The automaton now includes non-local transitions, which are of the form (q, ϕ, q ′ ) where ϕ is a binary regular query that may select nodes (x, y) of the word with x = y. As in the previous section, we use monoids to recognize queries. For unary queries, we use the notion of type of a node x as in the previous section. We write Unarytypes α to denote the set of unary α-types, we omit the index α when the homomorphism α is clear from the context.
We extend the notion of type to pairs of nodes. Suppose
is a monoid homomorphism. We define the binary α-type of two nodes x and y in a word w as the element of
containing the three types of the three infixes of the word {1, . . . , i − 1}, {i + 1, . . . , j − 1}, {j + 1, . . . , n}, where i = min(x, y), j = max(x, y), and the labels of positions i and j. The last component says whether x = y, x < y or x > y. We write type α (x, y, w) ∈ Binarytypes α to denote the binary type of x and y on w. For every regular binary query ϕ there is a homomorphism α and a set F ⊆ Binarytypes α that recognizes ϕ, that is, that (x, y) is selected on w by ϕ if and only if type α (x, y, w) ∈ F . We fix a homomorphism α that recognizes all the binary queries in the transitions of the automaton. We omit the index α from the notation.
Node prof les. As in Section 5, the goal of the algorithm is to compute the sets Pxi for positions x and times i.
Suppose that a node x does not change its label between in times I = {i, . . . , j}. Due to non-local transitions, it is not enough to know the sequence of external types of x in order to update it from Pxj to P x(i−1) . There may be a state q in P x(i−1) that is triggered by some q ′ ∈ Pyi via a non-local transition from some other node y. Due to these issues, we store more information in our data structures. We describe this information below, starting with the simplest brick: profiles of nodes.
Consider a node x ∈ {1, . . . , n}, a time i ∈ {1, . . . , k} and a rank l ∈ {1, . . . , t}. By induction on the rank l, we define the rank l profile of node x in time i to be the following information, which is denoted by π l,i
x :
• The type of node x in the word wi;
• the set of states in Pxi ∩ Q l ;
• for every binary type τ ∈ Binarytypes, the set of rank l − 1 profiles of nodes y in time i such that the binary type of x and y in wi is τ .
When the rank l is not specified, it assumed to be the maximal rank l = t. Observe that the information in π i x also describes other nodes than x, due to the third item of the definition. Since the definition is recursive, a rank l profile can be seen a tree of depth t where edges correspond to Binarytypes elements, and nodes with a subtree of depth l are described by the accepting states from Q l . The data type where rank l profiles live is denoted by Nodeprofiles l , and it is described below:
Note that from π l,i
x we can deduce π
The size of the data type Nodeprofiles l+1 is exponential in the size of Nodeprofiles l , hence the nonelementary query complexity of our algorithm.
Zone prof les. We define the profile of a node x relative to a zone X ∋ x by taking wi|X as the whole word. All the elements from Unarytypes and Binarytypes are relative, and the neighbours are limited to the zone X. This profile is denoted by π i x∈X . The profile of a zone X in time moment i is just the set of node profiles (relative to X) of nodes in X. We use the symbol Π to denote zone profiles. Following the same notation introduced before, Π l,i X is the zone profile of the zone X at time moment i containing the information of the states from Q l .
The following lemma shows that zone profiles are compositional with respect to union of consecutive zones.
Lemma 12. There is an associative concatenation operation on profiles (Π1, Π2) → Π1 · Π2 such that for two consecutive zones X1 and X2, we have
One step computation. Lemma 13 . Suppose that the nodes of the word are partitioned into three consecutive zones X1, X, X2. Suppose also that in time i − 1 the labels of zone X do not change. For every node x ∈ X, the node profile π i−1 x∈X depends only on:
and π i x∈X
Actually, the dependency is even a bit more fine grained. If we want to know the rank l profile π l,i−1 x∈X , we only need the profile of the same rank in the current node, but profiles of smaller rank in the surrounding zones:
x∈X . The idea is that any dependency on nodes that are different from x requires using a non-local transition, which decreases the rank. However, since we do not need the more fine grained dependency, we use the dependency as stated in Lemma 13, which does not indicate ranks.
Observe that we do not need the profiles π i x ′ ∈X of other elements x ′ ∈ X since all the information relevant to X is inside π 
Histories
We now generalize the notion of histories, as they were defined in Section 5, to the non-local case. Let i ≤ j be times and let X be a zone, with (X1, X2) its environment. Suppose that the labels of X do not change in times i, . . . , j (and therefore they are the same as in the word wj+1). We define the history of X between i and j, denoted by history (X, {i, . . . , j}), to be the following sequence:
We write Histories for the set of possible histories. We next define the apply and in functions on Histories.
Lemma 14. Suppose that in time interval {i, . . . , j}, the labels of a zone X do not change. Then the zone profile Π i−1 X is uniquely determined by Π j X and history(X, {i, . . . , j}). Proof. By iterating the function update : Externalzoneprofiles → Zoneprofiles → Zoneprofiles .
for each item on the list in the history.
Let the dependency in the above lemma be realized by the function:
apply : Histories → Zoneprofiles → Zoneprofiles That is, under the assumptions of the lemma we have
apply (history (X, {i, . . . , j})) (Π j X ). In the algorithm for local transitions from Section 5, one important part has to do with the possibility to compute, given the history h of a zone X in an interval {i, . . . , j} (and assuming that there were no changes on X between times i and j), the history h ′ of a smaller zone X0 ⊆ X having as environment inside X the subzones X1 and X2. In the previous section, this was obtained simply with inσ(h) where σ ∈ Externals corresponds to the types of (X1, X2). But here the operation is somewhat more complicated, since to obtain the history h ′ we need at the same time to update the zone profiles of X1 and X2 to the time j − 1 (remember that a history element is from Externalzoneprofiles ), then to time j − 2 until we update it to time i. Thus, in some sense the apply() and inσ() functions of the previous section are done simultaneously for the non-local automata. Another issue to solve is that in order to update the zone profile of, say X1, we need the updated profiles of X0, X2. But these need at the same time the updated profile of X1. However, this will not be a problem because of the ordered condition we impose to the automaton. That is, under the assumptions of the lemma we have
The algorithm
The high level structure of the algorithm is the same as in Section 5. We keep a tree of histories and update one branch with each iteration, performing O(log(n)) operations. The main difference is that we also retain the profiles of each of the logarithmic zones, which become necessary to transfer a history of a zone to a history of a smaller zone.
The history tree. We also maintain a structure as the one showed previously. An instance D of the data structure consists of the following labeling. Note that instead of using D.lastlabel and D.monoid we have a D.lastprofile which contains the profile of the logarithmic zone. In particular it contains the label and external value for each node. As before, we first compute a history tree for time k, then for times k − 1 and so on, down to 0. We call a history tree correct at time moment i ∈ {0, . . . Like with the algorithm of previous section we begin with a history tree D0 that is correct for time moment i = k and then for each time moment i = k−1, . . . , 0 the algorithm calculates the history tree Di that is correct for time moment i. The algorithm manipulates histories and zone profiles. Here we use as black boxes the following operations on histories that have unit cost in the algorithm.
empty concat apply in emtpy and concat have the exact same definition as in the previous section: the empty history and the concatenation of histories. apply and in follow the definitions seen in Section 6.2.
One states analogues of Lemmas 8 and 9 for the new setup, with the exact same statements, only with the new notion of history tree. Then, one proves that the history operations can be implemented in constant time, also using a history congruence.
IMPROVEMENTS
Off ine vs online
There are two ways of looking at the incremental evaluation problem, when the input is a document evolution w1, . . . , w k .
In the offline view, the algorithm begins its work once all of the document evolution is known.
In the online view, the words of the document evolution come one at a time, and the algorithm should do logarithmic processing for each word, without knowing the words that are going to come in the future.
Is our algorithm offline or online?
The answer depends on the order in which the words come, or equivalently stated, the direction of time in the temporal logic. As we had defined the temporal logic, time flows to the right, with the first time moment being 1 and the last time moment being k. As the reader will recall, our algorithm begins by analyzing time k, then k − 1 and so on down to 1. An inspection of the algorithm reveals that operations of the algorithm when doing step i do not depend on the part of the document evolution w1, . . . , wi−1. Therefore, our algorithm actually is an online algorithm, assuming that the flow of time in the logic or automaton works in the opposite direction as the development of the document evolution.
Summing up, our algorithm is online (i.e. it does a logarithmic computation per each new word of the document evolution, and the computation does not depend of the words that are about to come in the future) if the temporal logic uses past operators on the time dimension, and not future operators. Although future operators are more common in temporal logics (which is why we defined the logic with future operators), it seems that past operators might actually be a better idea for the application at hand.
Insertion and deletion
In our evaluation algorithm we dealt with only one kind of update operation: relabeling. In this section we show that the algorithm still works if we allow insertions and deletions.
In the presence of insertions and deletions, one has to take care to distinguish between a node and its distance from the beginning of the word. For instance, suppose that we start with a word a and then apply the operation "insert a node with label b before the first position". The resulting document evolution is a, ba. However, the first and only node in the word a corresponds to the second node in the word ba, and not the first one.
To solve the issue presented above, we redefine a word as a connected graph where every node has outdegree and indegree at most one, and the nodes are labeled by letters from the alphabet. This way, we can assume that every node has a unique identifier, and the identifier does not change even if the distance of the node from the beginning of the word changes as a result of an insertion or deletion. A document evolution is a sequence of such words, which share nodes with the same identifiers.
Using identifiers, we adapt the semantics of the temporal and first order logic to document evolutions that include insertions and deletions. In the first-order logic, the quantifiers range over pairs (identifier/time), and not (distance from beginning/time) pairs. In the temporal logic, a modality that stays in a node stays in an identifier. For instance, the formula ¬Xt⊤ says that the current node will be deleted in the next time moment. Another example is the formula Gt`(¬Xt⊤) ⇒ a´, which says that the label of the current node is a just before it gets deleted (if it gets deleted).
Thanks to the insertion and deletion operations, we may assume that an incremental document evolution begins in an empty word.
Theorem 16. Suppose that, apart from label changes, we also allow insertions and deletions as update operations. For any fixed formula ϕ of the temporal logic, the incremental evaluation problem can be solved in time O(k · log(k)), where k is the number of updates.
The same online/offline remarks as in the previous section apply to the algorithm above. That is, it works online if the words are given in reverse order, or the temporal logic uses past instead of future operators in the time dimension. (But not both changes simultaneously.)
Trees
In the previous sections, we have described the evaluation algorithm for ordered document update processing automata, assuming input document evolution was a sequence of words. What about the trees?
Bounded depth trees. One solution is to reduce trees to words. For a tree t, we define its word representation word(t), which is like the text representation of an XML tree. If the labels of t are A, then the labels of word(t) are {open, close}× A. Every node of t corresponds to two nodes in w, one with an opening tag and one with a closing tag. If the depth of the tree is known in advance, and can be encoded in the states of the automaton, then this representation can be decoded by document update processing automata, as stated in the following lemma. From the lemma above, it follows that all results on evaluation can be transferred from the bounded depth words to bounded depth trees.
Unbounded depth trees. We believe that, after some modifications, our algorithm can actually work directly on trees, without the need for the reduction t → word(t). That is, we believe that Theorem 16 holds for trees, without any restriction on the depth. The idea is to use forest algebra [7] , instead of monoids. Observe that this would improve the algorithm of Balmin, Papakonstantinou and Vianu [4] in two ways: first, a more general problem is considered, and second the data complexity per update is improved from O(log 2 (n)) to O(log(n)). On the other hand, the query complexity of our algorithm is very bad.
CONCLUSIONS
We have designed an algorithm for evaluating a logic that inspects documents evolutions. The logic has operators that travel in the time dimension, and operators that travel in the space dimension. The algorithm works in time O(k · log(k)) where k is the length of the document evolution.
Below we list some topics for future work. We would like to investigate a logic with past and future operators on the time axis. We would also like to investigate a hybrid logic, where quantifiers are used for the space dimension and temporal operators are used for time dimension. Finally, we would like to improve the query complexity of the algorithm, possibly at the cost of using weaker logics.
