Abstract. We show that the set of stationary weak solutions for a class of infinite dimensional stochastic differential equations coincides with the set of shift invariant, space-time Gibbs fields for a certain potential. The key step consists in proving the Gibbs variational principle for space-time Gibbs fields.
Introduction
Let = C(R, R) Z d be the configuration space, and F be the canonical σ -field in it. For ω ∈ we write ω = (ω i (t)) i∈Z d [6, 7] and later in [2] .
Our aim is to deal with possibly non-Markovian and non-gradient systems in an infinite time-interval by using the concept of space-time Gibbs state introduced in [19] : we describe weak solutions of (1.1) as space-time Gibbs states on , and we give a variational characterization of them.
To be more precise, let Q ∈ P s ( ) be a space-time invariant probability measure on ( , F), and b be a given function as above. Moreover we denote by P the reference measure in P s ( ), law of the stationary solution of equation (1.1) with b ≡ 0. -The assumptions that will be given (see Section 4) on ϕ will guarantee existence and uniqueness of such measure, as well as good ergodic properties -. Under the integrability condition
H(Q) < +∞,
where H denotes the specific entropy of Q with respect to P (see Section 4), our main result is the equivalence of the following assertions:
[A] Q is a stationary weak solution of the s.d.e. (1.1).
[B] Q is a space-time invariant Gibbs state for a specification which is built on an
Hamiltonian functional H , that is explicitely given in terms of b. As customary in Equilibrium Statistical Models, this specification if defined as a perturbation of a reference specification, which in this model consists of stochastic bridges derived from P . If we consider the specific energy, i.e. the second part of H b , we see that it includes a stochastic integral. Hamiltonians of this form appeared in Mathematical Physics in the context of diamagnetic current [17] . Gibbs fields on R Z d have been considered by several authors from the variational principle point of view (see e.g. Föllmer [8] , Lebowitz and Presutti [16] , Künsch [15] ), the difficulty coming from unboundedness of the spin space. On the other hand, Gibbs fields on the trajectory space C(R, R) were introduced in the context of Euclidean quantum field theory as quasi-invariant measures (see Courrège and Renouard [1] , Royer and Yor [26] and references therein). The variational approach of such Gibbs fields was first considered by Roelly and Zessin [24] for the law of a Brownian diffusion with values in the torus. More recently Osada and Spohn [21] used D-L-R approach for constructing a class of Gibbsian non Markovian real valued stochastic processes. One of the difficulties in dealing with Gibbs fields on path spaces, comes from the fact that disjoint time regions are not independent under the reference measure. In this paper, following the notions introduced by Minlos, Roelly and Zessin in [19] , we deal with Gibbs fields on C(R, R) Z d , that is parametrized by space and time Z d × R, so that both difficulties above have to be overcome. In particular, the dependence of a stochastic bridge on boundary conditions becomes essential, and methods from stochastic analysis play a key role.
We finally make some comments on the usefulness of the results proved in this paper. First of all we have not assumed Markovianity of the system, i.e. b(ω) = b(ω(0)). Moreover, even in the Markovian case, not having assumed any smoothness on the drift b, it is not known whether the s.d.e. (1.1) admits any (weak or strong) solution, or whether among the solutions there is one that is time stationary. Our results suggest two approaches to the existence of stationary solutions.
• Stationary solutions may be constructed as space-time Gibbs states, e.g. via cluster expansion. Results concerning space-time cluster expansion for some models can be found e.g. in [19] and [20] . Our results guarantee that states constructed in that way are indeed weak stationary solutions of the s.d.e.. Indeed, we show in [5] that a stationary solution of (1.1) can be constructed by cluster expansion, provided b ∞ is sufficiently small, but with no Markovianity or regularity conditions. • Stationary solutions may be obtained by exploiting the variational principle, i.e.
by showing that the free energy H b attains the value 0. This is the case if H b is the (good) rate function for a Large Deviation Principle. This would require some refinements of the results in [3, 4] concerning space-time large deviations.
The paper is organized in the following sections. 
Gibbs specifications and space-time Gibbs states
First of all we introduce our one dimensional reference process, which is the timestationary solution of the scalar differential equation
where w is a real valued Brownian motion and the self potential ϕ is a C 2 (R, R) function satisfying the following properties :
Property (2.2) guarantees that, for any given initial condition, a unique non-exploding strong solution of (2.1) exists (see Theorem 2.2.19 in [25] ). Property (2.3) insures that the measure e −ϕ dx, which is invariant, is normalizable. We let W denote the law on C(R, R) of the stationary solution of (2.1), and let µ(dx) = e −ϕ(x) dx/ e −ϕ(y) dy denote the unique invariant Probability measure associated to (2.1). Let = C(R, R) Z d be the canonical configuration space, and F be the canonical σ -field. With P( ) we denote the space of probability measures on , and P s ( ) is the subset of P( ) containing the probabilities that are invariant for the space-time shift maps (θ i,t ) i∈Z d , t∈R .
In what follows we let P be the law of the reference non-interacting infinite system, i.e.
The main object of this paper is an infinite-dimensional diffusion that is obtained by perturbing through an interaction a system of infinitely many independent particles each evolving with dynamics given by (2.1): we fix a finite subset 0 ⊂ Z d , and assume we are given a measurable bounded 0 -local function b(ω) = b(ω 0 ) on C((−∞, 0], R) 0 , where this path space is provided with the topology of uniform convergence on compact subsets of R − , and the corresponding Borel σ -field. We consider the associated stochastic differential system
Remark that in time-stationary situation, we can also consider the above system for time t ∈ R. We need different filtrations on the space-time structure. Let V be the set of space-time volumes V having the form V = × I where ⊂ 
Letting ++ = ( + ) + , we define the boundary
For a time-volume I =]a 1 , a 2 [⊂ R we define its enlargement I + by
and the boundary σ -field ∂F V by
We need now a reference specification, denoted by 0 . It is a kernel based on P , and determined by 0
for all V ∈ V, and A ∈ F V . It is easy to see that, for
where W a 2 ,y a 1 ,x is the law of the stochastic bridge obtained by conditioning W to be x at time a 1 and y at time a 2 . That 0 is a space-time specification in the Gibbsian sense has been proved in [19] , Example 2, Section 1.4.2.
We now introduce the interaction between the spins through a potential = ( V ) V ∈V which is defined on a subset ⊂ as follows:
Note that this potential is not defined a priori on the whole , but only for ω ∈ for which the stochastic integral I b(θ i,t ω)dω i (t) makes sense. Note also thatB i (a 1 + .) −B i (a 1 )'s are independent Brownian motions under P .
The associated Hamiltonian is defined for V = × I by
We observe that and H are space-time translation invariant, and that H V is F V -measurable. Moreover has finite range equal to the diameter of 0 .
By means of 0 , the reference specification, and H , the space-time Hamiltonian defined in (2.8), we define for V ∈ V, ω ∈ the specification H V (ω, .) as the following probability measure on
is the (∂F V -measurable) normalization factor.
, and therefore is finite P -almost surely. We make the convention that it is always chosen in such a way that it does not assume the value −∞.
The fundamental property
holds. It follows from the fact that, for each ⊂ Z d finite and a 1 ∈ R the pro-
The fact that H is a specification comes from a general result of Preston [22] .
Definition 1. A probability measure Q on is said to be a space-time Gibbs state with specification H if there exists a subset
⊂ such that Q( ) = 1, H is well defined on and, for all V ∈ V and A ∈ F V ∩ Q(A|F V ) = H V (A) Q − a.s.
The set of space-time Gibbs states for H will be denoted by either G( H ) or G(H, 0 ).

Moreover we let G s ( H ) denote the set of space-time invariant Gibbs states, i.e.
G s ( H ) = G( H ) ∩ P s ( ).
Infinite-dimensional diffusions are Gibbs states
We recall that a weak solution of the s.d.e. (2.4) is a probability measure Q on such that the scalar processes
are Q-independent Brownian motions, where X is the canonical process.
Proposition 1. Let Q ∈ P s ( ) be a weak solution of the s.d.e. (2.4). Then Q ∈ G s ( H ) where the Hamiltonian H is defined in (2.8).
Proposition 1 is a direct consequence of the following two lemmas. 
Proof. Let f and g be respectively F -measurable and F-measurable bounded functions. By definition of conditional expectation
On the other hand
) and the conclusion follows.
Lemma 2. Let Q be a weak solution of (2.4) and let
I =]a 1 , a 2 [. Define the σ -fields G V = G ×I = σ {ω i (t) : (t ≤ a 1 , i ∈ Z d ) or (t ≤ a 2 , i ∈ )} and B V = σ {ω i (t) : (i, t) ∈ ×Ī }. If Q G V and P G V are the regular versions of Q(· |G V ) and P (· |G V ), then dQ G V dP G V | B V = 1 C V (ω) exp − i∈ + − I b(θ i,t ω)dB i (t) + 1 2 I b 2 (θ i,t ω)dt .
The normalization factor C ×I (ω) is measurable with respect to the σ -field
Proof. Given the weak solution Q of (2.4), define the measure R on by
By Girsanov Theorem it follows that R is a probability measure : it is the weak solution of a similar equation to (2.4) but where the coordinates inside of + are simply independent diffusions evolving like (2.1). Then
The conclusion follows by applying Lemma 1.
Proof of Proposition 1. Observe that
where G V is defined in Lemma 2, and
By combining Lemma 2 with Lemma 1 the conclusion follows.
Remark 2. In the literature there are strong regularity conditions on a Markovian drift to ensure existence (and uniqueness) of strong solutions to equation (2.4) (cf. e.g. [27] , theorem 4.1). One advantage of our Gibbsian approach to infinite-dimensional diffusions, is that Gibbs fields can be constructed through perturbation methods (e.g. cluster expansion) without Markovianity and such regularity conditions ( [5] ).
Weak variational principle
In this section we prove one direction of the space-time Gibbs variational principle, which is a partial converse of Proposition 1.
To simplify the notations, we introduce
Here "<" denotes the lexicographic order in Z d . For µ, ν probability measures on some measurable space (E, E), we denote by h(µ|ν) their relative entropy. Moreover h G (µ|ν) is the relative entropy between their restriction µ| G and ν| G to a given sub-σ -field G of E. As before, we denote by µ G the regular version of the conditional probability of µ w.r.t. G.
We now give supplementary conditions on the self-potential ϕ, to ensure that the reference process x(t) solution of (2.1) is sufficiently ergodic.
Assumption A. The self potential ϕ satisfies either one of the following conditions:
A2. Property (2.2) and
The assumption lim inf |x|→+∞ ϕ (x) > 0 implies that the measure e −ϕ(x) dx has tails not bigger than Gaussian. The remaining parts of either Assumption A1 or Assumption A2 imply the following bounds on the transition density q t (x, y) = p t (x, y) e −ϕ(x) / e −ϕ(y) dy with respect to the invariant probability measure µ(dx) for the diffusion (2.1), where p t (x, y) is the transition density from y to x with respect to the Lebesgue measure.
Lemma 3. a. Under Assumption A1 there is a constant A > 0 such that for all
t ≥ 1 and x, y ∈ R,
b. Under Assumption A2 the stronger uniform bounds
hold for all t ≥ 1 and x, y ∈ R.
The proof of Lemma 3 will be given in the appendix.
A typical example of a potential satisfying A1 is a quadratic potential smoothly perturbed on a compact subset of R ; a typical example of a potential satisfying A2 is ϕ(x) = |x| s+2 , for some s > 0.
For Q ∈ P s ( ) we define
where W x is the law of the solution of (2.1) with value x ∈ R at time 0 (note that
is the law of the solution of (2.1) with initial distribution ν. This fact guarantees that every coordinate is a semimartingale under Q, and then that the stochastic integral under Q makes sense :
(4.5)
We now prepare the proof of the variational principle. Let Q ∈ G s ( H ) satisfy H(Q) < +∞. Instead of H we also consider the specification H , built on 0 and the following modified Hamiltoniañ
We also introduce the following sequence of probability measures on ( , F), defined for n ≥ 2,
The reason for using the modified HamiltonianH V is that it is simpler to get estimates for ZH V than for Z H V . Indeed, in computing ZH V one needs only the restriction of 0 V to the time interval [a 1 + 1, a 2 − 1], and this restriction is very regular with respect to P .
In a first step we prove
where |V n | = n d+1 is the volume of the space-time region V n .
As a second step we show
Thus we obtain, as the main result of this section, one direction of the Gibbs variational principle.
Remark 3. We make here some considerations of the finite entropy condition H(Q) < +∞.
1. First of all, it implies that under Q the canonical process is a semi-martingale, and then, the Hamiltonian H is well defined Q-a.s. without any difficulty. 
Q satisfies the locally finite entropy condition if
Since B − ⊂B − , Jensen's inequality yieldŝ
H(Q) ≤ H(Q).
Therefore our finite entropy condition implies the locally finite entropy condition of Föllmer. 3. Suppose that the drift b is Markovian (b(ω) = b(ω(0))) and of gradient type, i.e. there is a local C 2 -function ψ such that the drift b is given by
where θ i x j = x i+j is the space shift on R Z d (as customary, the sum in (4.11) is formal, but its derivative is well defined). For this class of systems, that will be referred to as gradient systems, the condition H(Q) < +∞ holds true for all Q ∈ G s ( H ). This and other aspects of gradient systems will be the subject of Section 6.
Before giving the proof of Proposition 2, let us recall an important inequality satisfied by the relative entropy, which will be used at several places in the proof.
Lemma 4. For every pair of probability measures (µ, ν) on a measurable space (E, E), and for every measurable function
Proof. When f is bounded above, this is the usual entropy inequality. To obtain it for f − ∈ L 1 (ν), it is enough to construct bounded approximations and the inequality remains true for the limit.
In the proof of Proposition 2 we need two technical facts. The first is the representation of the functional H(Q) given by
which holds for Q ∈ P s ( ) such that H(Q) < +∞. This is a version of McMillan Theorem. It can be proved as in Dai Pra [4] , Proposition 4.1, and goes back to the work of Robinson and Ruelle [23] . The second technical fact we need is stated and proved in the following simple but key Lemma. we have
Lemma 5. Under Assumption
where q t (x, y) has been defined in Lemma 3. Now, under Assumption A2, | log q n | is uniformly bounded so that, easily
On the other hand, under Assumption A1, thanks to Lemma 3, there is a positive constant A, independent on n, such that The fact that
is almost obvious. For instance, one can take in (4.13) the space-time volume
which yields
By (4.19) and (4.20) the conclusion follows.
Proof of Proposition 2. Taking into account the definition of H b and (4.13), all we have to show is
lim n→∞ 1 |V n | E Q   log d H n,Q dP B n   = E Q 1 0 b(θ 0,t ω)dB 0 (t) − 1 2 1 0 b 2 (θ 0,t ω)dt . (4.21) Note that log d H n,Q dP B n = log d H V n (ω V c n , ·) d 0 V n (ω V c n , ·) B n + log dQ dP | B n×{0,n} .
By Lemma 5, (4.21) is established if we can show that
To see this, observe that 
Identity (4.22) now follows if we show that
To prove (4.26) we argue as follows. Due to the finite entropy condition, the canonical process under Q has a semi-martingale decomposition as follows: there exists a Q-square integrable random variable β, measurable w.r.t. σ {ω(t) : t ≤ 0}, such that
are Q-independent Brownian motions. This fact can be proved by using Theorem 2.4 in [10] or [2] p.166, specialized to the translation invariant case. Indeed (see Remark 3), our entropy condition is stronger than the local entropy conditions appearing in [10] . Therefore
that easily implies (4.26) and thus (4.24).
We are left to show (4.25). First observe that (4.12) [1,n−1] . (4.28) Under Assumption A1, we use the bound (4.17) on the transition density q t (x, y), and we get
Thus, letting dQ
(4.30)
Thus, the inequality lim inf 
where (ω i (1)) i∈ n are i.i.d. and distributed according to the invariant measure of (2.1), and (N i ) i∈ n are independent Brownian motions under Q We are now left to show lim sup
under Assumption A1. We first claim that
This follows easily from (4.30), (4.31) and the fact that, as shown above, E Q (ω 2 0 (0)) < +∞ for Q satisfying H(Q) < +∞. By (4.33), we are allowed to use Lemma 4 and obtain
Using this inequality together with Lemma 5 and the fact that E P (ZH V n ) = 1, (4.32) follows.
Proof of Proposition 3. Let Q ∈ G s ( H ) satisfy H(Q) < +∞.
The following argument goes back to Preston [22] , Lemma 7.7. First note the identity
This follows from definition of H n,Q and the Gibbs property of Q. Therefore
We now discuss separately the behavior of each term in (4.35). As in Proposition 2
We observe also that the semimartingale argument used in Proposition 2 to prove (4.26), applies here as well to show that the integral with respect to Q of the difference of the first two terms in (4.35) multiplied by 1/|V n | goes to zero. The proof is therefore completed if we can show that lim inf
The proof is complete if we can find a constant C > 0 such that,
and, for i ∈ n ,
The proof of (4.38) follows easily after having observed thatB i (t) − t 0 β(θ s,i ξ)ds is a Brownian motion under Q, with β as in Proposition 2.
The proof of (4.39) is slightly harder, since we have to find a semimartingale representation ofB i (t) under coincides with the law of the solution of (2.1) conditioned to hold ξ i (0) at time 0 and ξ i (n) at time n. It is well known [12] that the drift of such process is given by
where, as above, p t (·, ·) is the transition density of the solution of (2.1). Thus, defining
Now note that, by Girsanov Theorem, the quantity 1 2 
By using the same arguments in the proof of Proposition 2, based on the bounds for q t (x, y), (4.39) follows easily.
The minima of the free energy are diffusions
This section is devoted to the proof of the following result.
is a weak solution of the s.d.e. (2.4).
We begin with some technical lemmas. In what follows we let
The proof of Lemma 6 is standard, and is essentially equal to the proof of (4.13). From Lemma 6, by the same argument as in Lemma 5.5 of [4] , we get the following result.
are independent Brownian motions under Q (see (4.27) ). Then
Proof. We sketch the proof of (5.2), although it is analogous to Lemma 5.7 in [4] . Define
By Girsanov Theorem, z n t is a P G − -local martingale. So let τ k be an increasing sequence of stopping times, τ k → 1, such that for all k the process z n t∧τ k is a martingale. We can therefore define the random probability measure P n,k ω by dP
and the conclusion follows by letting k → ∞ and using the Monotone Convergence Theorem.
Proof of Theorem 2. Using (5.1), it is enough to show that β(ω) = b(ω) Q-a.s..
Note that
Thus, by (5.2)
and the conclusion follows.
The case of Markovian gradient systems
Some of the results in the previous sections can be strengthen in the case of gradient systems. We recall that a system on R Z d is said to be gradient if b(ω) = b(ω(0)), where
for a local C 2 function ψ. We also assume that the first and second derivatives of ψ are bounded. It is not restrictive to assume
, where L is a symmetric finite subset of Z d around the origin. Thus b is 0 -local where we can choose
, that is also symmetric around the origin. By symmetry, it follows that {0} + = 0 .
Lemma 9. If the system is gradient then H(Q) < +∞ for every Q ∈ G s ( H ).
Proof. Consider the Hamiltonian
Following a decoupling technique used in [6] , for i ∈ 0 we definẽ
We claim that, for all i ∈ 0 , the differenceb i (x) − b(θ i (x)) is independent of x 0 . To see this, noting that if j ∈ L then ψ(θ j x) does not depend on x 0 , it is enough to show that
for every i ∈ 0 . Indeed
Having established (6.1), we have two equivalent forms for the local specification
Identities (6.2), (6.3) and the uniform boudedness of ψ imply that
for some constant C 0 > 0 independent of both ω and ω . Consider now Q ∈ G s ( H ). Recalling that B − ⊂F {0}×]0,2[ , we have
By (6.4), the first summand in (6.5) is uniformly bounded. Under Assumption A2, also the second summand in (6.5) is uniformly bounded, so that clearly
is finite. Under Assumption A1, it is enough to show that
But, by the estimate (4.17), we have log dW
The fact that the r.h.s. of (6.6) is in L 1 (Q) is shown in (4.18).
With the given potential ψ we can define, for ⊂ Z d finite, the Hamiltonian
and the local specifications on
where λ(dx) = e −ϕ(x) dx . We let G( h ) denote the set of Gibbs measures for the specifications in (6.7), and G s ( h ) the subset of those that are invariant for the space-shifts (θ i ) i∈Z d .
Proposition 4.
For Q ∈ P s ( ), we let Q 0 denote its one-time marginal, i.e.
where E is a Borel subset of
Proof. Let S be the set of stationary weak solutions of equation (2.4) . It is shown in [9] , Theorem 3.10, that the stationary measures for (2.4) that are also invariant for the space shifts (θ i ) i∈Z d are exactly the elements of G s ( h ). This can be rephrased by saying that the map Q → Q 0 is a bijection between S ∩ P s ( ) and G s ( h ).
On the other hand, by Proposition 1, Theorems 1, 2 and Lemma 9 we have that
In particular, if the potential ψ is bounded with an L ∞ -norm small enough, together with the norm of its first and second derivatives, then the Gibbs measures are small perturbations of a free field, and by [18] Theorem 1 page 105, G s ( h ) contains exactly one element (which furthermore admits a cluster expansion). So G s ( H ) is also reduced to a unique space-time Gibbs measure.
Appendix. Proof of Lemma 3
We begin by proving part a. of Lemma 3. We first associate to the potential ϕ(x) the functionφ
An elementary integration argument shows that, under Assumption A1 there are constants A 1 , A 2 > 0 and B 1 , B 2 ∈ R such that, for all x ∈ R,
Note that, if we consider the quadratic potential ϕ * (x) = 1 2 ax 2 , a > 0, we obtaiñ
Thus, by (7.1) and (7.2), we get that there are quadratic potentials ϕ
Upper bounds for q t (x, y). The key idea for obtaining the desired bounds on q t (x, y)
is to use the following representation (see [28] , Theorem 7.5.13):
q t (x, y) = e In what follows we denote by µ the probability measure 
T t f (x) = f (ξ)p t (ξ, x)dξ
is contractive in L 2 (µ), i.e. there is α > 0 (the spectral Gap) such that for all f ∈ L 2 (µ)
As a consequence, for f ∈ L 2 (µ)
. (7.8) Now, using the fact that, for g defined in (7.7), e g ∈ L 2 (µ), for t > 3T we have (1 + e −2αT ).
Since the last bound is uniform for t > 2T and g(x) has at most quadratic growth, the upper bound in (4.3) follows easily.
Lower bounds for q t (x, y).
We proceed as in the upper bound. By (7.5) it is easily seen that for a given T > 0 there exist M, a > 0 such that q T (x, y) ≥ Me −a(x 2 +y 2 ) .
We now proceed as in the upper bound, with g(x) = −ax 2 .
We now prove part b. 
