Abstract Methane (CH 4 ) emissions were measured at the Wilma H. Schiermeier Olentangy River Wetland Research Park (ORWRP) over three summers and two winters using an eddy covariance system. We used an empirical model to determine the main environmental drivers of methane emissions. Methane emissions covary strongly with water vapor fluxes, CO 2 fluxes, and soil temperature. We adjust our models to account for the heterogeneous environment of the wetland by including the flux footprint distribution among different microsites as a predictive variable in the methane model. We used a forward linear stepwise model in combination with an Akaike information criteria-based model selection process and neural network modeling to determine which environmental variables are most effective in modeling methane emissions in our site. Different models and environmental variables best represented methane fluxes in the winter and summer and also during the day or night within each season. We parameterized an optimal empirical model for methane emissions from the ORWRP that is used for gap filling of site-level methane fluxes over 2 years. Some of the most effective variables for modeling methane were carbon, water vapor, and heat fluxes, all of which typically have the same data gaps as the time series of methane flux. In order to determine if these variables were useful for modeling methane despite the additional gap-filling error, we determined through an error propagation experiment that eddy covariance gap-filling models for methane may be best developed by including other gap-filled fluxes as predictors, despite the high level of shared gaps and subsequent gap-fill error propagation.
Introduction
In 1988, a "No Net Loss" policy on wetlands came into effect in the United States [Environmental Protection Agency, 2012] . The end effect of this legislation has been that mitigation wetlands are now being created to offset wetlands destroyed or disturbed during development activities. While this is a laudable policy that has greatly slowed wetland losses in the United States, it is important to note that wetlands are the largest single source of methane (CH 4 ) (IPCC AR5) [Stocker et al., 2013] and that worldwide wetland coverage has been shown to control atmospheric methane concentrations [Blunier et al., 1995] . As methane is considered the second most important greenhouse gas (IPCC AR5) [Stocker et al., 2013] , it is crucial that newly constructed wetland sites be built in such a way that their net radiative forcing effect is accounted for. Wetlands are typically strong sinks of CO 2 Cao et al., 1996; Lenart, 2009; Mitsch and Gosselink, 2007] , and many studies have found them to be net greenhouse gas sinks given a sufficient time horizon [Brix et al., 2001; Mitsch et al., 2013; Waletzko and Mitsch, 2013] ; however, the uncertainty in the estimates of methane fluxes from wetlands is greater than 100% [Bridgham et al., 2006] . Unfortunately, the reasons that some wetlands emit more methane than others are not yet well understood, particularly in temperate environments. Changes in the global climate as well as land use patterns around the wetlands may alter the net emissions of many wetlands [Bloom et al., 2010; Christensen et al., 2003; Hargreaves et al., 2001 ].
Many researchers have studied environmental drivers of methane emissions from wetlands. Water table level is consistently a very important variable, oftentimes operating as an effective on/off switch mechanism for methane production [Altor and Mitsch, 2006; Bohn et al., 2007; Leppala et al., 2011; Moore and Dalva, 1993; Segers, 1998; Sha et al., 2011; Sturtevant et al., 2012] . Modeling studies on the influence of climate change on methane levels have predicted increases in methane emissions due to both increased water levels in some wetlands and also increased atmospheric temperature [Bloom et al., 2010; Bohn et al., 2007; Hatala et al., 2012b; Spahni et al., 2011] . Additionally, fluctuating water table levels may greatly slow the effective production rate of methane by inhibiting the microbial methanogenic consortium through the introduction MORIN ET AL. of oxygen or by introducing compounds which are more thermodynamically favorable to react [Altor and Mitsch, 2006] . Relatively few studies have focused on permanently flooded wetlands, though other environmental factors than water levels were found to affect methane emission rates. Soil temperature is also widely considered a highly influential variable on emission levels, likely owing to the stimulation of the metabolic rates of microbial methanogenic consortium in the soil [Bohn et al., 2007; Christensen et al., 2003; Kim et al., 1999; Moore and Dalva, 1993; Nahlik and Mitsch, 2010; Sachs et al., 2010; Segers, 1998 ], which includes both methanogenic archaea and methanotrophic bacteria. Oxygen levels affect the relative rates of methane generation and oxidation. However, both processes are stimulated by increased soil temperature, and increased fluxes of methane are typically observed at higher temperatures [Dengel et al., 2013; . Other variables that have been hypothesized as drivers of methane emissions include the availability of labile carbon in the soil Segers, 1998; Updegraff et al., 1995] , plant presence and activity [Bellisario et al., 1999; Kim et al., 1999; Kutzbach et al., 2004; Sebacher et al., 1985; Whiting and Chanton, 1992 , land cover heterogeneity [Baldocchi et al., 2012; Forbrich et al., 2011; Sachs et al., 2010] , and successional stage [Leppala et al., 2011; Moore and Dalva, 1993] .
Determining which environmental variables drive methane flux rates is essential for modeling of these fluxes, in general, and in particular in heterogeneous environments under variable climatic conditions. There is a great benefit to understanding which variables are strongly correlated with methane fluxes and under what conditions, even if such variables, such as ecosystem respiration of CO 2 , are not direct drivers of the methanogenesis or methane transport processes. These variables may better represent the complex and nonlinear relationships between environmental drivers and metabolic processes across the microbial community and may describe similar effects to those that affect methane processing.
The generation of methane predominantly occurs in anaerobic soils. High concentrations of methane in the sediment encourage transport of methane to the wetland surface and the atmosphere. Methane has three primary means of egress from wetland soils: (1) diffusion through the water column, (2) transport through porous tissue in wetland plants, and (3) periodic ebullition [Riley et al., 2011] . Transmission by diffusion is believed to be one of the major mechanisms of methane transport, and the diffusive concentration gradient between ambient air and wetland soil has been identified as the driver of this mechanism . As oxidation of methane is highly exothermic, methanotrophic bacteria are typically present at the oxic/anoxic interface in the water or soil column. Methane must necessarily bypass these bacteria in order to be emitted. Aerenchymous (or highly porous plant tissue developed as an adaptation to inundation) stems provide an escape mechanism for methane from the root zone directly to the air. There are two major groupings of aerenchymous adaptations in plants. The first is simple porous tissue as found in Carex [Sebacher et al., 1985] . This provides a diffusive pathway for oxygen to move down the stem toward the roots. It also provides a diffusive escape mechanism for methane in the soil. The second mechanism is convective throughflow as found in Typha and Phragmites [Brix et al., 2001; Grosse et al., 1996; Sebacher et al., 1985; Whiting and Chanton, 1996] . This adaptation allows the plant to actively advect air toward the roots, driven by a humidity gradient in young, intact leaves. The air moves toward the roots and then travels up and out to the atmosphere through older, damaged leaves that are open to the ambient air Grosse et al., 1996] . This active airflow potentially allows for greater methane flow and a possible midmorning flush of methane [Kim et al., 1999; Whiting and Chanton, 1996] . The overall influence of convective throughflow on an ecosystem level is still debated [Altor and Mitsch, 2006; Hatala et al., 2012a; Kim et al., 1999] . Plant activity also affects methane fluxes by providing an influx of labile carbon into the soil [Bellisario et al., 1999; Sha et al., 2011] . Plant activity can have a negative correlation with methane emissions as well. Aerenchymous tissue is the plants' mechanism to transmit oxygen to the root zones, and this transported oxygen can potentially promote microbes to oxidize methane. Bubbles forming on the roots of these plants have been shown to contain high concentrations of methane, suggesting that despite high oxygen concentrations near the roots, unoxidized methane is able to approach the roots [Sebacher et al., 1985] . The final transport mechanism for methane from wetlands is ebullition or bubbling. Ebullition is particularly challenging to model and measure due to its intermittent and stochastic nature. For this reason, many studies and particularly chamber measurement studies choose to disregard the influence of ebullition in their measurements by rejecting measurements that may be affected by it [Altor and Mitsch, 2006; Bellisario et al., 1999; Christensen et al., 2003; Leppala et al., 2011; Nahlik and Mitsch, 2008; Sha et al., 2011] . As much of the knowledge about wetland methane emissions has been determined through utilization of chamber observations, there is a high degree of uncertainty regarding the amount of methane emitted by ebullition, although some studies have found that it may be significant [Walter et al., 2007; Wilson et al., 1989] .
The most common technique currently in use for measuring methane emission levels is the nonsteady state chamber technique Mitsch, 2006, 2008; Bernal and Mitsch, 2013; Christensen et al., 2003; Leppala et al., 2011; Mitsch et al., 2010; Nahlik and Mitsch, 2008 , 2010 , 2011 Sha et al., 2011] . However, the laborintensive nature of manual chamber measurements and the high cost of automated chambers lead to a relatively sparse sampling regimen in space and time that may bias the whole-wetland methane budget estimates . The chamber technique also cannot accurately account for emissions from areas covered by tall vegetation, potentially influencing the ecosystem-level flux estimate. Additionally, chambers impact the turbulent mixing in the sampling area, which may influence the amount of methane emitted [Sachs et al., 2010; Wang et al., 2013] . The technology for gathering continuous, high-speed methane data using the eddy covariance approach is relatively new. Infrared gas analyzers (IRGAs) have been used in combination with ultrasonic 3-D anemometers to provide high-speed, ecosystem-level flux measurements [Baldocchi et al., 2001] . Low power usage portable IRGAs that are capable of sensing methane have only been manufactured recently [Kormann et al., 2001 ]. This method is becoming more common, though many of the studies which utilize these sensors focus on rice paddies [Alberto et al., 2014; Hatala et al., 2012a] , peatlands [Baldocchi et al., 2012; Frolking et al., 2006; Hatala et al., 2012a Hatala et al., , 2012b Long et al., 2010] , tundra [Dengel et al., 2013; Sachs et al., 2010] , and mires [Forbrich et al., 2011; Hargreaves et al., 2001] . Eddy covariance studies focusing on temperate freshwater wetlands are still rare. Out of 195 sites in the U.S. that report carbon flux to the Ameriflux network, only three, including the ORWRP, currently report methane flux.
We measured methane fluxes over three growing seasons and two dormant seasons in an urban wetland park, around two created, continuously flooded wetlands in Columbus, Ohio, using an eddy covariance tower with a high-frequency IRGA sensor. In addition to flux and meteorological variables, we used high-resolution land cover maps and a 2-D footprint model to determine the microsite from which the detected methane flux likely emerged. We optimized a neural network model for the methane fluxes. We used a statistical model selection process to determine which of the many environmental variables at the wetland site are driving methane emissions and are most effective in predicting the site's methane flux levels and further evaluated which variables are the most useful in modeling methane fluxes.
Site Description
The Wilma H. Schiermeier Olentangy River Wetland Research Park (ORWRP) (Figure 1 ) is a 20 ha research park located in the Ohio State University campus in Columbus, Ohio, and was established in 1991. It is one of only a few full-scale wetland research facilities in a university campus in the country [Mitsch, 2005; Mitsch et al., 2005 Mitsch et al., , 1998 Mitsch et al., , 2012 . During 2008, the ORWRP was named the 24th Ramsar Wetland of International Importance in the U.S. The 20 ha site includes two 1 ha experimental flow-through wetlands, a 3 ha created oxbow wetland, and a restored 7 ha bottomland hardwood forest in addition to the Olentangy River itself, a third-order stream that is the source of water for the wetlands at the site. The site also includes the Heffner Wetland Research Building, a small managed lawn around the building, unmanaged grasslands, and short-canopy forests between the different wetland components. The dominant vegetation within the experimental wetlands is Typha spp. Small groupings of Phragmites Australis, Scirpus Fluviatilus, Nelumbo Lutea, and Sparganium Eurycarpum are also present. The surrounding forest is primarily composed of Acer negundo, Acer rubrum, and Acer saccharum, at maximal height of 8 m. For the period of the study, the monthly mean temperature ranged from À0. 
Methods

Data Collection
Flux measurements at the site are conducted using the Ameriflux method [Baldocchi, 2014] through the Ameriflux network, site ID US-ORv. Instrumentation at the site includes open-path infrared gas analyzers (IRGAs) for methane, and for CO 2 and water vapor (LI-7700, LI-7500, LI-COR Biosciences, Lincoln NE) and an ultrasonic anemometer (CSAT3, Campbell Scientific, Inc. Logan, UT) installed on a tower at 9.6 m and recording observations at 10 Hz. A second ultrasonic anemometer (RMYoung 81000 L, R. M. Young Company, Traverse City, MI), was installed at 12 m above ground to provide better estimates of the surface roughness length. The higher sonic anemometer was not used in flux calculations except for very rare periods when the CSAT3 data were not available due to sensor malfunction. Additional meteorological observations were recorded at 1 min frequency from a four-channel short-and long-wave net radiometer (NR01, Hukseflux Thermal Sensors, Delft, Netherlands), a direct/diffuse photosynthetically active radiation (PAR) sensor (BF5 Sunshine sensor, Delta-T Devices Ltd, Cambridge, England), and an air temperature and humidity sensor (HMP45, Vaisala Inc., Vantaa, Finland). In May of 2012 we constructed a taller tower at the same location and the equipment was moved to a height of 15 m (the additional anemometer was moved to 17 m) to compensate for the growth of the surrounding trees. A network of 14 soil temperature sensors (107-L Temperature Sensors, Campbell Scientific, Inc. Logan, UT) was installed at depths of 8 and 25 cm in the soil at different microsites including open water, Typha spp. macrophyte-dominated areas, and flooded upland forest. Wind velocities, air pressure, CO 2 , methane, and water vapor concentration data were collected at a frequency of 10 Hz. Air temperature, humidity, soil temperature, and radiation were collected once per minute. Data were collected at the tower by a micrologger (CR3000, Campbell Scientific, Inc. Logan, UT) and transmitted via FM radio (RF450, Campbell Scientific, Inc. Logan, UT) from the tower to a nearby computer. Data were processed in 30 min block averages using code in MATLAB (version R2014a, Mathworks, Natick, MA).
Quality Controls and Despiking
Data points in the raw 10 Hz data for fast measurements and 1 minutely data for the meteorological data that were identified as spikes were ignored, i.e., "despiked." Identifying spikes was done according to . In brief, we used the onboard sensor diagnostic (and residual signal strength indicator on the LI-7700) variables to eliminate unreliable readings. We observed that precipitation typically caused unreasonably variable methane measurements from the LI-7700 starting before the diagnostic flagged the problem and ending after the diagnostic indicated that measurements had returned to normal. As the length of this type of disturbance was highly variable, and because no precipitation sensor was available on the eddy covariance tower, we developed a data filter specifically for these occurrences based on the cumulative standard deviation of data immediately prior to and after a precipitation event.
For all variables, seasonal maximum and minimum thresholds for acceptable values were established and data that exceeded these thresholds were eliminated as outliers ("spikes"). Additional outliers were defined as observations that resided beyond a set number of standard deviations away from the mean value of a Figure 1 . The Olentangy River Wetland Research Park. Colored areas were counted as part of the park for footprint purposes. The black cross shows the location of the eddy covariance tower within the park. The yellow kidney shapes represent the two experimental wetlands. Green areas are forested areas which are flooded temporarily throughout the year. The dark blue represents permanently wet areas which includes the Olentangy River (the water source for the park), a swale, and a small pond. Brown areas are lawns which are not flooded but maintain a high water table. All grey areas (which include roads within the park) were not counted as part of the park. Eddy covariance measurements encapsulate a large area per measurement with many different microsites. A single methane flux measurement by the eddy covariance tower is a mixture of methane originating from different terrain types which all have different environmental drivers that contribute to methane emission.
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subset of the time series within a prescribed duration. We used six standard deviations for most variables and four for the less variable ones.
Flux Calculations
Flux calculations were done in the same way as . In brief, wind observations applied a 3-D rotation to force the vertical and cross wind components to average out to 0 for each half hour [Lee et al., 2004] . To correct for lag due to the separation of the sensors, the time series of concentration measurements was shifted in time using the maximal-covariance approach. CO 2 flux (net ecosystem exchange, NEE) and water vapor flux (latent heat flux, LE) were corrected according to Webb, Pearman, and Leuning (WPL) [Webb et al., 1980] to account for the effects of changes in the densities of dry air and water vapor. We used an instantaneous correction approach, applying WPL corrections to the time series of concentration measurements rather than the half-hourly flux, following Detto and Katul [2007] . Methane's absorbance spectrum is temperature dependent, and an absorbance spectrum correction was combined with the WPL correction as detailed in the LI-7700 manual [LI-COR, Inc., 2010] . Frequency response corrections were calculated using the approach of Massman [2000] , as validated for the LI-7700 by Detto et al. [2011] . Only valid (despiked and not missing) data were used for these calculations. If a calculation combined more than one variable (for example, WPL correction involves wind, temperature, and humidity data), a value was calculated only if all the needed variables' values were valid. If more than 2% of the data were despiked due to unreasonably high variation or if more than 50% if the data were missing within a particular 30 min period, the entire 30 min period was ignored.
We calculated the day-night transition using PAR or shortwave radiation. If the PAR or radiation value was greater than 10 (W m À2 ), the point was labeled day. Otherwise, it was considered night. If no radiation variables were available, we calculated sunrise and sunset times using the formulations from Meeus [2009] . To determine the seasonal cycle and the transition dates between summer and winter, we used the carbon flux phenology approach [Garrity et al., 2011] . According to this approach, the growing season is when the 2 week moving average of net ecosystem exchange of CO 2 flux is negative and the dormant season is defined as when the moving average of NEE is positive.
Friction Velocity Filter
During periods of insufficient turbulent mixing the eddy covariance assumptions are no longer valid and data must be rejected. We used the standard empirical approach of defining a seasonal threshold value of friction velocity (u*) that indicates an insufficient level of turbulent mixing below which to reject the data [Reichstein et al., 2005] . The minimum value allowed for a u* threshold was 0.2 (m s À1 ) in the summer and 0.15 (m s À1 ) in the winter. These minima were selected empirically. Seasonal values were used due to the different average turbulence conditions and surface roughness lengths at and around the wetland between summer and winter. The u* thresholds were applied to filter all flux measurements.
Footprint Model
A footprint model was used to determine the probability of origin locations of concentrations and fluxes measured during each 30 min aggregated flux measurement. We used the footprint model to quantify the relative weight of each microsite in the observed, mixed, site-level flux observation during a particular half hour. The model is a multipatch expansion of the 2-D model by Detto et al. [2006] , which is based on the 1-D model by Hsieh et al., 2000 . The footprint model uses wind speed, wind direction, roughness length, displacement height, boundary layer stability, and turbulence data in order to trace the probability that a certain parcel of air that was measured at the flux tower top originated from any particular point in the wetland park area. While the site is flat, the heterogeneous structure of the vegetation around the wetland may affect the wind flow in more complex ways than accounted for by the assumptions of the footprint model. Nonetheless, we assume that these effects are small at twice the height of the canopy. The detailed spatial distribution of the different microsites, which included open water in the experimental wetlands, macrophyte vegetation, upland forest, grass, other open water (river or vernal pool), trees, paved areas, and buildings was generated using quantum geographic information system (GIS) based on data from aerial imagery (conducted by the Ohio Department of Natural Resources), remote sensing images (Google Earth), an airborne lidar map (generated by the Ohio Statewide Imagery Program), and publicly available GIS data combined with seasonal ground-based GPS surveys. A 2-D footprint-likelihood matrix within each half hour was spatially integrated across all points within each microsite type to determine the
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probable percentages of this half-hourly reading that originated from each microsite type. Roughness length and displacement height (z 0 and d (m)) were determined using the approach of Maurer et al. [2013] , which is based on the Monin Obukhov similarity theory [Monin and Obukhov, 1954] with further adjustments for the atmospheric boundary layer stability [Harman, 2012] and the vegetation roughness sublayer [Nakai et al., 2008] . Flux data that were not otherwise missing or filtered due to low u* but were not at least 70% from the wetland park site, a threshold similar to that used by Forbrich et al. [2011] , were rejected. For the purposes of this paper, the footprint threshold was based on the entire wetland park of which the continuously flooded experimental wetlands are only a portion. The experimental wetlands' portion of the footprint, which we hypothesize as an explanatory variable for methane, contains macrophytes, open water, and transitional zones which are vegetated and are either flooded or have a very shallow water table throughout the year. After the tower was raised in spring 2012, the total footprint area of the measurement increased, particularly during nighttime and winter when thermal turbulent mixing is weak, boundary layer is neutral or stable, and the footprint areas tend to be large. This led to rejection of a very large portion of the 2012-2013 wintertime data, and thus, the large amount of gap-filling required for that winter season resulted in larger uncertainty regarding this season's methane flux.
Carbon, Water, and Heat Flux Modeling
We modeled the fluxes in order to understand the relationships between environmental drivers and the fluxes. These models were used to generate proxy time series of the flux variables. These proxy data were also used to gap fill the flux variables where values were missing or filtered out. Carbon, water, and heat fluxes were modeled using the automated neural network (ANN) approach used in which is an expanded version of the neural network used by Papale and Valentini Moffat et al. [2007] , Papale and Valentini [2003] , and Reichstein et al. [2005] . We first divided the data set into four periods: summer day, summer night, winter day, and winter night. This was done because the physical influence of variables, and thus their functional relationships, may be considerably different between these four periods. Next, we used pairwise linear regressions to determine which environmental variables were best correlated with the observed fluxes. Variables shown to be significantly correlated with the flux being modeled were selected as potential predictor variables in the neural network. We gap filled meteorological variables (e.g., air temperature, humidity, and soil temperature) using linear periodic interpolation with a 24 h periodicity. Measurements of environmental variables are not dependent on turbulent mixing or footprint origin and are mostly measured by slow-response and robust sensors, and therefore, gaps in the environmental variables were rare, and the linear periodic method, which is best for short gaps, was appropriate. In addition to selected environmental variables, all ANN models included a line vector representing the day night cycle which peaks at a value of 1 at noon and a value of À1 at midnight.
The neural network first normalizes all predictor variables between 0 and 1 then uses combinations of these variables to minimize the error of the modeled flux. The architecture for our neural network used a hyperbolic tangent sigmoid (tansig) transfer function to produce 12 hidden nodes from the input predictor variables. These hidden nodes were then entered into another tansig transfer function to produce a new set of five hidden nodes. These five nodes were then passed through a final tansig transfer function to produce the output layer. The model uses a random 50% of the data as the training period for parameterization; another nonoverlapping 25% of the data for validation of the parameter estimate and the remaining data are used to evaluate the overall model performance (i.e., calculate r 2 ). Only valid data are considered for training, validation, and evaluation. The neural network creates up to 100 models using a particular training set. If the model created on the training set exceeded a minimum r 2 value (initially set to 0.75) on the testing data set, the model was accepted as one possibility. Each possible model created based on the training set was then evaluated against the testing set. Only if the r 2 on the testing set was sufficiently high did we continue with a particular model. The minimum r 2 value was reduced to the average testing set r 2 + 0.1 if after 5000 attempts to model the flux no sufficient model was created. This process continued until a sufficiently high scoring model was created, at which point a single iteration of the ANN had completed. We created 1000 ANN iteration models for each flux variable and then selected the best 10% of those models (determined by the r 2 of the model of the complete set) and averaged the results from this ensemble of 100 modeled ANNs to create our final model. The standard deviation of this ensemble was used as an estimate of the uncertainty of the model and observations.
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As inputs for the water vapor flux (LE) model, we used net short-wave radiation, net long-wave radiation, soil temperature, u*, and vapor pressure deficit. For the sensible heat flux (H) model, we used the same predictor variables as for LE with the exception that we substituted vapor pressure deficit for the relative humidity as it captures the same physical mechanism that affects the Bowen ratio but is more strongly correlated with H. For carbon fluxes we assumed that nighttime gross primary production (GPP) is zero (i.e., no photosynthesis at night) and thus nighttime carbon flux observations are direct measurements of ecosystem respiration (R e ). We created an ANN model for R e that included only nighttime fluxes as observations for training and validation and applied it to model both nighttime and daytime R e . We used air temperature, footprint probability of flooded wetlands, footprint probability of the surrounding lawns, wind speed, outgoing long-wave radiation, and relative humidity as drivers of the R e ANN model. Then we subtracted modeled daytime R e from daytime observations of carbon flux (NEE) to determine the observed gross primary production (GPP). An ANN was then created to gap fill daytime GPP. We used air temperature, footprint probabilities of flooded wetlands and lawns, wind speed, incoming long-wave and short-wave radiations, and humidity as drivers of the GPP ANN model. Finally, we summed the gap-filled GPP and R e flux data series to create the gap-filled NEE.
Empirical Modeling of Methane Flux
Methane fluxes in wetlands have recently been successfully modeled using the neural network approach [Dengel et al., 2013; Hatala et al., 2012b] . Similar to the approach for the other fluxes, we divided the methane flux into four seasonal/diurnal periods: summer day, summer night, winter day, and winter night. The structure and testing procedure for the neural network is the same as that used for H, LE, and NEE. The variables we tested as potential drivers of methane were the following: air temperature (t air ), soil temperature (t soil ), net short-wave (net sw ) and long-wave (net lw ) radiations, footprint percent of signal from the experimental wetlands, atmospheric pressure (p atm ), the half-hourly change in atmospheric pressure (ΔP), relative humidity (rH), turbulent velocity (u*), and wind speed (u wind ). Other variables were not considered in the model even if they were found to have a pairwise significant correlation with methane flux due to their high level of correlation with variables that were included and the fact that no separate hypothesis about the mechanistic effects of those variables as drivers exists. For example, total net radiation was not included as it directly correlates with the sum of net short-wave and long-wave radiations and represents the same physical process. The net short-wave and long-wave radiation signals were included in the model because they had higher pairwise correlations with methane flux than the total net radiation signal. In addition to these environmental variables, we included the fluxes of sensible heat, carbon dioxide, and water vapor (H, NEE, and LE) as potential drivers of the methane fluxes. In all cases, finding a pairwise correlation with a variable and including it in the model did not necessarily imply direct causal relationships but can also represent the strongly shared mechanisms between methane and other environmental variables or fluxes, and thus, these are included in the model because they may hold good empirical predictive power for methane. Additionally, in the case of the footprint variable, the correlation is not a driving mechanism but may explain how eddy covariance measurements vary as a function of different mixture levels from heterogeneous sources. We created a multivariate linear regression model to evaluate the relationships between environmental and flux drivers and methane fluxes. We used a forward stepwise approach for the model, where driving variables were ranked according to their pairwise correlation with methane flux, and additional variables were accepted to the model if their effect was significant, improved the overall r 2 of the model, and was justified by a reduction in the Akaike information criterion (AIC) of the model [Akaike, 1974] . Roughly 90% of the maximum r 2 value for the linear models was achieved for all models (linear and ANN) within the addition of the first five variables, except ANN during winter day, which required seven variables. The order in which we added variables to successive multiple regression models was determined by minimizing the corresponding linear models' AIC score (analogous to selecting for the highest r 2 but with a selection criteria against additional variables accounted for as well). The model was expanded in a stepwise hierarchical approach to include additional variables until any additional variables resulted in an increased AIC score, indicating that their inclusion resulted in an overparameterized model.
Once the optimal linear model was determined, a similar stepwise approach was implemented in an ANN whereby all (and only) the variables from the linear model were used one by one in a neural network model and the incremental improvement of r 2 and AIC values were again calculated. We maintained the same order
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of successive variable addition in the ANN models because they were too time consuming to allow testing all the possible variable orders. In cases when variables which had significant effects in the multivariate linear model were eliminated during the forward stepwise ANN approach, we tested them again by adding them to the model after all other variables had been added to see if they still added explanatory value to the model regardless of their order. This resulted in some variables used in the linear model being rejected from the neural network model demonstrating that the neural network rejected predictors when it had previously gleaned similar information from other variables.
Propagation of Errors in Methane Models
Oftentimes, sensible heat, water vapor, and carbon flux values had high correlation with methane fluxes and were included among the primary variables used to create the methane flux models. However, when creating a model primarily for gap filling of methane flux observations, the effectiveness of using other fluxes as inputs is not obvious. This is because the largest source of gaps for all fluxes is the u* filtering process, followed by precipitation conditions when the anemometer or IRGA cannot provide observations. This results in a high degree of overlap between the gaps in the methane flux time series and the gaps in all other flux variables. Gap-filled methane fluxes are, therefore, calculated by a model that used as an input many periods when fluxes were previously modeled rather than observed. However, the goodness of fit of the gap-filling model is estimated using the validation data set, which includes only good observations of methane flux and also almost always periods where the other fluxes were directly observed and not gap filled. As the most inaccurate points (the ones gap filled with modeled flux inputs) are not accounted for when testing the methane; this creates a powerful upward bias in the goodness-of-fit estimate of the methane model making it unclear if the inclusion of these variables in the model is beneficial. The true goodness of fit would need to account for the large percentage of shared gaps in the two variables. To estimate the true error and determine the effectiveness of using sensible heat, water vapor and carbon fluxes in gap filling of methane fluxes, we tested the propagation of error from the gap filling of these flux variables into the gap-filled methane model.
We selected at random 25 realizations out of 100 unique completely modeled realizations of LE, H, and NEE that were generated by the ANN models for these variables. In these realizations, we specifically used the ANN-reconstructed time series and not the direct observations. We used each realization to generate 100 ANNs of the methane flux in tandem with the other, nonflux, observed meteorological variables that were found to be significant drivers of the ANN models. The key difference between this approach and the previous empirical models created in this study (section 3.7) is that in this approach we used only modeled values of the other flux variables, without directly incorporating their observed values, whereas in the empirical models generated previously, the observed values of all other fluxes were used when they were available and the modeled values for other fluxes were only used in gaps. This is overestimating the true error imposed by the neural network gap fill (as we essentially treated the entire time series of LE, H, or NEE as a continuous gap), but it provides a possible way to compare the influence of error propagation on the methane model. We compared the mean square error of this approach with the results of the same number (2500) of ANN runs of the optimal neural network model that used only environmental variables and excluded flux variables as predictors. All neural network models generated for this facet of our study were selected using the same training/evaluation set criteria used in our neural network models earlier in the study. We used a t test estimation of the confidence interval around the mean squared error to determine whether using gap-filled CO 2 , water vapor, and heat fluxes is a significantly beneficial approach to gap-filling methane fluxes relative to using only environmental variables that do not share common gaps with methane fluxes.
Results and Discussion
Data Quality and Availability
Processing of the data resulted in the retention of 50-80% of half-hourly observed methane data points, after accounting for bad diagnostics (total 77% retention, including a large gap in the summer of 2012 when the tower height was changed). The 2-41% (depending on season, year, and day/night period) of all possible half-hourly data were eliminated by the u* filter (total 18.5%), and a further 0-61% were eliminated by the footprint filter (total 19.1%). Our final despike procedure was performed on this filtered data set and
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eliminated very few additional data points (less than 1%). The filters did not eliminate data evenly across a wide temporal range. Table 1 presents the rejection rates and reasons within each season and year. The average footprint percentages (Table 1 ) describe how much of the measurement originated from within the experimental wetland component of the park (after u* filtering). Nighttime measurements had a smaller percent contribution from the wetland park due to increased atmospheric stability and larger footprint areas. The footprint filter was very limiting in the winter of 2011-2012 due to the larger tower height than in the previous winter. Similarly, the u* filter eliminated far more nighttime data points than daytime at all seasons (Table 1) .
Modeling Nonmethane Fluxes
The goodness of fit of all gap-filled flux variables is shown in Table 2 . The daytime fit was better for all variables than the nighttime, and typically, the overall model fit was better in the summers than in the winters. The nighttime carbon flux is composed entirely of ecosystem respiration, and thus, the goodness of fit of the NEE model during nighttime directly indicates our ability to model R e [Reichstein et al., 2005] . Our ANN model for NEE during the summer days is better than during winter days as well as both night models. As GPP dominates the summer day fluxes but is less important in the winter days, the higher quality of the daytime-summer NEE model indicates that our ANN model for photosynthesis is better than that of R e . LE is largely dependent on radiation variables, which is expected as these are direct mechanistic drivers of evaporation as well as plant transpiration, which are two major sources of water fluxes in the air around wetlands. Of all flux models, the one for H achieved the highest r 2 . Overall, our flux measurements indicate that the wetland park is a highly productive area, with a mean annual carbon uptake rate of 310.49 (gC m À2 yr À1 ). This is similar to uptake rates of forests in the American Midwest region [Dragoni et al., 2011] .
Drivers of Methane Flux
Results for the linear and neural network model selection are shown in Table 3 . The pairwise relationship shows the direct (i.e., not stepwise) correlation of each of the driver variables with methane. The sign of the slope of the correlation is very important to note, though the magnitude is not (as it refers more to the units of the two variables than the relationship between them). As such, we have indicated the correlation coefficient (r) instead of r 2 . As expected, the neural network resulted in an overall higher r 2 value than the multiple-linear model. This was true in all cases except for winter day, indicating that the neural network more accurately modeled nonlinear relationships associated with methane emissions. Although the linear model provided a slightly better fit for winter days in this study, we used the ANN model to gap fill throughout the entire experiment for continuity and consistency.
During summer days soil temperature was positively correlated with methane fluxes, indicating that higher temperatures stimulate the methanogenic consortium, consistent with the findings in many other studies [Bloom et al., 2010; Bohn et al., 2007; Hatala et al., 2012b; Spahni et al., 2011] . Soil temperature appears within the first five variables for three ANN models (it appears as the eighth variable in winter day). This is most likely indicative of increased metabolic rate of the methanogenic community with higher soil temperatures. In all cases, the relationship between soil temperature and methane fluxes is positive. It is also important to note that soil temperature was never rejected by the neural network, even if it was included directly after NEE in the summer and winter night models.
The footprint variable, which quantifies the distribution of the flux sources between experimental wetland (and assumed high methane fluxes) and grass (dry land, lowest methane fluxes), was found to be effective in the summer day methane flux model. The wetland park, similar to all urban wetlands and many natural wetland environments, is highly heterogeneous at a very small scale and includes a mosaic of microsites with potentially very large differences in their instantaneous methane emission rates. We therefore expected that the footprint would be useful for creating several of the methane models. However, if NEE appeared in the model before the footprint in the sequence of variables, it appears to have eliminated the necessity for the footprint variable (most clearly illustrated in the summer night section of Table 3 ). We believe that this is because NEE is also highly dependent on microsite-specific carbon uptake and respiration rates and therefore contains sufficient information about the footprint, and presumably better than the modeled footprint estimates, so that the ANN could capture the footprint information (and more) from simply including NEE instead of the modeled footprint. Chamber measurements, which are essentially point measurements of the flux rates in specific microsites in the ORWRP, indicate that the differences between instantaneous emission rates could reach one, and in some cases in the peak of the growing season, 2 orders of magnitude Sha et al., 2011] . Similar microsite-level differences in methane emission rates were observed in other wetlands [Forbrich et al., 2011; Nahlik and Mitsch, 2010] . Using the footprint as part of the ANN model allows us to account for the effects of these differences on the resulting site-level mixture that is observed from the flux tower, but as shown here this is not always beneficial to the model as other variables may also characterize this mixture but with more innate detail.
The friction velocity maintains a significantly positive correlation with methane fluxes in both seasons, consistent with observations in other studies [Herbst et al., 2011; Sachs et al., 2008; Wille et al., 2008] . For CO 2 fluxes, a relationship between u* and the flux indicates that the observations at the low range were conducted during times when turbulence mixing was not strong enough. However, the u* threshold filter we applied has removed these periods of insufficient mixing and removed any correlation between carbon fluxes and u*. We hypothesize that the effect of u* on methane flux even when turbulence mixing is high is driven by wind-water relationships. High u* creates turbulence mixing and waves in the water that stimulate the turbulent diffusion of methane from the soil to the water in our shallow wetland and also stimulates the volatilization of methane from the water to the air. This relationship is closely tied to our hypotheses surrounding the link to LE as well. ) and Akaike Information Criterion (AIC) are listed for multivariate models. An asterisk near the AIC value indicates that this variable was rejected from the model. Neural network models included only variables that had a significant effect in the stepwise linear model. LE = latent heat flux, t soil = soil temperature, u* = friction velocity, t air = air temperature, NEE = net ecosystem exchange, p atm = atmospheric pressure, H = sensible heat flux, net sw = net short-wave radiation, net lw = net long-wave radiation, rH = relative humidity, u wind = wind speed, Q = atmospheric water vapor concentration, ΔP = half-hourly change in atmospheric pressure. An asterisk in the AIC column indicates that the variable was rejected due to a rise in the AIC.
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Pressure dynamics were selected in each season's models in various forms and in different levels of importance. We assume that low atmospheric pressure and a strong decrease in atmospheric pressure will drive higher methane volatilization rates. Pressure was included in both summer models. The pairwise correlation between pressure and methane flux was slightly positive for summer days and negative for nights. For summer days, when the pairwise slope sign does not match our hypothesis, pressure was used as the last variable in the model (after being rejected by the neural network once), and it is therefore not clear what its eventual role in explaining methane fluxes is. For summer night, pressure is used as the fourth variable. The half-hourly change in pressure was used in both wintertime models. The pairwise slope between ΔP and methane fluxes was negative for both these temporal periods, indicating that a reduction in pressure results in more methane emitted from the wetland. This is possibly linked to increased ebullition rates [Tokida et al., 2007] .
In the daytime, LE was selected as the strongest driver. This correlation may describe codependent behavior. We hypothesize that this correlation exists for two reasons: (1) As surface water in the wetland volatilizes, it drives convective mixing at the water surface that increases volatilization of methane. This is supported by Godwin et al. [2013] who found that the availability of methane in the turbulently mixed regime was a significant control on methane emission, suggesting that times with low water flux would directly result in low methane fluxes and Tedford et al. [2014] who characterized turbulent diffusion's effects on lake emissions. (2) Stomatal conductance of water vapor from the wetland vegetation is correlated with methane transport through plant tissue [Ding and Cai, 2007; Morrissey et al., 1993; Yavitt and Knapp, 1995] . Several other variables selected by the model support both these hypotheses. The influence of wind speed (u wind ) and frictional velocity (u*) can both explain volatility of water molecules through more active turbulent mixing and diffusion in the shallow water and also through the convective removal of water vapor storage near the water surface-driving a stronger vapor pressure deficit (and similarly volatilizing methane) [Herbst et al., 2011; Sachs et al., 2008; Wille et al., 2008] . In the case of models created without flux variables, in both daytime models, the net short-wave radiation became the most powerful explanatory variable for methane. As shortwave radiation is tightly correlated with LE, the model appears to be using this variable as a proxy for the information in LE. From a theoretical mechanistic point of view, incoming radiation can be considered a direct driver of the methane evaporation process driving many of the same mechanisms as LE. The functional relationship between evaporation and incoming radiation is only roughly linear, deviating from linear especially when vaporization from the water surface should be combined with transport through plants and stomata conductance. LE, which represents a direct measurement of the end result of environmental effects on vaporization of water, therefore, offers a more complete estimate of the vaporization of methane.
NEE was chosen as the top variable for both night scenarios and was included in the daytime models as well (ranking sixth and third for the summer and winter daytime models, respectively). The negative relationship between NEE and methane fluxes for summer days indicates that the greater the carbon uptake, the more methane is emitted. This suggests a linkage between plant photosynthesis (or stomatal conductance) and methane emissions [Bellisario et al., 1999; Hargreaves et al., 2001; Hatala et al., 2012a; Kim et al., 1999] . This relationship can either be a result of increased methane transport through the plant tissue and aerenchyma and eventual emission through stomata. Alternatively, it may be driven by supply of sugars as a fast resource for methanogenesis. Conversely, the slope between NEE and methane flux is positive in all other temporal combinations (when respiration, and not photosynthesis, dominate carbon fluxes), including winter days when there is still some photosynthetic activity present. This positive correlation between respiration and methane fluxes suggests that respiration and methane flux, which are both predominantly the result of microbial metabolism, are similarly affected by environmental drivers, such as temperature and availability of carbon substrate. However, the fact that respiration improves the model beyond the contribution of other direct environmental drivers, such as soil temperature, implies that the common effects of these environmental drivers on soil respiration and methane emission are complex and nonlinear [Ding and Cai, 2003] , and thus, observing the end results of these drivers on one of the fluxes can inform about the other flux more than a simple multivariate linear model of the direct drivers. This is further supported by the fact that soil temperature was used as the substituting variable when fluxes were not used for gap-filling purposes. As the drivers of methanogens are generally shared by methanotrophs, it was not a priori clear that an increase in microbial activity (i.e., enhanced R e ) would result in more methane emissions. While enhanced activity of methanogens alone would have resulted in Journal of Geophysical Research: Biogeosciences 10.1002/2014JG002750 increased emissions, the stimulation of the overall consortium may have had the net result of more methane consumed by methanotrophs (hence higher CO 2 emissions) rather than ultimately emitted. Nevertheless, our observations in a wetland with relatively constant water level (and thus minimal fluctuations in the aerobic sediment depth) support the hypothesis of stronger temperature effects on anaerobic methane generation than on aerobic methanotrophy and thus an increase in methane flux with increasing temperature and a positive correlation with respiration.
Testing the Benefits of Including Gap-Filled Nonmethane Flux Variables in the Methane ANN Models
As we explain above, the optimal variables that drive an ANN model of methane fluxes from the ORWRP include other nonmethane fluxes (Table 3) . However, it is not clear that including nonmethane fluxes as predictive variables will create the overall best model for gap-filling eddy covariance observations of methane fluxes. This is because all fluxes observed through the eddy covariance technique must be filtered using a u* turbulence filter which has the end effect of creating the same gap pattern in each flux variable. Additionally, all flux observations have gaps when the sonic anemometer does not work (typically in rain conditions), again resulting in similar gap patterns in both methane fluxes and the other fluxes with whom we are attempting to gap fill methane. While including those fluxes in the neural network model for methane will likely result in a higher r 2 value, this value represents the fit between the model and observed values and does not account for the modeling error present at comissing points. Table 4 shows the results for the linear and neural network methane emission models with no fluxes included as predictor variables. The absence of LE and NEE caused short-wave radiation and soil temperature to become the most prominent variables for the day and night models, respectively. Soil temperature remained an important variable for daytime models. The winter days model utilized three fluxes as the primary drivers (LE, H, and NEE in that order), and when the model did not include fluxes, they were replaced by net sw , u wind , and t soil . The summer days model did not add any apparent variables to compensate for the missing fluxes.
In all cases the r 2 values were higher for ANN models that included flux variables as explanatory variables.
However, we argue that if the error gained due to the gap filling of the flux variables used to drive the methane model is greater than the model gain from using these variables, then these variables should not be used. Our analysis on the propagation of gap-filling errors of nonmethane flux variables that were used as drivers for the ANN model for methane revealed that the inclusion of fluxes generally improved the model, even when accounting for a worst-case scenario propagation of gap-filling error (Figure 2 ). Both night models showed improvement when using flux variables for gap filling, possibly due to the strong relationship between R e and methane fluxes. The winter day model also showed an improvement, likely due to its very heavy dependence on flux variables for gap filling. The only model which does not show improvement with the inclusion of flux variables is summer day, whose only flux variable in its first five additions was LE. The loss of performance was slight, only increasing the mean squared error by 2.5%. All these differences were statistically significant, with p values less than 0.0001 due to the large number of samples used.
We therefore created the final models using flux variables for all scenarios. The results for summer night, winter day, and winter night indicated that the flux variables were sufficiently important that their inclusion was necessary to adequately describe methane fluxes, even when taking gap-filling error into account (see Table 2 for flux model performance values).
In general, we show that in cases where fluxes of carbon, water vapor, or heat are highly correlated with methane fluxes (such as our winter day model), the gap-filled time series of these fluxes should be used for gap-filling purposes despite the fact that all flux variables share common gaps. Additionally, R e is a powerful variable for explaining methane emissions and is necessary to accurately model the fluxes. More generally though, we show that including fluxes in a gap-filling model does not greatly increase the mean squared error and the inclusion of highly correlated flux variables does not greatly increase the error of the model and can significantly improve the model. greatly increased the percentage of the footprint that originated from within the flooded experimental wetlands (expected to be the largest source of methane within the park) and influenced the overall flux levels explaining why the summer of 2011 (before the tower was change) has abnormally low methane flux levels. 2013 had lower overall methane flux than 2012. The average air temperature was slightly lower in the summer of 2013 than in 2012 (21.1°C versus 21.3°C in 2013) which may help explain this trend. Additionally, NEE in 2012 was significantly more negative than in 2013, adding more labile carbon to the soil leading to enhanced methane generation.
Including fluxes in the neural network affected the overall methane budget by varying degrees across seasons and diurnal periods as shown in Table 5 . Nights were usually affected more than days, possibly due to the inclusion of NEE in the nighttime models. The nights of summer 2012 were affected more than any other model. As the tower changed heights during the course of this summer, most variables contained larger than normal data gap. The flux variables also were affected by a change of footprint which may have confounded the neural network when trying to draw patterns. In both winter cases, the model greatly benefits from the inclusion of flux variables. Summer nights also benefit, but the separation of the curves is not as strong. Our summer day model suffers slightly from the inclusion of fluxes into the model, but the loss of performance is only slight (2.5% increase in mean squared error) and the two mean squared error distributions overlap a great deal. We therefore believe that the inclusion of strongly correlated flux variables does not significantly hurt a methane gap-filling model, despite the fluxes own gap-filling error and its propagation to the final methane model. 
Conclusions
We identified several meteorological and flux variables as drivers of methane fluxes. The variables we found to be highly influential on methane fluxes from the ORWRP are consistent with current knowledge on wetland methane emissions. We observed that variables related to volatilization of water in the wetland are highly correlated with methane emissions. We also found a strong influence of variables that affect or describe microbial activity. Other variables that affect methane fluxes, such as u*, and NEE may be strongly tied to methane transport and diffusion through ebullition or through plants, although the methods used to observe fluxes in this study preclude the separation of fluxes between mechanisms directly.
A neural network model explained variability in methane fluxes far better than a linear model. Using the best neural network models suggested by this study, we gap filled the methane fluxes for the time period observed here by using different drivers for summer day, summer night, winter day, and winter night. We also determined that flux variables can be used to gap fill methane fluxes despite a high level of codependent gaps. While the usefulness of doing this depends on the strength of the linkage between the two fluxes and how heavily the model is drawing upon information from the flux variables, inclusion of flux variables did not have a negative effect on the gap-fill models even under the worst-case scenarios studied here. In the majority of cases, inclusion of fluxes actually increased model performance. The relationship between methane fluxes and the fluxes of heat, water vapor, and CO 2 results from shared interactions between the ecosystem and the atmosphere. In theory, methane fluxes could be modeled from the primary drivers; however, the results from our stepwise neural network analysis indicate that flux variables should be used when creating an eddy covariance gapfilling model for methane. This is to some degree because the fluxes represent a direct mechanistic forcing of methane flux, as in the case of NEE during the summer day, which describes stomatal conductance that is responsible to methane transport through plants or evaporation that drives vertical mixing in the water. In other cases, for example, respiration during the nighttime, the fluxes represent the end result of complex nonlinear processes that may share vary similarly with methane processes. The usage of other fluxes in methane models should be done judiciously, and possible alternatives should be eliminated first. We have also demonstrated that models of methane fluxes can greatly benefit from the usage of flux variables, specifically LE and NEE. While these variables are certainly affected by the same drivers as methane, we have shown that the explanatory value of these variables is not simply redundant information adding unnecessary complexity to a model. Rather, they are critical explanatory variables that can add a great deal to modeling studies on wetlands.
Our gap-filled fluxes show that methane emissions at the wetland park area are 8.05 (gC m À2 yr À1 ), higher than comparable studies at temperate wetlands [Hatala et al., 2012b; Long et al., 2010] . The park uptakes 310.49 (gC m À2 yr À1 ) as CO 2 . Combining these values and accounting for methane being 28 times as potent a greenhouse gas over a 100 year horizon, the overall greenhouse gas budget observed for the wetland park is À85.09 (gC m À2 yr À1 ) on average. This suggests that the wetland park as a whole serves as a weak greenhouse gas sink. This is integrated over all patch types included in the wetland park. As a heterogeneous landscape is typical of constructed temperate wetland parks, this finding suggests that such parks, especially those that combine forested parts and wetland parts, likely serve as greenhouse gas sinks. Journal of Geophysical Research: Biogeosciences
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Appendix A
We changed the tower height in April 2012. This was needed because the trees around the tower location were growing rapidly and at 9 m, the tower was getting too close to the roughness sublayer. The change of tower height resulted in a significant effect on our tower footprint ( Figure A1 ). The larger footprint led to higher rejection rate of data, especially at winter and nighttime, when the atmosphere tends to be more stable and the footprints are typically larger. Most methane emissions come from the permanently flooded parts of the wetland. Emission rates in the grass and forest areas both surrounding and in between the experimental wetlands park are very low and effectively close to 0 [Sha et al., 2011] . We believe that the reason the methane flux levels changed after the tower change is that the tall tower observed more of the experimental wetlands contributing to methane fluxes. By including the footprint probability of the grass patch type and the experimental wetland patch type as inputs to our ANN model, the model was able to account for the differences between the footprint areas in its predictions of the observed methane fluxes.
However, hypothetically, a change in the footprint could mean changes to the observed relationships between environmental drivers and methane fluxes, particularly if the mechanisms responsible for methane generation and transport are different in different subcomponents of the ecosystem. Figure A2 shows that separation of the data from before and after the tower change does not have a dramatic influence on the sign or strength of the correlations between methane fluxes and individual environmental drivers. Additionally, it is clear that the observed methane flux dynamics were not affected by the tower change. If this had been the case, two distinct groupings of data points would be present. Thus, while the overall mean observed flux at the footprint was reduced, the mechanisms controlling the fluxes that were emitted from the wetland component of the footprint were not different before and after the tower was raised. Figure A1 . Climatological footprint of the ORWRP. Data are separated by tower height, season, and day/night status. Raising the tower greatly expanded the footprint. Turbulent mixing is generally higher during the summer and during the day, resulting in a smaller footprint during those periods. Raising the tower allowed for greater representation of the site under convective conditions but higher rejection rate of data due to insufficient footprint probability of the wetland park area during night and winter times.
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Abbreviations Figure A2 . The relationships between methane flux and net ecosystem exchange of CO 2 (NEE) before (blue) and after (red) the tower was raised during the two seasons (summer and winter) and diurnal periods (day night). The change of tower height did not drive a significant change in the functional relationships between NEE and methane flux. 
