Abstract. IEEE 802.3az Energy Efficient Ethernet (EEE) supports link active and sleep (idle) modes as a means of reducing the energy consumption of lightly utilized Ethernet links. A link wakes-up when an interface has packets to send and returns to idle when there are no packets. In this paper, we show how Coordinated Transmission (CT) in a 10GBASE-T link can allow for key physical layer (PHY) components to be shutdown to further reduce Ethernet energy consumption and enable longer cable lengths. CT is estimated to enable an additional 25% energy savings with a trade-off of an added frame latency of up to 40 µs, which is expected to have a negligible impact on most applications. The effective link capacity is approximately 4 Gb/s for symmetric traffic and close to 7 Gb/s for asymmetric traffic. This can be sufficient in many situations. Additionally a mechanism to switch to the normal full-duplex mode is proposed to allow for full link capacity when needed while retaining the additional energy savings when the link load is low.
Introduction
The reduction of energy consumption in computer networks has been a topic of interest for the networking community in the last decade [1] . This has led to a number of initiatives aimed at making networks more energy efficient. Among the different networking technologies, Ethernet was identified as one of the candidates where large savings could be obtained. The potential savings are in the range of many TWh [2] . To materialize those savings the Energy Efficient Ethernet (EEE) initiative was launched to standardize mechanisms that would improve the energy efficiency of Ethernet devices. These efforts have led to the recent approval of the IEEE 802.3az Energy Efficient Ethernet (EEE) standard [3] .
The EEE standard defines two modes of operation for a physical layer (PHY) device, active and sleep (aka Low Power Idle (LPI)). When there are frames to transmit the device is in the active mode and when there are no pending frames the device can enter the sleep mode reducing its energy consumption substantially. If frames arrive while the device is in the sleep mode a transition back into the active mode is initiated. The transitions to wake and sleep a device take place in a small time (in the range of microseconds). This minimizes the delay that a frame experiences while it waits for the link to activate. Finally in the sleep mode periodic refresh periods are scheduled during which signals are transmitted to keep the receiver adapted to the current channels conditions and synchronized with the transmitter. The operation of EEE is illustrated in Figure 1 . The current EEE standard covers the most common types of Ethernet PHYs including 100BASE-TX, 1000BASE-T, and 10GBASE-T. These are commonly used in PCs and servers and use Unshielded Twisted Pairs (UTP) as the transmission media. An important point to note is that the PHY power consumption increases significantly with link speed. For example the consumption of a 1000BASE-T PHY can be around 0.5 Watts while for a 10GBASE-T the consumption can be around 4 Watts [4] . Most Network Interface Cards (NICs) support several speeds and when the link is setup the maximum speed supported by both ends is selected [5] . This means that if we were to optimize the energy consumption for one of the speeds, the highest one should be a priority as it is likely to be selected and it is the one that consumes more. For UTP PHYs this speed would be 10 Gb/s and corresponds to the 10GBASE-T standard. 10GBASE-T PHYs are currently used mostly in servers but as in previous UTP PHY generations as the technology matures it is expected that they will be widely adopted in desktop and laptop computers (see [6] for more details). This transition will be accelerated by EEE that significantly reduces power consumption, making it easier to integrate 10GBASE-T PHYs in laptops and other battery run computers. Therefore given its high power consumption and its expected wide adoption in coming years, in the rest of the paper the analysis focuses on 10GBASE-T links.
The 802.3an 10GBASE-T standard [7] supports full duplex communication at 10 Gb/s over up to 100m of UTP cable. Transmission takes place over four cable pairs in parallel. This means that in each pair in addition to the signal from the remote transmitter echo and both Near End crosstalk (NEXT) and Far End crosstalk (FEXT) signals are received. All those interferences must be cancelled in order to properly receive the remote signal. To that end 10GBASE-T PHYs use advanced signal processing techniques and therefore the circuitry devoted to echo and NEXT cancellation is a significant part of the PHY area and power consumption [8] .
EEE has standardized a sleep mode for 10GBASE-T that enables the independent management of each link direction. That is a link can be in sleep mode in one direction while it is actively sending data in the other direction. This is a useful feature as in many cases the traffic on the links is asymmetric. The values of the transition time for wake (T w ), sleep (T s ) and also the duration of the refresh (T r ) and quiet (T q ) periods are shown in Table 1 . It can be observed that the duration of the quiet period is much larger than that of the refresh period to maximize energy savings. The transition times are small in terms of their impact on frame delay but large when compared to the frame transmission time. For example a 1500 byte frame takes 1.2 µs to transmit at 10 Gb/s which is significantly less than the wake or sleep transition times. This can lead to large energy overheads due to mode transition when the link is awaken as soon as a frame arrives [9] . To minimize the overheads associated with transitions, coalescing of packets can be used such that the link is activated only when a group of frames is ready for transmission. This minimizes the number of mode changes and can significantly reduce energy consumption as discussed in [2] .
In this paper, a Coordinated Transmission (CT) scheme is proposed to further reduce the energy consumption of 10GBASE-T PHYs that implement the EEE standard. The objective is to coordinate transmissions at both ends of the links such that a) at a given point in time only one end is transmitting and b) transmissions can only start at some predetermined points in time.
Objective (a) enables the PHYs to save significant energy as the echo and NEXT cancellation circuits could be put into a low power mode. Additional savings can also be obtained in other PHY elements. An additional benefit is that longer cables could be used as there are less interferences in the channel. Objective (b) enables larger savings beyond the PHY as other system elements can be put in low power mode even if their wake up time is larger than that of the PHY.
The proposed CT scheme reuses EEE signalling and therefore minimizes the additional complexity needed to implement it. It also provides mechanisms to signal transitions between CT and normal mode which will be referred to as Uncoordinated Transmission (UCT) mode in the rest of the paper. This enables a link to operate in the traditional UCT mode if the load in both directions is high.
In the rest of the paper the Coordinated Transmission (CT) is described (section 2). Its benefits in terms of energy savings are discussed in section 3. Then performance simulation results of the proposed scheme are reported in section 4. The paper ends with some conclusions in section 5.
Coordinated Transmission (CT)
In this section, first the CT scheme is introduced and described in detail. Also some examples are used to illustrate how the scheme operates. Then, a mechanism to switch between CT and UCT modes is discussed.
Coordinated Transmission Scheme
As described in the introduction the objectives of the CT scheme are a) to ensure that only one link end transmits at a given point in time and b) to provide predetermined time instants at which transmission can take place. This is achieved by using the EEE refresh periods to coordinate transmissions. The refresh periods are needed to ensure that the receiver is kept aligned to the channel conditions and with the transmitter. Therefore the refresh signal must be, in any case, transmitted each 40.96 µs as per the parameters in Table 1 . This means that one link end can at most transmit for 40.96 µs as otherwise its transmission would overlap with the refresh signal in the other direction and objective a) will not be achieved. This leads naturally to using the EEE refresh signal as a means to grant permission to transmit until the next refresh signal. That is a link end can start its transmission when it receives an EEE refresh signal from the other end. Since EEE refreshes are sent periodically a link end is guaranteed to receive a refresh signal each 40.96 µs thus ensuring a low waiting time for transmission. Two examples of this scheme are illustrated in Figure 2 where obviously the transmission has to be limited to avoid overlapping with the next refresh signal as discussed before. In the first example, link end A has frames to transmit that require less than T q seconds. In the second, link end A has frames to transmit that require more than T q seconds and therefore has to activate the link two times to send all the frames. The described scheme assumes that refresh periods occur frequently in both link directions. This is not true when one of the link ends has frames to transmit in every refresh period. In that case that link direction transitions from sleep to active and back to sleep in each period and therefore never spends sufficient time in the sleep mode to send a refresh signal. This issue can be solved by using also sleep transitions in the receive direction to grant permission to transmit in the same way as an EEE refresh signal. In Figure 3 , the case in which link end A has data to transmit in every refresh period and then B also starts to transmit data after a sleep period is illustrated. In the discussion so far, it has been implicitly assumed that the link delay is negligible and therefore the same signal is present at both link ends at the same time.
If that is not the case the scheme will not work. For example if the link delay was 50 µs then if one link end sends a refresh at time 0 µs and the other at time 20 µs those would arrive at 50 µs and 70 µs respectively enabling transmissions that can overlap. The delay of 100m of UTP cable is approximately 0.5 µs which is significantly smaller than the refresh period or the transition times. Therefore the scheme will work but care should be taken to account for this extra delay. This implies reducing the transmission time by another 1 µs to avoid overlapping at the remote end with the start of the next refresh signal in the other direction. This is illustrated in Figure 4 . Which shows the detailed timing at both link ends for a complete transmission period starting after a refresh is received at B. T d corresponds to the link propagation delay and T tx to the actual data transmission time. To avoid the next refresh overlapping with the end of the transmission the following inequality must be met
which can be solved in terms of T tx as
Using the values in Table 1 and assuming the worst case link delay of 0.5 µs we obtain a value for the data transition time (T tx ) of up to 31.82 µs. In a practical implementation there will be a short time in between the end of the reception of the refresh or sleep signal and the start of the transmission and there should also be some margin in between the end of the transmission and the next refresh period. If we allow for an additional 0.25 µs for each, the transmission time would be up to 31.32 µs, that would enable the transmission of twenty six 1500 byte frames. This means that roughly 75% of the period can be used for actual data transmission. The performance of the proposed scheme will be further discussed in section 4. 
Signaling Mechanisms for Coordinated Transmission
In the previous subsection the CT scheme was described assuming that both link ends support CT and have somehow agreed to use it. Now the mechanisms that allow link ends to signal support for CT and to switch between CT and UCT modes are described.
To better understand the mechanisms let us first review what exactly they are needed for. When the link is setup we need to convey whether a link end supports CT. This would enable link ends to know if the remote end also supports CT and therefore if it could be used. Then during link operation we need a mechanism that allows to switch between CT and UCT modes. This is needed as CT effectively reduces the link capacity such that when the traffic load is high we may want to switch to UCT even if the energy consumption is larger. As the pattern of use of networks is such that the utilization is low most of the time [10] most links would only need to switch to UCT during a small fraction of time. There is one case where this second mechanism is not needed, that is when CT is used to extend the reach of 10GBASE-T. In that case the link would always operate in CT mode.
The Ethernet standard defines a signalling procedure called Auto-Negotiation that is used when the link is setup to exchange the capabilities of both link ends [11] . During this phase the information is encoded in link pulses so that the exchange can take place even though the link has not been established. Auto-Negotiation is used for example to agree on the speed to use if multiple speeds are supported as discussed before. The support of the CT mode can be easily added to the information exchanged during Auto-negotiation by using a bit in the 10GBASE-T Auto-Negotiation control register defined in the standard. Currently only one bit is used in that register to signal support for fast retrain in 10GBASE-T. Therefore the use of Auto-negotiation is proposed to signal support for the CT mode at link setup.
A 10 Gb/s link in which only one link end can transmit a given time instant can at most carry 10 Gb/s in both directions compared to 20 Gb/s when operating in UCT mode. This means that when the link traffic load is high we should be able to switch to UCT mode operation. This requires coordination between both ends of the link. To ensure that there are no overlapping transmissions during a mode change the scheme shown in Figure 5 could be used. To switch to UCT mode, the requesting end first enables the echo/NEXT cancellation circuitry and then sends the request. The other end upon reception enables the cancellation circuitry and starts operating in UCT mode. Also a message is sent back to the other end that upon its reception enables the UCT mode of operation. To go back to CT mode the requesting end starts to schedule its sending as if it were already in CT mode and sends a request message to the other end. Upon its reception the other end disables the cancellation circuitry and also starts to schedule sending as in CT mode. Also a message is sent back to the other end that upon its reception can disable the cancellation circuitry. In the transition from UCT to CT we need to be careful to avoid overlapping transmissions and to ensure that the refresh periods in both directions do not take place at the same time. To ensure that, the end that received the request should stop transmitting and go to the sleep mode when it receives the request. Then wait for the other end to either a) stop transmitting or b) send a refresh. At that point wake and start CT operation by sending a message back to the other end confirming the transition to CT mode and any further frames waiting for transmission. This will ensure that the refresh periods are not aligned when entering the CT mode as assumed in the previous subsection.
The message exchange required for the proposed mode switching mechanism can be done above the PHY layer using Ethernet data frames but since the mechanism is heavily related to the PHY it would be better to perform the exchange using PHY layer mechanisms. This can be done using the auxiliary bit defined in the 10GBASE-T standard [7] . This bit provides a channel of approximately 3Mb/s for signalling at the PHY layer so that mode transitions could be done in a short time. The use of this channel for signalling of different advanced PHY features has been proposed by some PHY vendors [12] , [13] . In fact since the channel is fully devoted to control signalling, the status of each link ends in terms of the mode of operation (CT or UCT) could be periodically transmitted over this channel to ensure that even in the event of data lost a consistent state would be reached.
Fig. 5. Message exchanges to change mode of operation.
Finally it is worth noticing that the link remains operational during transitions so the effect on frame delay should be small. The decision of when to switch modes can be based on buffer occupancy or on measured load on the link. The study of those algorithms is left for future work.
Benefits of Coordinated Transmission
The use of CT provides benefits in terms of additional energy savings and also in extended reach, those are discussed in the rest of this section.
Energy Savings
The use of CT would only be of interest if it can provide substantial energy savings. To understand the potential savings a basic understanding of how 10GBASE-T works is needed. In 10GBASE-T full duplex transmission takes place over four Unshielded Twisted Pairs (UTP) that are bundled in the same cable. This simultaneous transmission causes that in addition to the remote signal, echo and both near end and far end crosstalk (NEXT and FEXT) are received on each pair. The receiver must remove all those unwanted signals and for that echo and crosstalk cancellation circuits are used.
In Figure 6 a block diagram of the circuitry used in each of the four pairs in a 10GBASE-T transceiver [8] is shown. In CT mode the Echo Cancellers and the NEXT cancellers are not needed since there is no transmission when the device is receiving. These elements are an important part of a 10GBASE-T PHY [14] . Echo cancellation is typically done both in the analog domain to reduce the requirements on the Analog to Digital Converter (ADC) and then in the digital domain to eliminate the rest of the echo [8] . This means that in CT mode energy savings would be obtained both in the analog and digital circuitry. NEXT cancellation is typically done in the digital domain. Additional savings maybe obtained in the ADCs as less precision is needed if there is no echo at the input.
Therefore if a PHY operates in CT mode all the circuitry related to echo and NEXT cancellation can be put in low power mode. The energy savings that could be obtained will vary for different implementations but they will be substantial. From the information in [8] , savings of 20-30% seem a reasonable estimate.
Additional benefits can be obtained in other PHY elements. For example, since there is no echo, the requirements of the timing recovery are relaxed. This means that some extra power could be saved on the timing recovery circuitry and/or that transitions could be made faster. The main point is that during wake up the timing recovery circuitry must compensate the deviation between the clocks that occurred during the time that the PHY was in low power mode. This is much harder to do if there is echo in addition to the remote signal. Also if echo is present, the adjustment must be done slowly so that the local transmission is not disturbed by the timing recovery and the echo is properly cancelled. Another element that could benefit from the CT mode is the Low Density Parity Check (LDPC) code decoder that could possibly be switched to a simplified mode to save power as the Signal to Noise Ratio (SNR) will probably be larger than needed. This may be easier to do than the reduction of precision in the ADC.
Fig. 6. 10GBASE-T circuitry for each twisted pair (from [8]).
It is expected that since link utilization is typically low, in many cases the EEEPHYs will stay in the LPI mode most of the time. Therefore it is interesting to also consider the savings that CT enables in LPI mode. When we are in LPI mode the proposed coordination transmission mechanism enables us to know when the other Can be disabled in CT mode end may start transmitting. This in turn enables us to power down all the receiver circuitry as we are sure that no alert/wake signal will be received. Without CT, some receiver elements must be active at all times to detect the alert/wake signal from the other end as that can start at any point in time. Additionally during the refresh periods some of the energy savings of CT described for the active mode also apply. This means that additional significant savings can be achieved in LPI idle mode when CT is used. A first estimate for the savings in LPI mode can also be in the order of 20% of the LPI mode power consumption.
Finally, as CT enables a link end to know in advance when the other end can start transmitting, additional savings beyond the PHY could be achieved [15] . For example if link end A schedules a transmission for a complete interval between refresh periods (approximately 40 µs), then no frames will be received during that time. This would enable components with transitions times larger than the PHY to enter the low power mode and still be awake on time to process the data. This could also be done using extended wake timers in the PHY as proposed in [16] but that would increase the PHY power consumption as each EEE mode transition will involve a larger overhead.
Extended Reach
Another interesting option is to use Coordinated Transmission to extend the reach of a 10GBASE-T link beyond the standard 100 m. The extended reach can be obtained as there is no echo at the receiver such that the signal can be further amplified before the ADC resulting in a better SNR. Also we get rid of the quantization noise from the cancellers and any residual echo/NEXT after cancellation. The number of meters that could be extended will depend on the PHY architecture and is difficult to predict; this requires further work. In this case obviously transitions to UCT mode will not be allowed and the PHYs will always operate in CT mode. This option would provide a capacity in between 1 Gb/s and 10 Gb/s as CT transmission uses some of the capacity for coordination. For symmetric traffic the effective capacity of CT would be approximately 4 Gb/s as discussed in the next section.
Performance Evaluation
As mentioned in the introduction, CT introduces an additional frame delay. This is the time that a link end has to wait until it receives a refresh from the other end or the other end stops its transmission if it was transmitting. In the worst case the link end would have to wait for the time between two refresh periods that is approximately 40 µs. This delay is very small compared with the typical delay of Internet connections or with the requirements of multimedia applications such as voice over IP, both in the order of tens of ms. This means that for most users the impact of the added delay will be negligible.
The proposed scheme also reduces link capacity. To evaluate this effect, CT has been implemented in the ns-2 simulator and tested in several experiments. The network configurations used are shown in Figure 7 . The link delays for Link 1 and Link 2 are 0.5 µs that corresponds to the propagation delay of approximately 100m of UTP cable. The intermediate link, models a network that limits the transfer capacity in the 1 Gb/s case and does not in the 10 Gb/s case. The first configuration tries to model a situation in which the bandwidth is limited by the Internet connection having a lower speed than the LAN as it commonly occurs.
In the first set of experiments a large FTP transfer takes place between the client and the server. The traffic in this case is highly asymmetric with large data frames in one direction and small acknowledgement frames (ACKs) in the other. Therefore the link utilization should be high in the data direction and much smaller in the ACK direction. The results in terms of link utilization are shown in Table 2 (FTP in one direction). When the middle link operates at 10 Gb/s, the link utilization in the data direction is approximately 66% of its capacity and the use of the UCT mode could improve performance by getting close to 100% utilization. Therefore this would be a case in which switching to UCT mode using the proposed mechanism could be desirable to reduce the transfer time for large files. When the middle link operates at 1 Gb/s and a large FTP transfer takes place between the client and the server, the results show how the CT mode is capable of performing the FTP at the same speed as a UCT link (1 Gb/s or 10% utilization). In this case the UCT mode will not give a performance advantage and energy can be saved by using the CT mode. This would be the case when the transfer speed is limited by the network but also when it is limited by the client or server. As discussed in [17] in many cases the transfer speed may be limited by the processor, the operating system, and/or the application software such that the full link speed can not be achieved in any case.
In the second set of experiments a one way 1 Gb/s Constant Bit Rate source is used. The results show that the proposed scheme is able to carry this traffic with no performance lost when the middle link operates at 1 Gb/s and 10 Gb/s. In this case the transmissions are always triggered by the refresh periods in the other direction. This CBR example models the transmission of video or other applications that can only send data as it is generated in the remote end and therefore cannot take advantage of the full link speed.
Finally, the FTP experiments were re-run with simultaneous FTP transfers in both directions. The results show that when the middle link operates at 10 Gb/s the total link utilization is higher than for the case of one direction only. In this case CT reaches a total utilization of close to 8 Gb/s (4 Gb/s in each direction) compared to around 7 Gb/s in the asymmetrical case. This is so because in this case each time the . Therefore the overhead of EEE mode transition is lower than in the asymmetric case in which in one direction the link is activated to send ACKs that require less than 2 µs to be sent. For this configuration the use of UCT transmission would increase the performance and therefore a switch to the UCT mode could be done to reduce transfer time. When the middle link operates at 1 Gb/s, the CT mode is sufficient to perform the FTP file transfers with no performance degradation. The experiments conducted have served as an initial validation of the proposed scheme. The results show how the CT mode operation can achieve a total link utilization of close to 7 Gb/s for asymmetric traffic and approximately 8 Gb/s (4 Gb/s in each direction) for symmetric traffic. This would be sufficient in many environments where speed is limited by the network connection or by the system hardware and/or software. The same applies to applications that do not require or cannot use the full link speed, like for example multimedia applications. In any case a fast mechanism to switch to UCT mode is provided that enables the use of the complete link capacity when required. 
Conclusions
In this paper a mechanism to achieve additional savings in 10GBASE-T links that implement the IEEE 802.3az Energy Efficient Ethernet (EEE) standard has been proposed. The mechanism coordinates transmission over the link such that at any given time instant only one link end is transmitting. To do so existing EEE signaling is used. The proposed scheme enables large additional savings in the range of 20-30% in the Physical layer devices (PHYs) as many components such as the echo cancellation circuitry can be put in low power mode. This savings are trade off for additional link delay and reduced link capacity. In the worst case, the proposed approach adds 40 µs of delay for frame transmission that is negligible compared to the typical Internet connection delays and the requirements of most end users applications. The effective capacity of the link is close to 7 Gb/s for asymmetric traffic and approximately 4 Gb/s for symmetric traffic which would be sufficient when the network connection or the computer performance limit the speed. For cases in which the full link speed is needed sporadically, a fast mechanism to switch to normal full-duplex (or UCT) transmission mode has also been described. In this way most of the energy savings would be retained while minimizing the impact on performance.
