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The capability to change and adapt, known as plasticity, is one of the
most impressive features of the human brain. It is most pronounced
during childhood development. While a child acquires various cognitive
skills, the brain matures alongside. Language learning is such a process
that occurs naturally across childhood development, supposedly within
a sensitive period. Originally, the sensitive period for language acqui-
sition was thought to close at puberty, after which language learning
was believed to be near impossible. This view has since been challenged
and it is now suggested that there are multiple sensitive periods for
various aspects of language acquisition. Some aspects are rather well es-
tablished, e. g. the vocabulary spurt, while others, e. g. comprehension
of complex sentences, are not yet fully understood. I was interested in
whether and how these two aspects of language learning could be ad-
vanced through training within the framework of sensitive periods and
how this related to structural plasticity in the healthy developing brain.
First, natural gray matter maturation was examined. The results support
the existing literature of different trajectories for each gray matter mea-
sure and provide new evidence for the widespread maturational process
of cortical thinning to be in progress already at four years of age. Second,
a word learning training was applied to investigate underlying plastic
changes during an ongoing sensitive period of word learning. I found
that language-specific inferior frontal areas, as well as domain-general
parietal regions, responded to training with gray matter changes. Third,
training-induced plasticity was examined at the onset of a sensitive pe-
riod for complex syntax comprehension. Here, frontal domain-general
regions showed plastic changes, but no language-specific regions were
engaged. This study underlines the importance of task demands and
the crucial role of general processes (e. g. attention and memory) under-
lying higher-order tasks such as language learning. The changes to the
gray matter structure as a function of language training during specific
points in sensitive periods of language acquisition are discussed and
I point out how these findings compliment and extend the current lit-
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I N T R O D U C T I O N
The child‘s brain has been described as a "super-sponge" (Varga, 2017)
absorbing input from the environment at every possible opportunity.
The structure of the brain (gray and white matter), which is particularly
malleable during childhood development, matures in accordance with
that environmental input. Gray matter, which is composed mostly of
neuronal cells, is known to decrease across the life span after an initial
peak in early childhood (Groeschel, Vollmer, King, & Connelly, 2010).
White matter, which represents the fiber connections between those neu-
ronal cells, increases up to young adulthood (Groeschel et al., 2010). At
some stages during development so-called "windows of opportunity"
enhance cognitive and brain development better than at any other time
during life. A child can seemingly effortlessly learn a new language or
an instrument, while adults struggle and require intense training and
explicit instruction. These windows of opportunities, known as sensi-
tive periods, are a fascinating part of development as the brain is at
its most adaptable. This plasticity of the brain can have either strong
promotional or detrimental effects on brain structure depending on the
environmental demands that the brain is exposed to.
Let’s imagine three different four-year-old children. The first one is
a typically developing child growing up with constant communication
and sensory stimulation. Her parents will speak, sing and read to her.
At first the child will communicate back in sounds and gestures until
she starts talking herself. While her cognitive skills progress and be-
come more refined, the brain matures alongside this development form-
ing underlying efficient networks. This 4-year-old will be able to rather
eloquently express her wishes and needs in full sentences and she will
be impressing many adults with her vast vocabulary and the ease with
which she learns every known dinosaur’s name.
The second child is a deaf child born to hearing adults. This child
is unable to hear spoken words and does not even receive language in-
put in the form of sign language as her parents do not know how to
sign. Thus, this 4-year-old grows up without the constant input from
her surroundings. Despite this, she has developed a rudimentary sign-
ing system to communicate her needs. Her atypical language acquisition
is accompanied by brain development that differs strongly from the first
child. Without additional intervention, certain neural connections may
never be formed while others do not reach the same level of efficiency
as that of a typically developing child. In this case, the child experienced
a period of deprivation where important environmental input was with-
held during a window of opportunity.
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The third child is an otherwise typically developing child, however,
she is growing up bilingually. This 4-year-old receives input different to
the typical variation most other healthy children receive. In this case the
child experiences a different, "enriched", environment compared to the
other two children which places different demands on her brain than a
typical environment. Her brain will adapt to these demands by creating
different connections and modified networks to become as efficient as
possible under these specific environmental demands.
Our three children thus grow up in very different circumstances. These
examples illustrate that the environmental input we receive has a sub-
stantial influence on how our cognitive skills and the structure of our
brains develop. It also demonstrates that the developing brain has an in-
credible ability to adapt to the challenges or opportunities it faces to be-
come as efficient as possible given the circumstances. This large degree
of plasticity is accompanied by the aforementioned windows of opportu-
nity. The different experiences of the three example children have such
a strong impact on their development because development contains
sensitive periods during which a specific input has substantial positive
impact if provided or a strong negative impact if withheld. While the
detrimental effects of impoverished environments are well known and
documented, the beneficial effects of enriched input within the context
of sensitive periods are less clear and worth investigating.
In my thesis I focus on the positive impact the environment can have
on brain development by exposing four-year-old typically developing
children to a short natural language training during certain stages of
sensitive periods in language development. I examined two aspects of
language acquisition, which are at different stages of their sensitive pe-
riod at the age of four years. While the sensitive period for word learning
is in full swing at age four, the sensitive period for comprehending com-
plex sentences is only opening at that time. I was interested in how the
brain reacts to extraordinary input of these two aspects of language ac-
quisition at this specific point in its development. In what way does gray
matter brain structure change as a function of language training within
or at the beginning of a sensitive period in language acquisition?
In the Theoretical Background I first illustrate how natural language is
acquired, what brain regions comprise the underlying language network
and which language skills four-year-old children already possess. I then
explain the concept of sensitive periods and structural brain plasticity in
language development as well as the physical maturation of the brain.
The Methodology part is an overview of the measures I used to assess
structural brain morphology. The study paradigm and data acquisition
are illustrated in the Methods and Materials. I describe in detail the statis-
tical analyses and results of my investigations of typical maturation of
brain gray matter (Investigation 1), training-induced plasticity during a
sensitive period for word learning (Investigation 2) and training-induced
plasticity at the beginning of a sensitive period for complex sentence
introduction 3
comprehension (Investigation 3) in the Empirical Investigations. Finally, I
discuss my findings critically and draw conclusions from my studies in
the Discussion and Concluding Remarks.

Part I
T H E O R E T I C A L B A C K G R O U N D

2
L A N G U A G E D E V E L O P M E N T
Much of natural language acquisition is typically accomplished within
the first four to six years of life and begins with the prenatal exposure
to language input (Gervain, 2018; Meisel, 2013). As language acquisi-
tion progresses, comprehension precedes production (Berk, 2006; Hirsh-
Pasek & Golinkoff, 1996; Junge, Cutler, & Hagoort, 2012; Kuhl, 2000).
Even though children start babbling as early as six months of age, a lot
of language-specific knowledge has been acquired before this milestone.
Within the framework of this thesis I specifically focus on different as-
pects of language comprehension and will therefore only briefly describe
the development of language production as to provide a comprehensive
picture of the milestones children master in typical language develop-
ment.
2.1 language acquisition
Children start to perceive sound in the 5th and 6th months of preg-
nancy and are soon thereafter able to distinguish between phonemes
(Penner, Weissenborn, & Friederici, 2006). Immediately after birth, chil-
dren show preference for their mother’s voice over any other and are
able to recognize the specific stress pattern of their native language
(Mampe, Friederici, Christophe, & Wermke, 2009; Penner et al., 2006).
Around four months of age children start recognizing their own name,
understand “mama“ and “papa“, and are able to recognize sentence
borders from intonation and pauses within the word stream. At seven
months they are able to distinguish between syntax patterns (Marcus,
Vijayan, Bandi Rao, & Vishton, 1999) and shortly thereafter start to rec-
ognize syntactic borders within a sentence (Berk, 2006). Between 8 and
16 months of age the receptive vocabulary increases considerably from
approximately 30 to 190 words (Caselli et al., 1995). Children lose the
ability to differentiate between phonemes of languages other than their
natural language around nine months of age, while rules for consonant
combinations in the natural language are recognized. According to re-
sults provided by Junge et al. (2012), the first signs of lexical-semantic
processing skills appear around the same time, as 9-month-old children
were able to categorize novel items and label them correctly. During the
first half of the second year of life, children recognize syntactic units and
rules of word order (Berk, 2006), respond correctly to wh-question (Seidl,
Hollich, & Jusczyk, 2003), and use word order to understand multiword




Between the ages of two and three years, children acquire grammati-
cal morphemes such as prepositions, noun plurals, (ir-)regular past tense
for verbs, and auxiliary verbs (R. Brown, 1973; de Villiers & de Villiers,
1973). During this time, the use of case marking as an additional syntac-
tic cue emerges as sentences with congruent word order and case mark-
ing are understood (Dittmar, Abbot-Smith, Lieven, & Tomasello, 2008).
From three to five years of age grammatical forms are gradually gen-
eralized (Berk, 2006). The differences in case marking between subject-
and object-initial sentences are detected but children are not yet able to
use this cue alone to successfully comprehend more complex sentences
(Schipke, Knoll, Friederici, & Oberecker, 2012). In fact, four year old chil-
dren mainly use the word-order strategy to parse sentences (Dittmar et
al., 2008), which leads to processing difficulties in object-initial sentences
at the second noun phrase (Schipke et al., 2012). Five and six year old
children successfully process complex embedded sentences with subject-
initial structures (Fengler, Meyer, & Friederici, 2016) and begin to use
case marking cues for sentence comprehension, as they correctly act out
object-initial sentences (Lindner, 2003). Thus, by the time children start
school, they have acquired most of the morphological and syntactic rules
of their natural language, including case marking (Vissiennon, Friederici,
Brauer, & Wu, 2017). Simple sentences, negatives, questions, and imper-
atives are processed at an adult-like level. For example, 7-year-olds are
capable of reliably processing morphological cues and actively rely on
case marking over word order when these two cues are incongruent in
a sentence (Dittmar et al., 2008; Schipke et al., 2012). However, this only
seems to be the case in simple sentences. Children at this age only begin
to use and understand more complex grammatical structures such as
passives and relative clauses. The acquisition of these structures takes
several years well into the school career of a child until they are fully de-
veloped and mastered. Comprehension of advanced syntax does not re-
semble adult behavior until approximately eight years of age (Trueswell,
Sekerina, Hill, & Logrip, 1999).
Language production is more laborious than comprehension and de-
velops only after a certain level of comprehension is already mastered. It
commences at around six months when children start babbling. Around
the first birthday children begin producing their first words during the
second half of the second year they experience the so-called vocabu-
lary spurt. During this time children’s expressive vocabulary increases
exponentially to something between 150 and 300 words (Penner et al.,
2006) and contains about 10.000 words by age six (Anglin, 1993). Be-
tween 18 and 30 months, children begin to form simple two or three
word sentences (Berk, 2006). Importantly, these sentences already fol-
low certain syntactic rules and are produced with the correct word or-
der (Bloom, 1990; Gleitman & Newport, 1995). With the development
of sentence structures between the age of two and five years, sentences
become more elaborate and complex (comprising negatives and ques-
tions, for example), and progressively include adjectives, articles, nouns,
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verbs and prepositional phrases as well as grammatical morphemes (R.
Brown, 1973; de Villiers & de Villiers, 1973). With increasing grammatical
knowledge, the use of more evolved constructions such as connectives,
passives and embedded sentences reflects further grammatical complex-
ity in production. Subsequently, children continuously elaborate and de-
velop their use of advanced constructions well into their early school
years (Brooks & Tomasello, 1999; Tager-Flusberg, Paul, & Lord, 2005).
2.2 language in the brain
2.2.1 The Language Network
In the adult brain, a specific language network has been identified (see The Language
Network in AdultsFigure 1), consisting of a number of left-hemispheric cortical areas in-
cluding the inferior frontal gyrus (IFG) including Broca’s area, the tempo-
ral cortex including Wernicke’s area, as well as the inferior parietal cor-
tex (IPC) (Binder, Desai, Graves, & Conant, 2009; Friederici, 2002; Hickok
& Poeppel, 2000; Turken & Dronkers, 2011).
Temporal structures have been associated with the so-called mental
lexicon subserving processes of word identification (i. e. word category
and meaning) and storage of perceptual information about objects and
their attributes (Binder et al., 2009). The superior temporal gyrus (STG)
includes the auditory cortex and is involved in speech perception and
phonological processing (e. g. Binder et al., 2009; Graves, Grabowski,
Mehta, and Gupta, 2008; Hickok and Poeppel, 2000), while the mid-
dle temporal gyrus has been implicated in the comprehension of sin-
gle words (Dronkers, Wilkins, Van Valin, Redfern, & Jaeger, 2004). The
inferior frontal cortex accommodates the construction of syntactic re-
lations as well as semantic categorization and processing (Binder et
al., 2009; Friederici, 2002; Sakai, 2005). It consists of pars opercularis
(Brodmann Area (BA) 44), pars triangularis (BA 45), and pars orbitalis
(BA 47). While BA 44 is involved in hierarchical processing of syntac-
tic structures (Friederici, 2002, 2011; Friederici, Opitz, & von Cramon,
2000; Newman, Just, Keller, Roth, & Carpenter, 2003; Wu, Vissiennon,
Friederici, & Brauer, 2016), BA 45 and BA 47 play key roles in seman-
tic processes, such as selection and integration of semantic information
(Binder et al., 2009; Friederici, 2011; Friederici et al., 2000; Mestres-Missé,
Càmara, Rodriguez-Fornells, Rotte, & Münte, 2008; Newman, Ikuta, &
Burns Jr., 2010; Sakai, 2005). The IPC is typically involved in the integra-
tion of complex information, knowledge retrieval, and sentence compre-
hension (Binder et al., 2009) but also lexico-semantic processing (Cathy
J. Price, 2000). The respective regions of the language network are con-
nected with each other via white matter ventral and dorsal pathways
to accomplish intact language processing (Friederici, 2006, 2011, 2012;
Friederici & Gierhan, 2013; Hickok & Poeppel, 2004, 2007; Rauschecker
& Scott, 2009).
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Figure 1: The mature language network. Reprinted from ’The mature language net-
work.’ by Friederici and Gierhan, 2013, Current Opinion in Neurobiology, 23(2),
p.251. Copyright 2012 Elsevier Ltd. Reprinted with permission.
Much like other cognitive functions, language develops along withThe Language
Network in Children the brain. In fact, the developing brain is shaped by the way children
perceive, process, and produce natural language. During language ac-
quisition the regions of the language network mature and process the
increasing complexity of language. With progressing language develop-
ment, the brain becomes more and more efficient until it arrives at the
state of the fully matured language network described above. Early on
in life, however, the child brain recruits additional regions of both hemi-
spheres that are not part of the canonical language network to support
the processing of language functions (Berl et al., 2014; Holland et al.,
2007; Huttenlocher, 2002; Neville & Bavelier, 1998). A shift from broad
bilateral involvement to the left lateralized language network begins ap-
proximately between the ages of seven and ten years (e. g. Benson et
al., 1996). This transition increases the brain’s processing efficiency as a
smaller matured network requires less energy and increases processing
speed (Huttenlocher, 2002).
In this dissertation I investigate the immature language network of
four-year-olds by examining two important aspects of language, namely
word learning (a semantic process) and complex sentence comprehen-
sion (a syntactic process), respectively, within the framework of sensitive
periods in natural language acquisition. At four years of age, neither
brain nor cognition are close to being fully matured.
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2.2.2 Word Learning and Sentence Comprehension in the Brain
Semantic processes on the single word level, specifically word learning, Word Learning in
the Brainrely on a broad semantic network in the adult brain including left mid-
dle and superior temporal cortex, left IFG, as well as left inferior parietal
lobule (Binder et al., 2009; M. H. Davis, Di Betta, Macdonald, & Gaskell,
2009; Friederici, 2012; Hofstetter, Friedmann, & Assaf, 2017; A. P. Klein,
Sabsevitz, Ulmer, & Mark, 2015; Lopez-Barroso et al., 2013; Palomar-
García, Sanjuán, Bueichekú, Ventura-Campos, & Ávila, 2017; Cathy J
Price, 2010; Sakai, 2005). In children, these canonical language regions
have been shown to be involved in word learning (M. H. Davis et al.,
2009; D. L. Mills, Plunkett, Prat, & Schafer, 2005; Nora et al., 2017). More-
over, various studies also provide evidence for additionally recruited
regions during word learning such as bilateral frontal, temporal, and
parietal areas (D. L. Mills et al., 2005), right parietal regions (Friedrich &
Friederici, 2008), the right STG (Nora et al., 2017), and (bilateral) supra-
marginal gyrus (Asaridou, Demir-Lira, Goldin-Meadow, & Small, 2017;
Lee et al., 2007).
Evidently, word learning in the developing brain involves a number
of regions across the entire cortex. However, studies investigating word
learning are typically conducted with children younger than two years
or older than seven years and focus on electrophysiological components
or brain activation. Thus, there is a considerable research gap concerning
brain structures supporting word learning in four-year-old children as
inferences about relevant gray matter organization are commonly drawn
from decidedly younger and older study samples. With this thesis I
seek to elucidate which regions of the developing brain of four-year-old
children, within the language network and beyond, undergo structural
change in response to word learning training.
Sentence comprehension processing in adults was repeatedly reported Sentence
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in the left IFG (BA44) and the left posterior STG (pSTG, e. g. Consta-
ble et al., 2004; Friederici, 2011; Friederici, Bahlmann, Heim, Schubotz,
and Anwander, 2006; Grodzinsky and Friederici, 2006; Hirotani, Maku-
uchi, Rüschemeyer, and Friederici, 2011; Santi and Grodzinsky, 2007). A
gradual shift within the brain toward these adult-like processing pat-
terns starts around six years of age (Clahsen, Lück, & Hahne, 2007;
Fengler et al., 2016; Schipke et al., 2012; Skeide, Brauer, & Friederici,
2014; Tippmann, Stärk, Ebersberg, Opitz, & Rossi, 2012; Wu et al., 2016).
After approximately eight years of age the behavioral performance in
sentence comprehension resembles that in adults (Dittmar et al., 2008).
An adult-like pattern of activation on syntactic tasks emerges around
9 to 10 years of age (Skeide et al., 2014), however, even at 11 years of
age language processing has not yet reached an adult-like level of auto-
maticity (Leuckefeld, 2005). This is also reflected at the neuroanatomical
level, where specific parts of the language network, namely the left pars
opercularis, are not yet fully matured at this age (Amunts, Schleicher,
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Ditterich, & Zilles, 2003). The regions involved in sentence comprehen-
sion seem more condensed than those for word learning. Yet, similar
to word learning, sentence comprehension processes also recruit a num-
ber of regions beyond the canonical language network during language
acquisition. In children, the left pSTG and left BA44 were found to be
involved in sentence comprehension (Fengler, Meyer, & Friederici, 2015,
2016; Skeide et al., 2014; Vissiennon et al., 2017; Wu et al., 2016), albeit
syntactic processing was still strongly intertwined with semantic infor-
mation. Evidence supporting additionally recruited regions in young
children during sentence comprehension was presented, for example,
by Vissiennon et al. (2017) and Wu et al. (2016). Sentence comprehen-
sion in five year old children was accompanied by functional activation
in left middle frontal gyrus and bilateral caudate nuclei, all of which are
involved in cognitive control processes (Wu et al., 2016), and in six-year-
olds additional activation was found right STG and bilateral occipital
areas (Vissiennon et al., 2017).
While in the particular age range that is of relevance to this thesis,
comprehension on the sentential level so far has been investigated to
a greater extent than word-level semantic processing, previous studies
mostly focus on functional brain activation rather than the gray matter
structure of the brain. Therefore, I examine in this thesis the changes in
gray matter structure involved in complex sentence comprehension as a
function of training at four years of age.
In summary, children understand and process a lot more of their firstChapter Summary
language than they can produce themselves before they even start to
utter their first words. This feature characterizes language acquisition
throughout childhood development. As the brain matures, cognitive
functions, like language processing, mature with it and the networks
underlying these functions become more specialized with progressing
development. Up until well into their early school years, children recruit
a broad array of brain regions beyond the classic language network to
process natural language. During early childhood, depending on the lan-
guage aspect to be processed, these regions include to the most part bilat-
eral temporal, frontal, parietal as well as occipital areas. The progression
of involved cortical regions in language processing from widespread bi-
lateral areas to left lateralized inferior frontal and temporal regions is a
testament to cortical plasticity.
Childhood development is marked by a period of enhanced plastic-
ity (Chapter 5) in that brain structure and cognitive functions are mal-
leable even beyond the changes of typical maturation. However, such
additional changes during language acquisition potentially depend on
certain factors, particularly the kind of input that is provided by the en-
vironment and the age at which this input is received, within specific
time windows, i. e. sensitive periods.
3
S E N S I T I V E P E R I O D S I N D E V E L O P M E N T
3.1 what is a sensitive period?
The general concept of sensitive periods (SP) was first introduced in 1873
by Douglas Spalding who found that chicks that hatched without a hen
would imprint on and follow any moving object they were exposed to
during the first days after hatching. No such behavior was observed if
a moving object was presented a few days later, indicating that the first
days immediately after hatching were crucial to the imprinting process
of chickens (Spalding, 1873). Across development there are multiple time
windows during which certain environmental influences may affect the
brain as well as behavior to a much greater extent than at any other
time. SP are marked by a notable potential for plasticity. During this
time the brain is especially susceptible to certain experiences or the ab-
sence thereof resulting in both short- and longterm alterations to the
structure and function of the brain (M. H. Bornstein, 1989; Colombo,
1982; Werker & Hensch, 2015). Such a SP is marked by a time of height-
ened responsiveness to specific environmental stimuli (Oyama, 1979).
Although sensitive periods are often compared to „windows of oppor-
tunity“, the analogy does not extend to the opening and closing of said
windows. Rather than being abruptly opened or closed, sensitive peri-
ods begin with increasing and end gradually with decreasing sensitivity,
respectively, for a specific input (Immelmann & Suomi, 1981; Oyama,
1979). This change in sensitivity leading up to a SP or ending it, if exten-
sive enough in magnitude, allows the distinction of one SP from others
before and after it (Oyama, 1979).
With respect to language development, Lenneberg (1967) states that
such a period begins once the brain reaches a certain maturation and
ends when a certain loss of plasticity takes place. The course of a sen-
sitive period can be described as a gradual but relatively short onset
followed by an extended optimal period for the acquisition of a specific
phenomenon with a gradual offset over an extended period of time (Im-
melmann & Suomi, 1981; Meisel, 2013). We now know that such time
windows differ in onset, duration, species and even in different brain
regions (Friedmann & Rusou, 2015; Immelmann & Suomi, 1981; Kolb,
Harker, & Gibb, 2017; Lewis & Maurer, 2005; Tierney & Nelson III, 2009).
3.2 sensitive periods in animals and humans
Sensitive periods in animals have been established, for example, for
visual cortex in kittens (Blakemore & Mitchell, 1973; Wiesel & Hubel,
1963a, 1963b), imprinting in goslings (Lorenz, 1937), social development
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in rhesus monkeys (Harlow & Harlow, 1965), and specific song devel-
opment in birds (Marler, 1970; Thorpe, 1961). In a seminal collection of
studies during the 1960s, Wiesel and Hubel were able to show how the
cat brain adapts to environmental influences during a specific time win-
dow by depriving kittens of visual input (Hubel & Wiesel, 1963; Wiesel
& Hubel, 1963a, 1963b). They showed that the susceptibility to visual de-
privation changes across the lifespan and concluded that an originally
functional system can be physiologically altered through deprivation,
i. e. the absence of a certain environmental stimulus, if the deprivation
occurs within a specific time window.
The study of songbirds by Marler (1970) characterizes the gradual off-
set of a SP. Over a period of more than 100 days he showed the decreas-
ing effect specific input (i. e. exposure to normal song) had on normal
song development. By raising songbirds in isolation he was able to iden-
tify a sensitive period from 10 to 50 days of age for the development of
normal song. Exposure to normal song from an adult male during this
time window resulted in normal song development including reproduc-
tion of the local dialect. When raised in isolation with no adult bird
to learn normal song from, young male sparrows developed abnormal
song. Upon exposure to normal song from 50 to 100 days after birth (i. e.
after the sensitive period) those isolated birds experienced a shift from
abnormal song to a more normal song, however, they did not learn the
dialect. A much later exposure to adult song (after 100 days of age) or
during the first 10 days of life (i. e. before the sensitive period) had no
effect and resulted in the development of abnormal song (Marler, 1970).
Seemingly, the most efficient way to establish the existence of sensitive
periods is by withholding some form of experience or stimulus that is
necessary to the development of a certain function at the right time in de-
velopment. While induced deprivation as a means to examine sensitive
periods is standard procedure in animal models in laboratory situations,
it is unethical to induce such shortcomings in a human sample. The
literature on sensitive periods in humans is instead shaped by clinical
samples and case studies of deprivation. However, training studies offer
additional insight into the topic of sensitive periods in human cognitive
development.
Much like in animals, sensitive periods in human development have
been proposed for a variety of skills and abilities including motor and so-
cial skills, critical reasoning skills, as well as sensory and perceptual abil-
ities with varying temporal constraints (for an overview see M. H. Born-
stein, 1989). In the visual domain, for example, the study of cataracts in
children has enabled researchers to identify a sensitive period for visual
acuity. Beneficial effects of visual experience were stronger the sooner
after birth the cataracts were corrected, whereas effects of visual input
were smaller the longer the cataracts remained untreated (Lewis & Mau-
rer, 2005; Maurer, Lewis, Brent, & Levin, 1999).
In the case of face processing, it has been shown that children lose the
ability to distinguish between monkey faces between the ages of six and
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nine months (Pascalis, de Haan, & Nelson, 2002), indicating a sensitive
period for non-human face discrimination within the first six to nine
months of life. If, however, children received extended input of monkey
faces, six-months-olds were able to retain their discriminative ability at
nine months of age (Pascalis et al., 2005). These findings suggest that a
sensitive period could possibly be extended if specific input is provided
as the brain is highly sensitive to environmental experiences. Presented
with input, the brain will undergo synaptic changes, which in turn leads
to the maintenance of plasticity, thus extending the time window for
which the specific input was necessary (Tierney & Nelson III, 2009).
3.3 sensitive periods in language acquisition
This thesis focuses on brain plasticity in relation to sensitive periods in
natural language development. In the case of language acquisition, the
examination of sensitive periods is difficult as natural language is ac-
quired implicitly and language input is omnipresent even in the womb
(Meisel, 2013; Penner et al., 2006) and therefore is hard to control for in
an experimental setting. Hence, many conclusions about sensitive peri-
ods in language learning have been drawn from the study of second lan-
guage acquisition. However, the rare study of so-called „feral“ children
reared in deficient circumstances as well as the systematic investigation
of congenitally deaf children have furthered the knowledge about sen-
sitive periods in first language acquisition tremendously. With regards
to natural language development, a sensitive period for language ac-
quisition has been suggested to lie in childhood with varying cut-off
ages at 6 years (Long, 1990; Meisel, 2013; Newport & Supalla, 1990), 9
years (Penfield & Roberts, 1959), 10 years (Curtiss, 1989) or 12 years of
age (Lenneberg, 1969). Similar to Marler’s songbirds there seems to be
a gradual offset in language acquisition with decreasing first language
proficiency. Language acquisition after this age range cut-off is possi-
ble but not to a native-like level. At even later starting points of first
language acquisition (e. g. after teenage or during adulthood), language
proficiency remains incomplete and does not extend past the early stages
of language development.
3.3.1 Language Acquisition Depends on Age of Acquisition and Input
Two crucial factors determine the outcome of language acquisition: in-
put and age of acquisition (Gleitman & Newport, 1995). In accordance
with the concept of sensitive periods in language acquisition, this means
that if language input is somehow withheld during the crucial time win-
dow for language acquisition, language develops more or less fully de-
pending on the age at which acquisition finally begins. The interaction
of language input and age of acquisition is what seems to be most im-
portant for successful language acquisition. Studies with deaf children
and „feral“ children have shown that language emerges even in the case
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of isolation and that proficiency strongly depends on age of acquisition.
For example, it was found that deaf children who were raised by hearing
parents without any knowledge of sign language, and thus received no
language input whatsoever, still produced so-called home signs compa-
rable to their hearing peers’ first words and simple sentences (Feldman,
Goldin-Meadow, & Gleitman, 1978; Goldin-Meadow, Mylander, de Vil-
liers, Bates, & Volterra, 1984). However, if linguistic input was continu-
ously withheld this home sign language did not evolve past the simple
sentence stage and function morphemes are mostly missing from the
signing (Feldman et al., 1978; Goldin-Meadow et al., 1984). Another ex-
ample is the case of „Isabelle“, who was reared in isolation without any
language input for the first six years of her life. Nevertheless she was
able to acquire a first language and catch up with her typically devel-
oping peers in proficiency through intense training (K. Davis, 1947). In
contrast, „Genie“, who did not learn a language until the age of 12 years
(Curtiss, Fromkin, Krashen, Rigler, & Rigler, 1974; Fromkin, Krashen,
Curtiss, Rigler, & Rigler, 1974), never fully mastered a first language.
She was indeed able to rapidly progress through the initial steps of lan-
guage development, however, she never surpassed the stage of simple
sentences and her production was not nearly as proficient as that of a
native speaker. Even later language acquisition has been documented in
the case of „Chelsea“, who was not correctly diagnosed with deafness
until her early 30s (Curtiss, 1989; Gleitman & Newport, 1995). Upon re-
ceiving hearing aids and intensive rehabilitation, she quickly learned to
understand and produce language. However, even though she produced
simple sentences they were grammatically incorrect. These cases show
that the interplay between age of acquisition and language input has
a strong influence on language outcome and that specifically grammar
development seems to be impacted.
In the case of late learners (i. e. late age of acquisition) the early stages
of language development are rapidly mastered, for example, „Genie“
quickly learned new words and how to string a few of them together to
form simple sentences. This accelerated pace in development has been
reported for other children, who were reared in deprived circumstances
(Curtiss, 1989; Curtiss et al., 1974; Fromkin et al., 1974), deaf children
who were brought up by non-signing hearing parents (Emmorey, Bel-
lugi, Friederici, & Horn, 1995; J. L. Singleton & Newport, 2004) and even
deaf adults who did not acquire a first language (i. e. sign language) un-
til teenage (Newport & Supalla, 1990). Lewis and Maurer (2005) propose
that these quick improvements indicate a readiness of the neural system
to respond after the deprived state comes to an end.
These studies demonstrate three important points about natural lan-
guage acquisition. First, language can develop even though initial input
is missing. However, once language emerges after a period of isolation,
it is dependent on linguistic input for further development. Second, lan-
guage is highly dependent on age of acquisition. If acquired latest be-
tween the ages of six and twelve years, language can develop to native-
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like levels. Language acquisition after this age will result in atypical
language. Third, the two factors, input and age of acquisition, interact
in a way that depending on the age of acquisition input is crucial to
determine the level of language proficiency. The lack of studies between
the ages of six and twelve, however, leaves a clear cut-off age up to spec-
ulation. Consequently, there is a SP until six to possibly twelve years of
age for native-like language acquisition, yet certain aspects of language,
like word learning, can still be acquired after that age while others, such
as complex syntactic structures, cannot. This insinuates that an ability as
complex as language does not undergo just one single sensitive period.
3.3.2 Language Acquisition Undergoes Multiple Sensitive Periods
It has been proposed that the different aspects of language, such as
phonology, morphology and syntax, are each susceptible to their own
sensitive period rather than one single SP that affects language in its en-
tirety (Bortfield & Whitehurst, 2001; Eubank & Gregg, 1999; Lillo-Martin,
2018; Long, 1990; Meisel, 2013; D. M. Singleton, 2004; Veríssimo, Heyer,
Jacob, & Clahsen, 2018). Further, Meisel (2013) suggested that only cer-
tain domains of grammar acquisition, like comprehension of complex
sentence structures, are affected by the closure of a sensitive period,
while lexical knowledge (i. e. word learning) is not. This is supported
by the previously mentioned studies demonstrating that late learners
quickly learn new words but fail at complex grammatical structures
(Curtiss, 1989; Curtiss et al., 1974; Emmorey et al., 1995; Fromkin et al.,
1974; Gleitman & Newport, 1995; Newport & Supalla, 1990). Consider-
ing that the two parts of language development relevant to this thesis,
word learning and sentence comprehension, are distinct processes, it is
probable that they experience separate sensitive periods.
Word learning happens relatively early in development and is most A Sensitive Period
for Word Learningpronounced when children experience the vocabulary spurt at approx-
imately two years of age. It is unclear whether word learning is actu-
ally influenced by the closure of a sensitive period. Humans can typi-
cally learn new words throughout the course of their life (Bellander et
al., 2016; Hofstetter et al., 2017). When learning a new language, word
learning is usually the easiest part and happens fastest. The same can
be observed in atypical development, when deaf or deprived children
acquire their first language later than the typical first four to six years of
life. These individuals show an accelerated rate for word learning com-
pared to their typically developing peers and are able to quickly catch
up to them in this domain (Emmorey et al., 1995; Newport & Supalla,
1990; D. M. Singleton, 2004). This indicates that not only is word learn-
ing possible at any point in life but it is also a skill that can be fully
mastered even after a time window has passed that is supposedly cru-
cial to language acquisition. If word learning really is unaffected by the
closure of a SP as Meisel (2013) suggested, we can only speculate as to
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why. It might be that either there is no closure for this specific aspect of
language acquisition, that the closure of the sensitive period is as grad-
ual as possible and extends across the entire life span, or even that the
sensitive period is actually extended by the continuous experience of
learning new words.




much longer to fully develop and seems to be quite affected by age of
acquisition and a concomitant sensitive period or the closure thereof.
Many studies have shown that the acquisition of a first language after
six years of age has dire consequences for the outcome and language,
specifically with respect to grammar, is never fully mastered in a native-
like fashion. Early on in development children can understand sentences
like „Don’t touch the lamp.“ even though they are not yet capable of
expressing all these words themselves (Berk, 2006, p. 370). Even in chil-
dren who acquire language atypically and rather late, like in the case
of the feral child „Genie“, comprehension is much more advanced com-
pared to production and late learners do understand certain complex
structures like wh-questions, relative clauses, and negatives despite not
producing them in their own spontaneous speech (Curtiss et al., 1974). It
is unclear, however, to what degree of complexity late learners are able
to comprehend syntax.
The possibly limited capacity for comprehension of complex grammar
in late learners gives rise to the speculation that the sensitive period for
syntax, specifically complex syntax, begins to close around six years of
age (Johnson & Newport, 1989; Newport & Supalla, 1990). However, the
closure of a SP for complex syntax must be protracted past this age as
a typically developing child has not yet fully mastered complex syntax
until about eight years of age (Dittmar et al., 2008; Schipke et al., 2012;
Trueswell et al., 1999).
If the closure of the sensitive period for complex syntax does begin at
around six years, it means that the actual sensitive period must happen
before that age. This SP could open as early as four years of age. Some
evidence for this age comes from pidgin and creole languages. These
are languages comprised of mostly basic vocabulary and simple clauses,
that emerged on the basis of two or more different languages for trading
and communication purposes (Bickerton, 1975, 1981; Sankoff & Laberge,
1973). Native speakers of these languages thus only receive input of a
language with limited vocabulary, simple syntactic sentences, and only
few function words (Slobin, 1977). However, it has been reported that
these languages have been refined and expanded by native speaking
children between the ages of four and seven (Sankoff & Laberge, 1973)
as children elaborate the syntactic structure to include multi-clausal sen-
tences and function morphemes. Further support for this age range was
given by D. M. Singleton (2004), who reported the case of „Simon“, a
child of two late American Sign Language (ASL) learners. Much like na-
tive speakers of creole languages, „Simon“ received only limited input
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as his parents both acquired ASL late and did not reach a native-like
level of proficiency. Between the ages of four and seven years, „Simon“
surpassed his parents’ language skills and created a more elaborate lan-
guage including function words and complex syntax. Even though lan-
guage input was atypical, complex syntax developed from age four on-
wards. In typical development, this is the time when children begin to
develop more advanced strategies than word order to comprehend the
increasing complexity of sentence structures (Schipke et al., 2012) and
start producing more complex sentences and function morphemes in
their spontaneous speech (Gleitman & Newport, 1995).




opment. By this time children are expert word learners, as this aspect
of language acquisition has been successfully mastered and the accom-
panying sensitive period seems to be still ongoing. In contrast, complex
sentence comprehension appears to be at the onset of a sensitive period.
Four year old children seem to progress from simple to complex syntax
considering that from the ages of five and six years onward, children suc-
cessfully interpret a number of complex structures, such as embedded
sentences, relative clauses with a subject initial structure, and simple top-
icalized sentences (Dittmar et al., 2008; Fengler et al., 2016; Vissiennon
et al., 2017). Skeide et al. (2014) even reported that three and four year
old children were already able to comprehend and correctly respond
to more advanced structures, such as topicalized relative clauses, while
other studies did not find this level of proficiency until approximately
eight years of age (Dittmar et al., 2008; Schipke et al., 2012; Trueswell
et al., 1999).
Clearly, the sensitive periods for word learning and complex sentence
comprehension are very different in time scale and impact. The pro-
posed sensitive period for word learning happens early on in develop-
ment. Since there is no definite time frame of this sensitive period, it is
possible that it opens as early as eight months of age when children ex-
perience their first vocabulary spurt in language comprehension (Caselli
et al., 1995), and it appears to stay open almost across the entire life span.
Across all languages and cultures and despite all sorts of deprived states,
the ability to learn words stays intact. The SP for complex sentence com-
prehension, on the other hand, opens possibly around four years of age
and seems to be closed by 12 years of age.
3.3.3 Investigating Brain Structure Changes during a Sensitive Period of Typ-
ical Development
To my knowledge, word learning and sentence comprehension during
language acquisition along with the involvement of the language net-
work have not yet been examined within the context of sensitive periods.
While we know that withholding of the necessary input during a sensi-
tive period has dire effects on the development of brain structure and
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function, it is unclear how the brain responds to an increased amount
of necessary input during a specific sensitive period. The examination
of the underlying brain structures involved in these processes has been
the focus of more and more studies in the past decade (e. g. M. H. Davis
et al., 2009; Fengler et al., 2015, 2016; D. L. Mills et al., 2005; Nora et
al., 2017; Skeide et al., 2014; Vissiennon et al., 2017; Wu et al., 2016). It
is common knowledge that cognitive functions such as language ma-
ture as the brain matures. Early development is marked by a particu-
lar plastic phase of the brain, which in turn enables the emergence of
sensitive periods. We established that word learning and sentence com-
prehension each have their own sensitive period in which the brain is
specifically responsive to language input of a certain kind. With respect
to increased input during a sensitive period, the study of enriched en-
vironment comes to mind, in which rodents are exposed to cages with
ample stimulation compared to empty cages or even isolation. Animals
living in enriched environments for certain periods of time performed
better on memory and spatial navigation tasks and show increased neu-
rogenesis and angiogenesis in the dentate gyrus of the hippocampus
(HC, for an overview see Clemenson, Deng, and Gage, 2015). In humans,
however, the study of enriched environments rather resembles training
studies, as typical environment is already full of diverse input and op-
portunities. Further, enriched environments in humans have so far only
been examined in adults showing neurogenesis in the dentate gyrus (e. g.
Eriksson et al., 1998), similar to animal models.
In this thesis, I explore how brain structure, specifically cortical thick-
ness and surface area, responds to language training in four year old
children. I specifically look at an aspect of language acquisition that is
mastered early on, (i. e. word learning), as well as an aspect of language
acquisition that matures later and slower, (i. e. complex sentence com-
prehension). At four years of age, the sensitive period for word learning
is still ongoing while the sensitive period for complex sentence compre-
hension is just opening up. I was interested in how the structure of the
brain changes when it receives input for a skill that it has already mas-
tered, and how the structure changes when a skill that is not yet fully
acquired is challenged through increased input. In this way, I investi-
gated whether the brain still responds with structural changes to the
application of an already acquired skill, and whether structural changes
could be jump started by increasing the input of a skill it is only begin-
ning to acquire.
In general, sensitive periods are tightly linked to the brain’s state ofChapter Summary
maturity and plasticity. As such, they begin and end gradually, and are
highly dependent on experience. Within the context of deprivation dur-
ing sensitive periods the brain has been found to develop abnormally as
a result. In the opposite case, namely increased input of a certain kind
during sensitive periods in human development, only few studies exist
with, however, promising results on the behavioral level. Whether brain
3.3 sensitive periods in language acquisition 21
development could profit from an experience enriched beyond the typ-
ical environment during sensitive periods remains to be elucidated. To
date, many different sensitive periods have been identified to underlie
the various aspects of human development. In the case of language ac-
quisition, I have argued that the various aspects of this complex process
undergo separate sensitive periods. The sensitive period for word learn-
ing opens early on in development, within the first year of life, and stays
open potentially across the life span. The sensitive period for complex
sentence comprehension, on the other hand, does not open until approx-
imately four years of age and closes around 12 years of age. Deprivation
of language input during these sensitive periods seems to have no effect
on word learning as rudimentary vocabularies do emerge even without
input. Once input is finally given, word learning happens at an accel-
erated rate and is possible throughout life. Sentence comprehension is
more affected by a lack of input during its sensitive period as it conse-
quently never fully develops. An open question remains in how or to
what extent increased, rather than withheld, input during the discussed
sensitive periods affects the two aspects of language acquisition behav-
iorally and the involved brain regions during cortical maturation.

4
B R A I N M AT U R AT I O N
This chapter serves as an overview of structural brain development and
its driving neurobiological mechanisms. Studies on early cortical devel-
opment are sparse, mostly leaving a gap between the ages of two and
five years of age. With this thesis I therefore aim to shed some light
on structural changes, specifically with respect to cortical thickness and
cortical surface area trajectories, within this age range.
4.1 development of the cortex
The human brain is an incredibly complex structure that develops and
changes dynamically across the life span. Brain development begins very
early in utero when the cortex and underlying white matter and subcor-
tical structures are formed (Budday, Steinmann, & Kuhl, 2015). As early
as four weeks of gestation, the basis of all further development of the
nervous system, the neural tube, starts to differentiate into the different
parts of the nervous system (Lenroot & Giedd, 2006). Soon after, at five
weeks of gestation, neurogenesis commences and is marked with the
creation of up to 250,000 neurons per minute (Blows, 2003). From 12 to
20 weeks of gestation, neuronal division takes place and the neurons
migrate outward to create the six layers of cortex (Budday et al., 2015;
Lenroot & Giedd, 2006). This is followed by a long period of rapid cell
death from 24 weeks of gestation to four weeks after birth, during which
the total number of neurons is reduced by 50% (Lenroot & Giedd, 2006)
to a final level of approximately 16 billion neurons within the cortex
(Azevedo et al., 2009). Once the individual neurons have reached their
destination, they begin to sprout axons and dendrites. Three crucial pro-
cesses shape the development of the brain structure: Synaptogenesis,
myelination, and gyrification.
Synaptogenesis, the formation of connections between the neurons,
begins by midgestation at around 20 weeks but occurs mainly after
birth (Huttenlocher & Dabholkar, 1997) until each neuron connects with
thousands of other neurons (Pakkenberg et al., 2003; Raybaud, Ahmad,
Rastegar, Shroff, & Al Nassar, 2013). The proliferation and organization
of synapses signifies a major step in development and synaptic density
increases immensely, so that synaptic density at two years of age is about
50% greater than in adults (Huttenlocher, 1979). Brain volume increases
notably due to the fast growth of axonal dendrites, axonal myelination,
and most of all extensive synaptogenesis resulting in synaptic exuber-
ance (Innocenti & Price, 2005). Although there are benefits to an abun-
dance of synapses (i. e. facilitated rapid connectivity between regions
of the cortex) the brain cannot sustain the simultaneous maintenance
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of processing speeds (Gilfoy, 2017) and therefore excess synapses are
removed by synaptic pruning. Synaptic pruning is region specific and
takes place from shortly after birth until adolescence (Budday et al., 2015;
Craik & Bialystok, 2006) depending on when a cortical region reaches
its maximum in synapses (Tierney & Nelson III, 2009). Posterior regions,
like the visual cortex, reach their maximum sooner (four months after
birth) and thus experience synaptic pruning sooner than more anterior
regions, like the prefrontal cortex at approximately four years of age
(Huttenlocher & Dabholkar, 1997; Tierney & Nelson III, 2009).
The consequent process of myelination, the formation of a protective
sheath of fatty myelin around the connecting fibers, is responsible for
a growth in cortical white matter (Budday et al., 2015). It begins in the
brain stem at 29 weeks of gestation and proceeds throughout the brain
from posterior to anterior regions (Inder & Huppi, 2000). Most major
white matter tracts are myelinated until early childhood, but some fiber
bundles show a continued myelination throughout adulthood (Lebel &
Beaulieu, 2011; Yakolev & Lecours, 1967).
Gyrification, the folding of the cortex, represents another milestone
in cortical development. Beginning at 15 weeks of gestation, gyrification
persists well into the first two years of postnatal life (Richman, Stewart,
Hutchinson, & Caviness Jr., 1975). The major sulcal structures, like the
central sulcus, are set by 28 weeks of gestation and most secondary and
tertiary sulci are present at birth (Levine & Barnes, 1999).
Together these processes result in a noticeable growth in brain weight,
which more than doubles during the first year from approximately 400
g to almost 1000 g (Dekaban & Sadowsky, 1978). After further, but less
steep increases until the age of three years (approx. 1200 g), the brain
weight keeps growing until early into the second decade of life when it
reaches its maximum ( 1400 - 1500 g, Azevedo et al., 2009; Dekaban and
Sadowsky, 1978).
Although the developmental processes occur at a very fast rate dur-
ing early development, the gray and white matter of the brain continue
to develop throughout the life span. While cortical white matter has
been reported to slowly but linearly increase from 5 to 20 years of age
(Aubert-Broche et al., 2013; Lebel & Beaulieu, 2011), cortical gray matter
follows a different trajectory. Gray matter volume initially increases sub-
stantially in the first two years of postnatal life with regional differences
in developmental rates (Gilmore et al., 2012). Subsequently, cortical gray
matter begins to decrease in early childhood at around five years of age
(Lenroot & Giedd, 2006).
4.2 development of cortical thickness and surface area
The gray matter of the human cortex is often examined with regards
to the two components of cortical volume: cortical thickness (CT) and
cortical surface area (SA). The average adult human cortex has an overall
cortical thickness of 2.5 mm with regional variation between 1 and 4.5
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mm (Fischl & Dale, 2000) and a total surface area of approximately 1,800
cm² (Pakkenberg & Gundersen, 1997).
CT and SA are two important components of the gray matter struc-
ture of the cortex that can be derived using structural magnetic reso-
nance imaging. Although both measures contribute to cortical gray mat-
ter volume, they are ontogenetically and phylogenetically distinct (Rakic,
1988; Wierenga, Langen, Oranje, & Durston, 2014; Winkler et al., 2018),
shaped by different genes (Panizzon et al., 2009), and they follow dif-
ferent trajectories across the life span (Hogstrom, Westlye, Walhovd, &
Fjell, 2013; K. L. Mills & Tamnes, 2014). A change in cortical volume can
be driven by changes in either surface area or cortical thickness. Over
the last decade more and more studies have moved from researching
cortical volume to examining its specific components separately (Rimol
et al., 2012) as cortical volume alone may not be sensitive enough to as-
sess the subtle changes in structural brain development (Brito, Piccolo, &
Noble, 2017). Investigating thickness and surface area separately enables
researchers to tease apart their individual contributions to cortical devel-
opment and helps to better describe brain maturation. The maturational
processes of the cortical thickness and surface area reflect various un-
derlying biological mechanisms, including synaptogenesis and synaptic
pruning, myelination, neurogenesis, glio-genesis, changes in dendritic
structure and vasculature as well as an interaction between these fac-
tors (Zatorre, Fields, & Johansen-Berg, 2012). For example, decreases in
cortical thickness have been related to synaptic pruning (Huttenlocher
& Dabholkar, 1997), but also to increases in axonal myelination (Sowell
et al., 2004; Volpe, 2000). While both thickness and surface area show
immense growth within the first two years of life, their individual sub-
sequent trajectories differ notably.
4.2.1 Cortical Thickness Development
The overall trajectory of cortical thickness across the life span is marked
by initial increases and a subsequent steady decline in thickness. In a
seminal study by Lyall et al. (2015), typical brain development was ex-
amined during early childhood from birth to two years of age. The au-
thors showed that cortical thickness increased considerably during the
first two years across the whole cortex to the extent that by the age of
two years cortical thickness was on average at 97% of adult thickness.
The greatest growth of approximately 31% in cortical thickness was ob-
served within the first year of postnatal life and an additional 4% within
the second year. This is not uniform across the entire cortex. Regional
differences persist throughout development with thinner cortex in pri-
mary sensory and motor areas and thicker cortex in medial superior
frontal gyrus, parts of the orbitofrontal gyrus, temporal poles and the
insula. For instance, cortical thickness of the temporal poles at two years
of age is approximately 120% of the adult thickness (Lyall et al., 2015).
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Concerning the further development of cortical thickness during child-
hood the literature is divided (for an overview see Walhovd, Fjell, Giedd,
Dale, and Brown, 2016). On one hand, a number of studies found a thick-
ening of the cortex with regionally heterogeneous patterns of develop-
ment until it reaches a peak between 5 and 11 years, and subsequently
declines continuously (Giedd et al., 1999; Gogtay et al., 2004; Raznahan
et al., 2011; Shaw et al., 2008; Sowell et al., 2004). In this view, higher-
order association areas like the perisylvian region seem to peak later
than primary sensory areas like the motor cortex. On the other hand,
this view has been challenged by more recent studies that report a steady,
mostly linear decline in cortical thickness across the entire cortex begin-
ning between the ages of three and seven years (Amlien et al., 2014; T. T.
Brown et al., 2012; Ducharme et al., 2016; Mensen et al., 2017; Smith et al.,
2016). A recent study by Remer et al. (2017) found both cortical thinning
between the ages of one and five years as well as increases in thick-
ness in posterior brain regions from five to six years of age. Walhovd,
Fjell, Giedd, et al. (2016) suggest the main reason for these opposing
views to be methodological differences in assessing cortical thickness,
regarding both image acquisition and analyses. Nonlinear developmen-
tal trajectories, for example, could be caused by more movement during
image acquisition in some age groups than in others. Further, the advent
of surface-based reconstruction programs (e. g. FreeSurfer; Dale, Fischl,
and Sereno, 1999; Fischl and Dale, 2000) has introduced a different way
of quantifying cortical thickness compared to voxel-based morphome-
try (VBM) methods. There seems to be no answer as to which view is
"the correct one", however, the last decade has produced mostly stud-
ies reporting a linear decrease in thickness across the life span. Overall,
the heterogeneity of cortical development, individual variances, and re-
gional variance render it difficult to clearly delineate cortical thickness
trajectories.
In early development cortical thickness is influenced by the genesis of
neurons within cortical columns (Rimol et al., 2012; Tamnes et al., 2017).
During later development, with neurogenesis coming to a halt, several
other neurobiological mechanism may affect the thickness of the cor-
tex. Dendritic arborization and synaptic pruning are typical processes
underlying cortical thickness (Huttenlocher, 1990). Specifically, reduced
dendritic arborization and cellular shrinkage reflect cortical thinning
(Morrison & Hof, 1997; Salat et al., 2004), while increases in neuronal
and glial processes reflect cortical thickening (Budday et al., 2015; Ra-
kic, 1995). Furthermore, increases in myelination can result in cortical
thinning (Sowell et al., 2004; Volpe, 2000).
4.2.2 Surface Area Development
The trajectory of surface area development is less controversially dis-
cussed in the literature than that of cortical thickness. Cortical surface
area shows general increases with region-specific linear or non-linear tra-
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jectories until adolescence (Amlien et al., 2014; Ducharme et al., 2015; Vi-
jayakumar et al., 2016). Beginning in early adulthood, at approximately
20 years of age, surface area decreases continuously (Schnack et al., 2015;
Storsve et al., 2014). Similar to cortical thickness development, surface
area expands considerably during the first two years of postnatal life (G.
Li et al., 2013) and is proposed to be the driving factor in increases in
cortical volume after two years of age (Lyall et al., 2015). Areal expansion
is greatest during the first year of postnatal life when the cortex expands
overall by 76 - 80%. After another expansion of approximately 20% in
the second year the total surface area of the developing brain is at 69%
of an adult brain (G. Li et al., 2013; Lyall et al., 2015).
Regional differences in expansion were found in lateral frontal and
parietal lobes, mid orbital frontal and occipital lobes, and left Heschl’s
and left inferior temporal gyri, which were identified as high-expanding
regions. Low-expanding regions included regions of the orbital surface
of the frontal lobes, superior temporal poles, occipital regions, and the
insula (Lyall et al., 2015).
In early development, between the ages of one and six years, Remer
et al. (2017) found positive relationships between surface area and age.
In a broader age range, SA has been found to increase until a peak in
late childhood, around 12 years, after which SA shows little develop-
ment (Amlien et al., 2014; T. T. Brown et al., 2012). No such peak was
reported by Vijayakumar et al. (2016), who found surface area increases
in children aged 12 to 19 years with region-specific trajectories in e. g.
medial and lateral frontal, temporal and occipital lobes. Ducharme et al.
(2015) also report overall increases in surface area between the ages of 5
and 22 years with region-specific trajectories.
Increases in cortical SA early in life are due to the generation of cor-
tical columns (Rimol et al., 2012; Tamnes et al., 2017; Wagstyl & Lerch,
2018) and may reflect gyrification, a process increasing the surface area
of cortical gray matter (White, Su, Schmidt, Kao, & Sapiro, 2010). Similar
to thickness, the underlying neurobiological processes have been iden-
tified as synaptic pruning and increases in progenitor cells (Chenn &
Walsh, 2002; Rakic, 2009; White et al., 2010) as well as axonal myelina-
tion (Tamnes et al., 2017).
4.3 cortical development in relation with cognitive abil-
ities
In parallel with brain maturation, childhood development has been de-
scribed as a time during which social and cognitive learning make great
advances and structural maturational processes, like decreases in synap-
tic density, coincide with this development (Casey, Giedd, & Thomas,
2000). Regional variation in gray and white matter growth may reflect
the development of cognitive functions (Casey et al., 2000; Gilmore et
al., 2012; Sowell et al., 2004). It has been found that primary and sen-
sory regions mature sooner than association areas (Gogtay et al., 2004).
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This corresponds with the earlier maturation of motor and sensory func-
tions, e. g. vision (Bourne, 2010), compared to higher-order cognitive
functions, e. g. language-specific speech perception (Kuhl, 2004), which
develop later (Gilmore et al., 2012). Indeed, the development of different
brain morphological measures, but also brain activation, have been asso-
ciated with intelligence (Schnack et al., 2015; Shaw et al., 2006; Walhovd,
Krogsrud, et al., 2016), memory (Brito et al., 2017; Casey et al., 2000;
Klingberg, 2006; Noble et al., 2015), attention (Brito et al., 2017; Casey
et al., 2000; Noble et al., 2015), and language abilities, such as vocabu-
lary (Brito et al., 2017; Lee et al., 2007; Noble et al., 2015; Porter, Collins,
Muetzel, Lim, & Luciana, 2011; Sowell et al., 2004) and sentence com-
prehension (Fengler et al., 2016; Skeide & Friederici, 2016). Importantly,
vocabulary and measures related to word acquisition have been shown
to be related to cortical development. In a study that examined the vo-
cabulary of 5 to 11 year old children in relation to cortical thickness,
Sowell et al. (2004) found an overall negative correlation, indicating that
increases in vocabulary were associated with cortical thinning. Similar
relationships were found in older children and adolescents by Porter et
al. (2011), who reported negative correlations between cortical thickness
and verbal fluency. Further developmental studies have related vocabu-
lary capacities positively with surface area (Noble et al., 2015) and gray
matter density (Lee et al., 2007). Consequently, vocabulary is associated
with patterns that are related to advanced maturation, such as increases
in gray matter density as well as cortical thinning and surface area ex-
pansion.
A systematic pattern emerges for cognitive abilities in relation to cor-
tical thickness and surface area. Better performance on tasks regarding
vocabulary, intelligence, attention, and memory is related to overall cor-
tical thinning (Brito et al., 2017; Porter et al., 2011; Schnack et al., 2015;
Shaw et al., 2006; Sowell et al., 2004), as well as surface area expansion
(Noble et al., 2015; Schnack et al., 2015; Walhovd, Krogsrud, et al., 2016).
There have also been reports of localized increases in cortical thickness in
relation with cognitive functions (Shaw et al., 2006; Sowell et al., 2004),
which goes to show that brain development is not uniform across the
whole cortex. The development of the cortex, of course, does not hap-
pen in isolation and the literature clearly shows a connection between
brain maturation and the continued development of cognitive abilities.
This connection is modulated by age and other factors such as socio-
economic status (Brito et al., 2017; Noble et al., 2015). Schnack et al.
(2015) showed that the relationship between cortical thickness and in-
telligence changes across the life span. During childhood, higher intelli-
gence was associated with more pronounced cortical thinning. This rela-
tionship was weakened during adolescence and was actually inverted in
adulthood, where higher intelligence was associated with thickening of
the cortex. This and other longitudinal studies contribute to the growing
evidence in the literature that cognitive abilities are more closely related
to the trajectories of morphological measures than the cortical thickness
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or surface area at any given single time point (e. g. Brito et al., 2017;
Schnack et al., 2015; Shaw et al., 2006).
In summary, the brain matures heterogeneously and in correspon- Chapter Summary
dence with the development of cognitive functions. With progressing
maturation the brain becomes more efficient and better organized (Casey
et al., 2000). The excess in synapses is pruned by the "use it or lose it"
principle, and fiber pathways connecting cortical and subcortical areas
are strengthened by increased myelination to improve information trans-
fer and neuronal signaling speed (Porter et al., 2011), thus resulting in
gray matter decrease and white matter increase. The literature is incon-
clusive as to how exactly cortical thickness and surface area develop
during early childhood brain maturation as only a few studies have ex-
amined children younger than the age of five years. However, overall
cortical maturation has been proposed to follow a posterior-to-anterior
gradient, in that posterior regions mature more rapidly while frontal
regions show a prolonged maturation. This specific pattern has been
found in various parameters used to observe brain maturation, such as
dendritic length (Huttenlocher, 2002; Huttenlocher & Dabholkar, 1997),
synaptogenesis (Huttenlocher, 2002), cortical volume (Sauer et al., 1983)
and myelination (Deoni, Dean, Remer, Dirks, & O’Muircheartaigh, 2015;
Deoni et al., 2011; Inder & Huppi, 2000). Further, areas instrumental to
primary functions, such as sensory and motor systems, mature much
sooner than higher-order association areas involved in the integration of
primary functions (Lenroot & Giedd, 2006). While the trajectory of sur-
face area is marked by a continuous increase until early adulthood, the
development of cortical thickness is characterized by a decrease, how-
ever, the onset of decrease is still highly debated. A number of biologi-
cal mechanisms have been identified to underly the changes in CT and
SA. Aside from natural maturation, changes in these underlying mech-
anisms may well be the result of experience dependent plasticity (Lee




S T R U C T U R A L P L A S T I C I T Y O F T H E B R A I N
Being a pivotal part of this thesis, structural plasticity and moreover,
structural plasticity in development induced by cognitive training, are
the focus of this chapter. The core concept of plasticity is the brain’s
inherent capacity to adapt to environmental challenges, in other words
the brain’s potential for change (Lövdén, Bäckman, Lindenberger, Schae-
fer, & Schmiedek, 2010). Initiated by a prolonged mismatch between de-
mands of the environment and the functional supply of brain structure,
plasticity can be observed on the behavioral level, in the form of im-
proved performance on a specific task (e. g. Brehmer, Li, Müller, von
Oertzen, and Lindenberger, 2007), and on the structural level, expressed
as changes in, for example, cortical volume, thickness or surface area.
Though it is unclear what exact neurobiological mechanisms underlie
plastic gray matter changes, there are a few candidate processes includ-
ing synaptic reorganization, neurogenesis and glio-genesis, as well as
vascular changes (Zatorre et al., 2012). Increases in cortical volume, for
example, could represent extra-neuronal changes, such as increases in
astrocytes and oligodendrocytes or blood vessel growth or an interplay
of any of these processes (Zatorre et al., 2012).
5.1 plasticity across the life span
Although it appears that the possibility for plasticity decreases from
childhood to adulthood (Kühn & Lindenberger, 2016), the brain retains
its potential for change well into adulthood and old age (Lövdén, Wenger,
Mårtensson, Lindenberger, & Bäckman, 2013) as it is able to respond
to environmental demands, such as practice of a certain skill or con-
frontation with pathological conditions (e. g. stroke or traumatic brain
injury). Until late in life the brain is capable of reorganizing itself to a
certain degree in response to such demands. Clinical studies have shown
that adult stroke patients may recover their motor and language abili-
ties to some extent through extensive training as the brain is capable of
rewiring to compensate for the loss of the affected brain tissue and func-
tion (Brady, Kelly, Godwin, Enderby, & Campbell, 2016; Mattioli et al.,
2014).
The potency of environmental influences on the structure of the brain
changes across the lifespan (Takesian & Hensch, 2013) with a period
for enhanced plasticity during childhood (Kühn & Lindenberger, 2015;
Marchi, Guzzetta, & Cioni, 2017). Children seem to be able to learn a
new language much easier and with more proficiency than adults (D.
Klein, Mok, Chen, & Watkins, 2014; P. Li, Legault, & Litcofsky, 2014) or
to learn to play a musical instrument with ease (Barrett, Ashley, Strait,
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& Kraus, 2013). This period for enhanced plasticity is especially pro-
nounced during the first two years after birth when the brain undergoes
its most dynamic phase of development (Knickmeyer et al., 2008) and
the cortex grows and matures dramatically.
The most compelling evidence for the potential for plasticity across
the life span comes from clinical populations. In the case study of an
infant patient with perinatal stroke causing left-hemispheric damage in-
volving the visual system, Seghier et al. (2004, 2005) were able to doc-
ument neural reorganization over a period of 17 months after stroke.
At three months of age only the unaffected hemisphere showed cortical
activation in visual cortex and the optic radiation in the damaged left
hemisphere was found to be absent (Seghier et al., 2004). At 20 months
old, however, the authors found left-hemispheric activation in the visual
cortex that could not be detected previously. Further, they suggest that
the brain was able to recover the optic radiation in the damaged hemi-
sphere (Seghier et al., 2005) indicating that the recovery of functional
cortical activation is supported by structural modifications in the brain.
Children with early brain injury to the left hemisphere (resulting in
childhood aphasia in some cases) have caught up cognitively with their
healthy peers by five to six years of age after initial delays during the
first stages of development (Bates et al., 2001; Vicari et al., 2000). After
disconnection of the language dominant hemisphere and subsequent
aphasia in children aged 0 to 16 years, Bulteau et al. (2017) were able
to show that the child brain recruits additional networks to achieve lan-
guage recovery. In addition to activation in perisylvian regions, they
report the recruitment of hippocampal, parahippocampal and occipito-
parietal areas during expressive and receptive language tasks. In these
cases of early brain injury a reorganization of function takes place. For
instance, intact regions may adopt the functions of damaged areas and
non-preferred subcortical pathways may be utilized compensatorily re-
sulting in the recovery of cognitive functions to the level of typically
developing children (Bulteau et al., 2017; Marchi et al., 2017; Rasmussen
& Milner, 1977; Rosner, 1970). In contrast, adult patients with aphasia
show improved speech production and object naming after extensive
training, as the brain recovers slowly, but they are unlikely to reach their
previous level of proficiency (Brady et al., 2016; Kiran, 2012).
5.2 training-induced plasticity
In addition to the brain’s capability of reorganizing when necessary, that
is in the case of damage to brain tissue, the brain is also capable of adapt-
ing to other environmental demands, such as learning and practicing a
new skill. In adults this type of plasticity, i. e. training-induced plasticity,
has been examined in different domains on different time scales, such as
motor skills (Draganski et al., 2004; Taubert et al., 2010; Wenger, Kühn,
et al., 2017), spatial navigation (Wenger et al., 2012), memory (Draganski
et al., 2006; Maguire et al., 2000), meditation (Lazar et al., 2005), working
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memory (Metzler-Baddeley, Caeyenberghs, Foley, & Jones, 2016), as well
as foreign language and word learning (Bellander et al., 2016; Hofstetter
et al., 2017; Kwok et al., 2011; Mårtensson et al., 2012) quantified, for ex-
ample, by changes in prominent gray matter measures such as CT and
SA.
5.2.1 Training Studies in Adults
In a seminal study, Draganski et al. (2004) showed that gray matter ex-
panded in bilateral mid-temporal areas and the left intraparietal sulcus
as a result of juggling training over a period of three months compared
to controls. The authors did not find effects in canonical motor regions,
as juggling training did not challenge the motor system per se but rather
visual and visuo-spatial integration areas that were recruited for this
task. In the language domain Mårtensson et al. (2012) found increases in
hippocampal volume along with cortical thickening in left middle and
inferior frontal gyrus, and superior temporal gyrus after a three month
period of intense foreign language instruction in military interpreters
compared to medical and cognitive science students who did not receive
any language training. Further, Bellander et al. (2016) investigated word
learning and were able to show increases in hippocampal gray matter
after 10 weeks of vocabulary training and that the time spent studying
related to these changes.
5.2.2 Training Studies in Children
In childhood, effects of training-induced plasticity have been reported af-
ter music training (Fujioka, Ross, Kakigi, Pantev, & Trainor, 2006; Hudziak
et al., 2014; Hyde et al., 2009; Moreno et al., 2009), reading instruction
(Keller & Just, 2009), math training (Y. Li, Wang, Hu, Liang, & Chen,
2013; Soltanlou et al., 2018; Wang et al., 2017), memory training (Brehmer
et al., 2007) and word learning (Dittinger, Chobert, Ziegler, & Besson,
2017; Friedrich & Friederici, 2008, 2011).




to examine the remediating effect of cognitive training on learning diffi-
culties and developmental disorders, such as dyslexia or attention deficit
disorder, that are reflected in poor reading, poor mathematical skills or
problems with attention and executive functions (Hayes, Warrier, Nicol,
Zecker, & Kraus, 2003; Hoekzema et al., 2011; Kujala et al., 2001; War-
rier, Johnson, Hayes, Nicol, & Kraus, 2004). For example, a study with
11 year old children diagnosed with attention deficit/ hyperactivity dis-
order (ADHD) by Hoekzema et al. (2011) showed that two weeks of
cognitive training could counteract the structural brain alterations typ-
ically found in ADHD in bilateral middle frontal cortex and right infe-
rior–posterior cerebellum. In ADHD, these regions are characterized by
reduced volume, however, after cognitive training Hoekzema et al., 2011
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found these regions to increase in volume compared to an ADHD group
that received no training. In a clinical sample of children with apraxia of
speech, Kadis et al. (2014) found an 8-week period of speech production
training to be associated with significant cortical thinning in left poste-
rior superior temporal gyrus, i. e. Wernicke’s area, one of the areas of
the canonical language network supporting language, speech, and vol-
untary oral-motor control.




veloping children have not been studied as thoroughly, even though
the subject receives more and more attention (e. g. Dittinger et al., 2017;
Friedrich and Friederici, 2008; Hyde et al., 2009; Y. Li et al., 2013). Only
few studies examine gray matter changes, specifically changes in cortical
thickness or surface area, after training. One of the rare studies at hand
associated age-related cortical thinning with the amount of time spent
practicing a musical instrument in children and adolescents (Hudziak et
al., 2014). These effects were found in a number of brain regions includ-
ing bilateral motor cortices, parietal cortices, dorsolateral prefrontal cor-
tices, orbitofrontal cortices and parahippocampal gyri, which are known
to contribute to motor planning and coordination, emotion and impulse
regulation, visuospatial ability, and multisensory integration, respectively.
Further, Hyde et al. (2009) found structural gray matter changes in mu-
sically relevant regions, such as motor and auditory cortices, after music
training in six year old children. Those children who learned to play the
keyboard for 15 months showed greater gray matter changes in primary
auditory and motor areas as well as the corpus callosum compared to
children who received no keyboard lessons. Another study reported sig-
nificantly smaller gray matter volume in left fusiform gyrus following
three years of abacus training in 10 year old children compared to con-
trols (Y. Li et al., 2013). These studies show that the gray matter of the
typically developing brain is susceptible to change induced by cognitive
training.
While these first reports shed some light onto training-induced plas-
ticity effects in school-aged children, to our knowledge, no previous
study has investigated cortical re-organization following training in pre-
school children. Especially considering that sensitive periods typically
close early in life (see Chapter 3), the lack of empirical evidence in this
age range leaves a substantial knowledge gap concerning the neurobio-
logical correlates thereof. The scarcity of such studies can be explained
by the extremely effortful nature of neuroimaging with children younger
than six years of age. Acquiring neuroimaging data from children that
young requires careful preparation of participants and training designs
face high drop-out rates due to non-compliance, excessive motion and
other factors.
While the structure of the human brain changes naturally across life,Chapter Summary
the brain is also able to reorganize itself in case of pathological condi-
5.2 training-induced plasticity 35
tions as well as in case of other environmental influences and experi-
ences, such as learning or practicing a specific skill or cognitive abil-
ity. Both represent environmental demands that exceed the functional
supply of the brain structure, which in turn triggers plastic changes to
resolve this mismatch (Lövdén et al., 2010). This capacity to adapt is
present throughout the life span. The investigation of plasticity during
childhood is often conducted within a clinical framework, yet studies
examining training-induced brain plasticity in healthy children are on
the rise. The question remains, whether the observed changes in gray
matter structure persist over time. Even though it is possible to induce
structural changes through training, the timing, especially during early
development, might be of great importance. During childhood develop-
ment, when the brain undergoes multiple sensitive periods regarding
language acquisition, the brain is at its most adaptable and behavioral
outcomes are better than at any other stage in life.
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R E S E A R C H Q U E S T I O N S
The current literature on neuroimaging data examining training-induced
plasticity effects is relatively scarce in preschool children younger than
five years of age. To our knowledge, there have been no training studies
in the language domain investigating structural plasticity during sensi-
tive periods in this age range.
In the typically developing brain of a 4-year-old child word learning
and complex sentence comprehension processes are at different stages
of their respective sensitive periods (see Chapter 3). I set out to examine
whether plastic changes in gray matter, specifically cortical thickness
(CT) and surface area (SA), could be induced by language training tai-
lored to these different stages. Therefore, I developed a word learning
training that required the application of an already acquired language
milestone, as well as a sentence comprehension training that would chal-
lenge a skill that is beginning to be acquired slowly at this age. Further,
I was interested in shedding light on the controversy of how CT and
SA trajectories develop over time in typically developing children. Es-
pecially the ages between two and five years have been researched only
scarcely. Thus, this study presented an opportunity to describe the nat-
ural maturation of CT and SA trajectories over a rather short period of
time in a sample of typically developing four-year-olds. I used this op-
portunity to find out which of the opposing views on cortical thickness
development the current sample would support and whether natural de-
velopment of surface area would be detectable across the duration of the
study. I set out to answer the following questions in the current investi-
gations:
Investigation 1 - Plastic Changes during Typical Maturation.
Can the current sample shed new light on the controversy of how gray
matter structure, specifically CT and SA trajectories, develops over time
in typically developing 4-year-old children children?
• Which of the opposing views on cortical thickness development
(see Chapter 4) is supported by the current data?
• Can the natural development of surface area be detected over as
short a period as two months?
Investigation 2 - Training-Induced Plastic Changes during a Sensitive
Period.
Can brain gray matter be affected by word learning training in typically
developing 4-year-old children during an open sensitive period for word
learning? Specifically, how does the brain respond to environmental de-
mands (i. e. word learning training) it is already familiar with?
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• How do the trajectories of CT and SA change as a function of word
learning training compared to controls?
• Do these changes occur in the language network only or does the
brain recruit other more domain general regions?
• How long can induced changes in CT and SA after word learning
be observed?
How are the observed structural changes related to behavior?
• Are changes in CT and SA after word learning training related to
training performance?
• Can the training performance of word learning be predicted by
initial CT or SA?
• Can changes in SA and CT after word learning be predicted by
initial vocabulary or sentence comprehension abilities?
Investigation 3 - Training-Induced Plastic Changes at the Beginning
of a Sensitive Period.
Can brain gray matter be affected by sentence comprehension training
in typically developing 4-year-old children at the opening of a sensitive
period for complex sentence comprehension? Specifically, how does the
brain respond to environmental demands that are rather complex and
surpass the current language capabilities while the sensitive period is
only currently opening?
• How do the trajectories of CT and SA change as a function of
sentence comprehension training compared to controls?
• Do these changes occur in the language network only or does the
brain recruit other more domain general regions?
• How long can the changes in CT and SA after sentence compre-
hension training be observed?
How are the observed structural changes related to behavior?
• Are changes in CT and SA after sentence comprehension training
related to training performance?
• Can the training performance of sentence comprehension training
be predicted by initial CT or SA?
• Can changes in SA and CT after sentence comprehension training
be predicted by initial vocabulary or sentence comprehension abil-
ities?
Part II
M E T H O D O L O G Y

7
S T R U C T U R A L M A G N E T I C R E S O N A N C E I M A G I N G
The non-invasive imaging technique magnetic resonance imaging (MRI)
creates three dimensional sectional images of the physical structure of
the human brain through nuclear magnetic resonance. Based on specific
physical features (e. g. relaxation time) of the different types of tissue
(e. g. bone, gray and white matter, cerebrospinal fluid (CSF)), it is possible
with MR imaging to display these tissues with high contrast and spatial
resolution (Cleary & Guimarães, 2014).
7.1 structural mr imaging
While functional MRI provides insides into brain activity, structural MRI
is used to obtain anatomical information about the brain (Symms, Jäger,
Schmierer, & Yousry, 2004), which allows us to make assumptions about
cortical and subcortical structures by describing various measurements
like cortical thickness and cortical surface area as well as (sub-) corti-
cal volume, gyrification or sulcus depth, among others. By acquiring
repeated images of the human brain it is possible to describe the tra-
jectories of cortical thickness and surface area across the life span. The
scanning process of a structural MRI requires no other task of the partic-
ipants than to lie still. It is therefore a method that can even be applied
to young unsedated children and has facilitated research into early brain
development. While clinical research has profited from structural imag-
ing by advancing diagnostic criteria in neurological disorders such as
dementia (Koikkalainen et al., 2016) or developmental disorders such
as dyslexia (Kraft et al., 2016), basic research has been able to describe
the structure and anatomy of the healthy human brain across the life
span as well as investigate its adaptability (plasticity) in response to e. g.
deprivation, drug use, disease or skill training (e. g. Dormal, Lepore,
and Collignon, 2012; Fernandez-Espejo and Rodriguez-Espinosa, 2011;
Taubert, Mehnert, Pleger, and Villringer, 2016).
Typical scanning sequences used in structural MR imaging are the
three-dimensional magnetization-prepared rapid gradient-echo imaging
(3D MPRAGE, Mugler and Brookeman, 1990) or its optimized version
Magnetization Prepared 2 Rapid Acquisition Gradient Echoes (MP2RAGE)
(Marques et al., 2010). This type of sequence is used routinely to classify
tissue in voxel-based morphometry or as anatomical reference in func-
tional MRI analyses (Marques et al., 2010).
The contrast of a structural MR image is determined by three tissue T1-weighted images
specific parameters: T1, T2 and proton density (Nitz, Runge, Schmeets,
Faulkner, & Desai, 2007). Sequences like MP2RAGEs are T1-weighted as
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their image contrast is weighted towards one these parameters, namely
T1. Tissues with a short T1 relaxation time appear bright (e. g. white
matter, fat, blood) and tissues with a long T1 appear darker (e. g. ven-
tricles, CSF, air, bone). Tissues with intermediate T1 relaxation, such as
gray matter, appear in shades of gray in a T1-weighted image (Berry
& Bulpitt, 2009). The T1-weighted image thus allows to distinguish be-
tween tissue types and forms the base for the estimation of morpholog-
ical measues (e. g. cortical thickness and surface area) to describe brain
development by the use of surfaced-based techniques.
7.2 processing of mr images
7.2.1 The FreeSurfer Pipeline
Surface based techniques measuring cortical thickness, surface area and
other morphological measures have been developed increasingly over
the past two decades and are spearheaded by software tools such as
FreeSurfer (Fischl, 2012; Fischl & Dale, 2000). FreeSurfer offers an auto-
mated pipeline for the processing of MR images to accurately quantify
the structural properties of the cerebral cortex and to generate statistics
for cross-sectional as well as longitudinal analyses. Using T1-weighted
images as input the FreeSurfer processing pipeline performs a number
of steps, beginning with the volume-based stream including registration,
bias field correction (intensity normalization), skull stripping and white
matter segmentation. Subsequently the surface-based stream performs
surface extraction, surface atlas registration and gyral labeling (see Fig-
ure 2).
Registration. The volumetric input image is registered through affineGeneral Processing
Steps registration with the MNI305 atlas (Collins, Neelin, Peters, & Evans,
1994).
Intensity Normalization. A bias field of intensities is estimated across
the entire volumetric image and intensity inhomogeneities are normal-
ized.
Skull Stripping. The image is stripped of skull, eyes, neck, dura and
image background.
Volumetric Labeling. The pipeline labels all individual subcortical gray
matter structures and the brain is further divided into cortical white and
gray matter as well as cerebellar gray and white matter.
White Matter Segmentation. Based on intensity values and neighbor con-
straints voxels are classified as white matter or non white matter. This
represents a subcortical mask which is the source for creating the first
surfaces. The cerebellum is removed.
Surface Extraction. First surfaces are created following the outline of
the subcortical mask and the hemispheres are seperated from each other.
These surfaces are refined by surface-based smoothing, i. e. following T1
intensity gradients that represent the white and gray matter boundary
(white surface). The white surfaces are then used as a starting point
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Figure 2: FreeSurfer’s automated processing stream. Adapted from
the FreeSurfer website. Retrieved March 18, 2018 from
https://surfer.nmr.mgh.harvard.edu/fswiki/FsTutorial/TroubleshootingData.
to expand outward to follow the gray matter and CSF boundary (pial
surface). All surfaces consist of a mesh with vertices, edges and triangles
(Fischl, Liu, & Dale, 2001). Cortical thickness is computed as the distance
between the white and the pial surface at each location (vertex) of the
cortex (Fischl & Dale, 2000).
Surface Atlas Registration. The surfaces are inflated to form a sphere
and curvature values are matched vertex-by-vertex for all subjects to
align the individual anatomies of the subjects’ brains. To improve inter-
subject registration and to reduce noise, surface-based smoothing of typ-
ically 5-20 mm (Greve, 2015) is applied. Intersubject registration creates
a common space and the accuracy of localization of thickness measures
across subjects improves.
Gyral Labeling. An atlas is mapped to the individual subject in spheri-
cal space and label boundaries are adapted to well represent the labeling
for each subject.
For a more detailed description see Dale et al. (1999) and Fischl, Sereno,
and Dale (1999). The outcome of these steps is then used as input for
various types of analyses.
7.2.2 Longitudinal Processing Stream
Regarding studies with multiple scanning time points for each subject
the data has to be analyzed longitudinally. Longitudinal analyses have
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certain advantages over cross-sectional analyses, namely reduced vari-
ability in intra-individual morphological estimates, detection of even
small or subtle changes, handling of smaller sample sizes without loss
of power and the investigation of intervention effects (Reuter, Schman-
sky, Rosas, & Fischl, 2012). FreeSurfer offers a longitudinal processing
pipeline to prepare the data for longitudinal analyses. The Longitudinal
Stream in FreeSurfer (Reuter et al., 2012) consists of three steps: Cross,
Base and Long (see Figure 3).
Cross. First, all individual time points are run through the FreeSurferLongitudinal
Processing Steps processing pipeline independently, being treated like cross-sectional im-
ages. The individual substeps have been described above (see Chapter
7.2).
Base. An average of all time points per subject is created by robust
registration of the individual time points of each subject to each other in
a mid-space (Reuter & Fischl, 2011; Reuter, Rosas, & Fischl, 2010), thus
treating all images the same (see Figure 3b). This average image (Base)
is an unbiased within-subject template and is subsequently run through
the usual processing pipeline. The segmentation and surfaces generated
in this step form the basis for the next step in the longitudinal stream.
Long. All time points are run again though the FreeSurfer process-
ing pipeline but this time they are initialized with information from the
Base and some information from the Cross images (see Figure 3a), thus
improving the robustness and sensitivity of the longitudinal analysis.
7.2.3 Quality Control
After each step of the longitudinal stream the data has to be checked
visually for quality. The Cross images are inspected with a focus on
whether the surfaces are not omitting any brain, whether the skullstrip-
ping and the volumetric segmentation are accurate and if necessary man-
ual edits are made. The Base image is inspected more vigorously as some
information from this image are directly copied and more information
from this image is used to initialize the prcoessing of the individual time
points at the next step (see Figure 3a). If necessary the Base is manually
edited, e. g. by excluding bloodvessels, tentorial membrane and dura
from the surfaces or correcting the surfaces if they "cut through" gyri,
thus excluding obvious cortex. The more accurate the Base image is, the
better the reconstruction of the Long images will be. In the case of grave
defects or errors in the Long images, the Base image has to be revisited
and edited further. The third step of the stream then has to be initialized
again.
7.3 template creation
The average template implemented in FreeSurfer consist of 40 adult data
sets including 10 older adults with dementia (Greve, 2015). The morphol-
ogy of a child brain differs from an adult brain (Phan, Smeets, Talcott, &
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(a) Diagram of the longitudinal processing steps for a single longitudinal run. Dashed
line: information is used for initialization, solid line: information is copied.
Reprinted from “Within-subject template estimation for unbiased longitudinal image
analysis” by Reuter, Schmansky, Rosas, and Fischl, 2012, NeuroImage, 61(4), p.1404.
Copyright 2012 Elsevier Ltd. Reprinted with permission.
(b) Example of the robust registration step of a longitudinal run for one study subject
with three time points. Cross: individual time points input, Base: individual within-
subject template, Long: individual time points output.
Figure 3: FreeSurfer’s longitudinal processing stream.
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Vandermosten, 2017) and using an adult template for a pediatric sample
may introduce inaccuracies within the processing pipeline and subse-
quent analyses (Serag et al., 2016; Shi et al., 2012; Wilke, Schmithorst, &
Holland, 2003). To best represent a sample of young healthy children and
to avoid the introduction of inaccuracies, I created a study specific tem-
plate with buildtemplateparallel implemented in Advanced Neuroimaging
Tools (ANTs, Avants et al., 2011). The input images for this template
were the Long images from the third step of the longitudinal processing
stream in FreeSurfer. From each participant one time point was chosen
to contribute to this template. The input images were balanced across
time points, age and sex. The template was subsequently run through
the FreeSurfer pipeline.
7.4 statistical modelling and analyses
The analyses were performed using Longitudinal Two Stage Models im-
plemented in FreeSurfer. This type of analysis consists of two stages: (1)
the temporal data within each subject is reduced to a single statistic (e. g.
rate of change per year), and (2) this single statistic is then compared be-
tween groups and can be correlated with covariates of interest (Reuter,
2012). In preparation for the first stage of these analyses the data were
resampled into a common space (the study specific template), smoothed
with a kernel of 10 mm full-width-at-half-maximum (FWHM) Gaussian
kernel to reduce measurement noise (Lerch & Evans, 2005), and concate-
nated into one file.
The Longitudinal Two Stage Model is based on the general linear
model (GLM) that is performed with the mri_glmfit program either via
FreeSurfer’s GUI QDEC or directly via the command line. This performs
the statistical tests in a vertex-wise univariate manner, i. e. at each vertex
a separate statistical test is computed with cortical thickness and surface
area, respectively, as dependent variables. This massively univariate ap-
proach, however, bears the risk of increased probability of false positives.
Given the amount of vertices in a child brain (around 97,000 vertices) the
typical Bonferroni correction of dividing the p-value by the number of
computed tests is too conservative as it assumes that voxels are inde-
pendent of each other. Therefore, all results were corrected for multiple
comparisons with a cluster wise approach. Z Monte Carlo simulations
across 10,000 iterations as implemented in FreeSurfer (Hagler, Saygin, &
Sereno, 2006) were performed with mri_mcsim and mri_glmfit-sim with
a cluster forming threshold of p < .001 (two-sided) and a significance
level of p < .05.
The outcome measure, rate of change, is the difference in CT or SA,
respectively, between two time points divided by the difference of days
between those two time points. Rate of change is specified in thickening
or thinning in mm per year for CT and expansion or reduction for SA in
mm2 per year.
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M O R P H O L O G I C M E A S U R E S
8.1 cortical thickness
Cortical thickness is determined by the number of cells within a cortical
column (Rimol et al., 2012) and seems to reflect dendritic arborisation
and pruning (Huttenlocher, 1990). Changes in thickness can be ascribed
to changes in the neuronal microcircuitry within these colomns and re-
flect the interplay of the components of the cerebral cortex, including
neuronal cell bodies, glia cells, cortical neuropil (i. e. axons, dendrites,
synapses) and extracellular space (Wagstyl & Lerch, 2018). Cortical thick-
ness is calculated as the distance between white and gray matter surfaces
at each vertex in the brain and is reported in mm (see Figure 4).
Figure 4: Calculation of cortical thickness. Yellow lines represent the white matter sur-
face; Red lines represent the gray matter surface. Retrieved April 13, 2016
from http://www.martinos.org/neurorecovery/technology.htm.
8.2 surface area
Surface area is described by the number of cortical columns (Rimol et al.,
2012) and has been proposed to reflect cortical folding and gyrification
(Chenn & Walsh, 2002). An expansion in surface area can be attributed to
an increase in number of cortical columns (Wagstyl & Lerch, 2018). A tri-
angluar mesh of vertices at the level of the white surface, i. e. the bound-
ary between the white and gray matter, is used for the computation of
surface area (see Figure 5). The sum of areas of triangles surrounding
each vertex is calculated and reported in mm2.
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Figure 5: Triangular mesh of vertices representing cortical surface area. White dots
represent individual vertices. Adapted from ’Surface based Analysis -
Cortex analysis.’ from the website of the Computational Neuroimage
Analysis Laboratory Hanyang University. Retrieved April 13, 2016, from
http://cna.hanyang.ac.kr/research/research02.htm. Copyright (c) Computa-
tional Neuroimage Analysis Laboratory Hanyang University.
8.3 hippocampal volume
As a subcortical gray matter structure the morphology of the hippocampus
(HC) is measured in volume and thus reported in mm3. The probability
of each voxel belonging to this structure is estimated and partial volume
effects are taken into account (Fischl et al., 2002; Schoemaker et al., 2016)
Part III
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S T U D Y O V E RV I E W
9.1 participants
Our participants were recruited through the children data base of the
Max Planck Institute for Human and Cognitive Brain Sciences (MPI CBS)
and advertisements in kindergartens in Leipzig, Germany. All children
were typically developing without any speech impediments, history of
head trauma or neurological disorders. Children were included if they
were right-handed or ambidextrous.
In total, 132 German monolingual 4-year-old children were recruited
in a longitudinal study with three time points: T1 (pre), T2 (post) and
T3 (follow-up). Participants were randomly assigned to either one of
the training groups, the word learning training group (WL) or sentence
comprehension training group (SC), or the control group (CG).
Fifty-one children were excluded for various reasons: 13 children were
excluded due to diagnostic findings and medical contraindications. Eight
children did not pass the mock scan, nine moved excessively during the
first MRI scan, and four children did not want to perform an MRI scan
at all. Four children were left-handed, two had an IQ below 80, and
four received logopedic treatment. Three children did not receive the
minimum amount of training sessions and four children from the word
learning group were excluded as their performance on the task did not
improve over time. This resulted in a pool of 81 children from which
only children were included that had sufficient MRI data quality in at
least both pre and post time points.
Our final sample therefore consisted of 61 children (35 female, mean
age = 53.17 months, SD = 4.23, range: 46.16 - 61.24) distributed relatively
even across groups (see Table 1). The average time between the MRI ses-
sions was 28.67 days between pre and post time point and 28.56 days
between post and follow-up time point. There were no significant differ-
ences between the groups.
Table 1: Demographic information per group.
Word Learning (WL) Sentence Comprehension (SC) Control Group (CG)
n = 19 n = 21 n = 21
Age at T1 54.68 (4.34) 52.97 (4.46) 51.99 (3.65)
Sex 10 female 12 female 13 female
9 male 9 male 8 male
Time from T1 to T2 28.11 (2.47) 29.00 (1.48) 28.86 (2.58)
Time from T2 to T3 29.05 (4.12) 27.90 (4.81) 28.75 (4.94)




The study consisted of a Mock Scan, a first MRI scan at pre time point,
a second MRI scan at post time point after a three-week period and a
follow-up MRI scan after another three-week period (see Figure 6). Be-
tween the first two MRI scans children in the WL group received a lexical
semantic training (i. e. word learning), children in the SC group received
a complex sentence comprehension training, and the CG group received
no intervention. Introduction and test sessions were administered im-
mediately after each MRI scan (see Figure 6). The study took place at
the MPI CBS, except for the training sessions, which took place at the
respective kindergartens. Parents gave written consent for their children
to participate and the children themselves gave oral assent. The study
was approved by the ethics committee of the University of Leipzig. For
each appointment at the MPI CBS parents received 7 † and the children
could choose a toy to take home. At pre time point participants in the
training groups were given a sticker album for which they were able to
collect stickers during the training sessions based on their performance.
They received at least two stickers for participating in a training. All par-
ticipating children were read a story about a witch and a wizard that
needed the children’s help to bring light to their kingdom. At the end of
each session, children would see a new part of the kingdom uncovered.
Figure 6: Study timeline. WL: Word learning group; CG: Control group; SC: Sentence
comprehension group.
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10.1 behavioral data
10.1.1 Standardized Measures
Along with the Mock Scan, all children were tested on cognitive abilities
such as verbal working memory (Mottier, Cunitz, 2011; Risse and Kiese-
Himmel, 2009, and forward Digit Span, Melchers and Preuß, 1991), sen-
tence comprehension (Test zum Satzverstehen von Kindern (TSVK), Sieg-
müller, Kauschke, Minnen, and Bittner, 2011), and vocabulary (Aktiver
Wortschatztest für 3- bis 5-jährige Kinder - Revision (AWST-R), Kiese-
Himmel, 2005). Participants were also tested using the German Wech-
sler Preschool and Primary Scale of Intelligence (Wechsler Preschool and
Primary Scale of Intelligence - III Deutsche Version (WPPSI-III), Wechsler,
2008) approximately six months after the study and all included subjects
scored above 80 on this full-scale IQ. Table 2 gives an overview of the
respective groups’ mean perfomance in these tests. The groups did not
differ significantly in these tests. However, there was a trend in TSVK
with greater values in the sentence comprehension group compared to
the word learning group.
Table 2: Behavioral Performance on Standardized Tests.
Word Learning (WL) Sentence Comprehension (SC) Control Group (CG)
Mottier 14.18 (6.29) 15.16 (5.22) 13.65 (5.19)
Digit Span 9.63 (3.13) 10.05 (2.33) 8.86 (1.77)
TSVK 59.68 (21.40) 73.52 (16.98) 61.71 (17.95)
AWST-R 49.00 (7.87) 53.48 (7.93) 50.10 (6.04)
IQ 98.58 (12.11) 100.14 (10.19) 98.05 (12.07)
Mottier: number of correct words; Digit Span: scale value; TSVK and AWST-R: T value; M (SD).
10.1.2 Training Paradigm
The nature of the task was the same for all three groups. A picture match-
ing task was performed, in which participants heard either a pseudo-
word (WL) or a sentence (SC), and had to choose out of two presented
pictures the correct one belonging to the heard pseudo-word or depict-
ing the heard sentence, respectively. This task was used for the training
sessions as well as the test sessions. While in the training sessions each
trial was followed by a feedback, participants received no feedback in
the test sessions. All sessions were presented on a laptop with addi-
tional speakers. Test sessions were administerd immediatly after each
MRI scan with training session in the training groups in between pre
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and post time points. The eight training sessions were administered in
participants’ kindergartens over a period of three weeks with two to
three training sessions per week.
To familiarize participants in the word learning group with the stim-Word Learning
Training ulus material, an Introduction session was conducted. In this session
participants were presented with 60 pseudo-animals and their corre-
sponding labels (pseudo-words). During the subsequent training ses-
sions, participants engaged in a picture-matching task with two alterna-
tive choices. In each of the 60 trials two pseudo-animals were presented
visually along with one auditory presented pseudo-word. Participants
had to choose the correct pseudo-animal associated with the pseudo-
word in question via button press. Participants then received an audio-
visual feedback and were presented with the correct response regardless
of their previous answer (Figure 7a). Each training session lasted about
10 minutes. Trainings, Posttest and Follow-up Test contained the same
60 pseudo-animal and label pairings. Over all eight training sessions par-
ticipants saw each pseudo-animal in five different positions. At Posttest
and Follow-up Test, they were presented with a new positions for each
pseudo-animal and no feedback was presented (Figure 7b).
Children in the sentence comprehension group were also asked toSentence
Comprehension
Training
do a picture-matching task, where they heard sentences (as opposed to
pseudo-words) and saw two scenes from which they had to choose the
correct one depicting the sentence they heard via button press. Partici-
pants received an audiovisual feedback after each training item (Figure
8a). The task during the test sessions was the same as in the training
sessions, except that there was no feedback presented after each trial
(Figure 8b). The training sessions lasted about 10-15 minutes each and
the test sessions were approximately 15 minutes long. Actors in the sen-
tences were animals known to the children. At the beginning of the
study children were presented with each animal and were asked to name
them. If they could or would not produce the name of the animal, the
experimenter named them. The stimulus material included four condi-
tions with main clauses and complex relative clauses, each paired with
a subject-initial and an object-initial structure: a subject-first main clause
condition (SF), an object-first main clause condition (OF), a subject-first
relative clause condition (SR), and an object-first relative clause condi-
tion (OR). Table 3 gives examples for each condition. All four conditions
were included in the test session (24 trials per condition). During train-
ing sessions only the relative clause conditions were presented (30 trials
per condition).
The control group performed the same tests (Pretest, Posttest, andControl Group
Follow-up Test) as the SC group with the same stimulus material (see
Table 3 and Figure 8b). During the three weeks between pre and post
time points as well as between post and follow-up time points, children
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(a) Example for a word learning training trial including corrective feedback.
(b) Example for a word learning test trial.
Figure 7: Simplefied diagram of a single trial during word learning training and testing
sessions, respectively.
Table 3: Sentence Comprehension Conditions.
Subject-first Main Clause SF Der Käfer zieht den Hamster.
The bug[NOM] pulls the hamster[ACC].
The bug pulls the hamster.
Relative Clause SR Dort ist der Käfer, der den Hamster zieht.
There is the bug[NOM] that the hamster[ACC] pulls.
There is the bug that pulls the hamster.
Object-first Main Clause OF Den Hamster zieht der Käfer.
The hamster[ACC] pulls the bug[NOM].
The bug pulls the hamster.
Relative Clause OR Dort ist der Hamster, den der Käfer zieht.
There is the hamster[ACC] that the bug[NOM] pulls.
There is the bug that pulls the hamster.
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(a) Example for a sentence comprehensiong training trial including corrective feedback.
(b) Example for a sentence comprehension test trial.
Figure 8: Simplefied diagram of a single trial during sentence comprehension training
and test sessions, respectively.
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in the control group did not receive any training sessions as to represent
natural maturation within this time frame.
10.2 neuroimaging data
10.2.1 MRI Acquisition
Participants were introduced to the MRI environment by first perform-
ing a mock scan with a similar procedure as the actual MRI. Participants
learned to lie still in the scanner and how to apply hearing protection.
During the mock scan and actual MRI scans children watched a cartoon
through MRI safe video goggles and heard the sound through MRI com-
patible Piezzo head phones. Participants were scanned on a 3T Siemens
Tim Trio scanner (Siemens Medical Solutions, Erlangen, Germany) with
a 32-channel head coil at the MPI CBS. T1-weighted MP2RAGEs (Mar-
ques et al., 2010) of 5.22 minutes were collected with the following pa-
rameters: TR = 5000 ms, TE = 3.24 ms, flip angle 1 = 4°, flip angle 2 = 5°,
bandwidth = 210 Hz/pixel, acquisition matrix = 192 x 192 x 176 mm³,
GRAPPA PAT factor 3, isometric voxel size = 1.2 x 1.0 x 1.0 mm³. To
keep the children’s scanning time to a minimum this sequence was op-
timized for acquisition speed. Within the framework of the longitudinal
study diffusion and resting state MR data were also collected which are
not reported here.
10.2.2 Image Preprocessing
Each MP2RAGE was visually inspected for quality. Only participants
with sufficient quality in at least the first two MRI scans were included
in the analysis and their respective MP2RAGEs were submitted to the
FreeSurfer 5.3.0 (http://surfer.nmr.mgh.harvard.edu/) longitudinal pro-
cessing stream (Reuter et al., 2012) for automated cortical reconstruc-
tion and volumetric segmentation (Dale et al., 1999). The longitudinal
processing stream creates an unbiased within-subject template space
and image using robust, inverse consistent registration (Reuter et al.,
2010). Subsequently, skull stripping, Talairach transforms, atlas registra-
tion, spherical surface maps, and parcellations are initialized with com-
mon information from the within-subject template. The intensity nor-
malization step of the pipeline was skipped as the MP2RAGE creates
T1-weighted images free of reception bias field and transmit field in-
homogeneity (Marques et al., 2010). Correcting a non-existing bias field
would thus actually introduce bias into the images. The resulting images
were visually inspected again for the success of parcellation and sur-
face creation. If necessary, manual edits were made to the within-subject
template and the images were initialized again within the longitudinal




Finally, a study specific template was created using Advanced Neu-
roimaging Tools (ANTs, Avants et al., 2011) to represent the age group of
this sample as there is, to our knowledge, no standard template for chil-
dren data. The preprocessed data were then registered to this template
and a smoothing kernel of 10 was applied.
Part IV
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I N V E S T I G AT I O N 1 - P L A S T I C C H A N G E S D U R I N G
T Y P I C A L M AT U R AT I O N
The prime focus of Investigation 1 is the description of structural changes
in the trajectories of cortical thickness and surface area during typical
maturation of four year old children over a short period of time of only
nine weeks. The control group of the study sample provides subjects
that did not receive any intervention and can therefore be assumed to
represent typical maturation. This presents an opportunity to contribute
to the investigation of structural brain development in the healthy child
before the age of five years.
11.1 statistical analyses
As Investigation 1 focuses on typical maturation without any interven-
tion, only children from the control group were included in the follow-
ing analyses. The subsample of 21 children (M = 51.99, SD = 3.65) with
sufficient MRI data quality at T1 and T2 was described in detail in Table
1 in the Study Overview (Chapter 9).
11.1.1 Neuroimaging Analyses
Serparate whole brain analyses were conducted for each measure with
FreeSurfer’s Longitudinal Two Stage Models using the mri_glmfit progam
to examine the annual rate of change in CT (in mm) and SA (in mm²),
respectively. A significant change in CT or SA, respectively, was existent
if the annual rate of change differed significantly from zero. The rate of
change in each measure was calculated from T1 to T2 as well as from T2
to T3. Significant clusters were formed with a cluster forming threshold
of .05 and a significance level of p < .001. Multiple comparisons were
conducted in the form of Monte Carlo corrections of 10,000 iterations.
Significant clusters were located by consulting the Desikan-Killiany At-
las (D-K, Desikan et al., 2006) and the Destrieux Atlas (Destrieux, Fis-
chl, Dale, & Halgren, 2009; Fischl et al., 2004), both implemented in
FreeSurfer. The overall developmental trends in cortical thickness and
surface area trajectories are illustrated in Figures 9 and 11, respectively.
11.2 neuroimaging results
11.2.1 Cortical Thickness
Visual inspection of the uncorrected annual rate of change in CT across
the entire brain (Figure 9) shows that typical maturation (represented
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Figure 9: Uncorrected annual rate of change in cortical thickness of the control group
(CG) across time. Depicted are the parameter (beta) values of the rate of
change from T1 to T2 (left column) and T2 to T3 (right column). Positive
values (red) indicate thicknening, negative values (blue) indicate thinning.
Table 4: Description of significant thickness change within the control group (CG) in
right caudal middle frontal gyrus (cMFG).
Cluster Size No. of Talairach p-valuea D-K Destrieux BA
(mm²) Vertices Coordinates Atlas Atlas
(X Y Z) Label Label
106.30 156 35.9 ; 15.7 ; 33.3 .024 caudal middle inferior frontal 9
frontal sulcus
a clusterwise corrected
D-K: Desikan-Killiany Atlas; BA: Brodmann Area.
by the control group) is expressed by an overall reduction in cortical
thickness (blue colors).
The general linear model for annual rate of CT change yielded one sig-
nificant cluster. From T1 to T2 there was a significant change in thickness
within this group in right caudal middle frontal gyrus (MFG), stretching
into the wall of the inferior frontal sulcus (see Table 4 and Figure 10). In
this region cortical thickness significantly decreased from T1 to T2.
11.2.2 Surface Area
With respect to the uncorrected rate of change in SA, there was an over-
all pattern of both expansion and reduction in surface area (Figure 11).
None of these within-group changes survived the Monte Carlo correc-
tion.
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Figure 10: Result of the whole brain analysis of cortical thickness change within the
control group (CG) from T1 to T2. Yellow circle: Location of significant clus-
ter in right caudal middle frontal gyrus (cMFG); clusterwise corrected; Pos-
itive values (red) indicate thicknening, negative values (blue) indicate thin-
ning.
Figure 11: Uncorrected annual rate of change in surface area of the control group (CG)
across time. Depicted are the parameter (beta) values of the rate of change
from T1 to T2 (left column) and T2 to T3 (right column). Positive values (red)
indicate aerial expansion, negative values (blue) indicate aerial reduction.
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11.3 summary
The aim of Investigation 1 was to describe the trajectories of SA and
CT during the typical maturation of four year old children over a short
period of nine weeks. The here presented results reflect trends in these
trajectories over the entire cortex, while significant focal changes in gray
matter structure, namely CT, could also be reported.
There was an overall trend of cortical thinning across almost the en-
tire cortex in typically developing four-year-olds over time. Surface area
development, on the other hand, was expressed by regionally differing
patterns of expansion and reduction. The control group showed a sig-
nificant decrease in thickness in the right caudal middle frontal cortex,
specifically in the inferior frontal sulcus. This change was significant
from T1 to T2 and did not persist until T3.
11.4 discussion
As the control group did not receive any intervention, this group best
represented typical cortical maturation. Regarding cortical thickness de-
velopment over as short a period as nine weeks, I report trends of cor-
tical thinning in the control group across almost the entire cortex and
even a significant effect of thinning in right caudal middle frontal cortex
(cMFG). The current results are therefore in line with the more recent
literature of the past decade that consistently finds overall linear corti-
cal thickness decline beginning in early childhood (Amlien et al., 2014;
T. T. Brown et al., 2012; Ducharme et al., 2016; Mensen et al., 2017; Smith
et al., 2016).
The right MFG is involved in a number of processes including at-
tention (e. g. Japee, Holiday, Satyshur, Mukai, and Ungerleider, 2015;
Ptak, 2012) and working memory (e. g. Barbey, Koenigs, and Grafman,
2013; Metzler-Baddeley et al., 2016; Olesen, Westerberg, and Klingberg,
2004) and has been described to be part of the dorsal attention network
(DAN, Mantini, Perrucci, Del Gratta, and Al, 2007), the ventral attention
network (VAN, Corbetta, Kincade, and Shulman, 2002) and the fronto-
parietal attention network (FPAN, Ptak, 2012).
The location of the effect in this Investigation can also be viewed as
belonging to the dorsolateral prefrontal cortex, which is involved in ex-
ecutive functioning, such as working memory, planning and cognitive
flexibility.
Over the course of the current study, the right cMFG showed signif-
icant cortical thinning from T1 to T2. No further significant effect was
found from T2 to T3, however, subsignificant negative CT change could
still be observed. This implies that typical maturation in right cMFG is
characterized by overall cortical thinning, albeit of varying magnitude
as thinning was significant over the first half of the study but not the
second.
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On a neurobiological level maturational thinning effects, as exhibited
here by the CG, are driven by underlying mechanisms, such as synaptic
pruning, reductions in the cortical neuropil and glial cells (Huttenlocher,
1979; Huttenlocher & Dabholkar, 1997; Petanjek et al., 2011) as well as
proliferation of myelin into the cortical neuropil (Benes, Turtle, Khan, &
Farol, 1994; Huttenlocher, 1979; Huttenlocher & Dabholkar, 1997; Sowell
et al., 2004; Yakovlev & Lecours, 1967). Most likely an interplay of these
processes expedited thinning in a way that was measurable with a non-
invasive technique, i. e. MRI.
The results of Investigation 1 provide two important pieces of evi-
dence. First, at four years of age the typically developing brain is marked
by widespread cortical thinning with regionally differing magnitude
that can be captured by structural MR imaging after only three weeks.
This supports the view in the literature that linear decline of CT begins
early on and is prominent across the entire cortex. Second, the trajec-
tory of surface area is not as clear with regionally differing patterns of
expansion and reduction of SA. No significant changes could be found
in this study sample in SA over two months time, which suggests that
surface area maturation is a rather slow process which cannot as easily
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In this chapter, I examined the plastic changes in CT and SA after word
learning training, an aspect of language for which the sensitive periods
has already opened, and compared these changes to typical maturation.
12.1 statistical analyses
From our final sample of 61 children I analyzed a subset of 40 children
(M = 53.27 months, SD = 4.16) from the WL and CG groups whose
MRI data at T1 (pre) and T2 (post) had sufficient quality (see Table 1
for the groups’ descriptive data). On average children in the CG group
(M = 51.99, SD = 3.65) were approximately three months younger than
children in the WL group (M = 54.67, SD = 4.34). This age difference
reached significance in a one-way ANOVA (F(1,38) = 4.51, p < .05, ⌘² =
.11). Therefore all further analyses were controlled for age. There were
no differences of gender distribution between the groups, nor did the
groups differ significantly in time between MRI scans or any of the stan-
dardized measures. Mean behavioral performances of the groups are
shown in Table 2.
12.1.1 Behavioral Training Data
To test whether participants showed an effect of word learning training
over time I analyzed the behavioral training data with repeated mea-
sures analysis of variances (rmANOVAs) for the WL group. I expected
an increase in performance over time.
The behavioral performance (i. e. mean accuracy) of all 19 subjects
from the WL group was averaged for each time point and time was en-
tered into the rmANOVA as a factor with 10 levels (8 trainings, Posttest
and Follow-up Test).
Further, I investigated when participants would surpass performance
at chance level (50%). Accuracies in each behavioral time point were
tested against .5 in one sample t-tests.
I report no behavioral data from the control group, as the control
group did not undergo a word learning training or testing.
12.1.2 Neuroimaging Analyses
Whole brain analyses were conducted comparing the different trajec- Whole Brain
Analysestories of CT and SA between the WL and CG groups. Using seperate
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Longitudinal Two Stage Models (FreeSurfer’s mri_glmfit progam imple-
mented in the QDEC interface) I examined whether the rate of change
in CT and SA, respectively, would differ between the WL and the CG
group. Rate of change is reported in mm per year for CT changes and
mm² per year for SA changes.
The analyses from T1 (pre) to T2 (post) were controlled for age at
T1, time between T1 and T2 MRI scans, and mean thickness (MT) at T1
in the CT analyses or total surface area (tSA) at T1 in the SA analyses
(Vuoksimaa et al., 2015).
The analyses from T2 (post) to T3 (follow-up) were controlled for age
at T2, time between T2 to T3 MRI scans, and MT at T2 in the CT analyses
or tSA at T2 in the SA analyses. This left 32 degrees of freedom (dof)
when comparing WL and CG groups.
The resulting clusters were formed with a cluster forming threshold
of .05 and a significance level of p < .001. Multiple comparisons were
conducted in the form of Monte Carlo corrections of 10,000 iterations.
All covariates were demeaned with the mean of the subsample of 40
children from the WL and CG groups. Significant clusters were located
by consulting the Desikan-Killiany Atlas (D-K, Desikan et al., 2006) and
the Destrieux Atlas (Destrieux et al., 2009; Fischl et al., 2004), both im-
plemented in FreeSurfer.
In the Regions of Interest (ROI) Analyses I investigated the changes inRegion of Interest
Analyses SA and CT, respectively, from T1 to T2 and from T2 to T3 for seven
regions that have been reported to be involved in language process-
ing (Binder et al., 2009; Friederici, 2012). These regions included pars
triangularis, pars opercularis and pars orbitalis of the inferior frontal
gyrus (IFG), inferior, middle and superior temporal gyri (ITG, MTG,
STG), and inferior parietal lobule (IPL). Additionally, two cortical re-
gions involved in memory processes, bilateral enthorinal and parahip-
pocampal cortices, were included as word learning draws heavily on
memory processes (M. H. Davis & Gaskell, 2009; Wojcik, 2013). Further,
potential involvement of memory processes was investigated by com-
paring volumetric changes in bilateral hippocampus (HC) between the
groups. These changes are reported in mm3. Figure 12 displays the cor-
tical regions of interest described above, which were obtained from the
FreeSurfer Desikan-Killiany parcellation.
For each ROI, I computed the difference in SA and CT, as well as HC
volume, between time points per subject and hemisphere. These differ-
ence values were then submitted into multivariate analyses of covari-
ances (MANCOVA) with SPSS 22 (Corp., 2013) resulting in six separate
MANCOVAs (change in CT, SA and HC volume, respectively, from T1 to
T2, as well as from T2 to T3) for the comparison of WL and CG groups.
Analyses of changes from T1 (pre) to T2 (post) were controlled for age
at T1, and analyses of changes from T2 (post) to T3 (follow-up) were
controlled for age at T2. Bonferroni correction for multiple comparisons
was applied.
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Figure 12: Overview of Regions of Interest (ROIs).
12.1.3 Correlation Analyses
The results from the whole brain and ROI analyses were then correlated
with the behavioral performance. Since the effects were only significant
from pre to post time point, all correlation analyses were controlled for
age at T1.
Several partial correlation analyses within the WL group (controlled Correlation with
Word Learning
Performance
for age) were performed to investigate the relationship between changes
in CT and SA with behavioral training outcome. The following questions
were investigated: (1) In what way were changes in SA and CT related to
the behavioral outcome at Posttest, initial performance or performance
increase between the first training and Posttest? (2) Would SA and CT at
pre time point predict the behavioral outcome?
Therefore, I correlated (1) the results from the whole brain and ROI
analyses with the accuracy of the WL group at Posttest, Training 1 and
the difference between the two (Bonferroni corrected for multiple com-
parisons), and (2) SA and CT at T1 with Posttest performance. These
analyses were performed with the WL group only.
To test wether the changes in SA and CT could be predicted by ini- Correlation with
Standardized
Language Measure
tial vocabulary or sentence comprehension abilities, partial correlation
analyses were conducted for each of the groups. Controlling for age the
significant changes in SA and CT from the whole brain and ROI analyses
were correlated with vocabulary (AWST-R) and sentence comprehension
(TSVK) scores at T1.
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12.2 behavioral results
In the rmANOVA of performance in the WL group, Mauchly’s Test of
Sphericity indicated a violation of the assumption of sphericity ( ²(44) =
95.49, p < .001). Therefore, the Greenhouse-Geisser correction is reported.
There was a significant effect of time on accuracy, F(4.38, 83.21) = 58.44, p
< .001, ⌘² = .76. Figure 13 displays the increase in performance over time.
The pairwise comparisons revealed that the group reaches a plateau at
Training 6 as the last four time points do not differ significantly from
each other. A one-sample t-test showed, that the group performed sig-
nificantly above chance from training 2 onwards (t(21) = 6.35, p < .001).
Figure 13: Word learning (WL) group training performance. Blue lines: individual per-
formances; Black line: mean performance on the group level.
12.3 neuroimaging results
12.3.1 Whole Brain Analyses
The whole brain analysis on changes in CT resulted in no significantCortical Thickness
differences in rate of change over time between the groups controlling
for age, time between MRI scans and mean cortical thickness.
In the Longitudinal Two Stage Model controlling for age, time be-Surface Area
tween MRI scans and total surface area, I found a significant difference
between the WL and CG groups in rate of SA change from T1 to T2
(see Figure 14 Top) located in the right intraparietal sulcus (IPS) of the
superior parietal area (see Table 5 for a description of the cluster). The
difference between the groups seems to be driven by a SA increase in the
WL group while the CG remained stable (see Figure 14 Bottom). There
were no significant effects in SA change between T2 and T3.
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Figure 14: Significant result of the whole brain analysis of differences in surface area
changes between the word learning (WL) group and the control group (CG)
from T1 (pre) to T2 (post). Top: Location of significant cluster (yellow) in
right intraparietal sulcus (IPS). Clusterwise corrected; Bottom: Mean surface
area change in the word learning group (WL, blue bar) and the control group
(CG, red bar) in right IPS. Error bars: +/-1 SE.
Table 5: Description of the group difference between the WL and CG groups in right
intraparietal sulcus (IPS).
Cluster Size No. of Talairach p-valuea D-K Destrieux BA
(mm²) Vertices Coordinates Atlas Atlas
(X Y Z) Label Label
92.38 124 28.5 ; -70.1 ; 54.8 0.00739 superior intraparietal 7
parietal sulcus
a clusterwise corrected
D-K: Desikan-Killiany Atlas; BA: Brodmann Area.
12.3.2 ROI Analyses
In this ROI analysis the MANCOVA on CT changes from T1 to T2 re- Cortical Thickness
vealed a significant main effect of group controlling for age (F(18,20) =
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2.26, p = .041, ⌘² = .67) in CT. Specifically, I found a significant group
effect in left pars triangularis (F(1,37) = 5.62, p = .023, ⌘² = .13) with a
negative change in CT from T1 to T2 in the CG group (M = -.07, SD = .09)
and a stable thickness in the WL group (M = .003, SD = .09, see Figure
15). There were no significant effects for CT changes from T2 to T3.
Figure 15: Results of the ROI analysis of cortical thickness (CT) change: Mean group
change in mm over time in each hemisphere for the word learning group
(WL, blue bars) and the control group (CG, red bars). * significant difference
in cortical thickness change between the groups; Error bars: +/- 1 SE.
The MANCOVA examining SA changes over time in the ROIs betweenSurface Area
the groups controlling for age yielded no significant effects (Figure 16).
Controlling for age the MANCOVA revealed no significant group dif-Hippocampal
Volume
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Figure 16: Results of the ROI analysis of surface area (SA) change: Mean group change
in mm2 over time in each hemisphere for the word learning group (WL, blue
bars) and the control group (CG, red bars). Error bars: +/- 1 SE.
ferences in HC volume changes over time (Figure 17).
12.4 correlation results
12.4.1 Partial Correlations with Word Learning Performance




performance with rate of SA change in right IPS (Table 6). There was
a significant negative partial correlation between SA change and perfor-
mance at Training 1 (r = -.497, p = .036) as well as a positive correlation
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Figure 17: Results of the ROI analysis of hippocampal (HC) volume change: Mean
group change in mm3 over time in each hemisphere for the word learning
group (WL, blue bars) and the control group (CG, red bars). Error bars: +/-
1 SE.
between SA change and performance increase (r = .563, p = .015). Only
the correlation with performance increase remained after the Bonferroni
correction (p = .017). Children of the WL group with a stronger increase
in performance and lower performance at first training showed more SA
change in right IPS (Figure 18).
There were no significant correlations between CT change in left pars
triangularis and behavioral training performance.
Table 6: Overview of correlations between rate of surface area change in right intrapari-
etal sulcus (IPS) cluster and behavioral performance of the word learning (WL)
group.
SA change Posttest Training 1 Performance
in right IPS Performance Performance Increase
SA change Correlationa 1.000 .350 -.497* .563*
in right IPS Significanceb - .154 .036 .015
df 0 16 16 16
Posttest Correlationa 1.000 -.103 .785***
Performance Significanceb - .684 .000
df 0 16 16
Training 1 Correlationa 1.000 -.697**
Performance Significanceb - .001
df 0 16
a Pearson partial correlation coefficient
b * p < .05; ** p < .01; *** p < .001.
There were no significant correlations between behavioral outcomeCorrelation between
structure at pre time
point and behavioral
outcome
and either SA or CT at pre time point controlling for age.
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Figure 18: Correlations between rate of surface area change in right intraparietal sul-
cus (IPS) and behavioral training performance of the word learning (WL)
group. Left: Correlation right IPS with mean group performance at Training
1; Right: Correlation right IPS with mean performance increase over time.
12.4.2 Partial Correlations with Standardized Language Measures
There were no significant correlations in the respective groups between
either SA changes in right IPS or CT changes in left pars triangularis
with vocabulary or sentence comprehension capacities, controlling for
age.
12.5 summary
With respect to the behavioral training, I could confirm my expecta-
tion, that four-year-olds are able to successfully learn 60 new object-label
pairings after three weeks of training. Notably, the children in my sam-
ple were rather fast at pairing each pseudo-word with its correspond-
ing pseudo-animal, as the word learning group performed significantly
above chance as early as Training 2. The steady increase in performance
demonstrates that four year old children are able to learn a large number
of new words with ease and that these new lexical entries can be success-
fully recalled even after a three week period of no continued exposure
to the stimulus material.
When comparing the changes in CT and SA in the word learning
group with changes in the control group on the whole brain level, I
found an increase in SA from pre to post time point in right intrapari-
etal sulcus in the WL group while the CG group’s surface area remained
relatively stable. Additionally, in the ROI analyses there was a significant
difference between the groups in the language network, namely left pars
triangularis, where the WL group retained the level of thickness from
pre to post time point while the CG group showed a maturational thick-
ness decrease in this area.
Further, I report a relation between regional changes in surface area
with behavioral performance at the first training session as well as with
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performance increase in the word learning group. The rate of SA change
in right IPS correlated negatively with performance at Training 1 and
positively with performance increase across trainings indicating that
stronger SA changes over time in right IPS were related to lower initial
accuracy and greater increase in performance across the training period.
In this study, baseline SA or CT was not found to predict the be-
havioral training outcome and gray matter changes after word learning
training were not related to overall language abilities.
12.6 discussion
In Investigation 2, I was able to show that gray matter structure changes
as a function of word learning training during an already open sensitive
period for word learning. Two significant effects were found, one located
within the canonical language network and one outside of it.
An effect within the language network became apparent by a stableWord Learning
Effects in the
Language Network
thickness in left pars triangularis after word learning in the training
group compared to a maturational thickness decrease in this area in
the control group. The left pars triangularis is involved in language re-
lated processes such as lexical semantic access or categorization, plau-
sibility, and thematic processing (Friederici, 2013; Newman et al., 2003).
Better word learning in adults has also been associated with increased
functional activation in this region (Berens, Horst, & Bird, 2018). Fur-
ther involvement of left pars triangularis has been shown in domain-
general processes like working memory and attentional control (Metzler-
Baddeley et al., 2016) such as the encoding and retrieval of remembered
stimuli (Ofen, 2012; Tang, Shafer, & Ofen, 2018).
Previously, a similar pattern of preservation of thickness was found in
the memory literature. Walhovd et al. (2006), for example, reported that
adults with better recall maintained their cortical thickness compared to
participants with lower recall abilities. The authors describe their finding
as a „preservation of cortical thickness“ rather than „thickening per se“
(Walhovd et al., 2006).
Functional effects of word learning in the language network have been
related to training outcome as well. For example, Berens et al. (2018)
found that activation in the left pars triangularis was positively corre-
lated with word learning in adults. No such correlations were found
in the current data set. This, however, is unsurprising given that the
maintained thickness levels from pre to posttest in the WL group offer
close to zero variance for any kind of correlation. Moreover, structural
changes have been suggested to be related rather to the amount of train-
ing than its outcome (Scholz, Klein, Behrens, & Johansen-Berg, 2009),
offering another explanation for the lack of correlations as the amount
of trainings in the current study was kept constant. Indeed, such a lack
of brain-behavior correlations is not uncommon in the imaging literature
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(Chavan, Mouthon, Draganski, van der Zwaag, & Spierer, 2015; Salmi-
nen, Mårtensson, Schubert, & Kühn, 2016; Scholz et al., 2009).
From an evolutionary standpoint, Vuoksimaa et al. (2015) even argue
that CT is not as vital to the development of cognitive capacities in hu-
mans as surface area, and therefore they do not expect cognitive mea-
sures to correlate with CT change at all. On the other hand, varying as-
sociations between CT and cognitive measures have been shown across
the life span. Shaw et al. (2006) reported that in younger children higher
general cognitive abilities were related to thinning, but related to thick-
ening in later childhood and adolescence. Given that training in adults
often results in thickening (e. g. Mårtensson et al., 2012) it is possible that
observed maintenance of thickness could represent the beginning of an
increase (i. e. thickening), which would have taken place had the train-
ing persisted over a longer period of time. However, that is unlikely the
case. It seems more probable that due to the time interval and methods
in the current study the initial changes to the underlying microstructure
could not be registered.
As previously described in Investigation 1, within the framework of
typical development morphologic changes in CT are the result of corti-
cal microstructural changes within the neuropil, such as synapses, axons
and dendrites or changes to glial density (Chklovskii, Mel, & Svoboda,
2004; Huttenlocher & Dabholkar, 1997; Thompson et al., 2007; Wagstyl &
Lerch, 2018), and intracortical myelination (Gennatas et al., 2017; Sowell
et al., 2004; Yakovlev & Lecours, 1967). These often are the consequence
of learning and experience (Dong & Greenough, 2004; Zatorre et al.,
2012) as the underlying processes shape the neural circuitries that sup-
port cognitive abilities (Hensch, 2004; Shaw et al., 2006).
One crucial factor in cortical thickness changes is synaptic reorganiza-
tion (Chklovskii et al., 2004; Huttenlocher & Dabholkar, 1997). Learning
a new skill induces an overproduction of new synapses, i. e. synaptoge-
nesis, which is then followed by a gradual reduction of synapses, i. e.
pruning, as the newly learned skill is honed, improved and automatized
(Tierney & Nelson III, 2009). This process is highly dependent on expe-
rience and forms the foundation of most of early life learning (Tierney
& Nelson III, 2009). The forming of new synapses is thought to occur on
rather short timescales and has been found to occur already within min-
utes to hours after training (Hofstetter, Tavor, Moryosef, & Assaf, 2013;
Keller & Just, 2016; Sagi et al., 2012; Taubert et al., 2016).
These changes to the gray matter structure then return to (close to)
their original state as soon as the learning process is completed and the
functional networks are sufficient for the new task (Driemeyer, Boyke,
Gaser, Büchel, & May, 2008). In their juggling study, Driemeyer et al.
(2008) found that gray matter increases were only related to the ini-
tial learning of juggling but not to further improvement on the skill
(Driemeyer et al., 2008). It therefore seems more plausible that the here
reported retention in thickness is actually a snapshot of the changes re-
turning to their original state after initial learning is completed for the
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specific task at hand. It seems that due to the time interval of three weeks
the initial changes in synapses, which reportedly happen within mere
hours after training, could not be recorded and that the effect rather rep-
resents the process of pruning after initial learning has coincided with
synaptogenesis.
After three weeks of training and a clear behavioral training effect,
it can be assumed that the new task (i. e. word learning) has been suc-
cessfully integrated into the functional network, which results in prun-
ing. The brain most likely produced an abundance of new synapses al-
ready after the first or second training. Therefore during the remain-
ing 2 1/2 weeks, the brain slowly began pruning the unused synapses.
Thus, there might have been an initial effect of thickening but after three
weeks the brain is in the midst of returning to its regular trajectory. It
is not quite there yet, as the cortex is significantly thicker than in typ-
ical maturation without intervention but after another three weeks, it
has caught up again with natural maturation. If that is the case it could
be speculated that the onset of pruning coincides with the behavioral
performance. Since pruning seems a much slower process than synap-
togenesis (Tierney & Nelson III, 2009), it might have started as early as
the second or third training when children in the word learning group
reached above chance performance or around training 6 when children
reached a performance plateau. While synaptic processes play a crucial
part in thickness changes, they are not the sole motivator. As previously
mentioned changes to the synaptic landscape, axons, dendrites or glial
density as well as myelination interact with each other and together re-
sult in changes to the cortical thickness of a magnitude that is detectable
with non-invasive measures such as MR imaging.
It has to be noted, that preservation of thickness may have different
meanings for children and adults as the quality of maturational thinning
gradually shifts across development (i. e. an initial steeper slope which
flattens with increasing age). In (older) adults thinning represents the
aging process and the potential deterioration of many cognitive func-
tions. Therefore, a maintenance of any current level of thickness could
point towards a delay of cortical aging and thus a preservation of those
functions. In children, the same effect may have a different meaning. The
effect of thickness preservation in Investigation 2 is transient and closely
related to learning. The fact that the brain responds differently to word
learning in children than in adults seems to only support the notion
that brain development differs vastly across the ages and the brain is
equipped differently to process input at various stages in life.
The effect outside the language network was a surface area expansionWord Learning
Effects in the
Attention Network
in right IPS after word learning in the training group compared to the
control group. The intraparietal sulcus, bilaterally, is part of the dorsal
attention network, (DAN, Mantini et al., 2007) and is involved in many
cognitive functions, for example visuo-spatial attention, motion process-
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ing, and working memory (Culham & Kanwisher, 2001; Kincade, 2005;
Oswald et al., 2017).
Besides creation, recognition and retrieval of lexical entries into the
lexicon, the word learning paradigm in the current study further em-
ploys associative learning, as an image is linked with a pseudo-word
repeatedly to create the association between the two. This associative
learning component of the current training paradigm draws heavily on
working memory and attention processes as well as reward processing
(Berens et al., 2018). The IPS has been shown to be recruited during as-
sociative learning in adults (Anderson, Byrne, Fincham, & Gunn, 2008;
Berens et al., 2018). In a word learning training study in adults that
paired unfamiliar objects with pseudowords, Berens et al. (2018) found
increased functional activation in bilateral IPS after training participants
on these object-pseudoword pairings.
Structurally, the cortex is known to expand in surface area until ap-
proximately late childhood after which it slowly but steadily decreases
(Amlien et al., 2014; Schnack et al., 2015). This rather slow process has
been investigated over longer periods of time, usually years (e. g. Bur-
galeta, Johnson, Waber, Colom, and Karama, 2014; Cafiero, Brauer, An-
wander, and Friederici, 2018; Ostby et al., 2009; Raznahan et al., 2011).
A number of neurobiological mechanisms promote surface area expan-
sion. While neurogenesis and neuron migration are the driving factor
during gestation (Hill et al., 2010; Lyall et al., 2015), any areal increases
after birth are most likely induced by other cellular mechanisms, such as
synaptogenesis, gliogenesis, dendritic arborization. Intracortical myeli-
nation as well as axonal elongation and thickening are further potential
processes that shape surface area development and specifically areal ex-
pansion (Fjell et al., 2015; Lyall et al., 2015). Training-induced short-lived
expansion of surface area is presumably induced by an increase in pro-
cesses such as myelination, gliogenesis and synaptogenesis.
To my knowledge, surface area changes have not been investigated
within such a short time frame and as a result of training as was done
here. The apparent increase in surface area in the WL group suggests
that the slow maturational process of areal expansion could be accel-
erated by increased word learning, as indicated by significant brain-
behavior correlations.
Areal expansion correlated with performance at Training 1 and with
performance increase over the training period. These correlations have
to be interpreted with care for two reasons. First, upon visual inspec-
tion of the plots (Figure 18), it seems that the correlations were driven
by two outliers. If removed, no correlations survived Bonferroni correc-
tion. Second, only the correlation with performance increase survived
correction for multiple comparisons, however, the behavioral measures
strongly correlated with each other (see Table 6). Interpreting only the
relationship between SA change and performance increase favors those
children who had most to gain from the training and disregards those
that already performed rather well at first encounter and consequently
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did not have as much opportunity to improve on the task. The signif-
icant correlation with performance increase seems to be driven by the
variance in Training 1 performance. Thus, children with the most to
gain from the word learning training, that is with the most capacity for
improvement due to low accuracy at the beginning of the training, con-
sequently showed more areal expansion in right IPS. The initial variance
in performance at Training 1 was due to natural variation in the develop-
ing sample. Some children’s maturation was already progressed enough
for them to have the increased functional connectivity necessary to be
able to perform well on the first task, while some had not reached that
level of maturation yet. According to Lövdén et al. (2010) plasticity is
only invoked when the system is sufficiently challenged, meaning that
a task should neither be too easy nor too hard. Those children who did
well on the task in the first training and showed no surface area changes
might not have been challenged enough by the word learning training.
This effect in SA change and its relation to training behavior is in line
with other studies who have found similar relationships between cortical
development and cognitive abilities. Schnack et al. (2015) reported that
during childhood higher IQ was associated with earlier surface expan-
sion completion and steeper subsequent contraction trajectories. Seldon
(2005, 2007) suggests that the expansion or „stretching“ of a cortical area
increases its functional capacity to differentiate afferent signals, in other
words its functional connectivity (Vuoksimaa et al., 2015). An increased
areal surface during the word learning training in the fronto-parietal
network of attention and memory may therefore go hand in hand with
increased cortical function in that region for as long as input was re-
ceived, since the effects did not persist.
Indeed, all gray matter changes reported in Investigation 2 were found
immediately after training. No structural changes persisted until follow-
up time point. This is in line with previous studies that show a pattern
of initial changes to the brain structure immediately after learning a new
skill (Hofstetter et al., 2017; Sagi et al., 2012; Taubert et al., 2010; Taubert
et al., 2016) followed by no or smaller changes after the learning period
(e. g. Draganski et al., 2006; Draganski et al., 2004). Although children
retained their behavioral performance level in the word learning task
three weeks after receiving no further input, the changes in gray matter
structure were not preserved. The here applied word learning training
thus evoked short lived gray matter changes in surface area and cortical
thickness during an open sensitive period for word learning.
Exposing four-year-olds to a substantial amount of new words evokes
changes in gray matter structure for as long as the exposure lasts. Given
that the sensitive period for word learning is already open the brain is re-
ceptive to such input and plastic enough to react with structural changes
when learning these new words, consolidating and incorporating them
into the lexicon. Once these processes are completed, the affected brain
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C H A N G E S AT T H E B E G I N N I N G O F A S E N S I T I V E
P E R I O D F O R S E N T E N C E C O M P R E H E N S I O N
In this chapter, I examined brain plasticity at the beginning of a sensitive
period for a specific aspect of language acquisition, namely complex sen-
tence comprehension. The plastic changes in CT and SA after a sentence
comprehension training during such a SP were under investigation and
were compared to typical maturation.
13.1 statistical analyses
The subsample that was analyzed here was a set of 42 children (M =
52.48 months, SD = 4.05) from the SC and CG groups with sufficient
MRI data quality at T1 (pre) and T2 (post) (see Table 1 for the descriptive
data). There were no significant differences between the groups in age,
gender distribution, time between MRI scans or any of the standardized
measures. Mean behavioral performances of the groups are shown in
Table 2.
13.1.1 Behavioral Training Data
To test whether participants showed a training effect in sentence com-
prehension over time I first analyzed the behavioral training data with
repeated measures analysis of variances (rmANOVAs) for each group.
In the SC group the behavioral performance of all 21 subjects was Sentence
Comprehension
Group
averaged per condition for each time point. Time was entered as a fac-
tor with 11 levels (Pretest, 8 Trainings, Posttest, and Follow-up Test) in
rmANOVAs examining the two relative clause conditions (SR and OR)
separately. For the main clause conditions (SF and OF) time was entered
as a factor with three levels (Pretest, Posttest and Follow-up Test) in sep-
arate rmANOVAs.
The behavioral performance of 21 children in the control group was Control Group
treated like in the SC group resulting in four separate rmANOVAs with
time as a factor with three levels (Pretest, Posttest and Follow-up Test)
examining the performance in each condition over time.
I further investigated when participants would surpass performance
at chance level (50%). Each group’s accuracies in the individual condi-




Finally, I compared the accuracies in each condition between the groups
with separate rmANOVAs with time as a three level factor (Pretest,
Posttest and Follow-up Test) and group as between factor. As there were
significant differences between the groups in the subject-initial condi-
tions, these analyses were conducted again controlling for age and TSVK
score in order to determine whether the group differences could be ex-
plained by age or general sentence comprehension abilities.
13.1.2 Neuroimaging Analyses
The statistical analyses of the neuroimaging data in Investigation 3 were
the same as in Investigation 2 (see Chapter 12.1.2 for detailed descrip-
tions). Thus, in this chapter I only briefly recap the individual analyses.
I compared the CT and SA trajectories between the SC and CG groupsWhole Brain
Analyses using the same general linear models and the control variables as in In-
vestigation 2. This resulted in 34 dof for the whole brain analyses. All
significant clusters were formed with the same cluster forming thresh-
old of .05 and significance level of p < .001, and Monte Carlo corrections
(10,000 iterations) were applied to correct for multiple comparisons. All
covariates were demeaned with the mean of the subsample of 42 chil-
dren from the SC and CG groups.
The ROI analyses included the same regions of interest as Investiga-Region of Interest
Analyses tion 2 (see Figure 12). I examined the structural changes in cortical thick-
ness and surface area, as well as hippocampal volume over time between
the SC and CG groups. Differences in SA, CT and HC volume were com-
puted between the time points and entered as dependent variables into
six separate MANCOVAs (see Chapter 12.1.2) to compare changes be-
tween the groups. Bonferroni correction for multiple comparisons was
applied.
13.1.3 Correlation Analyses
The results from the whole brain analyses and ROI analyses were sub-
sequently correlated with the behavioral performance. Since significant
effects were only found from T1 (pre) to T2 (post), all correlation analy-
ses were controlled for age at T1.




cant improvements in performance on the task (see Chapter 13.2.1) and
therefore no behavioral training effect, I did not perform any correlation
analyses with training performance.
To test wether the changes in SA and CT could be predicted by ini-Correlation with
Standardized
Language Measures
tial vocabulary or sentence comprehension abilities, I conducted partial
correlation analyses for each of the groups. Controlling for age the sig-
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Figure 19: Mean behavioral performance of the sentence comprehension group (SC) in
main clause conditions over time. Blue line: Subject-first (SF) performance;
Magenta line: Object-first (OF) performance; Error bars: +/- 1 SE.
nificant changes in SA and CT from the whole brain and ROI analyses
were correlated with vocabulary (AWST-R) and sentence comprehension
(TSVK) scores at T1.
13.2 behavioral results
13.2.1 Sentence Comprehension Group
Subject-first Main Clause (SF). The rmANOVA of the SF condition re- Main Clauses
vealed a significant effect of time on accuracy (F(2, 38) = 18.54, p < .001,
⌘² = .49). However, there was a decrease in performance from T1 to T2
with relatively stable performance until T3. The SC group performed
significantly above chance at all time points in SF (Table 7).
Object-first Main Clause (OF). There was no significant effect of time on
accuracy in OF indicating no changes in performance across time points
in this condition, however perfomance was significantly above chance at
most time points. Only at Posttest did the SC group perform at chance
level in OF (t(20) = 2.04, p = .054).
Figures 19 and 20 display the group’s mean performance in both main
clause conditions and the indivdual performances in each main clause
condition, respectively.
Subject-first Relative Clause (SR). There was a significant effect of time Relative Clauses
on accuracy (F(10, 150) = 10.74, p < .001, ⌘² = .42) in the rmANOVA of
the SR condition. Mean performance in this condition decreased until
Training 5 and plateaued for the remainder of the time (see Figure 21).
Individual performance trajectories (Figure 22) show a similar pattern to
the SF condition, with little variance at T1 and increased variance in all
further time points along with a drop in performance by most children.
The SC group performed significantly above chance in SR across all time
points (Table 7).
86 investigation 3
Figure 20: Individual behavioral performances of the sentence comprehension (SC)
group in main clause conditions over time. Right: Subject-first (SF) perfor-
mances; left: Object-first (OF) performances. Lines in color: individual tra-
jectories; Black line: mean group performance.
Figure 21: Mean behavioral performance of the sentence comprehension (SC) group
in relative clause conditions over time. Green line: Subject-relative (SR) per-
formance; Yellow line: Object-relative (OR) performance; Error bars: +/- 1
SE.
Object-first Relative Clause (OR). There was no significant effect of time
on accuracy in OR indicating no changes in performance across time
points in this condition (see Figure 21). The performance in this condi-
tion did not differ significantly from chance at any time during the study.
Individual OR trajectories are shown in Figure 22.
13.2.2 Control Group
Subject-first Main Clause (SF). In the control group there was also a sig-Main Clauses
nificant effect of time on accuracy in the rmANOVA of the SF condition
(F(2, 38) = 6.88, p = .003, ⌘² = .27) in that SF performance decreased over
time (Figure 23). In this condition the CG group performed significantly
above chance level at all time points (Table 7).
Object-first Main Clause (OF). There was no significant effect of time on
accuracy in OF indicating no change in performance over time. At Pre-
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Figure 22: Individual behavioral performances of the sentence comprehension (SC)
group in relative clause conditions over time. Left: Subject-relative (SR) per-
formances; Right: Object-relative (OR) performances. Lines in color: individ-
ual trajectories; Black line: mean group performance.
Figure 23: Mean behavioral performances of the control group (CG) in all conditions
over time. Blue line: Subject-first (SF) performance; Green line: Object-first
(OF) performance; Yellow line: Subject-relative (SR) performance; Magenta
line: Object-relative (OR) performance; Error bars: +/- 1 SE.
and Posttest the CG group performed significantly above chance level,
but at Follow-up Test the performance did not differ from chance in OF.
Subject-first Relative Clause (SR). The rmANOVA of the SR condition Relative Clauses
revealed a significant effect of time on accuracy (F(2, 38) = 3.74, p = .033,
⌘² = .16) with a decline in performance from T1 to T2 (Figure 23). The
group’s performance was significantly above chance at all time points
(Table 7).
Object-first Relative Clause (OR). There was no significant effect of time
on accuracy in OR. In this condition the group performed at chance
level.
Figure 24 displays the control group’s indivdual performances in each
condition.
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Figure 24: Individual behavioral performances of the control group (CG) in each con-
dition over time. Top left: Subject-first (SF) performances; Top right: Object-
first (OF) performances; Bottom left: Subject-relative (SR) performances; Bot-
tom right: Object-relative (OR) performances. Lines in color: individual tra-
jectories; Black line: mean group performance.
Table 7: Mean perfomance of control group (CG) and sentence comprehension (SC)
group per condition over time.
Control Group Sentence Comprehension
SF OF SR OR SF OF SR OR
.81 (.12)* .58 (.16)* .78 (.14)* .45 (.16) Pretest .91 (.13)* .66 (.25)* .89 (.13)* .47 (.27)
Training 1 .78 (.18)* .55 (.28)
Training 2 .71 (.18)* .45 (.26)
Training 3 .75 (.15)* .46 (.27)
Training 4 .69 (.15)* .47 (.23)
Training 5 .63 (.21)* .46 (.22)
Training 6 .63 (.16)* .50 (.22)
Training 7 .63 (.19)* .49 (.23)
Training 8 .60 (.11) .53 (.20)
.75 (.17)* .61 (.16)* .74 (.18)* .47 (.18) Posttest .67 (.19)* .59 (.20) .62 (.18)* .53 (.23)
.69 (.17)* .56 (.16) .67 (.15)* .49 (.19) Follow-up Test .71 (.18)* .64 (.19)* .66 (.20)* .52 (.20)
* significant difference from chance; M (SD)
SF: Subject-first main clauses; OF: Object-first main clauses
SR: Subject-first relative clauses; OR: Object-first relative clauses.
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Figure 25: Group comparison between sentence comprehension (SG) group and con-
trol group (CG) in subject-first conditions over time. Left: Subject-first main
clause condition (SF); Dark blue line: Sentence comprehension (SC) group;
Light blue line: Control group (CG); Right: Subject-first relative clause condi-
tion (SR); Dark green line: Sentence comprehension (SC) group; Light green
line: Control group (CG). * significant differences in performance between
the groups; Error bars: +/- 1 SE.
13.2.3 Group Comparison between Sentence Comprehension Training and
Control Group
Subject-first Main Clause (SF). In the rmANOVA for the SF condition a Main Clauses
significant interaction was found between time and group (F(2, 76) =
4.22, p = .018, ⌘² = .10). Follow-up t-tests revealed that the groups dif-
fered significantly at T1 (t(40) = 2.58, p = .014) with higher performance
in the SC group (M = .91, SD = .13) than in the CG group (M = .81, SD =
.12). The two groups show a different offset in performance at the first
performing of the task (Figure 25). However, when controlling for age
and TSVK scores the group comparison was no longer significant.
Object-first Main Clause (OF). There was no significant interaction be-
tween time and group in the OF condition.
Subject-first Relative Clause (SR). There was a significant interaction be- Relative Clauses
tween time and group (F(2, 76) = 7.76, p = .001, ⌘² = .17) in the rmANOVA
for the SR condition. Paired t-tests showed that the groups differed sig-
nificantly in their SR performance at T1 (t(40) = 2.75, p = .009) and at T2
(t(40) = -2.25, p = .03). At T1 there was a higher SR accuracy in the SC
group (M = .89, SD = .13) than in the CG group (M = .77, SD = .14). This
pattern was reversed at post time point where the CG group showed
higher SR accuracy (M = .74, SD = .18) than the SC group (M = .62, SD =
.18). At T3 there was no significant difference between the groups. The
signficant interaction persisted even after controlling for age and TSVK
scores (F(2, 72) = 5.63, p = .006, ⌘² = .14).
Object-first Relative Clause (OR). There were no significant differences
between the groups at any time points in the OR condition as there was
no significant interaction between time and group.
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13.3 neuroimaging results
13.3.1 Whole Brain Analyses
On the whole brain level there were no significant differences in rateCortical Thickness
of change over time between the groups in CT controlling for age, time
between MRI scans and mean cortical thickness.
The Longitudinal Two Stage Model controlling for age, time betweenSurface Area
MRI scans and total surface area revealed a significant difference be-
tween the SC and CG groups in rate of SA change from T1 to T2 located
in the right caudal middle frontal gyrus (cMFG, see Figure 26 Top and
Table 8). The cluster found here can be attributed to the premotor cor-
tex (PMC, Brodmann, 1909; Gray, 1918). The group difference in this
region seems to be driven by SA increases in the CG group while the SC
group’s surface area remains stable (see Figure 26 Bottom). There were
no significant group effects in SA from T2 to T3.
Table 8: Description of the group difference between the SC and CG groups in right
caudal middle frontal gyrus (cMFG).
Cluster Size No. of Talairach p-valuea D-K Destrieux BA
(mm²) Vertices Coordinates Atlas Atlas
(X Y Z) Label Label
86.65 129 30.4 ; -0.2 ; 54.0 0.01216 caudal middle middle 6/ 8
frontal frontal
a clusterwise corrected
D-K: Desikan-Killiany Atlas; BA: Brodmann Area.
13.3.2 ROI Analyses
Controlling for age the MANCOVAs revealed no significant differences
between the groups regarding changes across time in CT, SA or HC
volume (see Figures 27, 28, and 29).
13.3.3 Correlation Results
The partial correlation analyses controlling for age yielded no significant
correlations of SA changes in right cMFG with AWST-R or TSVK scores
in either of the groups.
13.4 summary
Regarding the behavioral training, I could not show a clear training ef-
fect on complex syntax in four-year-olds with the present study paradigm.
The sentence comprehension group’s performance at Pretest in subject-
initial sentence structures was significantly above chance suggesting that
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Figure 26: Significant result of the whole brain analysis of differences in surface area
changes between the sentence comprehension (SC) group and the control
group (CG) from T1 (pre) to T2 (post). Top: Location of significant cluster
(yellow) in right caudal middle frontal gyrus (cMFG). Clusterwise corrected;
Left: caudal dorsal view; Right: lateral view; Bottom: Mean surface area
change in sentence comprehension (SC, green bar) group and control group
(CG, red bar) in right (cMFG). Error bars: +/- 1 SE.
four year old children are able to comprehend simple syntax as well
as more complicated syntax with a subject-initial structure. However,
with repetition the group showed a significant decrease in performance
in both subject-first conditions. In the case of object-initial structures
children were not able to learn from the corrective feedback as they re-
sponded to these structures relying on a subject-first strategy, showing
no significant change in accuracy over time.
This performance pattern is mirrored by the CG group. Children in
this group performed well above chance on both subject-initial condi-
tions the first time they completed the task but showed significant per-
formance decreases in these conditions across time. This group, too, ex-
perienced the effects of task repetition, however with less repetition and
more time between tasks. The CG group also did not show any signif-
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Figure 27: Results of the ROI analysis of cortical thickness (CT) change: Mean group
change in mm over time in each hemisphere for the sentence comprehension
group (SC, green bars) and the control group (CG, red bars). Error bars: +/-
1 SE.
icant performance increases or decreases on either of the object-initial
sentence structures.
A pre-existing difference between the SC and CG groups in complex
sentence comprehension emerged that could not be explained by age or
TSVK performance. The SC group showed a significantly higher perfor-
mance in subject-initial relative (SR) clauses compared to the CG group.
Both groups show a subsequent decline in performance over time. A
considerable decrease in subject-initial relative clauses in the SC group
resulted in a significantly lower performance at Posttest compared to the
CG group.
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Figure 28: Results of the ROI analysis of surface area (SA) change: Mean group change
in mm2 over time in each hemisphere for the sentence comprehension group
(SC, green bars) and the control group (CG, red bars). Error bars: +/- 1 SE.
Despite the lack of a behavioral training effect, there was significant
change within the gray matter structure as a function of training. The
group comparison revealed a significant difference in rate of surface
area change from pre to post time point in the right caudal middle
frontal gyrus (cMFG), which overlaps with the premotor cortex (PMC,
Brodmann, 1909). The difference between the groups was driven by an
increase in surface area in the control group while the SC group’s sur-
face area remained stable. This effect was not related to participants’
language abilities at pre time point.
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Figure 29: Results of the ROI analysis of hippocampal (HC) volume change: Mean
group change in mm3 over time in each hemisphere for the sentence compre-
hension group (SC, green bars) and the control group (CG, red bars). Error
bars: +/- 1 SE.
13.5 discussion
With Investigation 3, I could demonstrate that exposure to complex syn-
tactic structures at the beginning of a sensitive period for complex sen-
tence comprehension has an effect on gray matter structure. Although
the current sentence comprehension training paradigm did not elicit a
behavioral training effect, the brain nevertheless responded to the train-
ing input in the form of structural change.
Regarding the behavioral data of both the training and the control
group, the results were somewhat surprising, specifically the decreased
accuracies over time in the subject-initial conditions. I expected perfor-
mance in these conditions to remain stable as the children had com-
prehended these sentence structures successfully at first exposure and
should therefore continue to do so over time. Participants, however, dis-
played low compliance due to task difficulty and did not perform to the
best of their abilities, wherefore the data points following Pretest cannot
be interpreted as a clear representation of participants’ sentence compre-
hension capabilities. Interestingly, when completing the task for the first
time the groups did not perform comparably. The SC group had higher
accuracies than the CG group in both subject-initial conditions. Further
analyses showed that this group difference in simple structures was ex-
plained by overall sentence comprehension abilities measured by TSVK
scores as well as age. Children in the SC group were both older and had
higher TSVK scores than controls (see Table 2). However, the difference
in more complex structures (i. e. relative clauses) was independent of age
and overall comprehension abilities. In the current study, the individual
trajectories of each condition (Figures 20, 22, and 24) show that there
is a lot of variance in children’s sentence comprehension capabilities
at four years of age. Especially the more complex object-initial relative
structures, which the training group did not improve on but rather re-
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mained at chance level performance, showed a broad range of accuracies
at Pretest indicating that four-year-olds have not yet reached a compara-
ble level regarding the comprehension of complex syntactic sentences. In
a seminal study Chomsky (1969) showed that between the ages of 5 and
10 years there is a sizable variance in which children begin to compre-
hend increasingly complex sentence structures. Understandably, there
is disaccord in the literature as to when children start to comprehend
complex sentences. While some claim that children as young as three
years are able to process complex object-initial sentences (Skeide et al.,
2014; Vissiennon et al., 2017), others do not find proof of this ability un-
til the ages of five (Chan et al., 2009; Lindner, 2003) or even seven years
(Schipke et al., 2012). Evidently, the individual variance in the acqui-
sition of complex sentence comprehension stretches across a wide age
range including the age of four years that was examined in this thesis.
The lack of a behavioral training effect in the SC group may in part
be due to the nature of the training, namely the picture matching task.
Recent work by Frizelle, Thompson, Duta, and Bishop (2018) has shown
that children perform better on a sentence comprehension task with rela-
tive clauses when the task is administered with a truth value judgement
task rather than a picture matching task. A judgement task allows the
evaluation of the validity of each sentence immediately along with one
picture, thus keeping the memory load comparable to that of everyday
conversation. In comparison, the picture matching task does not assess
linguistic competence alone but also other cognitive processes, such as
visual search behavior, attention and working memory (Frizelle, O’Neill,
& Bishop, 2017). In the current study, children had to keep each sen-
tence stored in the phonological loop (verbal working memory) and vi-
sually scan two similar pictures to figure out who did what to whom
while comparing the images to the sentence stored in their memory.
Evidently, the cognitive load of the sentence comprehension task was
high. Further, at the age of four years children still rely on word order
to comprehend sentences, so much so that children in this study some-
times spontaneously verbally repeated object-first structures (OSV) in a
subject-first (SOV) manner. Similarly, Bever (1970) report that children
between the ages of three and five years acted out sentences in active
voice with SOV structures after hearing reversible passive structures. In
the case of the non-canonical structures of the training sessions (i. e. SR
condition) children in the current study grew impatient and frustrated
with the negative feedback they received (up to 50% if a SOV structure
was applied) as they were convinced they answered correctly. Future
research is needed to develop a paradigm that is best adapted to the
capabilities of this specific age range.
An effect of training-induced plasticity in gray matter structure was
revealed in the surface area of the right caudal middle frontal gyrus,
overlapping with the premotor cortex. In this region, the sentence com-
prehension training, in fact, resulted in the maintenance of surface area,
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whereas the control group showed an expected effect of typical matura-
tion, i. e. areal expansion (Amlien et al., 2014; T. T. Brown et al., 2012;
Remer et al., 2017). The right cMFG/ PMC is part of the articulatory
network (Hickok & Poeppel, 2007) and has been found to be involved
in speech perception (Meister, Wilson, Deblieck, Wu, & Iacoboni, 2007)
and linguistic prosody processing on a sentential level (Meyer, Alter,
Friederici, Lohmann, & Von Cramon, 2002; Paulmann, 2015; Wildgruber
et al., 2004).
Linguistic prosody processing in adults typically involves a network
of fronto-temporal brain regions, specifically of the right hemisphere
(Friederici, 2011), including the right middle frontal gyrus (Kreitewolf,
Friederici, & von Kriegstein, 2014). However, left hemispheric activa-
tion in these regions has also been shown (e. g. Kreitewolf et al., 2014;
Plante, Creusere, and Sabin, 2002) and Kreitewolf et al., 2014 propose
that each hemisphere contributes with different functional involvement
in linguistic prosody processing. According to the dual-pathway model
(Friederici & Alter, 2004), the right hemisphere preferentially processes
the suprasegmental information (i. e. speech features such as stress or
pitch) contained in linguistic prosody on a sentential level (Kreitewolf et
al., 2014; Meyer et al., 2002; Plante et al., 2002). In the developing brain,
a similar network is engaged in the processing of linguistic prosody, al-
though it has not been examined as thoroughly as in adults. Children
between the ages of 5 and 18 years show evidence of widespread bilat-
eral activation in superior temporal gyrus, inferior frontal gyrus, pre-
central sulcus as well as right hemispheric activation in middle frontal
gyrus (Plante, Holland, & Schmithorst, 2006). Given the child directed
prosody of the stimulus material in the current study, it is plausible that
the sentence comprehension training recruited the right cMFG to process
the linguistic prosody of the sentences. To my knowledge, most studies
examining linguistic prosody processing in the brain look at brain acti-
vation patterns. The current study would be the first to show, albeit an
incidental finding, how the structure of the developing brain changes,
or indeed does not change, when faced with increased input carrying
linguistic prosody.
The sentence comprehension training that was applied here, addition-
ally relied on attention and working memory processes. Children had
to keep an entire sentence in storage in order to respond accordingly at
the appropriate time. Therefore the working memory load was relatively
high. Children further needed to maintain their attention allocated to the
task for approximately 10-15 minutes. I speculate that the child directed
speech in the stimulus material in combination with the attention and
working memory requirements of the task recruited the right caudal
MFG. Indeed, besides its involvement in linguistic prosody processing,
this region has repeatedly been found in studies examining brain struc-
ture and function of attention (e. g. Japee et al., 2015; Ptak, 2012) and
working memory (e. g. Barbey et al., 2013; Metzler-Baddeley et al., 2016;
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Olesen et al., 2004). As previously mentioned in Investigation 1, the right
MFG is said to be part of an attention network of various fronto-parietal
regions (DAN, Mantini et al., 2007; VAN, Corbetta et al., 2002; FPAN,
Ptak, 2012).
On the structural level, cortical thickness changes have been found in
adults after working memory training in right cMFG (Metzler-Baddeley
et al., 2016) with thickness increases in the training group compared to
controls. In children, some evidence comes from clinical studies. For ex-
ample, Hoekzema et al., 2011 found that cognitive training of working
memory, cognitive flexibility, attention, planning, and problem solving
administered to 11-year-old children with ADHD resulted in gray mat-
ter volume increases in right middle frontal gyrus, among others. Fur-
ther involvement of the MFG in attention was shown by Ambrosino, De
Zeeuw, Wierenga, Van Dijk, and Durston (2017) who report stable reduc-
tions of surface area in right caudal middle frontal gyrus, among others,
in ADHD participants aged 6 -28 years compared to controls. Function-
ally the right (c)MFG has been associated with attention processes such
as selective attention (Booth et al., 2003) and response inhibition (Booth
et al., 2003; Casey et al., 1997) in typically developing children.
The effects in Investigation 3 emerged between pre and post time
point and were not sustained until follow-up time point. The here ap-
plied sentence comprehension training did not result in structural change
in the canonical language network, however, differential gray matter
changes in surface area as a response to training or lack thereof could
be observed in regions belonging to networks involved in processing
linguistic prosody as well as attention and memory processes. This ef-
fect was mainly driven by the areal expansion in the control group. Ac-
cordingly, the interplay of underlying neurobiological mechanisms (i.e.
synaptogenesis, gliogenesis, dendritic arborization, intracortical myeli-
nation, and axonal elongation and thickening) seems undisturbed in
the control group resulting in an observable areal expansion. In the SC
group, on the other hand, these processes appear to have slowed down
enough to seemingly delay maturational expansion for the duration of
increased input experience.
Whilst the gray matter changes in right cMFG could not be directly
linked to training performance, the effect can nevertheless be interpreted
as a function of training. Adequate attention to a given stimulus strongly
affects the behavioral outcome (Wickens, Hutchins, Carolan, & Cum-
ming, 2012). It is unclear if in turn training-induced plasticity can only
occur with a sufficient behavioral effect. Nevertheless, structural and
functional effects have been shown without accompanying improvements
on behavioral performance (e. g. Sagi et al., 2012). In line with these find-
ings, in this thesis structural plasticity does occur even though there
was no performance increase and attention to the stimuli could not be
ensured. I propose that the effect found in the gray matter structure in
Investigation 3 resulted from mere exposure, not unlike the mere expo-
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sure effect, in which repeated exposure to a certain stimulus enhanced
the attitude towards said stimulus (Zajonc, 1968). Due to the setup of the
current task all sentences were fully presented making them accessible
to the children’s auditory perception during a session, even though they
might not have actively paid attention to the sentences. Thus, children
in this study were exposed frequently to complex sentence structures
that four year old children typically do not experience in their everyday
communications. It has been shown that stimuli that are perceived with-
out awareness can still produce substantially large exposure effects (R. F.
Bornstein & D’Agostino, 1992; R. F. Bornstein, Kale, & Cornell, 1990).
Since the effects here were found in domain general areas that un-
derlie all higher-order processes rather than language-specific regions,
the brain might be getting ready for more complex linguistic input by
preparing the underlying processes like attention and memory for this
next advanced phase of language development. To speculate, four year
old children are either right before a sensitive period for complex syn-
tax or are just at the beginning of it. Thus, at the potential opening of
the sensitive period for complex sentence comprehension, four-year-olds
might not yet be able to consciously comprehend and respond to com-
plex syntactical structures, but their brains pick up on this unusual and
complicated input in response to the increased demands on working
memory and attention for as long as they are exposed to it.
Part V
D I S C U S S I O N
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G E N E R A L D I S C U S S I O N
The results presented in Investigations 1-3 demonstrate cortical devel-
opment during early childhood as well as regionally specific structural
brain plasticity induced by cognitive training during and at the begin-
ning of sensitive periods in language acquisition.
Four year old children are expert word learners. Participants were able
to learn and retain 60 new items in their vocabulary over a period of nine
weeks. However, at this age children were not able to learn complex syn-
tactic sentence structures without explicit instructions. These behavioral
results were accompanied by focal effects of structural change as a func-
tion of training. Importantly, the reported effects were of short duration
and could only be shown as an immediate effect of training. Any poten-
tial persistence of these effects was on a sub-significant level.
The available literature on plasticity effects in typically developing
young children often looks at functional brain activation (e. g. Fengler
et al., 2016; Ilg et al., 2008; Skeide et al., 2014; Vissiennon et al., 2017),
white matter development (e. g. Ekerdt, Kühn, Anwander, Brauer, and
Friederici, 2020; Hu et al., 2011; Y. Li et al., 2013; Yeatman, Dougherty,
Ben-Shachar, and Wandell, 2012), or volumetric gray matter (e. g. Fen-
gler et al., 2016; Y. Li et al., 2013). To my knowledge, only one study
exists examining training-induced structural plasticity effects in cortical
thickness and surface area in healthy children (Hudziak et al., 2014).
The current study is therefore among the first to investigate both corti-
cal thickness and surface area effects as a function of cognitive training
in typically developing children of preschool age.
In the general discussion I will briefly summarize the presented re-
sults and describe how they contribute to the existing literature. I will
then discuss limitations of this study and offer suggestions of how they
could be overcome in future research. Finally, I will give a short conclu-
sion.
The presented results offer a glimpse at the distinct trajectories of
cortical thickness and surface area within a short time window during
early childhood development and new evidence illuminating the dis-
agreement on CT trajectory is provided.
Typical development of the cortex is characterized by an initial increase
in both CT and SA. While CT rapidly and steadily decreases early on
and across the life span, SA increases until late childhood, plateaus and
finally slowly declines. In the current study, cortical development at four
years of age is characterized by a widespread trend of cortical thinning
and regionally varying patterns of surface area expansion and reduc-
tion (Investigation 1). The distinct maturational pattern of overall surface
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area expansion could not be observed here. With respect to the known
trajectory of surface area this does not seem surprising as it is marked
by a gradual but steady increase. In comparison, thickness change was
observed by almost exclusively negative values and there was a signif-
icant effect affirming this overall trend indicating thinning on a local
scale. Therefore surface area appears to be developing more slowly than
thickness indicating that maturational expansion is a process most likely
best captured over longer periods of time. The pronounced trend of cor-
tical thinning across the entire brain is an important finding considering
the disaccord in the literature about thickness trajectories across the life
span. While the different views agree that thickness increases initially
and later decreases, there is no consensus as to when that decrease be-
gins. In the control group which represented typical maturation without
additional intervention, I found widespread patterns of thinning across
the entire cortex over the time course of the study. My results therefore
contribute to closing the age gap in the neuroscientific literature of cor-
tical development and support the view that thickness decreases across
the entire cortex starting as early as four years of age.
This is further corroborated by a significant thinning effect in right
cMFG of the control group. While this effect was significant from pre to
post time point only, negative thickness change could still be observed
further on, albeit on a subsignificant level. These findings support an
overall pattern of thinning with individual and regional variance. At
age four years the developing cortex is estimated to annually decrease
in thickness by more than 1.5% (Amlien et al., 2014). As such it is un-
surprising that thinning effects in Investigation 1 did not reach signifi-
cance on a broader level. The process of cortical thinning is an impor-
tant maturational process that is accompanied by learning and experi-
ence as well as improving the brain’s processing efficiency and autom-
atization. A thinner cortex can be folded better, can have deeper sulci
and more gyri, allowing for more efficient neural processing (White et
al., 2010). There is a common belief in developmental neuroscience that
while gray matter decreases, white matter increases. Even though direct
statistically sound connections between decreases in gray matter and in-
creases in white matter have not been found, these two phenomenons
have been frequently observed to coincide as maturational processes dur-
ing the life span (e. g. Driemeyer et al., 2008). Decreasing cortical thick-
ness leaves more space for myelinated fibers connecting various brain
regions, thus promoting faster and more efficient connectivity between
regions. Therefore, cortical thinning in four-year-olds reflects one part
of typical brain maturation that accompanies learning at a time when
children constantly learn new things and environmental input is plenty.
During an ongoing SP for word learning cognitive training has an
effect on behavior, gray matter brain structure and the relation of the
two, exhibited by the recruitment of both task-specific and domain-
general brain regions.
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The word learning training (Investigation 2) ensued a behavioral train-
ing effect as performance improved significantly over time. These behav-
ioral changes were paralleled by two effects of changes in gray matter
structure: a maintenance of cortical thickness in left pars triangularis
compared to controls, who showed maturational effects of cortical thin-
ning, and a surface area expansion in right IPS compared to no areal
changes in controls. This effect of areal expansion in right IPS in the
word learning training group was further related to participants’ behav-
ioral performance.
During the SP for word learning the developing brain reacted to in-
creased input with structural changes to surface area and cortical thick-
ness. The task at hand seems to have been challenging enough with-
out being too difficult, as I found that the brain recruited both task-
specific as well as domain-general brain regions. This is in line with
Lövdén’s theory (Lövdén et al., 2010) that poses demands should be
neither too high nor too low for the system to experience any need for
change and, as a result, indeed change. Overall, CT and SA develop
slowly and finding effects after such a short period of time is remark-
able. Nevertheless, I did find short-lived effects of CT and SA change
in Investigation 2 suggesting that the current results possibly reflect an
expansion-normalization cycle of human brain plasticity in response to
the environmental demand (i.e. word learning training) as discussed by
Wenger, Brozzoli, Lindenberger, and Lövdén (2017). During skill acqui-
sition and learning gray matter initially increases (expansion) to then
partly or fully return to baseline when task performance has reached
high proficiency levels (renormalization). These patterns of gray mat-
ter changes overlap with the WL group’s typical learning curve of fast
initial performance increases (expansion) with subsequent abating in-
creases (renormalization) approaching an asymptotic level of behavioral
performance (Lövdén et al., 2010; Wenger, Brozzoli, et al., 2017). In other
words, once the task is successfully mastered, the processing concluded
and the information integrated, the system returns to its original tra-
jectory. Such cycles occur throughout the development of CT and SA,
which ultimately result in the commonly known life span trajectories
of these two gray matter components. To my knowledge, these cycles
have been described only in skill acquisition, e. g. learning to write and
draw with the non-dominant hand (Wenger, Kühn, et al., 2017) or bal-
ancing training (Taubert et al., 2010; Taubert et al., 2016), which has a
clearly marked beginning and ending. By contrast, language acquisi-
tion is an ongoing process that spans across almost the entire period
of childhood development. If the current study does indeed represent
one cycle then this would be first evidence of such cycles within the
context of a cognitive domain. If the current study indeed represents
one such expansion-normalization cycle, then it is unsurprising that the
exposed effects did not persist. With the system returning to its approx-
imate outset level of SA and CT any lasting changes resulting from an
individual cycle are too subtle to detect with the measures used here. It
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therefore would require a certain amount of subsequent cycles leaving
the brain structure minimally changed after each one, thus gradually
pushing development along to create the well-known trajectories. The
exact amount of cycles it takes to result in detectable structural changes
is unknown, most likely varies between subjects, brain region and skill
and is rather difficult to determine non-invasively. Assuming that the
presented results reflect one cycle, future studies could build on these
findings to investigate the minimum number of cycles required to signifi-
cantly push development ahead. The current results resemble the effects
of expansion-normalization cycles in the existing literature in increased
task proficiency, time scale and gray matter structural expansion. While
renormalization occurs in Investigation 2 during a period without fur-
ther input or training, Wenger, Kühn, et al. (2017) report that, in the case
of left-handed writing training, renormalization occurs "despite contin-
ued practice and increasing task proficiency“ (p.9).
This suggests that on ongoing process of language acquisition such as
word learning with an ongoing SP might experience the same cycles of
expansion and renormalization as finite skill learning. Further, it seems
that once the system is saturated expansion ends and renormalization
begins independent of whether input is continually available or not. Fu-
ture research is clearly needed to support or refute this claim and delin-
eate further the nature of such cycles in higher-order processes such as
language acquisition that unfold across the life span.
At the beginning of a SP for complex sentence comprehension cog-
nitive training results in the recruitment of domain-general brain re-
gions.
The sentence comprehension training (Investigation 3) did not yield a
behavioral training effect. Nonetheless, training resulted in structural ef-
fects as revealed by a maintenance of surface area in right caudal MFG in
the training group while controls showed maturational areal expansion.
In the case of the opening of a SP for complex sentence comprehen-
sion, the developing brain reacted to increased input with structural
changes in domain-general regions but not in task-specific language re-
lated regions. In light of the fact that the task was not successfully mas-
tered (as indicated by a lack of behavioral performance improvement),
the task appears to have been too demanding. Despite this mismatch
of environmental demand and existing functional supply, contrary to
Lövdén’s theory (Lövdén et al., 2010) there were significant changes to
the structure. However, as these were not task-specific it is possible that
the developing system attempted to process the increased input but did
not yet have the competence and automaticity to deal with it adequately
when cognitive load was high and attention was low. Given the current
results it is impossible to say how exactly the acquisition of complex
syntax comprehension influences gray matter development. However, it
is remarkable that the increased exposure alone seems to have had an
effect strong enough to be detectable on the whole brain level. This struc-
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tural finding without accompanying improvements in behavior may be
explained by drawing on the concept of the mere exposure effect, which
proposes that an individual’s attitude toward an object is enhanced by
repeatedly exposing the individual to said object, i. e. making the ob-
ject accessible to the perception of the individual (Zajonc, 1968). While
this concept is traditionally embedded in the context of attitude and
emotional valence, it could conceivably be extended to cognitive stim-
uli as well. With the current training paradigm the brain seems to have
been sufficiently exposed to complex sentences even without sustained
attention to the sentences. Admittedly, the participating children showed
varying levels of attention towards the input and the observed gray mat-
ter change can therefore not be unequivocally attributed to mere expo-
sure.
Investigation 3 also underlines the importance of task demands. While
the competence to comprehend complex syntax might be already de-
veloped at four years of age, reliable processing of complex syntax is
still at its beginning. This is supported by the findings of frontal areal
expansion in response to increased demands of the training sentences.
Language processing starts out in temporal areas and advances to infe-
rior frontal regions with progressing maturation strengthening the con-
nections between those regions (Skeide et al., 2014; Skeide & Friederici,
2016). As such, at four years language processing is not yet automa-
tized and development is marked by the contrast of competence versus
performance. In other words, the brain might have the competence to
comprehend complex syntax but performance is low because the capac-
ities and resources are not yet up to par. German is a language which
allows for non-canonical structures. These are associated with thematic
role reassessment requiring additional resources. At such a young age
and at the beginning of a sensitive period for complex syntax compre-
hension, this is a costly process and the developing brain may not have
these resources available when not only task demands but also other de-
mands, such as working memory load, are high. Ultimately, the result is
low performance mainly due to an overload because the child brain is
not fully equipped and automatized yet to handle such demands. It is
probable that there will be a surge in these capacities between the ages
of five and seven years when formal schooling begins. During this time
a cognitive shift occurs marked by substantial increases in attention and
executive functioning (Brod, Bunge, & Shing, 2017) and the brain deals
with increasing demands more adequately.
Investigation 3 was a first attempt at delineating brain plasticity at
the beginning of a SP for complex sentence comprehension in language
acquisition. There is a rather broad age range, up to ten years of age,
during which various syntactic structures are reliably processed and the
individual variance of when each structure is mastered is tremendous
(Chomsky, 1969). At four years, children are only at the onset of the SP
for complex sentence comprehension and there is considerable individ-
ual variability during cognitive and brain development. To shed more
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light on this topic, future research should consider investigating com-
plex sentence comprehension at various stages of this sensitive period.
The developing brain recruits a widespread network of supplemen-
tary brain regions when faced with cognitive language related training
at various stages of sensitive periods.
The training-induced plastic changes reported in this dissertation were
found in domain-specific areas (i.e. language network) as well as domain-
general areas (i.e. working memory and attention network). These re-
sults are in agreement with existing MRI studies in children that sug-
gest that the developing brain recruits regions beyond those specifically
involved in a given task (Walton, Dewey, & Lebel, 2018).
When faced with complex cognitive processes such as language, even
in adults, the brain engages additional areas for processing (Bzdok et al.,
2016). This pertains especially to initial learning as well as when task
complexity is increased (Huttenlocher, 2002). Once the task becomes
more routine, the additional recruitment of domain-general regions is
no longer necessary and only task specific regions are required.
The language network co-activates various domain-general regions
depending on task demands including areas of the fronto-parietal at-
tention network encompassing the IPS and the cMFG (see Fedorenko
and Thompson-Schill, 2014 for a review). In adults, this holds true for
additional left hemispheric recruitment. Therefore, if the mature lan-
guage network recruits domain-general areas of the left hemisphere, it
is only plausible that the developing brain, at a time when language is
not yet left lateralized, would engage regions from both hemispheres
for supporting computations during language related tasks. Depending
on the task, the core network of language could turn into a large-scale
distributed network (Fedorenko & Thompson-Schill, 2014). This is fur-
ther corroborated by Walton et al. (2018) who find widespread bilateral
effects of language in white matter structure in preschool aged children.
In this vein, the current thesis offers first evidence for task complex-
ity effects of the language domain on gray matter structure in typically
developing children. The word learning training, which was adequate
in task complexity, resulted in an initial learning effect as expressed by
thickness maintenance in language-specific regions, i.e. left pars triangu-
laris, and an additional domain-general effect of SA expansion in right
IPS (Investigation 2). In contrast, the sentence comprehension training
task demands were high and effects were found exclusively in domain-
general regions, i.e. right cMFG, in the form of SA maintenance (Investi-
gation 3).
To what extent behavioral training outcome relates to the recorded
plastic changes in the gray matter structure is still subject to discussion.
While mostly positive correlations have been reported in adults (Dra-
ganski et al., 2006; Scholz et al., 2009; Taubert et al., 2010; Wenger et al.,
2012), the state of this phenomenon in children is largely unknown as
the current literature is sparse and leaves room for more findings and
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insights. In the present thesis both positive and negative relationships
between structural change and word learning were revealed (Investiga-
tion 2). Surface area expansion was greater in children who profited
more from the training, meaning children who started out with lower
performance and showed greater performance increases over time also
experienced an increase in surface area in domain-general regions of
the parietal cortex. This provides valuable information about skill acqui-
sition and the accompanying cortical responses in young healthy chil-
dren as cognitive training-induced effects on surface area have not been
demonstrated thus far. In fact, the only other study investigating this
found no correlation between surface area and years of musical training
(Hudziak et al., 2014).
The current thesis emphasizes the importance of domain-general pro-
cesses such as attention and memory involved in the acquisition of cog-
nitive skills and the performance on cognitive tasks. Given that during
development and even in adulthood the brain seems to quite routinely
recruit additional non-task-specific brain regions, future studies on lan-
guage acquisition should not focus on the known language network of
the left hemisphere alone, but rather include right homologues as well
so as to not miss any effects that lie beyond the canonical language net-
work.
Examining surface area development in shorter time increments re-
veals regionally varying patterns of expansion and shrinking follow-
ing a posterior to anterior gradient of maturation, rather than the well-
known overall SA expansion trajectory.
One remarkable finding was that the control group showed differing
surface area changes over time in the significant effects of Investigation
2 and Investigation 3. While there was a stable surface area in right IPS
in Investigation 2, the same children showed an increase, i.e. an expan-
sion, of surface area in right cMFG in Investigation 3, compared to the
respective training groups. Yet, based on the known trajectory for sur-
face area across the life span, I initially expected the control group to
show expansion across the whole brain.
Brain maturation is known to be marked by regional differences (e. g.
Amlien et al., 2014; Hutton, Draganski, Ashburner, and Weiskopf, 2009;
G. Li et al., 2013) and Investigation 1 reiterates this view, specifically re-
garding surface area. The trajectory of surface area development has
been described in detail from the age of 3-4 years to 20 years (T. T.
Brown et al., 2012) and up to 30 years (Amlien et al., 2014), respectively.
Up until early teenage SA shows evidence of overall expansion, albeit
with regionally differing annual rates. At four years, regional differences
are very pronounced and expansion is greatest in higher-order cortical
regions including bilateral prefrontal cortex and temporal areas. while
parietal regions expand to a much lesser degree (T. T. Brown et al., 2012).
Specifically, at this age expansion in frontal regions is as high as 1.5%
annual SA change whilst posterior regions show SA increases of merely
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0.3% per year (Amlien et al., 2014). This pattern of higher expansion
rates in frontal regions compared to posterior regions is exemplified in
the results of Investigations 2 and 3. Importantly, the aforementioned
studies are among the few that consider children younger than six years
old. Therefore, the current results are not only in line with the exist-
ing literature on SA development but also provide corroboration of this
specific pattern of SA expansion in this specific age group for which
evidence so far has been sparse.
Moreover, these described regional differences are mirrored in the
maturational gradient that further characterizes brain development. Ac-
cording to this gradient posterior regions mature sooner than anterior
regions as well as inferior regions maturing before superior ones. My
observations of the control group concur with this gradient as I found
stable surface area in posterior regions (right IPS, Investigation 2) and
expansion in frontal regions (right cMFG, Investigation 3). This ties back
to Amlien et al. (2014) and T. T. Brown et al. (2012), who both find higher
or lower expansion rates in accordance with this gradient. While the ex-
isting studies report effects over years and across subjects, the current
study reveals effects illustrating these patterns and gradients after mere
weeks and within subjects. Thus, my results are in line with the litera-
ture and shed light on the timing of regional SA development.
Given that the age group in the current thesis is still very much in
the process of developing, it is improbable that areal expansion of the
posterior cortex is already completed and would thus account for the
maintenance of SA. However, the literature shows that initial expansion
within the first two years already experiences a dramatic decline in ex-
pansion rate. According to G. Li et al. (2013) the infant brain grows
in surface area by 80% on average during the first year of life. During
the second year of life this rate has already decelerated to 20% average
expansion. The slope of expansion rate appears to drastically decline
within the first few years of life, while still showing expansion albeit to
a lesser extent until the second decade of life. It seems therefore that at
four years of age the maturational process of surface area growth has
abated enough in posterior regions to not be detected in as short a time
window as three weeks, while frontal regions are still at a growing pace
where increases in surface area can be captured after this time.
It has to be noted, that this posterior-to-anterior gradient could only
be observed here when comparing the typical maturation group with
the training groups. Regional SA changes within the control group were
not pronounced enough to be detected over the course of this study. A
number of methodological issues (e. g. small sample sizes, whole brain
analyses require larger number of multiple comparisons) may contribute
to this. It is also possible that due to the rather slow natural maturation
of SA, the subtle changes cannot be observed after few weeks unless
framed by immediate comparison to an intervention group.
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L I M I TAT I O N S A N D F U T U R E P E R S P E C T I V E S
The role of behavioral performance in structural brain changes. There
is a common notion in the neuroscientific training literature that changes
to the brain structure cannot be interpreted without accompanying be-
havioral effects. Thomas and Baker (2013) suggest that structural change
should correlate with behavior if plasticity is to be viewed as a direct
result of training. However, the current literature does not necessarily
support this claim. Instead the literature consists of various positive and
negative correlations between plasticity and training behavior or even
no relation at all.
A lack of correlation despite a clear behavioral training effect might
be due to the outcome measure (e. g. performance after training, per-
formance increase over training period, or amount of training). In such
cases the relationship of brain and behavior is most likely influenced by
statistical or methodological issues.
More important is that this demand for correlations has an underly-
ing assumption that structure and behavior co-develop (linearly) over a
comparable time course. However, this does not take into account that
increases in performance might precede structural change or vice versa.
In such a case, it would not be surprising to find anything but a posi-
tive correlation. Furthermore, there is an ongoing discussion about the
trajectories of various measures of brain development. For example, cor-
tical thickness most likely follows a linear trajectory while surface area
appears to be asymptotic. Additionally, these trajectories differ based on
what brain region and what time point in the life span are considered.
Similarly, performance increase does not necessarily follow a linear path
either.
Investigation 2 provides further evidence for this. First of all, the be-
havioral training effect is marked by steep initial increases with later
plateau instead of linear increases. Second, the same training behavior
(performance increase) had differing effects on the structure. Depending
on the structural measure (SA and CT), different effects (expansion and
maintenance) were found for different brain regions (intraparietal and
inferior frontal). Accordingly, the structural effects related differently to
behavior or not at all. Given the wide individual, regional and temporal
variance of effects, behavioral as well as structural, an expectation that
an effect can only be considered relevant if it is supported by a relation-
ship with behavior appears to be unsustainable.
In the case of Investigation 3 it is true that structural effects could not
be attributed unequivocally to the training because there was no perfor-
mance increase that would suggest a training effect. However, this does
not render the structural results meaningless. Rather, it poses a new chal-
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lenge for interpretation since the absence of an effect does not equal its
non-existence. There is certainly a lot more to learn from varying pat-
terns of brain-behavior correlations and the question remains whether
a brain-behavior relationship really does not exist or if it simply cannot
be exposed with the current methods. More advanced methods such
as linear mixed effects models (Bernal-Rusiel, Greve, Reuter, Fischl, &
Sabuncu, 2013) may help to better identify the complex relations be-
tween structure and training performance.
The reliance on behavioral effects that are supposedly in line with
plastic changes to the brain might be rooted in the inherent limitations
of structural MR imaging, which does not offer online observation of
how learning impacts the brain structure while it happens. Therefore
one cannot immediately see the direct response of the brain to training
input but rather has to relate structure and performance after the fact.
Here, functional MRI would offer an additional opportunity to more
holistically look at the relationship between brain and behavior. A com-
bined investigation of structure and function would allow researchers to
look at immediate functional effects of training while also investigating
more longterm structural effects and the interplay of these effects.
Potential confounding factors of structural MR imaging in children.
The literature on plasticity effects in typically developing young children
is shaped by the difficulties of applying MR imaging procedures to this
age range. Often compromises have to be made between optimal labo-
ratory conditions and feasibility. In studies with young children, experi-
ence has shown a relatively high attrition rate of 50%, which was also
observed here. Neuroimaging studies investigating children between the
ages of 4 and 18 years report effects with sample sizes between 10 and
232 subjects with varying attrition rates (e. g. Brauer, Anwander, and
Friederici, 2011; Brod et al., 2017; Hudziak et al., 2014; Knoll, Obleser,
Schipke, Friederici, and Brauer, 2012; Thieba et al., 2018; Vissiennon et
al., 2017). The current study yielded sample sizes of approximately 20
subjects per group.
One substantial factor for attrition in young children is poor MRI data
quality. This could be improved by preparing children for the scanning
procedure by way of mock scanning (De Bie et al., 2010; Khan et al.,
2007; Thieba et al., 2018), which was a prerequisite for all children in the
current study.
It has been suggested that higher cognitive skills might also be a pre-
dictor for scanning success (Thieba et al., 2018). Here, full scale IQ was
assessed and only children with standardized values within the norm
range (85<IQ>115) were included. Additional factors include age, lan-
guage ability (here assessed with TSVK) as well as parental and child
compliance. For anxious children, allowing a parent or guardian to sit
by their side and provide physical contact also had a positive impact
on their scanning experience and ultimately data quality. This was not
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systematically reviewed here but it was a recurring observation during
the course of this study.
The current study consisted of a longitudinal intervention study with
repeated MRI sessions in very young children. Economical and feasible
efforts at increasing MRI data quality as well as reducing drop-out rates
were implemented.
Methodological Concerns. The current study makes a strong case for
assessing gray matter structural changes more comprehensively by way
of cortical surface-based measures (i.e. cortical thickness and surface
area) as valid alternatives or additions to classic volumetric measures
such as gray matter volume (GMV) or gray matter density. Examining
CT and SA separately offers differentiated insight into cortical plasticity.
For example, in this thesis changes to the brain structure in form of SA
expansion were identified to regionally correlate with behavior while
CT change was not. Moreover, the discovery of potential effects might
be dependent on the type of analyses.
Interestingly, surface area effects could only be shown with whole
brain analyses while effects in cortical thickness were revealed on with
ROI analyses. This may emanate from specific methodological aspects.
Due to the strict correction criteria and multiple comparisons (with ~97,000
voxels), effects on the whole brain level have to be much larger to remain
significant after these corrections. In relation to the number of voxels, ef-
fect sizes in human neuroscientific studies generally are rather small
(Thomas & Baker, 2013). A ROI analysis is in principle more hypoth-
esis driven and offers an opportunity to detect less pronounced effects.
Given the selective effects of analysis, it seems that over a period of three
weeks surface area effects are more robust and can be reflected on the
whole brain level, while CT changes are more subtle and can only be
revealed by ROI analyses.
However, this holds true only for between group comparisons. In Investi-
gation 1 whole brain analysis did reveal a significant effect of CT change
over time within the control group, while no such effect was found for
surface area development. As previously discussed in Chapter 14 there
are a number of possible explanations. Statistically, an analysis within
a group deals with less variance and correction criteria than between-
group analyses. Thus, an effect of a modest size might become signifi-
cant even though it would not remain significant in a group comparison.
Finally, it has to be noted that there are potential biases in the analyses
of MR data of the developing brain. The current methods (among them
FreeSurfer, which was used here) rely on atlases derived from adult
data (Desikan et al., 2006; Destrieux et al., 2009; Fischl et al., 2004) since
child specific processing of neuroimaging data is not yet widely avail-
able (Phan et al., 2017). Reviewing state of the art software tools for au-
tomated processing of young children’s MRI data, Phan et al. (2017) con-
cluded that the standard pipelines are not appropriate for pediatric sam-
ples and proposed that adjusting neuroscientific methods for child data
112 limitations and future perspectives
would yield more accurate and reliable results. While some biases could
be circumvented in the current dissertation by creating a customized
child-adjusted template from the available sample, biases could not be
excluded entirely since the atlases implemented in the automated pro-
cessing pipeline (applied, for example, during surface atlas registration
and gyral labeling) are based on adult brains. This could lead to biases
during further steps of the processing pipeline, specifically during esti-
mation of tissue growth and/ or shrinkage (Fonov, Evans, McKinstry,
Almli, & Collins, 2009; Fonov et al., 2011) and segmentation of brain
structures. Issues with segmentation, especially, result in inaccurate es-
timation of brain properties, such as gray matter volume, cortical thick-
ness, and surface area (Phan et al., 2017). With the increasing interest
in brain structure and function in childhood development the need for
child appropriate processing pipelines is evident. There are currently
attempts at customizing automated processing pipelines for children
younger than six years, however these are not yet fully developed or
widely available. Studies involving children of this age group should
consider these limitations and consider adjusting the necessary parame-
ters accordingly.
With consistent and steady optimization of MRI procedures and se-
quences, the application of these methods for pediatric samples receives
more and more attention in fundamental research investigating plastic-
ity and brain development across the life span. While attrition rates are
high in studies with very young children, more focus is put on adapt-
ing the current methods to cater to the needs of pediatric samples. It is
pivotal to advance this line of research. Only when we know how the
healthy developing brain reacts when confronted with environmental
challenges, can we apply this knowledge to delineate atypical develop-
ment (e. g. developmental disorders) and the underlying brain structure
in more detail.
Additional Considerations on Limitations. In Investigation 2 it was
only possible to compare the groups on the structural level, as the con-
trol group did not perform the same tests as the word learning group.
Given the nature of the task, a word learning task in which children
learned to match 60 novel pseudo-animals with their corresponding
novel pseudo-word labels, it was assumed that children who would
not undergo training, but only the first introduction session and later
post-tests, would perform at chance level, as they had no opportunity
of learning the pairings. However, seeing as 4-year-olds are expert word
learners, children in the word learning training group performed sig-
nificantly above chance level at the second training (third exposure), in-
dicating that they could reliably recognize a significant portion of the
stimulus material early on in the intervention. Even though unlikely, it
cannot be entirely excluded that children in the control group could
have shown behavioral performance distinct from chance level after just
one exposure. However, since that exposure was entirely passive and
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did not require any task engagement from the participants, it is improb-
able that the control group would have retained that knowledge over the
following three weeks and would have shown a respective performance
without any further exposure to the stimulus material. Future studies
would need to apply the same tasks to training and control groups to
address this issue of single exposure and to fully be able investigate the
relationship of brain and behavior between the groups.
Because of the (associative) memory components of the cognitive train-
ings applied in this dissertation, potential changes in hippocampal vol-
ume were also investigated. However, no changes in HC were found. A
possible explanation might be the time between the MRI measurements.
Training effects in hippocampus have been found during the initial learn-
ing phase in pseudoword learning and spatial navigation training as
early as two hours after training (M. H. Davis & Gaskell, 2009; Sagi
et al., 2012). These effects become more cortically distributed with time
and following overnight consolidation (M. H. Davis & Gaskell, 2009;
Walhovd et al., 2006). Therefore, the increments of three weeks would
be too broad to uncover any HC effects after initial learning. Scanning
immediately before and after a training session might uncover effects of
learning in its initial phase and respective changes to hippocampal vol-
ume. Moreover, the data were processed and analyzed with FreeSurfer
(Dale et al., 1999; Fischl & Dale, 2000). FreeSurfer’s automated segmen-
tation of subcortical structures has been criticized to not be sensitive
enough to changes in hippocampal volume, thus leaving possible effects
undetected (e. g. Schoemaker et al., 2016; Wisse, Biessels, and Geerlings,
2014).
To support the current results’ reliability and validity it would be nec-
essary to conduct a replication study. It would be interesting to see if
other methods for gray matter structure, such as the Computational
Anatomy Toolbox (CAT12; Gaser and Dahnke, 2017) would find similar
effects. Additionally, a combined investigation of surface-based (SA, CT)
and volumetric measures (e. g. GMV) could offer additional insights into
delineating brain structure development. There is still a lot of research to




C O N C L U D I N G R E M A R K S
With this thesis I set out to investigate the effect of cognitive language
training (i. e. word learning and complex sentence comprehension) on
gray matter structure plasticity at differing stages of sensitive periods
of language acquisition in typically developing preschool children. This
rather explorative endeavor was implicated by longitudinal structural
neuroimaging methods combined with intensive cognitive training and
psychometric assessment.
The combined assessment of CT and SA, the particular age range, the
short time period including follow up time points, and the specific cog-
nitive intervention are separately and in combination novelties in this
line of research. There is a need to systematically investigate training-
induced plasticity within the context of a number of parameters, such as
surface-based measures, age, typical development, time scale and num-
ber of time points as well as type of cognitive training. The existing
studies investigating training effects on brain plasticity are not compa-
rable as they examine different age groups, intervention domains and
timespans. Some studies do not employ systematic interventions at all.
Turning to open science and data sharing for replication purposes could
be an essential part of the solution to this problem.
This thesis offers a glimpse at what happens with the structure of the
brain when when it receives specific environmental input during child-
hood, at a time when the brain is most malleable. The current findings
suggest that, when a sensitive period is in full swing and task demands
fit with functional supply, the child brain integrates new information
rapidly by regionally altering its structure for a certain amount of time
before returning to, or close to, the status before the intervention. In
Investigation 2 it became clear that word learning was met not only by
recruitment of brain regions responsible for semantic processing but also
supported by general processes that underly any higher-order cognitive
task. Children learned 60 new pseudo-animals swiftly and were able
to recall them long after the training period was over. In contrast, their
brains showed transient effects that lasted only while input was present.
In the case of Investigation 3, at the beginning of a sensitive period there
was a mismatch between environmental demands and functional sup-
ply. The child brain still responded with regional alterations to the struc-
ture, however, without fully integrating the input. This offers a first look
at how the developing brain responds to enriched environmental chal-
lenges beyond that of typical maturation.
My investigations also show that language processing, independent of
the stage of the respective SP, does not function in isolation and that ad-
ditional brain regions are recruited for supportive processes. A common
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cognitive basis for higher-order cognitive processes such as language
are attention and memory. Depending on the task, the state of individ-
ual maturation and the time point within a SP, the language network
seems to work on a need-based principle. In addition to its typical lan-
guage areas it finds support in widespread brain regions activated on a
„need to process“ basis for as long as the brain is still maturing, while
progressively enhancing processing efficiency.
Moreover, this work contributes to elucidate the disagreement on the
trajectory of CT during childhood development. My results support the
view that thickness decreases linearly from as early an age as four years.
Let’s look again at the three children I described in the Introduction
of this thesis. The first child represented typical maturation, the second
(deaf) child a case of deprivation and the third (bilingual) child a case
of continuous enriched environment. All three children go through the
same sensitive periods but profit differently from them based on the
input they receive.
In this thesis I focused on the first child representing typical matura-
tion. In this case, enriched input at the beginning and during a sensitive
period leads to discernible changes in behavior and the brain’s gray mat-
ter structure. While increases in behavior can be reported for one specific
aspect of language acquisition, both enriched inputs (novel words and
complex syntactic structures) resulted in transient areal and/ or thick-
ness changes that differed from children who did not receive these in-
puts. It is not possible to say what effect these structural changes may
have. I can, however, surmise that the brain reacted in a specific manner
when faced with language related environmental demands that surpass
every day life experience. This presents a first glimpse into environment-
dependent structural plasticity above and beyond typical maturation.
The current work does not offer a direct hint as to how language re-
lated interventions might alter the path of the second or third child. It
would be interesting to investigate if and to what extent enriched input
could reverse the detrimental effects of deprivation during a sensitive
period. My findings may contribute to further research developing sim-
ilar interventions within the context of pathological conditions such as
Specific Language Impairment.
Future research is needed to explore various cognitive domains, time
scales and age groups to ultimately piece together the bigger picture
of training-induced structural plasticity during development. Therefore,
it is crucial to incorporate more longitudinal training studies to under-
stand to what extend cortical properties in children can be altered by ex-
posure to specific cognitive input, thus advancing this field of research
on remediating or additional properties of plasticity in response to cog-
nitive trainings.
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S U M M A RY O F D I S S E RTAT I O N
In this thesis I investigated how language training would induce plas-
tic changes to the brain gray matter in typically developing preschool
children within the context of sensitive periods in natural language ac-
quisition.
An excessive body of literature exists on plasticity in animal models
on the neural level. Although structural plasticity in humans has been
looked at increasingly, very few studies report plasticity by means of
changes in cortical thickness or surface area (e. g. Hudziak et al., 2014).
In addition, most studies examined only adult populations or samples
with pathological or developmental disorders. The specific effects of lan-
guage training on the typically developing brain so far have not been
subject to investigation. Originally, language acquisition was thought to
happen within a sensitive period that closes at puberty, after which lan-
guage learning was believed to be near impossible (Lenneberg, 1969).
This view has since been challenged and it is now suggested that there
are multiple sensitive periods for various aspects of language acquisition.
Some aspects are rather well established, like the so-called vocabulary
spurt around two years of age, while others, such as the comprehension
of complex sentences, are not yet fully understood. It is widely accepted
that the development of cognitive functions goes hand in hand with
the underlying plastic changes in the brain. However, language acquisi-
tion within the framework of sensitive periods has not been associated
with structural plasticity in the healthy developing brain. The goal of
this thesis was to shed light on the effects of training-induced structural
plasticity in typically developing children at different stages of sensitive
periods in natural language development. In contribution to this goal,
three major research questions were examined:
1. How do different morphologic measures, namely cortical thickness
(CT) and surface ares (SA), develop during typical maturation?
2. How does the developing brain respond to increased specific lan-
guage input during the ongoing sensitive period of word learning,
a skill that has already been acquired at four years of age?
3. How does the developing brain respond to increased specific lan-
guage input at the beginning of the sensitive period of complex
sentence comprehension, a skill that is not typically acquired yet
at four years?
These questions were investigated using longitudinal neuroimaging
and behavioral data from preschool children who either underwent a
language training of word learning, sentence comprehension or no train-
ing. Structural magnetic resonance imaging (MRI) was used to examine
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changes in cortical thickness and surface area as measures of structural
plasticity in four year old children.
Over the course of three weeks, two groups of children received a lan-
guage intervention in the form of either pseudo-word learning (Inves-
tigation 2) or sentence comprehension training (Investigation 3), while
a control group received no training. The training task for both groups
was a picture-matching design: The word learning group heard a pseudo-
word and had to choose the correct pseudo-animal out of two choices
that corresponded to the presented pseudo-word. The sentence compre-
hension group heard a complex sentence and chose a picture illustrating
the heard sentence out of two choices. Structural MRI was administered
pre (T1) and post (T2) training period and at a follow-up time point
(T3) three weeks later to assess changes in CT and SA. I compared the
changes in each training group’s cortical thickness and surface area from
pre to post time point as well as from post to follow-up time point with
the changes in the control group. These analyses were done on the whole
brain level and in a number of previously specified regions of interest
(ROIs), including bilateral inferior frontal gyri (IFG), inferior parietal
cortices, temporal cortices, as well as entorhinal and parahippocampal
cortices. I then correlated the structural changes with the training behav-
ior and language abilities in general.
In Investigation 1, the aim was to describe the trajectories of SA and
CT during the typical maturation of four year old children over a short
period of nine weeks. There is disaccord in the literature, specifically
about how CT develops over time. One side of the literature claims that
CT increases up until the ages of 5 to 11 years, depending on the cor-
tical region, and subsequently declines continuously (e. g. Giedd et al.,
1999; Gogtay et al., 2004; Shaw et al., 2008). Another view suggests that
CT declines rather homogeneously across the entire cortex beginning as
early as 3 to 7 years (e. g. Amlien et al., 2014; T. T. Brown et al., 2012;
Ducharme et al., 2016). The here presented results support the latter as-
sumption of early onset thinning with significant focal thinning in right
middle frontal gyrus (MFG). In the case of cortical surface area it has
been shown that SA increases with region-specific linear or non-linear
trajectories until adolescence, reaches a plateau and subsequently de-
creases over time (Amlien et al., 2014; Schnack et al., 2015; Vijayakumar
et al., 2016). Here, surface area development was expressed by region-
ally differing patterns of expansion and reduction, suggesting that the
typical trajectory of SA could not be captured within the scope of Inves-
tigation 1.
In Investigation 2, gray matter changes were found as a function of
word learning training during an already open sensitive period for word
learning. Significant effects were found within the canonical language
network (left pars triangularis of the IFG) and the attention network
(right intraparietal sulcus, IPS). The effect in left pars triangularis was
characterized by a stable CT in the word learning training group com-
pared to a maturational thickness decrease in the control group. The
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left pars triangularis is involved in language related processes such as
lexical semantic access or categorization, plausibility, and thematic pro-
cessing (Friederici, 2013; Newman et al., 2003). The effect in right IPS
was marked by an expansion of SA in the training group compared to
stable SA in the control group. SA expansion in right IPS was related
to performance at the first training instance. Children with the most to
gain from the word learning training, that is with the most capacity for
improvement due to low accuracy at the beginning of the training, conse-
quently showed more areal expansion in right IPS. The reported effects
were transient and found immediately after training but did not persist
further on. The here applied word learning training thus evoked short
lived gray matter changes in surface area and cortical thickness during
an open sensitive period for word learning. Exposing four-year-olds to
a substantial amount of new words evokes changes in gray matter struc-
ture for as long as the exposure lasts. Given that the sensitive period
for word learning is already open the brain is receptive to such input
and plastic enough to react with structural changes when learning these
new words, consolidating and incorporating them into the lexicon. Once
these processes are completed, the affected brain structures seemingly
return to their earlier state ready to receive the next input.
In Investigation 3, gray matter changes were found after sentence com-
prehension training at the beginning of a sensitive period for complex
sentence comprehension. The effect was found within the attention net-
work (right middle frontal gyrus, MFG) in the form of stable SA in the
training group compared to maturational areal expansion in the con-
trol group. While there was no behavioral training effect, the brain still
responded with structural changes to the input received. Investigation
3 emphasizes the importance of task demands and the crucial role of
general processes (e. g. attention and memory) underlying higher-order
tasks such as language learning. Four year old children seem to be ei-
ther right before a sensitive period for complex syntax or just at the
beginning of it. Thus, at the potential opening of the sensitive period for
complex sentence comprehension, four-year-olds might not yet be able
to consciously comprehend and respond to complex syntactical struc-
tures, but their brains pick up on this unusual and complicated input in
response to the increased demands on working memory and attention
for as long as it is exposed to it.
The current findings suggest that, when a sensitive period is in full
swing and task demands fit with functional supply, the child brain inte-
grates new information rapidly by regionally altering its structure for a
certain amount of time before returning to, or close to, the status before
the intervention. Investigation 2 showed that word learning was met not
only by recruitment of brain regions responsible for semantic processing
but also supported by general processes that underly any higher-order
cognitive task. In Investigation 3, at the beginning of a sensitive period
there was a mismatch between environmental demands and functional
supply. The child brain still responded with regional alterations to the
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structure, however, without fully integrating the input. The results also
show that language processing, independent of the stage of the respec-
tive sensitive period, does not function in isolation and that additional
brain regions are recruited for supportive processes. Taken together, this
thesis offers insight into how the developing brain responds to enriched
environmental challenges beyond that of typical maturation.
Z U S A M M E N FA S S U N G D E R D I S S E RTAT I O N
In der vorliegenden Dissertation wurde im Kontext von sensiblen Phasen
des Spracherwerbs untersucht, in welchem Ausmaß plastische Verän-
derungen der grauen Substanz des Gehirns bei Vorschulkindern durch
die Anwendung von Sprachtrainings herbeigeführt werden können.
Es gibt bereits umfassende Literatur zu neuronaler Plastizität in Tier-
modellen. Obwohl strukturelle Plastizität im menschlichen Gehirn ver-
mehrt untersucht wird, gibt es nur wenige Studien, die Plastizität in
Form von Veränderungen der kortikalen Dicke oder Oberfläche berichten
(e. g. Hudziak et al., 2014). Des Weiteren wurden die meisten bisherigen
Studien entweder mit erwachsenen Teilnehmern oder aber mit Stich-
proben mit Pathologien oder Entwicklungsstörungen durchgeführt. Die
genauen Auswirkungen von Sprachtrainings auf die neurotypische Ent-
wicklung des Gehirns sind noch unerforscht. Ursprünglich ging man
davon aus, dass Sprachentwicklung während einer sensiblen Phase ge-
schehen müsse, die mit Beginn der Pubertät ende (Lenneberg, 1969). Ein
späterer Spracherwerb wurde als nahezu unmöglich angesehen. Diese
Ansicht gilt jedoch mittlerweile als überholt und man geht davon aus,
dass unterschiedliche Aspekte des Spracherwerbs verschiedene sensible
Phasen durchlaufen. Einige Aspekte, wie zum Beispiel das exponentielle
Wachstum des Wortschatzes mit zirka 2 Jahren, sind bereits fundiert un-
tersucht worden, während hingegen andere Aspekte, wie zum Beispiel
das Verständnis von komplexen grammatischen Strukturen, noch nicht
vollständig beschrieben werden konnten. Die Entwicklung von kogni-
tiven Fähigkeiten geht bekanntermaßen mit entsprechenden plastischen
Veränderungen des Gehirn einher, jedoch fehlt bislang die Verknüpfung
des Spracherwerbs im Rahmen von sensiblen Phasen mit der struktu-
rellen Neuroplastizität des sich entwickelnden Gehirns.
Ziel dieser Dissertation war es Aufschluss darüber zu geben, welche
plastischen Veränderungen durch Sprachtrainings entstehen können. Dies
wurde bei Vorschulkindern untersucht, die sich an unterschiedlichen
Punkten der jeweiligen sensiblen Phasen befanden. Diesbezüglich lagen
drei Forschungsfragen im Fokus:
1. Wie entwickeln sich kortikale Dicke (engl. cortical thickness, CT)
und kortikale Oberfläche (engl. surface area, SA) während der neu-
rotypischen Entwicklung des Gehirns.
2. Wie reagiert das kindliche Gehirn auf zusätzlichen Sprachinput
während einer laufenden sensiblen Phase? Speziell für den Wort-
schatzerwerb - eine Fähigkeit, die mit vier Jahren ausreichend er-
worben wurde.
3. Wie reagiert das kindliche Gehirn auf zusätzlichen Sprachinput
am Anfang einer sensiblen Phase? Speziell für das Verständnis
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komplexer syntaktischer Strukturen - eine Fähigkeit, die bei vier-
jährigen Kindern typischerweise noch nicht voll entwickelt ist.
Zur Untersuchung dieser Fragen wurde eine Längsschnittstudie mit
Vorschulkindern durchgeführt, die entweder ein Vokabeltraining bzw.
ein Training komplexer Satzstrukturen durchliefen oder aber kein Train-
ing erhielten. Mit Hilfe bildgebender Verfahren, genauer gesagt mit der
strukturellen Magnetresonanztomografie (MRT), wurden die damit ein-
hergehenden Veränderungen in der kortikalen Dicke oder Oberfläche
als Maße für strukturelle Plastizität untersucht.
Über drei Wochen hinweg erhielten zwei Gruppen von Kindern ein
Sprachtraining, entweder mit dem Fokus auf der Erweiterung des Wort-
schatzes unter der Verwendung von Pseudowörtern (Studie 2) oder aber
mit dem Fokus auf dem Satzverständnis (Studie 3). Eine dritte Kontroll-
gruppe erhielt keine Intervention. Beide Trainingsgruppen absolvierten
eine Bild-Zuordnungs-Aufgabe: Die Wortschatzgruppe hörte ein Pseu-
dowort und sollte das passende Pseudotier aus zwei Optionen auswäh-
len. Die Satzverständnisgruppe hörte einen komplexen Satz und sollte
das passende aus zwei Bildern das Bild auswählen, das die grammatika-
lischen Relationen des gehörten Satzes darstellte. Begleitend dazu wur-
den strukturelle MRTs vor (Zeitpunkt T1) und nach (Zeitpunkt T2) der
Trainingsphase sowie drei Wochen später (Zeitpunkt T3) durchgeführt,
um die potentiellen Veränderungen in CT und SA zu erheben. Die Ver-
änderungen der einzelnen Trainingsgruppen von T1 zu T2 sowie von T2
zu T3 wurden jeweils mit denen der Kontrollgruppe verglichen. Diese
Analysen wurden zum einen für das gesamte Gehirn durchgeführt sowie
in spezifisch a priori festgelegten Regionen von Interesse (engl. regions
of interest, ROI). Diese ROI beinhalteten bilateral den Gyrus frontalis in-
ferior (engl. inferior frontal gyrus, IFG), den Lobulus parietalis inferior
(engl. inferior parietal lobule, IPL), den Lobus temporalis inferior (engl.
inferior temporal gyrus, ITG), medius (engl. middle temporal gyrus, MTG)
und superior (engl. superior temporal gyrus, STG) sowie den entorhinalen
und parahippocampalen Kortex. Die strukturellen Veränderungen wur-
den anschließend mit den Verhaltensdaten der Trainings sowie den all-
gemeinen Sprachfähigkeiten der Kinder korreliert.
Das Ziel von Studie 1 war es die Entwicklungsverläufe von CT und SA
von 4-jährigen Kindern über einen kurzen Zeitraum von neun Wochen
zu beschreiben. In der Literatur herrscht Uneinigkeit bezüglich der Ent-
wicklung der CT. Ein Teil der Literatur nimmt an, dass die CT bis zum
Alter von 5-11 Jahren zuerst zunimmt und anschließend, je nach kor-
tikaler Region, kontinuierlich abnimmt (e. g. Giedd et al., 1999; Gogtay et
al., 2004; Shaw et al., 2008). Eine andere Sichtweise geht wiederum davon
aus, dass die CT, ab dem Alter von 3-7 Jahren, relativ homogen über
den gesamten Kortex abnimmt (e. g. Amlien et al., 2014; T. T. Brown et
al., 2012; Ducharme et al., 2016). Die hier vorgelegten Ergebnisse bestäti-
gen Letzteres, mit Trends der Abnahme im gesamten Gehirn und einem
fokalen Effekt der Abnahme im rechten Gyrus frontalis medius (engl.
middle frontal gyrus, MFG). Hinsichtlich der Entwicklung von SA wurde
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bislang bereits gezeigt, dass sie bis zur Adoleszenz, abhängig von der
Region, mit unterschiedlichen (nicht-)linearen Verläufen zunimmt. In
Folge erreicht sie dann ein Plateau, bis sie schließlich ebenso abnimmt
(Amlien et al., 2014; Schnack et al., 2015; Vijayakumar et al., 2016). Die
vorliegende Studie zeigt nichtsignifikante regionsspezifische Zu- oder
Abnahmen der SA. Dies deutet darauf hin, dass sich der natürliche Ver-
lauf der Entwicklung der SA nicht über einen so kurzen Zeitraum ab-
bilden lässt.
Studie 2 zeigte Veränderungen der grauen Substanz in Abhängigkeit
vom Wortschatztraining während einer andauernden sensiblen Phase
für Wortschatzerwerb. Effekte wurde im Sprachnetzwerk (linke Pars tri-
angularis des IFG) und im Aufmerksamkeitsnetzwerk (rechter intrapari-
etaler Sulcus, IPS) gefunden. Der Effekt in der linken Pars triangularis
ist gekennzeichnet durch eine stabile CT in der Trainingsgruppe im Ver-
gleich mit der typischen Abnahme während der neurotypischen Ent-
wicklung in der Kontrollgruppe. Die linke Pars triangularis ist an ver-
schiedenen Sprachverarbeitungsprozessen, wie zum Beispiel lexikalis-
cher semantischer Zugriff oder Kategorisierung und Plausibilität und
thematische Verarbeitung (Friederici, 2013; Newman et al., 2003), beteiligt.
Der Effekt im rechten IPS zeichnete sich durch Zunahme der SA in
der Trainingsgruppe verglichen mit stabiler SA in der Kontrollgruppe
aus. Diese Zunahme der SA im rechten IPS korrelierte dabei mit den
verhaltenswissenschaftlichen Ergebnissen des ersten Trainings: Kinder,
die am meisten vom Wortschatztraining profitieren konnten (die also
die meiste Gelegenheit für Verbesserung hatten, da sie anfangs hohe
Fehlerraten hatten), zeigten eine größere Zunahme der SA im rechten
IPS. Die beobachteten Effekte waren jedoch vorübergehend und hiel-
ten nicht über das eigentliche Training hinaus an. Das hier verwen-
dete Wortschatztraining konnte somit kurzzeitige Veränderungen der
grauen Substanz in CT und SA inmitten der sensiblen Phase für den
Wortschatzerwerb hervorrufen. Das Lernen einer erheblichen Anzahl
von neuen (Pseudo-)Wörtern resultierte demnach bei 4-jährigen Kindern
in Veränderungen der grauen Substanz, die jedoch nur solange beste-
hen blieben, wie die Kinder den Wörtern im Rahmen der Trainingsein-
heiten ausgesetzt waren. Während der laufenden sensible Phase für den
Wortschatzerwerb ist das Gehirn folglich empfänglich für entsprechen-
den linguistischen Input und plastisch genug um mit strukturellen Verän-
derungen auf das Lernen neuer Wörter zu reagieren, diese zu konsoli-
dieren und in das bestehende Lexikon zu integrieren. Sind diese Prozesse
abgeschlossen, scheinen die betroffenen Hirnregionen wieder zur ihrem
ursprünglichen Zustand zurückzukehren.
In der 3. Studie wurden nach dem Satzverständnistraining am Anfang
der sensiblen Phase für das komplexes Satzverständnis Veränderungen
in der grauen Substanz gefunden. Der Effekt zeigte sich in Form einer
stabile SA in der Trainingsgruppe im Vergleich zur typischen Zunahme
der SA in der Kontrollgruppe und lag innerhalb des Aufmerksamkeit-
snetzwerks (i.e. im rechten MFG). Obwohl kein Trainingseffekt im Ver-
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halten der Kinder beobachtet wurde, reagierte das Gehirn jedoch mit
strukturellen Veränderungen auf das Training. Studie 3 hebt die Bedeu-
tung von Aufgabenanforderungen hervor und betont die entscheidende
Rolle von allgemeinen kognitiven Prozessen (z.B. Aufmerksamkeit und
Gedächtnis), die dem Spracherwerb zugrunde liegen. Vier-jährige Kinder
befinden sich offenbar entweder kurz vor oder direkt am Anfang der
sensiblen Phase für den Erwerb komplexer Syntax. Demzufolge sind
Kinder in diesem Alter gegebenenfalls noch nicht in der Lage kom-
plexe grammatische Strukturen zu verstehen und entsprechend darauf
zu antworten. Gleichwohl scheinen ihre Gehirne den ungewohnten und
komplizierten Input aufzunehmen und im Kontext der erhöhten Anfor-
derungen an Arbeitsgedächtnis und Aufmerksamkeit zu verarbeiten; zu-
mindest solange die Kinder dem Input in Form des Trainings ausgesetzt
sind.
Zusammengenommen deuten die vorliegenden Ergebnisse darauf hin,
dass das kindliche Gehirn neue Informationen schnell integriert, indem
es vorübergehend regionale strukturelle Veränderungen vornimmt bevor
es in Folge (fast) zu seinem Ursprungszustand zurückkehrt. Dies gilt
für eine laufende sensible Phase während der die Anforderungen der
Aufgabe mit den funktionellen Möglichkeiten übereinstimmen. Studie
2 zeigt zusätzlich, dass nicht nur Hirnregionen, die für semantische
Prozesse verantwortlich sind, beim Lernen neuer Wörter rekrutiert wer-
den, sondern auch solche, die in zugrundeliegenden generellen Prozes-
sen involviert sind. In Studie 3 waren die Kinder am Anfang einer sensi-
blen Phase, in der die an sie gestellten Anforderungen und die aktuellen
funktionelle Möglichkeiten ihres Gehirns nicht übereinstimmten. Den-
noch zeigten sich regionale strukturelle Veränderungen im kindlichen
Gehirn, jedoch ohne eine damit zusammenhängende vollständige In-
tegration des Inputs. Darüberhinaus deuten die Resultate darauf hin,
dass Sprachverarbeitung im menschlichen Gehirn, unabhängig davon an
welchem Punkt einer sensiblen Phase im Entwicklungsverlauf sich das
System gerade befindet, nicht in Isolation funktioniert, sondern zusätz-
liche Hirnregionen zur Unterstützung hinzugezogen werden. Insgesamt
beleuchtet diese Dissertation somit wie das sich entwickelnde Gehirn
mit angereicherten Umweltanforderungen umgeht, die über jene des
natürlichen Entwicklungsprozesses hinausgehen.
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