Ensemble feature selection is one of the ensemble learning methods, where each classifier is trained or built by feature selection result. Ensemble feature selection is an effective way for dealing with high dimension and small sample data, such as microarray data. However, ensemble feature selection should achieve more accurate and stable classification performance. In this paper, we present a novel diversity measure based on information theory called Sum of Minimal Information Distance (SMID), which maximizes the relevance between feature subsets and class label as well as the diversity between feature subsets. Moreover, a novel ensemble feature selection framework satisfying this criterion is proposed. In this framework, features that have more mutual information with class label and more diversity between each other are retained. Different feature subsets are used to train base classifiers after being obtained by incremental search method, and then these classifiers are aggregated into a consensus classifier by majority voting. Comparing with three representative feature selection methods and five ensemble learning methods on ten microarray datasets, the experiment results show that the proposed method achieves better performance than the other methods in terms of the classification accuracy.
Introduction
Microarray data often presents high dimensionality, small samples and imbalance. A large number of ensemble learning methods have been applied to microarray data classification [1, 16, 19, 21] . Ensemble classification is the process of combining multiple models and aggregating their results into a single decision [9, 29] . It confers a number of benefits, including more robust and flexible classification models as well as improved classification performances. In general, the performance of ensemble learning depends on the performance of the base classifier and diversity between the base classifiers [14] . The greater the diversity between the base classifiers, the higher the generalization ability of the ensemble learning system. Consequently, the improvement of its performance effect would also be guaranteed. On the contrary, if each base classifier adopts the same structure and the degree of diversity between them is low, the performance effect of ensemble learning system would be greatly reduced. Therefore, an ensemble learning algorithm that provides good performance and strong generalization ability is usually designed by improving the diversity between the base classifiers. As a whole, the diversity between the base classifiers is mainly embodied in the following three aspects: different training samples, different base classifiers and different feature spaces.
Ensemble feature selection is the ensemble of base classifiers trained by different feature spaces, which are generated by feature selection algorithms. It can improve the stability of feature selection and obtain the diverse training data to improve the performance of the ensemble classifiers [15, 17, 23] . For Microarray data, it generally has small size of samples, so ensemble method using different training samples might degrade the classification performance of base classifiers, while ensemble feature selection can manipulate multiple gene sets simultaneously and maintain the performance of base classifiers.
Ensemble feature selection aims to reduce the influence of high dimension on learning algorithm and produce the ensemble with diverse base classifiers simultaneously, and then build effective ensemble learning algorithm that is suitable for classification problem. As ensemble feature selection is essentially the combination of classifier ensemble and feature selection, it could achieve excellent performance when dealing with high-dimensional microarray data [4, 16] . However, the performance of these ensemble methods is not always stable. This instability is caused by the fact that the feature subset is randomly divided and the diversity between the selected feature subsets is not guaranteed. In this paper, we propose the information diversity measure between selected feature subsets as the diversity of base classifiers. The sum of minimal information distance measure (SMID) is presented as an alternative of the information diversity measure between selected feature subsets since it is hard to calculate. We then use SMID to design a novel ensemble feature selection framework to achieve the diversity between feature subsets and the diversity between base classifiers that are trained by these feature subsets. After the base classifiers finished training, we choose the basic classifiers with high accuracy to build the ensemble classifier according to the majority voting rules. To verify the performance of our method, we compare the proposed ensemble framework with three representative feature selection methods as well as five ensemble classification methods on ten highdimensional microarray datasets. The results demonstrate that the proposed framework could obtain better performance over the other methods in terms of classification accuracy in most cases. x x x  and class label C, the ensemble feature selection is to obtain K feature subsets Ξ={X1, X2, …, XK}. Each feature subset i X Ξ is first used to train a base classifier and then integrated into an overall outcome (ensemble model) by some combination strategies, such as majority voting, weighting voting and function method [5, 27] . The common framework is shown in Figure 1 . The ensemble learning emphasizes good classification ability of the base classifier and great diversity between them. Krogh [13] pointed out that error function of ensemble can be decomposed as formula (1)：
Information theory analysis of ensemble feature selection

Maximizing relevance and diversity
In formula (1) , E is the ensemble error, E is the average error of base classifiers and A is the ensemble diversity.
Formula (1) shows that when the diversity is enlarged for a fixed average error, the generalization error decreases, in other words, the system generalization ability increases. However, the average error is correlated with the diversity: the average error will increase/decrease as the diversity increases/decreases. Therefore, how to find the balance state between the average error (or precision) and the diversity is crucial to improve the generalization ability.
From the point of view of information theory, the aim of ensemble feature selection is to first find a set of feature subsets with great diversity information between each other while each subset has as much information as possible with the target class, and finally to obtain a good ensemble classifier. The mutual information between the feature subset and the target class, i.e. ( ; ) i I X C , can effectively measure the relevance between Xi and C. The higher ( ; ) i I X C and the relevance are, the smaller the classification error probability of the classifier is. The idea of maximizing the mutual information between the feature subset and the target class, i.e. max ( ; ) i I X C , has achieved great success in mutual information-based feature selection algorithms for classification, such as MRMR [18] , JMI [26] , CMIM [10] and etc. Moreover, the diversity between the feature subsets is maximized as great as possible, i.e., max ( , ) ij D X X , where D(.) is the information diversity measure. Taken together, the ensemble feature selection can be expressed by information theory as follows:
Sum of minimal information distance
Vinh et al. [24] theoretically analyzed the variant of information ( , )
H x x are conditional entropies, and ( , ) ij H x x is the joint entropy. It is proved to be a standard information theory-based distance measure or diversity measure, satisfying symmetry, non-negative and triangle inequality, and on which a feature space can be built. To expand the measure to the feature subset, given two feature subsets Xi and Xj, the information diversity measure can be expressed as follows:
In general, it is intractable to calculate ( | ) 
For instance, let A={a1, a2, a3, a4} and B={b1, b2, b3, b4}, the minimum information distance between A and B is given in Figure 2 . For a3, we get . For a2 and b3, we get 
Unlike traditional diversity measures using the classification results of base classifiers to calculate the diversity [14] , SMID uses these features to calculate the diversity between feature subsets, which denotes the diversity between generated classifiers. Since SMID can be calculated directly, we take it as an alternative of D(A, B). Finally, the approximation of formula (2) is given as follows:
Ensemble feature selection framework based on SMID
As seen from formula (5), ensemble feature selection aims to find the feature subsets with greater relevance to class label and more diversity between the subsets. A good feature subset is normally formed by some features with greater relevance to class label, i.e. they have higher mutual information. According to the definition of SMID, increasing the information distance between the features from different subsets can increase SMID. Therefore, a better ensemble feature selection can be obtained by grouping properly the features with higher mutual information to class label and greater information distance between each other.
A new Ensemble feature selection Framework based on SMID (EFSMID) is proposed. First, the features with less classification ability and smaller information distance to other features are removed for Increasing the Information Distance (IID) between features; next, the feature space is divided into several groups according to the feature selection criterion J*, and then several feature subsets are obtained to train the base classifiers; finally, these classifiers are integrated to get an overall outcome by majority voting. The steps of EFSMID can be summarized as: (1) i I x C . The IID coefficient α decides the minimal distance between the features. The higher the α is, the greater the distance as well as the SMID between the feature subsets will be. However, a higher α will also lead to more candidate features being removed. Specifically, an excessive IID coefficient may decrease the value of ( ; ) i I X C , and the performance of the base classifier might also be decreased after the features are grouped. In contrast, a moderate IID coefficient can not only increase the diversity between feature subsets, but also enhance the combination ability between features as well as the mutual information between feature subsets and class label C. Generally, as the information diversity between the features increases, the information redundancy will decrease and the classifier is more likely to get higher classification ability. To satisfy both max[ ( ; )] simultaneously, we adjust the IID coefficient to search for the best ensemble classifier of EFSMID, which gives a well tradeoff between the accuracy and diversity of base classifiers.
In the grouping step, features will be assigned to different feature subsets according to the incremental search criterion J* sequentially till each feature subset includes k features or there is no feature to be assigned. There are k rounds of assignment, and K features are assigned to K feature subsets in each round, respectively. Then each feature subset is used to train a base classifier. Three classic incremental search criterions based on information theory are used to group the features, which are MRMR, JMI and CMIM.
In ensembling, the base classifiers with better performance are selected into the ensemble classifier using majority voting principle. Although IID can guarantee the diversity of base classifiers, some poor base classifiers can still be generated especially when the IID coefficient is large. Therefore, EFSMID only retains the better base classifiers that reduce the value of E in formula (1). Generally, there are K/2 base classifiers for voting since EFSMID uses i avg Acc Acc to select the base classifier.
The time complexity of EFSMID depends on the time complexity of IID, grouping and ensembling of the base classifiers. For IID, it needs to first calculate the distance between the features, sort the features according to ( ; ) i I x C and then remove the features according to α. Suppose the dataset includes m samples and n features, the time complexity of calculating the information distance is O(mn 2 ), while the sorting is O(n 2 ) and the removing is O(n 2 ). Therefore, the time complexity of IID is mainly decided by the calculation of the information distance, i.e., O1(mn 2 ). The complexity of grouping depends on the complexity of feature selection method. As aforementioned, the ensemble framework generates K target subsets and each target subset includes k features. Since the value of ( ; ) If the complexity of the classification learning algorithm is O3, then the overall complexity is KO3. In summary, EFSMID has a polynomial time complexity as long as the time complexity of the feature selection method and the classification learning algorithm are polynomial.
Experiments
To test the performance of the proposed ensemble framework, ten cancer microarray datasets are selected to validate the classification accuracy. Three of the datasets (Breast, CNS and Colon Tumor) can be accessed from Kent Ridge Bio-medical Dataset website (http://datam.i2r.a-star.edu.sg/datasets/krbd/). NCI datasets can be downloaded from (http://ligarto.org/rdiaz/Papers/rfVS/randomForestVarSel.html). The rest can be downloaded from GEMS website (http://www.gems-system.org/). Details of the ten datasets are summarized in the following table. Note that these ten datasets differ greatly in the sample sizes (ranging from 50 to 174) as well as the number of features (ranging from 2,000 to 126,001).
Furthermore, the number of classes varies from 2 to 11, where '2' indicates a binary classification and other numbers indicate multi-class problems. These datasets can provide a comprehensive test for EFSMID under different conditions. For continuous and mixed datasets, MDL discretization method [12] is used to transform continuous features into discrete ones. Since EFSMID is based on information theory, we carry out experimental comparisons with four representative feature selection methods, i.e. MRMR, JMI, CMIM and MRMD [30] . The first three methods are based on information theory. MRMD is a feature ranking method based on the distance function. EFSMID is combined with each of the three methods, and three specific ensemble feature selection methods EFSMID+MRMR, EFSMID+JMI and EFSMID+CMIM are obtained.
All the EFSMID methods are implemented in Matlab and Weka. In EFSMID, we set K=10 and ˆ1 0 k  , which means that there are 10 base classifiers for selection in ensembling and each base classifier is trained with 10 selected features. In order to check the ensemble ability of EFSMID, the number of selected features in the above three feature selection methods is set as 10. Besides, other kinds of ensemble classification methods including Adaboost M1, Bagging, Randomforest [6] , RandomSubSpace [11] and RotationForest [22] are also compared with the proposed methods. Five of the ensemble methods to be compared have already been integrated into Weka, so we can directly use them in Weka to obtain their classification accuracy. Four widely used Classifiers-Naive Bayes Classifier (NBC) [25] , Support Vector Machines (SVM) [7] , NearestNeighbour (IB1) [2] and Decision Tree C4.5 (J48) [20] are employed as the standard classifiers to generate classification accuracy. Classification accuracy is the most widely used metric in classification and it is defined as   in most cases. That means increasing feature information distance could obtain base classifiers with more diversity and better classification performance. When α=0, no features are removed from the original feature set and too many redundancy features will be used for grouping, resulting in less diversity between feature subsets and also more feature-feature redundancy in the incremental search processing. However, too many features that have high mutual information with the class label are deleted if α=1. Although the diversity between the base classifiers is increased in this case, the classification accuracy of base classifier is decreased significantly. In Figure 3 , the ensemble classifiers show the best performance when α is in the range of [0.4, 0.6] on 9 Tumors, 11 Tumors, ColonTumor and CNS, respectively. However, for BreastCancer, ProstateCancer, BrainTumor, NCI and Gliomas, the appropriate α is [0.7, 0.9], which is greater than that on other datasets. The classification accuracy of EFSMID fluctuates in terms of α, so the IID coefficient can be adjusted to search the best trade-off between the diversity and the performance of base classifiers. Table 2 shows the best results of the ensembles obtained by different classification learning methods over the datasets. From Table 2 , it can be seen that almost all the best classification accuracies are obtained by EFSMID. The results demonstrate the adequacy of the proposed ensemble framework, since they match or improve upon the results achieved by the filters alone. EFSMID wins all ten datasets when C4.5 is used as the classification learning method. For most of the multiple classification datasets, such as 9 Tumors, Brain Tumors, 11 Tumors and NCI, EFSMID exhibits an obvious improvement over the results achieved by the filters. For SRBCT dataset, EFSMID can almost ignore the diversity between the base classifiers since they have very excellent classification performance. We also compare F1 for each method in Table 3 . Here, it can be seen that almost all the best F1 are obtained by EFSMID. This indicates that EFSMID has superior classification capability over the other feature methods. Table 4 depicts the average classification accuracy for each method and classifier independent of the datasets. We can see that the best option is to use EFSMID+MRMR combined with NBC classifier. It is also worth noting that even for the rest of the classifiers tested, the ensembles could always achieve the best results, outperforming the results obtained by the filters alone. In general, the proposed framework EFSMID is better than the three feature selection methods. Table 5 shows the average classification accuracy for each dataset and method independent of the classifier, which could help clarify which method is the best for a given dataset. As we can see, EFSMID+MRMR is significantly better in the maximum number of datasets, followed by EFSMID+CMIM. Adaboost M1 obtains the worst results on the multiple classification datasets, 9 Tumors, BrainTumor, 11 Tumors, NCI and SRBCT, due to the fact that Adaboost M1 is only fit for binary classification dataset. For high-dimensional and small samples microarray data, EFSMID as a different feature spaces ensemble method obtains better classification performance in most cases than the ensemble methods with different training samples, such as Adaboost M1 and Bagging. 
Conclusions
In this study, we proposed a novel ensemble feature selection framework EFSMID, which maximizes the relevance between feature subsets and class label as well as the diversity between feature subsets simultaneously. In this framework, features that have more mutual information with class label and more diversity between each other are retained and grouped to different feature subsets by incremental search method. It makes use of the subsets to train base classifiers and then aggregates these classifiers into a consensus outcome by majority voting. To demonstrate the utility of the ensemble method, we compared our method with several state-of-the-art ensemble learning methods and feature selection methods which are also based on information-theoretic criterion through four classifiers on ten high dimensional datasets. The experimental results clearly show that the proposed framework can perform effective and stable ensemble feature selection.
