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COVERINGS BY OPEN CELLS
MA´RIO J. EDMUNDO, PANTELIS E. ELEFTHERIOU, AND LUCA PRELLI
Abstract. We prove that in a semi-bounded o-minimal expansion of an or-
dered group every non-empty open definable set is a finite union of open cells.
1. Introduction
We fix an arbitrary o-minimal expansion R = 〈R,<,+, 0, . . .〉 of an ordered
group. Recall that by [3] R is semi-bounded if it has no poles; that is, in R there
is no definable bijection between a bounded and an unbounded interval. See [3]
for other characterizations of semi-boundeness. In this note we prove the following
theorem.
Theorem 1.1. If R is semi-bounded, then every non-empty open definable set is
a finite union of open cells.
As explained in [13, Subsection 2.1], there are three possibilities for an arbitrary
o-minimal expansion R = 〈R,<,+, 0, . . .〉 of an ordered group:
(A) R is linear (that is, its first-order theory Th(R) is linear ([10])). In this
case by [10], there exists S ≡ R with S a reduct of an ordered vector space
V = 〈V,<,+, 0, {d}d∈D〉 over an ordered division ring D (with the same
addition and linear ordering the underlying group of S).
(B) R is not linear. In this case, the theory of every interval in R with the in-
duced structure is not linear and so no interval in R is elementarily equiva-
lent to a reduct of an interval in an ordered vector space ([10])). Therefore,
by the Trichotomy theorem ([14, Theorem 1.2]), a real closed field whose
ordering agrees with that of R is definable on some interval (−e, e). There
are now two sub-cases to consider:
(B1) R is semi-bounded.
(B2) R is not semi-bounded. In this case, one can endow the whole structure
R with a definable real closed field. Indeed, let σ : (a, b)→ (c,+∞) be
a pole inR; that is, a definable bijection (with say, limt→b σ(t) = +∞).
Without loss of generality, and using translations, we may assume that
a = c = 0 and b < e. But then, being inside a real closed field, the
intervals (0, e) and (0, b) are in definable bijection and so (0, e) and
(0,+∞) are in definable bijection. Now it is easy to get a real closed
field on the whole of R.
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A version of Theorem 1.1 in the field case (B2) was proved by Wilkie in [16],
for bounded open definable subsets. There are simple examples that show that in
this case the boundedness assumption is required. On the other hand, a version of
Theorem 1.1 in the linear case (A) was proved by Andrews in [1]. Here we generalize
these two results to the semi-bounded non-linear case. Moreover, we also prove a
stronger result in the linear case, which we state next. For the notion of ‘linear
decomposition’ and ‘star’, see Section 2 below. For the notion of ‘stratification’, see
[2, Chapter 4, (1.11)]. By Lemma 2.6, Corollary 2.14 and Proposition 2.16 below,
we have:
Theorem 1.2. Assume that R = 〈R,<, 0,+, {λ}λ∈D〉 is an ordered vector space
over an ordered division ring D. Let D be a linear decomposition of Rn. Then there
is decomposition C of Rn that refines D, such that for every C ∈ C, the star of C
is an open (usual) cell. Moreover, C is a stratification of Rn.
An important example of a semi-bounded, non-linear o-minimal structure is the
expansion B of the real ordered vector space Rvect = 〈R, <,+, 0, {d}d∈R〉 by all
bounded semi-algebraic sets. Every bounded interval in B admits the structure of a
definable real closed field. For example, the field structure on (−1, 1) induced from
R via the semi-algebraic bijection x 7→ x√
1+x2
is definable in B. By [15, 11, 12],
B is the unique structure that lies strictly between Rvect and the real field. The
situation becomes significantly more subtle when R is non-archimedean, and the
study of definable sets and groups in the general semi-bounded setting has recently
regained a lot of interest ([4, 6, 7, 8, 13]).
We expect that our main theorem on coverings by open cells (Theorem 1.1)
will find numerous applications in the theory of locally definable manifolds in o-
minimal structures. Some of those are exhibited in [5]. As stated in that reference,
a strengthened result of coverings would yield further applications. We state the
desired result here as a Conjecture:
Conjecture. Every definable set is a finite union of relatively open definable
subsets which are definably simply connected.
Structure of the paper. Section 2 contains the stratification result (Theorem 1.2)
for the linear case. Section 3 contains the covering by open cells (Theorem 1.1) for
the semi-bounded non-linear case.
Notation. We recall the standard notation for graphs and “generalized cylinders”
of definable maps.
• If f : X → R is a definable map, we denote by Γ(f) the graph of f .
• If f, g : X → R are definable maps or the constant maps −∞ and +∞ on
X with f(x) < g(x) for all x ∈ X , we write f < g and set:
(f, g)X = {(x, y) ∈ X ×R : f(x) < y < g(x)};
[f, g)X = {(x, y) ∈ X ×R : f(x) ≤ y < g(x)};
(f, g]X = {(x, y) ∈ X ×R : f(x) < y ≤ g(x)};
[f, g]X = {(x, y) ∈ X ×R : f(x) ≤ y ≤ g(x)}.
We also use the same notation for functions f, g : Y → R whose domain Y
contains X and whose restrictions on X are as above.
Acknowledgements. We wish to thank the referee for many helpful comments.
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2. The linear case
We assume in this section that R = 〈R,<, 0,+, {λ}λ∈D〉 is an ordered vector
space over an ordered division ring D. For basic properties on such o-minimal
structures we refer the reader to [2, Chapter 1, Section 7].
A function f : Rn → R of the form f(x1, . . . , xn) = λ1x1 + . . . + λnxn + a,
where λi ∈ D and a ∈ R, is called linear (or affine). For a definable set X ⊆ Rn,
we denote by L(X) the set of restrictions on X of linear functions and by L∞(X)
the set L(X) ∪ {±∞}, where we regard −∞ and +∞ as constant functions on X .
The functions from L(X) are called linear functions on X . Clearly, if two linear
functions have the same restrictions on X then their restrictions on cl(X) are equal
as well.
We define linear cells in Rn inductively as follows:
• a linear cell in R is either a singleton subset of R, or an open interval with
endpoints in R ∪ {±∞},
• a linear cell in Rn+1 is a set of the form Γ(f), for some f ∈ L(X), or (f, g)X ,
for some f, g ∈ L∞(X), f < g, where X is a linear cell in Rn.
In either case, X is called the domain of the defined cell.
We refer the reader to [2, Chapter 3, (2.10)] for the definition of a decomposition
of Rn. A linear decomposition of Rn is then a decomposition C of Rn such that
each B ∈ C is a linear cell. The following can be proved similarly to [2, Chapter 3,
(2.11)].
Theorem 2.1 (Linear CDT).
(1) Given any definable sets A1, . . . , Ak ⊆ Rn, there is a linear decomposition
C of Rn that partitions each Ai.
(2) Given a definable function f : A → R, there is a linear decomposition C
of Rn that partitions A such that the restriction f|B to each B ∈ C with
B ⊆ A is linear.
Definition 2.2. Let C be a linear decomposition of Rn and X a subset of Rn.
Denote
StarC(X) = {D ∈ C : X ∩ cl(D) 6= ∅}.
The star of X with respect to C, denoted by stC(X), is then
stC(X) =
⋃
StarC(X).
We just write Star(X) and st(X) if C is clear from the context.
In what follows, if k > 0, then π : Rk+1 → Rk denotes the usual projection map
onto the first k-coordinates, and if C is a linear decomposition of Rk+1, then π(C)
denotes the linear decomposition {π(C) : C ∈ C} of Rk.
Lemma 2.3. Let C be a linear decomposition of Rn and X a subset of Rn. Then:
(i) If n > 1, then Starpi(C)(π(X)) = π(StarC(X)).
(ii) If X is an open union of cells in C, and C ∈ C with C ⊆ X, then st(C) ⊆ X.
Proof. (i) ⊆. Let D ∈ Star(π(X)). Since π is open, for any open set U
containing X , π(U) is an open set containing π(X). Thus D ∩ π(U) 6= ∅, which
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implies π−1(D) ∩ U 6= ∅. Hence, by the definition of linear decomposition, there is
some D′ ∈ Star(X) such that π(D′) = D.
⊇. Let D ∈ Star(X). For any open set U containing π(X), π−1(U) is an open
neighborhood of X . Therefore π−1(U) ∩ D 6= ∅, and U ∩ π(D) 6= ∅. Hence π(D)
belongs to Star(π(X)).
(ii) Since X is open, for every B ∈ Star(C), B ∩X 6= ∅, and hence B ⊆ X . 
One would expect that stC(X) is an open set. However, the following example
shows that this is not the case.
Example 2.4. Consider points a−1 < a0 < a1 < a2 < a3 in R and let C be a linear
decomposition of R2 that contains the following cells: (a−1, a0)×(a0, a2), (a0, a1)×
(a0, a2), {a0}× (a0, a1), {a0}× (a1, a3) and the point (a0, a1). Then the star of the
point (a0, a1) is the union of the above cells, which is not open.
Below we define a special kind of a linear decomposition C of Rn that remedies
the above problem. In fact, such a C will give us that every stC(X) with X ∈ C is
an open (usual) cell (see Proposition 2.16 below). From this we obtain the version
of Theorem 1.1 for the linear case (see Corollary 2.19 below).
Definition 2.5. A special linear decomposition of Rn is a linear decomposition of
Rn defined by induction on n as follows. Any linear decomposition of R is special.
A linear decomposition C of Rk+1, k > 0, is special if:
• π(C) is a special linear decomposition of Rk;
• for any cells Γ(h|A) and (f, g)B in C, there is no c ∈ cl(A)∩ cl(B) such that
f(c) < h(c) < g(c).
Before providing the nice consequences of special linear decompositions, we prove
that they always exist.
Lemma 2.6. For any linear decomposition D of Rn, there is a special linear de-
composition C of Rn that refines D (that is, every linear cell in D is a union of
linear cells in C).
Proof. By induction on n. For n = 1, take C = D. Now assume that n = k + 1
and the lemma holds for k > 0. Let D be a linear decomposition of Rk+1. Choose
a finite collection F of linear maps f : Rk → R such that any linear map that
appears in the definition of any linear cell from D is a restriction of a map from F .
Now set
G = {Γ(f) ∩ Γ(g) : f, g ∈ F} and G′ = {π(A) : A ∈ G} ∪ π(D).
Clearly, G′ is a finite collection of definable subsets of Rk. By the linear CDT
and the inductive hypothesis, there is a special linear decomposition C′ of Rk that
partitions each member of G′.
Claim 2.7. For any f, g ∈ F , either f < g or f = g or f > g on any B ∈ C′.
Let B ∈ C′ and let A = Γ(f)∩ Γ(g). Since π(A) is a union of members of C′, we
have either B ⊆ π(A) or B ∩ π(A) = ∅. In the first case f = g on B. In the second
case, B is a disjoint union of the open definable subsets {b ∈ B : f(b) < g(b)} and
{b ∈ B : g(b) < f(b)}. Since B is definably connected, one of the two sets is equal
to B. 
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Let C be the linear cell decomposition of Rk+1 with π(C) = C′ such that for any
B ∈ C′ the set of cells in C with domain B is defined by all functions from F . Since
C′ refines π(D), the choice of F and Claim 2.7 imply that C refines D.
To conclude we need to show that C is special. Let (f, g)B ∈ C. Then f, g ∈ F
and for any h ∈ F we have on B either h < f , or h = f , or h = g or h > g,
and so either h(c) ≤ f(c) or g(c) ≤ h(c), for any c ∈ cl(B). In particular, for any
Γ(h|A) ∈ C there is no c ∈ cl(A) ∩ cl(B) such that f(c) < h(c) < g(c).

We now aim towards Proposition 2.16 below. But before we will require several
preliminary lemmas.
Lemma 2.8. Let (R,<) be a dense linear order, X ⊆ Rn, and X = cl(X). Let
f, g : X → R be continuous functions, and C = (f, g)X . Then
(1) cl(Γ(f|X) = Γ(f);
(2) cl(C) = [f, g]X .
In particular, π(cl(C)) = cl(π(C)).
Proof. (1) This is a special case of a general simple fact about continuous maps
in Hausdorff topological spaces.
(2) Clearly, [f, g]X = cl(C
′), where C′ = (f, g)X . So we need to show that
cl(C′) = cl(C). Since C ⊆ C′, it is enough to show that C′ ⊆ cl(C). Let (x, y) ∈ C′
and let U×(a, b) be an open neighborhood of (x, y) with U an open neighborhood of
x and a < y < b. We may assume that f(x) < a < y < b < g(x). Since f and g are
continuous at x, there is an open V with x ∈ V ⊆ U such that f(v) < a and b < g(v)
for all v ∈ V. Since x ∈ X, there is v ∈ V ∩ X ; and so, (v, y) ∈ (U × (a, b)) ∩ C.
Thus (x, y) ∈ cl(C) as required.

For X ⊆ Rn a subset, x = (x1, . . . , xn) ∈ X and ǫ ∈ R>0 below we let
VX(x, ǫ) = {u = (u1, . . . , un) ∈ X : |xi − ui| < ǫ for all i} (the ǫ-neighborhood
of x in X).
Lemma 2.9. If X ⊆ Rn is a linear cell and x ∈ X then there is ǫ ∈ R>0 such that
2x− y ∈ X for all y ∈ VX(x, ǫ).
Proof. We prove the result by induction on n. Let n = 1. IfX is a singleton, take
any ǫ ∈ R>0. If X is an open interval, take any ǫ ∈ R>0 such that VX(x, ǫ) ⊆ X.
Suppose that the result holds for n and we prove it for n+ 1.
Let X = Γ(f|Z), and x = (z, f(z)) where z ∈ Z. By induction, there is ǫ ∈ R>0
such that 2z − u ∈ Z for all u ∈ VZ(z, ǫ). By linearity of f , it follows that, if y =
(u, f(u)) ∈ VX(x, ǫ), then 2x− y = (2z−u, 2f(z)− f(u)) = (2z−u, f(2z−u)) ∈ X
since u ∈ VZ(z, ǫ).
Let X = (f, g)Z , and x = (z, v), where z ∈ Z and f(z) < v < g(z). Fix δ′ ∈ R>0
such that (v−δ′, v+δ′) ⊆ (f(z), g(z)) and by continuity of f and g fix δ ∈ R>0 such
that (v−δ′, v+δ′) ⊆ (f(u), g(u)) for all u ∈ VZ(z, δ). By induction, there is ǫ ∈ R>0
such that 2z−u ∈ Z for all u ∈ VZ(z, ǫ). Choose ǫ < δ′, δ. Let y = (u,w) ∈ VX(x, ǫ).
Then u ∈ VZ(z, ǫ) and 2z − u ∈ Z; w ∈ (v − ǫ, v + ǫ) ⊆ (f(u), g(u)) and so
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2v−w ∈ (v− ǫ, v+ ǫ) ⊆ (f(u), g(u)). Therefore, 2x− y = (2z−u, 2v−w) ∈ X. 
The following consequence of Lemma 2.9 will be useful below:
Lemma 2.10. Let C be a special linear decomposition of Rn, n > 1 and D ∈ C a
linear cell of the form
D = Γ(f),
where f ∈ L(B). If A ⊆ cl(B) is any linear cell, then there is a linear cell F ∈ C of
the form F = (h, k)B such that f|A = h|A < k|A.
Proof. Since A ⊆ cl(B), for any h and k with (h, k)B ∈ C we have h|A ≤ k|A.
Therefore, there is a linear cell (h, k)B ∈ C which is above D = Γ(f) and is such
that f|A = h|A 6= k|A and h|A ≤ k|A. We show that h|A < k|A.
If k = +∞ the claim holds. Assume that k 6= +∞ and let p = k − h. Then
p|A ≥ 0. We have to show that p|A > 0. If not let a ∈ A be such that p|A(a) = 0.
By Lemma 2.9 here is ǫ ∈ R>0 such that 2a − b ∈ A for all b ∈ VA(a, ǫ). Since
{b ∈ A : p|A(b) > 0} is an open definable subset of A which is non empty (because
h|A 6= k|A) and A is definably connected, {b ∈ A : p|A(b) = 0} is a closed non open
definable subset of A. So there is a c ∈ VA(a, ǫ) such that p|A(c) > 0. But then since
2a− c ∈ A, we have p|A(2a− c) = 2p|A(a)−p|A(c) = −p|A(c) < 0 contradicting the
fact p|A ≥ 0. 
Below we also need the following remark.
Remark 2.11. Let A ⊆ Rn be a subset. We say that A is convex if for all x, y ∈ A
and for all q ∈ Q ∩ [0, 1] we have qx+ (1− q)y ∈ A. See [9, Definition 3.1].
The following hold:
• The intersection of two convex sets is convex.
• Every linear cell is convex.
We are now ready to prove the main lemma for what follows below.
Lemma 2.12. Let C be a special linear decomposition of Rn, n > 1, D,E ∈ C two
linear cells of the form
D = Γ(f) and E = Γ(g),
where f ∈ L(B), g ∈ L(A), and A ⊆ cl(B). Then:
f|A < g or f|A = g or f|A > g.
Proof. Assume not. Then there is c ∈ A such that f(c) = g(c); otherwise A
would the be disjoint union of the open definable subsets {x ∈ A : f(x) < g(x)}
and {x ∈ A : g(x) < f(x)} contradicting the fact that A is definably connected.
Since f|A 6= g, then there exists d ∈ A such that f(d) 6= g(d). We may assume that
f(d) < g(d). By Lemma 2.10, there is a linear cell F ∈ C of the form F = (h, k)B
such that f|A = h|A < k|A. We next show that there is a point e ∈ A, such that
h(e) < g(e) < k(e) which contradicts the fact that C is special.
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g(d)
k(d)
f(d)
k(e)
g(e)
f(e)
k(c)
f(c) = g(c)
If g(d) < k(d), then let e = d. So assume k(d) ≤ g(d). We will choose e to be
“between” c and d. We first see that there is q0 ∈ (0, 1] ∩Q, such that
q0g(d) + (1 − q0)g(c) < q0k(d) + (1 − q0)k(c)
Indeed, if not, then k(c) ≤ g(c). But g(c) = f(c) < k(c), a contradiction. On the
other hand, since f(d) < g(d) and f(c) = g(c), we have that for every q ∈ (0, 1]∩Q,
qf(d) + (1 − q)f(c) < qg(d) + (1− q)g(c).
Hence, if we let e = q0d + (1 − q0)c, then e ∈ A (by Remark 2.11) and we have
f(e) = h(e) < g(e) < k(e), proving our claim.

Lemma 2.13. Let C be a special linear decomposition of Rn, n > 1, and D,E ∈ C
such that D ∩ cl(E) 6= ∅. Then:
π(D) ⊆ cl(π(E)) ⇒ D ⊆ cl(E).
Proof. Let A = π(D) and B = π(E); so A ⊆ cl(B). We have the following
possibilities for E: (1) E = Γ(f|B) or (2) E = (f, g)B; and the following possibilities
for D: (a) D = Γ(h|A) or (b) D = (h, k)A.
By Lemma 2.8, if (1) then cl(E) = Γ(f|cl(B)), and if (2) then cl(E) = [f, g]cl(B).
Suppose (1). If (a), since D ∩ cl(E) 6= ∅, there is a ∈ A with f(a) = h(a)
and so by Lemma 2.12, f|A = h|A and therefore D ⊆ cl(E). On the other hand,
case (b) under (1) cannot happen: as C is special, there is no a ∈ A such that
h(a) < f(a) < k(a) and so D ∩ cl(E) = ∅ contradicting the assumption of the
lemma.
Suppose (2). If (a), since D∩ cl(E) 6= ∅, there is a ∈ A with f(a) ≤ h(a) ≤ g(a).
Since C is special, f(a) = h(a) or h(a) = g(a) and so by Lemma 2.12, f|A = h|A
or h|A = g|A and therefore D ⊆ cl(E). If (b), there is a ∈ A such that [f(a), g(a)]
intersects (h(a), k(a)). Since C is special, we have f(a) = h(a) and g(a) = k(a) and
so by Lemma 2.12, f|A = h|A or g|A = k|A and therefore D ⊆ cl(E).

Corollary 2.14. Let C be a special linear decomposition of Rn, n > 0, and D,E ∈ C
such that D ∩ cl(E) 6= ∅. Then D ⊆ cl(E).
In particular, C is a stratification of Rn.
Proof. The statement trivially holds if D = E, hence assume D 6= E. We
work by induction on n. For n = 1, the assumption D ∩ cl(E) 6= ∅ implies that
E is an open interval and D is one of its endpoints. So now assume n > 1.
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Clearly, π(D)∩cl(π(E)) 6= ∅ (using Lemma 2.8), and hence by inductive hypothesis,
π(D) ⊆ cl(π(E)). By Lemma 2.13, D ⊆ cl(E). 
Lemma 2.15. Let C be a special linear decomposition of Rn, n > 0. Then, for any
subset X ⊆ Rn, st(X) is open.
Proof. It suffices to show that st(X)∩cl(E) = ∅ for any E ∈ C with st(X)∩E =
∅. Suppose this is not the case. Then some D ∈ Star(X) meets cl(E). Then by
Corollary 2.14, cl(E) contains D and so cl(D). As X meets cl(D), it meets cl(E),
and hence E ⊆ st(X), which is a contradiction.

Proposition 2.16. Let C be a special linear decomposition of Rn, n > 0, and
C ∈ C. Then U = st(C) is an open (usual) cell.
Proof. By Lemma 2.15, U is open. So it remains to prove that U is a cell.
Before that we need a few preliminaries.
Since C is a linear decomposition, for every B ∈ Star(π(C)), π−1(B) ∩ U is a
union of linear cells in C which are either graphs of linear maps, or cylinders between
linear maps, with domain B. By Lemma 2.3(i), U ⊆
⋃
{π−1(B) : B ∈ Star(π(C))},
and hence
U =
⋃
{π−1(B) ∩ U : B ∈ Star(π(C))}.
We claim that for every B ∈ Star(π(C)),
π−1(B) ∩ U = (fB, gB)B,
for some fB, gB ∈ L∞(B) with fB < gB.
Fix B ∈ Star(π(C)). Let fB be the bottom function with domain B defining the
bottom cell of π−1(B) ∩ U and let gB be the top function with domain B defining
the top cell of π−1(B) ∩ U. (Recall that this latter set is a union of linear cells in
C which are either graphs of linear maps, or cylinders between linear maps, with
domain B).
Claim 2.17. If C = (l, k)P then E = (fB, gB)B is the unique cell in Star(C) such
that π(E) = B and fB|P = l and gB|P = k. In particular, π−1(B)∩U = (fB, gB)B.
Suppose that E is not a cell in Star(C). Then there are cells Γ(h1|B), . . . ,Γ(h
m
|B)
in Star(C) such that fB < h
1
|B < · · · < h
m
|B < gB. Since B ∈ Star(π(C)) we
have P = π(C) ⊆ cl(B), and since Γ(hi|B) ∈ Star(C) we have C ⊆ cl(Γ(h
i
|B) =
Γ(hi|cl(B)) (by Lemma 2.8). Hence cl(C) = [l, k]cl(P ) ⊆ Γ(h
i
|cl(B)) (by Lemma 2.8)
and therefore, l = (hi|cl(B))|P = k which is absurd.
By the choice of fB and gB, E = (fB, gB)B is then the unique cell in Star(C)
such that π(E) = B. Since C ⊆ cl(E) = [fB, gB]cl(B) we have cl(C) = [l, k]cl(P ) ⊆
[fB, gB]cl(B). Since C is special we must have fB|P = l and gB|P = k. 
Claim 2.18. If C = Γ(l|P ) then there are cells Γ(h1|B), . . . ,Γ(h
m
|B) in Star(C) such
that fB < h
1
|B < · · · < h
m
|B < gB and h
i
B|P = l. Moreover, (h
i
|B, h
i+1
|B )B, (fB, h
1
|B)B
and (hm|B, gB) are all cells in Star(C). In particular, π
−1(B) ∩ U = (fB, gB)B.
Let < h1|B < · · · < h
m
|B be all the linear functions that appear in the definition
of a linear cell of π−1(B) ∩ U . (Recall that U = st(C) and π−1(B) ∩ U is a union
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of linear cells in C which are either graphs of linear maps, or cylinders between
linear maps, with domain B). Then Γ(h1|B), . . . ,Γ(h
m
|B) are cells in Star(C) and
(hi|B, h
i+1
|B )B, (fB, h
1
|B)B and (h
m
|B, gB) are all cells in Star(C).
Since P ⊆ B and Γ(hi|B) ∈ Star(C), by Lemma 2.12 we must have h
i
B|P = l. 
We conclude the proof of the proposition by induction on n. If n = 1, then C is
a point and U is an open interval or C is an open interval and U = C. Now assume
that n = k + 1 and the result holds for k > 0.
Let D = st(π(C)), f =
⋃
B∈Star(pi(C)) fB and g =
⋃
B∈Star(pi(C)) gB. Then
U = (f, g)D.
By inductive hypothesis, D is a usual cell. To show that f, g are continuous, we
need to show that for every A,B ∈ Star(π(C)), and A ⊆ cl(B),
fB|A = fA and gB|A = gA.
Indeed, for any B,B′ ∈ Star(π(C)), if cl(B) ∩ cl(B′) 6= ∅, then the intersection of
cl(B) ∩ cl(B′) with the domain of f (resp. g) is a union of cells A ∈ C such that
A ⊆ cl(B) ∩ cl(B′) (by Corollary 2.14) and A ∈ Star(π(C)).
By Lemma 2.12, there are 3 possibilities: (i) fB|A > fA, (ii) fB|A = fA, (iii)
fB|A < fA.
If we assume (i) we get a contradiction since in that case U is not open. Let us
assume (iii).
If C = Γ(l|P ), then since C is special, by Lemma 2.12, and using the notation of
Claim 2.18, we have (h1|B)|A ≤ fA. Since P ⊆ cl(A) ⊆ cl(B), we have l = (h
1
A)|P >
(fA)|P ≥ (h1|B)|P = l, which is absurd.
If C = (l, k)P , then by Claim 2.17, F = (fA, gA)A and E = (fB, gB) are in
Star(C) and l = (fA)|P = (fB)|P and k = (gA)|P = (gB)|P . Since C is special, by
Lemma 2.12, we have (gB)|A ≤ fA. Since P ⊆ cl(A), we have (gB)|P ≤ (fA)|P .
Hence, if (x, y) ∈ C, then l(x) < y < k(x) = (gB)|P (x) ≤ (fA)|P (x) and so
(x, y) /∈ [fA, gA]cl(A) = cl(F ). So C 6⊆ cl(F ) which is absurd. 
Corollary 2.19. If R = (R,<, 0,+, {λ}λ∈D) is an ordered vector space over an
ordered division ring D, then every non-empty open definable set is a finite union
of open cells.
Proof. Let X ⊆ Rn be an open definable subset and take C a special linear
decomposition of Rn that partitions X . By Lemma 2.3(ii),
X =
⋃
C∈C, C⊆X
st(C).
Then apply Proposition 2.16. 
3. The semi-bounded non-linear case
We assume in this section that R is semi-bounded and non-linear. So, as we saw
in the Introduction, there exists a definable real closed field 〈I, 0I , 1I ,+I , ·I , <I〉 on
some interval I ⊆ R which, without loss of generality, can be assumed to be of the
form I = (−e, e), 0I = 0 and <I is the restriction of < to I. Here we will use the
existence of this “short” definable real closed field to adapt Wilkie’s proof ([16]) in
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o-minimal expansions of real closed fields.
In the next lemmas the semi-boundedness assumption of R is not required.
Lemma 3.1 ([16], Lemma 1). Let C be a cell in Rn. Then there exists an open cell
D in Rn with C ⊆ D and a definable retraction H : D → C (that is, a continuous
map such that H|C = idC).
Lemma 3.2. Let C be a cell in Rn. Suppose that h : C → R is a continuous
definable map and let U be an open definable subset of Rn+1. Suppose further that
Γ(h) ⊆ U . Then there exist definable maps f, g : C → R and cells C1, . . . , Cm ⊆ C
such that:
(1) f < h < g;
(2) C = C1 ∪ · · · ∪ Cm;
(3) for each i, f|Ci and g|Ci are continuous;
(4) for each i, Γ(h|Ci) ⊆ [f|Ci , g|Ci]Ci ⊆ U .
Proof. Since U is open and Γ(h) ⊆ U , by definable choice ([2, Chapter 6, (1.2)]
there exists definable maps f, g : C → R such that f < h < g and [f, g]C ⊆ U. By
cell decomposition, there are cells C1, . . . , Cm ⊆ C covering C such that for each i,
f|Ci and g|Ci are continuous. Now the rest is clear. 
The following is also needed:
Lemma 3.3. Let C be a cell in Rn. Suppose that f, g : C → R are continuous
definable maps such that f < g and let V,W ⊆ U be open definable subsets of
Rn+1. Suppose further that (f, g)C ⊆ U , Γ(f) ⊆ V and Γ(g) ⊆ W . Then there
exist definable maps f ′, g′ : C → R and cells C1, . . . , Cm ⊆ C such that:
(1) C = C1 ∪ · · · ∪ Cm;
(2) for each i, f ′|Ci and g
′
|Ci are continuous;
(3) f < f ′ < g′ < g;
(4) for each i, Γ(f ′|Ci) ⊆ V and Γ(g
′
|Ci) ⊆W ;
(5) for each i, (f ′|Ci , g|Ci)Ci ⊆ U , (f|Ci , g
′
|Ci)Ci ⊆ U and [f
′
|Ci , g
′
|Ci]Ci ⊆ U .
Proof. Since (f, g)C ⊆ U , Γ(f) ⊆ V and Γ(g) ⊆ W and V,W ⊆ U be open
definable subsets of Rn+1, by definable choice ([2, Chapter 6, (1.2)] there exists
definable maps f ′, g′ : C → R such that
(1) f < f ′ < g′ < g;
(2) Γ(f ′) ⊆ V and Γ(g′) ⊆W ;
(3) (f ′, g)C ⊆ U , (f, g′)C ⊆ U and [f ′, g′]C ⊆ U .
By cell decomposition, there are cells C1, . . . , Cm ⊆ C covering C such that for
each i, f|Ci and g|Ci are continuous. Now the rest is clear. 
Below we let
d(n)(x, y) = max{|xi − yi|1 ≤ i ≤ n}
denote the standard distance in Rn (where we denote by z = (z1, . . . , zn) the
elements of Rn). This distance is a continuous definable function (by [2, Chapter
6 (1.4)]). Moreover, if B ⊆ Rn is a nonempty definable subset and a ∈ Rn, then
dn(a,B) = inf{dn(a, x) : x ∈ B}
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is well defined (by ([2, Chapter 1 (3.3)])) and dn(a,B) = 0 if and only if a ∈ cl(B)
(the if part of this equivalence is immediate and for the only if part one can use
the curve selection ([2, Chapter 6 (1.5)])).
Let π : Rn+1 → Rn be the projection onto the first n coordinates. We say that
an open definable subset U of Rn+1 has I-short height if for every x ∈ π(U) we
have
sup{|t− s| : t, s ∈ Ux} ∈ I
where Ux = {y ∈ R : (x, y) ∈ U}.
We now prove the analogue of [16, Lemma 2] for open definable subsets with
I-short height. The argument of the proof is similar, one just has to observe that
the field operations are used in Wilkie’s proof in a uniform way and only along
fibers. Since in our case our fibers are I-short, such field operations, in the field I,
can also be used in exactly the same way.
For completeness we include the details of the proof but at the end we follow
a more constructive argument suggested to us by Oleg Belagradek. For that we
need the following observations which are true in arbitrary o-minimal expansions
of ordered groups:
Remark 3.4. If θ : [a, b] → [c, d] is a continuous, definable, strictly decreasing
function, θ(a) = d and θ(b) = c, then θ is bijective.
Indeed, as θ is definable and continuous, θ([a, b]) is definable, closed, and bounded
by [2, Chapter 6 (1.10)], and hence it a finite union of closed intervals and singletons,
by o-minimality. Since θ is strictly decreasing, θ([a, b]) is densely ordered, and so
is a closed interval, which must be [c, d].
Remark 3.5. Let V ⊆ Rn be an open definable subset, and let {θx : [ax, bx] →
[cx, dx]}x∈V be a uniformly definable family of strictly decreasing functions with
θx(ax) = dx and θx(bx) = cx. (So by the previous remark all θx’s are bijective).
Suppose that all ax, bx, cx, dx are continuous functions in x, and moreover, the map
{(x, y) : x ∈ V and y ∈ [ax, bx]} → R : (x, y) 7→ θx(y)
is continuous. Then the map
γ : {(x, z) : x ∈ V and z ∈ [cx, dx]} → R : (x, y) 7→ θ
−1
x (z)
is continuous.
Indeed, for each x, let θx : R→ R be given by
θx(y) =


ax + dx − y for y < ax
θx(y) for ax ≤ y ≤ bx
bx + cx − y for y > bx
Then {θx : R → R}x∈V is a uniformly definable family of strictly decreasing func-
tions such that θx extends θx for all x ∈ V , and V × R → R : (x, y) 7→ θx(y) is a
continuous function.
Now γ : V ×R→ R : (x, y) 7→ θ
−1
x (z) is also a continuous function since, for any
(a, b) ⊆ R,
γ−1((a, b)) = {(x, z) ∈ V ×R : a < θ
−1
x (z) < b}
= {(x, z) ∈ V ×R : θx(a) < z < θx(b)},
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which is open. Therefore, since γ extends γ, we have that γ is also continuous as
required.
Lemma 3.6. Let C be a cell in Rn. Suppose that f, g : C → R are continuous
definable maps such that f < g and let U be an open definable subset of Rn+1
with I-short height. Suppose further that [f, g)C ⊆ U (respectively (f, g]C ⊆ U).
Then there exists an open definable subset V of Rn and continuous definable maps
F,G : V → R such that:
(1) C ⊆ V ;
(2) F|C = f and Γ(F ) ⊆ U (respectively Γ(G) ⊆ U);
(3) G|C = g;
(4) F < G;
(5) for all x ∈ V and all y ∈ R with F (x) ≤ y < G(x), (respectively F (x) <
y ≤ G(x)), (x, y) ∈ U .
Proof. We prove the unparenthesized statement, the parenthetical one being
similar.
Applying Lemma 3.1 we obtain an open cell D in Rn, with C ⊆ D, and a
continuous definable retraction H : D → C.
Let
V = {x ∈ D : d(n)(x,H(x)) < d(n+1)((x, f ◦H(x)), U c)},
where U c = Rn+1\U. Clearly V is open in Rn and (1) holds since Γ(f) ⊆ U. Putting
F = f ◦H|V we see that (2) holds. Also note that for all x ∈ V , F (x) < g ◦H(x)
and
Jx := [0, g ◦H(x)− F (x)) ⊆ {t ∈ R≥0 : F (x) + t ∈ Ux} ⊆ I
since U has I-short height.
By o-minimality and the fact that Γ(F ) ⊆ U , there are well defined definable
maps z0 : V → I and y0 : V → R given by
z0(x) = sup{t ∈ Jx : [F (x), F (x) + t) ⊆ Ux}
and
y0(x) = F (x) + z0(x).
Now observe that y0 : V → R satisfies the conditions (3), (4) and (5) for G ((3) is
satisfied because (f, g)C ⊆ U , by hypothesis, and f = F|C), but maybe y0 is not
continuous. Thus we need to find a continuous definable map G : V → R such that
F < G ≤ y0 and G|C = y0.
Consider the definable set
S = {(x, y) ∈ Rn+1 : x ∈ V and F (x) ≤ y ≤ g ◦H(x)}
and the definable continuous maps θ1, θ2 : S → I given by
θ1(x, y) = 1I −I (y − F (x)) ·I (g ◦H(x)− F (x))
−I1I
where 1I is the neutral element for the multiplication ·I , −I is the diference and
−I1I is inversion in the field I, and,
θ2(x, y) = inf{d
(n+1)((x, t), U c) : F (x) ≤ t ≤ y}.
Note that since U has I-short height we do have θ1(S) ⊆ I and θ2(S) ⊆ I.
Fix x ∈ V . Then the continuous definable map (θ1 ·I θ2)(x,−) decreases mono-
tonically and strictly from d(n+1)((x, F (x)), U c) to 0I = 0 on [F (x), y0(x)] and is
identically 0I = 0 on [y0(x), g ◦H(x)].
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For x ∈ V let
ax = F (x), bx = y0(x), cx = 0, dx = d
(n+1)((x, F (x)), U c),
and θx(−) = (θ1 ·I θ2)(x,−)| : [ax, bx]→ [cx, dx]. Then by Remark 3.5,
G : V → R : x 7→ θ−1x (d
(n)(x,H(x)))
is a continuous definable function. Moreover, ax < G(x) ≤ bx for all x ∈ V. In fact,
if not then ax = G(x) and we obtain (θ1 ·I θ2)(x,G(x)) = d
(n+1)((x, F (x)), U c)
contradicting the fact that d(n)(x,H(x)) < d(n+1)((x, F (x)), U c). We also have
G(x) = bx for all x ∈ C. Therefore, G satisfies (3), (4) and (5) as required.

We need one more lemma:
Lemma 3.7. Let C be a cell in Rn. Suppose that f, g : C → R are continuous
definable maps such that f < g and let U be an open definable subset of Rn+1.
Suppose further that [f, g]C ⊆ U . Then there exists an open definable subset W of
Rn and continuous definable maps F,G : W → R such that:
(1) C ⊆W ;
(2) F|C = f and Γ(F ) ⊆ U ;
(3) G|C = g and Γ(G) ⊆ U ;
(4) F < G;
(5) for all x ∈ W and all y ∈ R with F (x) ≤ y ≤ G(x), (x, y) ∈ U .
Proof. Applying Lemma 3.1 we obtain an open cell D in Rn, with C ⊆ D, and
a continuous definable retraction H : D → C.
Let W ′ be the intersection of
{x ∈ D : d(n)(x,H(x)) < d(n+1)((x, f ◦H(x)), U c)}
and
{x ∈ D : d(n)(x,H(x)) < d(n+1)((x, g ◦H(x)), U c)}
where U c = Rn+1 \ U. Clearly W ′ is open in Rn and (1) holds for W ′ since
Γ(f),Γ(g) ⊆ U. Also (2) and (3) hold for f ◦H|W ′ and g ◦H|W ′ . Also note that for
all x ∈ W ′, f ◦H|W ′(x) < g ◦H|W ′(x) so (4) holds for f ◦H|W ′ and g ◦H|W ′ .
Let B = [f ◦H|W ′ , g ◦H|W ′ ]|W ′ \ U where
[f ◦H|W ′ , g ◦H|W ′ ]|W ′ = {(x, y) ∈W
′ ×R : y ∈ [f ◦H|W ′(x), g ◦H|W ′(x)]},
and let
W = W ′ \ π(B).
Clearly W is open. We now show that C ⊆ W , verifying in this way (1). Suppose
not and let c = (c1, . . . , cn) ∈ C be such that c ∈ π(B). Let ǫ > 0 be such
that E = Πni=1[ci − ǫ, ci + ǫ] ⊆ W
′. By definable choice there is a definable map
α : (0, ǫ)→ π(B)∩E such that limt→0+α(t) = c. By replacing ǫ we may assume that
α is continuous. Again by definable choice, we see that there exists a definable map
β : (0, ǫ)→ B∩[f◦H|E, g◦H|E]|E such that π◦β = α. By replacing ǫ we may assume
that β is continuous. Since the definable set B∩ [f ◦H|E, g◦H|E]|E is closed and, by
[3, Proposition 3.1 (3)], β((0, ǫ)) is bounded, the limit limt→0+β(t) exists in this set.
If d is this limit, then π(d) = c since π◦β = α. So d ∈ [f◦H|W ′(c), g◦H|W ′(c)]∩B 6= ∅
contradicting the fact that [f ◦H|W ′(c), g ◦H|W ′(c)] = [f(c), g(c)] ⊆ U.
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If we put F = f ◦H|W and G = g ◦H|W we see that (2), (3) and (4) hold. On the
other hand, if x ∈ W and y ∈ R are such that F (x) ≤ y ≤ G(x) and, by absurd,
(x, y) /∈ U , then (x, y) ∈ B and so x ∈ π(B) ⊆ π(B) contradicting the fact that
x /∈ π(B). Thus (5) also holds. 
Combining Lemmas 3.6 and 3.7 we obtain:
Lemma 3.8. Let C be a cell in Rn. Suppose that f, g : C → R are continuous
definable maps such that f < g and let U be an open definable subset of Rn+1.
Suppose further that [f, g)C ⊆ U (respectively (f, g]C ⊆ U). Then there exists a cell
decomposition C1, . . . , Cl of C and for each i = 1, . . . , l there is an open definable
subset Vi of R
n and continuous definable maps Fi, Gi : Vi → R such that:
(1) Ci ⊆ Vi;
(2) Fi|Ci = f|Ci and Γ(Fi) ⊆ U (respectively Γ(Gi) ⊆ U);
(3) Gi|Ci = g|Ci;
(4) Fi < Gi;
(5) for all x ∈ Vi and all y ∈ R with Fi(x) ≤ y < Gi(x), (respectively Fi(x) <
y ≤ Gi(x)), (x, y) ∈ U .
Proof. We prove the unparenthesized statement, the parenthetical one being
similar.
Let H : D → C be as in Lemma 3.1. Choose ǫ ∈ I such that 2ǫ ∈ I and put
Uf = U ∩ ((f ◦H)− ǫ, (f ◦H) + ǫ)D
and
Ug = U ∩ ((g ◦H)− ǫ, (g ◦H) + ǫ)D.
Then clearly Uf and Ug are open definable subsets of U with I-short height. For
example, if (x, y) ∈ Uf , then (f ◦H)(x)− ǫ < y < (f ◦H)(x) + ǫ.
Since (f, g)C ⊆ U , Γ(f) ⊆ Uf and Γ(g) ⊆ Ug, by Lemma 3.3, there exist definable
maps f ′, g′ : C → R and cells C1, . . . , Cm ⊆ C such that:
(1) C = C1 ∪ · · · ∪ Cm;
(2) for each i, f ′|Ci and g
′
|Ci are continuous;
(3) f < f ′ < g′ < g;
(4) for each i, Γ(f ′|Ci) ⊆ Uf and Γ(g
′
|Ci) ⊆ Ug;
(5) for each i, (f ′|Ci, g|Ci)Ci ⊆ U , (f|Ci , g
′
|Ci)Ci ⊆ U and [f
′
|Ci, g
′
|Ci ]Ci ⊆ U .
Fix i = 1, . . . ,m. Then we can apply Lemma 3.6 to the data (Uf , f|Ci , f
′
|Ci)
and obtain the data (Vf , F1, F
′
1) satisfying (1) to (5) of that lemma. Similarly, we
can apply Lemma 3.6 to the data (Ug, g
′
|Ci, g|Ci) and obtain the data (Vg, G
′
1, G1)
satisfying (1) to (5) of that lemma. On the other hand, we can apply Lemma 3.7 to
the data (U, f ′|Ci, g
′
|Ci) and obtain the data (W,F
′, G′) satisfying (1) to (5) of that
lemma .
Take Vi = Vf ∩ Vg ∩W and set F = F1|Vi , G = G1|Ci . Then clearly (1) to (5)
hold. 
The following is also required:
Lemma 3.9. Let C be a cell in Rn. Suppose that k : C → R is a continuous
definable map and let U be an open definable subset of Rn+1. Suppose further that
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[k,+∞)C ⊆ U (respectively (−∞, k]C ⊆ U). Then there exists an open definable
subset W of Rn and a continuous definable map K :W → R such that:
(1) C ⊆W ;
(2) K|C = k and Γ(K) ⊆ U ;
(3) for all x ∈ W and all y ∈ R with K(x) ≤ y (respectively y ≤ K(x)),
(x, y) ∈ U .
Proof. We prove the unparenthesized statement, the parenthetical one being
similar.
Applying Lemma 3.1 we obtain an open cell D in Rn, with C ⊆ D, and a
continuous definable retraction H : D → C.
Let
W ′ = {x ∈ D : d(n)(x,H(x)) < d(n+1)((x, k ◦H(x)), U c)}
where U c = Rn+1\U. ClearlyW ′ is open in Rn and (1) holds forW ′ since Γ(k) ⊆ U .
Also (2) holds for k ◦H|W ′ .
Let B = [k ◦H|W ′ ,+∞)|W ′ \ U where
[k ◦H|W ′ ,+∞)|W ′ = {(x, y) ∈ W
′ ×R : k ◦H|W ′(x) ≤ y},
and let
W = W ′ \ π(B).
Clearly W is open. We now show that C ⊆ W , verifying in this way (1). Suppose
not and let c = (c1, . . . , cn) ∈ C be such that c ∈ π(B). Let ǫ > 0 be such
that E = Πni=1[ci − ǫ, ci + ǫ] ⊆ W
′. By definable choice there is a definable map
α : (0, ǫ)→ π(B)∩E such that limt→0+α(t) = c. By replacing ǫ we may assume that
α is continuous. Again by definable choice, we see that there exists a definable map
β : (0, ǫ)→ B∩ [k◦H|E,+∞)|E such that π ◦β = α. By replacing ǫ we may assume
that β is continuous. Since the definable set B ∩ [k ◦H|E,+∞)|E is closed and, by
[3, Proposition 3.1 (3)], β((0, ǫ)) is bounded, the limit limt→0+β(t) exists in this set.
If d is this limit, then π(d) = c since π ◦ β = α. So d ∈ [k ◦H|W ′(c),+∞) ∩B 6= ∅
contradicting the fact that [k ◦H|W ′(c),+∞) = [k(c),+∞) ⊆ U.
If we put K = k ◦H|W we see that (2) holds. On the other hand, if x ∈ W and
y ∈ R are such that K(x) ≤ y and, by absurd, (x, y) /∈ U , then (x, y) ∈ B and so
x ∈ π(B) ⊆ π(B) contradicting the fact that x /∈ π(B). Thus (3) also holds. 
Corollary 3.10. If R is a semi-bounded non-linear o-minimal expansion of an
ordered group, then every non-empty open definable set is a finite union of open
cells.
Proof. This is done by induction on the dimension of the open definable set.
For dimension one this is clear. Let U be an open definable subset of Rn+1. Let D
be a cell decomposition of Rn+1 partitioning U . Clearly it is enough to show that
each cell D ∈ D with D ⊆ U can be covered by finitely many open cells (in Rn+1)
each of which is contained in U .
Case A: D = (f, g)C for some cell C in R
n and continuous definable maps
f, g : C → R such that f < g.
Let f ′ = 2f+g3 and g
′ = f+2g3 . Then f
′, g′ : C → R are continuous definable
maps such that
• f < f ′ < g′ < g;
• Γ(f ′) ⊆ U and Γ(g′) ⊆ U ;
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• (f ′, g)C ⊆ U and (f, g′)C ⊆ U .
Now apply Lemma 3.8 to the data (C,U, f, g′) and obtain the data (Ci, Vi, Fi, G′i)
with i = 1, . . . , l satisfying (1) to (5) of that lemma. By the inductive hypothesis
there exists a finite collection Ai of open cell in Rn contained in Vi which cover
Vi. By (4) and (5) of Lemma 3.8, for each A ∈ Ai, (Fi|A, G′i|A)A is an open cell
in Rn+1 contained in U , and by (1), (2) and (3) of that lemma, (f|Ci , g
′
|Ci)Ci ⊆
∪{(Fi|A, G′i|A)A : A ∈ Ai}. Thus (f, g
′)C ⊆ ∪{(Fi|A, G′i|A)A : A ∈ Ai and i =
1, . . . , l}.
Similarly, apply Lemma 3.8 to the data (C,U, f ′, g) (the parenthetical statement
there) to see that (f ′, g)C can be covered by finitely many open cells in Rn+1 each
of which is contained in U . Hence the same is true for (f, g)C = (f, g
′)C ∪ (f ′, g)C .
Case B: D = Γ(h) for some continuous definable map h : C → R where C is a
cell in Rn. This case reduces to Case A above by Lemma 3.2.
Case C: D = (k,+∞)C (respectively D = (−∞, k)C) for some cell C in R
n and
continuous definable map k : C → R.
Then we can apply Lemma 3.9 to the data (C,U, k) and obtain the data (C,W,K)
satisfying (1) to (3) of that lemma. By the inductive hypothesis there exists a finite
collection A of open cell in Rn contained in W which cover W . By (3) of Lemma
3.9, for each A ∈ A, (K|A,+∞)A is an open cell in Rn+1 contained in U , and by
(1) and (2) of that lemma, (k|C ,+∞)C ⊆ ∪{(K|A,+∞)A : A ∈ A}.
Similarly for the case D = (−∞, k)C . 
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