Abstract-Let X and Y denote two jointly memoryless sources with finite alphabets. Suppose that X is to be encoded in a lossy manner with Y as the side information available only at the decoder. A common approach to this lossy source coding problem is to apply conventional vector quantization followed by Slepian-Wolf coding. In this paper we are interested in the rate-distortion performance achievable asymptotically by this approach. Given an arbitrary single letter distortion measure d, it is shown that the best rate achievable asymptotically under the constraint that X is recovered with distortion level no greater than D ≥ 0 isRW Z (D) = minX [I(X;X) − I(Y ;X)], where the minimum is taken over all auxiliary random variablesX such that Ed(X,X) ≤ D andX → X → Y is a Markov chain. An extended Blahut-Arimoto algorithm is then proposed to calculatê RW Z (D) for any (X, Y ) and any distortion measure, and the convergence of the algorithm is also proved. Interestingly, it is observed that the random variableX achievingRW Z (D) is, in general, different from the random variableX achieving the classical rate-distortion function R(D) of X at distortion D. In particular, it is shown that in the case of binary sources and Hamming distortion measure, the random variableX achievinĝ RW Z (D) is the same as the random variableX achieving R(D) if and only if the channel p Y |X from X to Y is symmetric. Thus, the design of conventional quantization in the case of side information at the decoder should be different from the case of no side information.
I. INTRODUCTION
Let X and Y be two random variables taking values in finite sets X and Y, respectively. Let {(X i , Y i )} ∞ i=1 be a sequence of independent copies of (X, Y ). In this paper we shall sometimes refer to the two sources
simply as X and Y , respectively, for brevity. Suppose that X is to be encoded with Y as the side information available only at the decoder. Let {X i } ∞ i=1 denote the reconstruction of {X i } ∞ i=1 from alphabetX . Let d : X ×X → [0, ∞) denote a fixed distortion measure. It was shown in [1] that the minimum achievable rate in bits per letter for (X, Y ) under the constraint that X is recovered with distortion level no greater than D ≥ 0 is given by 
where the minimum is taken over all auxiliary random variables Z from a finite alphabet Z satisfying the following two conditions: 1) Z → X → Y is a Markov chain; and 2) there exists a deterministic reconstruction function f : Y × Z →X such that Ed(X, f (Y, Z)) ≤ D.
In view of (1), we see that in order to achieve R W Z (D), one has to jointly design Z and the reconstruction function f for (X, Y ) and the given distortion measure d. In general this joint design problem is hard to solve. A simpler and more practically relevant problem is to design Z for a fixed reconstruction function f . Indeed, in the practice of WynerZiv coding, a common approach is to use conventional vector quantization followed by Slepian-Wolf coding [2] . In this approach, it is implicitly assumed that Z =X , and the reconstruction function is fixed as f (Y, Z) = Z, where Z can be regarded as the reconstructed output of a vector quantizer in response to input X.
In this paper we are interested in the rate-distortion performance achievable asymptotically by the above approach, i.e., conventional vector quantization followed by Slepian-Wolf coding. We first show that the minimum rate in bits per letter achievable asymptotically for (X, Y ) under the constraint that X is recovered with distortion level no greater than D ≥ 0 is given byR
where the minimum is taken over all auxiliary random variablesX fromX such thatX → X → Y is a Markov chain, and Ed(X,X) ≤ D.
To gain deep insights onR W Z (D), we then extend the Blahut-Arimoto algorithm [3] , [4] , [6] to calculate the ratedistortion functionR W Z (D) for any (X, Y ) and any distortion measure d, and further show that our extended algorithm converges to a solution to (2) for any D ≥ 0. Interestingly, the extended algorithm allows us to observe an important phenomenon where the random variableX achievingR W Z (D) is generally different from the random variableX achieving the classical rate-distortion R(D) of X. Note that
where the minimum is taken over all auxiliary random variablesX fromX such that Ed(X,X) ≤ D [4] . from X to Y is symmetric. Generalizations to non-binary alphabets and distortion measures like meansquared error distortion measure will be considered in the full paper [5] .
II. THE RATE-DISTORTION FUNCTIONR W Z
As alluded to in the introduction, a typical approach in the practice of Wyner-Ziv coding is to apply conventional vector quantization followed by Slepian-Wolf coding. In this section we determine the best rate-distortion performance achievable asymptotically by this approach for memoryless source-side information pair (X, Y ) with alphabet X × Y. Throughout this paper, X , Y andX are assumed to be finite.
To facilitate our discussion, let C n = (ψ n • φ n , g n ) denote an order-n code where φ n denotes a mapping from X n toX n , ψ n denotes a mapping from φ n (X n ), the range of φ n , to a prefix subset of {0, 1}
* of finite binary strings, and g n denotes a mapping from Y n × {0, 1} * to φ n (X n ). To encode and decode a sequence x n ∈ X n with decoder side information y n , C n works as follows: on the encoder side, x n is mapped tox n = φ n (x n ) fromX , and thenx n is encoded into a binary string ψ n (x n ); on the decoder side, C n decodesx n as g n (y n , ψ n (x n )). In view of the above process, we see that if φ n (X n ) is denoted byX n , then one can regardX n as the reconstructed output of an vector quantizer in response to input X n , and (ψ n , g n ) as an order-n Slepian-Wolf code to encodê X n with decoder only side information
the operational rate-distortion performance of C n is characterized by
where |b| denotes the length of a binary string b, and
Using the terminology similar to that in [1] , we say that a rate distortion pair (R, D) is achievable if, for arbitrary > 0, there exists a code C n = (φ n • ψ n , g n ) such that
LetR denote the set of achievable (R, D) pairs, and definê
The following theorem shows that our information theoretic functionR W Z (D) defined in (2) is indeed equal to the ratedistortion functionR * (D) defined in (7) above.
The proof of Theorem 1 along with that of Lemma 1 is omitted due to page limit. The reader is referred to the full paper [5] for all the proofs omitted in this paper and a more detailed discussion.
III. EXTENDED BLAHUT-ARIMOTO ALGORITHM
In this section, we extend the well-known Blahut-Arimoto algorithm to calculate the rate distortion functionR W Z (D) for any memoryless pair (X, Y ) and any distortion measure d. Our extension is similar to that used to calculate R W Z (D) in [6] . This extended algorithm serves two purposes in this paper: first it allows us to numerically compare the random variableX achievingR W Z (D) and the random variableX achieving R(D) (see (3)); and second its derivation facilitates our discussions in Section IV below.
Let p X denote the marginal distribution of X, and p Y |X denote the conditional probability distribution of Y given X. In order to find a random variableX that achievesR W Z (D), we try to find a pair of transition probability functions QX |X : 
where g(x,x) = e y∈Y p Y |X (y|x) log p (i−1) X|Y (x|y) , and for any
The following theorem shows that the sequence
); i ≥ 1} obtained by our extended BlahutArimoto algorithm converges to a pair of distributions that achieves J s ∆ = inf QX |X ,pX |Y J s (QX |X , pX |Y ). Here, the infimum is taken over all possible pairs of transition probability distributions from X toX and from Y toX (Note that sinceX and Y are assumed to be finite, the infimum is achievable). For brevity, let QX |X (pX |Y ) denote the transition probability function from X toX obtained from pX |Y through (9).
Theorem 2: There exists a p * X |Y such that
), and J s (Q * X |X , p * X |Y ) = J s . The extended Blahut-Arimoto algorithm allows us to observe the following phenomenon, that is, in most cases, the random variableX that achievesR W Z (D) is different from the random variableX that achieves the classical ratedistortion R(D). Interestingly, there are indeed cases wherê X =X . To put this into perspective, let us look at an example.
Example 1: Suppose that X = Y =X = {0, 1}, and that the Hamming distortion measure is used. We consider two cases.
Case 1:
05. In Case 1, it is observed that regardless the marginal distribution p X , the transition probability distribution QX |X achieving R(D) for X always achievesR W Z (D) for (X, Y ). The above observation, however, does not hold in Case 2. For example, when p X (0) = 1/3, and D = 0.01, the optimum QX |X for R(D) and the optimum QX |X forR W Z (D) are as follows:
Example 1 above seems to suggest that p Y |X being symmetric is the answer to Question Q1 raised in the introduction. This is indeed proved in the next section. Note that due to finite precision in computation, running the extended BlahutArimoto algorithm is not a mathematical proof.
IV. OPTIMUM CONVENTIONAL QUANTIZATION
Throughout this section, we assume that X = Y = X = {0, 1}, and d denotes the Hamming distortion measure. With these assumptions, we settle Question Q1 completely in Theorems 3 and 4.
Definition 1: A binary memoryless channel p Y |X with input X and output Y is said to be symmetric if and only if the input and output relationship can be expressed as Y = X ⊕N , where N is independent of X. Throughout this paper, ⊕ denotes modulo-2 addition. The probability of the event N = 1 is called the crossover probability of the symmetric channel.
Theorem 3: Let X denote a binary random variable with p X (0) = p ∈ (0, 0.5]. If the channel p Y |X from X to Y is symmetric with crossover probability 0 ≤ q ≤ 1, then for any
Proof of Theorem 3: Theorem 3 obviously holds when D ≥ p or D = 0. Assume now that D ∈ (0, p). Observe that
It follows from (11) that if I(X;X) were to be minimized subject to a Hamming distortion constraint, one should look forX such that p X|X is symmetric, if suchX exists. Interestingly, with 0 < D < p, one can always find such a random variableX with marginal distribution qX
such that the conditional probability distribution p X|X of X givenX (also called the test channel) is given by
where x,x ∈ {0, 1}.
Let us look at the case where the side information Y is available only at the decoder. Then
In view of (14), we see that the presence of Y complicates the problem of minimizing I(X;X) − I(Y ;X) subject to Ed(X,X) ≤ D. More specifically, it is no longer clear that in order to minimize I(X;X) − I(Y ;X) under the distortion constraint, one should look for a symmetric test channel p X|X . In the following, we shall argue that the optimum test channel p X|X (in the sense of minimizingI(X;X) − I(Y ;X) under the constraint Ed(X,X) ≤ D) is not only symmetric but also equal to p X|X in (13).
For brevity, let r 0 = p X|X (1|0), and r 1 = p X|X (0|1). Let qX denote the marginal distribution ofX. Then
where r = qX (0)r 0 + qX (1)r 1 , and for two real numbers a, b, a * b
In the above, the inequality 1) follows from Lemma 2 in Appendix; and the inequality 2) is due to the constraint r = Ed(X,X) ≤ D and Lemma 2. Combining (14) and (15), we have
It is thus clear that the right-hand-side of (16) is indeed achievable with the random variableX satisfying (12) and (13). This completes the proof of Theorem 3.
Theorem 4: Let X denote a binary random variable with
Proof of Theorem 4: For brevity, denote p Y |X (1|0) and p Y |X (0|1) by q 0 and q 1 , respectively. Without losing generality, we assume that q 0 < q 1 . Note that from our assumptions, q 0 + q 1 = 1. For 0 < D < p, let us assume thatX is a random variable achieving R(D) for X, i.e.,X satisfies (12) and (13). We prove Theorem 4 by contradiction.
Suppose thatX achievesR W Z (D). Let QX |X and pX |Y denote the conditional probability distribution ofX given X and Y , respectively. In view of (8), we see that J s (QX |X , pX |Y ) = J s . This implies that
where p X|X and p Y |X denote the conditional probability distribution of X givenX and Y givenX , respectively. Let δ = q 1 − q 0 . Then the left-hand-side of (17) can be written as
Similarly, the right-hand-side of (17) can be written as
Let F (D, δ) denote the result of subtracting (19) from (18). It is easy to verify that
When q 0 + q 1 < 1, since δ > 0, we have that for any D ∈ (0, p), ∂F (D, δ) ∂D < 0, and F (D, δ) > F (0.5, δ) > 0.
