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Mechanism of Spin-Exchange Internal Conversion: 
Practical Proxies for Diabatic and  
Nonadiabatic Couplings  
Shuming Bai* and Mario Barbatti* 
Aix Marseille Univ, CNRS, ICR, Marseille, France 
ABSTRACT: Spin-exchange internal conversion (SEIC) is a general class of reactions having singlet 
fission and triplet fusion as particular cases. Based on a charge-transfer (CT)-mediated mechanism and 
analytical derivation with a model Hamiltonian, we propose proxies for estimating the coupling strength 
in both diabatic and adiabatic pictures for general SEIC reactions. In the diabatic picture, we demon-
strated the existence of a bilinear relationship between the coupling strength and molecular orbital over-
lap, which provides a practical way to predict diabatic couplings. In the adiabatic picture, we showed that 
nonadiabatic couplings can be approximated by simple functions of the wave function CT coefficients. 
These approaches were verified through the investigation of singlet oxygen photosensitization, where 
both 1Δg and 1g oxygen states can be competitively generated by a triplet fusion reaction. The interplay 
between the CT-mediated mechanism, the spatial factors of the bimolecular complex, and the electronic 
structure of the oxygen molecule during the reaction explains the curiously small coupling to the 1g 
state along specific incidence directions. The results from both the diabatic and adiabatic pictures provide 
a comprehensive understanding of the reaction mechanism, which applies to general SEIC problems.  
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1 INTRODUCTION 
Spin-exchange internal conversion (SEIC) forms a class of reactions where the global spin of a molecular 
assembly is conserved, while the spin of the monomers is changed. The most famous example of such a 
reaction is the singlet fission (SF),1-4 following the general formula 
 
1 1 1 1 3 3A B A B   + → +      (1) 
which has been under scrutiny recently due to its potential for enhancing the efficiency of organic photo-
voltaics (usually A and B are the same molecule).5, 6 Another example of SEIC is the internal-conversion  
triplet fusion reaction (TF) 
 
1 3 3 1 1 1A B A B .   + → +      (2) 
This reaction yielding a singlet complex is one among nine possible outcomes, the other being five quintet 
complexes and three triplet complexes. Reaction (2) is expected to dominate the fusion rate because of 
internal conversion tends to be faster than intersystem crossing.7, 8 This reaction was recently applied on 
functional molecular devices as the formally inverse reaction of singlet fission.9, 10 It is also at the core 
of singlet oxygen photosensitization,11-14 which happens through 
 
1 3 3 1 1 1 1 1
2 2PS O PS O  or   + → +     （ ）   (3) 
where PS is a photosensitizer.   
Theoretical and computational chemistry have contributed to the study of SEIC reactions since the 
early 1960s15, 16 and many recent advances in both fronts, SF5, 17-19 and TF,12, 20 have brought new insights 
on the molecular mechanism and the reaction rate calculation. As usual in any unimolecular reaction, both 
the energy of the involved states and the coupling between them should be considered to estimate reaction 
rates.1 State energies can be routinely calculated with quantum chemical methods, either to the entire 
complex or considering each monomer individually.6, 21, 22 However, the calculation of the coupling 
strength for SEIC reactions—usually an intermolecular energy transfer processes in weak-coupling re-
gime—is still a challenging task, especially considering that systems of interest may correspond to large 
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molecules in floppy organic crystals. For instance, in the search for the optimal way to treat these cou-
plings, topics like the role of charge transfer (CT) configurations and the choice between diabatic and 
adiabatic pictures have been intensely discussed.2, 4, 18, 23, 24  
The diabatic picture has been a popular option because the diabatic coupling can be directly applied 
in the rate models such as the Fermi’s golden rule.1, 17 Many different approaches to estimate the diabatic 
coupling have been proposed mainly based on two strategies. The first strategy is the direct calculation 
from predefined diabatic wave functions,25 such as in the constrained density functional theory with con-
figuration interaction (CDFT-CI) method, using the constraint of charge/spin density.17, 26 Direct calcula-
tion holds a clear physical meaning, but it may miss intermolecular electronic correlations.2 The second 
strategy is diabatization based on the calculation of adiabatic states, e.g., with the fragment spin difference 
method,19 and the N/D method based on nonadiabatic couplings (NAC) and diﬀerences of energy gradi-
ents.27 Although globally applicable diabatization is still a challenging subject in theoretical chemistry,28, 
29 various effective diabatization approaches have been developed,30, 31 especially with recent break-
throughs for relative large molecular systems.32, 33  
The adiabatic picture has also been widely applied to study SEIC.2, 18 Nonadiabatic couplings  can be 
directly computed based on the wave function of the whole molecular complex, with the intermolecular 
correlation automatically considered. Nevertheless, the adiabatic picture also has two obvious disad-
vantages. First, NAC is not connected to the reaction rate as conveniently as the diabatic coupling34 
(although it is directly used in nonadiabatic mixed quantum-classical dynamics simulation35). Second, 
NAC is not a quantity readily available for most of quantum chemical levels.36 Such practical difficulty 
to calculate NACs has led to a search for suitable proxies to replace them. For instance, researching an 
SF reaction, Morrison and Herbert took the direct product of monomeric states as the wave function basis 
within the ab initio Frenkel-Davydov exciton model,37 to calculate the adiabatic state and NAC, instead 
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of the direct calculation of the entire dimer system.38 In another study, Feng, Luzanov, and Krylov pro-
posed a proxy for NAC based on the reduced one-particle transition between initial and final adiabatic 
states and used it to evaluate the NAC strength variation with different intermolecular arrangements.18           
In a recent series of research works, we have focused on the TF reaction given in eq (3), the photosen-
sitization reaction yielding singlet oxygen.11, 12 To deal with weakly coupled floppy complexes, we pro-
posed the Divide-to-Conquer (DtC) model for reaction rates in ref  11 (for convenience, it is also briefly 
discussed in the Supporting Information, SI). In the DtC model both diabatic and nonadiabatic couplings 
are available for the same reaction coordinates, and they are directly correlated to each other by a 
simple function. This feature provides us with an excellent opportunity to clarify the relationship between 
adiabatic and diabatic pictures in SEIC reactions. Moreover, to work with the heterodimer PS-O2 (rather 
than with homodimers usually adopted in this type of investigation) also enriches the prototypical 
range of SEIC research.  
Our goal in this work is to derive proxies for diabatic and nonadiabatic couplings for SEIC reactions. 
These proxies should play a double role of 1) allowing a straightforward estimate of couplings for large 
systems and 2) providing a direct interpretation of the reaction mechanisms. These proxies will be dis-
cussed and validated against quantum-chemical results from our previous investigations on the PS-O2 
complex.   
2 THEORETICAL FRAMEWORK 
2.1 Diabatic Picture 
In the diabatic picture, we consider the reaction with several different diabatic states: the initial state 𝜓𝑖𝑛𝑖, 
the final state 𝜓𝑓𝑖𝑛, and the intermediate CT state 𝜓𝐶𝑇.
1, 24 To build a general picture of the SEIC reaction, 
we start with an AB complex consisting of molecules A and B, where A and B can be identical or not. 
For SEIC reaction, the Förster interaction is spin forbidden,39 while Dexter interaction is necessary,40 and 
the diabatic coupling between the states arises from two types of interaction paths: a direct interaction 
5 
 
and a CT-mediated superexchange interaction.1 As an example, the interaction pathways of one special 
case belonging to the TF reaction are visualized in Figure 1.  
 
Figure 1. Interaction paths for one an example of TF reaction in the AB complex. Top and bottom pathways 
indicate CT-mediated mechanisms. The pathway in the middle is the direct mechanism. 
With these two CT states as the mediate, the total diabatic coupling is given by1, 39, 41 
 
2
1
ˆ ˆ
ˆi i
i
ini CT CT fin
SEIC ini fin
i CT
H H
V H
E
   
 
=
 −   (4) 
where CT1 and CT2 correspond to the two CT states (A
-B+ and A+B-, as shown in Figure 1), which can 
connect the initial and final states through one-electron transfer paths. Hˆ  is the electronic Hamiltonian 
operator, and 
i
CT
E  is the energy of the CT state i taking the initial state energy as the reference. From the 
perspective of A, these two interaction pathways are i) first-donate-then-accept-electron (top) and ii) first-
accept-then-donate-electron (bottom). In eq (4), the first term in the right side corresponds to coupling 
through the CT-mediated mechanisms, and the second term is the coupling through the direct mechanism.  
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Assuming that the quantum interstate electronic coupling is based on the orbital overlap, a linear rela-
tionship between the electronic coupling and the overlap of the corresponding diabatic state wave func-
tions was proposed to evaluate electron transfer coupling approximately,42 which has been confirmed in 
various works.43-45 In Ref.43 they have tested the simple expression 
 ˆ
aCT a CT a CT a CT
H C C      = =    (5) 
where 
aCT
  is the electronic coupling between the initial state (
a
 ) and charge transfer (
CT
 ) states, and 
C is a constant. 
a CT
   is the overlap between the two wave functions, and it is approximated by 
a CT
  , the overlap between the two frontier molecular orbitals (MOs),  and 
a CT
  . Because of the 
electron transfer nature, 
a
  and 
CT
  are mainly located at the donor and acceptor molecules, respectively. 
The linear relationship works very well for a very diverse set of donor−acceptor pairs in different random 
orientations and distances, sharing the same constant C.43 For simplicity, we assume the term C as the 
same constant. (Although even using different C for different coupling terms, the conclusion will not 
change.) C was reported to lie between 3 and 15 eV in different studies,42, 43, 45 and the variation may be 
due to the accuracy of the overlap calculation.  
The coupling terms for the CT-mediated mechanism in eq (4) are exactly the charge-transfer coupling 
appearing in eq (5). Therefore, we can rewrite the CT-mediated diabatic coupling in terms of the overlap 
of molecular orbitals 
 
2
2 ' '
1
' '
ˆ ˆ
1 1i i
i
ini CT CT fin
A B B A
i CT A B A B
A B B A
H H
C
E E E
   
   
    
+ − − +=
 
 = +
 
 
=

  (6) 
which is simpler to be analyzed. In this equation, ( )2 1 1
A B A B
C E E
+ − − +
− −= +  
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As shown in eq (6), the two CT-mediated pathways give the same orbital overlap terms, because the 
frontier molecular orbitals involved in the two paths are exactly the opposite. For example, the overlap 
terms for the two CT-mediated pathways in Figure 1 are  
*
A B B A
     and 
*
B A A B
    , which 
are the same after a simple reordering. Therefore, with the determined initial and final states, only one 
total orbital overlap term will regulate the diabatic coupling through CT-mediated mechanism. To predict 
the magnitude of this term, up to only four MOs (
' ', , ,
A B A B
    ) are necessary to calculate it. (Four MOs 
are needed if 
'
A A
   and '
B B
  , as shown in Figure S3 of SI.)   
The last term in eq (4), corresponding to the direct coupling, is usually smaller than the CT-mediated 
terms, if the CT state energy is not too high.1, 22  It comes from the two-electron exchange integral, and 
we can simplify it with a two-electron/two-orbital picture as 
µ ' '
1 2 1 1 2 2
1 2
1
H ( ) ( ) ( ) ( )
| |ini fin A B B A
drdr r r r r
r r
     =
− . As we can see from this expression, this term is 
also related to the orbital overlap between the same four frontier MOs as before. If we assume that the 
orbital overlap of (A, B) and ('A, 'B) are distributed differently in the space (for most cases it is true), 
then we can find a fixed or averaged 
1 2
| |
x
d r r= −  and integrate the two overlap parts separately 
 
µ ' '
1 2 1 1 2 2
1 2
' '
1 1 1 2 2 2
' '
1
H ( ) ( ) ( ) ( )
| |
1
( ) ( ) ( ) ( )
1
ini fin A B B A
A B B A
x
A B B A
x
drdr r r r r
r r
dr r r dr r r
d
d
     
   
   
=
−

=

    (7) 
Although this is a rough approximation, considering the tiny contribution of direct coupling compared to 
the CT-mediate coupling, this treatment still provides an effective way to include any direct coupling 
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effect. The term dx should be mainly determined by the orbital shape and the distance between A and B. 
Combing eqs (4), (6) and (7), now we have the expression of diabatic coupling from the orbital overlap: 
 
' ' ' '
' '
1
1
SEIC A B B A A B B A
x
A B B A
x
V
d
d
        
    
= +
 
= + 
 
 
  (8) 
which can be finally written as 
 
' '
SEIC total A B B A
V     =   (9) 
 
1
total x
d  −= +  includes the effects from both CT-mediate mechanism and direct mechanism ( )1xd
−? . In 
this work, we do not compute 
total
  and exclusively focus on the essential role of the total overlap term to 
qualitatively explain certain features of the PS-O2 SEIC reaction.  
   As a conclusion of this part, we utilized the bilinear relationship between electron transfer coupling and 
frontier MO overlaps,43 to derive a clear relationship between the final diabatic coupling and the total 
orbital overlap as a product of two MO overlap terms. This relationship can be applied to predict the 
diabatic coupling strength, especially its variation in intermolecular space.  
   We note here that Feng and Krylov also tested the effect of orbital overlap on the coupling strength, and 
found only a weak correlation between them.46 However, they considered the NAC strength, while our 
derivation in this sections is for the diabatic coupling. Moreover, with our derivation, we found a direct 
relation between the diabatic coupling an the product of orbital overlaps (eq (8)), while in their work they 
took the sum of the orbital overlaps instead.   
2.2 Adiabatic Picture  
In the adiabatic picture, the transition between adiabatic states is mediated by the nonadiabatic coupling 
vector 
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 J
IJ I

 

F
R
  (10) 
where R is the nuclear coordinate. To derive a proxy for NAC specially adapted for SEIC reactions, we 
start from the diabatic initial state 𝜓𝑖𝑛𝑖, final state 𝜓𝑓𝑖𝑛, and the intermediate CT state 𝜓𝐶𝑇 as mentioned 
in subsection 2.1. The adiabatic wave functions are obtained by diagonalizing the following system Ham-
iltonian 
 
ini
0 0
0
iCT
SEIC fin fCT
iCT fCT CT
E
E
E
 = 
 
 = 
 
  
 
H   (11) 
For SEIC reaction, usually the CT state energy is higher than the other two states,38, 47, 48 and the diabatic 
coupling strength for intermolecular CT is limited, so we have the following relationship: 
  
CT ini CT fin iCT fCT
E E E E or−  −  ? . Then, the adiabatic wave functions are 
 
( )
( ) ( ) ( )
( )
( ) ( ) ( )
1
1
1 1 1
1
2
2
2 2 2
    
;                      ( 0)  
( )
;            
iCT fCT iCT
ini ini fin CT
fin CT CT
ini ini fin fin CT CT
iCT fCT fCT
fin fin ini CT
fin CT fin CT fin
fin fin ini ini CT CT
c
E E E
c c c E
c
E E E E E
c c c
  
  
  
  
  
 = + −
= + + 
  
 = − −
− −
= + +
( )
( ) ( ) ( )
2
3
3
3 3 3
3
         ( )
  
;                    ( )
fin
fCTiCT
CT CT ini fin
CT CT fin
CT CT ini ini fin fin CT
E E
c
E E E
c c c E E
  
  


 = + +
−
= + + 
  (12) 
In these expressions, 
( )1
ini
c , 
( )2
fin
c , and 
( )3
CT
c  are always near to the unity, which reflects that each adiabatic 
state is dominated by one of the three diabatic states in the weak coupling region, only with some minor 
components of other two states. 
( )1
fin
c , the mixture of 𝜓𝑓𝑖𝑛 to state 1, and 
( )2
ini
c , the mixture of 𝜓𝑖𝑛𝑖 to state 
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2, are much smaller than 
( )1
CT
c  and 
( )2
CT
c , the mixture of CT to state1 or state 2. These relations hold because 
the CT state is directly connected to the initial and final states via diabatic couplings, while 𝜓𝑖𝑛𝑖 and 𝜓𝑓𝑖𝑛 
are connected by the superexchange effect of the CT state.  
We can derive the NAC between state 1 and state 2 according to eqs (10) and (12) 
 
( ) ( ) ( )
( ) ( ) ( )( )
2
12 1
2 2 2
1 1 1 fin fin ini ini CT CT
ini ini fin fin CT CT
c c c
c c c
  
  

= 

 + +
= + +

F
R
R
  (13) 
Because 𝜓𝑖𝑛𝑖, 𝜓𝑓𝑖𝑛, and 𝜓𝐶𝑇 are all diabatic states, all the terms like 
y
x



R
 are zero and the gradient 
of wave functions in eq (13) are negligible. Only the terms with the gradient of the coefficients remain 
 
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( ) ( ) ( )
( )
2 2 2
1 1 1
12
2 2 2
1 1 1
2 2 2
1 (1) (1)CT CT CT
2
= +
+ +
+
fin fin fin
ini ini fin fin fin fin CT CT fin
ini ini ini
ini ini ini fin fin ini CT CT ini
ini ini CT fin fin CT CT CT CT
fin
c c c
c c c
c c c
c c c
c c c
c c c
c
     
     
     
  
+
  
  
+
  
  
+ +
  

=
F
R R R
R R R
R R R
( ) ( ) ( )( )
( )
( ) ( ) ( )( )
( )
( ) ( ) ( )( )
1 1 1
2
1 1 1
2
1 1 1CT
ini ini fin fin CT CT fin
ini
ini fin fin ini CT CT ini
ini ini CT fin fin CT CT
c c c
c
c c c
c
c c c
   
   
   
+ + +


+ + +


+ +

R
R
R   (14) 
As we mentioned before, the coefficients 
( )1
ini
c , 
( )2
fin
c , and 
( )3
CT
c  are always near the unity, and their gradient 
is very small. The mixture terms 
( )2
ini
c  and 
( )1
fin
c  are close to zero. From the diabatic picture, we also know 
that 0
fin ini
  →  and 1
CT ini
  = . Therefore, the first term in the sum in eq (14) is negligible, and 
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we can simplify the second part with the following equation 
( ) ( ) ( )( )1 1 1 1ini fin fin ini CT CT inic c c   + +  . For 
the third term, because 
( ) ( )1 1
fin CT
c c=  and 1
fin CT
  = , the term (1)
fin fin CT
c    is negligible compared to 
(1)
CT
c . The term 
ini CT
   and the coefficient term (1)
CT
c  are correlated by the diabatic coupling term 
iCT
  
 
( )
( )
1
1
 .
iCT
CT
CT
CT
ini CT CT
iCT ini CT
c E
E c
C
C
 
 
 
= 
→ =

 = 
  (15) 
As mentioned before, C is a constant ranging from 3.5 eV to 18 eV depending on the reference. It should 
be related to the average of the two orbital energies.44 Therefore, a value above 10 eV seems to be rea-
sonable, especially when one of the orbital comes from an oxygen or nitrogen atom. Then, for a typical 
CTE  value, this would make ini CT   negligible compared to 
(1)
CT
c . Although it is not always guaranteed 
that this term can be neglected, we have assumed that it is null to simplify the picture, which is proved to 
work well during our calculations later.  
After all these approximations, the NAC in eq (14) is simplified to a much concise expression 
 
( )
( )
( )
( )
2 2
1 1CT
12
ini
ini CT
c c
c c
 
 +
 
F
R R
  (16) 
This result tells that only four quantities determine the NAC strength: the coefficients of 𝜓𝑖𝑛𝑖 and 𝜓𝐶𝑇 in 
the adiabatic state 1, and the gradient of the coefficient of 𝜓𝑖𝑛𝑖 and 𝜓𝐶𝑇 in the adiabatic state 2. (We yet 
recall that 
( )1
ini
c  is close to the unity.) Quantum chemical calculation at single point can provide all the 
coefficient, and just few points more is enough to generate the gradient.  
Eq (16) is derived for an ideal three-state model, while in the quantum chemical calculation of real 
molecules, instead of the coefficient of diabatic states, we may have configuration interaction (CI) coef-
ficients of configuration state functions (CSF),36 and more than one CT state is involved. Nevertheless, 
for the SEIC problems, it is easy to assign the orbitals in the active space to molecule A or B and to 
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determine the CSFs that hold the CT character. For the SEIC reaction in the weak-coupling regime, usu-
ally the MOs in the active space change very little and their order does not change, if the intermolecular 
distance does not become very short. Therefore, the character of the CSF is steady and accessible. As a 
result, we can take a set of CSFs as the approximation of initial, final, and CT states, and generalize eq 
(16) in the following practical way 
 
( )
( )
( )
( )
2 2
1 1
12
pCoef i i
i i
i ini CSF i CT CSF
c c
c c
   
 
 +
 
 F
R R
  (17) 
12
pCoef
F  is one of the proxies for NAC that we test later (pCoef stands for “proxy based on CI ceffi-
cients”). It provides us with a way to calculate the NAC from simple quantum chemical calculations. 
However, the need of gradient of the coefficients is somewhat inconvenient. Can we derive an expression 
without the gradient? The answer is yes if we take advantage of the expression of the coefficient in eq 
(12): 
 
( )
( )
( )
( )
( )
( ) ( )
( )
( )
( )
( )
( )
( )
2 2
1 1CT
12
1 1
1 1 1
2
ini
ini CT
iCT fCT
fCT
fin CT fin CT fin
ini CT
fCTiCT CT
T iCT iCT fCT
ini ini ini
fin CT fin fin CT fin fin CT fin
fCT
CT
c c
c c
E E E E E
c c
E
c c c
E E E E E E E E E
E
 
 +
 
 −   −      − −
   = +
 
 
−  − − 
  = + +
− − −

−
+
F
R R
R R
R R R
R ( )
( )
( )1 1
2
CT
fCT
CT CT
fin
CT fin
E
c c
E E E

−
+
− −
R
  (18) 
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The third and fifth term containing the gradient of CT state energy, which is proportional to the distance, 
will be negligible compared to other terms. For intermolecular CT coupling, a previous work has con-
cluded that it decreases exponentially along intermolecular distance R.49 Then, we can take 
x x
x x
d
A
dR
 
  
R
, where xA  is a constant to simplify eq (18) as follows 
 
( )
( )
( )
( ) ( )
( ) ( ) ( )
1 1 1
12
1 1
ini iCT fCT fin fCT iCT fin fCT
ini ini CT
CT finfin CT fin fin CT fin
fCT fCTCT iCT
ini fin ini fin CT
fin CT CT fin CT fin
CT
ini f
fin
A A A
F c c c
E EE E E E E E
E
A A c A c
E E E E E E
E
A A
E
−   −   
 + −
−− −
       
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  (19) 
where ( )1CT fin CT ini CT fin finE E A E E A −   − − −  . Note that in eq (19), NAC is a scalar quantity projected 
along the intermolecular distance. Note also that if we calculate the 21F  in the same way, we just obtain 
the same result with opposite sign, 
12 21
F F= − , which means that our derivation preserves an important 
property of the NAC. 
With eq (19), we find a correlation between the NAC strength and the coefficients of CT states. Con-
veniently, no coefficient of initial and final states appears. This result bears some similar structure as that 
in eqs. (7) and (9), where the diabatic coupling is correlated to the orbital overlap between initial/final 
state and the CT states. The similarity should come from the same superexchange mechanism through CT 
states, and implies similar performances when the superexchange mechanism is dominant. The term 
CT
  
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is a combination of state energy, 
ini
A , and 
fin
A . Therefore, it is determined by the molecular complex and 
the intermolecular direction. For a fixed intermolecular direction, we can take 
CT
  as a constant.  
In practical terms, to work with CI coefficients of CSFs from a quantum chemical calculation, we should 
generalize eq (19) to consider all CSF coefficients holding CT character: 
 
,2
12 12
pCoef CT
CSF
F  =   (20) 
with the definition 
 (1) (2)
12
CT
i i
i CT CSF
c c
 
    (21) 
CSF  groups all other terms dependent on energies and energy derivatives and will be assumed to be a 
constant for a single incidence direction throughout this paper. For this reason, we will exclusively discuss 
CT
IJ
 , which just requires the coefficient of few CSFs in the adiabatic states I and J, which are provided 
by even just one single point calculation. If eq (21) works well, we can use it to describe the NAC strength 
for different intermolecular distance within a determined direction.  
   To summarize, after the derivations based on the adiabatic wave functions of SEIC reaction, we pro-
posed two proxies to express the NAC just adopting coefficients of the wave functions directly from 
quantum chemical calculations. The first NAC proxy, 
pCoef
IJ
F , is given by eq (17) and should deliver the 
absolute NAC values, based on CI coefficients and CI coefficient gradients. The second NAC proxy, CTIJ , 
is given by eq (21) and should give relative NAC values, based on CI coefficients of CT configurations. 
As far as we know, these two proxies for NAC are proposed by the first time, and we will test their 
performance in the next section by comparing them to the first-principle calculated NAC. 
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3 RESULTS AND DISCUSSION 
3.1 The TF reaction in singlet oxygen photosensitization 
In this work, we take the singlet oxygen photosensitization by thiothymine, an example of triplet fusion 
reaction (see reaction (3)), as a prototype to study several features in SEIC. The choice of thiothymine as 
PS holds a couple of advantages: first, the PS-O2 complex is relatively small, so that different quantum 
chemical levels, including multireference methods, are affordable. Second, O2 has two possible final 
states, 1g and 1Δg, which delivers valuable additional information on the electronic interactions. This 
reaction is still far from being satisfactorily treated by theoretical computational chemistry, mainly due to 
the intrinsic open-shell nature, while new investigations with direct quantum chemical calculation are 
always welcome.50, 51 We explore the developments and conclusions from our previous research on this 
reaction,11, 12 to help us focus on the present goal, to test and validate the coupling proxies proposed in the 
previous sections. Nevertheless, despite the focus on reaction (3), we anticipate that the current findings 
contribute to a general understanding of SEIC, including SF.  
     Reaction (3) can generate either 1Δg or 1g singlet oxygen if the triplet energy ET of PS exceeds ~1.6 
eV (the excitation energy for 1g oxygen). For this TF reaction, the initial state is 3PS-3O2 (TT), the final 
state is 1PS-1O2 (SS), and the CT state to enable the CT-mediated mechanism is either 
+PS-O2 or 
–PS+O2. 
In a conventional four-electron view, these states can be described with four frontier molecular orbitals 
(detailed shown in Section 3.3): the π𝑝 and 𝜋𝑝
∗  (the two singly occupied orbital of an organic PS in the T1 
state) and the 𝜋𝑥
∗ and 𝜋𝑦
∗  (the two singly occupied degenerated orbitals of O2 in the ground state).  
Although O2(
1g) is quickly deactivated into O2(1g) within solvents,52, 53 advanced spectroscopic tech-
niques have been developed to distinguish between the two states54, 55 and provide experimental data for 
1g /1Δg ratio during singlet oxygen generation. From the computational standpoint, using the DtC 
model,11 we showed that the 1g /1Δg rate ratio might range from near to zero up to about 20, depending 
on the activation energies 
‡E  and diabatic coupling strength from different intermolecular incidence 
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direction, orientation, and distance between O2 and PS.
12 We found that in some directions the 1g cou-
pling was always near to zero, while the 1Δg coupling is normally large, leading to the relatively small 1g 
/1Δg rate ratio (as plotted in Figure 2 with blue circles).  
    
Figure 2. Calculated diabatic couplings for 1Δg and 1g oxygen generation at the maximum rate distance 
obtained for 15 incidence directions. The color code indicates the 1g/1Δg rate ratio. Results from ref. 12 
Considering the fact that the 1Δg and 1g oxygens are constructed from the same orbitals with a different 
spin,51, 56 the phenomenon of near zero 1g coupling but much larger 1Δg coupling is intriguing. Neverthe-
less, in that previous computational study, we did not directly discuss the underlying mechanism respon-
sible for it, while in this work it will be revealed in detail, thanks to the theoretical tools proposed in 
Section 2. In what follows, we picked out two points among the fifteen incidence directions—“perp-S-i” 
(for which the 1g coupling is little) and “para-61-o” (for which both couplings are large)—and restrict 
the analysis to them. These two directions are indicated in Figure 2 by the green filled circles (their ge-
ometries are shown in the SI). 
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3.2 Analysis in the adiabatic picture 
In this section, we test the performance of the NAC proxies given by eqs  (17) and (21) in comparison to 
the full NAC directly computed at the CASSCF level for the PS-O2 complex. During the whole calcula-
tion, the orbitals from PS and O2 do not mix much, so it is easy to designate the four MOs in the active 
space to 𝜋𝑝
∗ , π𝑝, 𝜋𝑥
∗ and 𝜋𝑦
∗  respectively. These MOs for the two directions are plotted in Figure 3.  
 
Figure 3. The four frontier molecular orbitals from the CASSCF calculation of PS-O2 along (a) perp-S-i and 
(b) para-61-o directions.  
     With these MOs, we determined the four CSFs that carry the CT characters according to the electron 
occupation of the CSFs. Their CI coefficients in different adiabatic states were obtained after the CASSCF 
calculation. The initial state is the adiabatic state S4, and the final state may be any of the adiabatic states 
S1 to S3. The final states S1 and S2 correspond to the generation of 
1Δg oxygen, while the final state S3 
corresponds to the generation of 1g oxygen. We took eqs (17) and (21) to calculate 
pCoef
IJ
F  and CTIJ , and 
investigated their performance as the NAC proxy quantitatively along the intermolecular distance.  
    According to eq (17), the coefficients of the CT and TT CSFs in the initial state as well as their gradient 
are needed to calculate 
pCoef
IJ
F . Ten CSFs with the largest weights in the initial state S4 at the first point 
(with longest intermolecular distance) were taken as the TT CSFs. We are interested in the projection 
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pCoef
IJ
F  of the NAC vector on the intermolecular distance. Thus, the gradient is simply the derivative along 
the intermolecular coordinate, and it was calculated by finite difference along the linearly interpolated 
pathway:  
 
( ) ( ) ( )1 1
2
I I I
i n i n i n
dc R c R c R
dR R
+ −
−


  (22) 
where R  is step length used for the calculation of this direction. Following eq (21), the calculation of 
CT
IJ  is simpler and only requires the CI coefficients of the four CT CSFs. The calculated 
pCoef
IJ
F  and CT
IJ  
are compared with the first-principles NAC 
DC
IJ
F  (DC stands for “directly computed”), which is the pro-
jection of the NAC vector on the intermolecular direction R.  
    We start the analysis with the directions para-61-o, whose results are plotted in Figure 4. The excellent 
performance of 
pCoef
IJ
F  is presented in Figure 4(a). The 
pCoef
IJ
F  of three reaction paths are very close to
DC
IJ
F , especially when the intermolecular distance is around or larger than the distance of maximum rate 
point, which is always larger than 2.9 Å.12 When the molecules get closer, the deviation might increase, 
although the approximation still works well for some of the couplings. The deviation may come from 
taking the CSFs as the approximation of diabatic states and supposing they are constant. However, the 
small distance will increase the activation energy a lot and make it unimportant for the final reaction rate. 
So, 
pCoef
IJ
F  works very well as a proxy for NAC.  
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Figure 4.  (a) First-principle NAC 
DC
SS TTF − , the proxy 
pCoef
IJ
F  from eq (17), and (b) the proxy CT
IJ  from eq 
(21) along the para-61-o direction. The distance of maximum rate is 2.90 Å.12 
The results in Figure 4(b) also confirm the correlation between IJ
CT  and DC
IJF , with all the three lines 
present the same trends as those of 
DC
IJ
F , if the intermolecular distance is not too small. So IJ
CT  can tell 
the trend of NAC strength along the intermolecular distance and become a good proxy for NAC. We note 
here that IJ
CT  does not have the same unit as NAC, and strengths from this proxy are only comparable 
when the molecules and related adiabatic states are the same.  
Now, we analyze the perp-S-i direction where the 1g coupling is tiny. The results are presented in 
Figure 5. Again, both 
pCoef
IJ
F  and IJ
CT  have excellent performances as proxies for NAC. They generated 
similar shapes along the intermolecular distance, and 
pCoef
IJ
F  gives nearly the same value as the directly 
calculated NAC, if the intermolecular distance is not too small. 
20 
 
 
Figure 5. (a) First-principle NAC 
DC
SS TTF − , the proxy 
pCoef
IJ
F  from eq (17), and (b) the proxy CT
IJ  from eq 
(21) along the perp-S-i direction. The distance of the maximum rate is 3.14 Å.12 
The use of 
pCoef
IJ
F  and IJ
CT  as NAC proxies goes beyond to have an inexpensive estimate of the NAC. 
Unlike the full NAC, which is difficult to analyze directly, these two proxies are determined by simple 
equations, being much easier to interpret, especially IJ
CT . For instance, the proxies tell us why perp-S-i 
directions have tiny 1g couplings. As shown in Figure 5, 34
CT  as well as 34
DCF  are always near zero along 
the intermolecular distance. With its definition in eq (21), we know that 34
CT  is determined by the coef-
ficient of CT CSFs in S3 and S4.We already have all of these coefficients in hand from the CASSCF 
calculation, so it is forthright to determine why 
(3) (4)
34
CT
i i
i CT CSF
c c
 
=   is always near to zero: it occurs due 
to the complementary distribution of the four involved CT CSFs (configurations shown in next subsec-
tion) on S3 and S4.  
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For some CT configurations, 0ic 
（3）
 but (4) 0ic  , while for others it is just the opposite, 
(4) 0ic   but 
(3) 0ic  . As a result, each term in the sum 
(3) (4)
i i
i CR CSF
c c
 
  is near zero. In other words, some CT CSFs are 
involved in S4, but they do not appear in S3, while for others, it is just the opposite. Therefore, although 
the CT configurations are not absent in both adiabatic states, there are no CT configurations that can 
connect the two states successfully.  
Why is the nonadiabatic coupling zero only for S3, not for S1 or S2 state? As shown in eq (12), the 
coefficients of the CT CSFs in these two adiabatic states are determined by the coupling strength terms 
iCT
  and 
fCT
 , which are the electronic couplings between the intermediate CT state and the initial TT 
and the final SS states, respectively. Then, the distribution of the four CT CSFs on S3 and S4 is transformed 
to the diabatic coupling problem: no CT configuration has a large coupling with both the initial TT and 
final 1g SS state. As we discussed in Subsection 2.1, these coupling strengths can be evaluated by the 
orbital overlaps, and we already build a correlation between the total SEIC diabatic coupling and the 
product of two orbital overlap term in eq (8). Therefore, it is more convenient to study this problem in the 
diabatic picture, as we do in next subsection.  
3.3 Analysis in the diabatic picture 
In the diabatic picture, we need to consider the initial TT state and final SS diabatic states and the CT-
mediated interaction paths between them. To keep the analysis in a clear and practical way, we investigate 
the interaction path based on the configurations directly constructed with frontier orbitals. For the initial 
1TT state from the product of triplet state of PS (T1) and triplet state of O2 (
3
g  ), the wave function of 
the complex is a linear combination of configurations whose the spin projection of PS and O2 sum to 
zero:1 
  
2- 1 0 0
3 1
3
(T ) T T T T T TPS O g + − − ++ −−  =   (23) 
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In the (4,4) space,  T+T- and T-T+ configurations are represented by single determinants (Figure 6), while 
T0T0 is written in terms of four determinants.  
 
Figure 6. The electronic configurations for the 1TT state of PS-O2 with the four frontier orbitals.  
    For the final 1SS states, the wave function of the complex is written in terms of the product of the close-
shell ground state of PS (S0) and the singlet state of O2 (
1g or 1g). In the (2,2) space of O2, these wafve 
functions are:51, 57 
 
 
 
2
2
2
* ** *
y0 0 0
* ** *
0 1 0
* ** *
0 0
1
1
1
S =
S =
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SS3
SS4
SS4
1
(S ) (1) (2) (1) (2) SS1              
2
1
(S ) (1) (2) (1) (2) SS2             
2
1
(S ) (1) (2) (1) (2) SS2
2
xO g x y
x yO g x y
x yO g x y
    
    
    

− 
− 
−
−
−  = −
 = −
 = + +
  (24) 
where SS1 for instance is  
**
y0S
1
(1) (2)
2
x   and SS1 to SS4 are illustrated at the right side of 
Figure 7. 
For the CT-mediated mechanism, we also need to define the CT configurations (CT1 to CT4), which 
are illustrated in the middle of Figure 7. In a way analogous to Figure 1, we generate interaction paths 
between all TT and all SS configurations through CT configurations. Taking the T+T- configuration, for 
example, all interaction paths connecting it to SS1 to SS4 are shown in Figure 7. The diabatic couplings 
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between configurations can now be written. For instance, based on eq (9), the coupling term of T+T- with 
SS1 through CT1 (the first pathway in Figure 7) is  
 
CT1
* * * *T T SS1
SEIC total p x x p
V     
+ −
 
→ = 
 
  (25) 
  
Figure 7. Interaction paths based on CT-mediated mechanism for triplet fusion of PS-O2 system from the 
T+T- configuration. Similar results from T-T+ and T0T0 configurations are shown in SI (Figure S1 and Figure S2). 
As we mentioned before, the zero 1g coupling along perp-S-i direction is intriguing. As shown in Fig-
ure 8(a), the 1g coupling along this direction is always near to zero, while the other two diabatic coupling 
strengths increase when the intermolecular distance decreases. We can now use the diabatic coupling 
given in eq (9) to explain the reason underlying this effect. 
From eq (24), we know that the only the SS2 and SS4 configurations are needed for 1g singlet oxygen 
generation. As shown in Figure 7, the diabatic coupling from T+T- to SS2 through either CT1 or CT2 is 
proportional to the MO overlap term 
* * *
p x y p
    . (CT3 and CT4 do not contribute to this coupling.) 
the diabatic coupling from T+T- to SS4 through either CT3 or CT4 is proportional to 
* * *
p y x p
     
(without contributions from CT1 or CT2). If we further consider the diabatic couplings from T-T+ or T0T0 
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configurations using the same procedure (Figure S1 and Figure S2 in the SI), we see that only the same 
overlap terms are essential for the 1g singlet oxygen generation. 
  
Figure 8. Calculated diabatic couplings for 1Δg and 1g oxygen generation along the (a) perp-S-i and (b) para-
61-o direction.  
With the four MOs  from the CASSCF calculations plotted in Figure 3(a), we can estimate the magni-
tude of these overlap terms for the perp-S-i direction. The overlap occurs along the sulfur-O2 direction, 
and the orbital 𝜋𝑝
∗  and π𝑝 around the sulfur atom are perfectly oriented to maximize the overlap with 𝜋𝑥
∗, 
but minimize the overlap with 𝜋𝑦
∗ . Thus, both 
* *| py    and 
* | π py   tend to be tiny. With these two 
terms near to zero, both overlap terms 
* * *
p x y p
     and * * *
p y x p
     become very small, which 
means the interaction through CT-mediated mechanism is not effective for both SS2 and SS4 
configurations, explaining the zero 1g coupling along this direction. 
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According to the wave function for PS-O2(
1
0
1S g−  ) state in eq (24), the 
1Δg1 coupling also depends 
on the SS2 and SS4 configurations, and it should be near to zero too. On the other hand, the 1Δg0 coupling 
is determined by the overlap terms with the SS1 and SS3 configurations, * * *
p x x p
     and 
* * *
p y y p
    . Although 
* * *| |p py y       should be small, 
* * *
p x x p
     should have a large 
overlap value, implying that the 1Δg0 coupling should be much larger than that for 1g.  
Nevertheless, the NACs for adiabatic states S1 and S2 states of perp-S-i are both not null, because both 
S1 and S2 states are not pure 
1Δg1 or 1Δg0, but a mixture of them. To prove this point, we analyzed the 
components of these two states. If the coupling for 1Δg1 is near zero, the coupling strength for the mixed 
state should only depend on the 1Δg0 contribution. We took the 1Δg0 coefficients of the S1 and S2 states 
and calculated the ratio between them. This coefficient ratio was compared to the ratio of the NAC, as 
plotted in Figure 9. These two ratios are nearly the same, strongly supporting our interpretation. 
  
Figure 9. The ratios of NAC and 1Δg0 coefficient of adiabatic S1 and S2 states for the perp-S-i direction. 
For the para-61-o direction, the orbitals were taken from Figure 3(b). Here, both 𝜋𝑥
∗ and 𝜋𝑦
∗  are not 
perpendicular or parallel to the ring plane but are sloped. Consequently, all overlaps are not zero, and 1g 
coupling is larger than zero, which agrees with the fully calculated coupling as shown in Figure 8(b). 
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4 CONCLUSION 
Spin-exchange internal conversion (SEIC) is a class of reactions including singlet fission (SF) and tri-
plet fusion (TF) as particular cases.  Based on the understanding of SEIC reaction, we proposed proxies 
to evaluate the coupling strength in reliable but simple ways, and tested them on the PS-O2 singlet oxygen 
generation problem, an example of the TF reaction. In the diabatic picture, we built a bilinear relationship 
between the diabatic coupling and a product of two orbital overlap terms, and applied it together with 
related MOs to interpret the curious behavior of diabatic coupling along some intermolecular directions; 
in the adiabatic picture, two proxies of the NAC related to the CI coefficients of specific CSFs were 
proposed, and their results were compared with the directly calculated full NAC. Only the singlet oxygen 
photosensitization from the T1 state of PS was investigated because of the fast and high quantum-yield 
relaxation to T1 state after photoexcitation of PS. In the case of long-lived higher excited states, a weak-
coupling reaction could still be treated with a similar approach, while other reactions may need additional 
methodological developments.      
In the adiabatic picture, the full NAC and the two NAC proxies were computed along the PS-O2 inter-
molecular distance. The excellent performance of both proxies on this reaction system is confirmed from 
the direct comparison with the full NAC. The proxies are derived for a general SEIC reaction, which 
implies that we can employ them to make inexpensive semiquantitative analysis for SEIC reactions in 
large molecular ensembles and aid the qualitative analysis of the interstate interaction, under the condi-
tions that the coupling from CT-mediated mechanism is dominant compared to that from the direct mech-
anism.  
In the diabatic picture, we have employed the diabatic coupling proxy based on the orbital overlap term 
to qualitatively explain why the 1g coupling is always zero in some incidence directions of the PS-O2 
reaction. There are still some challenges, including the exact computation of the CT state energy and 
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orbital overlap, to quantitatively calculate the diabatic coupling value, which remains for the future re-
search. However, the evaluation from orbital overlap could be a simple way to predict the coupling 
strength along the various intermolecular directions, providing practical guideline for related molecular 
design.     
The new proxies in adiabatic and diabatic pictures have their own advantages. For NAC proxies, they 
are calculated based on quantum chemical calculations and provide robust results comparable to the full 
NAC strength. On the other hand, the orbital overlaps in the diabatic picture are easier to analyze even 
without resorting to explicit calculations. In the example studied here, just the shapes of four key MOs 
were enough to deliver a qualitative analysis. Although the MOs used here are from CASSCF calculations, 
the analysis should be valid with Kohn-Sham orbitals even from isolated molecules as well. It is straight-
forward to extend these analyses to other SEIC problems with larger systems, if the dominant frontier 
MOs for the related excited states during the reaction are already known.  
The approaches are derived for general SEIC reactions, although we take one special TF reaction case 
to prove the validity. Since photosensitization of singlet oxygen generation is an important research topic 
for experiments and theorists,50 the current findings during the verification process are also timely and 
appealing to researchers in this field.  
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