Network systems are one of the most active research areas in the engineering community as they feature a paradigm shift from centralized to distributed control and computation. When dealing with network systems, a fundamental challenge is to ensure their functioning even when some of the network nodes do not operate as intended due to faults or attacks. The objective of this paper is to address the problem of resilient consensus in a context where the nodes have their own clocks, possibly operating in an asynchronous way, and can make updates at arbitrary time instants. The results represent a first step towards the development of resilient event-triggered and self-triggered coordination protocols.
Introduction
Network systems are one of the most active research areas in the engineering community as they feature a paradigm shift from centralized to distributed control and computation. When dealing with network systems, a fundamental challenge is to ensure their functioning even when some of the network units (nodes) do not operate as intended due to faults or attacks. The main difficulty originates from the fact that normal (non-misbehaving) nodes can receive, process, and spread erroneous data coming from misbehaving nodes with the consequence that a failure in one point of the network can compromise the whole network functioning.
The prototypical problem to study resilience in the presence of misbehaving nodes is the so-called consensus problem [1] , which forms the foundation for distributed computing. In resilient consensus, each node is assumed to be aware of only local information available from its neighbors and the goal is to make sure that normal nodes eventually reach a common value despite the presence of misbehaving nodes. The resilient consensus problem has a long history, and it has been investigated first by computer scientists [2, 3] , usually under the hypothesis that the network graph is complete, that is assuming an allto-all communication structure. More recently, thanks to the widespread of consensus-based applications, this problem has attracted a lot of interest also within the engineering community, mostly in connection with the goal of delineating the minimal connectivity hypotheses that are needed to secure consensus.
In [4] , the authors consider mean subsequence reduced (MSR) algorithms and define a graph-theoretic property, referred to as network robustness, which charactherizes necessary and sufficient connectivity hypotheses under which normal nodes can reach consensus using only local information available from their neighbors. The results indicate that, while the communication graph should possess a certain degree of redundancy, completeness of the communication graph is not necessary even for very general types of misbehavior. The results of [4] have been extended in many venues. Examples include methods for handling time-varying networks [5] , double-integrator systems [6] , sparse communication graphs [7] as well as methods for identifying the robustness of specific classes of networks [8] .
Most of the research works in this area assume that the network operates in perfect synchrony, in the sense that all the nodes, at least the normal ones, update at the same moment in time. Since this condition might be difficult to obtain, a parallel line of research has focused on methods for handling asynchrony, which is known to render consensus much more challenging to obtain [2] . Among many notable works, we mention [9, 10, 11, 12] which consider MSR-type algorithms supporting asynchrony. In these works, asynchrony refers to the property that the nodes are equipped with identical clocks, operating synchronously, but can make updates at different steps, that is at different multiples of the clock period.
The objective of this paper is to address the problem of resilient consensus in a context where the nodes have their own clocks, possibly operating in an asynchronous way, and can make updates at arbitrary time instants. Besides the practical difficulties in achieving a perfect clock synchronization, one main reason for considering independent clocks is related to developments in the area of networked control systems where, in order to enhance efficiency and flexibility, it is more and more required to have fully autonomous devices, which is the paradigm of event-triggered and self-triggered control [13] . In fact, our approach utilizes a self-triggered control scheme [14] . Each node is equipped with a clock that determines when the next update is scheduled. At the update instant, the node polls its neighbors, collects the data and determines whether it is necessary to modify its controls along with a bound on the next update instant.
The main result of this paper establishes approximate consensus under certain conditions on the connectivity of the communication graph and a maximum number of misbehaving nodes (Theorem 1), conditions which can be relaxed if misbehavior only occurs in data acquisition or timing (Theorem 2). While [4, 9, 11, 12] achieve perfect consensus and require milder connectivity conditions, the present results indicate that the resilient consensus problem can be approached without requiring that the nodes are equipped with identical clocks, even when the graph is not complete, a feature which is very appealing for networked control applications.
From a technical viewpoint, we adopt a control logic which removes "extreme" values (as in classic MSR-type algorithms) and then form an average from a subset of the remaining values through a quantized sign function, which saturates the control action applied at the node. This is as an approximation of the pure (non-quantized) control law introduced in [15] , which, in the absence of misbehaving nodes, guarantees max-min consensus, the quantization being instrumental to avoid a continuous data flow among the nodes. Interestingly, the use of sign functions has been considered to solve consensus on the median value [16] , which is inherently robust to outliers and thus to some types of misbehavior. Although our work is substantially different from [16] as we do not consider a continuous data flow, both the approaches suggest that saturating the controls can be beneficial for resilience since this limits the effect of an incorrect update choice resulting from erroneous data.
System definition and main result
Consider a network of n ∈ N nodes interconnected in accordance with a time-invariant undirected connected graph G := (I, E), where I is the set of nodes while E ⊆ I × I is the set of edges. We let Q i denote the set of neighbors of i ∈ I, and by d i the cardinality of Q i , that is d i := |Q i |. The set Q i represents the set of nodes with which node i exchanges data. For every i ∈ I, the dynamics are given by
where x i ∈ R is the state with x i (0) arbitrary; u i ∈ R is the control action applied by node i; z i ∈ R is the output, where f i : R → R is a function to be specified, and represents the value that node i makes available to its neighbors. The variable t ∈ R ≥0 is understood as the absolute time frame within which all the nodes carry out their operations in an asynchronous way. The objective is to design a coordination protocol in such a way that normal (non-misbehaving) nodes eventually reach approximate consensus despite the presence of misbehaving nodes. We will specify later on the class of misbehaviors considered in this paper. According to the usual notion of consensus [1] , the network nodes should converge to an equilibrium point where all the nodes have the same value lying somewhere between the minimum and maximum of their initial values. The following definition formalizes the notion of approximate consensus considered in this paper. Definition 1 The network is said to reach approximate consensus if, for every initial value of the nodes, normal nodes remain between the minimum and maximum of their initial values, and there exists a constant c ∈ R >0 such that lim sup t→∞ |x i (t) − x j (t)| < c for every pair (i, j) of normal nodes.
Network nodes carry out their operations by means of three main quantities:
• A parameter ε ∈ R >0 , which determines the desired level of accuracy for consensus.
• A parameter F ∈ N, which determines the maximum number of misbehaving nodes that the network is expected to encounter.
• A sequence {t i k } k∈N of time instants at which node i requests data from its neighbors, where t i 0 ∈ [0, t init ] defines the first time instant at which node i becomes active and t init ∈ R ≥0 denotes the first time instant at which all the nodes are active in the network. By convention, 0 = t r 0 where r is the first network node to become active and x i (t) = x i (t i 0 ) for every i ∈ I and for all t ∈ [0, t i 0 ]. It is implicit in the above definition of t init that all the nodes become active in a finite time. We will also assume that all nodes remain active for the entire runtime. The analysis can be easily generalized to the case where some of the nodes never "wake up" or "die" during the network runtime.
Coordination protocol
Let N and M represent the sets of normal nodes and misbehaving nodes, respectively, which are assumed to be time-invariant (Assumption 1). We now focus on the generic k-th round of operations for node i ∈ N . This consists of four main operations: (i) data acquisition; (ii) data transmission; (iii) control logic; (iv) timing. These operations will also define the considered notion of misbehaviors.
(i) Data acquisition. At time t i k , node i ∈ I collects data from its neighbors. Denote by h i : R → R, i ∈ I, the function processing the incoming data, which means that given z j (t) with j ∈ Q i , h i (z j (t)) defines the information on j available to node i at time t. For i ∈ N ,
A data acquisition error means that (2) is not satisfied for some χ ∈ R, which represents for example a fault at the receiver.
(ii) Data transmission. For i ∈ N , f i in (1) satisfies
which means that a normal node makes available to the other nodes its true state value. A transmission error means that (3) is not satisfied for some χ ∈ R, which can represent a fault at the transmitter as well as an intentional misbehavior. By convention, node i transmits data from time
The scheme is based on the idea of discarding "extreme" values [2] , which prevents normal nodes from processing potentially harmful information. For every i ∈ I, let D i (t) ⊆ Q i be the set of neighbors that are not discarded by i at t ∈ R ≥0 . For i ∈ N this set is determined as follows. Let V i (t) be the ordered set formed by sorting the elements of Q i in a non-decreasing order of value h i (z j (t)) = z j (t). An arbitrary ordering is pre-specified to classify elements with the same value. Consider the set F i (t) formed by the first F elements of V i (t), and let E i (t) be the subset of F i (t) consisting of all the elements of F i (t) with associated value smaller than x i (t), that is r ∈ E i (t) if and only if r ∈ F i (t) and z r (t) < x i (t). Similarly, let L i (t) be the set formed by the last F elements of V i (t), and let E i (t) be the subset of L i (t) consisting of all the elements of L i (t) with associated value larger than x i (t), that is r ∈ E i (t) if and only if r ∈ L i (t) and z r (t)
and the control action is given by
where
and where, for every χ ∈ R,
By convention, D i (t) = ∅ implies ave i (t) = 0. An error in the control logic means that (5) is not satisfied for some t ∈ R ≥0 . (iv) Timing. For i ∈ N , the next round of operations is scheduled at time t
Operations can be then periodic as well as aperiodic. The first condition avoids arbitrarily fast sampling (Zeno behavior), while the second of condition is needed to reach approximate consensus. A timing error means that (8) is not satisfied for some k ∈ N.
Assumptions and main results

Assumption 1
The set M of misbehaving nodes does not change over time and |M| ≤ F . The second assumption ensures the existence of the solutions for all the nodes and for all time, that variables and functions are well defined. Assumption 2 entails no upper bound on ∆ i k . This is in order to capture the event that a misbehaving node never collects data from its neighbors and applies an open-loop control.
Assumptions 3 and 4 deal with the graph connectivity properties, and their use will vary depending on the type of nodes misbehavior. Both the assumptions ensure that the normal nodes share sufficient "genuine" information for taking control decisions. These assumptions hold, for instance, for classes of strongly regular graphs [17] , though it is not needed that the graph is regular. These assumptions should be interpreted as design conditions when the graph topology can be assigned. The connectivity conditions in Assumptions 3 and 4 are not difficult to check and, for large values of n, can also lead to sparse network configurations. Let λ denote the number of neighbors that every pair of normal node share. From the Assumptions 3 and 4, λ is either 3F + 1 or 2F + 1. Consider a complete graph of λ + 1 nodes. Then add k more nodes, where each of these k nodes connects to all of the λ + 1 nodes in the clique. This graph with n = λ + k + 1 nodes has the property that every pair of nodes has at least λ nodes in common and we see that, for fixed F , the number of edges scales only linearly with n.
We now state the main results of the paper, which are proven in Sections 4 and 5.
Theorem 1 Consider the network system (1)- (8) , with the misbehaving nodes exhibiting an error in any of the operations (i)-(iv). If Assumptions 1, 2 and 3 hold true, then all the normal nodes i ∈ N remain inside the convex hull containing their initial values. Moreover, there exists a finite time T ∈ R ≥0 such that |x i (t) − x j (t)| < 3ε for all t ≥ T and i, j ∈ N .
Theorem 2 Consider the network system (1)- (8), with the misbehaving nodes exhibiting an error in the operation (i) and/or (iv). If Assumptions 1, 2 and 4 hold true, then all the normal nodes i ∈ N remain inside the convex hull containing their initial values. Moreover, there exists a finite time T ∈ R ≥0 such that |x i (t) − x j (t)| < 3ε for all t ≥ T and i, j ∈ N .
Intuitively, errors in data acquisition or timing are less critical as they do not alter control or output values.
Monotonicity properties
The results of this section rely on Assumption 1 and 2 only, and are thus independent of the specific type of nodes misbehavior. Let
where t ∈ R ≥0 .
The first result shows that normal nodes remain in the convex hull containing their initial values.
Lemma 1 Consider the network system (1)- (8) , and let Assumptions 1 and 2 hold. Then, x m (·) and x M (·) are monotonically non-decreasing and non-increasing, respectively.
Proof. We prove the statement only for x m (·) since the proof for x M (·) is analogous. Suppose that the claim is false, and let τ be the first time instant at which there exists an index i ∈ N such that
Clearly, there could be multiple nodes achieving (10) 
The
The first equality follows from the fact that
On the other hand, the second inequality follows since z j (t 
For the next developments, we strengthen Lemma 1 by showing that there exist normal nodes that settle on the minimum and maximum values in a finite time.
Lemma 2 Consider the network system (1)- (8), and let Assumptions 1 and 2 hold. Then, there exist at least two indices r, s ∈ N and a finite time T ′ ∈ R ≥0 such that x r (t) = x and x s (t) = x for all t ≥ T ′ . In addition, min i∈N x i (t) ≥ x and max i∈N x i (t) ≤ x for all t ≥ T ′ .
Proof. We prove the statement only for x as the proof for x is analogous. Since x m (·) converges to x and is continuous, for any δ ∈ R >0 there exists a finite time T δ ∈ R ≥0 such that |x m (t) − x| < δ for all t > T δ . Let ∆ := min i∈N ∆ i and pick δ = ∆/3. Consider any i ∈ N and any update time t We claim that, for any i ∈ N and any t
In simple terms, this means that if x i (t i k ) does not belong to W := (x − δ, x + δ) then x i (·) can never enter W afterwards. The implication (14) is shown as follows. Since |x m (t) − x| < δ for all t > T δ then we must also have x j (t) > x − δ for all t > T δ and j ∈ N . This means that condition |x i (t
The analysis is divided into two subcases.
). In this case,
The first inequality follows from the fact that j ∈ D i (t
In fact, z j (t) = x j (t) > x − δ for all t > T δ and j ∈ N . Thus, nodes with an output value less than or equal to x − δ are misbehaving, and they are discarded in view of Assumption 1 and by construction of the control logic. The second inequality follows because x i (t i k ) < x+2δ by hypothesis. The last inequality follows since 3δ ≤ ε/(4d i ) and
In order for node i to decrease we must have ave i (t i k ) ≤ −ε. Hence,
The second inequality follows because j ∈ D i (t i k ) only if z j (t i k ) > x − δ according with the previous arguments. The third inequality follows since |D i (t)| ≤ d i for all t ∈ R ≥0 . Since normal nodes take controls in {−1, 0, 1}, we obtain
for all t ∈ T i k , where the last inequality follows from (16) and since
We conclude that if
In fact, in this case, node i must apply the same control input for a period not shorter than ∆. Thus, x i (t i k+1 ) / ∈ W since the control input is constant with unitary slope for at least ∆ time units and W has measure 2δ = 2∆/3. Thus, since the number of nodes is finite, there exists a finite time T ′′ ≥ T δ starting from which the signal x i (·), i ∈ N , either persistently remains inside W or persistently remains outside W . Moreover, there exists at least one index i ∈ N for which x i (·) persistently remains inside W since, by definition, x ∈ W is the limiting value of x m (·).
Every x i (·), i ∈ N , that persistently remains outside W from T ′′ onwards satisfies x i (t) ≥ x + δ for all t ≥ T ′′ . Consider next any x i (·), i ∈ N , that persistently remains inside W from T ′′ onwards. By the above arguments,
Moreover, the first sampling t i k ≥ T ′′ must occur no later than T ′ := T ′′ + ε/4. This is because, either u i (T ′′ ) = 0 so that
∈ W according to the previous arguments. Hence, every x i (·), i ∈ N , that persistently remains inside W from T ′′ onwards satisfies
′ and x r (T ′ ) = x for some r ∈ N since x is the limiting value of x m (·).
Generic misbehavior
By Lemma 2, there exist at least two indices r, s ∈ N and a finite time T ′ such that x r (t) = x and x s (t) = x for all t ≥ T ′ . We now show that under Assumption 3 x − x is upper bounded by 3ε.
Proof of Theorem 1. The property that normal nodes always remain inside the convex hull containing their initial values has been shown in Lemma 1. Thus, we focus on the second part of the statement.
Let T ′ be as in Lemma 2, and denote by r and s any two indices belonging to N such that x r (t) = x and x s (t) = x for all t ≥ T ′ . Consider now any update time t When s will sample, it cannot discard all these F + 1 normal nodes by construction of the control logic and because none of these nodes can take on a value larger than x from T ′ onwards in view of Lemma 2. Following the same reasoning as before, at least one of these nodes, say node i, must satisfy
where the last inequality follows since u i (t) < 1 for all t ∈ R ≥0 and i ∈ N , and since t s k ≤ t s k + ε/4. This implies x − x < 3ε, and the claim follows letting T := T ′ .
Data acquisition or timing misbehavior
Since we are dealing with data acquisition or timing misbehavior, it holds that z i (·) ≡ x i (·) for every i ∈ I. We will therefore only use x i throughout this section. In order to prove Theorem 2, we avail ourselves of the following intermediate result.
Lemma 3 Consider the network system (1)- (8) , with the misbehaving nodes exhibiting an error in the operation (i) and/or (iv). Suppose that Assumptions 1 and 2 hold. Let T ′ be as in Lemma 2, and let r and s be any two indices belonging to N such that x r (t) = x and x s (t) = x for all t ≥ T ′ . Then, | ave r (t)| < 3ε/2 and | ave s (t)| < 3ε/2 for all t ≥ T , where T := T ′ + ε/4.
Proof. We prove the claim only for node r since the analysis for node s is analogous. Consider any sampling interval T r k with t r k ≥ T ′ . As a first step, notice that ave r (t) ≥ 0 for all t ∈ T r k since, in view of Lemma 2, j ∈ D r (t) only if x j (t) ≥ x. We stress that D r (·) is defined only for analysis purposes as its computation is done only at the update times. We now determine an upper bound for ave r (·) over T r k . Following the same notation as in Section 2.1, let E i (t) and E i (t) be the subset of nodes not belonging to D i (t). Decompose D r (t) = A r (t) ∪ B r (t) ∪ C r (t), where (19) Note that this can be done since i ∈ D r (t) only if i ∈ Q r and since
The set C r (t) is comprised of the neighborhood of node r that had the highest values at time t r k , but have moderate values at time t. Further decompose C r (t) = C r (t)∪C r (t), where C r (t) := {j ∈ C r (t) : x j (t) = x} C r (t) := {j ∈ C r (t) : x j (t) > x} (20) This can be done since j ∈ C r (t) only if j ∈ D r (t) and j ∈ D r (t) only if x j (t) ≥ x. We focus on the set C r (t). Suppose that there are L elements in this set. Obviously L ≤ F since |E r (τ )| ≤ F for all τ ∈ R ≥0 . Now, to each element of C r (t) there corresponds at least an element belonging to Z r (t) :
In words, ifC r (t) has L nodes, then there must be at least L nodes whose values are more extreme at time t, and those nodes must have come from the set of moderate (or low) values at time t
with elements in D r (t), those belonging to the set C r (t), which take on a value larger than x. However, this is not possible in view of the control logic. Since any element in C r (t) must take on a value not larger than the value taken on by any element in Z r (t), we conclude that
As a final step, let Z r (t) = Z r (t) ∪ Z r (t), where
The first sum on the right side of (23) yields
The first inequality follows since all the nodes, including the misbehaving ones, take controls in {−1, 0, 1}. The second inequality follows since (A r (t) ∪ Z r (t)) ⊆ E r (t r k ) and because j ∈ E r (t r k ) only if x j (t r k ) < x. The second sum on the right side of (23) yields
The last inequality follows since (B r (t)∪Z r (t)) ⊆ D r (t Overall, we get
for all t ∈ T r k since |E r (t ′ of node r. Since this occurs not later than T ′ +ε/(4d r ), it holds that | ave r (t)| < 3ε/2 for all t ≥ T .
We note that Lemma 3 strongly relies on the fact that there is no control or transmission misbehavior. In fact, in either case, neither (24) nor (25) are valid.
We finally proceed with the proof of Theorem 2.
Proof of Theorem 2. Let T be as in Lemma 3, and denote by r and s any two indices belonging to N such that x r (t) = x and x s (t) = x for all t ≥ T .
Consider any t ≥ T . We have
The sum term satisfies
The inequality comes from the fact that ave r (t) < 3ε/2 in view of Lemma 3, and since j∈S (x j (t) − x) < 3ε/2 for every S ⊆ D r (t) (cf. the proof of Lemma 3). Hence,
Since s is the node attaining the maximum value among the normal nodes, j ∈ D s (t) only if x j (t) ≤ x otherwise it is discarded in view of Assumption 1 and by construction of the control logic. Thus, x j (t) ≤ x for all t ≥ T and all j ∈ D s (t). Hence,
As a final step, notice that
Following the same notation as in Section 2.1, let E i (t) and E i (t) be the set of nodes discarded by i ∈ N at time t with associated value smaller than x i (t) and larger than x i (t), respectively. For nodes r and s, define
Thus, at every t ∈ R ≥0 , node r discards |W r (t)|+|W r (t)| nodes that are also neighbors of s. Similarly, node s discards |W s (t)| + |W s (t)| nodes that are also neighbors of r. Moreover,
The first relation follows because r is the node attaining the minimum value among the normal nodes. Thus, all the nodes that belong to W r (t) take on value less than x and hence are necessarily misbehaving. Since these nodes belong to Q s , they must be discarded also by node s. In fact, at every t ∈ R ≥0 , node s discards the F smallest value less than x s (t), and, after T , there cannot be more than F values less than x in view of Assumption 1 and Lemma 2. Hence, these nodes must belong to E s (t), and thus to W s (t). The same reasoning applies to the relation W s (t) ⊆ W r (t). Hence, at every t ∈ R ≥0 , nodes r and s can discard at most |W s (t)| + |W r (t)| ≤ 2F different common neighbors. Since by Assumption 4 nodes r and s have at least 2F +1 neighbors in common, we have |D s (t)∩D r (t)| ≥ 1. This implies that ave s (t) < −(x − x) + 3ε/2. By combining this inequality with ave s (t) > −3ε/2, we finally conclude that x − x < 3ε.
A numerical example
Consider a network system as in (1)- (8), with n = 7 nodes interconnected as in Fig. 1 and F = 1 misbehaving nodes. State and clock initial values are taken randomly within the intervals [0, 1] and [0, t init ], respectively, with t init = 0.15sec. The desired accuracy level for consensus is selected as ε = 0.01 and we set ∆ i = ε/(4d i ) for every node. We note that the graph satisfies Assumption 3, which is sufficient to guarantee resilience against generic misbehavior (Theorem 1).
We consider the case of control misbehavior, which is most critical for consensus (cf. Section 2.2). Specifically, we assume that the misbehaving node applies the control input u i (t) = 10 sin(10 πt) for all t ∈ R ≥0 instead of (5). Fig. 2 illustrates the network state evolution with the proposed resilient consensus protocol. In agreement with the conclusions of Theorem 1, one sees that the normal nodes remain in the convex hull containing their initial values and reach a practical agreement disregarding the behavior of the misbehaving node.
Conclusions
This paper shows the possibility of approaching the resilient consensus problem in a context where the nodes have their own clocks and can make updates at arbitrary time instants. Although the results are preliminary, they indicate that handling misbehaving units can be possible also in network applications involving asynchronous and aperiodic transmissions, as occurs with event-triggered and self-triggered network systems.
We have considered a scenario where the network can support the data flow with reliability and accuracy, thus neglecting issues such as transmission delays, data loss, bandwidth as well as noise. In practice, these issues are are also very important but require careful consideration of several technicalities. Nonetheless, we envision that some extensions are indeed possible along the same lines as in [14, 18] where we discuss aspects related to the quality of the transmission medium.
Our approach utilizes a self-triggered update scheme with control saturation. It is of interest to investigate if similar results can be obtained also with event-triggered or other types of aperiodic update schemes [19] . It is also interesting to see if similar results can be obtained with other averaging functions, for example with the classic coupling law for average consensus [15] . We envision an application of the present research within the context of distributed optimization [20] , with specific reference to self-triggered schemes [21] . Another interesting research venue is in the area of multi-agent systems with cloud access [22] . Also in this context, self-triggered control seems a viable option for enabling asynchronous coordination without destroying regulation properties.
