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1.0. Let G be a connected and simply connected solvable Lie 
group with the Lie algebra 2. One says, that G is of type I, if any 
factor on a separable Hilbert space, generated by the operators of a 
continuous unitary representation of G, is of type I. It has been shown 
recently by L. Auslander and B. Kostant (cf. [I]), that the set of 
equivalence classes of irreducible unitary representations of G, if of 
type I, can be described by aid of the orbits of the representation, 
which is contragredient to the adjoint representation of G and acts on 
the dual of the underlying space of 2; this representation will be 
referred to as the coadjoint representations of G in the sequel. To each 
orbit of the sort just mentioned there corresponds a family of equiv- 
alence classes, the members of which can be parametrized by the points 
of a torus, having as dimension the first Betti number of the orbit 
under consideration (cf. Section 3 below for further details). One says, 
that G is exponential, if the exponential map establishes an analytic 
isomorphism between the underlying space of 5? and G respectively. 
If G is exponential, the orbits of the coadjoint representation are 
simply connected, and thus we have a bijection between the set of 
equivalence classes of irreducible unitary representations and the 
family of all orbits of the coadjoint representation. The existence of 
this bijection was established first by A.A. Kirillov in the nilpotent 
case, and extended later to the general exponential case by P. Bernat. 
Let us assume now, that G is nilpotent, and let T be an irreducible 
unitary representation, belonging to the orbit 0, of G. It was shown by 
Kirillov, that if v is a C” function having a compact support on G. 
and if we set 
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where da is a Haar measure on G, then T(v) is a trace class operator, 
the trace of which can be obtained as follows. We write q(Z) (I E 9) 
for the function corresponding to y on 9 via the exponential map, 
and fixing a positive translation invariant measure dl on 9 we set 
@(Z’) = I2 p(Z) ei(tTi’) dl, (2’ E 2’). 
Then we have 
TVb)) = 1 W) du 
0 
(1) 
where dv is a positive invariant measure (called the canonical measure) 
on 0, and the integral on the right converges absolutely. This relation 
can be used to pair off orbits and irreducible representations (cf. for 
all this (151, Deuxieme Partie, Chapitres II-III). 
If G is exponential, but not necessarily nilpotent, an irreducible 
representation can be CCR (that is T(v) is absolutely continuous for 
any p E Ccm), only if the corresponding orbit is closed (cf. [I7], 
Theorem 1). We showed in a previous paper, that if T is such a 
representation, and if G satisfies the further condition, that the image 
of its Lie algebra in the adjoint representation is algebraic, then for 
any positive definite Ccm function p a formula similar to (1) holds. 
The sole difference is, that prior to forming the Fourier transform of 
y(Z) one has to multiply it with an expression formed of the roots of 9 
(cf. [17], Theorem 2). We recall, that a root of 9 is a complex-valued 
linear form on 9, corresponding to some simple quotient representa- 
tion of the adjoint representation. In particular, if g, E Ccm, the operator 
T(v) is of class Hilbert-Schmidt. 
The purpose of the present paper is to extend the latter result to 
any connected and simply connected solvable group with a Lie 
algebra 9, the image of which in the adjoint representation is algebraic. 
By virtue of a theorem of M. Goto this is the case if and only if $P 
is isomorphic to an algebraic Lie algebra (cf. [II], Theorem 5, p. 41). 
Equivalently, a Lie group belongs to the class to be considered here, 
if and only if it is isomorphic to the universal covering group of the 
connected component of a real algebraic solvable group. It was proved 
by J. Dixmier, that any algebraic group, or its connected component 
is of type I (cf. [S], Theorem 1, p. 326). By a modification of his 
argument we prove first, that the same situation holds true for any 
group of the class described above (cf. Section 2 below), and therefore 
the theory of Auslander and Kostant can be applied to the classification 
of its irreducible representations. Next we consider an irreducible 
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representation T corresponding to a closed orbit 0 and show, that 
if v is of class Ccm, the operator T(F) is of class Hilbert-Schmidt, and 
if g, is in addition positive definite and its support lies in a fixed open 
set, containing the identity and not depending on the choice of T, 
we derive a formula for the trace of T(y) (cf. below for the precise 
statement). In particular, it turns out, that this trace is the same for 
any two representations belonging to the same orbit. 
In deriving these results, when compared with the exponential 
case, new phenomena have to be dealt with. First, since the exponential 
map, in general, establishes an analytic isomorphism only between a 
variety, arising out of the underlying space of the Lie algebra by 
removing a countable sequence of hyperplanes, and its image (cf. [9], 
ThCoreme 2), to obtain an analytic expression, analogous to (l), for the 
trace, we have to impose the restriction, indicated above, on the 
support of y. Next, the previous discussions of the trace formula rely 
more or less directly on the fact, that in the exponential case any 
irreducible representation can be obtained by taking the representation 
induced by a one-dimensional representation of an appropriately 
chosen connected subgroup, making it possible to reduce the computa- 
tion of the trace to that of integral operators. This circumstance in the 
general case, however, retains its validity only if classical induction is 
replaced by holomorphic induction as in [I] and [IO]. The main 
consequence of all this for us is, that by adopting a suitable extension 
of the inductive procedure employed by Kirillov for the derivation 
of the trace formula in the nilpotent case, we shall only have reduced 
the general problem to that of computing the trace for a special class 
of groups encountered, in the context of representations of algebraic 
groups, first by Dixmier (cf. [S] especially the proof of Theorem 1, 
p. 326; cf also [IO], 5.7-5.12). I n our case these are going to be groups, 
the Lie algebra of which is the extension, obtained by considering an 
abelian algebraic algebra of semi-simple derivations with purely 
imaginary roots, of the nilpotent algebra generated by the elements 
{I, Pi , qj; i,j = 1,2 ,..., n} satisfying the commutation relations 
[pi , qj] = 6,I. Th ese will be called special groups in the sequel. 
Here additional considerations, based on the realization, discovered 
by V. A. Bargmann and I. E. Segal, in a Hilbert space of holomorphic 
functions for the infinite dimensional irreducible unitary representa- 
tions of the nilpotent special groups will have to be applied (cf. Sec- 
tion 6). The proof of the convergence of the integrals, occurring in the 
trace formula, as in [I7], utilizes results of L. Hormander on the 
asymptotic behaviour of polynomials in several real variables. 
The final formula can be stated in the following fashion (cf. also 5.1). 
438 PUKANSZKY 
Let G be a group of our class belonging to the Lie algebra PEP. We 
denote by $ the collection of all roots of 2, and by B the open 
connected subset of OLP, given by {I; Im a(Z) < 27r, OL E g}. The restric- 
tion of the exponential map to B is an analytic isomorphism with its 
image. Let v be a Cc* positive definite function, the support of which 
is contained in exp B. Then we have 
Tr(T(y)) = 1, d(Z’) dw. 
Here &(Z’) is the Fourier transform, over 2, of a function w, obtained 
by multipying the function, corresponding to ‘p on P’ via the exponen- 
tial map, by a factor of the following form 
Wxp W2 n exk%!d)) - ew(-MW 11 exp PM - 1 LYE9tl 40 BEgFa SW 
where g1 and 9s are disjoint subfamilies of 9, and d(q) = d(a,) da, 
if da is the right invariant measure on G used in forming T(v). 
Finally dv is a positive invariant measure on 0, which can be obtained 
by precisely the same algorithm, as in the nilpotent case (cf. [I61 and 
5.6, 6.7 below). The integral on the right hand side converges abso- 
lutely. The families of roots fll and 9s depend on 0 only, and not on 
the particular choice of the representation T corresponding to the 
closed orbit 0. If G is exponential, Fa is empty, and we reobtain the 
formula of Theorem 2 in [17]. If, on the other hand, G is a special 
group, $i is empty and we have also d = 1 (cf. 6.5). 
The content of the present paper is as follows. In Section 2 below 
we prove, that solvable groups, for which ad9 is algebraic, are of 
type I. In Section 3 we explain some basic facts concerning the 
holomorphic induction. In Section 4 irreducible representations with 
closed orbits are connected with representations of, not necessarily 
connected, closed subgroups, and in Section 5 a relation between 
their characters will be established. This will reduce the verification 
of the final formula to the computation of the trace in the case of a 
special group; this will be done in Section 6. 
The reader is assumed to be familiar with the standard facts of the 
theory of induced representations (cf. [12] and [2] Chapter I, 
Sections g-10). 
2.1. All the Lie algebras and groups to be considered in this 
paper are assumed to be solvable, and unless stated otherwise, defined 
over the reals. 
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a) Let V be a finite dimensional real vector space; we denote by L( I’) 
the collection of all endomorphisms of V. Let 2 be a (not necessarily 
solvable) subalgebra of L( I’); we recall, that 2 is called algebraic, if 
with a E $4 any replica of a belongs to 2 (cf. [4] and [6]). If 2 is 
solvable, it is algebraic if and only if, denoting by p the ideal composed 
of all nilpotent elements of 2, there exist an algebraic abelian sub- 
algebra a of semi-simple endomorphisms, of 64, such that $P = it + a 
holds. An abelian algebra of semi-simple endomorphisms is algebraic, 
if and only if its complexification possesses a base, the elements of 
which have integral eigenvalues only (cf. for all this [13], Corollary of 
Theorem 1, Theorem 2 and Theorem 4). Also, S? is algebraic if and 
only if the connected analytic subgroup G, belonging to 2, of GL(V) 
is the connected component of the identity of an algebraic subgroup 8 
of GL( I’). This statement, pointed out for the complex case in [6], can 
be shown for the reals as follows. Let 8 be as above and 2 its Lie 
algebra; then 9 is algebraic. In fact, let a be an element in 2; we 
denote by s and n its semi-simple and nilpotent component resp. If 
B(A) is a polynomial in the matrix coefficients, taken with respect to 
some base in V, of A EL(V), and if B(Exp(ta)) E 0 for all real t, 
one shows easily, that also B(exp(ts)) = 0, and therefore S, and thus 
also n belong to 2. Next one observes, that a’ is a replica of a if and 
only if a’ = s’ + c * n, where c is a constant, and s’ a replica of S. 
Thus it suffices to establish, that we have also @(exp(ts’)) 3 0, 
which can easily be done by recalling, that there exist a base 
Gfk; 1 < K < n} in the complexification of I’, such that sfk = hkfk , 
s”fk = pkfk for all k, and if C& mkXk = 0, where the mk’s are 
integers, then we have also C%, rnkpk = 0. Conversely, if $P is 
algebraic, and if we write 2 = n + a as above, then the connected 
subgroup N, belonging to n, of GL(V) is algebraic. Furthermore, by 
taking into account the characterization, given above, of algebraic 
abelian algebras of semi-simple endomorphisms, one easily determines 
an algebraic group with the Lie algebra a. Finally, to obtain an 
algebraic group for 2, one can, for instance, apply Theoreme 14, 
p. 175 in [.5]. In particular, the definitions of an algebraic Lie algebra 
given in [6] and [5] (p. 171) are equivalent in our case. 
b) Let 2 be a real solvable Lie algebra; we write 2 = (u) if and 
only if dp has a faithful linear representation h on a finite dimensional 
real vector space, such that h(Z) is algebraic. By virtue of Theorem 5 
in [II], for dp = (a) it is necessary and sufficient, that the image of JZ 
through the adjoint representation be algebraic. Also, 9 = (a) if 
and only if 2 = n + a, where n is the greatest nilpotent ideal of 2, 
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and a is an abelian subalgebra, such that ada is algebraic and consists 
of semi-simple endomorphisms; on the right hand side we have direct 
sum of subspaces. 
c) Let G be a connected and simply connected solvable group with 
the Lie algebra 3; we shall write G = (a) if 9 = (a). 
2.2. The proof of the following proposition is an adaptation of 
the reasonings in [S]. 
PROPOSITION. Let G be a connected and simply connected solvable 
Lie group with the Lie algebra 3, such that ad.2 is algebraic. Then G 
is of type I. 
Proof. We are going to proceed by induction, assuming the 
statement to be true for groups with a dimension less than that of G. 
Since for dim G = I there is nothing to be proved, below we assume 
dim G > 1, and distinguish the following subcases. 
a) Let us assume first, that T is a factorial representation of G such, 
that its kernel is not discrete. Let J be a nonzero ideal of 9 such that 
T / exp J = I; h ere exp J stands for the connected subgroup, 
belonging to J, of G. Let us write G = G/exp J. Since T arises by 
lifting a factotial representation of G up to G, to prove, that T generates 
a factor of type I, by virtue of our inductive assumption it suffices to 
show, that G = (a), or, that 8 = 9/J = (a). To this end let us 
observe, that if 99 is an algebraic subalgebra of L( I’), and if W is a 
subspace, invariant with respect to 97, of V, then the subalgebra Z??i ,
arising from 9 by taking quotients, of L( V/W) is also algebraic. 
Therefore, to obtain the desired conclusion it is enough to note, that 
by writing V = 9, W = J and 93 = ad 9 we get 93i = ad 2, 
and thus 2 = (a). 
b) Next we suppose, that the kernel of the factorial representation T 
is discrete. Let J be an abelian ideal of 3; J can be identified with 
exp J via the exponential map, and therefore the dual of exp J 
identifies with J’. G acts on J by inner automorphisms; we obtain the 
dual of this action on J’ by considering the representation p(a) = 
(Ad(a-l))’ of G on &?‘(a E G), and by taking its quotient on J’ = 
.9’/ JL, where Jl is the annihilator of J in $4’. Since we have 9’ = (a), 
the set (ad 3)’ of the transposed of all elements in ad 9 is algebraic 
in L(Y), and therefore we can conclude as in a) above, that dT(Z) 
is algebraic in L(J’). Th is implies that the orbits of T on J’ are those 
of the connected component of the identity in an algebraic subgroup 
of GL(J’), and in this fashion J’/T is countably separated (cf. for this 
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the theorem of C. Chevalley, quoted in [8], p. 316). From this we 
conclude, that the spectral measure corresponding to T 1 exp J is 
concentrated on one single orbit 0. Let us assume now, that J can be 
chosen such, that dim 0 > 0. Let p be a fixed element in 0, 5’ its 
stabilizer in G, and S, the connected component of the identity in S. 
In what follows we shall prove, that S, = (a), and that there exist a 
discrete subgroup r in the center of G, such that rS, is closed and has 
a finite index in S. Assuming this for a moment, we finish proving, 
that T generates a factor of type I, as follows. First we recall, that 
there exist a factorial representation U, inducing T in G, of S, and the 
types of the factors generated by T and U are identical; hence it 
suffices to know, that S is of type I. But because of dim 0 > 0, the 
codimension of S, in G is positive, and since S, = (a), by virtue of 
the assumption of our inductive procedure, S, is of type I. Since I’ 
is in the center of G, this implies, that rS, , too, is of type I. Finally, 
since the index of PS, in S is finite, we can conclude, that S is of 
type I (cf. [8], Lemma 3, p. 319). 
Since we have 2 = (a), we can assume, that .Y is an algebraic 
subalgebra of L(V), where V is some finite dimensional real vector 
space. We denote by G the closed analytic subgroup, determined by 
2, of GL( V), and write 4 for the canonical homomorphism of G onto 
G. G is the connected component of an algebraic group ($5, of which 
we can assume, that a ]a-’ C J for all a in 05. Let us identify L(V) 
with its dual by means of the nondegenerate bilinear form B(a, b) = 
Tr(ab) (a, b E L(V)). D enoting by JBl the orthogonal complement of J 
with respect to B, we have J’ = L(V)/ Jel. Fixing an element j?, 
lying over p E 0 C J’, in L(V) we form the algebraic group S, = 
{a; a E 8, apa-’ E JBl}, and write s for its intersection with G. 
S is the complete inverse image, through 4, of S, and also+ = S,; 
therefore we have S, = (a). Let us write r for the kernel of 4; r is 
a discrete central subgroup of G. rS, is the complete inverse image 
of 3, , thus rS, is a closed invariant subgroup of S. Finally we observe, 
that SITS, is finite, since so is evidently the index of S, in S. 
c) Let us assume finally, that given a factorial representation T of G, 
no ideal, satisfying the conditions described in a) OY b) above, can be found 
in 2. Then the connected subgroup N, belonging to the nilradi,cal n 
of -I;“, of G has the structure of a special group (cf. 1.). In fact, denoting 
by C the center of n, we claim, that dim C = 1, and that [n, n] = C 
(cf. [8], Lemma 10). The first assertion is evident, since our assump- 
tion implies, that 2 has no abelian ideal of a dimension greater than 1. 
If dim[n, it] > 1, we can find two ideals n, and n2 of n, such that 
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dim ni = j, and that ni C [n, n] (j = 1, 2). But then we have 
[[n, n], n,] = [[n, n,], n] C [n, n,] = 0, and thus n, is in the center 
of [n, n]. But the latter being an ideal in 2, we obtain a contradiction. 
Let I be a nonzero element of C, and let us write [x, y] = B(x, y) I 
(x, y) E n). B is a nondegenerate skew-symmetric bilinear form on 
n/C, and thus, if dim(n/C) = 2n, we can find 2n elements (pi , qj; 
i,j= 1,2 ,..., n} in n satisfying [pi , qj] = $I. The restriction of T 
to exp C is not constant, hence T j N is a factorial representation of 
type I (cf. [14-j). Ob serve, incidentally, that what preceeds suffices to 
prove the Proposition if 2 is nilpotent. To settle the general case 
we remark, that if 2 is any solvable Lie algebra, the nilradical of 
which has the structure as above, G the corresponding connected and 
simply connected group and T a factorial representation, such that 
T 1 exp C is not constant, then T generates a factor of type I. In fact, 
to this end it is enough to observe, that the cohomology class of the 
extension of the irreducible representation of T / N to G, since 
G/N - R”, contains a cocycle of the form exp iB, where B is a 
skew-symmetric bilinear form on Rm x Rm, and therefore the corre- 
sponding Mackey extension is a connected nilpotent group (cf. [2], 
188-190), and consequently T generates a factor of type I (cf. [2], 
Proposition 10.4, p. 63). 
3.0. The purpose of this section is to give an outline, adapted 
to the needs of Section 4 below, and inspired to some extent by Part I 
in [IO], of the construction, given in [I], of all irreducible representa- 
tions of a connected and simply connected solvable group of type I. 
We are going to use the following notations. Given a solvable Lie 
algebra 9, we write exp 9 for the corresponding connected and 
simply connected group. If Z1 is a subalgebra of 9, exp 64 will stand 
for the connected subgroup, determined by ,Ep1 , of A?. We recall, that 
since 2 is solvable, exp si is closed and simply connected. The 
complexification of 2 will be denoted by & . We write o(u) for the 
operator, corresponding to a E exp dp in the adjoint representation, 
and we set p(a) = (~(a-~))’ ; p is the coadjoint representation of 
exp dp. 
Although in this paper we are concerned with solvable Lie algebras 
having faithful algebraic representation, the following considerations 
are valid for any solvable dp, such that exp JZ is of type I. 
3.1. Given any element f in the dual 2’ of dp, there exist 
(cf. [I], 2) a complex subalgebra / of PC satisfying the following 
conditions. 
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I. +’ is maximal self orthogonal with respect to the skew- 
symmetric bilinear form ([x, y],f ) on PC (x, y E 9c). Observe, that 
the radical of this form is R, , where R is the Lie algebra of the stabil- 
izer S off with respect to p; in other words R = (r; r E 2, (adr)‘f = 0). 
Consequently we have / 1 R, . 
II. For all s in S, u(s)/ = /. 
III. a) f + /is a subalgebra of Tc . 
fl)IfX,yEPandx+iyE/, we have([x,y],f) 20, and 
([x, y], f ) = 0 implies, that x and y belong to p n 2. 
y) Denoting by n the nilradical (greatest nilpotent ideal) of 
Y,f n n, is maximal self orthogonal in n, with respect to the restric- 
tion of the above skew symmetric bilinear form to n, . 
3.2. Given p and f as above, one can associate with them a 
family of irreducible unitary representations of exp 9’ (cf. 3.4. below). 
In order to obtain these, we need the following facts, implied more or 
less directly by the above conditions on+‘. 
a) Let us write d = / n 9; by virtue of II this is a subalgebra, 
invariant with respect to the restriction of u to S, of 9. This implies, 
that the subgroup D = exp d of G is normalized by S, and thus we 
can form the subgroup A = DS; one can show, that this is closed. 
If 9 = (a), this follows from the easily verifiable fact, that if + 
satisfies condition I in 3.1, then the image, under any faithful algebraic 
representation of 9, of d is algebraic. 
b) Denoting by S, the connected component of the identity in S, 
we have S, = exp R C D. One has even S n D = S, , and therefore 
A, = D. 
c) Let us write Z? = {Y; r E R, (I, f) = 0); the derived group of S 
is contained in exp R. 
d) By virtue of I in 3.1, the linear form Z--f (1, f ) (1 E d) vanishes on 
the first derived algebra of d. Therefore, since D is simply connected, 
there exist a well determined character x0 on D satisfying xo(exp I) = 
exp[i(Z, f )] (I E d). Using b) an c a d ) b ove, one sees at once, that x0 
extends to a character of A. There is a natural bijection between the 
set F of all such extensions of x0 , and points of the dual of A/A, = 
S/S, . But since S/S, , if not trivial, is isomorphic to the m-fold direct 
product of the additive group of the integers, this dual is a multitorus 
of dimension m. 
e) If x is an element of F, we can form the representation Ti , 
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induced by x, of G = exp 9; we shall write also Tl = ind,,, x. 
We recall briefly the construction of Tl (cf. [3], pp. 80-83). Let dx 
and da be right invariant Haar measures on G and A respectively; 
we put d(x,x) = d,(x,) d x and d(a,a) = d,(a,) da (x0 E G, a,, E A). 
Let f(x) be a complex-valued measurable function on G, such that 
/f(x)]” is locally integrable with respect to dx, and such that for any a 
in A and any x in G we have 
f(m) = Lly (a) A$‘2 (Q) x(u)f(x). (1) 
Writing dp = / f I2 d x, we have for any function h, which is continuous 
and of a compact support on G: 
jG h(a-lx) dp = d,(u) j-, h(x) dp. 
From this we conclude, that there exist a positive measure V~ on the 
right coset space G/A of G according to A, such that 
j 
G 
44 dw = j,,, (j, &4 d") 4 . 
We denote by F,(x, G) the linear space of all functions satisfying (l), 
and for which the total mass v,(G/A) of G/A with respect to vj is 
finite. Then one can define on the quotient space, according to the 
subspace of elements satisfying v,(G/A) = 0, of F,(x, G) the structure 
of a Hilbert space, such that the square of the norm of the equivalence 
class containing f is v,(G/A); we denote this space by F(x, G). The 
operators of the representation Tl act on it in the following fashion: 
if g is in G, Tl( g) is the operator, corresponding to the map f (x) + 
f (xg) of F,(x, G) into itself, onF(x, G). 
3.3. Before proceeding to complete the description of the 
irreducible representations, corresponding to / and f, we make the 
following observation, which will be used later too (cf. Section 5). 
Let PI be a subalgebra of 9, and a: a root of PI (cf. 1 above); Then 
there exist a root ,6 of 9, the restriction of which to 9r is 01. This fol- 
lows from the following simple statement, the verification of which 
we leave to the reader. Let {yj;j = 1, 2 ,..., n} and {4k; K = 1, 2 ,..., rz} 
be families of complex valued linear forms on the finite dimensional 
real vector space V and on its subspace W respectively, such that for 
CHARACTERS OF ALGEBRAIC SOLVABLE GROUPS 445 
each w in IV, the set of complex numbers {&(w); k = 1, 2,..., n> is a 
subset of {qj(w); j = 1, 2,..., n}. Then there exist an injection r of the 
set (1, 2,..., n> into (1, 2,..., n> such that dj is the restriction of y,cj) to 
W(j = 1, 2 ,.,.) N). 
The conclusion we wish to draw now from this is as follows: there 
exist a holomorphic character # of G, = exp 9c, the restriction of 
which to D C G C G, coincides with A:iz. In fact, we obtain the 
restriction of Ai’” to D by exponentiating the linear form I -+ +Tr(adZ) 
(I E d). But by what we saw above, this can be viewed as the restriction 
to d of a linear form on 9, which vanishes on [Y, 91. Extending this 
to 9c and exponentiating, we obtain a holomorphic character $ of G, 
with the desired property. From this we deduce at once, that there 
exist a holomorphic character w of G, , the restriction of which to D 
coincides with A:‘2A,1’2. In fact, by what preceeds, to obtain w it 
suffices to find a holomorphic character 5 of G, , the restriction of 
which to G yields Aa’, and then set w = #I{. But we obtain such a 5 
by exponentiating the linear form I -+ &Tr(ad Z) on zc. 
3.4. a) We write e = (/ + F) n 9; by virtue of III. a) in 3.1 
this is a subalgebra of 9. Let us observe now, that f + e = e, . 
In fact, y belongs to e if and only if there exist an x in e such that 
x + iy E~P; therefore /C e, and / + e C e, . Conversely, if x and y 
are elements of e, we can write x + iy = (X - x1) + (xi + iy), and 
the right-hand-side is in e + f, if xi is such in e, that x1 + iy E/; 
therefore e, C / + e. From this we conclude, that if H = expp C G, , 
and if 0 is an open set in E = exp e, the set HO is open in E, = exp e, . 
b) We observe, that the linear form Z -+ i(Z,f ) on / vanishes on 
[f,f] (cf. I in 3.1 b a ove ), and thus there exist a holomorphic character 
F, satisfying dv(Z) = i(Z,f) (ZEN), on H. Let us remark, that the 
restriction of q~ to D coincides with x0 , as defined in 3.2. d). 
c) Since f n e = d, we can find an open neighborhood of the 
identity U, in E, such that Uil = U, , and that H n lJH2 C D. 
Keeping U, fixed, we write U for the open set HU, in E, . 
d) Let us choose now an element x in F (cf. 3.2. d)). If f is in 
F,(x, G), then for any fixed g, in G, the expression w(h)v(h)f (Kg,), 
where w is as at the end of 3.3 and h and k are arbitrary in H and U, 
respectively, depends on hk only. In fact, if h, E H and kzl E U, are 
such, that h,k, = hk, then by virtue of our choice of U, there exist an 
element 6 in D, such that h, = hS-l, k, = 6-lk, and therefore 
4Mhd f (4 8,) = ~(s>A,“2(s)A’,12(s)~(~)x(~-1)~(h)~(h) f @go) = 
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44d~)f v%)~ w e d enote by H,(x, G) the collection of all elements 
of F,(x, G), for which the function hk -+ w(h)v(h)f (kg,) (h E 29, 
k E U,) is holomorphic on U = HUE, for any fixed g, in G. One 
can show, that the image of HI&, G) in F(x, G) is a closed subspace, 
independent of the particular choice of w and UE; we shall denote it 
by H(x, G). Since for any fixed g in G the map f(x) + f (xg) of 
F,(x, G) into itself leaves H,(,y, G) invariant, the representation 
Tl = ind,,, x (cf. 3.2)) is reduced by H(x, G); we denote the part of 
Tl in H(x, G) by Wfif, x). 
3.5. Using the above notations, we can summarize the results, 
to be used in the sequel, of [I] in the following fashion. If/is as in 3.2, 
then the unitary representation ind(f, f, x) is irreducible, and any 
irreducible unitary representation of G can be written in this form. 
If fi and fi in 9 do not lie on the same orbit of p, then ind(/r , fi , xl) 
and in4f2 ,f2 , x2) are inequivalent for any choice, as above, oftt;. and 
xi corresponding to fj (i = 1, 2). Finally, if we have fi = p( g)f, for 
some g in G, then making a choice, subject only to the conditions of 
3.1, of f1 and /’ , the families of representations ind(fi , fi , xi) and 
ind(f2 ,fi , x2), where x1 and x2 run over the collection of all admissible 
characters (cf. 3.2 e)), are identical. 
4. From now on we shall assume, that 9 is a real solvable 
Lie algebra, the image of which in its adjoint representation is alge- 
braic; we shall write for this 9 = (u) (cf. 2, 1. b)), and if G = exp 9 
is the corresponding connected and simply connected group, then 
G = (a) (cf. 2.1. c)). 
The purpose of this section is to relate an irreducible unitary 
representation T of G to a representation of the same kind of a 
subgroup of codimension 1 or 2. We are going to use this in the next 
section to set up an inductive procedure to determine the trace of the 
integral of a smooth function with respect to T (cf. 1). 
We shall call a subalgebra tp, satisfying the conditions of 3.1, of 
9o admissible, and writep = (A). S ometimes, if the context requires 
to emphasize, that f, as a subalgebra of PC, is admissible, we put 
p = (A, 9). If V is a real or complex finite dimensional vector space, 
and W a subspace of V, dim W will stand for the real or complex 
dimension of W according to whether V is real or complex respectively. 
Let 0 be an orbit of p in 9’ (cf. the begin of 3 for the notation). 
We shall say, that an irreducible unitary representation T belongs to 0, 
if T is of the form ind(f, f, x) (cf. 3.4. d)) with f in 0. We recall 
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(cf. 3.9, that by this property T is determined up to a unitary equiva- 
lence only if the stable group S off is connected, or if 0 is simply 
connected. 
4.1. With the above notations, we assume first, that there exist 
an ideal J, of positive dimension, in the nilradical tt of 9, such that J 
is orthogonal to f. We recall (cf. 2.2. a)), that putting 5? = 9/J, 
we have 2 = (a). The dual A?’ of the underlying space of J? can 
canonically be identified with the annihilator Jl of J in 9’. Writing 
G = exp 2, let us denote by + and 9) the canonical homomorphism 
of G and 04” onto G and 2 respectively. Distinguishing notions, 
relative to G, by *, we have ~(+(a)) = p(a) 1 J’ (a E G), and thus 0 
can also be viewed as an orbit of p” in 9’. 
In what follows we are going to show, that there exist an irreducible 
unitary representation U, belonging to the orbit 0 C p’, of G, such that 
U o 4 = T. To this end, let us prove first, that if f = (A) with f 
as above, then, denoting by v, too, its extension to a homomorphism 
of 9o onto & , we have p)(p) = (A, 9) with f considered as an element 
of 9’. Writing/ = q(f), we show, that{ satisfies all the conditions of 
3.1. We observe first, that if B is a skew-symmetric bilinear form on 
a complex (or real) vector space, and if R is the radical of B, a self 
orthogonal subspace W is maximal with respect to this property if and 
only if we have dim W = +(dim V + dim R). Therefore, by virtue 
of I in 3.1, if R is the Lie algebra of the stable group S off, we have 
dim/ = *(dim dp + dim R). We have evidently 9 1 R 3 J, and 
v(R) = 8, and thus also dim{ = $(dim 2 + dim a). That j 
satisfies condition II follows from the relations $-l(S) = S, and 
u(+(a)) 0 y = v 0 u(u) (u E G). III 01 and III ,8) being trivially fulfilled, ) 
we turn now to the verification of III y). We observe first, that ii is the 
direct sum of y(n) and of an ideal I of the center of 2. In fact, we 
have evidently p)(n) C ii. Furthermore, since 9 = (a), 9 = n + a, 
where a is a subalgebra, such that ad(u) is semi-simple for any a in a, 
and n n a = 0 (cf. 2.1. b)). We have thus =.@ = q(n) + y(a), where 
the right hand side, since J = ker y C n, is a direct sum of subspaces. 
Therefore, writing1 = ii n p)(a), we obtain that ii = p)(n) + I. Since, 
if ad(u) (a E 9) is semi-simple, so is ad g)(a), for any b in I ad(b) is 
semi-simple and nilpotent, and thus ad(b) = 0 and I is contained in 
the center of 8. We write B(x, y) = ([x, y], f) (x, y E pLc) and 
&XYY) = ([%Yl,f > hr E ii,), and denote by P and P the radical 
of B and B respectively. We have obviously p = q(P) + I,. 
III. y) will be satisfied by f if and only if dim@ n fiic) = *(dim A + 
dim P). We havep n y(n=) = r# n no). In fact, if.?(h) = y(n) = a 
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(h E/, n c n,), then we have h = n + j ( j E Jc), and thus, since J C n, 
h EP n n, and a E v(+’ n nc). Therefore 
dim($n AC) = dim(jn v(nc)) + dim I 
=dim(/nnc)-dimJ+dimI 
= $(dim n + dim P) - dim J + dim I 
= *(dim ii + dim p), 
since obviously J C P, and thus dim P = dim v(P) + dim J. 
We observe next, that since @l(s) = S and $-i(D) = D, we 
have +-i(A) = 4-l(s”a) = SD = A. Furthermore, there exist a 
character 2 of a with 2 o + = x and dz(Z) = i(Z,f) (I E d = j n a). 
In this fashion we can form, as in 3.4. d), the unitary representation 
ind($,f, 2) of G. Th is representation belongs to the orbit 0 C 9’. 
In what follows we shall show, that ind(#, f, 2) 0 4 = ind(/,f, x) = 
Ti and thus U = ind({,f, 2) will satisfy the conditions formulated at 
the beginning. 
For the following reasonings cf. 2.2 in [IO]. We denote again by 4 
the extension to Go of the canonical homomorphism of G onto G. 
We assume to be known, that, using the notations of 3.2. e), there 
exist an isomorphism z/ of F(g, G) onto F(x, G), such that $Tr(#(a)) = 
Tl(4,h (a E G); th e image, under #, of the equivalence class containing 
f~ F,(f, G) is the equivalence class off 0 4. (Observe, that by virtue 
of the definition of F(x, G) in 3.2. e), two elements in F,(x, G) give 
rise to the same element in F(x, G) if and only if they coincide on G 
almost everywhere with respect to the Haar measure). To prove our 
statement, it suffices to show, that $H(a, G) = H(x, G) (cf. 3.4. d)). 
Writing 11 = A:12A;1i2 we have +j 0 4 = 71, and therefore, if i3 is a 
holomorphic character of G, , such that i;, j D = ;i (cf. 3.3)), then 
w = & 0 4 is a holomorphic character, satisfying w 1 D = 77, of Gc . 
We have also @ o + = v (cf. 3.4. b)). Let U, be an open neighborhood 
of the identity of E, such that Ui-l = U, and H n UE2 C D; then 
DE = #(U,) is an open neighborhood of the identity, having analogous 
properties with I? and a, of 8, and we have 6(U) = 0, where 
U = HU, and 0 = ROE. Let us form now the spaces H,(a, e) 
and H,(x, G), as in 3.4. d), and show, that f~ H,(a, G) implies 
f 0 4 E H,(x, G); th is will prove $(H(f, G)) C H(x, G). But for this it 
is enough to remark, that if a(a) = &(&j(R) f (&J (2 = hk, 6 E I?, 
& E og), for any fixed g”, in G, is holomorphic on 0, then the same 
will hold true for K(u) = w(h)v(h) f (+(kgJ) (u = hk, h E H, k E U,) 
on U for each fixed g, in G. To show, that #(H(g, e)) = H(x, G), it 
suffices to prove, that if f~ F,(g, G), f E H,(x, G), and fo 4 = f 
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almost everywhere on G, then there exist an element 3i in Hi& G), 
such that 3 = 3, 1 a most everywhere on G. Since 7 1 exp J = 1 and 
x / exp J = 1, we havef(ax) = f(x) for all a in exp J and x in G, 
and thus there exist an element 3, in F,(a, G), such that 3; 0 q!~ = f 
everywhere on G. Therefore 3 = J”, almost everywhere on G, and to 
complete our proof, it is enough to show, that 3, lies in H,()?, G). 
Let us write now K(u) = w(h)q(h) f (hgO) (u = hh, h E H, h E U, , 
g, fix in G). We have Jo C f, and w/exp Jc- l,andp,Iexp Jo- I, 
and therefore K(au) = K(u) f or all a in exp Jo and u in U. Thus to 
obtain the desired conclusion, it suffices to observe, that if l? is a 
function on 0, such that K 0 r$ = K everywhere on U, and if K is 
holomorphic on U, then so is K on 0. 
4.2. Let again 0 be an orbit, and f a fixed element in 0. We 
assume now, that there exist no ideal, of positive dimension and 
orthogonal to f, but that there is a non trivial abelian ideal different 
from the center. In what follows, distinguishing several subcases 
(cf. 4.9 below for the summary), we shall prove the following state- 
ment. Let T be an irreducible unitary representation, belonging to 0, of G. 
Then there exist a, not necessarily connected, subgroup G, , of codimension 
one or two, of G, and an irreducible unitary representation V of G, with 
the following properties. T is induced by V, and if G, = exp P0 is the 
connected component of the unity in G, , we have G,, = (u) (cf. 2.1. c)), 
and the restriction of U of V to G, is irreducible. Let rr be the canonical 
projection from 23’ onto 9; , and 0, the orbit, with respect to G, , in 
Y containing rr( f ). Then U belongs to 0, , the complete inverse image 
72 -Y ‘0 ( & of 0, in Y, is contained in 0, and if 0 is closed, then so is 0,. 
4.3, We assume first, that there exist an ideal J, of dimension 
one and different from the center of _Lp. Let j be a non zero element in 
J; by virtue of our assumption, made at the begin of 4.2, we have 
(j,f) # 0, and thus we can assume (j,f) = 1. We write ad Ij = 
h(1) j (1 E Z), and -sP, = ker A; observe, that dim g0 + 1 = dim 5?. 
a) We prove first, that ad PO (the image of JY& in the adjoint 
representation of dp) is an algebraic subalgebra of L(2) (cf. 2.1. a)). 
To this end, let us observe, that since Z’ = (a), ad 2 is algebraic in 
L(9). Furthermore ad 6p = {a; a E ad ,14, uj = 0}, which already 
proves our statement. From this we conclude at once, that A$ = (u); 
In fact, one sees easily, using the characterization, given in 2.1. a), 
of algebraic solvable algebras, that if B? is such an algebra, acting on 
a finite dimensional vector space V, and if W is a subspace, invariant 
5w3/3-8 
450 PUKANSZKY 
under a, of V, then &% / W is algebraic in L( W). To obtain PO = (a), 
it suffices to apply this to the case, when V = 9, W = 9,) and 
~29 = ad5?,,. 
b) We denote by S the stabilizer of f, and put G, = exp ZO. 
Then we have S C G, . In fact, there exist an homomorphism (1 of G 
into the multiplicative group of positive numbers such that u(a)j = 
Il(a)i for all a in G, and G,, = ker d. If s belongs to S, then we have 
(if) = (j, p(s)f) = (a(~-l)j,f) = -Wl)(j,f), whence 4) = 1, 
since (j, f) # 0. Let So be the stabilizer of 7~( f) in Go; by virtue of 
what we have just seen So contains S. If SC0 is the connected compo- 
nent of the identity in S O, then So = S . S,O. In fact, let h be the 
element, determined by (I, h) = h(Z) (I E g), of 9’. We have 
p(u)h = h for all a in G. If s is in So, then p(s)f = f + A(s)& and 
s -+ A(s) is a homomorphism if So in the additive group of the reals, 
such that ker A = S. Putting P = j, we get -(ad P)'f = h and thus 
(exp(tr) ; t E R) C SC0 and any s in So can be written as Soexp(tor), 
where so E S, proving, that So = S.S,O. 
c) Let p be a subalgebra of (90)c, such that +’ = (A, Zoo) with 
respect to rr( f ). W e are going to prove, that/ = (A, 9) with respect 
to f. To this end we show, that Pp satisfies the conditions of 3.1. 
As regards I, lot. cit., it is enough to observe, that putting So = exp R” 
we have R C R”, and thus dim ROIR = 1, and therefore dim/ = 
*(dim -Epo + dim R”) = *(dim 9 + dim R). We have evidently 
o(s)(f) Cf for all s in S, since S C So. Conditions III a) and III p) are 
trivially fulfilled. Let n and no be the nilradical of 9 and Z. respec- 
tively. Since n C so and since n is a nilpotent ideal in 9, we have 
n C no . But the nilradical being a characteristic ideal, no is a nilpotent 
ideal in 9, and therefore no _C n, and thus n = no, implying, that 
III r), too, is satisfied. 
d) Since T belongs to 0, and since p = (A), T can be written as 
ind(f,f, x), where x is a suitably chosen unitary character of A = DS 
(cf. 3.2. d)). We have d =/n 9 =/n Zo, and thus S,O C D. 
Therefore A0 = DS” = DS,DS = DS = A. Writing f. = n-( f ), we 
form the representation U = ind(+‘, f. , x) of Go; it belongs to the 
orbit 0, C 9; , with respect to Go , off0 . 
e) Next we prove, following closely the reasonings of 2.2 in [IO], 
that indcoTG U = T. To this end, let us set Tl = ind,,, x, and 
ul = lndATGo x. We recall (cf. 3.2. e)), that the representation spaces 
of TX and U, are given by F(x, G) and F(x, Go) respectively, and that 
the representations T and U are obtained by restricting Tl and U, to 
the subspaces H(x, G) and H(x, Go) respectively (cf. 3.4. d)). Let us 
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write V = indcoTG U; the representation V can be realized as follows 
(cf. [3] p. SO). w e consider first the collection of all measurable 
functions, with values in F(x, G,), on G, which satisfy f (ax) = 
A:~2(u)A,1’2(u)U(a) f ( ) f x or a 11 a in A and x in G, and for which j f I2 
is locally summable with respect to the right invariant Haar measure 
dx on G (here / / stands for the norm in F(x, GO)). Proceeding as in 
3.2. e), one can associate with the measure 1 f I2 dx on G a positive 
measure vf on G/A. We denote by Hr(U,) the collection of all those 
functions satisfying the above conditions, for which the total mass, 
with respect to vr , of G/A is finite. Defining the norm of an element f 
in Hi( U,) as the positive square root of v,(G/A), the representation 
space H( U,) of V is the quotient space of Hl(U,) according to the 
subspace of elements having the norm zero. Finally, for any g in G 
the corresponding operator V(g) is obtained through passage to 
quotient from the translation on the right by g of elements of Hi( U,). 
It is well known, that the representations Tl and V, of G, are 
unitarily equivalent. More precisely, reasoning as in 2.2 of [IO], one 
can describe a unitary map IV, transforming TX into V, of F(x, G) 
onto H(U,) as follows. Given an element f in F,(x, G) (cf. 3.2. e)), 
there exist a subset E( f ), o measure zero, of G, such that if g does f 
not belong to E( f ), the function &(f)(g), defined on G, by 
g, -+ A$‘“( g,) 4i12( g,) f (gag), belongs to F,(x, G). Denoting by 
+(f)(g) its image in F(x, G,), and defining $(f)(g), if g E E( f ), as 
the zero element in F(x, GO), the function g -+ +(f)(g) on G belongs 
to H,( U,). Finally, the image of the class, in F(x, G), off under IV is 
the class of {c$( f )( g)} in H(U). 
Let us write F = indcOTG U. ri’ is a subrepresentation of V, 
obtained by restricting it to the image H(U), in H( U,), of the subspace, 
consisting of all elements, taking their values in G(x, G,,) almost 
everywhere, of H1( U,). T o p rove, that T and S? are unitarily equivalent, 
it is enough to show, that W maps H(x, G) onto H(U). 
Let us prove first, that WH(x, G) C H(U). To this end, we denote 
by # a holomorphic character of G, , such that # 1 D = Old”, and by 
5 and 5, holomorphic characters of G, and (G,,), satisfying 5 I G = At./” 
and &, j G,, = AAi2 respectively (cf. 3.3). Let us put w(h) = $(h)/<(h) 
and w,(h) = #(h)/&,(h) (h E H = expf C (G,),). Using the notations 
of 3.4. d), by virtue of the definition of Wit suffices to show, that if f 
is an element of H,(x, G), then for each fixed element g of G, the map 
hk --f w,(h) q(h) A;f’“(k) Ah’“(k) f (kg) (h E H, k E U, C E C Go) is 
holomorphic on HU, . But since we have 
(~WJ(~)) A,:‘“@) A;‘@) = W)/iX~k), 
452 PUKANSZKY 
the above expression can be rewritten as (5(hk)/5,(hk))(w(h)~(h)f (kg)). 
From this our statement follows at once, since the second factor, 
f being in H(x, G), is holomorphic on HU, . 
By virtue of what preceeds, to complete our proof it suffices to 
establish, that the image of H(x, G) under W is dense in H(U). To this 
end we are going to copy the argument, using Lemma 3.3 in [12] 
(p. 108), of 2.2 in [IO], and observe, that it is enough to show, that 
there exist a sequence {fn; n = 1, 2,...,} of elements in G(x, G), and 
a set E of positive Haar measure in G, such that for each x in E 
;p sequence {$(fJ(x); n = 1, 2,...,} is dense in H(x, Go). Let 
n; n = 1, 2,...,) b e a sequence of elements m H,(x, G,), such that 
the set of their images is dense in H(x, G,). Let S be a Bore1 section 
of G with respect to G, , and S, a Bore1 subset, of compact closure, of 
S such that G,,S,, be of positive Haar measure in G. For each n = 1, 2,... 
we define F%(g) to be (d$‘2dk’2)( g,)h,( g,,), if g = g,s with s in 
S,, , and setF,( g) = 0 otherwise. It is easy to show, that F,( g) belongs to 
F,(x, G); but it lies even in H,(x, G). To this end we have to prove, that, 
with the notations used above, for each fixed g in G, the function 
hk + w(h) q(h)F,(kg) (h E H, K E U,) is holomorphic on HU, . 
Ifg=g,s tg,EGo, s E S,), using a computation considered above, 
we obtain 44 dh) F,(ki?) = [$@~)lL@~)l w,(h) ~,(~)f,(kd, which, 
since fn lies in G,(x, G,), suffices to establish our statement. If, on the 
other hand, g = g,s, where s is in S - S, , then w(h) y(h) F,(&) = 0 
(h E H, k E 17,). We have also, if g = g,,s, with go in Go and s in S, , 
that the value of the function +i(F,)( g) at g, E Go equals 
(4~‘2q2k%)~n(g&) = fn(goto), 
and’ (b(F,)( g) = 0 otherwise. Therefore, for each g in G,S, , the 
sequence {+(Fn)( g); n = 1,2,..., } is dense in H(x, G,), by virtue of 
our choice of the sequence (fn; n = 1, 2,...,) in H,(x, G,). Summing 
up, we have, that WH(x, G) = H(U), implying, that T = indcO,, U. 
f) Let us show next, that the complete inverseimage n-l(O,,), of 0, 
in Y’, is contained in0. To this end it is enough to show, that r-l(O,)= 
(I’; I’ = p( g,) f, g, E G,,}. Using the notations of b) above, we have an 
element f in 9s) such that p(exp(tf)) f = f + th (t E R). If I’ is in 
&(O,), it can be written as p( g,) f + aX (g, E G, , a E R), and there- 
fore I’ = p( gO)( f + ah) = p( g;) f with gi = g, exp(af) in G,, , 
proving our statement. 
Finally, let us assume, that 0 is closed; we are going to prove, that 
this implies, that 0,) too, is closed. To this end, after what we saw 
above, it is enough to show, that any G, orbit 0, , contained in 0, and 
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having the codimension 1, is closed. If 0, is not closed, its boundary 
80, , which is invariant with respect to G, , is non empty and is 
contained in 0. Since 0 cannot contain any G,, orbit, the codimension 
of which (in 0,) exceeds the codimension of G, in G, to achieve our 
goal it suffices to prove, that the codimension of any G,, orbit, con- 
tained in a0, , is smaller, than dim 0, . 
Before proceeding, let us recall the theorem of Tarski-Seidenberg 
(cf. Theorem 3 in [18]). G iven a finite system Z of relations of the 
form 9(x, y) 2 0, where 9(x, y) is a real polynomial in the M + N 
real variables x = (x1 , x2 ,..., xM), y = ( y1 , yz ,..., yN), there exist 
a subset U of R”, which is union of a finite number of sets of the 
form (x; P(x) = 0, Qi(x) > 0 for j = 1, 2 ,..., J}, where .9J and Qj 
are polynomials, such that, for a given X, Z has solutions in y, if and 
only if x belongs to U. 
We recall, that G, = exp 9”) and that ad 9s is algebraic in L(Z), 
(cf. a)). Therefore (ad go)’ = {a; a = (ad I)‘, ZE PO} is algebraic 
in L(P), and thus there exist an algebraic subgroup 8 of GL(Y), 
such that the connected component of 8 is f(Go) (cf. 2.1. a)). Let us 
write n = dim 9, and let us select a base in 054’. We assume, that 6 
is the collection of all those elements in GL(Z’), the matrix coefficients 
of which, taken with respect to the said base in Y, satisfy 9,(a) = 0 
(k = 1, 2,..., K), where Pk’s are polynomials. Let the components of 
f( ffixed in 0) be {xko; K = 1, 2,..., n}, and let us consider the following 
system of polynomial relations in the n + n2 real variables {xk , aij; 
i,j, k = 1, 2 ,..., n} : 0 = xi - XT=1 uiixjo (i = 1, 2 ).,.) n), P,(a) = 0 
(k = 1, 2,..., K) and det a # 0 (u = (uii)). Denoting the orbit, 
containing 0,) of 6, by 6 and using the theorem of Tarski-Seidenberg, 
we conclude, that 0 is a finite union of sets of the form {x; P(X) = 0, 
Qj(x) > 0 for j = 1, 2 ,..., J}. B t u since 0, is one of the finite number 
of connected components of 6, we see easily, that any Go orbit 0, 
contained in the boundary of 0, satisfies dim 0, < dim 0. 
Remark. The argument just presented proves, that if Go = exp go 
is a subgroup of arbitrary codimension, such that ad go is algebraic in 
L(9), then any Go orbit 0, , satisfying codim 0, = codim Go, 
of 0 is closed. 
Summing up, under the assumption made at the begin of 4.3 we can 
satisfy the conditions of 4.2 by choosing G = Go, and U = V 
(cf. d)). In fact, U belongs to 0, , we have indcotc; U = T (cf. e)), 
~~(0,) is contained in 0, and if 0 is closed, then so is 0, (cf. f)). 
4.4, Let us assume next, that there exist no ideal, of dimension 
one and different from the center, in 9, but that there exist an ideal J 
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of dimension two, containing a base {jr , jJ, such that adlj, = a(Z)js , 
adea = -cu(Z) jr (I E 9). Writing 9’ = ker 01, we have dim _E4 + 1 = 
dim 9’. 
a) Observing, that -EC0 is the centralizer of j,(say), we conclude, that 
ad s0 is algebraic in L(P), and hence we show, as in 4.3. a), that 
so = (u). 
b) Let us assume now, that / = (A, 9) (cf. the begin of 4), and 
let us prove, that this implies, that/is contained in (-Y& . To this end 
let us observe first, that Jc Cf implies Pp C (9& . In fact, we have 
in this case 0 = ([h, jJ,f) = ol(h)( j, , f) and 0 = ([h, j,], f) = 
-@WI ,f 1 f or all h in/. But by virtue of the assumption, made at 
the begin of 4.2, J is not orthogonal to f, and thusf C ker 01. We denote 
by n the nilradical of 9 and recall, that in consequence of condition 
III. 7) in 3.1, / n n, is maximal self orthogonal with respect to the 
skew symmetric form ([x, y], f) on n, x n, . Let us assume now, 
that f $ W&; th en also Jc $pP Let us write /r = (/ n (P&) + Jc; 
one sees at once, that +‘1 n n, is self orthogonal. But since J C tt, 
and n C 9s , we havetc; n n, = /n n, + Jc and thus dim(fr n nc) > 
dim(pP n n,), giving a contradiction. 
c) We write Go = exp PO, and assume, that S, So, R and R” have 
a meaning analogous to that in4.3. b). We show, that So = (S n Go).Sco. 
In fact, let us denote by 01 the element, determined by (I, a) = U(Z) 
(1 E _Ep), of so’ C 9’. Then, for any s in So we have p(s) f = f + A(s 
where A(s) is a homomorphism of So into the additive group of the 
reals, the kernel of which is Go n S. Observe that, since J is not 
orthogonal to f, by replacing, if necessary, j, and j, by aj, + bj, 
and -bj, + uj, respectively, through an appropriate choice of the 
numbers a and b we can always achieve, that (jr , f ) = 1, ( j, , f) = 0. 
Assuming this, and putting r = j, , we get -(ad T)'f = 01, and 
consequently A(exp(tf)) z t (2 E R) which, since SC0 = exp RO 
already implies the desired conclusion. 
d) We know (cf. b), that /E = (A, 9) implies PC (_Lpo),-; let us 
prove, that we have also ,/ = (A, To). In fact, conditions I, III IX) 
and III /3) in 3.1 are trivially fulfilled. In particular (by virtue of I) 
we have R” Cf’, and thus SC0 normalizes f. But then, since So = 
(S n G,)S,O (cf. 4>, so does So; hence condition II lot. cit., too, is 
satisfied. Finally, reasoning, as in 4.3. c) we show, that the nilradicals 
of 9 and _Epo coincide, implying condition III y). 
e) We write again d = f n 2 = J n go , D = exp d, A = SD 
and A0 = SOD. Observe, that SOD = (S n Go)ScoD = (S n G,)D, 
whence we conclude easily, that A0 = A n Go . 
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Since T belongs to 0, there exists a unitary character x of A such 
that T = ind(/, f, x) (cf. 3.4. d). Writing x0 = x 1 A”, since+‘= (A, PO) 
and A O = A we can form the irreducible representation U = 
ind(f,jo ,x0) ,“f’ Go (f. = 7r( f )); it belongs to 0, . 
f) We denote by A the homomorphism, satisfying dA = a, 
of G into the additive group of the reals; we have ker A = G, . 
Let (ji , ji} be a base, dual to {j, , j,}, in the dual J’ = 5?‘/ J’ of 1. 
If a E G, the matrix, with respect to this base, of the operator p(a) 1 J 
has the form 
( 
cos A(a) 
sin A(a) 
Since the projection of f onto 
for any s in S, we have p(s) 1 J 
is some integer. We deduce from 
invariant subgroup of G. 
-sin A(a) 
) cos A(a) * 
J’ is nonzero, we conclude, that, 
= unity, or A(s) = 2n-k, where k 
all this, that G, = SG, is a closed 
g) Let us form the unitary representations V, = indA,cl x and 
U, = indAotc, x0, acting on the Hilbert spaces F(x, G) and F(xO, Go) 
respectively (cf. 3.2. e)). W e are going to show, that there exist a 
unitary map W from F(x, Gi) onto F&O, Go), such that W carries the 
restriction of Vi to Go into U, . To this end, given an element f in 
F,(x, G), let us write Wf for the restriction off to Go . We show first, 
that wF,(x, G) = FdxO, Go), and that IV’ preserves the norm. Since 
G,/G, is discrete, it is clear, that f ’ = Wf is measurable, and that 
1 f’ I2 is locally integrable on Go with respect to a right invariant 
Haar measure. Furthermore, since x 1 G, E x0, d, / A0 z d, and 
A,1 1 Go = AGo , we havef ‘(ax) = 0:/o”(a) 4;,1i2(~) x”(a)f’(~) for any a 
in A0 and x in Go. Let us form now, as in 3.2. e) the measure vf on 
G,/A. It is easy to see, that its image V, under the canonical bijection 
between G,/A and GolAo, satisfies 
j, &)lfWl" dx = j,,,. (s, 44 d") dv 
where h is continuous with compact support on Go, provided the 
invariant measures dx and da have been appropriately normalized. 
Using these measures to form F,(xO, Go), we can conclude, that f’ 
lies in F,(xO, Go), and that its norm coincides with that off in F,(x, G). 
Let us show finally, that given f’ in F,(xO, Go), there exist an f in 
F,(x, G) such that Wf = f ‘. To this end, let us write #(a) = 
d:i2(u) A;;‘“(u) x(u) (u E A). 0 ne sees easily, using A0 = A n Go 
(cf. e)), that if agO = u’gi (a, a’ E A, go , gi E Go) then also #(u)f ‘(go) = 
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z,!(a’)f’(g& and thus there exist a well determined function f on 
AG,, = DSG, = G, , such that f (ug) = #(u) f (g) and f 1 Go = f ‘. 
It is immediate, that f E F,(x, G,) and W’f = f ‘. We denote by W 
the unitary map, which assigns to the class off EF~(x, G) in F(x, G) 
the class of wlf in F(xO, Go), from F(x, G,) onto F(xO, Go). Since 
evidently W’ commutes with translations on the right by elements 
of Go , W carries the restriction of V to Go into U. 
h) Let U, be as in 3.4. c), w and y as in 3.4. d), and let us denote 
by H,(x, G,) the collection of all those elements in F,(x, G,), for 
which the map hk + w(h) F(h) f (hkg,) (h E H = exp/, k E U,) for 
each fixed g, in G, is holomorphic on HUE . We denote by H(x, G,) 
the closure of the image of H,(x, G,) in F(x, G,). This is a closed 
subspace, invariant by Vi; let us write Vfor the part of Vi in H(x, G,). 
An easy modification of the argument of 4.3. e) shows, that indcl.,, V 
is unitarily equivalent to T = ind(/, f, x). On the other hand, 
W’ (cf. g)) maps H,(x, G,) into H,(xO, Go), and therefore W maps 
H(x, G,) into H(xO, Go). But since H(x, G,) is of a positive dimension, 
WH(x, G,) is invariant by U, and U, / H(x”, Go) = U (cf. e)) is 
irreducible, we conclude, that WH(x, G,) = H(x”, Go), and that the 
restriction of V to Go and U are unitarily equivalent. 
Summing up, we have found an irreducible unitary representation 
V of G, such that, up to unitary equivalence, we have indG1,, V = T, 
and that the restriction U of V to Go is irreducible and belongs to the 
orbit 0, C 9’; . 
i) The proof, that 7r -r(O,) is contained in 0, and that 0, is closed, 
if so is 0, is very much the same as in 4.3. f). We show first, using a 
reasoning of c) above, that ~~(0~) = 0, is the Go orbit, containing f, 
in 9”. If 0 is closed, then by virtue of a) and the Remark at the end 
of 3.3. f) 0, , too, is closed, and thus so is 0, . 
4.5. Next we assume, that 9’ does not contain ideals like those 
considered in 4.3 and 4.4, but that there exist an ideal J, of dimension 
two, containing a base {j, , ja} such that adlj, = ai(Z)j, + +(Z)j2 , 
ad& = -ol,(Z)ji + c~(Z)j, (ZE 9) and that a1 + 0 and o(s + 0. 
a) Let us show first, that the linear forms (pi and (~a on 9 are 
linearly independent. In fact, since ad 2 is algebraic inL(Y), ad 9 1 J 
is abelian algebraic in L(J) (cf. 4.3. a)) consisting of semi-simple 
endomorphisms. Therefore (cf. 2.1. a)) there exist an element 
Z = Zi + iZ2 (Zk E 9, k = 1, 2) in -Eo, , such that ai + &a(Z) = n, 
and ai - &x,(Z) = n- are integers, and n, and n- are not zero 
simultaneously. If 01~ = colz (c # 0), this implies, that ol,(Z)(c -& i) = n, 
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and thus (c + i)/(c - ) i is real, which is impossible, since c is real. 
We write p0 = ker 01~ n ker LY.~; according to what we have just seen, 
-EpO is an ideal, of codimension two, in 9. Since PO is the centralizer 
of j, , say, we conclude as in 4.3. a), that ad Y0 is algebraic in L(9), 
and that Z0 = (a). 
b) We assume, that / is a subalgebra of 6pc , such that / = (A), 
and we show, that this implies 9 C (T& . Let us observe, that if 
Jc C/p, then f C (Z& . In fact, under the said assumption we have 
for all h in/ 
0 = ([k j&f) = G9(jl ,f> + 4~Xi2 A 
0 = ([k j21,f) = -+)(i2 d) + 4Wj1 ,f). 
But since J is not orthogonal to f, we have (jr ,f)2 + ( j, ,f)2 # 0, 
and thus a,(h) = a,(h) = 0 and h E (9&- . From here we can finish 
proving, thatf C (5?& as in 4.4. a). 
c) Let us write again G, = exp -EpO , and let us assume, that 
S, So, R and R” are defined similarly as in 4.3. b). We are going to 
prove, that So = (S n Go) S,O. We denote by 01~ the elements, 
determined by (1, Q) = ali (I E 9”; k = 1, 2) of 2’; obviously, 
01~ and a2 form a base in 9” L. We write, for any s in So: p(s)f = 
f + Ad4 a1 + A,(s) a2 * Since the restriction of p(s) to go1 is the 
identity, we conclude, that A,(s) is a homomorphism of So into the 
additive group of the reals (K = 1,2), and that ker A, n ker A, = 
S n Go . We can assume, as in 4.4. c), that ( j, ,f) = 1 and (j, ,f) = 
0. Putting jr = pi and -j, = f2 we get -(ad y;d)‘f = ak (K = 1, 2) 
and consequently p(exp(t,l;) exp(t,r;)) f = f + tiolr + taoi (ti , t, E R). 
From here we can complete the proof, that So = (S n Go) S,O as 
in 4.3. b). 
d) If P = (A, 9), then by b) above 4 C (so)c. Using c) and the 
reasonings of 4.4. d) one shows easily, that even P = (A, 9,). 
e) We write A = SD, A0 = SOD, and observe, that by virtue 
of So = (S n Go)&‘,” we have A n Go = A”. Assuming T = ind(/,f, x), 
putting ~0 = x / A0 and f. = TT( f ) E 9’; , we form the irreducible 
unitary representation U = ind(+‘,fo , x0) of Go; it belongs to 0, . 
f) If {j; , jl} is a base, dual to {jr , j,}, in J’ = Y//J’, for any a 
in G the matrix expression, with respect to this base, of p(a) 1 J 
has the form 
i 
cos A,(a) --sin A264 
sin A,(a) cos A2(u) 1 
e-‘$(a) 
. 
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Here A, is a homomorphism, satisfying dA, = ak:, of G into the 
additive group of the reals (K = 1, 2). Since the projection off onto J 
is nonzero, for any s in S we have A,(s) = 0 and A,(s) = 2nk, 
where k is some integer. We have in addition G,, = ker A, n ker A, , 
from which we conclude, that G, = SG, is a closed invariant sub- 
group of G, such that G,/G,, is discrete. 
g) Proceeding precisely as in 4.4. g) and 4.4. h), we can define a 
unitary representation V of G, such that indcltc V = T, and the 
restriction to G,, is unitarily equivalent to U. 
h) We can show as in 4.3. f), using c) above, that ~~(0~) = 0, is 
the G,, orbit, containing f, in 9’. The codimension of 0, in 0 and of G, 
in G both equal two, and therefore we can use the Remark in 4.3. f), 
taking into account a), to show, that if 0 is closed, then so is 0, and 0,. 
4.6. In 4.3-4.5 we assumed, that there existed minimal ideals 
not contained in the center of 9’. Next we consider cases, when such 
ideals do not exist. Then, in particular, the center is nontrivial and 
we observe, that by virtue of the assumption, made at the beginning 
of 4.2, according to which there exist no ideals, orthogonal to f, in 9, 
its dimension equals one. 
Let us assume now, that there is an ideal J, of dimension two, of 9, 
and let {c, g> be a base in J, such that c is in the center. Then we have 
(c,f) # 0, and can obviously assume, that (g, f) = 0 and (c, f) # 1. 
For any 1 in 9 we write adlg = 6(Z) g + r(Z) c; by virtue of the 
assumption made above, we have y $ 0. 
a) We write 9s = ker y; 9, is a subalgebra of 9, and dim ,49, + 1 = 
dim 9. We observe, that ad -EpO is an algebraic subalgebra in L(9). 
In fact, denoting by r the one dimensional subalgebra spanned by g, 
we have ad s0 = {a; a E ad 9, ar C r}. If I,, is in -Ep , and b is a 
replica of ad 1, , then, since 9 = (a), b is in ad 9”; but being a 
polynomial without constant term in ad I,, , we have bI’ C I’ and thus 
b E ad g0 , proving our statement. From this we conclude, as in 4.3. a), 
that PO = (a). 
b) We write G, = exp 9s and show, that G, contains the stabilizer 
S off. To this end, let us denote by {c’, g’} a base, dual to (c, g>, in J’; 
we observe, that the projection off onto J’ is a nonzero multiple of c’. 
We write T(a) = p(a) 1 J’ (a E G); obviously S is contained in the 
stabilizer S, of c’ with respect to T, and thus it suffices to show, that 
S, = G, . We have for the matrix expression of dT(Z) with respect to 
WY g’> 
W) = ($) 0 
-w 1 
VE 2) 
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from where we conclude, that the orbits of T on J’ are simply con- 
nected, and hence S, is connected and simply connected. But 
since &(Z) c’ = --y(Z)g’, we have S, = exp dp, = G, . 
Let So be the stabilizer of r(f); we are going to show, that So = 
SS,O. We denote by y the element in 2” determined by (I, y) = y(Z) 
(ZE 2). We have then p(a) = A(a) y for all a in Go, where d is a 
homomorphism of Go into the multiplicative group of positive 
numbers, and dA(Z,) = 6(Zo) (lo E zo). We have also, for any s in So, 
P(S)f = f + 44 Y9 and a(s) = 0 if and only if s belongs to S. Let 
us write W for the subspace, spanned by f and y, of 9’; since y is 
orthogonal to J, the dimension of W equals two. W is obviously 
invariant with respect to the restriction of p to So. Writing for the 
part, in W, of the latter w, we have for the matrix expression of w(s) 
with respect to {f, y} 
44 = (& 
0 
1 4) ' 
(s E SO). 
We write, as before, S,O = exp R” and observe, that there exist an 
element F, satisfying -(ad r)‘f = y and -(ad r)‘y = 0, in R”. In fact, 
one sees at once, that g = F has all the required properties. But then 
we have also w(exp(tf)) = t (t E R), and thus for any s in So : 
a(exp( -a(s)+) = 0, implying, that exp(-u(s)F)s lies in S, , and 
therefore So = SS,O. 
c) We assume, that / = (A, zo) with respect to r(f) and show, 
that this implies / = (A, 2) with respect to f. In fact, one sees at 
once, using b), that conditions I, II, III a) and III /3) in 3.1 are fulfilled. 
In order to prove, that III y), too, is satisfied, we denote by no the 
nilradical of -rP, and show, that no = _Epo A n. It is evident, that the 
right hand side is contained in no . Therefore, since 9 is solvable, it 
suffices to prove, that if b is any element in no, then we have 
[b, 21 C 6p. . But for this it is enough to remark, that no lies in the 
centralizer of J, which is an ideal, contained in go, of 2. We have 
/ n (no), = 9; n (zo) n nc = Pp n tt, , and therefore to show, that 
J n n, is maximal self orthogonal with respect to the bilinear form 
([x, y], f) (x, y E n,), it suffices to show, that if n in n, satisfies 0 = 
([n, h], f) for all h in f n n, , then n belongs to (Yo& . If 6 = 0, 
then -Ep, is an ideal in 9, and thus n C $p; therefore we can assume 
6 f 0. In this case we have J C n. In fact, if Z in 9 is such, that 
a(z) = 1, then [I, gl = g + y(z) c, and our statement follows from 
[2’, 2’1 C it. On the other hand, one sees easily, that J Cf’; conse- 
quently J C/ n nC . Therefore, in particular, 0 = ([n, g],f) = 
r(n)(c,f), proving, that n E PA. 
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d) We have, by virtue of the second half of b) A0 = SOD = 
SS,OD = SD = A. Therefore, if T = ind(+, f, x), we can form the 
irreducible representation U = ind(+‘, f. , x) (f. = T( f )) of Go; it 
belongs to the orbit 0, C 9; . Reasoning, as in 4.3. e) we prove, that 
T = indoO,, U. 
e) Let us show, that or = 0, is the Go orbit, containing f, in 
9’. Using the notations of b), for any 1 in 0, there exist an a in Go , 
such that I = p(a)f + Ky = p(a)(f + KA(a-l)y) = p(as)f, where 
exp(tF) = s is in So, and t = KA(a-I), which proves our statement. 
If 0 is closed, we show, using the Remark in 4.3. f) and a) above, that 0 
is closed, which implies, that 0, , too, is closed. 
4.7, We assume now, that there exist no abelian ideals, of a 
dimension not exceeding two and different from the center, but that 
there is an abelian ideal J, of dimension 3, and having a base {jr , j, , c>, 
where c is in the center, such that ad Ij, = a(Z) j, + A,(&, and 
ad& = -a(Z) jr + h,(Z) c f or all 1 in 9. Our assumptions imply 
01 f; 0, and (c, f) f 0 ( we assume (c, f) = 1 in the sequel), moreover 
replacing, if necessary, j, by j, + akc, where the ak’s (K = 1, 2) are 
suitable chosen constants, we can achieve, that ( j, , f) = 0 (k = 1,2). 
Let us observe, that the subspace (01, A, , A,} of 9’ is of dimension 3. 
In fact, if dim(ol, A, , A,} = 1, there exist constants ak such that 
A, = ala and A, = --a+ But then jr + a,c and j, + a,c span an 
abelian ideal of dimension 2. Next we show, that dim(ol, A, , ha} = 2 
implies c11 = 0, and thus gives a contradiction. In fact, let us denote by 
48 the collection of all 3 x 3 matrices, with real coefficients, satisfying 
the following conditions: a21 = -aI2 , azl , aSI and aa2 are arbitrary 
and the remaining coefficients are zero. A9 is a Lie algebra of dimen- 
sion 3, having only one subalgebra of dimension 2, which is determined 
by 0 = aSI = aI2 . Using {jr , j, , c} as a base, we have for any I in 9 
i 
0 -a(Z) 0 
ad 2 1 J = a(Z) 0 0 . 
w w 0 1 
Consequently, if dim(a, A, , A,} = 2, ad 9 1 J is identifiable to a 
2-dimensional subalgebra of &9, and therefore (Y zz 0, proving our 
statement. 
a) We write PO = ker A, n ker A,; PO is a subalgebra of 9, and 
by virtue of what we have just seen, dim go + 2 = dim 9. Let us 
denote by r the two-dimensional subalgebra spanned by jr and j, . 
We observe, that ad _Epo = {a; a E ad 9, aI’ C r>, from which, as in 
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4.6. a) we conclude, that ad A$ is an algebraic subalgebra of L(Y), 
and that z0 = (a). 
b) Let us write G, = exp go, and show, that G, contains the 
stabilizer S off. With notations, analogous to those of 4.6. b) one has, 
by virtue of dim{ol, A, , A,) = 3 
1 0 
T(G,) = x1 cos q~ ; r,~, x1, xz E R . 
x2 sin v I 
Hence, in particular, T(G,) c’ = (c’ + xIj; + x2ji; x1 , x2 E R}, and 
thus S, is connected and simply connected. But we have also &(Z) c’ = 
4W.G + ~2(Ojk) (I E -% w h ence we conclude, that S, = exp ,EaO =
G, , and thus S C G, . 
Let us prove now, that So = SS,O. Let A, be the element of 9’ 
determined by (I, hk) = &(Z) (ZE 9, k = 1, 2); we have for any lo 
in zo: -(ad Zo)‘A1 = cy(Z,) A, , -(ad lo)‘& = --ol(Z,) A, . We denote 
by W the subspace, spanned by f, A, and A, , of 9’. Observe, that 
dim W = 3, since otherwise f would be a linear combination of A, 
and A, , and thus orthogonal to J. We have for any s in So : p(s)f = 
f + 4s) 4 + 4) 4 Y and s belongs to S if and only if uk(s) = 0 
(k = 1, 2). In this fashion, W is invariant under the restriction of p 
to So; we write w(s) for the part of the latter in W. Let A be the 
homomorphism, satisfying dA = (Y, of G into the additive group of - - 
the reals. Then the matrix expression, with respect to 
{f, A, , As}, of w(s) is given by 
the base 
i 
1 0 0 
W(S) = al(s) cos A(s) -sin A(s) 
1 
, (s E SO). 
u2(s) sin A(s) cos A(s) 
Let us observe, that putting r;, = j, we have -(ad a)‘f 
(ad ~;c)‘& = 0 (i, R = 1, 2). In this fashion we obtain 
100 
w(exp(tF) exp(@) = t, 1 0 , 
i 1 
(h > t, E RI. 
t, 0 0 
= = A, and 
Therefore, for any s in So, the element exp(--(s)fl) exp(--a2(s)fz) s 
lies in S, , proving, that So = S . S,O. 
4 If f = (A, %) with respect to n( f ), then we have also 
{ = (A, 9) with respect to f. In fact, by virtue of b) above, it is clear, 
that conditions I, II, III a) and III /3) in 3.1 are fulfilled. In order 
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to verify, that condition III r), too, is satisfied, let us observe, that J 
is contained in the nilradical tt of 9. In fact, this follows at once 
from a: + 0 and [Y, 91 C n. From here we obtain the desired 
conclusion through an easy modification of the argument of 4.6. c). 
d) By virtue of the second half of b) we have again As = SOD = 
S . S,O . D = SD = A. Therefore, we can form U as in 4.6. d) and 
we have again T = indcotc U. 
e) We prove next, that n-i(0,) = 0, is the Go orbit, containing f, 
in 9’. With the notations of b), we have for any 1 in 0,: I= p(a)f + 
cih, + c2X, with a in Go , and thus I = p(a)(f + c;h, + &I,) = p(us)f, 
where s = exp(c;r;) exp(@s) and c; = cos A(a) cl + sin A(a) c2 , 
cH = -sin A(a) cr + cos A(u) c2 , proving our statement. If 0 is 
closed then, by virtue of a), 0, , too, is closed (cf. 4.3. f)). 
4.8. Let us assume now, that if J is an abelian ideal, different 
from the center and satisfying dim J < 3, then we have dim J = 3, 
and J has a base {j, , j, , c}, where c is in the center, such that 
ad61 = 4 jl + “2(Z) j2 + h,(Z) c, ad4 = -a,(Z) jl + ~4) j2 + b,(z)c, 
and q + 0, 01~ $ 0. Our assumptions imply, that (c, f) + 0, and as 
in 4.7, we can assume, that (j, ,f) = 0 (k = 1, 2) and (c, f) = 1. 
Let us observe, that 01~ and (all are linearly independent. In fact, since 
ad 9 is an algebraic subalgebra of L(9), ad .Y / J is algebraic in 
L(J), and therefore the direct sum of the underlying spaces of the 
ideal of nilpotent elements and of an abelian algebraic subalgebra a 
of semi-simple endomorphisms (cf. 2.1. a)). The roots of the com- 
ponent in a, of ad Z (I E 9’) are q(Z) i iol,(Z), and thus repeating a 
reasoning of 4.5. a) we can prove, that ~(i and 01~ cannot be propor- 
tional. We are going to show now, that even dim(ol, , a2 , Ai , h2) = 4. 
To this end, let us denote by 99 the Lie algebra of all 3 x 3 matrices 
with real coefficient subject to the following conditions: a,, = us2 , 
a - 21 - ---a12 9 us1 = us2 = 0. We write e, , e2 , ea and e3 for the ele- 
ments of 99, the nonvanishing coefficients of which are given by 
- 1 q3 = 1 and uz3 = 1 respectively. The system 
$;;R 2 $,3,4\ f orms a base in g, and the nonvanishing brackets 
are [e,,e,] =ea, [e,,e,] = e4, [e2,e,] = e,and[e,,e,] = -ea. 
Let us set +(Z) = -(ad 1)’ 1 J’ (ZE 9). The operator #(I) on L(J), 
when expressed as a matrix with respect to a base, dual to {jr , j, , c}, 
in J’, can be viewed as the element -q(Z)e, + a2(Z)e2 - X,(Z)e, - X,(Z)e, 
of a’, and the map Z + #(I) is a homomorphism of 9 into ~8’. Let us 
show now, that dim(q) 01~) A, , A,} = 2 is impossible. One verifies 
easily, that if the elements fi = e, + ale3 + u2e4 and f2 = e2 + b,e, + 
b,e, form a subalgebra of 9?‘, then we have a, = b, = a and u2 = 
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--b, = b. Therefore, if our statement is false, that is, if dim $(p) = 2, 
by virtue of dimtori , CX~} = 2 we have relations of the form A, = 
a~li + bar, and A, = bol, - u01~ . But this implies, that the elements 
ji + ac and j, + bc span an abelian ideal, of dimension two, in _Ep, 
contrary to our starting assumption. But dim{a, , 01~ , A,, A,} = 3, 
too, is impossible. In order to see this, it is enough to remark, that the 
elements (e, + ae4, e2 + be,, e3 + ce,} or {e, + uea , e2 + be, , e4 + ce3> 
cannot span subalgebras of 58. 
a) Let us write J& = ker A, n ker A,; z0 is a subalgebra, of 
codimension two, of 2. Proceeding as in 4.7. a), one can prove, that 
ad 2, is algebraic inL(g) and consequently g0 = (a). 
b) Let us set G, = exp YO. One shows, reasoning as in 4.7. b), 
That G, contains S. In fact, we have here, since dim{ol,, aa, A,, A,} = 4, 
1 0 
$Go) = x1 et cosp, t, 9, xl , xz E R . 
x2 et sin 97 
We have also So = S . SCo. This can be proved by adopting the 
argument of 4.7. b), and in what follows we confine ourselves to 
indicate the necessary modifications. We have now for any 1, in 
-Epo : -(ad I,)‘& = ol,(Z,)X, + ol,(Z,)X, and -(ad Zo)‘h2 = -01~(Z~)xi + 
ol,(Z,)X, . Putting r ek = j, we have also -(ad ~~)‘f = A, , (ad FJA, = 0 
(i, K = 1, 2), and therefore 
100 
w(exp(t,r;) exp(t2T2)) = t, 1 0 , 
i 1 t, 0 1 
and from here we obtain the desired conclusion as in 4.7. b). 
c) Since CQ + 0, C+ $ 0, we conclude, that J is contained in the 
nilradical n of 2. Taking into account this, we prove, that/ = (A, go) 
implies/ = (A, 2) as in 4.6. c). 
d) Proceeding as in 4.7. d) and e), we construct a unitary representa- 
tion U, belonging to 0, , of Go = exp PO , such that T = indc,?o U, 
and show, using a) above, that 0, is closed, if so is 0, . 
4.9. We sum up the discussion of 4.1-4.8 as follows. If &Y 
contains a nonzero ideal J, orthogonal to f, then it has also an ideal 
of this kind contained in the nilradical tt. In fact, to see this, it suffices 
to take a nontrivial minimal ideal in J and observe, that any such ideal 
belongs to n. Thus if there exist at all nontrivial ideals, orthogonal 
to f, then 2 contains a nonzero ideal, satisfying the condition of 4.1. 
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If no such ideals exist, then the center C of 9 is either trivial, or of 
dimension one, and in the latter case it is not orthogonal to f. We have 
the following two possibilities: There are minimal nonzero ideals, 
different from C, or not. If yes, then we have one of the cases 4.334.5; 
to satisfy the conditions of 4.2, in the case of 4.3 we can take G = G, 
and U = V, in the case of 4.4 or 4.5 GJG, , if not trivial, is infinite 
cyclic. If there exist no minimal ideals different from C, but there are 
abelian ideals properly containing C, then we have also an ideal J 
of this sort such that dim J/C = 1 or 2, and the action of the adjoint 
representation of on J/C is irreducible. We have then one of the cases 
4.64.8, and we can always take in 4.2 G = G, and U = V. Summing 
up, if either 9’ possesses a nonzero ideal orthogonal to f, or there is 
an abelian ideal, different from the center (or both), then we can find 
an ideal satisfying the conditions of 4.1 or 4.3-4.8. 
For later use (cf. 5.6) we observe, that in cases 4.3-4.8 (cf. b) lot. cit. 
each time), we can find an element f (or elements r; , fz respectively 
with [fr , ~~1 = 0 if codim 9, = 2) in 9s) such that p(exp(tf))f = 
f + I’t (tE R) ( or p(exp(hr;) exp(WJ)f = f + litI + C$,; 6 , t&), 
where 1’(1; , Ii respectively) spans 9,,L. 
4.10. Let us assume, that the previous conditions cannot 
be fulfilled. Then dim C = 1, and if c generates C, we have (c, f) # 0; 
moreover any abelian ideal of 9 coincides with C. Writing 9 = n + a 
(cf. 2.1. b)), we are going to show, that for any a in a, the eigenvalues 
of ad(a) are purely imaginary (for this cf. [ZO], 5.12). To this end, let 
us set n’ -= n/C, and denote by y the canonical homomorphism from 
n onto it’. We write n’ = zz, tt; , where n; is minimal invariant 
under ad a, and consequently dim tt; = 1 or 2 (j = 1, 2,..., m). 
Let us show, that dim n; = 1 is impossible. In fact, in this case, if n is 
an element in n - C, such that y(n) lies n; , c and n span a two- 
dimensional abelian ideal, contrary to our assumptions. Since ad a is 
algebraic in L(Z), the restriction of ad a to n; is algebraic in L(n;). 
Therefore, using an argument employed at the begin of 4.5, we 
conclude, that if, for a in a, ad(a) has a root, which is not purely 
imaginary, then for some j = 1, 2,..., m and b in a, ad(b) / n; is the 
identity operator on n; . Let n, and tt2 be elements of p, such that 
I and I span n; . We have [n, , na] # 0 since otherwise nl , 
n2 and c would span a three-dimensional abelian ideal of 9. We can 
obviously assume [n r , n2] = c. But then 
0 = (ad(a)) c = (ad(a))[n, ,FJ = [(ad(a)) nl , 4 + inI , (44) 4 = 2~ 
and thus c = 0, giving a contradiction. 
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We know (cf. 2.2. c)), that it is spanned by 2n + 1 elements 
{P,, qj; kj = 1, z..., n> and c, satisfying the relations [p, , q3] = 
S,c, all other brackets being zero. In this fashion we can conclude, 
that if 3 satisfies our starting assumption, then it is a special algebra 
(cf. l), that is 5Y = n + a, where n is as just described, and ad(u) 
(a E a) has only purely imaginary roots. 
5.1. Before proceeding, we state again the main theorem, 
but in a form, which is slightly more general, than that given in 1. 
Let G be a Lie group such that G = (a) (cf. 2.1. c)) and 3 its Lie 
algebra. We denote by 9 the collection of all roots (cf. 1) of _Ep, and 
consider the open subdomain 8, defined as (1; Im a(Z) # 2nn, 
n = integer # 0, iy E 51, of the underlying space of A?. For a in 9 
let A be the homomorphism, determined by dA = Im or, of G into 
the additive group of the reals, and let us write D = {g; A( g) # 2rm, 
m = integer # 0, 01 E F}. We recall (cf. [9]. Theorem 2, p. 119), that 
the restriction of the exponential map to B establishes an analytic 
isomorphism with fi. We set B = (1; / Im a(Z)\ < 27r, 01 E S}; B is the 
connected component, containing the neutral element of _Lp, of B; 
we write D = exp B. Let T be a unitary representation of G. We 
write P(T) for the collection of all complex valued C,* functions on G, 
the support of which is compact and lies in D, and for which the 
operator T(F) = Jo ~(a) T(u) d a, where da is a fixed right invariant 
measure on G, satisfies T(q) 3 0. Given any CCm function v, the 
support of which is contained in D, on G, there exist a unique IC,~ 
function #, with support in B, on 3 such that #(I) z v(exp I) (I E 2). 
In the following we shall often write v(Z) for #(Z). With these notations 
we have the following 
THEOREM. Let T be an irreducible unitary representation, belonging 
to the closed orbit 0 in 5?, of G, and let q~ be an element of P(T). Then 
the operator T(y) is of truce class, and for its truce we have the following 
expression : 
Tr(T(v)) = I 6(Z’) dv, 
0 
&(Z’) is the Fourier transform, over S?“, of the function w(Z) = p(Z)v(Z), 
where p(Z), which does not depend on v, is given by 
~(4 = Wxp W2 I-I 
exp(b(W - ew(+W) n exp BW - 1 
OO.Fl 44 BEsc* fw) * 
5W3/3-9 
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Here F1 and fle are disjoint subfamilies of 9, d is given by d(a,a) = 
d(a,) da (q, E G), and dw is a positive invariant measure on 0. 
Remark. Our proof will show, that dv and ,u(Z) can be chosen to be 
the same for any T belonging to 0. 
We shall discuss an algorithm to compute dv, which we shall call 
the canonical measure belonging to 0, later (cf. 5.6 and 6.6). 
COROLLARY. Let T be as above, and let y be a CCm function on G. 
Then the operator T(y) is of class Hilbert-Schmidt. 
Proof. Let us observe first, that it is enough to prove our statement 
under the assumption, that the support of q~ is contained in a fixed 
neighborhood of the identity U. Let us choose U such, that U = U-l, 
and the closure of U, is compact and lies in D. Then if the support of 
the I?,~ function qz is contained in U, the convolution # of p)(a) and 
of v(a-l)/d(a) belongs to P(T). S ince by virtue of the theorem T(#) = 
T(y) T*(v) is of trace class, we have the desired conclusion. 
We shall prove the theorem by induction, proceeding according 
to the dimension of G. Since, if dim G = 1, the statement is clear, 
we assume in the following, that dim G > 1. 
In the remainder of this section, we shall set up relations between 
the traces corresponding to representations T and U, connected with 
each other as in 4.1 and 4.2. This will finish the proof up to the 
computation of the trace for certain irreducible representations of 
special groups; this will be done in the next section. 
5.2. Let us assume first, that there exist a nonzero ideal J, 
orthogonal to an element f of 0, of 9; in what follows we shall assume 
that J is a minimal ideal. Let us write G = G/exp J and 2 = 91 J. 
We denote the canonical homomorphism from G onto G by Y, and 
recall (cf. 4.1), that there exist an irreducible unitary representation U, 
belonging to the orbit 0 C A?’ = J”, of G which satisfies T = U o !I? 
In the following we shall distinguish notions, relative to G, in most 
cases by *. 
a) Let p) be an element of P(T) (cf. 5.1) and let us show, that there 
exist a y1 in P(U), such that U(& = T(v). To this end, let us choose 
an invariant measure dj on J, and a right invariant measure dg on G, 
such that we have 
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for all f which is continuous and of a compact support on G. Then we 
have 
where q+(g”) = J, e(expj . g) dj (g = Y(g)). Therefore, to obtain the 
desired conclusion it is enough to prove, that the support of q~i is 
contained in D. Suppose, that vr( g) # 0 for g” = exp !’ = !P( g), 
where g = exp 1. Then for some j in J exp j . g = exp(Z + jr) (jr E J) 
belongs to the support of y, and thus, writing oil for the imaginary part 
of LY. : j c~r(Z)i = 1 ai(Z + j,)i < 27~ - E (C > 0) for any 01 in 9, where 
E depends on F only. But if C? is a root of 2, B o # = 01 ($ = dY) 
is a root of 9, and in this fashion 1 a,(Z)/ = 1 CQ(#(Z))~ = 
I q(Z)1 -c 27 - E, p roving our statement. 
b) Since J is a minimal ideal, we have the following two possi- 
bilities. I. dim J = 1, J = {j} and adZj = X(Z) j, II. dim J = 2, 
J = { jl , j2) and ad& = al(Z) j, + d) j, , adliz = -d) j, + 4 j, 
(I E 9) where 01~ + 0; X and CY = CI~ i ia, are roots of 3. Let Z be a fixed 
element in!?; an elementary computation, the details of which we omit, 
yieldsthefollowingrelations1. exp j* exp Z = exp(Z+ [X(Z)/(expX(Z)- l)]i), 
II. exph il + x2 j2> exp 1 = exp(z + y1 .A + y2 j2), where y1 + iy, = 
(x1 + ix,)/[(exp(a(Z)) - I)/cx(Z)]. (Note, that the value of [exp (t) - l]/t 
at t = 0 is 1.) By virtue of these identities, making use of a notational 
convention introduced at the beginning of 5.1, we obtain 
or 
d0 = llex~(VN - l)/Wl /,vU +A 4 
(I = WN 
d) = l(W4)) - 1)/4Z)12 jJ VP +i) 4 
according to whether dim J = 1 or 2 respectively. 
c) Since dim G < dim G and G = (a) (cf. 4.1), by virtue of the 
assumption of our inductive procedure, we have 
Here cji is the Fourier transform, over 9, of q(~) = ii(Z) F,,(Z), 
where p is of the form, with respect to 2, as p is in 5.1. 
In what follows, we assume, that dim J = 2, and leave the modi- 
fications, necessary to settle the case dim J = 1, to the reader. 
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Let us set p(Z) = p(#(Z)) 1 (exp a(Z) - l)/a(Z)j”, and observe, that 
p(Z) is as in 5.1. In fact, to this end it suffices to note, that d(exp I) = 
exp(Tr(ad Z)), and Tr(ad I) = 2 Re E(Z) + Tr(ad #(I)) (I E Y), and 
therefore 
(d”(exp #(Z)))1/2 j(exp a(Z) - 1)/a(Z)]” = (d(exp I)) ea’2 : e-a’2 “’ i e-ai’2 
where 01 and & are elements in 9. Since obviously p(Z + j) = p(Z) 
(j E J), writing w(Z) = p(Z) y(Z), we obtain (I= +(I), Z E 2) 
Let us observe now, that if V is a finite dimensional real vector space, 
W a subspace, 4 = V/W, f a Ccm function on V and 
fit4 = j,fh + 4 dw 
where dw is a positive translation invariant measure on W, and if we 
denote by f and fi the Fourier transform off and fi over V and V 
respectively, then with an appropriately chosen dw we have f,(C) = 
f (6’) (6 E Wl = V’). Applying this to the case, when V = 9, 
W = J, f(Z) s w(Z) (ZE m!?'), we get ;,(a) 3 &(ti) (I’ E J” = a’). 
Therefore, finally 
TrG%N = ‘W WA) = j, W’) dw 
as in the Theorem. Since, for any a in G, p”(Y(u)) = p(a) 1 J’ (cf. 4.1), 
dv is invariant with respect to p. 
5.3. We assume next, that there exist no nonzero ideal, 
orthogonal to f in 0, of .=!%, but that there is a nonzero abelian ideal, 
different from the center. Then (cf. 4.9) we have an ideal J, satisfying 
the conditions of one of4.3-4.8. These can be divided into two groups, 
according to whether, with the notations of 4.2, Gi = G,, always 
(cf. 4.3, 4.6-4.8), or p ossibly G # G,, (cf. 4.445). In what follows we 
give a full discussion only of 4.8 and of 4.5 (for the latter cf. 5.4 below), 
and leave the easy modifications necessary to settle the remaining 
cases to the reader. 
The subsequent analysis follows the line of reasoning in Part 3 of 
[Ul- 
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a) Let J be an ideal as in 4.8. Then we have a base {j, , j, , c) in J, 
such that 
adh = 4Oh + a2V)j2 + MO c, 
adlj, = -44.h + +)j, + h,(l) c (I E s), 
and dim{ol, , (Y 2 , X, , A,} = 4. Consequently, there exist elements 
Z1 , I, in 3 satisfying Ai = 6, , oli(ZJ = 0 (i, k = 1, 2). Writing 
gj(t) = exp(tlj) ( j = 1, 3, we have o( gi(t)) j, = j, + &t. From 
this we conclude, that r = (gl(t)lg,(t,); t, , tz E R) is closed in G, 
and that the map Y from G, x I’(G, = exp z0 , z0 = ker h, n ker A, , 
cf. 4.8) onto G defined by Y( g, , y) = g,,y is a diffeomorphism. In 
particular, we can identify the right coset space G/G,, of G according to 
G, with r. Given y in r and a in G we can write ya = g,(ya) . yii 
( goba) E Go 9 ~a E 0, and the factors on the right hand side are 
uniquely determined. The map y --t yh of r onto itself coincides, 
under the above identification, with the right action of a on G/G,, . 
Let u’g, be a right invariant measure on G, , such that d(gi g,) = 
4 gi> 4, (~6 E Go). W e recall (cf. [20], p. 45), that given a homo- 
morphism II, of G into the multiplicative group of the positive numbers; 
there exist a relatively invariant measure dy, satisfying dyii = #(a) dy, 
on r, if and only if we have A,( g,) = #(g,) A( g,) for all g, in G,, . 
Under the assumptions as above, such a 16 can readily be found. 
In fact, if g, = exp I,, (lo E =.Q, then 
4koY4go) = exp(--Wad lo I -WW 
but Tr(ad 1, 1 3’/PJ = Tr((ad I,,)’ 1 3’&-) = -2or, (cf. 4.8. b)). There- 
fore it is enough to take +(a) = exp(2A(a)), where A is the homo- 
morphism, determined by dA = 01~ , of G into the additive group of 
the reals. 
b) We know (cf. 4.8. d)), that there exist an irreducible unitary 
representation U of G,, , such that indcoTG U = T. Let us denote by 
H(T) and H(U) the representation space of T and U respectively. 
By virtue of a) H(T) and T can be described as follows: H(T) is the 
Hilbert space of equivalence classes of functions, with values in H(U), 
on I’, satisfying Jr Ilf(y)il” dy < + 00, and T(a) (a E G) is obtained 
from the map f(y) 4 (#(a))lj2 U( go(ya))f(yif) by taking quotients 
(we shall write (T(a)f)(y) also for the last function in the sequel). 
c) Let v be a function in P(T) (cf. the begin of 5.1); the operator 
T(v) is nonnegative. The purpose of the subsequent considerations is 
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to express the finite of infinite trace of the operator T(v) in terms of 
the traces of integrals, with respect to U, of certain functions in P(U). 
Let us assume, that the function f, taking its values in H(U), is 
strongly continuous and vanishes outside of a compact set of r. Then 
we have 
(~(d.f)b) = j, a(u)(~(u)f)(r) da = jG da)(~b4)l~2 U(go(yu))f(y~) da 
= (1 /A W+W)“‘“) j, (dr-‘4/(W)““) %+4Mw-‘4 #(4 da 
We recall next(cf. [20], p.43),that,assuming &I properly normalized, 
we have 
j 
G 
w a9 4 = j 
r 
( jG,fkOY) 4%) 4
for any complex valued function h, which is continuous and vanishes 
outside of a compact set of G. Therefore we have 
G%)fM = jr UK r’)f(r’) 4’ 
where the operator valued kernel &,(y, y’) on r x r is given by 
K(Y, Y’) = U/MYX~~T’>)““~) j,, (~(r-1gor’)/(~(go)“2) XsJ 4, . 
One shows easily, using T(v) > 0, that for any h in H(U), the 
function (K&J, y’) h, h) is continuous and positive definite on r x r 
(cf. p. 116 in [15] f or a similar computation). Therefore, in particular, 
we have K,(y, y) > 0. On the other hand, for a fix y, 
KAY9 )= ww Yw s, ((p(r-1goY)(~(go))-"2) QLl) 4% 
where we put rly(gO) = rl(r-l&,r) (8, E G,) and q(g) = MU(g))-‘/” 
(g E G). Hence, for any fix y in r, also U(y,,) > 0. Let us show, that 
vY belongs to P(U). To this end, by virtue of what we have just seen, 
it is enough to establish, that the support of q,, is contained in D, 
(we distinguish notions, relative to G, , by an index 0). Let us denote 
by F the support of q~ The support of Q being contained in 
yFy-l n G, C D n G,, , it suffices to prove the inclusion D n Go C D, . 
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We write S={A;A:G --+ R, dA = Im 31, 01 E F>. and observe 
(cf. 5.1), that D = {g;g E G, 1 A(g)/ < 277, for all A E $1. We 
recall (cf. 3.3), that any element of 9$ can be obtained by restricting 
some element of % to zO. This obviously implies an analogous 
connection between $0 and @ of which the relation D n G, C D, 
is an evident consequence. Since qV E P(U), G, = (a) and U belongs 
to the closed orbit 0, C 9; (cf. 4.2), by virtue of our inductive 
assuption U(qY) is of trace class, and 
where 8, is the Fourier transform, over L?a , of the function wv(Z,,) = 
&I,) r),,(Z,,) (I, E pa). On the other hand, one can show (cf. [2.5], 
p. 120), that 
in the following sense: if one of the two sides is finite, then so is the 
other, and the two terms are equal. In this fashion, we have also 
d) We recall (cf. 5.1), that p&lo) (I,, E zO) is a function of the 
form 
where 9; (i = 1,2) are subfamilies of PO. Since d,(exp Z,,)/#(exp I,) = 
d(exp Z,), and since any element of F0 arises by restricting an element 
of 9 to % (cf. 3.3), k&Mexp AJ 112 can be viewed as the restriction > 
to 6p of a function p(Z) (I E 9) of the type as in 5.1. We have obviously 
p4 4 = 1”(Z) f or all a E G and Z E 9, and therefore can conclude, 
%Vo) = Pcm 7#0) = (cLo(ZJ(~(exP Z0))1’2) ?X+l) Z0) 
= /1.(44 43) 9+w 4) = 44P) 4J, 
where w(Z) = p(Z) v(Z) (I E 9). 
e) Our next objective is to express CjJZ,,) through the Fourier 
transform, over 9, of w(Z). Given a positive translation invariant 
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measure dl on 9, let us determine the measure dl’, of the same sort, 
on 9’ in such a fashion, that 
L(r) = j, w(Z) exp[i(Z, I’)] dZ 
imply 
40 = j,, &(Z’) exp[--i(Z, I’)] dl’. 
The measure dl’ so normalized will be referred to later as the dual 
of dl. Noting, that det p(a) = d(a-l) (a E G), we have for any Z,, in zO 
44P) 4) = J &(Z’) exp[--i(o(y-I) I,, , I’)] dl’ 
= Ai) I,, &(p(y-l) 1’) exp[-;(ZO , I’)] dZ’. 
Let dl, be the invariant measure, utilized in forming &,(I,,); taking 
its dual dZi , we determine the measure dZ,l on 9s1, such that we have 
j,. W’) d’ = s,, ( jzL W’ + 4,l) W) 4 0 cl 
for any function h, which is continuous and of a compact support 
on 9’. In this fashion we can write 
~,Vo) = 44~9 4,) = 44 j, [j,, ~P(Y-')V + 4,-9) W] 
x exp[-i(ZO , Z&J dZi 
where (I, , Z,&, stands for the canonical bilinear form on 9s x 9; , 
and Zi is the projection of I’ E 22” on 9; . From this, using the Fourier 
inversion formula on 2& , we conclude, that 
445) = 44 j,: ~(P(Y%' + 43) dZoL. 
Therefore, by virtue of the final formula in c) 
f) We are going to show, that there is a Bore1 measure dv, invariant 
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under p, on 0, such that for any function h, which is continuous and 
of a compact support on 0 we have 
j 
0 
W') dv = j 
r 
(j (j 
00 -e 
4WN' + Zol)) W) duo) W,W 
To this end, we write again 0, = p(G,Jf, and recall (cf. 4.7. e)), that 
along with 0, 0, , too, is closed. Since det(p(a) ( -Epo”) = I/I(U) for all a 
in G0 (cf. a)), there exist a Bore1 measure dp on 0, such that 
j,, h(P) dP = joo ( jsL w + Zol) dl,l) dvo 
0 
and d(p(a) p) = #(a) dp (a E G,). Let us observe next, that the map 
4 from I’ x 0 onto 0, defined by +(r, p) = p(y-l) p (y E T, p E 0,) 
is a homeomorphism. Assuming, that y = gl(tI) gz(tz) (cf. a)), we 
have (A , P(Y-9 P) = (4~)jl~ , P) = (h , P) + ?&, f) (k = 1,2). But 
since o(G,,) maps the subspace, spanned by jr and j, , of J into itself, 
and since (j, ,f) = 0 (k = 1,2) (cf. the begin of 4.8), we conclude, 
that (A y  PW P) = t&f). BY virtue of (c,f) # 0 this implies, 
that 4 is a bijection. The same argument shows, that if 1’ = p(y-l)p 
varies continuously on 0, then so does (y, p) on r x 0, which suffices 
to prove our statement. Let us write ~(a-‘) 4(q) = I (a E G). 
One verifies easily, that if q = (y, p), then qii = (~5, p([ g&a)]-l) p). 
We denote the Bore1 measure dydp/#(y) on 0 by dq. We have 
= dr 4’Mr) = 4; 
in other words, dq is invariant under the map q --f qii for any fixed 
a in G. Therefore, the direct image de, of dq under C$ satisfies all the 
requirements stated above. 
We shall show in 5.5. below, that if h(Z’) is a rapidly decreasing 
function on Y, then we have 
i 
I h(Z’)l dv < +co. 
0 
Assuming this for the moment, we can write the last equation of e) as 
Tr(T(p)) = j. W’) dv, 
which is what we set out to establish. 
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5.4. We proceed now to the discussion of the case 4.5, where 
we shall assume, that G, # G, . 
a) Let J be an ideal as in 4.5. We have a base {jr , ja} in J, such that 
adlj, = dZ)jl + a2(l) j2 , ad& = -a,(Z) j, + q,(Z) ja (ZE 9) and 
dim{ac, , a,> = 2. By v’ t lr ue of the assumption made above, there exist 
a positive integer K, , such that 
G, = {g; A,(g) = 27rk,k, k = 0, f 1, f2 ,... } 
(dA, = cu,; cf. 4.5. f)). We can find elements Z1 and Za in 9, such that 
[II, Za] = 0, c+(Zr) = 1, aa = 0 and a,(Z,) = 0, 01~(Za) = K, . We 
put gi(t) = exp(tZi) (j = 1, 2), d enote the subalgebra, spanned by 
Z1 and Z2 by zI and set r = exp .=FI . Any element of G can be written 
as gIy (g, E G, , y E r), and gIy = g;y’ holds if and only if there is 
an element 6 in d = ( gz(2n-k); k = 0, & 1, &2,...} such that g; = g,F, 
y’ = 8y. Given y in r and a in G, we shall denote by g,(ya) and ya 
any pair of elements, satisfying ya = g,(ya) ya, from G, and I’ 
respectively. We shall identify H = I’/0 = G/G, with the subset 
I = { gl(tl) gz(te); t, E R, 0 < t, -C 27~) of r. Let dy be a Haar 
measure on Z’, and dh the corresponding measure on H; we have 
evidently dyii = dy. 
b) With these notations the representation T = indclpc V (cf. 4.5.g)) 
can be realized in the Hilbert space, corresponding to the family of 
functions defined on r, taking their values in the space of V, satisfying 
f(YS) = ww (Y) f or any y in rand 6 in A, andJ, I\f(y)112 dy < + 00. 
The operator T(a) (a E G) arises from the mapf(y) -+ V( gl(ya))f(yC) 
(cf. 5.3. b)). 
c) Let v be an element in P(T). By computations, as in 5.3. c) we 
show, that if!(y) is sufficiently regular, we have 
mdf)b) = 1, %(Y, Y’VW h’ (Y EI) 
where 
WY> Y’) = W(Y)) J, dY%Y’) ~kl) &l 
and the right invariant measure dg, used in forming T(y), on G and 
the right invariant measure dg, on G, are connected by dg = dg, . dh. 
We conclude also, as before, that 0 < K,(y, y) = (l/A(y)) V(y,,), 
where we have put d gd = dr%r) ( gl E G). 
Let us show, that for any fixed y the support of qV is contained in 
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D, . To this end, by virtue of what we saw in 5.3. c) it is enough to 
establish, that D n G, C G,, . But this is clear, since if g belongs to 
G, - G, , we have A,(g) = 2 nrn (m # 0), thus g cannot be in D. 
We recall (cf. 4.5. g)), that the restriction U, of Vto G, , is an irreduc- 
ible representation, belonging to the orbit 0, (cf. 4.2), of G,, . We 
have 0 < J’(G) = u(s), and therefore p’v E P(U). Since Go = (a) 
and dim G, + 2 = dim G (cf. 4.5. a)), by virtue of the assumption 
of our inductive procedure 
where wy(ZO) = Z&Z,,) q(o(y-i) 1,) (I,, E 6p0). Taking into account, 
that the restriction of A to the invariant subgroup G, coincides with 
A, , one sees easily, that g = gor ( g, E G, , y E ZJ implies 
(l/44) ‘VWd) = (l/&N Tr(Wd). 
In this fashion we conclude, as in 5.3. c), that 
d) Using A 1 G,, = A, and the reasonings of 5.3. d), we show, that 
there exist a function p(Z) of the form as in 5.1, such that TV j g0 = ,u,, , 
and therefore w,(Z,,) = W(U( g-l) 1,) (I,, E -Q, where w(Z) = p(Z) q(Z) 
(ZE 9). From this, proceeding as in 5.3. e) we deduce, that 
e) Let us show, that there is a positive invariant Bore1 measure det 
on 0, such that 
for any function k(Z’), which is continuous and of a compact support 
on 0. To this end we observe first, that dv, is invariant under the 
action of p(Gr) 1 9”/z00’. In fact, let T be any transformation of this 
kind. 0, carries a 2-form w invariant under pO(GO) (cf. 5.6 below), 
and dv, is a constant multiple of (w)~/~ (d = dim 0,). Therefore it is 
enough to verify, that w is invariant under T, too, which is trivial. 
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From this we conclude, that there exist a positive Bore1 measure dp, 
invariant under p(Gr), on 0, = p(G,,)f, such that 
This implies, that the continuous function K(g) = Jo, K(p(g-l)p) dp 
on G satisfies K( g, g) = K(g) (g, E G, , g E: G), and therefore K 
can be viewed as a continuous function on H = G/G, . Let us show, 
that its support is compact. To this end we note, that p( g-l) p = 
p( g’-‘) p’ (g, g’ E G, p, p’ E 0,) yields g’ = g, g ( g, E G). Therefore, 
since A, 1 G, s 1 (cf. 4.5. f)), there is a well defined function 4 on 0, 
such that C+(Z) = A,( g) if I’ = p( g-l) p, and to prove our statement 
it suffices to show, that + is continuous. But this follows at once from 
the relation 
exP (24(&9)KAf)2 + (i2 Lo21 = (il , p(g-‘)p)2 + (jz , p(g-‘)p)2. 
In this fashion we conclude, that there is a positive Bore1 measure dv 
on 0, such that 
j, W') dv = j, (j,, ( jsA Wg-W + 49 W) dvo) dh. 0 
Its invariance under p is implied by the fact, that dh is an invariant 
measure on H. We shall show below in 5.5, that if k(Z’) is rapidly 
on Y, then 
I I k(Z’)l dv < +a~ 0 
On the basis of this, the final formula of d) yields 
Tr(T(p)) = Jo G(Z’) dv. 
5.5. Our purpose here is to give a proof for the convergence 
relation just quoted. 
a) First we observe, that the proof of Lemma 8 in [17] (cf. Part 5) 
yields the following result. Let 2’ be a solvable Lie algebra, n its 
nilradical, and 9, a subalgebra containing n. We assume, that, for 
any I in 9r, the roots of ad I are real, and that ad 9.. is algebraic in 
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L(9i). Let us put G, = exp -Vi, and for a fixed f in 9’ let us form the 
orbit 0, = p(Gl)f, w  rc we suppose to be closed. Then 0, carries a h’ h 
positive invariant Bore1 measure dv, , and we have for any rapidly 
decreasing function h(Z’) on 9’ 
i 
j h(Z’)l dw, < +KL 
01 
b) Let a be an abelian algebraic Lie algebra of endomorphisms 
acting on a finite dimensional real vector space V. We denote by 
(Ai; 1 < j < M} the collection of roots of a. We know (cf. 2.1. a)), 
that ac contains a base {A k; 1 < K < K}, such that the numbers 
Ai (1 < j < M, 1 < K < K) are integers. From this we deduce 
easily the following conclusion: a possesses a base {ok, bj; 1 < K ,< R, 
1 < i < S}, such that the numbers h,.(qJ, A,(b,) are integers and 1/q 
times integers respectively. Let us denote by a, and ai the subspaces, 
spanned by the systems {a&} and {bi} respectively, of a. a, and ai are 
abelian algebraic Lie algebras of semi-simple endomorphisms of V, 
of which a is the direct sum. The eigenvalues of a E a are real or 
purely imaginary, if it belongs to a, or a, respectively. 
c) Let us assume now, that Ore is as in 5.1, and let us consider the 
decomposition A? = n + a as in 2.1. b). The restriction of the 
adjoint representation of 9 to a is an isomorphism with its image, 
which is an abelian algebraic Lie algebra of semi-simple endomor- 
phisms of ad 9. We apply now b) to ad a (in place of a), and define a7 
and aj by ad(a,) = (ad a), and ad(a,) = (ad a)$ . Let 0 be the closed 
orbit of 5.1, and f an element in 0. We write 9i = n + a, and show, 
that Z1 satisfies the conditions, with respect to f as just chosen, of a) 
above. To this end, it is enough to establish, that Oi = p(Gl)f is closed 
in 9’. Let us denote by R the Lie algebra of the stable group off in 
G; we verify easily by recalling, that R = {r; r E 9, (ad(r))lf = 0}, 
that ad R is an algebraic subalgebra of L(9). Setting -Ep2 = 9i + R 
we get ad gz = ad Z’r + ad R, which implies (cf. the end of 2.1. a) 
and [SJ, Theorem 14, p. 179, that ad 9, , too, is algebraic. 
If G, = exp Zz , we have evidently 0, = p(Gr) f = p(G.J f, 
and dim 0 - dim 0, = dim G - dim G, , and thus the desired 
conclusion follows from the Remark of 4.3. f). 
d) We put A = exp a, and A = p(A); A is a compact abelian 
subgroup, isomorphic to Ts, of GL(Y). Since G = AGi , we have 
0 = U&~hO1. If h(z) is continuous and of a compact support on dp’, 
then the function h(Ap) (A E A, p E 0,) has the same property on 
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A x 0,) and one sees easily (cf. [17], Lemma 8, II), that there is an 
invariant measure dA on A, such that for any h of the indicated sort 
1, h(E’) dv = /,,, h(Ap) dv, dh. 
1 
e) Let us assume finally, that h(Z’) is rapidly decreasing on 3’. 
Then H(Z’) = JA j h(hZ’)l dh (I’ E 9), too, is rapidly decreasing, 
and therefore, by virtue of a) and c) 
+a > j-, fQ> dv = /,,, 1 I WWI dx dv = 1, I WI dv, 
which is what we wished to establish. 
5.6, We proceed now to discuss an algorithm to compute the 
canonical measure dv (cf. 5.1), which generalizes the situation found 
in the nilpotent and exponential case (cf. [16] and [17], Proposition 4). 
Let for a moment G be an arbitrary connected Lie group with the 
Lie algebra 3’. If 0 is an orbit of positive dimension of the coadjoint 
representation p, acting on 9, of G, we can assign to it an invariant 
measure as follows. Fixing an arbitrary element p of 0, let us consider 
the map 01p from G onto 0 defined by a!Ja) = p(a) p (a E G). Its 
differential vp = da, is a map of 9 onto the tangent space T, of 
0 at p, and its kernel, which is identical with the Lie algebra of the 
stabilizer of p, coincides with the radical of the skew-symmetric 
bilinear form B,(& , I,) = ([Ii , &,I, p) on Y x 9. In this fashion we 
can conclude, that there exist a well determined nondegenerate 
skew-symmetric bilinear form wp on Tp x TP , such that &rJop) = 
BP . Varying p on 0 we obtain a 2-form, which can easily be seen 
invariant under the action of G (cf. [16], p. 256). Let d be the dimen- 
sion of 0; by what preceeds, this is necessarily an even number. The 
exterior power (w)~/~ is an invariant differential form of maximal rank; 
we denote by dw the corresponding positive invariant measure, and 
call it the Kostant measure of 0. 
From now on we assume again, that G = (u) (cf. 2.1. c)). It is 
clear from the beginning, that the canonical measure, being a positive 
invariant measure on 0, is uniquely determined up to a positive 
multiplicative constant. The formula (cf. 5.1) 
Tr(T(cp)) = so &(E’) dv 
shows that it is completely determined, provided we have made a 
choice of the right invariant Haar measure da and of the translation 
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invariant measure dl on 9, used in forming the left and right hand 
side respectively. If wechange the normalization of these two measures. 
then, for any closed orbit 0, dv gets multiplied by a constant, inde- 
pendent of the particular choice of 0. Consequently, the canonical 
measure is uniquely determined on each orbit if we assume, as we 
shall in the sequel, that the ratio of the inverse image, under the 
canonical map, of da and of dl at the neutral element of 9 (denoted 
by du/dZ I,,) equals one. 
It was conjectured by B. Kostant, that, using the previous notations, 
dv = dw/C(d), h w ere C(d) = (d/2)!ndi2 . 2d. We proved the validity 
of this formula for the nilpotent and the exponential case in previous 
papers (cf. [Zd] and [17], 1 oc. cit.), and shall now extend it to the class 
of groups considered in this paper. To this end we adopt the inductive 
procedure started in 5.1. Let us observe, that for the step discussed 
in 5.2 the desired conclusion is immediately clear. In the following 
we shall consider in detail only the case of 5.3, assuming dim 0 > 4, 
and leave the easy modifications necessary to settle the remaining 
cases to the reader. The proof, along with that of the Theorem of 5.1, 
will be completed in Section 6 (cf. 6.7). 
In what follows we shall use the notations of 4.8 and 5.3 without 
further explanation. 
a) Let us start by observing, that if {kr; 1 < r < d} is a supplementa- 
ry base to R in 9, then, writinggi(t) = exp(t&), T = (tl, t2,..., td) E Rd 
and g(T) = gi(tr) g2(t2) *** gd(td), through T -+ p([ g( T)]-‘)f the vari- 
ables of T define a system of local coordinates, valid around f, on 0. 
For later purposes, we fix the base kj in the following fashion. We set 
first k, = j, and k, = jz . We assume next, that {kj; 3 < j < d - 2) 
is a supplementary base to R, in YO, such that, for r < s, B(k, , k,) = 1 
if r = 2i - 1, s = 2i, and 0 otherwise (B(Z, , I,) = ([Zr , Z,],f) for 
Zl , 1, E 2). We have, of course, B(k, , KS) = 0 (r = 1,2; 3 < s < d - 2). 
Finally, since [jr , j,] = 0, we can find elements kdml and k, such 
that B(k, , kd-2+j) = 6, (i, j = 1, 2), and B(kT , kdV2+J = 0 
(3 < r < d - 2, s = 1, 2). In particular, we have in this fashion at f 
( 
(d-2) 12 
w = 2 dt, A dt,-, + dt, A dt, + c dt,,-, A dt,, 
9=2 1 
and therefore, putting nr = d/2 
wm = m! .2” fj A dti 
j=l 
and thus, at f, dw/C(d) = (2r)+dt, dt, *** dt, . 
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Let us write d,, = d - 4, m, = d,,/2, To = (t2 , t, ,..., t,-,) E Rdo and 
g,( T,,) = g3(t3) *** gd--2(td-z), and in general, let us distinguish 
notions, relative to G, , by an index zero. We have, as above, that 
through T,, -+ g,( T,,) n( f ), the variables of T,, determine a system 
of local coordinates, valid around r( f ), on 0, , and hence at 
n-(f) : dw,/C(d,) = (27r-mo dt, .a. dtdez , By virtue of the assumption 
of our induction we have dv, = dw,/C(d,,), and thus it will be enough 
to show, that at f, dv = (2~)-~ dt, dt, dv, dtdpl dt, . 
b) We recall (cf. 5.3. f)), that we have 
j 
0 
W dv = j, (j, ( jzL WY-W’ + 41% dV) dvo) 4Mr). 
0 
In the following we shall assume, that the support of the smooth 
function h is contained in a neighborhood off, where the coordinates 
{t7} are valid. Let us also recall, that the measure dy on r, which is 
identifiable to the homogeneous space G/G,, , is determined by the 
condition I/J(~) dg = dg, dr (cf. 5.3. a)). To obtain d&l, we take 
linear measures dl and dl,, on .S? and 9s respectively, such that 
dg/dl j0 = 1 and dg,,/d& I,, = 1, form their duals dl’ and dZi , and 
choose the linear measure d&l on ZOJ- such that dl’ = dZA dZ,,l hold 
(cf. 5.3. e)). 
c) We have, since det(p(a) 1 -Epo’) = #(a) (a E G,), for each fixed y 
We assume, as we obviously can, that 
dZ = dZodyldyz v = 4 + Y&d + Y2kJ. 
We have B(k, , b2+J = -tad L-$+& y f) = --XdL2+J = h, 
(i, r = 1,2), and therefore dZ,l = (27r)-2 dy; dyl (Z,1 = y&l, + ya2). 
On the other hand (cf. 4.8. b) and the end of 4.9 for the general case) 
(exp(t, jr) exp t, j2)) f = f + t,h, + t,h, and consequently 
where gl= &) g2(t2) got To). 
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d) We can take in 5.3. a) Ix = -kd--e+i (i = 1,2); by virtue of 
dgldl IO = 1 and &,Jdl, lo = 1 we have dg = dgo dfdTI dt, at the 
neutral element of G. Therefore, finally 
j- 
0 
W’) dw = CW2 j- r (j- (SPA QdW1f) a(T) 4 &) 4,) h--l dt, 00 0 
where a(0) = 1, and thus at f : dv = (2~)-~ dt, dt, dv, dtdmI dt, , 
which is the desired conclusion (cf. the end of a)). 
6. The purpose of this concluding section is to complete the 
proof of the Theorem of 5.1. In order to do this, by virtue of 4.10 and 
the results of Section 5 it suffices to verify our main formula (cf. 5.1) 
under the following assumptions : 9 = n + a, where the nilradical n 
is spanned by {p, , qk , c; i, k = 1, 2 ,..., n> satisfying [pi , qk] = &c, 
all other brackets being zero; the roots of ad a, for any element a of 
the abelian algebra a, such that ad a is algebraic and consists of semi- 
simple endomorphisms, are purely imaginary; finally, the irreducible 
representation T belongs to an orbit 0, for which (c, f) # 0 (f e 0). 
In this case evidently A 3 1, and we shall see that, as already men- 
tioned in Section 1, in the expression of p(Z) F1 is empty. 
Let us put adlp, = qk(Z) qk and adlq, = -yk(Z)pk (I E 9, 
k = 1, 2,..., n); the linear forms i&z&} are the roots of 9, and there- 
fore vanish on n. We know (cf. 5.5. b)), that a contains a base 
{a,; k = 1, 2,..., m}, such that if a = C& &a, , T = (tI , t, ,..., tm) 
and Rda> = Q(T), the RdT) ‘s are linear forms with integral coeffi- 
cients. Since ad(a) = 0 (a E a) implies a = 0, we have m < n, and 
we can assume, that the system {P)~ , v2 ,..., v,} is linearly independent, 
and that even T~( T) = bktk (1 < k < m) and vk(T) = Cj”=, bkiti 
(k = m + l,..., n), where the coefficients are integers. We shall write 
in the following pi = e2i--1 , qi = e2i (i = 1, 2 ,..., n) and c = e2n+l . 
6.1. Let us denote by {e; , a;) a dual base in 9’, and let us write 
(T,Y) (7 = (TV, 72 ,..., T,), y = (yl, y2 ,..., yzn)) for the element 
1’ = CT=“=, rka; + CiZF yie; . Let 0 be an orbit, which is not ortho- 
gonal to the center C of 3’. We start by showing, that 
yi = arbitrary for 1 < i < 2n, y2n+l = y ; 
! 
here A, (1 < i < m) and y # 0 are constants, uniquely characterizing 
0 (observe, that y = (e2n+l ,f), f E 0). 
5S43/3-10 
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a) Let us consider first an element g in n’ such that y = (ezn+r , g) # 
0, and let us denote by 0, the orbit, with respect to the coadjoint 
representation p,, of N = exp n, containing g. Writing E for the 
orthogonal complement, in n’, of {ezn+r} we claim, that 0, = g + E. 
In fact, one verifies easily, that the radical of the bilinear form 
([x, y], g) on n x n is {e2n+l}, and consequently dim 0, = 2n. On 
the other hand, we have (e2n+l, pa(a) g) 3 (Q~+~ , g) for all a in N, 
and thus 0, is contained and open in g + E. But 0, , being the orbit 
of the unipotent representation p,, , is necessarily closed, and therefore 
O,=g+E. 
We denote by rr the canonical projection from 9’ onto n’ = Y’/nl, 
and assume g = n(f), where f is some element in 0. Since p. = 
7~ o (p 1 N), the above assertion yields 0 = 0, . 
b) Let us consider the system of polynomial functions 
Fo(T,Y) = Y2n+1 and Fi(7, y) = 27iy2,+, + &(Y$-I -I- Y%) 
(1 < i < m) on 9’. An easy computation, the details of which we 
omit, shows, that these are annihilated by the derivations, continuing 
the elements of (ad 9)‘, and hence are invariants of p. We denote by 
2&y the value of Fi (1 < i < m) on 0; thus we have for any (7, y) E 0: 
Ti = hi - (WY)(YL + Y3 - (u2r)(z;~Lm+l &tY;j-l + Y&9). 
But since by a) yk (1 < K < n) can take arbitrary values, 0 is as 
claimed above. 
6.2. We proceed now to the construction of the irreducible 
representation T belonging to 0 (as above). We observe first, that 
since 0 is simply connected, T is uniquely determined up to a unitary 
equivalence (cf. 3.5). Furthermore f in 0 can always be chosen 
such that f = ~~=l X,aL + ye;,+, (y # 0) and then is uniquely 
determined. 
Let us consider the complex subspacef, spanned by {a,; e2i-1 + ie,$ 
(1 < j < 4; e2n+l), of -% . It is a subalgebra, and we are going to 
show, that if y > 0, then/ = (A) with respect to f. To this end, we 
have to verify, that tp satisfies all the conditions of 3.1. We start by 
observing, that [+‘, +‘J is contained in the complex subspace, spanned 
by (e2i-1 + iezj; 1 < j < n}, of 9c , and hence is orthogonal to f. 
Therefore, to prove, that f is maximal self orthogonal, it is enough to 
CHARACTERS OF ALGEBRAIC SOLVABLE GROUPS 483 
show, that 12 + m + 1 = dim+’ = *(dim 9’ + dim R). But this 
follows at once from the easily verifiable fact, that R is the subspace, 
spanned by the system of m + 1 elements {ean+i , a,; 1 < K < m>, 
of 9. Condition II lot. cit. is trivially fulfilled, since, 0 being simply 
connected, S-is connected and hence is contained in H = expgP. 
Wehavef+f= so, whence III a). To check III /3), we can assume, 
that x + iy, in tp, is of the form C,“=, (~+i + inau,j)(e,i-l + ieaj). But 
then x = & (~zi-le,i-l - czjezj), y = CT=“=, (aaieai-i + aaj-ieaj), and 
thus ([x, yl,f) = r(& (vL + 4j)) 3 0 and (Lx, yl,f) = 0 im- 
plies, that x and y belong to R = /n 9. / n n, is spanned by 
{e,+i + iezj; 1 <j < n; ean+i}, and therefore we have dim(/n u,J = 
n + 1; but at the same time also dim n - &dim 0, = (2n + 1) - n = 
n + 1 (cf. 6.1. a)), proving our point. 
One verifies easily, that if y < 0, the subalgebra 7, of 9o , satisfies 
p = (4 
Let us suppose again y = (ean+r ,f) > 0. By what we saw above, 
we have d = f n 9 = R, D = S = A and evidently A, G 1, 
A, = 1 (cf. 3.2). To obtain a realization of G = exp 9, we consider 
the collection of all systems (ti , t, ,..., t,; q , ~a ,..., v,; u), where 
U, tk (1 < K < m) are arbitrary real, and vj (1 < j < n) arbitrary 
complex numbers, and define multiplication by 
(11 )..., t, ; Vl )...) v, ; u)(ti ,..., tl, ; v; )..., v; ; 24’) 
= 
i 
t, + t; ,..., t, + t& ; vl + eiml(t)v; ,..., v, + eamm(t)v’ ; 
We have 
ht = cy=“=, 
A = (a; a E G, a = (tl ,..., t,; 0 ,..., 0; u)), and, putting 
Xktk , x(a) = exp(iht + iyu). Since, as one verifies easily, 
HnE= HnG=D(E=expe,e=(f++)nA?=Y),when 
forming, as m 3.4. d), H,(x, G), we can take U, = E (HE = G,), 
and of course w = 1. Taking into account all this, we obtain the 
following realization of T (for this cf. also [IO], Part III, in particular 
3.6). The representation space H(T) is the Hilbert space of all func- 
tions, holomorphic and entire in the n complex variables z = 
(3 > 22 ,***, z,), and satisfying the condition 
s C” If(x exp(--&y I z I”) C&Z < +a, 
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where 1 x 1 = (Ci==, 1 zk ]s)l/z and dz = dx, dy, --* dx, dym (1 = 
X, + iyk). If a = (tr ,..., t,; z+ ,..., v,; U) and f E H(T), we have 
GWf)(4 = exp(W exp(iyu) exp(-iy I 21 I”) 
X exp( -&&7)f(e-i~l(t)(zl + or),..., e-+W)(z, + 0,)) 
x 
( 
zer = i z,v, 
) 
. 
k=l 
Let us write T’ for the representation, belonging to the orbit -0. 
A simple verification shows, that T’ can be realized in the following 
fashion. As representation space H(Y) we take the collection of all 
functions, antiholomorphic and entire in (zr , za ,..., 2%) with a metric 
as above. The map f -+ Sf = J (f E H( 2”)) is a conjugate linear 
isometry from H(T’) onto H(T), and we define T’(a) as S-lT(a) 5’ 
(a E G). 
Let us observe, that the law of composition as above defines the 
structure of a solvable Lie group on Rm x Cn x R’ even if the coeffi- 
cients of the linear forms {vk(t)) are not integral, and the construction 
just given yieIds irreducible representations of this group. Also, the 
parametrization, given in 6.1, of the orbits, not orthogonal to the 
center, remains in force. In the sequel we shall compute the trace of 
T(Y) (9’ E WN f or any such representation; observe, that the corre- 
sponding group, in general, is not of type I. 
6.3. Let 0 be an orbit, as in 6.1, with y = 1. One shows 
easily, that djj = dyl dy2 0.. dyzn. defines an invariant measure on 0. 
The following result will be used in 6.5. Let 
y(t, x) (t = (tl , t, ,..., t,) E R”, x = (x1 , x2 ,..., x~~+~) E R2n+1) 
be a Ccm function on Rm+zn+l. Writing, for, t, T E Rm, tr = ~~=l tkrk 
etc., and dt = dt, dt, **- dt, , we set 
@(T, y) = ~R,.,,+l p(t, x) ei(*r+zy) dt dx. 
For a t E R, satisfying nT=, p)*(t) # 0, let us form the function 
#(t) = exp(iXt) fi [z&(t)]-i 
j=l 
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Then 1 z&t)1 is bounded and of a compact support, and we have 
a) To prove this assertion, let us set for T > 0 : C, = @-; 7 = 
(Yl 9 Yz >---> yzn) E R2n, 1 yk 1 < T for all k}. Then we have 
and ‘A 7) = 4 - @A Y%-I + r;i) - S<Ckz+, bc3( YL + y;d) 
(j = 1, 2 ,..., m). We have 
and therefore, putting for any real x and y 
GT(x, Y) = ST, exp( +uzx + ivy) du, 
and for x = (x1 , x2 ,..., xpJ E Rzn, 
we get 
F,(t, x) = exp(& + ix,,+r) H,(t, Z). 
b) We show next, that for any fixed t with I$=, vj(t) # 0 we have 
lim T++- HT(t, 3) = (2+ fi [iyj(t)]-l fi [exp(i(xij-l + &)/&3(t)] j=l j=l 
and that there exist a positive constant C(t), not depending on T and Z, 
such that 1 HT(t, x)1 < C(t). To this end, we observe first, that for 
any x # 0 
;2a GT(%Y) = ('di X i)1'2(1 - 6%X) i) exP(i~/~) 
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and therefore 
In this fashion our first assertion follows from 
Since there is a positive constant K such that 
for all U and V, we conclude easily, that for any fixed x # 0, we can 
find a constant C(X), such that [ G,(x, r)l < C(x) for all T and y, 
implying our second assertion. 
c) We have, by virtue of what we have just seen, for any fixed t 
as above 
Let us put &(t) = JR2n+l F(t, X) exp(ix,,+,) HT(t, 3) dx; to complete 
our proof, it is enough to show, that there is a constant M > 0, not 
depending on T and t, such that we have ( &(t)( < M. To this end 
let us write 
(?G> 4 = i dt, % xzn+J exp(kn+J d++l- R 
This gives 
Next we set 
and w(t, U) = exp(--i $(&, cpk(t)(ubjk-l + z&J)), and observe, that 
M) = j,, W, 4 44 du 
(for C, cf. the begin of a)). 
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Therefore 
and since yi(t, a) is Ccm on Rm x R 2n, the right hand side is under a 
bound M, not depending on t E R”. 
6.4. The result proved below will be needed in 6.5. We denote 
by&(x) the nth Laguerre polynomial (cf. [7], p. 93), and recall, that 
putting g?(x) = exp(=+)L,(x)/n!, the system {P%(x); n = 1, 2,...,} 
is orthogonal and complete in L2([0, + co)) (with respect to the 
Lebesgue measure). Let m be a fixed positive integer; we write 
N = (N; N = (n, ) n2 ,..., n,), nk = integer > 0 for all k}. Given 
N in JV, we set ZN(x) = &Jx,) .Z$(xa) *** 6pn,(x,). If x = 
(~1, x2 ,...I xm) E R” is such, that xk > 0 (1 < k < m), and if (II is 
any real number we denote by xa the point (xia, xpa,..., x,=) of Rm. 
We denote by Em the m-fold product of the half line E = [0, +oo) 
with itself. With these notations we have the following result. Let 
g(t, x) be a C,mfuncti~n on R’ x Em (t = (tl , t, ,..., ti) E Rr), and let 
us put 
a,(t) = jEm& ~~‘~1 Xv@) dx, (NE .N). 
Then there is a positive constant C, not depending on t and N, such that 
I %&)I < CJW), for all NEJV, 
eoherefor N = (n,, n2 ,..., n,) we put J(N) = nkl (1 + EZ,)+/~. 
a) To prove this statement, we write X+ = {N; N E JV, nk > 0, 
1 < k < m}, and observe, that it is enough to establish the above 
estimate for N in M+ . In fact, let 7~ be a subset of 1, 2,..., m and n(r) 
the number of elements in n. Assuming z- = {j, ,j, ,...,jnc?r~> 
(1 <j,<j2<***j~~n) <m) and XEE~, we write x’= 
(Xi, 9 xi2 >***, xinc7)), z = ( y1 , y2 ,..., ym), where yj = xi’” if j Z r, 
and yj = xi otherwise, d% = l-&, dx, , and put 
g(t, X) n exp( -&xJ d%. 
j&7 
Let us denote by MT the subset {N; nj = 0 if and only if j E rr} of M. 
Since so(x) = e-i% (x E R), we have for any N in Jy;, 
dt) = j,.l.l g,(t, x’) dpi;(x’) dx’ 
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where dx’ = Q,, dxj and 2X(x’) = &,, 4(x3). Therefore, having 
already proved our estimate for N in H+ , it suffices to repeat the 
same reasoning for each fixed rr; if C, is the resulting constant, we can 
finally take C = sup C, . 
b) We recall (cf. [7], p. 94), that L,(x) satisfies XT” + (1 - x) y’ + 
ny = 0, and therefore EZ? = nSm (n = 0, I, 2 ,..., ), where D = 
-(d/dx) x(d/dx) + +(9x - 1). Let g(x) and f(x) be Ccw and Cm 
respectively on E. We have 
But D( g(x112)) = h(x112)/x112, where h(x) = *(-$ g’(x) - +x$(x) + 
x(*x” - 1) g(x)), along with g(x), is Ccm on E. From this we conclude, 
that if g(t, X) is as above, Dj = -(d/dx,) xj(d/dxj) + i(ixj - 1) and 
9 = ll;“c, Dj , there exist a Cca function h(t, x) on R* x R”, such 
that we have for all f, which is C” on Em : 
Since (9-%)(x) = (IEL nk) %( x , ) assuming N E A!+ and replacing 
f by SN(x) we obtain 
UN(t) = [I/( fi %)] W) 
k=l 
where 
Therefore, to complete our proof, it is enough to find a constant C, , 
such that 1 bN(t)J < C, l-IF=, nili for all t E Rr and NE X+ . 
c) In the following C, , C, etc. will stand for constants, not depend- 
ing on t or N (whichever applies). We recall, that for n = 0, 1, 2,..., 
P%(X) = -g J e-“t”Jo(2(tx))‘l” dt; 
. E 
J,,(x) is the Bessel function of order zero (cf. [19] p. 102; cf. p. 99 
lot. cit. for the difference in notation, as compared with [A). Therefore, 
writing N! = n,!n,! *-* n,! (NE AC+) we have 
bN(t) = P/N! IEm e-(T1+Ta+...+lm)7:17:s --a +mF(t, +2) & 
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where 
It is well known, that there exist a positive constant M, such that, for 
x > 0, / J,,(x)] < M/(x)~/~. Therefore 
1 F(t, T)I < c2(Tl ’ 72 ‘-- T,)-1/2 
for all t E R’, and thus 
1 bN(t)I < c, f j  trtnk + :)/r(nk + l)) 
k=l 
where r is the gamma function. But, since C, appropriately chosen, 
we have r(n + 3/4)/r(n + 1) < C, . n-l/* (n = 1, 2,...), we obtain 
finally, that for all t E Rr and N 
which is the desired conclusion. 
6.5. We now turn to the computation of the trace of the 
operator T(p) (sp E P(T); cf. 5-l), w h ere T is an irreducible representa- 
tion, as described in 6.2, corresponding to y = 1. 
a) For N in JV (m replaced by n), let us write 
We put f&z) = (2~)~“” * 2-*” * (N!)-1/2 . zN and observe, that 
the system {fN(z); N E JV} is orthonormal and complete in H(T). For 
a=(t;u;u)~G(f=(t,,t, ,..., tm)~R”,u=(vl,v2 ,..., v,)EP,uER) 
and N E JV let us write G,(a) = (T(a)f, , fN). Putting for ZI E C 
F,(o) = 1, (z + w)n . P . exp(-@) exp(-fr 1 z 1”) dz, 
f&(w) = (1/2r) * 2-” - (I/n!) exp(-4 1 v  12).Fm(v), 
(n = 1,2,...,) 
and writing wN(t) = exp(--E’(& n,&t))), an easy computation 
shows, that we have 
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b) A simple verification yields, that 
F,(v) = 7T * 2”+1 . n! (if0 (-Ilk (I) &) * 
On the other hand (cf. [7], p. 93) 
L,(x) = n! (5 (-l)k i”k) $) 
k=O 
and therefore F,(s) = n * 2m+1 *L&j z, j2), and H,(V) = =.%Q# z, I”). 
Writing for v E C” : *I v I2 = ($1 or 12,..., &I TJ n12) E R”, we conclude, 
that GM(u) = exp(iXt) exp(iu) ,EpN(&/ z, 1”) (NE M). 
c) Let nj=xj+iyi; 
de, = n;;;, dv, , 
putting &I$ = dxj dy$ (1 < j < B) and 
one sees easily, that da = dt dv du is the element of 
a biinvariant measure on G. Writing aN = JG q(a) G,(a) da, we have 
where 
~(t, r) = exp(iXt) J,. q~(t; (2)112 re@; U) * eiu ds, du 
with Cm 3 rei@ = (rl&‘l, r2eiPa,..., rmeivn) and I = [0, 2~1. Let us set 
l+(t) = j,. H(t, G/2> ZN(r) dr. 
Since H(t, r) is Gem on Rm x Em, by virtue of 6.4, with notations as 
lot. cit., we have 1 bN(t)/ < C * J(N) (IV EN). For 6 > 0 we write 
F(6) = (t; t E Rm, 1 Tk(t)I > 6, 1 < k < a> and 
49 = jr(*) %dt) b(t) dt* 
There is a constant C, , such that / aN( < CJN) (NEJV) and 
thus the series C NEI/y q,(8) is absolutely convergent. Denoting its 
sum by I(S), we have limp+o I(6) = I(0) = Tr(T(T)), and hence, in 
particular, T(q) is of trace class. 
d) For 6 > 0 fix, and 0 < E < 1 we put 
CHARACTERS OF ALGEBRAIC SOLVABLE GROUPS 491 
We have lim,,,I(E; 6) = 1(S). We recall now (cf. [fl, p. 93), that for 
0 < x and x E C with j z 1 < 1 we have 
g =%4x> in = [exp (- (+ + &))]/(I - 4. 
72=0 
From this we conclude first, that given 0 < E < 1 and M > 0, there 
exist constants C, > 0 and ‘7, 0 < 7 < 1, such that 
for all N E A’, provided ri < M (r = (rr, r2 ,..., r,), ri > 0, 1 \< j < a). 
Therefore, putting xi = exp(-z&(t)) (1 < j < n), we get 
= 
s [s 
ff(t, +“) K(t, Y; e) dr dt, 
F(6) Em 1 
where 
K(t, Y; l ) = fi [exp(--$yj - (~~z,)/(l - ~i))/(l - xi)]. 
j=l 
We observe now, that since q E P(T), the projection of the support of 
q(t; U; U) from Rm x C’n x R1 onto R” is a compact subset of 
(t; t E Rm, / yj(t)l < 2~). In this fashion, if 6 is small enough, 
q~(t; V; U) # 0 implies j q+.(t)1 < 27~ - 6 (1 < j < n). On the other 
hand, we have for all complex x satisfying 0 < / z 1 < 1 and 
0 < 6 < arg(x) < 2~r - 6, and a real Y with 0 < Y < M : 
1 exp( -@x)/(1 - z))/(l - z)I < exp(M/sin(S))/sin(S). 
Therefore, setting K(t, r) = K(t, Y; 1) we can conclude, that 
I(S) = iii I(e, 6) = IPla) (j-,. H(t, 9) K(t, Y) do) di! 
whence, by expressing H in terms of q (cf. c)) we get 
@) =s,,, eiAt (S,.,, q~(t; v; u) K(t, 2~ 1 v 1”) ezu dv du) dt. 
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e) Let us consider again the parametrization a = (t; 0; 24) 
(aEG;tcRm, v E Cn, u E R) of G introduced in 6.2. An easy verifica- 
tion shows, that the system of m + 2n + 1 real coordinates (T, U, s) 
(T E Rm, u E R2n, s E Rl), connected with the members of the previous 
system through 
tj = t-j (1 <ci < 4, 
vj = xj + iyj = [(e4aJT) - l)/ip)j(~)](uti-l + Z&j) (1 < j < ?Z), 
24 = s + 2 [(uijwl + u3/2(pj(~))7 Im(1 + ivj(T) - ei+)), 
j-l 
defines a system of canonical coordinates of the first kind for G. 
Putting dzi = n& duj , we get 
da = dt det du = fi f(eWT) - l)/ipj(T)jz d7 dzZ ds, 
j=l 
Substituting this in the final formula of d), we obtain for I(S) the 
formula 
x exp (i i cU’yikG;:n)) eis dz2 ds] dT. 
k=l 
Let us replace now in the expression of z/i(t) (cf. the begin of 6.3) the 
Ccw function v(t, x) on Rm x R 2n 
w(t, 3) = dt, x) I-IJL [( 
by the function of the same kind 
ei@‘+) - I)/&(T)]. Comparing the resulting 
expression with the right hand side of the last formula, we conclude, 
that 
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We know (cf. 6.3), that ] #(T)] is bounded, and therefore 
Tr( T(v)) = l$z 1(A) = IRm #(7) dT = IO 3(2’) dv 
by virtue of the main result of 6.3, where dv is the invariant measure 
dy/(2rr)” on 0. Recalling the statement of the Theorem in 5.1, we see, 
that this is the relation to be established. In fact, with notations as 
lot. cit., it is enough to take for FZ the system of roots {iyk; 1 < k < n} 
of 9, and for Sr the empty set. 
One shows easily, that if y > 0 (but not necessarily l), the above 
considerations remain in force with the difference, that for dv we 
have to take dy/(2ry)“. If y < 0, then using the realization, given at the 
end of 6.2, for the corresponding representation, one sees at once, 
that dv = dy/(2rl y I)“, and that Fa = (-icpk; 1 < k < n). 
6.6. Let us prove finally, that the canonical measure dv 
obtained above is the same, as what we get by using the algorithm 
of 5.6. To this end, let us observe first, that the Haar measure da and 
the linear measure dl = dr dii ds on, used above, satisfy da/d1 I,, = 1. 
Therefore what we have to prove is that dv equals the Kostant 
measure of 0 divided by C(d) = 2” * 32!(2~7)~ (cf. for all this 5.6). We 
know (cf. 6.2), that R is spanned by the system {e2n+l , a,; 1 < k < n}, 
and therefore the system {e,; 1 < k < 24 is a supplementary base 
to R in 9. Let us form g(T) as in 5.6. a); by taking into account, 
that for i < j : ([ei , eJ,f) = y if i = 2r - 1 and j = 2r, and zero 
otherwise, we conclude, that at f 
w  = 2~ i dt,-, A d&) ( j=l 
and thus the Kostant measure atfequals 2n * I y II * n! * dt, dt, 1-n dt,, . 
On the other hand, from 
k-1 
(cf. 6.1) we obtain readily dy = y2” dt implying, that at f, dv = 
dj?/(2/ y 1~)” = (I y ]“/(27r)“) dt, that is, the Kostant measure divided 
by 2” . n! . (24”, which is the desired conclusion. 
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