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Abstract. We provide the spectral expansion in a weighted Hilbert space of a substantial
class of invariant non-self-adjoint and non-local Markov operators which appear in limit theo-
rems for positive-valued Markov processes. We show that this class is in bijection with a subset
of negative definite functions and we name it the class of generalized Laguerre semigroups. Our
approach, which goes beyond the framework of perturbation theory, is based on an in-depth
and original analysis of an intertwining relation that we establish between this class and a
self-adjoint Markov semigroup, whose spectral expansion is expressed in terms of the classical
Laguerre polynomials. As a by-product, we derive smoothness properties for the solution to
the associated Cauchy problem as well as for the heat kernel. Our methodology also reveals
a variety of possible decays, including the hypocoercivity type phenomena, for the speed of
convergence to equilibrium for this class and enables us to provide an interpretation of these
in terms of the rate of growth of the weighted Hilbert space norms of the spectral projections.
Depending on the analytic properties of the aforementioned negative definite functions, we are
led to implement several strategies, which require new developments in a variety of contexts,
to derive precise upper bounds for these norms.
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1. Introduction and main results
The importance of the spectral reduction of linear operators cannot be overemphasized as it is
amply demonstrated by its diverse applications to far reaching fields of mathematics such as
functional analysis, dynamical systems, topological groups, differential geometry, probability
theory, harmonic and complex analysis and boundary value problems. Beyond the theoretical
interests, these developments have proved to be fruitful in solving problems in the theory of
infinite dimensional systems, in theoretical and experimental physics, economics, statistics and
many other fields of applied mathematics.
Spectral theory at its best can be seen when one considers normal operators in Hilbert spaces.
Although the class of non-self-adjoint (NSA) and non-local operators is central and generic
in the study of linear operators, its spectral analysis is fragmentarily understood due to the
fundamental technical difficulties arising when the properties of symmetry and locality are
simultaneously relaxed. We refer the interested reader to the classical monographs [49] and
[37] and survey papers [48] and [36], [93] for a thorough and yet up-to-date account on the
spectral reduction of (NSA) linear operators.
The main purpose of this work is to design an original and comprehensive theory to
1) provide the spectral representation in a weighted Hilbert space of the solution to the Cauchy
problem associated to a class of NSA and non-local linear operators, which are central in
the theory of Markov processes,
2) derive an eigenvalues representation of the heat kernel, i.e. the transition kernel of the
underlying Markov process,
3) study the smoothness properties of the solution to the Cauchy problem and of the heat
kernel,
4) obtain the speed of convergence to equilibrium,
5) develop a detailed analysis of the nature of the spectrum of this class of NSA and non-local
operators.
Our approach is based on an in-depth study of an intertwining relation that we elaborate
between the class of NSA and non-local operators and a specific self-adjoint differential operator
whose spectral resolution is well understood. We already point out that it is flexible enough
to study the substantial problems listed above in a unified way. We also believe that it is
comprehensive and could be used to deal with the spectral expansion of different type of NSA
operators. For these reasons, a synthetic description of the methodology will be detailed in
Chapter 2. These semigroups are defined below, where in the sequel C0(R+) (resp. C0(R+))
stands for the space of continuous functions on R+ = [0,∞) (resp. R+ = (0,∞)) both vanishing
at infinity and endowed with the uniform topology and C∞c (A) stands for the class of infinitely
differentiable functions with compact support on A ⊆ R.
Definition 1.1. We say that a semigroup P = (Pt)t≥0 is a generalized Laguerre semigroup
(for short gL semigroup) of order H > 0 if
4
1. P is a Feller semigroup on C0(R+), i.e. for all t ≥ 0 and f ∈ C0(R+) it holds that Ptf ∈
C0(R+), Ptf ≥ 0 whenever f ≥ 0, and, limt↓0 Ptf(x) = f(x), ∀x ≥ 0.
2. The family of operators (Kt)t≥0 defined, for any t ≥ 0, via
Ktf = Pln(t+1)d(t+1)Hf,
with dcf(x) = f(cx), defines a Feller semigroup on C0(R+), which possesses the H-self-
similarity property, i.e. the following relation holds, for all t, x, c > 0,
(1.1) Ktf(cx) = Kc−H tdcf(x).
3. There exists a non-degenerate probability measure ϑ on R+ such that we have, for any t ≥ 0,
(1.2) ϑPtf = ϑf,
where here and in the sequel ϑf =
∫∞
0 f(x)ϑ(dx).
4. For any x ∈ R+, there exists a positive measure Π(x, dy), such that for any f with support
included in R+ \ {x} and f ∈ C∞c (R+ \ {x}), limt→0 1tPtf(x) =
∫
R\{x} f(y)Π(x, dy) and
Π(x, (x,∞)) = 0.
We say that a process X = (Xt)t≥0 defined on a filtered probability space (Ω,F , (Ft)t≥0,P)
is a generalized Laguerre process (for short gLp) if the family of linear operators P = (Pt)t≥0
defined, for any t ≥ 0 and f ∈ C0(R+), by
Ptf(x) = Ex [f(Xt)]
is a gL semigroup, where Ex stands for the expectation operator associated to Px(X0 = x) = 1.
Remark 1.2. Since there is no loss of generality considering only gL semigroups of order 1, we
will assume from now on that H = 1. Indeed, note that if P is a gL semigroup of order H > 0
then, since pH(x) = x
H is a homeomorphism of R+ to R+, then K¯tf(x) = Ktf ◦ pH(x 1H ) is
1-self-similar Feller semigroup on C0(R+) and P¯tf(x) = Ptf ◦ pH(x 1H ) is a gL semigroup of
order precisely 1.
Remark 1.3. The terminology generalized Laguerre semigroup is motivated by the well-known
case when the invariant measure ϑ(dx) = εm(x)dx =
xm
Γ(m+1)e
−xdx, x > 0, is the probability
measure of a Gamma random variable of parameter m+ 1 ≥ 1. Then, there exists a family of
semigroups P , indexed bym, satisfying the conditions of Definition 1.1 above and each of which
admits an eigenvalues expansion for its action on L2(εm) expressed in terms of the Laguerre
polynomials of order m, which form an orthogonal basis in the Hilbert space L2(εm), see
Chapter 3. In this case, P is self-adjoint in L2(εm), and we shall see that it is the only instance
among the class of gL semigroups to be self-adjoint, see Theorem 7.3(4), which disproves the
orthogonality of the eigenfunctions of these groups apart from the classical Laguerre case.
Remark 1.4. Let us now indicate that the requirement Π(x, (x,∞)) = 0 in condition 4, which
has a nice pathwise interpretation as the imposition upon the corresponding generalized La-
guerre process to have downward jumps only, is purely technical in the sense that one may
define this class without this assumption. We choose to restrict our analysis to this situation
since it requires already some substantial new developments which deserve to be detailed in
one (long) paper and we postpone to a future paper the study of the general case. However, we
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emphasize that apart from some technical issues specific to the general framework, the main
concepts, theories and methodologies needed to develop its spectral reduction are contained
in this work. Indeed, from an operator viewpoint, the main mathematical difficulties stem
from the non-self-adjointness combined with the non-local properties of the generators of these
Markov processes and not necessarily on the support of the Le´vy kernel, that is Π (x, .), see [82]
for the spectral expansion of two-sided self-similar Feller semigroups. As another illustration
of this fact, one may extract from our main results Theorem 1.11, the spectral expansion of
the semigroups constructed from the gL ones by performing a subordination in the sense of
Bochner, which gives a class of non-self-adjoint semigroups whose associated Markov process
may have jumps in both directions.
Beyond the theoretical interests of studying a class of NSA semigroups, there are several mo-
tivations underlying the investigation of this specific class of semigroups.
Remark 1.5. On the one hand, the gL semigroups play a substantial role in probability theory.
Indeed, from the celebrated transformation due to Lamperti [62], which provides a bijection be-
tween stationary processes and self-similar stochastic processes, one can easily observe that the
class of gL semigroups we have introduced above corresponds to the class of positive station-
ary Markov processes whose Lamperti transformation, see (1.1), leaves invariant the Markov
property, that is the associated self-similar process remains a (homogeneous) Markov. The
generalized Laguerre processes are intimately connected to the so-called generalized Ornstein-
Uhlenbeck processes which have been introduced by Carmona et al. [24]. Moreover, the afore-
mentioned class of self-similar semigroups, whose heat kernel can easily be expressed in terms of
the one of the associated gL semigroup via (1.1), appears naturally in limit theorems of Markov
processes and have been intensively studied over the last two decades, see e.g. [63], [101], [12],
[14], [75], [77] and [39]. They also correspond to the class of positive Markov processes whose
transition kernel satisfies a scale invariance property similar to the classical Gaussian heat ker-
nel whose index of self-similarity is H = 2. It is (one of) the aim of this work to make available
additional explicit representations of Markov transition kernels satisfying this scale invariance
property which has been observed in many physical phenomena.
We also emphasize that the class generators of the gL semigroups, see (1.6) below, encompasses
a variety of substantial integro-differential operators such as the classical fractional derivatives,
delay differential-operator of pantograph-type, differential Bessel operators perturbated by non-
local operators, see e.g. [83], [5] and [42], and, we refer to Chapter 3 for the description of some
specific instances. Several classes of gL Markov processes have found applications in many
fields of sciences, such as neurology, data transmission, economy, biology, epidemiology, see
e.g. [46], [105], [32], [66] and the references therein.
1.1. Characterization and properties of gL semigroups. We shall provide a character-
ization of the class of gL semigroups in terms of their infinitesimal generators. To this end,
let us introduce the function ψ : iR 7→ C, which is defined, for any z ∈ iR, by the following
relation
(1.3) ψ(z) = σ2z2 +mz +
∫ ∞
0
(
e−zy − 1 + zy)Π(dy),
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where σ ≥ 0, m ≥ 0 and Π is a σ-finite positive measure concentrated on (0,∞) and satis-
fying the integrability condition
∫∞
0
(
y2 ∧ y)Π(dy) < ∞. Note that the characteristic triplet
(σ,m,Π) uniquely defines the function ψ.
We introduce the set
(1.4) N = {ψ of the form (1.3)}.
N is a subset of the negative definite functions or equivalently is a subset of the set of charac-
teristic exponents of infinitely divisible distributions on R, see e.g. [58] for more details about
Fourier transforms of infinitely divisible distributions. The class of infinitely divisible distribu-
tions in turn is the building block of Le´vy processes via the fact that (ξt)t≥0 is a Le´vy process
if and only if ξ1 is infinitely divisible, see e.g. [10, Chap. I] or for our specific case the discussion
succeeding Theorem 1.6 below. We also write throughout
(1.5) Π(y) =
∫ ∞
y
Π(dr) and Π(y) =
∫ ∞
y
Π(r)dr
for the tails of the measure Π which due to the link to Le´vy processes is usually called the Le´vy
measure. We say that f ∈ C2 ([−∞,∞]) if and only if f, f ′, f ′′ are continuous on (−∞,∞)
and have finite limits at ±∞. We are now ready to state our first result which provides a
characterization of our class of generalized Laguerre semigroups of order 1, see Remark 1.2,
together with some of their basic properties.
Theorem 1.6. (1) There exists a bijection between the class of generalized Laguerre semi-
groups and the subspace of negative definite functions N . More specifically, for each
ψ ∈ N , the associated gL semigroup P = (Pt)t≥0 is characterized by its infinitesimal
generator G which admits, at least, for any function f ∈ DG = {f ; x 7→ fe(x) =
f(ex) ∈ C2 ([−∞,∞])}, the representation
Gf(x) = σ2xf ′′(x) +
(
m+ σ2 − x) f ′(x)
+
∫ ∞
0
(
f(e−yx)− f(x) + yxf ′(x))Π(x, dy),(1.6)
where Π(x, dy) = Π(dy)x and (σ,m,Π) is the characteristic triplet of ψ.
(2) For each ψ ∈ N , P admits a unique invariant measure which is an absolutely continuous
probability measure with a density denoted by ν. Moreover, ν has support on (0, r) and
it is positive on this domain, where r = limu→∞
ψ(u)
u = φ(∞), see (1.9) below for the
justification of the notation, that is
(1.7) r =∞ if σ2 > 0, and, 0 < r = Π(0+) +m ≤ ∞ otherwise.
(3) P can be extended uniquely to a strongly continuous contraction semigroup, still denoted
by P , on the weighted Hilbert space
L2(ν) =
{
f : (0, r) → R measurable;
∫ r
0
f2(x)ν(x)dx <∞},
endowed with the norm ||.||L2(ν) = ||.||ν and inner product 〈., .〉ν . The algebra of poly-
nomials, P, is a core for its infinitesimal generator.
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(4) It admits a conservative standard Markov process on (0, r), see e.g. [19, Definition
(9.2), p.45] for definition, as a (weak) dual with the measure ν(x)dx serving as reference
measure. The corresponding semigroup P ∗ = (P ∗t )t≥0 is Feller-Dynkin, i.e. P ∗t Cb(0, r) ⊆
Cb(0, r), where Cb(0, r) is the space of continuous and bounded functions (0, r), when
m > 0, and, r =∞ or when Nr ≥ 1 where, when r <∞, Nr is defined by
(1.8) Nr =
⌈
Π(0+)
r
⌉
− 1 ∈ [0,∞]
with ⌈·⌉ the ceiling function, i.e. it evaluates the smallest integer greater or equal to a
positive real and we use the convention that Nr = ∞ when Π(0+) = ∞. Moreover P ∗
admits a contraction semigroup extension in L2(ν) satisfying, for any f, g ∈ L2(ν),
〈Ptf, g〉ν = 〈f, P ∗t g〉ν .
(5) Moreover, for any Nr > 2, the infinitesimal generator G
∗ of the (Feller-Dynkin) semi-
group P ∗ takes the form, for at least any function f such that fν ∈ DG, x ∈ (0, r),
and, writing f¯(x, y) = f(e−yx)− f(x) + yxf ′(x),
G∗f(x) = σ2xf ′′(x) +
(
d(x) + x
(
2
ν ′(x)
ν(x)
+ 1
))
f ′(x) +
∫ ∞
0
f¯(x, y)Π∗ν(x, dy)
where d(x) = σ2 −m− ∫∞0 (1− ν(x)ν(e−yx))xyΠ∗ν(x, dy) and
Π∗ν(x, dy) =
ν(e−yx)
xν(x)
Π(dy).
(6) If Π ≡ 0, then P is self-adjoint in L2(ν). Otherwise, P is non-self-adjoint, i.e. P 6= P ∗.
The proof of the item (1) is given in Section 2.2. The existence and the absolute continuity
property of the invariant measure in item (2) along with the continuous extension of P in item
(3) are justified in Section 2.3. The support and positivity properties of ν stated in item (2) are
derived in Section 5.2.3 and are part of Theorem 5.2, whereas the expression of r is justified
in Proposition 4.1(8) and the proof of the uniqueness of the invariant measure is postponed to
Section 7.4. The fact that the algebra P is a core follows directly from Theorem 7.3(1) and (2).
Finally, the remaining statements are proved in Section 5.7.
Remark 1.7. Note that the bijection stated in (1) finds its root in a remarkable work from
Lamperti [63] which establishes a bijection between the class of positive self-similar Markov
processes and the class of Le´vy processes.
Remark 1.8. We also point out that further fine distributional properties, including smoothness
and small and large asymptotic behaviour, of the invariant density ν are stated in Chapter 5.
1.2. Definition and properties of subsets of N . Our main results below regarding the
spectral decomposition, regularity and speed of convergence for the gL semigroups are expressed
in terms of some subsets of negative definite functions that we define and study here. To this
end, we first point out that the set N is also in bijection with the set of spectrally negative
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Le´vy processes, i.e. processes that can jump downwards only, which have a non-negative mean,
via the relation
logE
[
ezξ1
]
= ψ(z), z ∈ iR,
with ξ = (ξt)t≥0 a Le´vy process, see [10, Chap. I]. We note that E [ξ1] = ψ
′(0+) = m ≥ 0. We
call ξ the Le´vy process underlying the semigroup P or alternatively the Le´vy process associated
to ψ. It is a common fact that any ψ ∈ N has the Wiener-Hopf factorization given by
(1.9) ψ(u) = uφ(u), u ∈ R+,
where, with Π(y) =
∫∞
y Π(dr), see (1.5), for any u ∈ R+,
(1.10) φ(u) = m+ σ2u+
∫ ∞
0
(
1− e−uy)Π(y)dy.
The function φ, which is a Bernstein function, is the Laplace exponent of the so-called descend-
ing ladder height process of ξ, say η = (ηt)t≥0, that is, for any u ∈ R+,
(1.11) lnE
[
e−uη1
]
= −φ(u).
Note that η is a possibly killed subordinator (non-decreasing Le´vy process) and we refer to [10,
Chap. VII] for more detail on spectrally negative Le´vy processes including their Wiener-Hopf
factorization. We point out that η is killed if and only if m > 0 as then φ(0) > 0. Denote
by
(1.12) BN = {φ is of the form (1.10)},
that is the convex sub-cone of the set of Bernstein functions which is in bijection with the
set N via the identity (1.9). Next, for any φ ∈ BN , we introduce the multiplicative Markov
operator Iφ, defined, for at least any f ∈ C0(R+), by
(1.13) Iφf(x) = E [f(xIφ)] ,
where Iφ is the positive random variable
(1.14) Iφ =
∫ ∞
0
e−ηtdt.
Write R =
{
(α,m); α ∈ (0, 1] and m ≥ 1− 1α
}
. Then, for any (α,m) ∈ R we define for u ≥ 0
the function
(1.15) φRα,m(u) =
Γ(αu+ αm+ 1)
Γ(αu+ αm+ 1− α) ,
and we simply write φRm(u) = φ
R
1,m(u) = u+m. We recall from [80], see also Lemma 4.3 below,
that φRα,m ∈ BN . We say that a function f is completely monotone if f : R+ → [0,∞) ∈ C∞(R+)
and (−1)nf (n)(u) ≥ 0, for all n = 0, 1, . . . and u > 0. The space C∞(R+) consists of all infinitely
differentiable functions on R+.
We are now ready to introduce in Table 1 and Table 2 some substantial subclasses of N and
refer to Section 1.2 for more detailed information regarding these objects.
Although for most of the subsets of N , such as N∞,N c∞,NP , their definitions are given directly
in terms of the triplet (σ,m,Π), the other classes, i.e. Nα, NΘ and NR, are rather characterized
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σ2 Π(0+) Π(0+)
NP > 0
N∞ > 0
0 =∞
N c∞ 0 <∞ <∞
Table 1. Definition
of some classes in
terms of the charac-
teristic triplet.
NΘ Θφ = lim
b→∞
∫∞
0 ln
( |φ(by+ib)|
φ(by)
)
dy > 0
Nα ψ(u) ∞∼ Cαuα+1, Cα > 0, α ∈ (0, 1)
Nα,m u 7→ φ
R
α,m(u)
φ(u) is completely monotone
NR
⋃
(α,m)∈RNα,m
Table 2. Definition of
other classes in terms of
ψ(u) = uφ(u).
through specific properties of the (associated ladder height) Laplace exponent φ. The aim of
the next result is to provide for these latter subclasses sufficient conditions expressed in terms
of (σ,m,Π) that allow to identify them.
Theorem 1.9. (1) If ψ ∈ NΘ then r = φ(∞) =∞. Moreover, we have that
NG =
{
ψ ∈ N ; σ2 > 0 or lim
u→∞
Π
(
1
u
)
ψ(u)
> 0
}
⊆ NΘ,
where if σ2 = 0 we have the following equivalent criterion in terms of the characteristic
triplet
(1.16) lim
u→∞
Π
(
1
u
)
ψ(u)
> 0 ⇐⇒ lim
y→0
y2Π (y)∫ y
0 Π(r)dr +my
> 0.
(2) We also have
(1.17) ψ ∈ Nα ⇐⇒ Π(y) 0∼ Γ(α+ 1)Cαy−α ⇐⇒ Π(y) 0∼ Γ(α)Cαy−α−1,
where we recall that Cα > 0.
(3) (a) NP ⊂ ∩α∈(0,1) ∪m≥1− 1
α
Nα,m.
(b) Let us write for (α,m) ∈ R = {(α,m); α ∈ (0, 1] and m ≥ 1− 1α},
Uα,m(y) =
1
Γ(α+ 1)
e−mαy
(
1− e− yα
)α−1
, y > 0,
mα = (αm + 1− α)/α ≥ 0. Then, if ψ ∈ N \NP with
sup
y>0
inf
A∈(0,1)
(
Π(y) +m
Π((1−A)y) +m
+
Uα,m(y)
Uα,m(Ay)
)
≤ 1
for some α ∈ (0, 1),m ≥ 1− 1α , then ψ ∈ Nα,m.
(c) For any (α,m) ∈ R, Nα,m ⊂ NΘ with when ψ ∈ Nα,m, π2α ≤ Θφ ≤ π2 .
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The proofs of the first item (1) are given in Section 6.7. The second one follows from augmenta-
tion of the classical estimate stated in Proposition 4.1 (7) to ψ(u) = uφ(u)
∞∼ u2 ∫ 1u0 Π(y)dy+mu
in the regularly varying case, combined with a standard Tauberian theorem, i.e.
∫ y
0
l(r)
rα dr
0∼
l(y)yα−1, and the monotone density theorem. Items (3a) and (3b) are proved in Section 4.2,
whereas item (3c) is part of the claim of Lemma 10.5
Remark 1.10. Note that, in fact, under the conditions of the item (3b) we shall prove that the
mapping Φα,m(u) =
ψ(u)
uφRα,m(u)
∈ B, see (4.1) for the definition of general Bernstein functions,
which is thanks to Proposition 4.1(4), a stronger statement than the requirement that u 7→
1
Φα,m(u)
is completely monotone.
1.3. Eigenvalue expansion and regularity of the gL semigroups. In order to state the
next result regarding the spectral expansion and the regularity of the gL semigroups, we now
introduce the following set which is the union of five sets of the form, for some linear space
L ⊆ L2(ν), set N ⊆ N and some T > 0 which may depend on ψ ∈ N ,
DNT (L) = {(ψ, f, t); ψ ∈ N , f ∈ L, t > T = T (ψ) > 0}
which shall serve as the domains of the spectral operator
D = DNP0 (L2(ν)) ∪D
NΘ
TΘφ
(L2(pα)) ∪ DNαTπα (L
2(νγ)) ∪ DNαTπα,ρα (L
2(ν)) ∪ DNRTα¯ (L2(ν))
where, for any fixed α ∈ (0, 1) and any fixed γ > α+ 1, we set
pα(x) = x
−α, and νγ(x) = max
(
ν(x), e−x
1
γ
)
, x > 0,
and,
TΘφ = − ln sinΘφ, Tπα = − ln sin
(π
2
α
)
, Tπα,ρα = max
(
Tπα , 1 +
1
ρα
)
, Tα¯ = − ln(2α¯−1),
where, for each ψ ∈ NR, α¯ = sup
{
0 < α ≤ 1; ∃m > 1α − 1 and ψ ∈ Nα,m
}
and ρα is the largest
solution to the equation (1− ρ) 1α cos
(
arcsin(ρ)
α
)
= 12 . We mention that the notions introduced
above and the ones entering in the next claim are reviewed and discussed at length in Chapters
4 and 5. It is also part of the ensuing statements that all functions are well defined. Next, we
set, Wφ(1) = 1 and, for n ∈ N,
(1.18) Wφ(n+ 1) =
n∏
k=1
φ(k),
and recall that r = ∞ if σ2 > 0, and, 0 < r = Π(0+) + m ≤ ∞ otherwise, and, Nr =⌈
Π(0+)
r
⌉
− 1 ∈ [0,∞] is the index of smoothness. Finally, we set the quantity
(1.19) dφ = sup{u ≤ 0; φ(u) = −∞ or φ(u) = 0}
and note that if φ(0) = 0 then necessarily dφ = 0 and always dφ ∈ (−∞, 0], see Proposition
4.1(3) for a justification. We are now ready to state the main result of this work.
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Theorem 1.11. Let ψ ∈ N . Then, Iφ ∈ B(L2(ε),L2(ν)), where ε(x) = ε0(x) = e−x, x > 0 (ε0
is defined in Remark 1.3), and Iφ has a dense range, i.e. Ran(Iφ) = L2(ν).
(1) For any (ψ, f, t) ∈ D ∪ DN∞0 (Ran(Iφ)), the following holds.
(a) We have
(1.20) Ptf =
∞∑
n=0
e−nt〈f,Vn〉ν Pn in L2(ν)
where, for all n ≥ 0,
Pn(x) =
n∑
k=0
(−1)k
(n
k
)
Wφ(k + 1)
xk ∈ L2(ν),(1.21)
and,
Vn(x) = R
(n)ν(x)
ν(x)
=
1
n!
(xnν(x))(n)
ν(x)
∈ L2(ν).(1.22)
(b) If in addition Π(0+) < ∞, i.e. r < ∞, then, for any f ∈ Ran(Iφ), (t, x) 7→
Ptf(x) ∈ C∞ (Cr), with Cr =
{
(t, x) ∈ R2+;x ≤ rt
}
.
(c) Otherwise, (t, x) 7→ Ptf(x) ∈ C∞ ((T,∞)× R+)
(d) In both cases, for any non-negative integers k and p, we have
dk
dtk
(Ptf)
(p)(x) = (−1)k
∞∑
n=p
nke−nt〈f,Vn〉ν P(p)n (x),(1.23)
where the series converges locally uniformly in (t, x) on the sets specified in (1b)
and (1c).
(2) If ψ ∈ N c∞, then, we have for any f ∈ Ran(Iφ), (t, x) 7→ Ptf(x) ∈ C∞ (Cr). Moreover,
we have, if Nr ≥ 0 (resp. Nr ≥ 1), that for any 0 ≤ n < Π(0
+)
2r (resp. n >
Π(0+)
2r )
Vn ∈ L2(ν) (resp. /∈ L2(ν)),
and, regardless of the value of Nr, for any f ∈ Ran(Iφ) and t ≥ 0,
Ptf =
∞∑
n=0
e−nt〈I†φ f,Ln〉ε Pn in L2(ν),(1.24)
where I†φ is the pseudo-inverse of Iφ, see [7, p.234] for definition.
(3) The heat kernel. Let ψ ∈ NΘ (resp. ψ ∈ NR). Then, for all t > TΘφ = − ln sinΘφ
(resp. t > T = Tα¯ ∧ TΘφ) the heat kernel is absolutely continuous with a density
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(t, x, y) 7→ Pt(x, y) ∈ C∞
(
(TΘφ ,∞)× R2+
)
(resp. C∞
(
(T ,∞)× R2+
)
) and, for any non-
negative integers k, p, q,
dk
dtk
P
(p,q)
t (x, y) =
∞∑
n=p
(−n)ke−nt P(p)n (x) (Vn(y)ν(y))(q) ,(1.25)
where the series is locally uniformly convergent in (t, x, y) ∈ (TΘφ ,∞)×R2+ (resp. (T ,∞)×
R2+). If in addition ν ∈ A
(
π
2
)
, that is ν is analytical on C
(
π
2
)
= {z ∈ C; | arg z| < π2 },
then the expansion (1.25) is locally uniformly convergent even on t > 0. In particular,
this is the case when ψ ∈ NP or limn→∞
ln
∣∣∣∣∑nk=0(−1)k(nk)Wφ(k+1)Γ(k+1)
∣∣∣∣
2
√
n
= −∞.
This Theorem is proved in Chapter 12.
Remark 1.12. This main result suggests some interesting and substantial differences between
the spectral expansion of NSA and self-adjoint operators. The phenomenon that, for some
classes, the expansion in the full Hilbert space holds only for t bigger than a constant has been
observed in the framework of Schro¨dinger operator, see [35], and is natural for non-normal
operators. Indeed, in such a case, the spectral projections
(1.26) Pnf = 〈f,Vn〉ν Pn
are not uniformly bounded as a sequence of operators. The projections are not orthogonal
anymore and the sequence of eigenfunctions does not form a Riesz basis of the Hilbert space,
see [30] for definition and also the subsection 2.1 below. When compared to the spectral
resolution of compact self-adjoint operators whose set of eigenfunctions forms an orthonormal
basis of the Hilbert space, our study reveals that this requirement on the invariant subspace
is, in general, too stringent. Indeed, even the range of the non-self adjoint operator, which
is a linear subspace of the Hilbert space, can not be expanded into the invariant subspaces.
These facts illustrate fundamental differences with the spectral reduction of self-adjoint Markov
semigroups.
Remark 1.13. In line with the previous remark, it is worth pointing out that the smoothness of
the density of the heat kernel (or of Ptf , the solution to the associated Cauchy problem) remains
the same for all t bigger than a constant. This fact may reveal that the eigenvalues expansion of
the type (1.25) may be uniformly convergent only after the threshold time when the smoothness
is established. Indeed, there are interesting and various examples of transition densities of
Markov processes (with jumps) which are continuous of order c(t) for some increasing functions
c, see e.g. [84].
Remark 1.14. It is quite remarkable that our analysis allows to provide necessary and sufficient
conditions for the existence of a sequence of co-eigenfunctions (at least for any ψ ∈ N∞),
a fact which requires not only smoothness properties of the invariant density but also very
precise information about its small and large asymptotic behaviour along with its successive
derivatives. Indeed, it is always difficult for non-local operators whose Le´vy kernels span the
whole set of Le´vy measures to extract asymptotic properties beyond the classical regularly
varying framework, or, the so-called stable-like case. We also indicate that the condition
ψ ∈ N∞ has a nice path interpretation since it means that the associated generalized Laguerre
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process has paths either of infinite variation when σ > 0 or Π(0+) = ∞, or, when σ = 0, of
infinite activity in the sense that there are infinitely many jumps in any compact time interval.
Remark 1.15. We mention that the fascinating and powerful techniques, such as Malliavin
calculus, Ho¨rmander analysis and PIDE techniques, see e.g. [57], [84], [20] and [23], that have
proved successful for studying the smoothness properties of the transition kernel of diffusions
semigroups or some Le´vy type semigroups, are not general enough to be applied in our context.
This is due to either a lack of symmetry and/or non-homogeneity of the Le´vy kernel, or,
unboundness of the drift coefficient, or, the possible absence of diffusion part, or, simply the
non-local feature of the generators. Our main results reveal that, in the context of non-local
Markov semigroups, the spectral expansion is a more flexible approach to derive these delicate
regularity properties. Of course, our approach goes much beyond this issue as we also manage
to obtain, for f in some various linear spaces, the smoothness of Ptf , that is the solution to the
Cauchy problem. It would be interesting to characterize for each operator what is the maximal
domain for which the stated regularity properties hold.
Remark 1.16. We also observe from the space-time relationship between the self-similar semi-
group (Kt)t≥0 and the gL semigroup given in (2) of Definition 1.1, that, under the condition
of the item (3) above, K has an absolutely continuous (smooth) kernel, Kt(x, y), given by
Kt(x, y) =
∞∑
n=0
(1 + t)−n−1Pn(x)Vn
(
y
1 + t
)
ν
(
y
1 + t
)
where the series is locally uniformly convergent in (t, x, y) ∈ (eT −1,∞)×R2+, where T is either
TΘφ or T .
The next result furnishes expansions for the adjoint semi-group P ∗.
Theorem 1.17. (1) If ψ ∈ NΘ (resp. ψ ∈ NR), then for all t > TΘφ = − ln
(
sin
(
Θφ
))
(resp. t > T = Tα¯ ∧ TΘφ) and any g ∈ L2(ν),
(1.27) P ∗t g(y) =
∞∑
n=0
e−nt 〈g,Pn〉ν Vn(y),
where the series converges locally uniformly in y > 0.
(2) If ψ ∈ NP with 0 < Π(0+) <∞, then for all g ∈ L2(ν) and t > 0 (1.27) holds in L2(ν).
This Theorem is proved in Chapter 12.
1.4. Convergence to equilibrium. There is a substantial and fascinating literature devoted
to the study of the convergence to equilibrium of semigroups associated mainly to differential
operators. In this framework, this problem has been investigated a lot under various coer-
cive assumptions on the generator, such as spectral gap or logarithmic Sobolev inequalities,
especially in the self-adjoint framework, see [3] and the references therein. In this direction,
we mention that recently Miclo [69] has shown that a self-adjoint ergodic and hyperbounded
Markov operator admits a spectral gap. Nevertheless, some recent works have identified as-
ymptotic exponential convergence to equilibrium with bounds of the form m e−ct, m, c > 0 and
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t ≥ 0, when the generator satisfies some hypoelliptic type conditions. This phenomenon has
been called hypocoercivity in Villani [100], and, has recently attracted more and more atten-
tion, see e.g. Desvillettes and Villani [40], Eckmann and Hairer [51], Gadat and Miclo [53],
Baudoin [6] and Dolbeaut et al. [43]. Note that in this literature the constants above are not
necessarily optimal and are in general difficult to identify. At this stage, it is worth pointing
out that among the different rates of convergence that we obtain for the entire class of gL semi-
groups, we also observe, see (1.28) below, for the (small) perturbation class the aforementioned
hypocoercivity behaviour and the spectral decomposition enables us to explain it in terms of
the spectral gap and projection norms which is a natural extension to the classical spectral
gap observed in the self-adjoint case. We refer to the remarks following the next statement for
further discussion on this and on other identified rates.
Theorem 1.18. (1) Let ψ ∈ N . Then, for any f ∈ Ran(Iφ) ( L2(ν), we have for any
t > 0,
||Ptf − νf ||ν ≤ Cf,f(ψ) e−t||f − νf ||ν,
where, writing f = Iφf, Cf,f (ψ) = |||Iφ||| ||f−εf||ε||f−νf ||ν ≥ 1 with |||Iφ||| = sup
f∈L2(ε),f 6=0
||Iφf ||ν
||f ||ε .
(2) For any (ψ, f, t) ∈ D, there exist CL > 0 and an integer k ≥ 0 such that for any t > T ,
||Ptf − νf ||ν ≤ CL2
k
2
√(
1
e2(t−T ) − 1
)(k)
||f − νf ||L,
where ||.||L stands for the Hilbert space norm of L = L2(pα) if (ψ, f, t) ∈ DNΘTΘφ (L
2(pα))
or of L = L2(νγ) if (ψ, f, t) ∈ DNαTπα (L2(νγ)) or of L = L2(ν) otherwise. When ψ ∈ NR
then k = 0 and L = L2(ν).
(3) Finally, let ψ ∈ NP . Then, for any ǫ > 0, there exists Cǫ > 0 such that for any
f ∈ L2(ν) and t > ǫ > 0, we have that
||Ptf − νf ||ν ≤
Cǫ√
e2t − 1 ||f − νf ||ν .
Moreover, if 0 < Π(0+) < ∞, then m = m+Π(0+)
σ2
> d+ǫ = −(dφ + ǫ)I{−dφ>0} ≥ 0 for
some ǫ > 0, and, for any t > 0 and any f ∈ L2(ν), the following bound
||Ptf − νf ||ν ≤
√
m+ 1
d
+
ǫ + 1
e−t||f − νf ||ν(1.28)
which holds with m+1
d
+
ǫ +1
≥ 1 + Π(0+)
m+σ2+ǫ
I{−dφ>0} +
m+Π(0+)
σ2
I{d+ǫ =dφ=0}.
Remark 1.19. At this stage, it is worth pointing out that we also observe in (1.28), for the
(small) perturbation class the aforementioned hypocoercivity behaviour. The intertwining
approach that we develop enables us to characterize and interpret the role played by the two
constants: the rate of decay e−t corresponds to the second largest eigenvalue, as in the classical
self-adjoint setting, whereas the second constant
√
m+1
d
+
ǫ +1
may be interpreted as a measure of
the quality of the decomposition of the Hilbert space in terms of the (co-)invariant subspaces
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naturally corresponding to the (co-)eigenfunctions. A particular justification for this is the
estimate of the norm of the spectral projections as defined in (1.26), whose growth is in fact
bounded by the order of the norms of the eigenfunctions and co-eigenfunctions, that is by
||Pn||ν ||Vn||ν = O
(
nm
nd
+
ǫ
)
. The rate of growth of these norms seems to measure the departure
from the classical orthonormal basis.
Remark 1.20. In the general perturbation case, see Theorem 1.11 (3), the quality of the decom-
position worsens and non-classical bounds on the speed of convergence to equilibrium of the
type Cν,ǫ(e
2t − 1)−1/2, t > ǫ > 0, appear, for some constant Cν,ǫ > 0 which could be computed
from Chapter 10 and the proof of [80, Proposition 2.3].
Remark 1.21. Our results reveal additional interesting phenomena for this rate of conver-
gence to equilibrium. Indeed, we identify more complex structure which involves different
non-equivalent topologies. The estimate in Theorem 1.11(1) offers a classical spectral gap
estimate but for functions in the range of the intertwining operator and against the topol-
ogy of the reference self-adjoint semigroup which is not equivalent to the topology of L2(ν),
whereas item (2), when the quality of the decomposition of the Hilbert space improves, shows
CL(e
2t − 1)−1/2, CL > 0, t > T, speed of convergence against specific topologies. Thus, a
general conclusion could be drawn to the effect that eventually the quality of decomposition
of the Hilbert space is lost (item (2) and (3)), where this quality is measured by the rate of
growth of the norms of the co-eigenfunctions, see (10.1), which shows slowest growth in the
perturbation scenario and, (9.5) and (10.3), which reveal faster growth when we are strictly
beyond perturbation. In turn we observe that in the latter scenario we notice that the speed of
growth increases whenever the rate of convergence to infinity for small y of the tail of the Le´vy
measure Π(y) =
∫∞
y Π(dr), slows down. We emphasize that, regardless of the latter, item (1)
guarantees a classical speed of convergence against the topology of the self-adjoint semigroup.
1.5. Hilbert sequences and spectrum. We now present some substantial properties of the
set of (co)-eigenfunctions and study in details the spectrum of the gL semigroups. This will
follow from some general ideas, discussed in Chapter 11, that establish new and interesting
connections between three different concepts: intertwining relation, Hilbert sequences arising
in non-harmonic analysis and spectrum of non self-adjoint operators.
We start by introducing some definitions related to Hilbert sequences which can be found in
the monographs of Young [104, Chap. 1]. Two sequences (Pn)n≥0 and (Vn)n≥0 are said to be
biorthogonal in L2(ν) if for any n,m ∈ N,
(1.29) 〈Pn, Vm〉ν = δnm.
Moreover, a sequence that admits a biorthogonal sequence will be called minimal and a se-
quence that is both minimal and complete, in the sense that its linear span is dense in L2(ν),
will be called exact. It is easy to show that a sequence (Pn)n≥0 is minimal if and only if none of
its elements can be approximated by linear combinations of the others. If this is the case, then
a biorthogonal sequence will be uniquely determined if and only if (Pn)n≥0 is complete.
Next, we present some basic notions related to the concept of frames in Hilbert spaces. We
point out that this generalization of orthogonal sequences has been introduced by Duffin and
Schaeffer [47] in 1952 to study some deep problems in non-harmonic Fourier series and after
16
the fundamental paper [34] by Daubechies, Grossman and Meyer, frame theory began to be
widely used, particularly in the more specialized context of wavelet frames and Gabor frames.
A recent and thorough account on these Hilbert space sequences can be found in the book of
Christensen [30].
A sequence (Pn)n≥0 in the Hilbert space L2(ν) is a frame if there exist A,B > 0 such that the
frame inequalities
(1.30) A||f ||2ν ≤
∞∑
n=0
|〈f, Pn〉ν |2 ≤ B||f ||2ν
hold, for all f ∈ L2(ν). If only the upper bound exists, (Pn)n≥0 is called a Bessel sequence. A
frame sequence is always complete in the Hilbert space and when it is minimal, it is called a
Riesz sequence. The latter are very useful objects as they share substantial properties with or-
thonormal sequences. Indeed, a Riesz sequence always admits a unique biorthogonal sequence
(Vn)n≥0 which is also a Riesz sequence and both together form the so-called Riesz basis. More-
over, the expansion in terms of the Riesz basis of any element of the Hilbert space is unique
and convergent in the topology of the norm. When (Pn)n≥0 is a Bessel sequence, that is only
the upper frame condition in (1.30) is satisfied, then the so-called synthesis operator, that is
the linear operator S : ℓ2(N)→ L2(ν) defined by
(1.31) S : c = (cn)n≥0 7→ S(c) =
∞∑
n=0
cnPn
is a bounded operator with norm ||S||ν ≤
√
B, that is, the series is norm convergent for any
sequence in ℓ2(N). However, S is not in principle onto as the (Pn)n≥0 does not form in general
a basis of the Hilbert space.
Finally, we say that a sequence (Vn)n≥0 in L2(ν) is a Riesz-Fischer sequence if there exists
a constant B > 0 such that B
∑∞
n=0 |cn|2 ≤ ||
∑∞
n=0 cnVn||2ν for all finite scalar sequences
(cn)n≥0.
We proceed by recalling a few definitions concerning the spectrum of linear operators and we
refer to [49, XV.8] for a thorough account on these objects. First, a complex number λ ∈ S(P ),
the spectrum of the linear operator P ∈ B(L2(ν)), if P − λI does not have an inverse in L2(ν)
with the following three distinctions:
• λ ∈ Sp(P ), the point spectrum, if Ker(P − λI) 6= {0}.
• λ ∈ Sc(P ), the continuous spectrum, if Ker(P − λI) = {0} and Ran(P − λI) = L2(ν)
but Ran(P− λI) ( L2(ν).
• λ ∈ Sr(P ), the residual spectrum, if Ker(P − λI) = {0} and Ran(P − λI) ( L2(ν).
Clearly, S(P ) = Sp(P ) ∪ Sc(P ) ∪ Sr(P ). Let λ ∈ Sp(P ) be an isolated eigenvalue. Then its
geometric multiplicity, denoted by Mg(λ, P ) is computed as follows
(1.32) Mg(λ, P ) = dim Ker(P − λI),
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that is the dimension of the corresponding eigenspace. Its algebraic multiplicity, denoted by
Ma(λ, P ) is defined by
(1.33) Ma(λ, P ) = dim
∞⋃
k=1
Ker(P − λI)k.
Note that always Mg(λ, P ) ≤Ma(λ, P ). We are now ready to state both interesting properties
satisfied by the sequence of eigenfunctions and co-eigenfunctions when viewed as sequences in
Hilbert space and information on the structure of the spectrum of gL semigroups. These claims
are proved in Chapter 11.
Theorem 1.22. (1) Let ψ ∈ N . Then, Span(Pn) = L2(ν) and (Pn)n≥0 is a Bessel se-
quence but it is not a Riesz basis in L2(ν).
(2) Let us now assume that ψ ∈ N∞. Then, the sequence (Vn)n≥0 is a minimal Riesz-
Fischer sequence in L2(ν) and (Pn)n≥0 is exact. Moreover, (Vn)n≥0 is the unique
sequence biorthogonal to (Pn)n≥0 in L2(ν).
(3) Assume that ψ ∈ NP ∪ N dφα,m where
(1.34) N dφα,m =
{
ψ ∈ Nα,m; dφ < 1− m
2
− 1
2α
}
Then, Span(Vn) = L2(ν) and hence (Vn)n≥0 is also exact and (Pn)n≥0 is its unique
biorthogonal sequence in L2(ν).
(4) Let t ≥ 0 and write
Et = {e−nt, n ≥ 0}.
(a) Then, for any ψ ∈ N , we have
Et ⊆ Sp(Pt) and Sr(Pt) = ∅.
(b) Moreover, if ψ ∈ N∞, then
Et ⊆ Sp(P ∗t ) with Ma(e−nt, P ∗t ) = Mg(e−nt, P ∗t ) = 1.
(c) If ψ ∈ NP ∪ N dφα,m, where we recall that the latter class is defined in (1.34), then
Et = Sp(Pt) = Sp(P ∗t ),
and
Ma(e
−nt, Pt) = Ma(e−nt, P ∗t ) = 1 and Sr(Pt) = Sr(P
∗
t ) = ∅.
(d) Finally, if ψ ∈ N c∞ with Nr ≥ 1 , then{
e−nt, 0 ≤ n < Π(0
+)
2r
}
⊆ Sp(P ∗t )
and {
e−nt, n >
Π(0+)
2r
}
⊆ Sr(P ∗t ).
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This Theorem is proved in Chapter 12.
Remark 1.23. Although we are able to provide precise information regarding the spectrum of
the gL semigroups, the characterization of their full spectrum seems to be a delicate issue. We
refer to Chapter 11 for interesting and detailed discussions regarding the spectrum of operators
linked by an intertwining operator.
1.6. Plan of the paper. We now describe the contents of the remaining parts of the paper
whose main purpose is merely to prove Theorem 1.11, that is to establish the statements related
to the spectral expansions of gL semigroups. The length of the paper may be explained by the
complexity of the problem that forces us to develop adequate mathematical tools almost from
scratch. We emphasize that these new results may be of independent interests in a variety
of contexts such as probability theory, the study of functional equations, asymptotic analysis,
non-harmonic analysis, special functions and functional analysis. More specifically, we have
the following organization.
• Strategy of proof and auxiliary results. Chapter 2 is a high-level description of
our methodology whose main comprehensive ideas could be used to study the spectral
representation of more general Markov semigroups. We also sate a short version of the
substantial results that are required to prove the main results. This part also includes
the proof of Theorem 1.6(1) along with some preliminaries results on gL semigroups
that are both useful for the remaining part of the paper and also easy to prove by
merely adapting some results that can be found in the literature.
• Examples. Chapter 3 is devoted to the description of some specific examples which
illustrate the variety of results we obtained ranging from the self-adjoint class, the
perturbation cases to the pure compound Poisson case.
• New developments in the theory of Bernstein functions. In Chapter 4, we
present some known and new results regarding the convex cone of Bernstein functions
which are essential to develop a fine and detailed analysis of gL semigroups. The new
claims vary from new asymptotic estimates on the complex and (positive) real lines, to
a new mapping leaving some subset of Bernstein functions invariant. Since this set of
functions is central in a variety of contexts, ranging from potential theory, probability
theory, operator theory to complex analysis, we gather and prove these results in one
chapter.
• Fine properties of the density of the invariant measure. We start Chapter 5
by providing a simple but useful mapping relating the class of invariant densities to a
subset of the substantial and well-studied class of positive self-decomposable variables.
This connection enables us to use the work of Sato and Yamazato [91] to derive some fine
distributional properties of the invariant densities. We proceed by deepen their study
by providing the small exponential asymptotic decay of the densities along with their
successive derivatives of this latter class by showing that they satisfy the several and
delicate conditions of a non-classical Tauberian theorem which was originally proved by
Baalkema et al. [4] and that we extend to fit to our framework. Moreover, by resorting
to the theory of excursions of Le´vy processes, we derive very precise bounds for the
large asymptotic behaviour of these densities.
19
• Bernstein-Weierstrass products and Mellin transforms. In Chapter 6, we carry
out an in-depth study of the functional equation MVψ(z + 1) = φ(z)MVψ (z) valid in
the right-half plane that is satisfied by the Mellin transform of the invariant measure.
This part complements Webster’s fascinating investigation in [103] on the positive real
line of similar functional equations. It includes an analytical extension to the right-
half plane as well as description of the precise asymptotic behaviour along imaginary
lines of a class of generalized Weierstrass products in bijection with the convex cone of
Bernstein functions. This class encompasses many special functions that have appeared
in different contexts in the literature and our approach provides a unified framework
to their study and a common set of quantities describing their properties.
• Intertwining relations and a set of eigenfunctions. In Chapter 7, we first develop
a factorization of Markov operators which turns out to be essential in the derivation of
the intertwining relation between the gL semigroups and the classical Laguerre one. It
also plays an important role in proving the continuity property of the intertwining op-
erator between appropriate non-trivial weighted Hilbert spaces. From the intertwining
relation we construct a sequence of polynomials which corresponds to a set of eigen-
functions for the gL semigroups. We also prove that the latter forms a Bessel sequence
in L2(ν), an object which has been introduced in non-harmonic analysis as a generaliza-
tion of the concept of a basis in Hilbert space. We also show that the polynomials are
the Jensen polynomials of some entire function and exploit this connection to derive an
upper bound for large orders of these polynomials in terms of the maximum modulus
of the associated function.
• Co-eigenfunctions: existence and characterization. In Chapter 8, we first resort
to the theory of distributions in the setting of the Mellin transform to characterize, in
terms of the Rodrigues operator, the co-eigenfunctions. Using the precise information
regarding the densities of the invariant measure obtained in the previous chapters, we
provide (almost) necessary and sufficient conditions for the co-eigenfunctions to belong
to the weighted Hilbert space L2(ν).
• Uniform and norms estimates of the co-eigenfunctions. Chapter 9 contains the
proof of two asymptotic estimates for large values of n for the norm of co-eigenfunctions
considered in different topologies. The first one is based on a saddle-point approxima-
tion which applies for the class NΘ, whereas the second one relies on upper bounds for
the co-eigenfunction that we derive by exploiting very precise information regarding
the location of zeros of the successive derivatives of the invariant density.
• The concept of reference semigroups: L2(ν)-norm estimates and complete-
ness of the set of co-eigenfunctions. We develop in Chapter 10 the concept of
reference semigroups. It consists in identifying gL semigroups P which satisfy the
following two criteria. First, their special structure permits to study their spectral
reduction in detail. Furthermore, there exists a subclass of gL semigroups such that
for each element in this class we have the adjoint intertwining relation P ∗t Λ∗ = Λ∗P
∗
t
where Λ∗ is the adjoint of a bounded operator between appropriate weighted Hilbert
spaces. Although this approach may be extended to more general classes, we present
in this part two different reference semigroups, which allow, in particular, to deal with
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the spectral expansion in the full Hilbert space of the perturbation class, that is when
ψ ∈ NP . We describe two important applications of the reference concept regarding
probably the two most technical difficulties of this work, namely the estimates of the
L2(ν) norm of the sequence of co-eigenfunctions Vn and their completeness in L2(ν).
• Hilbert sequences, intertwining and spectrum. In this Chapter, we gather new
developments in the study of the spectrum of linear operators linked by an intertwining
relation. In particular, we establish some interesting and new connections between the
concepts of intertwining relation, Hilbert sequences arising in non-harmonic analysis
and spectrum of non self-adjoint operators.
• Proof of Theorems 1.11, 1.17 and 1.18. The last Chapter contains the last argu-
ments required to complete the lengthy proofs of Theorems 1.11, 1.17 and 1.18.
1.7. Notation, conventions and general facts.
1.7.1. Functional spaces. Throughout, we denote by L2(R+) the Hilbert space of square in-
tegrable Lebesgue measurable functions on R+ endowed with the inner product 〈f, g〉 =∫∞
0 f(x)g(x)dx and the associated norm ||.||. For any weight function ν defined on R+, i.e. a
non-negative Lebesgue measurable function, we denote by L2(ν) the weighted Hilbert space en-
dowed with the inner product 〈f, g〉ν =
∫∞
0 f(x)g(x)ν(x)dx and its corresponding norm ||.||ν .
Similarly, we use the standard notation for the functional spaces Lp(ν), for p ∈ [1,∞]. We
preserve Lp(R) and Lp(R+) for the case when ν ≡ 1.
For any E ⊆ R, we use Ck(E), for k ≥ 0, k ∈ N∪{∞}, for functions with k continuous derivatives
on E and write simply C(E) = C0(E). Additionally, we denote by Ck0(R) (resp. C
k
0(R+)) the
subspaces of functions of Ck(R) (resp. Ck(R+)), all of whose k derivatives and the functions
themselves vanish at infinity. We also consider the spaces Ckb (R) (resp. C
k
b (R+)), i.e. the space
of functions with k continuous, bounded derivatives. We reserve C∞c (R) and C∞c (R+) for all
infinitely differentiable functions with compact support in R and R+. Also C
2([−∞,∞]) stands
for the space of functions f ∈ C2(R) which along with their first and second derivatives admit a
limit at ±∞. Furthermore we denote by Bb(R) and Bb(R+) the corresponding spaces of bounded
measurable functions.
We also write for Banach spaces H1,H2
B(H1,H2) = {L : H1 → H2 linear and continuous mapping}.
In the case of one Banach spaceH, the unital Banach algebraB(H,H) is denoted byB(H).
1.7.2. Complex plane, strips and analytic functions. We use C for the complex plane and C±
for the half planes with ℜ(z) ≥ 0 and ℜ(z) ≤ 0. For any −∞ ≤ a < a ≤ ∞ we define vertical
strips of the complex plane by
C(a,a) = {z ∈ C; a < ℜ(z) < a}
and, for any a ∈ R, we denote by Ca = {z ∈ C; ℜ(z) = a} the vertical complex lines.
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For −∞ ≤ a < a ≤ ∞, denote by
A(a,a) the set of analytic functions on C(a,a)
and by A[a,a) ⊂ A(a,a) the set of analytic functions which have a continuous extension on Ca.
Similarly, we define A[a,a] and A(a,a]. Finally, for any θ ∈ (0, π), we denote by
A(θ) the set of analytic functions on C(θ) = {z ∈ C; | arg z| < θ}.
1.7.3. Asymptotic behaviour. We use the following notation
f ≍ g means that ∃ c > 0 such that c ≤ f
g
≤ c−1,
f
a∼ g means that lim
x→a
f(x)
g(x)
= 1, for some a ∈ R ∪ {±∞} ,
f
a
= O(g) means that lim
x→a
∣∣∣∣f(x)g(x)
∣∣∣∣ <∞,
f
a
= o (g) means that lim
x→a
∣∣∣∣f(x)g(x)
∣∣∣∣ = 0.
We say that a function l is slowly varying at a ∈ {0} ∪ {∞} if, for any y > 0,
lim
x→a
l(yx)
l(x)
= 1.
We then say that f ∈ RVα(a), i.e. f is regularly varying of index α ∈ R at a, if
(1.35) f(x) = xαl(x)
where l is slowly varying at a. Note that the class of slowly varying functions at a coin-
cides with RV0(a). We refer to [17] for a complete account of the theory of regularly varying
functions.
1.7.4. Random variables and Mellin tranforms. Recall that a random variable is a measurable
mapping X : Ω → R from a probability space (Ω,P) endowed with a σ-algebra to R endowed
with the Borel σ-algebra. In this work we mostly consider mappings restricted to R+, i.e. X :
Ω→ R+. In the latter case the Mellin transform is introduced via
MX(z) = E
[
Xz−1
]
and it is well defined at least for z ∈ C1, i.e. when z = 1 + ib, b ∈ R. If MX(z) is defined,
absolutely integrable and uniformly decaying to zero along the lines of the strip z ∈ C(a,a), for
a < 1 < a, the Mellin inversion theorem applies and gives, for a < a < a and x > 0,
(1.36) υ(x) =
1
2πi
∫ a+i∞
a−i∞
x−zMX(z)dz,
where, by dominated convergence, υ ∈ C0(R+) and it is the density of X, i.e. P(X ∈ dx) =
υ(x)dx. We write Mυ =MX . If for any fixed a ∈ (a, a) and some θ ∈ (0, π],
(1.37) |Mυ(a+ ib)| = O
(
e−θ|b|
)
then a dominated convergence argument applied to (1.36) yields that υ ∈ A(θ).
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Moreover if, for some n ∈ N, Mυ is well-defined in C(a, a), then Mυ(n)(z) = (−1)n(z −
n)nMυ(z − n) is well-defined in C(a+n, a+n), where (z − n)n = Γ(z)Γ(z−n) = (z − 1) . . . (z − n+ 1),
see [70, Chap. 11, (11.7.6)]. If, in addition, z 7→ znMυ(z − n), for some n ∈ N, is absolutely
integrable and uniformly decaying along the complex lines of the strip C(a+n,a+n), then we
have, for a+ n < a < a+ n and x > 0,
(1.38) υ(n)(x) =
(−1)n
2πi
∫ a+i∞
a−i∞
x−z(z − n)nMυ(z − n)dz
and by dominated convergence again υ(n) ∈ C0(R+). Finally, we also use the L2-theory of Mellin
transform and in particular the Parseval identity which reads off, for υ ∈ L2(R+), as
(1.39) ||υ||2 =
∫ ∞
−∞
∣∣∣∣Mυ (12 + ib
)∣∣∣∣2 db2π .
We refer to the monographs [70] and [74] for excellent accounts on Mellin transforms.
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2. Strategy of proofs and auxiliary results
The aim of this section is two-fold. On the one hand, its primary purposes are to describe,
in a synthetic way, the methodology we have developed to obtain the eigenvalues expansions
stated in Theorem 1.11, to consider the main ideas underpinning the proof of the main results
and to discuss the technical difficulties we had to overcome. On the other hand, both for
the reader’s convenience and to give flavour on the type of results we have derived, we also
state, in general without proof, several interesting supplementary results. They could be of
independent interest in a variety of contexts at the interplay between probability theory, the
study of functional equations, asymptotic analysis, non-harmonic analysis, special functions
and functional analysis. We wish to point out at this stage that the remaining parts of the
paper contain additional interesting but more specific claims regarding the objects we are
dealing with. We also mention them in this part.
2.1. Outline of our methodology.
1. Intertwining relations. The first main idea is to identify a commutation relation between
the NSA gL semigroups and the semigroup of a self-adjoint operator which admits a known
spectral resolution. This is achieved by establishing an intertwining relation between the class
of gL semigroups and the classical Laguerre semigroup Q = (Qt)t≥0, a self-adjoint operator in
L2(ε) with ε(x) = e−x, x > 0, whose main properties are reviewed in Example 3.1 below. More
precisely, after recalling that for any ψ(u) = uφ(u) ∈ N , we define, from 1.13, the Markov
operator Iφf(x) = E [f(xIφ)] where Iφ =
∫∞
0 e
−ηtdt, we have the following statement which is
a short version of Theorem 7.1
Theorem 2.1. Let ψ ∈ N . Then, Iφ ∈ B(L2(ε),L2(ν)) and in L2(ε),
(2.1) PtIφf = IφQtf.
Moreover Iφ is not bounded from below.
We prove this relation in a couple of steps utilizing that (2.1) can be reduced to the proof
of a special multiplicative factorization linking the invariant measures of the involved semi-
groups, see [24, Proposition 3.2], and the injectivity on appropriate Hilbert/Banach spaces of
the multiplicative operator Iφ. First, we derive the desired multiplicative factorization and
then, by showing that the Mellin transform of ν, the density of the invariant measure, is zero-
free on the imaginary line we deduce the injectivity of Iφ by means of a Wiener Tauberian
theorem combined with a standard approximation argument. This zero-free property is ex-
tracted from a generalized Weierstrass product representation of this Mellin transform, see
(6.1), which is characterized as a solution to a Gamma type functional equation of the form
M(z + 1) = φ(z)M(z), where φ stands for the descending ladder height exponent associated
to ψ, that is a Bernstein function, see (1.9). This result has been announced in the note
[79]. We mention that, for instance, when considering the trivial Bernstein function φ(u) = u,
i.e. ψ(u) = u2, this Weierstrass product boils down to the infinite product representation of the
Gamma function itself. We also point out that the proof of Iφ ∈ B(L2(ε),L2(ν)), that is the
continuity property between weighted Hilbert spaces is in general a difficult problem. By means
of the Marcinkiewicz multiplier theorem for Mellin transform, see [89], one can show, from the
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asymptotic behaviour of its Mellin multiplier, see Theorem 6.2 below, that a Markov operator
is bounded from L2(pα), where pα(x) = x
−α, x, α > 0, into itself. One classical approach is to
consider weights which belong to the so-called class of Muchkenboupt, the conditions of which
are not satisfied by ε. Instead, the multiplicative factorization of Markov operators that we
establish, allows us to derive by a simple application of the Jensen inequality the contraction
property of the Markov operator Iφ.
The idea of intertwining relation between Markov semigroups is not new and can be traced
back to the works of Dynkin [50] and Rogers and Pitman [85] which yield such relation between
a Brownian motion in Rn and its radial part, the Bessel process of dimension n. This device,
which is always difficult to identify, has also been used by Diaconis and Fill [41] in relation
with strong uniform times, by Carmona, Petit and Yor [25] in relation to the so-called self-
similar saw tooth-processes, and, more recently by Fill [52] for an elegant characterization of
the distribution of the first passage time of some Markov chains, by Borodin and Corwin [21] in
the context of Macdonald processes, by Pal and Shkolnikov [72] for linking diffusion operators,
and, by Patie and Simon [83] to relate classical fractional operators.
On the other hand, this type of commutation relation between linear operators has been also
intensively studied in functional analysis in the context of differential operators. This approach
culminated in the work of Delsarte and Lions [38] who showed the existence of a transmutation
operator between differential operators of the same order and acting on the space of entire
functions. The transmutation operator, which plays the role of the intertwining operator, is in
fact an isomorphism on this space. This property is very useful for the spectral reduction of
these operators since it allows to transfer the spectral objects. We mention that Delsarte and
Lions’s development has been intensively used in scattering theory and in the theory of special
functions, see e.g. Carroll and Gilbert [26].
In the context of this paper, the situation is more delicate, since on the one hand, the operators
are non-local, and, on the other hand, the intertwining operator Iφ is not in general an iso-
morphism. Perhaps, that is the price to pay in order to relate a non-local and non-symmetric
operator to a self-adjoint and local (differential) operator. It is also worth mentioning that
intertwining relations go beyond perturbation theory of self-adjoint operators. Indeed, it may
relate the self-adjoint classical Laguerre semigroup, i.e. σ2 > 0,m = 0,Π(R) = 0 to a NSA
semigroup without a diffusion part, that is when σ2 = 0,m > 0,Π(R) > 0 in (1.6). As far as
the authors know, the intertwining theory has not been exploited for dealing with the spectral
representations of Markov semigroups, or more generally of NSA linear operators, which is
rather surprising, as it seems to be a promising and natural technique as the following lines
hope to illustrate convincingly.
2. A set of eigenfunctions. From the intertwining identity (2.1), we easily get that, for each
n ∈ N, Pn = IφLn, with Ln the classical Laguerre polynomials defined in (3.4), satisfy
(2.2) PtPn = PtIφLn = IφQtLn = e−ntIφLn = e−ntPn
and since Iφ ∈ B(L2(ε),L2(ν)) but it is not bounded from below, we obtain with the notions
introduced in Section 1.5 the following.
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Theorem 2.2. Let ψ ∈ N . (Pn)n≥0 is a Bessel sequence in L2(ν) of eigenfunctions for Pt but
it is not a Riesz basis in L2(ν). We also have, for any n ∈ N,
(2.3) ||Pn||ν = O(1) and
∣∣∣P(p)n (x)∣∣∣ = O(np+ 12 exr n)
where the last bound holds for large n, any integer p and x > 0 and we recall that r =∞ if σ2 >
0, and, 0 < r = Π(0+) +m ≤ ∞ otherwise.
A more detailed version of this Theorem is Theorem 7.3.
3. A first spectral expansion. From the intertwining identity (2.1) and the expansion (3.2)
of the classical Laguerre semigroup, one gets, by means of the continuity property of Iφ and of
the synthesis operator S defined in (1.31), the following first expansion of P .
Theorem 2.3. Let ψ ∈ N . Then, for any f ∈ Ran(Iφ) and t ≥ 0,
(2.4) Ptf =
∞∑
n=0
e−ntc†n(f) Pn in L2(ν),
where c†n(f) = 〈I†φf,Ln〉ε and we recall that I†φ is the pseudo-inverse of Iφ.
4. Existence and characterization of a set of co-eigenfunctions. With the aim of
extending the domain of the spectral operator, i.e. the linear operator appearing on the right-
hand side of (2.4), we proceed by first investigating the existence and the characterization of a
set of co-eigenfunctions, that is, eigenfunctions for the adjoint semigroup P ∗. More specifically,
we say that, for some t > 0 and n ≥ 0, Vn is a co-eigenfunction for Pt, or equivalently, an
eigenfunction for its adjoint P ∗t in L2(ν), associated to the eigenvalue e−nt if Vn ∈ L2(ν) and
P ∗t Vn = e−ntVn, which can be rephrased as, for any f ∈ L2(ν),
〈f, P ∗t Vn〉ν = 〈Ptf,Vn〉ν = e−nt〈f,Vn〉ν .
We state the following which summarizes the results that are presented in Chapter 8.
Theorem 2.4. Let ψ ∈ N and denote by I∗φ the adjoint of Iφ. Then I∗φ ∈ B(L2(ε),L2(ν)) and
in L2(ν), for any t ≥ 0,
(2.5) I∗φP ∗t f = QtI∗φf.
Moreover, for any n ∈ N, the equation in L2(ν)
(2.6) I∗φg = Ln
has a unique solution (resp. no solution) given by Vn(x) = R
(n)ν(x)
ν(x) =
(xnν(x))(n)
n!ν(x) =
wn(x)
ν(x) if
0 ≤ n < Π(0+)2r (resp. if 1 ≤ Nr <∞ and n > Π(0
+)
2r ).
First, we observe that if Vn is solution of (2.6) then, from the intertwining relation (2.5) it is
indeed a co-eigenfunction of P , or an eigenfunction for its adjoint semigroup. Note that when
such a solution does not exit for some n then e−nt, the corresponding eigenvalue for Pt belongs
to the residual spectrum of P ∗t .
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The questions of existence and characterization of the solution to the equation (2.6) is ex-
tremely delicate as it requires the description of the range of I∗φ and of its unbounded inverse
and also to deal with the complex s structure of the weighted Hilbert space. As opposed to the
self-adjoint framework where such a question is obvious, there do not seem to exist any results
in the literature ensuring the (non)-existence of this set of co-eigenfunctions. To overcome
this difficulty, we implement the following two-steps program. First, by considering the formal
adjoint of Iφ in L2(R+), we transfer equation (2.6) defined in L2(ν) into a Mellin convolution
equation that can be studied in L2(R+) or even in the sense of Mellin distribution, see (8.11)
below for a precise statement. Then, by means of Mellin transform techniques we study this
latter equation to obtain, in the distributional sense, necessary and sufficient conditions for
existence, uniqueness and description of its solution. In particular, we get a characterization in
terms of the Rodrigues operator acting on the density of the invariant measures ν. Then, apply-
ing the variety of results on ν (smoothness, positivity, small and large asymptotic equivalents
or bounds) developed in Chapter 5, we obtain (almost) necessary and sufficient conditions for
the existence of a unique solution to the original equation (2.6) considered in the Hilbert space
L2(ν). It is worth pointing out that the intensive study that we carry out on the density of the
invariant measure includes some innovative techniques that could be used in a larger context.
For instance, the large asymptotic behaviour of ν together with its successive derivatives of any
order stems on a generalized version of a non-classical Tauberian theorem which was initially
proved by Balkema et al. [4] and that we state in Proposition 5.26. We simply mention that
the establishment of the ultimate log-convexity property of the density and its derivatives is
one of the several delicate Tauberian conditions. To the best of our knowledge, it seems that
it is the first instance that can be found in the literature of a class of probability densities and
its successive derivatives, for which such precise description of the (exponential) asymptotic
decay is available at real rather than log-scale, i.e. for ln ν(x,∞). Finally, the small asymptotic
behaviour of ν and its derivatives, is investigated by an appeal to the Itoˆ’s excursion theory
for Le´vy processes, which in its own right is a new and interesting result.
5. Extension of the domain of the spectral operator. Finally, we address the following
three issues. The first one consists in characterizing the domain D of the spectral operator S
that is defined as
(2.7) Stf =
∞∑
n=0
e−nt〈f,Vn〉ν Pn,
and D is the union of domains of the form, for some T > 0, linear space L ⊆ L2(ν) and
N ⊆ N ,
(2.8) DNT (L) = {(ψ, f, t);ψ ∈ N , f ∈ L and t ∈ (T = T (ψ),∞)} .
Note that, since for any (ψ, f, T ) ∈ D, ct(f) = (e−nt〈f,Vn〉ν)n≥0 ∈ ℓ2(N), the continuity
property of the synthesis operator S in (1.31) entails that for any t > T , Stf = S(ct(f)) ∈ L2(ν).
The next step is to find conditions for the identity Stf = Ptf to hold in L
2(ν). Although the
operators coincide on a dense domain of L2(ν), it may not be obvious to show that any extension
of St is bounded in L
2(ν). We shall design in Chapter 12 a specific methodology for each
subdomain that deals with this issue. Finally, we are interested to establish conditions under
which the spectral operator (2.7) along with its space-time partial derivatives converge locally
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uniformly? Although the Hilbert space topology is natural for the spectral decomposition of
the operator, the locally uniform convergence enables to derive regularity properties for the
semigroups and the solution to the associated Cauchy problem. In the same vein, similar issues
may be addressed for the heat kernel.
In order to characterize the domain D, we resort to the Cauchy-Schwartz inequality that leads
us to find upper bounds for the co-eigenfunctions Vn which may be considered in different
topologies. We emphasize that it is a very difficult problem to obtain these bounds as it
requires precise information regarding the uniform asymptotic behaviour for large n of Vn. We
point out that there is a rich and fascinating literature on uniform asymptotic expansions of the
Laguerre polynomials which reveals already that this issue, even in a simple case with explicit
expression and several representations at hand, is far from being trivial, see e.g. [95] and [96]
for a thorough description. We present below the different bounds we manage to extract for
each of the subdomain defining D.
Theorem 2.5. (1) Let ψ ∈ NΘ and recall that TΘφ = − ln sinΘφ and pα(x) = x−α, x >
0, α ∈ [0, 1). Then, we have, for any ǫ > 0 and n large, uniformly on x > 0,
xa|wn(x)| = O
(
n
1
2
−ae(TΘφ+ǫ)n
)
, a > dφ,(2.9) ∣∣∣∣∣∣∣∣wnpα
∣∣∣∣∣∣∣∣
pα
= O
(
n
1
2
−ae(TΘφ+ǫ)n
)
, dφ < a <
α+ 1
2
.(2.10)
(2) Let ψ ∈ Nα and recall that Tπα = − ln sin
(
π
2α
)
and νγ(x) = max(ν(x), e
−x
1
γ
), γ > 1+α.
Then, for large n and for any ǫ > 0, we have that∣∣∣∣∣∣∣∣wnνγ
∣∣∣∣∣∣∣∣
νγ
= O
(
n
1
2
−ae(Tπα+ǫ)n
)
, a > dφ,(2.11)
||Vn||ν = O
(
e(Tπα,ρα+ǫ)n
)
.(2.12)
Tπα,ρα = max
(
Tπα , 1 +
1
ρα
)
, where ρα is the largest root of (1− ρ)
1
α cos
(
arcsin(ρ)
α
)
= 12 .
(3) Let ψ ∈ NP . Then, for any ǫ > 0 and large n,
||Vn||ν = O(eǫn) .(2.13)
If in addition Π(0+) <∞ then, recalling that m = m+Π(0+)σ2 , we have for large n,
(2.14) ||Vn||ν = O(nm) .
(4) Let ψ ∈ Nα,m with (α,m) ∈ R =
{
(α,m); α ∈ (0, 1] and m ≥ 1− 1α
}
. Then, for large
n, with Tα = − ln(2α − 1), we have that
||Vn||ν = O
(
eTαn
)
.(2.15)
To derive these bounds we develop several approaches which are of different nature.
For the first one, to obtain the bound (2.10) when ψ ∈ NΘ, we are able to apply a classical
saddle-point approximation to the Mellin-Barnes integral representation of wn = Vnν. This
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latter is expressed in terms of the Mellin transform of ν that we study in-depth in Chapter 4
which includes its characterization as an infinite product generalizing the classical Weierstrass
product representation of the gamma function.
A second path that we follow relies on a fine study of the locations of the real zeros of the
successive derivatives of ν. This approach necessitates detailed information regarding the Itoˆ’s
excursion measure of some Le´vy processes, which forces us to specialize to the regularly varying
case. Once the distribution of the real zeros of the derivatives of ν is approximated, one uses
the basic theorem of calculus to first provide uniform estimates for |Vn(x)| and then deduce
bounds for Vnννγ in the topology of the Hilbert space L
2(νγ).
Still focussing on the regularly varying case, we develop a complex analytical approach based
on the Phragmenn-Lindelo¨f principle to establish upper bounds on |Vn(x)| yielding to precise
L2(ν)-norm estimates for Vn.
Finally, the last methodology is based on new structural ideas that we name the concept of
reference semigroups. It consists on identifying gL semigroups P which satisfy the following
two criteria. First, their special structure permits to study their spectral reduction in details,
including information regarding the asymptotic behavior of the norm of co-eigenfunctions and
the completeness of their sequence. On the other hand, a reference semigroup intertwines with
a subclass of gL semigroups in such way that these properties can be easily transferred to a
priori intractable subclass of gL semigroups. For instance, there should exist a subclass of gL
semigroups such that for each element in this class we have the adjoint intertwining relation
P ∗t Λ∗ = Λ∗P
∗
t , where Λ
∗ is the adjoint of a bounded operator between appropriate weighted
Hilbert spaces.
We describe two important applications of the reference concept regarding probably the two
most technical difficulties of this work, namely the estimates of the L2(ν)-norm of Vn and their
completeness in L2(ν). We manage to implement this approach for two different reference
semigroups, which, in particular, enable us to deal with the spectral expansion, in a simple and
optimal way as the expansion operator is proved to be bounded on L2(ν) for all t > 0, for the
perturbation class NP , that is when σ2 > 0. It is also worth pointing out that when σ2 > 0 and
Π(0+) = ∞, the concept of reference semigroup has some unusual underlying mathematical
idea. Indeed, it consists in approximating, in the sense of linking operators via intertwining
relations, the class of perturbated operators (say the nice class) by families of operators for
which the spectral operator is bounded in L2(ν) only for t > Tα = − ln(2α − 1) (say the non
nice class). Finally, we mention that this approach goes well beyond this framework as it
is characterized by the class NR which also encompasses gL semigroups whose infinitesimal
generator does not have a diffusion component. It also enables to deal with the delicate issue
of characterizing the class of co-eigenfunctions that form a complete sequence in the weighted
Hilbert space.
2.2. Proof of Theorem 1.6(1). According to Lamperti [63], there is a bijection between the
subspace of negative definite functions N and the conservative Feller semigroups (Kt)t≥0 on
(0,∞) corresponding to processes that have only negative jumps and satisfying the following
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1-self-similarity property, for any c > 0, t ≥ 0,
Ktf(cx) = Kc−1tdcf(x),
where we recall that dcf(x) = f(cx). More specifically, Lamperti showed that for any ψ ∈ N ,
the infinitesimal generator G0 of (Kt)t≥0, takes, for any function f such that x 7→ fe(x) =
f(ex) ∈ C2([−∞,∞]), the form
(2.16) G0f(x) = σ
2xf ′′(x) +
(
m+ σ2
)
f ′(x) +
∫ ∞
0
f(e−yx)− f(x) + yxf ′(x)Π(dy)
x
,
where (σ,m,Π) is the characteristic triplet of ψ. Next, we define, for any t ≥ 0,
(2.17) Ptf(x) = Ket−1de−tf(x),
and note from the 1-self-similarity property that
(2.18) Ptf(x) = K1−e−tf(xe−t).
Then for each t ≥ 0, Pt is plainly linear, with PtC0(R+) ⊆ C0(R+). Moreover, from (2.18), we
get that ||Ptf ||∞ ≤ ||f ||∞ and limt↓0 Ptf = f . Next, for any t, s > 0,
PtPsf(x) = K1−e−tKes−1de−sf(xet) = Kes−e−tde−sf(xet)
= Ket+s−1de−(t+s)f(x) = Pt+sf(x).
It is easy to check now that the semigroup (Pt)t≥0 satisfies the properties 1. and 2. of Definition
1.1. Moreover, from [12], we deduce that ψ ∈ N if and only if
lim
t→∞Ptf(x) = limt→∞K1−e−tf(e
−tx) = K1f(0) = νf,
where we have used (2.18) and for the last equality the identities (2.22) and (2.23), yielding
to the condition 3. of the definition of the gL semigroup. Next, for f a smooth function, we
have
Gf(x) = lim
t→0
Ptf(x)− f(x)
t
= lim
t→0
K1−e−tf(x)− f(x) +K1−e−tf(e−tx)−K1−e−tf(x)
1− e−t
= G0f(x)− xf ′(x),(2.19)
which combined with (2.16) gives the expression of G. Moreover, following [68] and performing
a change of variables, we get that the Le´vy kernel of P is characterized for any f ∈ C∞c (R+\{x}),
by limt→0 1tPtf(x) =
∫ x
0 f(r)
Πˆl(x,dr)
x where Πˆl(x, .) is the image of Πˆ(.) by the mapping r 7→
ln
(
x
r
)
. Hence Π(x, (x,∞)) = Πˆl(x,(x,∞))x = 0 and the last condition 4. is also satisfied. By
putting pieces together, we complete the proof this item.
2.3. Additional basic facts on gL semigroups.
Proposition 2.6. (1) For any ψ ∈ N , there exists a positive random variable Vψ whose
law is absolutely continuous with density ν which satisfies, for any f ∈ C0(R+) and
t ≥ 0,
νPtf = νf,
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where here and hereafter νf =
∫∞
0 f(x)ν(x)dx, that is, the measure ν(x)dx is an in-
variant measure of P . Moreover the law of Vψ is determined by its entire moments
given by
(2.20) MVψ (n+ 1) =Wφ(n+ 1), n ∈ N,
where we recall from (1.18) that Wφ(n+ 1) =
∏n
k=1 φ(k).
(2) P can be extended uniquely to a strongly continuous contraction semigroup, still denoted
by P , on the weighted Hilbert space L2(ν).
Proof. Item (1) can be deduced easily from [15, Proposition 1(ii)], which states that for any
ψ ∈ N , there exists a positive variable Vψ such that, for any n ∈ N,
(2.21) E
[
V nψ
]
=
∏n
k=1 ψ(k)
n!
=Wφ(n + 1),
where the second identity follows from the definition of φ(u) = ψ(u)u . The absolute continuity
of its law is proved in [76, Proposition 2.4]. Then, write, for any t > 0,
(2.22) tνt(tx) = ν(x)
i.e. νf = νtd1/tf with d. the dilation operator. Then, from [15, Proposition 1(ii)] augmented
by a moment identification identifies (νt)t≥0 as the family of entrance laws for the semigroup
K, that is, for any t, s > 0 and any f ∈ C0(R+),
(2.23) νtKsf = νt+sf.
Next, using successively the definition of P , recalled in (2.17), the previous identity with t = 1
and s = et − 1, and the definition of νt above, we get, since plainly de−tf ∈ C0(R+), for any
t > 0, that
νPtf = νKet−1de−tf = νetde−tf = νf,
which completes the proof of item (1). Turning now to (2), since ν(x)dx is an invariant measure,
a standard result, see e.g. [33], provides the existence of a strongly continuous semigroup
extension of P on L2(ν). 
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3. Examples
This part is devoted to the description of the eigenvalues expansions of specific instances of the
gL semigroups, including the so-called reference semigroups that are exploited in Chapter 10.
These examples illustrate the different situations that are treated in this work ranging from
the self-adjoint case to perturbation of a self-adjoint differential operator through non-local
operators without diffusion component.
Example 3.1. The self-adjoint diffusion case. Let us consider, for any m ≥ 0,
(3.1) ψ(u) = u2 +mu,
namely σ2 = 1 and Π ≡ 0 in (1.3), that is the associated gL semigroups are the classical
Laguerre semigroups which generate the class of squared radial Ornstein-Uhlenbeck processes
of order m. We refer to the monographs [22] and [59] for a thorough account on these linear
diffusions. We start by providing a detailed description of the Laguerre semigroup of order 0 as
it plays a central role in this work and proceed with the essential elements which characterize
the classical Laguerre semigroup of higher orders, which are used in Chapter 10. The Laguerre
semigroupQ = (Qt)t≥0 of order 0 generates the so-called 2-dimensional squared radial Ornstein-
Uhlenbeck process of parameter 1, denoted by R = (Rt)t≥0. Its infinitesimal generator L takes
the form, for a function f ∈ C20(R+),
Lf(x) = xf ′′(x) + (1− x)f ′(x).
Note that the point 0 is an entrance-non exit boundary. The process R can be also realized as
the solution to the stochastic differential equation
dRt = (1−Rt)dt+
√
2RtdBt, R0 = x ≥ 0,
where B = (Bt)t≥0 is a standard Brownian motion. The process R is a positively recurrent
Feller diffusion on R+ with an absolutely continuous stationary measure, whose density is given
by
ε(x) = e−x, x > 0,
that is the exponential distribution of parameter 1. The semigroup Q = (Qt)t≥0 is a strongly
continuous contraction semigroup from the weighted Hilbert space L2(ε), endowed with inner
product 〈., .〉ε, into itself. Moreover, it admits the eigenvalues expansions, valid for any f ∈
L2(ε) and x ≥ 0, t > 0,
(3.2) Qtf(x) =
∞∑
n=0
e−nt〈f,Ln〉ε Ln(x) in L2(ε),
where, for any n ≥ 0, Ln is the Laguerre polynomial of order 0, defined either by means of the
Rodrigues operator R(n) as follows
(3.3) Ln(x) = R
(n)ε(x)
ε(x)
=
1
n!
(xnε(x))(n)
ε(x)
,
or, through the polynomial representation
(3.4) Ln(x) =
n∑
k=0
(−1)k
(
n
k
)
xk
k!
.
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They also satisfy the well-known three terms recurrence relation, for any n ≥ 2,
(3.5) Ln(x) =
(
2 +
−1− x
n
)
Ln−1(x)−
(
1− 1
n
)
Ln−2(x).
The eigenvalues expansion is readily seen from the self-adjointness property of the semigroup
Q in L2(ε), the facts that the sequence of normalized Laguerre polynomials (Ln)n≥0 forms an
orthonormal basis of the Hilbert space L2(ε) and that it also corresponds to the sequence of
eigenfunctions of Qt associated to the set of eigenvalues (e
−nt)n≥0, that is
(3.6) QtLn(x) = e−ntLn(x).
Furthermore, the semigroup Q can be represented in terms of the semigroup K(0) = (K
(0)
t )t≥0
of the 2-dimensional squared Bessel process as follows
(3.7) Qtf(x) = K
(0)
et−1de−tf(x).
More generally, for any m > 0, in (3.1), the infinitesimal generator of the associated Laguerre
semigroup, which takes the form
Lmf(x) = xf
′′(x) + (m+ 1− x) f ′(x),
corresponds to the complete, up to a dilation, family (indexed by m) of second order differ-
ential operators included in our class of generators. It is the infinitesimal generator of a one-
dimensional diffusion often referred in the literature as the squared radial Ornstein-Uhlenbeck
process, see e.g. [22, Appendix 1.26]. From ψ(u) = u2 +mu we get that φ(u) = u +m, and,
by moment identification a simple algebra yields, from (6.11) that Iφ
(d)
= B(1,m) with B(1,m)
a Beta random variable of parameters 1 and m, and, from (2.20) that Vψ
(d)
= G(m + 1), where
G(m+1) is a Gamma random variable of parameter m+1 whose distribution admits a density
εm (x) =
xme−x
Γ(m+1) , x > 0, which was already introduced in Remark 1.3. Moreover from (7.9),
(7.24) and (1.21), the eigenfunctions are given, for any n ≥ 0, by
(3.8) Pn(x) = IφLn(x) = E [Ln(xB(1,m))] =
n∑
k=0
(
n
k
)
k!Γ(m+ 1)
Γ(k +m+ 1)
(−x)k
k!
= cn(m)L(m)n (x)
where cn(m) =
Γ(n+1)Γ(m+1)
Γ(n+m+1) , Ln = L
(0)
n and L(m)n (x) =
∑n
k=0(−1)k
(n+m
n−k
)
xk
k! is the associated
Laguerre polynomial of order m. From (1.22), we get that, for any n ≥ 0,
Vn(x) = R
(n)εm (x)
εm (x)
= L(m)n (x),
where the second equality follows from a classical representation of the Laguerre polynomials,
see [64, (4.17.1)]. From these identities, we recover the well-known facts that the semigroup
P is self-adjoint in L2(εm) and the sequence (
√
cn(m)L(m)n )n≥0 forms an orthonormal basis in
L2(εm). Finally, we get, for any t > 0, that
Pt(x, y) =
∞∑
n=0
e−ntcn(m)L(m)n (y) L(m)n (x) εm(y),
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an expression which can be found, for instance, in [59, Chap. 15]. Note that, in this case since
σ2 > 0, the expansion is convergent in the Hilbert space topology and locally uniformly for all
f ∈ L2(εm) and t, x > 0. The latter also follows from (1.25).
Example 3.2. Small perturbation of the Laguerre semigroup. Let m ≥ 1 and consider, for any
u > 0,
φm(u) =
(u+m+ 1) (u+m− 1)
u+m
= u+
m2 − 1
m
+
∫ ∞
0
(1− e−uy)e−mydy.
Since plainly φm ∈ BN , see Proposition 4.1(8), we have that
ψ(u) = u
(u+m+ 1) (u+m− 1)
u+m
∈ NP ,
as σ2 = 1, m = m
2−1
m
, Π(y) = e−my in (1.3) and note that Π(0
+)+m
σ2
= m. The infinitesimal
generator of the associated gL semigroup is the integro-differential operator
Gmf(x) = xf
′′(x) +
(
m2 − 1
m
+ 1− x
)
f ′(x) +
m
x
∫ ∞
0
(
f(e−yx)− f(x) + yxf ′(x)) e−mydy.
Moreover, we get, Wφm(n+ 1) =
m
n+m
Γ(n+m+2)
Γ(m+2) , that is, by moment identification,
ν(x) =
1 + x
m+ 1
xm−1e−x
Γ(m)
=
(1 + x)
m+ 1
εm−1(x), x > 0.
Thus, from (1.22) and (3.8), we have that, for n ≥ 1, the Vn’s can be expressed in terms of the
Laguerre polynomials as follows,
Vn(x) = R
(n)ν(x)
ν(x)
=
n
x+ 1
L(m−1)n−1 (x) + L(m−1)n (x).
In this case, one gets, for any n ≥ 1,
||Vn||2ν =
∫ ∞
0
(
n
x+ 1
L(m−1)n−1 (x) + L(m−1)n (x)
)2 (1 + x)
m+ 1
εm−1(x)dx
≤ n
2
m+ 1
∫ ∞
0
(
L(m−1)n−1 (x)
)2
εm−1(x)dx+ 2
n
m+ 1
∫ ∞
0
L(m−1)n−1 (x)L(m−1)n (x)εm−1(x)dx
+
1
m+ 1
(∫ ∞
0
(
L(m−1)n (x)
)2
εm−1(x)dx+
∫ ∞
0
x
(
L(m−1)n (x)
)2
εm−1(x)dx
)
=
n2
m+ 1
||L(m−1)n−1 ||2εm−1 + (2n +m+ 1)||L(m−1)n ||2εm−1
=
n2
m+ 1
Γ(n− 1 +m)
Γ(m)(n− 1)! + (2n +m+ 1)
Γ(n+m)
Γ(m + 1)n!
= O
(
nm+1
)
,(3.9)
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where we used for the second equality the fact that the sequence (
√
cn(m)L(m−1)n )n≥0, with
cn(m) =
Γ(n+1)Γ(m+1)
Γ(n+m+1) , forms an orthonormal sequence in L
2(εm−1) and the three terms recur-
rence classical relationship for generalized Laguerre polynomials to express
x
(
L(m−1)n (x)
)2
= (2n +m)
(
L(m−1)n (x)
)2 − (n+m− 1)L(m−1)n−1 (x)L(m−1)n (x)
− (n+ 1)L(m−1)n+1 (x)L(m−1)n (x),
and, using again orthogonality to compute the very last expression in the first inequality. On
the other hand, we have from (1.21) applied with φm identified with (3.8), for any n ≥ 0,
Pn(x) = n+m
m
cn(m + 1)L(m+1)n (x).
Note that from Theorem 1.22(2) the sequences (Pn(x))n≥0 =
(
n+m
m
cn(m+ 1)L(m+1)n (x)
)
n≥0
and
(Vn(x))n≥0 =
(
n
x+ 1
L(m−1)n−1 (x) + L(m−1)n (x)
)
n≥0
are biorthogonal in L2(ν). Finally, since σ2 = 1, we obtain, for any t, x, y > 0, that
Pt(x, y) =
∞∑
n=0
e−nt
n (n+m) cn(m+ 1)
m(m+ 1)Γ(m)
(
L(m−1)n−1 (y) +
y + 1
n
L(m−1)n (y)
)
L(m+1)n (x)ym−1e−y,
where the series converge locally uniformly on R+ × R+ × R+. Moreover, as (Pn)n≥0 forms a
Bessel sequence in L2(ν), we have for all f ∈ L2(ν) and all t > 0,
Ptf(x) =
∞∑
n=0
e−nt〈f,Vn〉ν (n+m)
m
cn(m+ 1)L(m+1)n (x) in L2(ν).
Example 3.3. The Gauss-Laguerre semigroup. In [80], we introduce and study in depth the
so-called Gauss-Laguerre semigroup, an instance of gL semigroup whose infinitesimal generator,
for any α ∈ (0, 1) and m ∈ [1− 1α ,∞), and, for any given smooth function f , takes the form
Gα,m f(x) = (mα − x) f ′(x) + sin(απ)
π
x
∫ 1
0
f ′′(xy)gα,m(y)dy, x > 0,
where mα =
Γ(αm+α+1)
Γ(αm+1) and
gα,m(y) =
Γ(α)
m+ 1α + 1
ym+
1
α
+1
2F1(α(m + 1) + 1, α+ 1;α(m + 1) + 2; y
1
α ),
with 2F1 the Gauss hypergeometric function. The terminology is motivated by the limit case
α = 1 which is proved to yield, writing simply Lm = G1,m,
Lmf(x) = xf
′′(x) + (m+ 1− x) f ′(x),
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that is the Laguerre differential operator of order m, see Example 3.1 above. The algebra of
polynomials P is a core for Gα,m and the associated semigroup P
α,m = (Pα,mt )t≥0 is a non-self-
adjoint contraction in L2(eα,m), where
(3.10) eα,m(x)dx =
xm+
1
α
−1e−x
1
α
Γ(αm+ 1)
dx, x > 0,
is its unique invariant measure. Observe that, for any y > 0, z 7→ eα,m( y1−z ) is analytical in the
interior of unit disc since eα,m(z) is analytical on C(0,∞). Note that Pα,m is the gL semigroup
associated to ψRα,m ∈ N , where
ψRα,m(u) = uφ
R
α,m(u) = u
Γ(αu+ αm+ 1)
Γ(αu+ αm+ 1− α)
=
u
Γ(1− α)
∫ ∞
0
(1− e−uy)e−(m+ 1α )y(1− e− yα )−α−1dy + u Γ(αm + 1)
Γ(αm+ 1− α) ,
and we refer to Lemma 4.3 for more details on the computation. In order to recall some
additional results, we proceed by setting some further notation. For any x ≥ 0, we set Lα,m0 (x) =
1 and for any n ≥ 1, we introduce the polynomials
Lα,mn (x) = Γ(αm+ 1)
n∑
k=0
(−1)k
(n
k
)
Γ(αk + αm+ 1)
xk.
Note that for α = 1, Lα,mn (x) = cn(m)L(m)n (x) = Γ(m + 1)
∑n
k=0(−1)k (
n
k)
Γ(k+m+1)x
k are the
classical Laguerre polynomials of order m ≥ 0, see (3.8). Moreover, for any x ≥ 0, we write
V(α,m)n (x) = R
(n)eα,m(x)
eα,m(x)
, n ∈ N, that is
V(α,m)n (x) =
(−1)n
n!eα,m(x)
(xneα,m(x))
(n).
From the Rodrigues representation of the Laguerre polynomials, we also get that for α = 1,
V(α,m)n (x) = Lmn (x). We also define, for any 0 < γ < α and ηα > 0 fixed,
eγ,m(x) = x
m+ 1
α
−1eηαx
1
γ
, x > 0,
and, recall that Tα = − ln (2α − 1). By means of a delicate and non-classical saddle-point
analysis, we obtain, in [80, Proposition 2.3], the following specific asymptotic estimates for the
co-eigenfunctions for large values of the parameter n,
(3.11) ||V(α,m)n ||eα,m = O
(
eTαn
)
,
and
(3.12)
∣∣∣∣∣∣∣∣V(α,m)n eα,meγ,m
∣∣∣∣∣∣∣∣
eγ,m
= O
(
n1+m+
1
α
+αet¯αn
1
α+1
)
,
where t¯α = (α + 1)α
− α
α+1
(
α+1
α + ǫ
) 1
α+1 , for some small ǫ > 0. From this asymptotic analysis,
we deduce the following fine properties of the Gauss-Laguerre semigroup. For any f ∈ L2(eα,m)
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(resp. f ∈ L2(eγ,m)) we have that
Pα,mt f(x) =
∞∑
n=0
e−nt
〈
f,V(α,m)n
〉
eα,m
Lα,mn (x),
where, for any t > Tα (resp. t > 0), the identity holds in L
2(eα,m). Moreover Ptf ∈ C∞ ((Tα,∞)× R+)
(resp. C∞(R2+)), and for any integers k, p,
dk
dtk
(Pα,mt f)
(p)(x) =
∞∑
n=p
(−n)ke−nt〈f,V(α,m)n 〉eα,m (Lα,mn )(p)(x),
where, for any t > Tα (resp. t > 0), the series converges absolutely. Finally, the heat kernel is
absolutely continuous with density Pt(x, y) ∈ C∞(R3+), given for any t, y > 0, x ≥ 0, and for
any integers k, p, q, by
dk
dtk
P
(p,q)
t (x, y) =
∞∑
n=p
(−n)ke−nt (Lα,mn )(p)(x) (V(α,m)n eα,m)(q)(y),
where the series is absolutely convergent.
Example 3.4. The stationary saw-tooth semigroup. Let 0 < a < 1 < a+ b and
ψ(u) = u
u+ 1− a
u+ b
= u
(
1− a
b
+
∫ ∞
0
(
1− e−uy) (a+ b− 1) e−bydy) ,
that is m = 1−ab and Π(y) = (a + b − 1)e−by . Hence r = Π(0+) + m = limu→∞ u+1−au+b = 1,
see (1.7), and Nr =
⌈
Π(0+)
r
⌉
− 1 = ⌈a + b − 1⌉ − 1 ≥ 0, see (1.8). We point out that the
self-similar semigroup K, see Definition 1.1, associated to the gL semigroup was introduced
and studied by Carmona et al. [25]. They call the corresponding process the saw-tooth process
due to the specific behaviour of its trajectories. Next, for any n ≥ 0, we have from (1.18) with
φ(u) = u+1−au+b that Wφ(n+ 1) =
Γ(n+2−a)Γ(b+1)
Γ(2−a)Γ(n+1+b) and thus from (1.21)
Pn(x) = Γ(2− a)
Γ(b+ 1)
n∑
k=0
n!Γ(k + b+ 1)
(n− k)!Γ(k + 2− a)
(−x)k
k!
.
Moreover, by moment identification via (6.5), we easily observe that the invariant measure is
the beta distribution, that is
ν(x) =
Γ(b+ 1)
Γ(2− a)Γ(b+ a− 1)x
1−a(1− x)b+a−2I{0<x<1}.
From this expression, we get that indeed, for Nr ≥ 1, ν ∈ CNr−1(R+) and, in any case, the
mapping x 7→ (x− 1)ν(Nr)(x) is continuous on R+, as claimed in Theorem 5.2(2b). Moreover,
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for any n ≤ Nr, we have, for any 0 < x < 1, and, for sake of simplicity assuming that a+ b /∈ N,
Vn(x) = (−1)
n
n!ν(x)
(xnν(x))(n)
=
(−1)nxa−1
n!(1− x)b+a−2
n∑
k=0
(
n
k
)
(−1)kΓ(n+ 2− a)Γ(b+ a− 1)
Γ(k + 2− a)Γ(b+ a− 1− k) x
k+1−a(1− x)−k+b+a−2
=
(−1)nΓ(n+ 2− a)Ca,b
n!
n∑
k=0
(
n
k
)
Γ(k + 2− a− b)
Γ(k + 2− a)
(
x
1− x
)k
,
where after using the reflection formula of the Gamma function, we have set πCa,b = Γ(b +
a − 1) sin((2 − a − b)π). Thus, for any n ≥ 0, V2n(x)ν(x) 1= O
(
(x− 1)−2n+a+b−2) and hence
Vn ∈ L2(ν) if and only if −2n + a + b − 2 > −1, that is n < Π(0
+)
2r , which is precisely the
assertion of Theorem 1.22(4d).
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4. New developments in the theory of Bernstein functions
The Bernstein functions play a central and recurrent role in this work. We review below some
well known facts and present some new interesting developments which may find applications
in the areas where this class of functions appears. An excellent reference on this topic is the
monograph [92] which is entirely devoted to their study.
4.1. Review and basic properties of Bernstein functions. We recall that the class of
Bernstein functions is defined as follows
(4.1) B = {φ ∈ C∞(R+); φ 6≡ 0, φ is non-negative and φ′ is completely monotone}
where a function f is called completely monotone if f : R+ → [0,∞) ∈ C∞(R+) and (−1)nf (n) ≥
0 on R+, for all n = 0, 1, . . . . The next statement collects some well known and new properties
of the Bernstein functions.
Proposition 4.1. Let φ ∈ B.
(1) We have that φ ∈ A[0,∞) and φ has the form, for z ∈ C[0,∞),
(4.2) φ(z) = m+ σ2z + z
∫ ∞
0
e−zyµ(y)dy = m+ σ2z +
∫ ∞
0
(
1− e−zy)µ(dy),
where m = φ(0) ≥ 0, σ2 ≥ 0 and µ is a Le´vy measure on (0,∞) such that ∫∞0 (1 ∧ y)µ(dy) <
∞ and as usual µ(y) = ∫∞y µ(du) is the tail of µ.
(2) Moreover, φ is non-decreasing on R+ and
(4.3) φ′(u) = σ2 +
∫ ∞
0
e−uyµ(y)dy − u
∫ ∞
0
e−uyyµ(y)dy = σ2 +
∫ ∞
0
e−uyyµ(dy)
as a completely monotone function is positive non-increasing on R+. Hence, φ is strictly
log-concave on R+. Consequently, for any u ∈ R+,
(4.4) 0 ≤ uφ′(u) = φ(u)−m− u2
∫ ∞
0
e−uyyµ(y)dy ≤ φ(u)
and
(4.5) |φ′′(u)| ≤ 2φ(u)−m
u2
≤ 2φ(u)
u2
.
(3) φ(u)
∞
= σ2u + o (u) and φ′(u) ∞= σ2 + o (1). Fix a > dφ = sup{u ≤ 0; φ(u) =
−∞ or φ(u) = 0} ∈ (−∞, 0], then |φ (a+ ib)| ∞= σ2 |a+ ib|+ o (|a+ ib|) , as |b| → ∞.
(4) The mapping u 7→ 1φ(u) , u ∈ R+, is completely monotone, i.e. there exists a positive
measure Υ(dy), whose support is contained in [0,∞), called the potential measure, such
that the Laplace transform of Υ is given via the identity
1
φ(u)
=
∫ ∞
0
e−uyΥ(dy).
(5) The mapping u 7→ uφ(u) is positive and log-concave on R+.
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(6) In any case,
(4.6) lim
u→∞
φ(u± a)
φ(u)
= 1 uniformly for a-compact intervals on R+.
(7) Uniformly, for u ∈ R+, we have that
(4.7) φ(u) ≍ u
∫ 1
u
0
µ¯(y)dy + σ2u+m.
(8) If ψ ∈ N , then for u ∈ R+ put ψ(u)u = φ(u). Then φ ∈ B. More precisely, ψ′(0+) =
φ(0) = m, and µ(dy) = Π(y)dy, y > 0, where we recall that Π(y) =
∫∞
y Π(dr) with Π the
Le´vy measure corresponding to ψ. Therefore, φ(u) = m+ σ2u+
∫∞
0 (1− e−uy) Π(y)dy
or equivalently φ ∈ BN . Moreover, φ(∞) < ∞ if and only if σ2 = 0 and Π(0+) =∫∞
0 Π(y)dy <∞, and in fact then
(4.8) φ(∞) = r = m+Π (0+) <∞.
(9) Let β > 0. Then, for any φ ∈ B (resp. φ ∈ BN or ψ ∈ N ) Tβφ(u) = uu+βφ(u + β) ∈ B
(resp. ∈ BN or Tβψ(u) = uu+βψ(u+β) = uφ(u+β) ∈ N ). Moreover, (Tβψ)′ (0+) = φ(β)
and the Le´vy measure Πβ associated to Tβψ ∈ N is given by
(4.9) Πβ (dy) = e
−βy (Π(dy) + βΠ(y)dy) , y > 0.
Proof. The proof of (1) is standard, see [10, Chap. III]. Expression (4.2) gives (4.3). It
together with (4.2) yield in turn the very first claim of item (2) and (4.4). Recall that f > 0
is strictly log-concave if log f is strictly concave and we verify that (log φ)′′ = φφ
′′−(φ′)2
φ2
< 0
on R+ since φ
′ is a positive completely monotone function and thus φ′′ is non-positive, see [9]
for more information. Differentiating the first expression of (4.3) we get that, for any u > 0,
φ′′(u) = −2 ∫∞0 ye−uyµ¯(y)dy + u ∫∞0 y2e−uyµ¯(y)dy. However, since φ′′ ≤ 0, then |φ′′(u)| ≤
2
∫∞
0 ye
−uyµ¯(y)dy. Finally, using (4.3) we deduce that∣∣φ′′(u)∣∣ ≤ 2∫ ∞
0
ye−uyµ¯(y)dy = 2
φ(u)−m
u2
− 2φ
′(u)
u
,
and (4.5) follows from φ′ ≥ 0 on R+. The first claim of item (3) follows from (4.2) and
(4.3), whereas the second one comes from the first expression for φ in (4.2) together with the
Riemann-Lebesgue theorem applied to the integrable on R+ function e
−ayµ¯(y). The fact that
dφ ∈ (−∞, 0] is clear from limu→−∞ φ(u) = −∞, provided φ extends to an entire function. Item
(4) can be found in [10, Chap. III]. To prove item (5) we observe that the mapping u 7→ uφ(u)
is positive on (0,∞) and its log-concavity property on (0,∞) is equivalent to
φ(u)
u
=
m
u
+ σ2 +
∫ ∞
0
e−uyµ¯(y)dy = σ2 +
∫ ∞
0
e−uy (µ¯(y) +m) dy = σ2 + F+µ¯m(u)
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being log-convex on (0,∞), where for brevity µ¯m(y) = m+ µ¯(y) ≥ 0, y ∈ R+, and F+µ¯m stands
for its Laplace transform. It therefore suffices to show that, for all u > 0,
(4.10) σ2
(F+µ¯m)′′ (u) + (F+µ¯m)′′ (u)F+µ¯m(u)− ((F+µ¯m)′ (u))2 > 0.
Note that, for all u > 0,
σ2
(F+µ¯m)′′ (u) + (F+µ¯m)′′ (u)F+µ¯m(u)− ((F+µ¯m)′ (u))2 ≥ (F+µ¯m)′′ (u)F+µ¯m(u)− ((F+µ¯m)′ (u))2 .
We deduce inequality (4.10) from the Ho¨lder’s inequality which yields, for all u > 0, that((F+µ¯m)′ (u))2 = (∫ ∞
0
(√
µ¯m(y)e
−u
2
y
)(
y
√
µ¯m(y)e
−u
2
y
)
dy
)2
<
(F+µ¯m)′′ (u)F+µ¯m(u).
Let us prove item (6), namely (4.6). It is obvious when σ2 > 0 since item (3) holds. Let σ2 = 0.
We use the first relation in (4.2) and the monotonicity of φ to get, for u > a > 0,
1− a
u
≤
(
1− au
) ∫∞
0 e
−uyµ(y)dy + mu∫∞
0 e
−uyµ(y)dy + mu
=
(u− a) ∫∞0 e−uyµ(y)dy +m
φ(u)
≤ φ(u− a)
φ(u)
≤ 1 ≤ φ(u+ a)
φ(u)
=
(u+ a)
∫∞
0 e
−(u+a)yµ(y)dy +m
φ(u)
≤
(
1 + au
) (∫∞
0 e
−uyµ(y)dy + mu
)∫∞
0 e
−uyµ(y)dy + mu
= 1 +
a
u
,
and we deduce (4.6). Item (7) follows from [10, Chapter III, Proposition 1]. Let us prove (4.8).
Clearly, from item (3), φ(∞) < ∞ implies that σ2 = 0. Then a substitution for z = ∞ in the
last expression in (4.2) and µ(dy) = Π(y)dy yield that
φ(∞) = m+ µ(0,∞) = m+
∫ ∞
0
Π(y)dy = m+Π(0+).
From (1.3) ψ(0) = 0 and from ψ(u) = uφ(u) we get that ψ′(0+) = φ(0+) = m. All other
statements of item (8) follow from [44, p. 102, 9.4.7] and are standard for spectrally negative
Le´vy processes. A proof of item (9) can be found in [76, Theorem 2.2] for β = 1, in [28] or [78,
Proposition 2.1(2.2)] for β > 0. We only note that our definition (1.3) of ψ imposes Π+ ≡ 0
and Π−(dy) = Π(−dy) for Π± in [78, Proposition 2.1(2.2)]. 
The next claim focuses on further important for our work properties of the class BN . We recall
that N = N∞ ∪ N c∞, N∞ ∩ N c∞ = ∅, where
N∞ =
{
ψ ∈ N ; σ2 > 0 or Π(0+) =∞} .
Proposition 4.2. (1) Let φ ∈ BN such that ψ ∈ N∞ then
(4.11) lim
u→∞u
2φ
′(u)
φ(u)
=∞.
(2) Let φ ∈ BN such that ψ ∈ N c∞ then
(4.12) lim
u→∞u
2φ
′(u)
φ(u)
=
Π(0+)
φ(∞) =
Π(0+)
m+Π(0+)
=
Π(0+)
r
.
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Proof. When σ2 > 0 (4.11) follows immediately from Proposition 4.1(3), i.e. φ(u)
∞∼ σ2u and
φ′(u) ∞∼ σ2. Assume from now on that σ2 = 0. Let lim
u→∞
u2φ′(u)
φ(u) < ∞ and choose C > 0 and a
sequence (un)n≥1 tending to∞ such that limn→∞ u
2
nφ
′(un)
φ(un)
= C−1. Then from this, the identity
in (4.4) and the fact that when φ ∈ BN , µ(dy) = Π(y)dy and µ¯(y) = Π(y) =
∫∞
y Π(r)dr, we
deduce that
Cunφ
′(un)
∞∼ φ (un)
un
= φ′ (un) +
m
un
+ un
∫ ∞
0
e−yunyΠ(y)dy.
Therefore since trivially φ′ (un)
∞
= o (unφ
′ (un)) using the second formula for φ′ in (4.3) we get
from the last asymptotic relation that
Cφ′(un) = C
∫ ∞
0
e−yunyΠ(y)dy
∞∼ m
u2n
+
∫ ∞
0
e−yunyΠ(y)dy =
∫ ∞
0
e−yuny
(
m+Π(y)
)
dy.
However, this is impossible since Π and Π being non-increasing on R+ determine the behaviour
of the integrals above, as un →∞, solely via their local properties at zero and when Π (0+) =∞
then m+Π(y)
0
= o
(
Π(y)
)
. Indeed, note that, for any ǫ > 0,
lim
y→0
Π(y)
Π(y)
= lim
y→0
∫ ǫ
y Π(r)dr +
∫∞
ǫ Π(r)dr
Π(y)
≤ lim
y→0
(ǫ− y)Π(y) + ∫∞ǫ Π(r)dr
Π(y)
≤ ǫ,
and hence Π(y)
0
= o
(
Π(y)
)
. Relation (4.12) follows immediately from the identity u2φ′(u) =
u2
∫∞
0 e
−uyyΠ(y)dy, which is the second relation in (4.3) with µ(dy) = Π(y)dy. 
4.2. Products of Bernstein functions: new examples. There are many well known and
fascinating mappings leaving invariant the set of Bernstein functions, that is B, and we refer
to [92] for a nice account on these transformations. In this part, we show, through some sub-
stantial examples in our work, that products of some non-trivial subsets of Bernstein functions
remain in the set of Bernstein functions. This simple transformation, which surprisingly does
not seem to have been studied and used in the literature, plays a critical role in our develop-
ment of the concept of reference semigroups. Indeed, this invariance allows us to identify a
subset of gL semigroups which intertwines with a specific reference gL semigroup and whose
intertwining operator is a bounded operator between weighted Hilbert spaces. Although we
present this property for a two-parametric family of Bernstein functions, the approach can be
easily extended to a more general framework and we believe that this idea of product factoriza-
tion may be useful in a variety of contexts where the Bernstein functions appear. For example,
since with each φ ∈ B we associate a potential measure Υ on R+ via the identity
(4.13)
1
φ(u)
=
∫ ∞
0
e−uyΥ(dy), u > 0,
see Proposition4.1(4), if φ = φ1φ2 with φ1, φ2 ∈ B, then Υ = Υ1 ⋆ Υ2, where ⋆ stands for
the additive convolution operator and Υ1,Υ2 are the potential measures associated to φ1, φ2.
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Recall from (1.15) that, for any α ∈ (0, 1], m ≥ 1− 1α and u ≥ 0, we have
φRα,m(u) =
Γ(αu+ αm+ 1)
Γ(αu+ αm + 1− α) and φ
R
m(u) = φ
R
1,m(u) = u+m.
We proceed with the following simple but useful result.
Lemma 4.3. Let α ∈ (0, 1) and m ≥ 1− 1α . Then
(4.14) φRα,m(u) =
1
Γ(1− α)
∫ ∞
0
(1− e−uy)e−(m+ 1α )y(1− e− yα )−α−1dy + Γ(αm + 1)
Γ(αm + 1− α) ∈ BN ,
and its associated potential measure defined via (4.13) is absolutely continuous with a density
given, for any y > 0, by
(4.15) Uα,m(y) =
e−mαy(1− e− yα )α−1
Γ(α+ 1)
where mα = (αm + 1− α)/α ≥ 0. Moreover, Uα,m is non-increasing, convex on R+ and solves
on R+ the differential equation
(4.16) U ′α,m(y) = −Uα,m(y)
(
mα +
1− α
α
(e
y
α − 1)−1
)
.
Proof. First, from the integral representation of the Beta function B, see [64, (1.5.2) p.13], we
get, for any α ∈ (0, 1) and u > 0,
Γ(u+ α)
Γ(u)
=
uB(u+ α, 1 − α)
Γ(1− α) =
u
Γ(1− α)
∫ 1
0
ru+α−1 (1− r)−α dr
=
u
αΓ(1− α)
∫ ∞
0
e−(
u
α
+1)y
(
1− e− yα
)−α
dy
=
1
Γ(1− α)
∫ ∞
0
e−y
(
1− e− yα
)−α
d
(
1− e− uα y
)
=
1
Γ(1− α)
∫ ∞
0
(
1− e− uαy
)
e−y
(
1− e− yα
)−α−1
dy.
Using the above relation twice with αu + αm − α + 1 and αm − α + 1 standing for u, we get,
after some easy algebra, that
Γ(αu+ αm+ 1)
Γ(αu+ αm+ 1− α) −
Γ(αm + 1)
Γ(αm+ 1− α) =
1
Γ(1− α)
∫ ∞
0
(1− e−uy)e−(m+ 1α )y(1− e− yα )−α−1dy.
Thus we deduce the first claim after easily checking that y 7→ e−(m+ 1α )y(1 − e− yα )−α−1 is non-
increasing on R+. Next, from the integral representation of the Beta function again, valid here
for any αu+ αm− α+ 1 > 0, we get that∫ ∞
0
e−uye−mαy(1− e− yα )α−1dy = α
∫ 1
0
vαu+αm−α(1− v)α−1dv
=
Γ(α+ 1)Γ(αu + αm+ 1− α)
Γ(αu+ αm + 1)
=
Γ(α+ 1)
φRα,m(u)
and (4.15) follows from (4.13). The other claims are obvious. 
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For any φ ∈ B set Φα,m(u) = φ(u)φRα,m(u) , u ≥ 0. The next statement furnishes a set of sufficient
conditions on φ ∈ B for which Φα,m ∈ B. Recall that NP =
{
ψ ∈ N ; σ2 > 0}.
Proposition 4.4. (1) Let ψ ∈ NP with Π(0+) < ∞. Then for any m > m = m+Π(0
+)
σ2
the mapping Φm(u) =
φ(u)
φRm(u)
= φ(u)u+m ∈ B. Moreover, if there exists u0 > 0 such that
ψ(−u0) = 0 then u0 ≤ mσ2 red with identity if and only if Π(0+) = 0.
(2) If ψ ∈ NP then, for any α ∈ (0, 1), yα = inf
{
y ≥ 0; (e yα − 1)Π (y2) > σ2 1−αα } ∈ (0,∞]
and Φα,m ∈ B for any m >
Π
(
y
α
2
)
+m
σ2 + 1 − 1α . Otherwise, if ψ ∈ N \ NP and there
exist α ∈ (0, 1), m ≥ 1− 1α such that, supy>0 infA∈(0,1) Π(y)+mΠ((1−A)y)+m +
Uα,m(y)
Uα,m(Ay)
≤ 1, then
Φα,m ∈ B.
Proof. From Proposition 4.1(3) limu→∞Φm(u) = limu→∞
φ(u)
φRm(u)
= limu→∞
φ(u)
u+m = σ
2 and
Φm(0) =
m
m
≥ 0. Put em(y) = e−my, y ≥ 0. Next, an integration by parts yields
φ(u)
u+m
=
m
u+m
+ σ2
u
u+m
+
u
u+m
∫ ∞
0
e−uyΠ(y)dy
=
m
u+m
+ σ2
u
u+m
+ u
∫ ∞
0
e−uyΠ ⋆ em(y)dy
=
m
m
+
∫ ∞
0
(1− e−uy)e−my
(
mσ2 −m+m
∫ y
0
emrΠ(r)dr − emyΠ(y)
)
dy.(4.17)
Since Π is non-increasing, we have, for all y ≥ 0, m ∫ y0 emrΠ(r)dr ≥ Π(y) (emy − 1) and thus
mσ2 −m+m ∫ y0 emrΠ(r)dr− emyΠ(y) ≥ mσ2 −m−Π(y) ≥ mσ2 −m−Π(0+), which gives the
first claim of item 1. Next, since u0 > 0 and ψ(−u0) = −u0φ(−u0) = 0, an application of the
first identity in (4.2) with µ¯(y) = Π(y) since φ ∈ BN , yields that
σ2u0 = φ(−u0) + σ2u0 = m− u0
∫ ∞
0
eu0yΠ(y)dy ≤ m.
This completes the proof of item 1. Next, assume that σ2 > 0. Our general assumption∫∞
0 (y
2 ∧ y)Π(dy) <∞ implies via twice integration by parts that∫ 1
0
Π(y)dy =
∫ 1
0
y2Π(dy) + Π(1) +
1
2
Π(1) <∞.(4.18)
Then the fact that Π is non-increasing on R+ triggers (e
y
α − 1)Π (y2) 0∼ yαΠ (y2) 0= o (1) and
hence y
α
∈ (0,∞]. Choose first mα = α (m+ 1− α) > 0 and observe from (4.13) and the
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definition of Uα,m that
Φα,m(u) =
φ(u)
φRα,m(z)
= φ(u)
Γ(αu+ αm + 1− α)
Γ(αu+ αm+ 1)
=
(
m+ σ2u+ u
∫ ∞
0
e−uyΠ(y)dy
)∫ ∞
0
e−uyUα,m(y)dy
= m
∫ ∞
0
Uα,m(y)dy +
∫ ∞
0
(1− e−uy) (−mUα,m(y)− σ2U ′α,m(y)) dy
+ u
∫ ∞
0
e−uyΠ ⋆ Uα,m(y)dy,
where 0 <
∫∞
0 Uα,m(y)dy < ∞ and the terms of the integration by parts vanish since from
(4.15) we have that Uα,m(y)
0∼ αα−1Γ(1+α)yα−1, Uα,m(y)
∞∼ 1Γ(α+1)e−mαy and mα > 0. Using (4.16)
put, for y > 0,
−mUα,m(y)− σ2U ′α,m(y) =
(
σ2mα −m+ σ2 1− α
α
(e
y
α − 1)−1
)
Uα,m(y)
= u¯α,m(y)Uα,m(y).(4.19)
Then another integration by parts for the very last term in Φα,m above yields
Φα,m(u) = m
∫ ∞
0
Uα,m(y)dy +
∫ ∞
0
(1− e−uy)
(
u¯α,m(y)Uα,m(y)−
(
Π ⋆ Uα,m(y)
)′)
dy.
Indeed, the asymptotic relations for Uα,m above allow to deduct that the boundary terms in
this integration by parts do not contribute since from 1− e−uy 0∼ uy and 1− e−uy ∞∼ 1
(4.20) lim
y→0
y
∫ y
0
Π(y − r)Uα,m(r)dr ≤ lim
y→0
yΠ(y
2
)
+ y
∫ y
2
0
Π(r)dr sup
r∈[ y2 ,y]
Uα,m(r)
 = 0
lim
y→∞
∫ y
0
Π(r)Uα,m(y − r)dr ≤ lim
y→∞
(
Π
(y
2
) ∫ y
y
2
Uα,m(y − r)dr + e−mα
y
3
∫ y
2
0
Π(r)dr
)
≤
∫ ∞
0
Uα,m(r)dr lim
y→∞Π(y)
+ lim
y→∞ e
−mα y3
(∫ 1
0
Π(r)dr +Π(1)y
)
= 0.(4.21)
Next, choose m > 1− 1α so large such that mα = (αm+1−α)/α >
Π
(
y
α
2
)
+m
σ2
and hence we get
from (4.19) and the definition of y
α
that u¯α,m > 0 on R+. Since
Φα,m(u) = m
∫ ∞
0
Uα,m(y)dy +
∫ ∞
0
(
1− e−uy)(u¯α,m(y)Uα,m(y)− (Π ⋆ Uα,m(y))′) dy
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we aim to show that
(
u¯α,m(y)Uα,m(y)−
(
Π ⋆ Uα,m(y)
)′)
defines a density of a Le´vy measure.
For this purpose, for any A ∈ (0, 1), put yA = Ay and y¯A = (1−A)y. Then(
Π ⋆ Uα,m(y)
)′
=
(∫ yA
0
Π(y − r)Uα,m(r)dr +
∫ y
yA
Π(y − r)Uα,m(r)dr
)′
=
(∫ yA
0
Π(y − r)Uα,m(r)dr +
∫ y¯A
0
Π(r)Uα,m(y − r)dr
)′
= Π(y¯A)Uα,m(yA)−
∫ yA
0
Π(y − r)Uα,m(r)dr +
∫ y¯A
0
Π(r)U ′α,m(y − r)dr.(4.22)
Since Π(r) =
∫∞
r Π(v)dv, r > 0, and as Uα,m is non-increasing, we get that
Π(y¯A)Uα,m(yA)−
∫ yA
0
Π(y − r)Uα,m(r)dr ≤ Π(y¯A)Uα,m(yA)− Uα,m(yA)
∫ yA
0
Π(y − r)dr
= Π(y)Uα,m(yA).
Thus, since U ′α,m < 0 on R+, see (4.16), from (4.22) we deduct that(
Π ⋆ Uα,m(y)
)′ ≤ Π(y)Uα,m(yA) + ∫ y¯A
0
Π(r)U ′α,m(y − r)dr(4.23)
≤ Π(y)Uα,m(yA) + Π(y¯A) (Uα,m(y)− Uα,m(yA)) .
Next, from (4.23) we observe that, with
FA(y) =
(
Π(y)−Π(y¯A)
)
Uα,m(yA) +
(
Π(y¯A)− u¯α,m(y)
)
Uα,m(y),
(
Π ⋆ Uα,m(y)
)′
− u¯α,m(y)Uα,m(y) ≤ FA(y) ≤
(
Π(y¯A)− u¯α,m(y)
)
Uα,m(y).(4.24)
Choose A = 12 and thus y¯A = yA = y/2. As long as mα = (αm + 1− α)/α >
Π
(
y
α
2
)
+m
σ2 due to
the definition of u¯α,m(y), see (4.19), and (4.24), we have, for all y > 0, that(
Π ⋆ Uα,m(y)
)′
− u¯α,m(y)Uα,m(y) ≤ F 1
2
(y) ≤
(
Π
(y
2
)
− u¯α,m(y)
)
Uα,m(y)
<
(Π(y
2
)
−Π
(
y
α
2
))
− σ2 1− α
α
(
e
y
α − 1
)
Uα,m(y).
Obviously from the fact that Π is non-increasing and α < 1 the right-hand side is non-positive
for y ≥ y
α
, whereas it is also non-positive for all y < y
α
thanks to the definition of y
α
=
inf
{
y ≥ 0; (e yα − 1)Π (y2) > σ2 1−αα } ∈ (0,∞]. Therefore,
f(y) = −
(
Π ⋆ Uα,m(y)
)′
+ u¯α,m(y)Uα,m(y) ≥ 0.
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To show that f(y)dy defines a Le´vy measure of a Bernstein function we first observe from (4.15)
and (4.19) that limy→0 yu¯α,m(y) = σ2(1 − α), limy→∞ u¯α,m(y) = σ2mα − m > 0, Uα,m(y) ∞∼
e−mαy
Γ(α+1) and these imply that ∫ ∞
0
(1 ∧ y)u¯α,m(y)Uα,m(y)dy <∞.
Secondly, (4.20) and (4.21) allow via integration by parts to obtain that∣∣∣∣∫ ∞
0
(1 ∧ y)
(
Π ⋆ Uα,m(y)
)′
dy
∣∣∣∣ = ∫ 1
0
Π ⋆ Uα,m(y)dy =
∫ 1
0
Uα,m(y)
∫ 1
y
Π(r − y)drdy
≤
∫ 1
0
Uα,m(y)dy
∫ 1
0
Π(y)dy <∞.
Indeed, the finiteness of
∫ 1
0 Uα,m(y) has been discussed above, whereas
∫ 1
0 Π(y)dy <∞ is (4.18).
Thus
∫∞
0 (1∧y)f(y)dy <∞. Therefore, Φα,m is a Bernstein function with Le´vy measure f(y)dy.
When σ2 = 0 we have that u¯α,m(y) = −m,∀y > 0, see (4.19). Using this from the first inequality
of (4.24) we then get that, for any 0 < A < 1,(
Π ⋆ Uα,m(y)
)′ − u¯α,m(y)Uα,m(y) ≤ (Π(y¯A) +m)Uα,m(yA)
(
Π(y) +m
Π(y¯A) +m
− 1 + Uα,m(y)
Uα,m(yA)
)
.
Since f(y) = −
(
Π ⋆ Uα,m(y)
)′
+ u¯α,m(y)Uα,m(y),∀y > 0, then
∫∞
0 (1 ∧ y)|f(y)|dy < ∞ follows
as in the case σ2 > 0. It defines a Le´vy measure if the third factor above is non-positive for all
y > 0. Thus, Φα,m ∈ B if supy>0 infA∈(0,1) Π(y)+m
Π((1−A)y)+m
+
Uα,m(y)
Uα,m(Ay)
≤ 1. 
4.3. Useful estimates of Bernstein functions on C+. In this part we derive estimates for
some functionals of Bernstein functions. We introduce the notation
∆bf(a) = f(a+ ib)− f(a),
ℜ (f(a+ ib)− f(a)) + iℑ (f(a+ ib)− f(a)) = ∆ℜb f(a) + i∆ℑb f(a),
and, we recall that, for any k ≥ 1, f (k)(x) = dk
dxk
f(x).
Lemma 4.5. Let φ ∈ B.
(1) Let b ∈ R and a > 0. Then,
(4.25) 0 ≤ ∆ℜb φ(a) ≤
b2
2
∣∣φ′′(a)∣∣ and ∣∣∣∆ℑb φ(a)∣∣∣ ≤ |b| ∣∣φ′(a)∣∣ ,
and, for k ≥ 1,
(4.26)
∣∣∣∆ℜb φ(k)(a)∣∣∣ ≤ 2 ∣∣∣φ(k)(a)∣∣∣ and ∣∣∣∆ℑb φ(k)(a)∣∣∣ ≤ ∣∣∣φ(k)(a)∣∣∣ .
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(2) Finally, we have, for any u > 0,∫ ∞
u
|φ′′(y + ib)|
|φ(y + ib)| dy ≤
√
10
∫ ∞
u
|φ′′(y)|
φ(y)
dy ≤ 2
√
10
u
,∫ ∞
u
|φ′(y + ib)|2
|φ(y + ib)|2 dy ≤ 10
∫ ∞
u
(
φ′(y)
φ(y)
)2
dy ≤ 10
u
.(4.27)
Proof. First, using the inequality 1− cos(y) ≤ y22 , we get that
∆ℜb φ(a) =
∫ ∞
0
(1− cos(by)) e−ayµ(dy) ≤ b
2
2
∫ ∞
0
y2e−ayµ(dy) =
b2
2
∣∣∣φ′′(a)∣∣∣
and the first inequality in (4.25) follows. Similarly, for any k ≥ 1, we have∣∣∣∆ℜb φ(k)(a)∣∣∣ = ∫ ∞
0
(1− cos(by)) yke−ayµ(dy) ≤ 2
∫ ∞
0
yke−ayµ(dy) ≤ 2
∣∣∣φ(k)(a)∣∣∣ ,
which provides the first claim of (4.26) since, for k ≥ 1, yke−ayµ(dy) is integrable on R+.
The imaginary part estimates, that is the second claims of (4.25) and (4.26), follow by similar
computations completing the proof of the first item. The second inequality in the first and
second lines of (4.27) follows from φ′(a)/φ(a) ≤ 1/a and φ′′(a)/φ(a) ≤ 2/a2 according to (4.4)
and (4.5). Let now b 6= 0 and write
|φ′′(a+ ib)|
|φ(a+ ib)| =
|φ′′(a)|
φ(a)
∣∣∣1 + ∆bφ′′(a)φ′′(a) ∣∣∣∣∣∣1 + ∆bφ(a)φ(a) ∣∣∣
(4.26)
≤ |φ
′′(a)|
φ(a)
√
10
1 +
∆ℜb φ(a)
φ(a)
(4.25)
≤
√
10
|φ′′(a)|
φ(a)
.
This gives the first inequality in the first line of (4.27). To conclude the proof of the lemma
for the first inequality of the second line of (4.27) we use (4.26) to get that
|φ′(a+ ib)|
|φ(a+ ib)| =
φ′(a)
φ(a)
∣∣∣1 + ∆bφ′(a)φ′(a) ∣∣∣∣∣∣1 + ∆bφ(a)φ(a) ∣∣∣
(4.26)
≤ φ
′(a)
φ(a)
√
10
1 +
∆ℜb φ(a)
φ(a)
(4.25)
≤
√
10
φ′(a)
φ(a)
.

The next result provides additional estimates about some specific quantities.
Lemma 4.6. Let φ ∈ BN . Then, for a > 0, b > 0, and some constants 0 < C < D <∞,
σ2b+
(
e−πa − e−2πa) ∫ πb
0
sin(by)Π(y)dy ≤ ∆ℑb φ(ba) ≤ σ2b+ b
∫ π
b
0
yΠ(y)dy,
Cb2
ea
∫ 1
b
0
y2Π(y)dy ≤ ∆ℜb φ(ba) ≤ Db
∫ π
b
0
yΠ(y)dy +
2
ea
Π
(
1
b
)
,
∆ℜb φ(ba) ≤ b2|φ′′(ba)| and ∆ℑb φ(ba) ≤ bφ′(ba).(4.28)
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Proof. We set σ2 = 0 as otherwise we simply add σ2b in the first line of (4.28). Then, splitting
in the periods of sin(by) and using the fact that Π is non-increasing we get that
∆ℑb φ(ba) =
∫ ∞
0
sin(by)e−byaΠ(y)dy
=
∞∑
k=0
e−2kπa
∫ π
b
0
sin(by)
ebya
(
Π
(
y +
2kπ
b
)
− e−πaΠ
(
y +
(2k + 1)π
b
))
dy
≥ 0.
Furthermore, picking the term when k = 0 proves the left-hand side of (4.28) since Π is a
non-increasing function. For the upper bound, we use the following estimates obtained from
the expression above by using the properties of Π,
∆ℑb φ(ba) ≤
∞∑
k=0
∫ π
b
0
sin(by)
ebya
(
e−2kπaΠ
(
y +
2kπ
b
)
− e−2(k+1)πaΠ
(
y +
(2k + 2)π
b
))
dy
=
∫ π
b
0
sin(by)e−byaΠ(y)dy ≤
∫ π
b
0
sin(by)Π(y)dy ≤ b
∫ π
b
0
yΠ(y)dy
and we achieve the first part of (4.28). The second part is trivial. The last statement follows
by just considering (4.25) with a replaced by ab. 
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5. Fine properties of the density of the invariant measure
The development of the spectral expansion of gL semigroups requires a variety of detailed
information on the density ν of the invariant measure. For instance, the existence of co-
eigenfunctions, that is when does, for some n ∈ N, Vn(x) = (x
nν(x))(n)
n!ν(x) ∈ L2(ν)?, hinges on
smoothness properties and precise estimates for the large and small asymptotic behaviour of
ν along with its successive derivatives. Unfortunately, the only information on the invariant
measure that one can easily extract from the literature is the expression of its entire moments,
see (5.14) below, from which it seems delicate to derive the sought fine distributional properties.
To overcome this difficulty, we shall point out, see Proposition 5.8 below, that the set of
invariant measures of gL semigroups is in fact closely connected to a subset of the class of
distributions of positive self-decomposable variables, a substantial family of random variables
which has been thoroughly studied in the literature. We are going to take advantage of this
relationship to derive for ν some of the properties mentioned above. However, for our purpose,
we shall need to deepen in different directions the study of this subset of self-decomposable
variables obtaining results of independent interest. More specifically, in this Chapter, we derive
new fine distributional properties including the small and large asymptotic behaviour of the
densities along with the successive derivatives of this subset of self-decomposable variables. We
mention that the results presented here will be used at several places throughout the rest of
the paper, justifying our choice to gather them in one chapter.
We start by stating the following series of substantial results on the density ν of the distribution
of the positive variable Vψ, ψ ∈ N , whose law is, according to Proposition 2.6(1), the invariant
measure of the associated generalized Laguerre (gL) semigroup. The Mellin transform of Vψ is
denoted byMVψ , i.e.MVψ (z) =
∫∞
0 x
z−1ν(x)dx, z ∈ 1+iR. We also recall that r = φ (∞) with
φ (∞) =∞ if σ2 > 0 or Π(0+) =∞ or φ (∞) = Π(0+)+m otherwise, Nr =
⌈
Π(0+)
r
⌉
−1 ∈ [0,∞]
with the convention that Nr =∞ when Π(0+) =∞ and dφ = sup{u ≤ 0; φ(u) = −∞ or φ(u) =
0}.
Theorem 5.1. Let ψ ∈ N and recall that ψ(z) = zφ(z) with φ ∈ BN .
(1) MVψ ∈ A(dφ,∞) and MVψ is solution to the functional equation
(5.1) MVψ(z + 1) = φ(z)MVψ (z), with MVψ(1) = 1,
valid for z ∈ C(dφ,∞).
(2) The mapping of moments of order greater than −1, that is u 7→ MVψ (u), is the unique
positive, log-convex (i.e. logMVψ is convex) solution to the functional equation (5.1)
on R+ and
(5.2) MVψ(u+ 1) ∞∼ Cψ
√
φ(u)eG(u),
where Cψ > 0 and G(u) =
∫ u
1 lnφ(r)dr.
(3) Finally, for any real number u ≤ max(Nr − 1, 0) and any a > dφ, we have that
(5.3)
∣∣MVψ (a+ ib)∣∣ ±∞= o (|b|−u) .
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The proof of items (1) and (2) of Theorem 5.1 is given in Section 5.1.1 whereas the proof of
Theorem 5.1 (3) is postponed to Section 5.3. We proceed with the following results regarding
the smoothness properties of ν.
Theorem 5.2. (1) Supp Vψ = [0, r] and ν > 0 on (0, r).
(2) (a) If ψ ∈ N∞ then ν ∈ C∞0 (R+).
(b) If ψ ∈ N c∞ with Nr =
⌈
Π(0+)
r
⌉
− 1 > 1 then ν ∈ CNr−10 (R+), and, in any case,
ν(Nr) ∈ C(R+ \ {r}) and the mapping x 7→ (r− x)ν(Nr)(x) ∈ C(R+) with limx→r(r−
x)ν(Nr)(x) = 0. Consequently, for any ψ ∈ N , ν ∈ CNr(0, r).
(c) Moreover, if 0 ≤ Nr <∞, then for any n = 0, 1, . . . ,Nr
(5.4) ν(n)(x)
r∼ C(r− x)Π(0
+)
r
−n−1l (r− x) I{x<r},
where C > 0 and l is a slowly varying function at 0.
(3) If ψ ∈ NΘ, then ν ∈ A(Θφ), i.e. it is holomorphic in the sector C(Θφ) =
{
z ∈ C; | arg z| < Θφ
}
.
In particular, if ψ ∈ NP then ν ∈ A(0,∞) = A
(
π
2
)
.
Remark 5.3. The proof of the item (3), which follows directly from a classical argument on
Mellin transform described in (1.37), requires the estimate (6.46) along imaginary lines of the
Mellin transform of ν which is given in Proposition 6.12. Note also that the last claim of item
(3) is deduced from the previous one combined with Theorem 6.10(2(b)i). Although the proofs
of these estimates are given in Remark 6.13 for sake of completeness and clarity, we state the
analyticity property of ν here.
Items (1), (2b) and (2c) are deducted in Section 5.2.3 whereas item (2a) is settled in Sec-
tion 5.3.2. The next result describes small time bounds and in some cases small asymptotic
behaviour of ν.
Theorem 5.4. Let ψ ∈ N . For any a < dφ, A ∈ (0, r), there exists Ca,A > 0 such that
(5.5) ν(x) ≥ Ca,A x−a, x ∈ (0, A).
Moreover, if m = φ(0) = 0 and φ′(0+) <∞, then there exists C > 0 such that
(5.6) ν(x)
0∼ C = ν(0+).
The proof of Theorem 5.4 can be found in Section 5.2.5.
Theorem 5.5. Let ψ ∈ N∞,∞ = {ψ ∈ N ; σ2 > 0 or Π(0+) = ∞}. Writing ϕ : [m =
φ(0),∞) 7→ [0,∞) for the continuous inverse of the continuous increasing function φ, i.e. ϕ (φ(u)) =
u, then there exists Cψ > 0, such that for any n ∈ N,
ν(n)(x)
∞∼ (−x)−n Cψ√
2π
√
ϕ′(x)ϕn(x)e−
∫ x
m ϕ(y)
dy
y .(5.7)
In particular,
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(1) if ψ ∈ NP then with σ¯ := σ−2 > 0 there exists Cψ,σ¯ > 0 such that
ν(n)(x)
∞∼ (−1)n Cψ,σ¯√
2π
σ¯n+
1
2xmσ¯e−σ¯xeσ¯
∫ x
m
ϕo(y)
dy
y ,(5.8)
where 0 ≤ ϕo(y) ∞= o (y). If Π ∈ RV1+α(0), α ∈ (0, 1), see (1.35) for a definition, then
ϕo(y)
∞∼ σ¯ααΓ (1− α) yαl(y) and if Π(0+) <∞ then ϕ1(y) ∞∼ Π(0+) ;
(2) if ψ ∈ Nα, i.e. ψ(u) ∞∼ Cαuα+1, Cα > 0, α ∈ (0, 1), then, there exists Cψ,α > 0 such that
ν(n)(x)
∞∼ (−1)n Cψ,α√
2π
C
− 1
α(n+
1
2)
α x
n( 1α−1)+ 12α− 12 e−αC
− 1α
α x
1
α .(5.9)
The proof of these claims is given in Section 5.6 and it hinges on a generalization of a non-
classical Tauberian theorem which was originally derived by Balkemaa et al. [4] and we establish
its new version in Proposition 5.26.
Remark 5.6. Let ν̂ be the density of the positive self-decomposable law discussed in Section
5.1. Our result (5.7) is in fact a consequence of the small time asymptotic for ν̂ as presented
in (5.48) of Theorem 5.24 via ν̂1(x) = x
−2ν(x−1), see (5.12).
Remark 5.7. Note that when φ(u) = u then ν(x) = e−x, x > 0, which is consistent with (5.7)
with Cψ =
√
2π. In general, it is not clear how to compute Cψ precisely. This fact is due to
the unknown constant appearing in [103, Theorem 6.3.].
As mentioned above the proofs of these results rely on a connection between the distribution
of Vψ and the one of a positive self-decomposable variable that we now describe.
5.1. A connection with a remarkable class of positive self-decomposable variables.
We recall that a (real-valued) variable X is self-decomposable, or of class L, if for any a ∈
(0, 1), there exists an independent random variable Xa such that the following random affine
equation
X
(d)
= aX +Xa
holds. This class of variables plays a substantial role in probability theory as they arise in
limit theorems for (properly normalized) sums of independent (not necessarily identically dis-
tributed) random variables. There is an important literature devoted to the study of their fine
distributional properties and we refer to Sato’s book [90] and the paper of Sato and Yamazato
[91], and the references therein, for a thorough account. In particular, in [91], a deep analysis of
their probability distribution functions, such as smoothness properties, asymptotic behaviour
at the lower end of their support, ultimate log-concavity property of the density, is carried
out. This part aims to complement significantly this analysis for specific subclasses of L to the
benefit of our spectral-theoretical study.
In [90, Corollary 15.11], another interesting characterization of the class L is presented as a
subclass of the infinitely divisible random variables (recall that a variable Y is infinitely divis-
ible if for every n ∈ N \ {0}, there exists a sequence (Y(k))1≤k≤n of independent and identically
distributed variables such that Y
(d)
=
∑n
k=1 Y(k)). For our purpose, we simply focus on the
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subset L+ of positive self-decomposable variables whose Laplace transform takes the form, for
any u ≥ 0,
(5.10) − logE [e−uX] = φ̂(u) = δ̂u+ ∫ ∞
0
(
1− e−uy) κ̂(y)
y
dy,
where δ̂ ≥ 0 and κ̂ is a non-negative and non-increasing function such that ∫∞0 κ̂(y)dy < ∞.
Since y 7→ κ̂(y)y is non-increasing therefore φ̂ ∈ BN . Before stating our results, we introduce
some further notation. We denote by
N (m) = {ψ ∈ N ; ψ′ (0+) = φ (0) = m > 0} .
Then, we set
(5.11) Iψ =
∫ ∞
0
e−ξtdt
where (ξt)t≥0 is a spectrally negative Le´vy process with Laplace exponent ψ ∈ N (m) and
Iψ < ∞ a.s. since from the strong law of large numbers limt→∞ ξtt = m > 0 a.s., see e.g. [16,
Proposition 1]. This positive variable is called the exponential functional of the Le´vy process
ξ and has been the object of intense research over the last two decades. A review including
motivation for its study is given in Section 6.1. Our interest in considering the variable Iψ
stems from the following result which explains its intimate connection to Vψ.
Proposition 5.8. (1) For any ψ ∈ N (m), Iψ ∈ L+. Thus, the law of Iψ is absolutely
continuous with density denoted by ν̂.
(2) We have, for any x > 0,
(5.12) ν(x) =
1
x2
ν̂1
(
1
x
)
,
with ν̂1 the density of IT1ψ, where we recall, from Proposition 4.1(9), that T1ψ(u) =
uφ(u + 1) ∈ N (φ(1)). Moreover, limu→∞ T1ψ(u)u = limu→∞ φ(u + 1) = φ(∞) and with
the notation Π1 for the Le´vy measure of T1ψ then Π1(0+) = Π(0+).
(3) For any ψ ∈ N , both variables IT1ψ and XT1ψ = ln IT1ψ are infinitely divisible.
Remark 5.9. Note that the item (3) reveals a remarkable property that is enjoyed by the class
of positive self-decomposable variables considered in this Chapter.
Proof. Although the first claim is a well known fact, for sake of completeness, we provide its
short proof. Writing, for any a > 0, Ta = inf{t > 0; ξt ≥ a} and observing by absence of
positive jumps for ξ that ξTa = a a.s., we get after performing a change of variables
Iψ
(d)
=
∫ Ta
0
e−ξtdt+
∫ ∞
Ta
e−ξtdt
(d)
=
∫ Ta
0
e−ξtdt+ e−a
∫ ∞
0
e−(ξTa+t−ξTa )dt
(d)
=
∫ Ta
0
e−ξtdt+ e−aIψ,
where Iψ on the right-hand side is independent of
∫ Ta
0 e
−ξtdt as from the strong Markov property
for Le´vy processes, see e.g. [10, Proposition I.6], the process (ξTa+t − ξTa)t≥0 is a Le´vy process
distributed as ξ and independent of (ξt)0≤t≤Ta , see Section 5.2.1 for details. Hence Iψ ∈ L+.
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Thus, its law is absolutely continuous on R+, see e.g. [90, Theorem 27.13]. For the proof of
item (2) we invoke [15, Proposition 2] to get that
(5.13) E
[
I−nψ
]
= ψ′(0+)
∏n−1
k=1 ψ(k)
(n− 1)! = φ(0)Wφ(n), for any n = 1, 2 . . . ,
where for the last identity we used that ψ′(0+) = limu↓0
ψ(u)
u = limu↓0 φ(u) = φ(0) and
the definition of Wφ, see (1.18). Next, note that T1ψ(u) = uφ(u + 1) and thus the claim
limu→∞
T1ψ(u)
u = φ(∞), in (2), is obvious. From (4.9), we have that Π1(y) =
∫∞
y e
−r(Π(r)dr+
Π(dr)) = e−yΠ(y), whereby we deduce the very last claim. Finally, observe, from (2.20) for
the first identity and from (5.13) for the last one, where we use the notation φ1(u) = φ(u+1),
that, for any n = 1, 2, . . . , we have that
(5.14) E
[
V nψ
]
=Wφ(n+ 1) = φ(1)
n−1∏
k=1
φ(k + 1) = φ1(0)Wφ1(n) = E
[
I−nT1ψ
]
.
Since Vψ is moment determinate, the proof of (5.12) and thus of (2) is completed. The last
claim follows easily from the fact IT1ψ is self-decomposable and hence infinitely divisible and
from [98] where it is shown that the variable Vψ is a multiplicative infinitely divisible variable,
that is, in particular, XT1ψ is infinitely divisible. 
5.1.1. Proof of Theorem 5.1(1) and (2). In the proof of [15, Proposition 2], the authors show
that for any n ∈ N
(5.15) E
[
I−n−1T1ψ
]
=
T1ψ(n)
n
E
[
I−nT1ψ
]
=
nφ(n+ 1)
n
E
[
I−nT1ψ
]
= φ(n+ 1)E
[
I−nT1ψ
]
.
For completeness we replicate their proof valid also for z ∈ C(dφ−1,∞), i.e. ℜ(z) > dφ − 1 or
when φ(z + 1) is well-defined. Set It =
∫∞
t e
−ξsds, t ≥ 0, where ξ is a Le´vy process with
exponent T1ψ, see Proposition 4.1(9) and (5.21). For any z ∈ C, I−zt − I−z0 = z
∫ t
0 e
−ξsI−z−1s ds.
Moreover, from Section 5.2.1, It = e
−ξt ∫∞
0 e
−(ξt+s−ξt)ds
(d)
= e−ξtI0 with I0
(d)
= IT1ψ independent
of e−ξt . From (5.21) E
[
ezξt
]
= etT1ψ(z) and it is finite whenever T1ψ(z) = zφ(z + 1) exists,
i.e. z ∈ C(dφ−1,∞). Then upon taking expectations we get
E
[
I−zt − I−z0
]
=
(
E
[
ezξt
]
− 1
)
E
[
I−z0
]
= zE
[
I−z−10
] ∫ t
0
E
[
ezξs
]
ds
=
z
T1ψ(z)
(
etT1ψ(z) − 1
)
E
[
I−z−10
]
=
z
T1ψ(z)
(
E
[
ezξt
]
− 1
)
E
[
I−z−10
]
,
that is the complex version of (5.15). Since E
[
I0T1ψ
]
= 1 and (5.15) links the moments recur-
rently, E
[
I−nT1ψ
]
< ∞, for all n ∈ N. By moment determinacy the identity E
[
V nψ
]
= E
[
I−nT1ψ
]
in (5.14) extends to z ∈ C(dφ−1,∞) which together with (5.15) deduce (5.1), i.e. item (1) with
MVψ(1) = E
[
V 0ψ
]
= 1. Next, recall that the mapping u 7→ MVψ(u) = E
[
V u−1ψ
]
, as the
moments of order greater than −1 of a positive random variable, is a positive and log-convex
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function on R+. However, from items (2) and (6) of Proposition 4.1 for any φ ∈ B, the map-
ping u 7→ φ(u) is positive and strictly log-concave on (0,∞) and the limit in (4.6) holds. This
means that the multiplier φ in (5.1) satisfies the conditions of [103, Theorem 7.1], which states
that the functional equation (5.1) has a unique, positive, log-convex solution on R+. However,
the same conditions on φ trigger the validity of [103, Theorem 6.3] and we complete (5.2) and
Theorem 5.1(2).
5.2. Fine distributional properties of Iψ. In this part we state some properties on the
density of the distribution of the variable Iψ - one regarding its smoothness and the other its
large asymptotic behaviour. Since the proof of both results hinges on techniques based on the
fluctuation and excursion theory of spectrally negative Le´vy processes, we proceed by recalling
some essential facts on this topic which will make the proofs more legible. For any ψ ∈ N (m),
write Xψ = − ln Iψ and denote by χ its density, that is
(5.16) χ(x) = e−xν̂
(
e−x
)
, x ∈ R.
Next, recall that N∞ =
{
ψ ∈ N ; σ2 > 0 or Π (0+) =∞} and
N∞,∞ =
{
ψ ∈ N ; σ2 > 0 or Π (0+) =∞} .
We use in the sequel
N∞(m) = N∞ ∩ N (m), N c∞(m) = N c∞ ∩ N (m) and N c∞,∞(m) = N (m) \ N∞,∞(m).
Proposition 5.10. Let ψ ∈ N (m) and recall that ψ(u) = uφ(u), with φ ∈ BN . Then, since
Iψ ∈ L+, with the notation of (5.10), we have, for any u ≥ 0,
(5.17) − logE [e−uIψ] = φ̂(u) = δ̂u+ ∫ ∞
0
(
1− e−uy) κ̂(y)
y
dy,
where
(1) δ̂ = 1
r
≥ 0, where we recall that 0 < r = φ(∞) = Π(0+) +m ≤ ∞. Thus, δ̂ > 0 if and
only if ψ ∈ N c∞,∞(m). Moreover, κ̂(0+) = ∞ (resp. 0 < κ̂(0+) = Π(0
+)
r
< ∞) if and
only if ψ ∈ N∞(m) (resp. ψ ∈ N c∞(m)).
(2) Supp Iψ =
[
1
r
,∞).
(3) Next, ν̂ ∈ C∞(R) if and only if ψ ∈ N∞(m). Otherwise, if 1 < Nr <∞, ν̂ ∈ CNr−1(R),
where we recall that Nr =
⌈
Π(0+)
r
⌉
− 1 (with Nr = ∞ whenever Π(0+) = ∞), and,
in any case, ν̂(Nr) ∈ C(R \ {1
r
}) and the mapping x 7→ (x − 1
r
)ν̂(Nr)(x) ∈ C(R) with
limx→ 1
r
(x− 1
r
)ν̂(Nr)(x) = 0.
(4) Moreover, if Nr <∞, then for any n = 0, 1, . . . ,Nr
(5.18) ν̂(n)(x)
1
r∼ Cx
Π(0+)
r
−n−1
r l (xr) ,
where C > 0, xr = x− 1r and l is a slowly varying function at 0.
(5) The statements concerning the support and smoothness properties on ν̂ hold in a similar
way for χ as defined in (5.16).
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We proceed by providing very useful results concerning the asymptotic behaviour of ν̂ at infinity.
Recall, from (1.19), that dφ = sup{u ≤ 0; φ(u) = −∞ or φ(u) = 0} ≤ 0.
Proposition 5.11. Let ψ ∈ N (m).
(1) For any a < dφ, A >
1
r
, there exists a constant Ca,A > 0 such that
(5.19) ν̂(x) ≥ Ca,A xa−1, x ∈ (A,∞).
(2) Assume that there exits u0 > 0 such that
∫∞
1 ye
u0yΠ(dy) <∞ and ψ(−u0) = φ (−u0) =
0, then there exists a constant Cu0 > 0 such that
(5.20) ν̂(x)
∞∼ Cu0 x−u0−1.
Remark 5.12. If Cu0 in (5.20) can be made explicit then it is an evaluation of the so-called
Kesten’s constant, see [60], for an affine random equation solved by Iψ. We shall achieve this
in the forthcoming work [81]. However, for our purpose, the weaker estimate (5.19) suffices.
We prove the Proposition 5.10 and Proposition 5.11 in the subsections 5.2.2 and 5.2.4 respec-
tively. In what follows, we review several aspects of Le´vy processes which play a central role in
their proofs and are also useful throughout the rest of the paper. We refer to the monograph
[10] for a nice account on Le´vy processes.
5.2.1. Spectrally negative Le´vy processes, fluctuation and excursions theory. A spectrally neg-
ative Le´vy process is a real-valued stochastic process, ξ = (ξt)t≥0, defined on the probability
space (Ω,F ,P), which can jump downwards only and possesses stationary and independent in-
crements, i.e. ξt− ξs (d)= ξt−s, for 0 ≤ s < t, and ξt− ξs is independent of (ξu)u≤s. Every general
Le´vy process and in particular every spectrally negative one, has the Le´vy-Itoˆ decomposition
ξt = mt+ σBt +Zt, where m ∈ R in accordance with (1.3), B = (Bt)t≥0 is a Brownian motion
independent of the pure jump process Z = (Zt)t≥0. There is a natural bijection between the
subclass of negative definite functions N , see (1.4), and a large subclass of spectrally negative
Le´vy processes via (1.3), where σ2 is the variance of B and Π describes the intensity and the
size of the jumps of Z. For the class N , see (1.4), which is the focus of our paper, we have the
bijection between ψ ∈ N of the form
(5.21) lnE
[
ezξ1
]
= ψ(z) = mz +
σ2
2
z2 +
∫ ∞
0
(
e−zy − 1 + zy)Π(dy), z ∈ iR,
and ξ spectrally negative Le´vy process with m = ψ′(0+) = E [ξ1] ∈ [0,∞). In the setting
of Le´vy processes m > 0 gives limt→∞ ξt = ∞ P-almost surely (a.s.) and m = 0 leads to
lim
t→∞ ξt = − limt→∞ ξt = ∞ a.s.. It is clear from (5.21) that ψ ∈ A[0,∞). Moreover, for a > 0,
ψ ∈ A(−a,∞) if and only if ∀u ∈ (−a, 0),
∣∣E [euξ1]∣∣ <∞ which is equivalent to
(5.22)
∣∣∣∣∫
y>1
e−uyΠ(dy)
∣∣∣∣ <∞,
see [10, Chap. I]. The restriction of ψ on the real interval (−a,∞) is clearly a convex function
and ψ is zero free on (0,∞). The analytical form of the Wiener-Hopf factorization for ψ ∈ N
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reads off as follows
(5.23) ψ(z) = zφ(z), z ∈ C[0,∞),
that is (1.9). It has the following probabilistic interpretation through the identities
(5.24) lnE
[
ezη
+
1
]
= z and lnE
[
e−zη
−
1
]
= −φ(z),
where η− =
(
η−t
)
t≥0 is a possibly killed subordinator, that is a non-decreasing Le´vy process
possibly killed at an independent exponential time, known as the descending ladder height
process, and, the ascending ladder height process η+ = (η+t = t)t≥0 is a pure drift process. We
note that for ψ ∈ N , η+ is never killed. We record that
φ(z) = m+ σ2z +
∫ ∞
0
(
1− e−zy
)
Π(y)dy,(5.25)
that is the classical Bernstein function already defined in (1.10). Hence σ2 ≥ 0, ∫∞0 (y ∧
1)Π(y)dy < ∞ and m ≥ 0 is the killing term of η− since lim
t→∞ ξt = ∞ which in turn is due
to ψ ∈ N . Finally, φ(∞) < ∞ if and only if Π(R+) < ∞ if and only if η− is a compound
Poisson process, see [10, Chap I]. Next, define ξ = (ξt)t≥0 =
(
sups≤t ξs − ξt
)
t≥0 , which is
known as the reflected at the supremum Le´vy process. It possesses a local time at 0, i.e. a
non-decreasing (in t ≥ 0) family of continuous functionals ℓ = (ℓt)t≥0 such that ℓ increases
only on the closure of the set {s ≥ 0; ξs = 0}, that is on the closure of the set of times when
a new running supremum is attained for ξ. The inverse local time at 0 of ξ is defined, for
any t ≥ 0, as ηt = inf{s ≥ 0; ℓs > t}. We know that (ξ ◦ η, η) = (η+, η)a.s. and thus the
process (ξ ◦ η, η) determines a bivariate subordinator. Furthermore, with the reflected process
ξ one associates excursions away from the supremum (loosely speaking the piece of path of ξ
between successive suprema) in the following manner. Write, for any t > 0, et =
(
ξηt−+s
)
0≤s<ζ
,
where ζ = ζ(t) = inf{s > 0; ξηt−+s = 0}. e = (et)t≥0 is the excursion process which forms
a Poisson point process in the space of right-continuous functions with left limits (for short
rcll). Its Poisson measure n lives on the sets of rcll functions and is referred to as the excursion
measure. ζ is called a lifetime of an excursion. We use the formula n(F (e)) =
∫
W
F (ω)n(dω)
for computing various functionals on the space of excursions W (for more information on
excursion theory of Le´vy processes, we refer to [10, Chap. IV and Chap. VI]). Finally, when
ψ ∈ N then ξ is a spectrally negative Le´vy process drifting with lim
t→∞ ξt = ∞. Thus, recalling
that Tt = inf{s > 0; ξs > t}, we have, see [10, Theorem 1, Chapter VII], for any t, u > 0,
E
[
e−uηt
]
= E
[
e−uTt
]
= e−tφ(u),
where ψ(φ)(u) = u, with φ ∈ B and from [10, Theorem 8, Chapter IV],
(5.26) φ(u) = δ¯u+ u
∫ ∞
0
e−uyn (ζ > y) dy,
with δ¯ ≥ 0 and n the excursion measure of ξ.
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5.2.2. Proof of Proposition 5.10. The proof of Proposition 5.10 requires the following two in-
termediate results which characterize respectively the quantities δ̂ and κ̂ in (5.17).
Lemma 5.13. δ̂ = 1
r
≥ 0.
Proof. From [88, Lemma 2], δ̂ in (5.17) is the drift of the subordinator η = (ηt)t≥0, the inverse
local time at 0 of ξ, i.e. δ¯ in (5.26). Hence, from Proposition 4.1(3), we get that
(5.27) δ̂ = δ¯ = lim
u→∞
φ(u)
u
= lim
u→∞
u
ψ(u)
=
1
φ(∞) =
1
r
≥ 0,
which completes the proof of the Lemma. 
We proceed the proof with a statement which, in particular, characterizes κ̂.
Lemma 5.14. (1) We have, for any y > 0,
(5.28) κ̂(y) = n
(∫ ζ
0
eesds > y
)
,
where we recall that ζ is the lifetime of a given excursion (es)s≥0.
(2) Moreover, κ̂(0+) = ∞ (resp. κ̂(0+) = Π(0+)
r
) if and only if ψ ∈ N∞(m) (resp. ψ ∈
N c∞(m)).
Remark 5.15. The subset of the class L+ we consider can be characterized as the one associated
to a subordinator η∗, as defined in (5.29) below, whose tail of the Le´vy measure is associated
via (5.28) to the excursion measure n of ξ. Clearly, our class does not include the positive
self-decomposable laws associated to subordinators with an atomic Le´vy measure, since these
can not be related to such an excursion measure.
Proof. We start with the following well-known integral representation of Iψ ∈ L+
(5.29) Iψ =
∫ ∞
0
e−tdη∗t ,
where η∗ = (η∗t )t≥0 is a subordinator whose tail of the Le´vy measure is κ̂, see e.g. [90, Theorem
17.5, Example 17.10]. The first identity (5.28) then follows from [88, Lemma 2] (note that the
exponential functional is defined in [88] as
∫∞
0 e
ξsds whereas we have Iψ =
∫∞
0 e
−ξsds). Since
ζ > 0 and es > 0, for all 0 ≤ s < ζ, we get that
n
(∫ ζ
0
eesds > 0
)
= n (ζ > 0) .
This identity combined with (5.28) yield that κ̂(0+) = ∞ (resp. κ̂(0+) < ∞) if and only if
n (ζ > 0) = ∞ (resp. n (ζ > 0) < ∞) which is equivalent to ψ ∈ N∞(m) (resp. N c∞(m)), see
e.g. [44, Proposition 15 (iv)]. It thus remains to compute κ̂(0+) when ψ ∈ N c∞(m). Recall from
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(5.26) that n (ζ > 0) is the total mass of the Le´vy measure associated to φ. When ψ ∈ N c∞(m)
from (5.27), δ̂ = δ¯ = 1
r
= 1φ(∞) > 0, a standard computation leads to
n (ζ > 0) = lim
u→∞
(
φ(u)− δ¯u) = lim
u→∞
(
u− δ̂ψ(u)
)
= lim
u→∞
1
φ(∞)u (φ(∞)− φ(u))
=
1
φ(∞) limu→∞u
(∫ ∞
0
Π(y)dy −
∫ ∞
0
(
1− e−uy)Π(y)dy)
=
Π(0+)
r
,
where we have used the identity (5.25) to express φ. 
The two previous lemmas provide the proof of Proposition 5.10(1). Next, from [54, Lemma
2.1], Supp Iψ = [0,∞) if and only if δ̂ = 0, which is equivalent from (5.27), to ψ ∈ N∞,∞(m).
Otherwise, according to [88, Remark 1, p. 9] it holds that Supp Iψ = [δ̂,∞) since η∗ in (5.29)
is a subordinator with drift δ̂ (note that the constant c in [88] is 1 which is clear here from the
identity ψ(u) = uφ(u)). Thus, we have proved the statement for the support of ν̂, i.e. item (2).
Next, if ψ ∈ N∞(m) (resp. ψ ∈ N c∞(m)), then, since from Lemma 5.14(2), we have κ̂(0+) =∞
(resp. κ̂(0+) = Π(0
+)
r
) and δ̂ = 0 (resp. δ̂ > 0), we derive from [90, Theorem 28.4(ii)] (resp. [90,
Theorem 28.4(i)]) that ν̂ ∈ C∞(R) (resp. ν̂ ∈ CNr−1(R), when Π(0+)
r
> 1, i.e. Nr ≥ 1). The
claim (4) is given in [91, Theorem 1.6]. The proof of Proposition 5.10(5) follows immediately
from the definition of χ in (5.16), which completes the proof of Proposition 5.10.
5.2.3. Proofs of Theorem 5.2(1), (2b) and (2c). First, we recall from Proposition 5.8(2) that,
for any ψ ∈ N , ν(x) = x−2ν̂1(x−1) where ν̂1 stands for the density of IT1ψ with T1ψ(u) =
uφ(u + 1) ∈ N (φ(1)) and Π1(0+) = Π(0+). Thus, the positivity follows from the fact that
ν̂1 > 0 on (
1
r
,∞), see [78, 91], and the expression of the support of Vψ is deduced from
Proposition 5.10(2). Next, the smoothness property of ν stated in Theorem 5.2(2b) and the
ensuing Lemma 5.16 follow readily from Proposition 5.10(3). Finally, the asymptotic behaviour
at r in the item (2c) follows also readily from Proposition 5.10(4) and ν(x) = x−2ν̂1(x−1).
Item (2b) gives immediately the following claim.
Lemma 5.16. If ψ ∈ N∞ then ν ∈ C∞(R+).
To prove Proposition 5.11 and for sake of completeness we restate, adapted to our setting, a
shortened version of [91, Theorem 2.1].
Theorem 5.17. Let ψ ∈ N (m). Then
(5.30) xν̂(x) =
∫ x
0
ν̂(x− y)κ̂(y)dy + δ̂ν̂(x), x > 1
r
.
For any x > 1
r
and with x→∞ in the last relation
(5.31) xν̂(x) ≥ κ̂(x)
∫ x
1
r
ν̂(y)dy = n
(∫ ζ
0
eesds > x
)∫ x
1
r
ν̂(y)dy
∞∼ n
(∫ ζ
0
eesds > x
)
.
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Proof of Theorem 5.17. Since Iψ is a positive self-decomposable law with
∫∞
0 κ̂(y)dy < ∞
then in the notation of [91, (1.5)] we have logE
[
eiuIψ
]
= iuγ0 − σ2u22 +
∫∞
0
(
eiuy − 1) k(y)y dy.
Comparing this to (5.10) yields in our notation that γ0 = δ̂ = r
−1, σ2 = 0 and κ̂ ≡ k. Then,
the second identity of [91, Theorem 2.1, (2.1)] in their notation takes the form
(x− γ) f(x) =
∫ x
0
f(x− y)k(y)dy − f(x)
∫ ∞
0
k(y)
1 + y2
dy
Since [91, (1.6)] gives γ0 = γ −
∫∞
0
k(y)
1+y2
dy = δ̂ and f = ν̂ we deduct (5.30) and (5.31) since κ̂
is non-increasing. 
5.2.4. Proof of Proposition 5.11. For item 1 from the last relation of (5.31) we need to discuss
n
(∫ ζ
0 e
esds > x
)
only. We recall that to each ψ ∈ N (m) there is an associated spectrally
negative Le´vy process ξ such that limt→∞ ξt = ∞, see the discussion succeeding (5.21). We
set, for any a > 0,
Iψ(T¯a) =
∫ T¯a
0
e−ξsds,
where T¯a = inf{t ≥ 0; ξt = a} is the first hitting time of a for ξ. Also, it is well-known from
[10, Chapter IV, p.117] that, for any a, x > 0,
n
(∫ ζ
1
eesds > x
∣∣∣e1 = a, ζ > 1) = P (eaIψ(T¯a) > x) ,
which reflects the fact that under n
(
.
∣∣∣e1 = a, ζ > 1), (es)1≤s<ζ = (a+ es − e1)1≤s<ζ has the
same law as (a− ξs)0≤s<T¯a, since e1 = a means that being a units beneath the running supre-
mum the process ξ needs to stride upwards those units to attain a new maximum. Using this
and trivial estimates yield, for x > 0, that
n
(∫ ζ
0
eesds > x
)
≥ n
(∫ ζ
1
eesds > x, ζ > 1, e1 > e
)
=
∫
a>e
P
(
eaIψ(T¯a) > x
)
n(e1 ∈ da, ζ > 1)
≥ P (Iψ(T¯1) > x) n(e1 > e, ζ > 1).(5.32)
Next, let us denote by ξǫ = (ξǫt )t≥0 =
(
ξt −
∑
s≤t (ξs − ξs−) I{(ξs−ξs−)<−ǫ−1}
)
t≥0
the Le´vy pro-
cess constructed from ξ by removing all its jumps smaller than −ǫ−1 < 0. Thus, pathwise,
ξt ≤ ξǫt , for any t > 0, T¯1 ≥ T¯ ǫ1 and therefore, Iψ(T¯1) ≥ Iψǫ(T¯ ǫ1 ). Choose furthermore ǫ small
enough such that Π
(
0, ǫ−1
)
> 0, that is ξǫ is not a pure drift process or phrased otherwise it still
possesses negative jumps. For any a > e, x > e, from the strong Markov property of Le´vy pro-
cesses, conditionally on the event {T¯ ǫ− lnxa <∞}, the process ξ˜ǫ =
(
ξ˜ǫt = ξ
ǫ
t+T¯ ǫ− lnxa
+ lnxa
)
t≥0
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is a Le´vy process issued forth from 0 and independent of (ξǫt )0≤t≤T¯ ǫ− ln(xa) and
Iψ(T¯1) ≥ Iψǫ(T¯ ǫ1 ) =
∫ T¯ ǫ1
0
e−ξ
ǫ
sds ≥
∫ T¯ ǫ1
T¯ ǫ− ln(xa)
e−ξ
ǫ
sds I{T¯ ǫ− ln(xa)<T¯ ǫ1}
= xa
∫ ¯˜T ǫ1+lnxa
0
e−ξ˜
ǫ
sds I{T¯ ǫ− ln(xa)<T¯ ǫ1}
≥ xa
∫ ¯˜T ǫln a
0
e−ξ˜
ǫ
sds I{T¯ ǫ− ln(xa)<T¯ ǫ1},(5.33)
where ¯˜T ǫ. stands for the hitting times of ξ˜
ǫ. Hence, using the independence of ξ˜ǫ and ξǫ, ξǫ = ξ˜ǫ
in law and the fact that ξ˜ǫt ≤ ln a on {t < ¯˜T ǫln a} we obtain from (5.33) that
P
(
Iψ(T¯1) > x
) ≥ P (Iψǫ(T¯ ǫ1 ) > x) ≥ P
(
a
∫ ¯˜T ǫln a
0
e−ξ˜
ǫ
sds > 1
)
P
(
T¯ ǫ− ln(xa) < T¯
ǫ
1
)
≥ P
(
¯˜T ǫln(a) > 1
)
P
(
T¯ ǫ− ln(xa) < T¯
ǫ
1
)
= P
(
T¯ ǫln(a) > 1
)
P
(
T¯ ǫ− ln(xa) < T¯
ǫ
1
)
.(5.34)
From limt→∞ ξǫt ≥ limt→∞ ξt = ∞, ξǫ only jumps down and is not a pure drift process we
deduct that P
(
T¯ ǫln(a) > 1
)
> 0. Next,
P
(
T¯ ǫ− ln(xa) < T¯
ǫ
1
)
= 1− P
(
T¯ ǫ1 ≤ T¯ ǫ− ln(xa)
)
= 1− Sǫ (ln(xa))
Sǫ (ln(xa) + 1)
=
Sǫ (ln(xae))− Sǫ (ln(xa))
Sǫ (ln(xae))
,(5.35)
where Sǫ is the scale function related to the spectrally negative Le´vy process ξ
ǫ, see [10,
Chap. VII, Sec. 2]. Let mǫ = E [ξǫ1], see the discussion after (5.21). From ξ1 ≤ ξǫ1 then
0 < m ≤ mǫ. Since in the construction of ξǫ we truncate jumps smaller than −ǫ−1 we have
that, for all ǫ < w, 0 < m ≤ mǫ ≤ mw and plainly ψǫ, ψw are analytic in C, see the discussion
around (5.22). Moreover, by differentiating twice ψǫ is easily seen to be strictly convex in R
and for any u ∈ R, ψǫ has the form, see (5.21),
ψǫ(u) = mǫu+
σ2
2
u2 +
∫ 1
ǫ
0
(
e−uy − 1 + uy)Π(dy),
where the truncation of jumps is reflected in the measure Π and hence in the integration
bounds. Hence, for ǫ < w, using e−x + x− 1 ≥ 0, x ≤ 0, we get that, for u < 0,
ψǫ(u)− ψw(u) = (mǫ −mw) u+
∫ 1
ǫ
1
w
(
e−uy − 1 + uy)Π(dy) ≥ 0.
Also from (5.21), eψ
ǫ(u) = E
[
euξ
ǫ
1
] ≥ E [euξǫ1I{ξǫ1<0}] and we get that limu→−∞ ψǫ(u) = ∞.
Hence using the latter, the fact that (ψǫ)′ (0+) = E [ξǫ1] = m
ǫ > 0 and ψǫ is strictly convex
with ψǫ(0) = 0 we deduce that there exists unique uǫ0 < 0 such that ψ
ǫ(uǫ0) = 0. From
ψǫ(u) − ψw(u) ≥ 0, for 0 < ǫ < w and u < 0, and by convexity, we get uw0 ≤ uǫ0 < 0, where
ψw(uw0 ) = 0. We proceed to show that u
∗
0 = limǫ→0 uǫ0 = dφ. Recall that ψ(u) = uφ(u) and if
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u < dφ ≤ 0 then ψ(u) ∈ (0,∞], where ψ(u) =∞ if
∫∞
0 (e
−uy − 1 + uy)Π(dy) =∞, see (5.21).
It is clear that u∗0 ≥ dφ, as otherwise, for any u ∈ (u∗0, dφ), we must have limǫ→0ψǫ(u) = ψ(u) ∈
(0,∞], whilst the convexity of ψǫ and ψǫ (uǫ0) = ψǫ(0) = 0 lead to ψǫ < 0 on (uǫ0, 0) and thus
limǫ→0 ψǫ(u) ≤ 0 if u ∈ (u∗0,dφ). The case dφ = 0 follows as uǫ0 < 0. Assume that dφ < u∗0 ≤ 0.
Then for any u ∈ (dφ, u∗0), we have that limǫ→0 ψǫ(u) = ψ(u) < 0 which contradicts uǫ0 ↑ u∗0,
ψǫ > 0 on (−∞, uǫ0). Thus, dφ = u∗0 = limǫ→0 uǫ0. Finally, since according to [10, Ch. VII,
Sec. 2], we have Sǫ(x) =
1
mǫP
(
−ξǫ∞ ≤ x
)
, where we let ξǫ∞ = inft≥0 ξ
ǫ
t be the global infimum
of ξǫ, we deduce that
Sǫ(ln(xae)) − Sǫ(ln(xa)) = 1
mǫ
(
P
(
−ξǫ∞ > lnxa
)
− P
(
−ξǫ∞ > lnxae
))
,
which together with P(−ξǫ∞ > x)
∞∼ Cǫeuǫ0x, see e.g. [11], yield, recalling that uǫ0 < 0,
x−u
ǫ
0 (Sǫ(ln(xae))− Sǫ(ln(xa))) ∞∼ C
ǫ
mǫ
au
ǫ
0(1− euǫ0).
Then, since plainly Sǫ(∞) = limx→∞ Sǫ(ln(xae)) = 1/mǫ, we deduce from (5.35) that
x−u
ǫ
0P
(
T¯ ǫ− ln(xa) < T¯
ǫ
1
)
= x−u
ǫ
0
(
Sǫ(ln(xae)) − Sǫ(ln(xa))
Sǫ(ln(xae))
)
∞∼ Cǫauǫ0(1− euǫ0).
Therefore, since a > e is fixed, the latter asymptotic relation allows the successive usage of
(5.34), (5.32), (5.31) together with ν̂ > 0 on
(
r−1,∞) and ν̂ ∈ C ((r−1,∞)), see Proposi-
tion5.10(3) to derive (5.19) as uǫ0 ↑ dφ when ǫ→ 0. The second statement follows readily from
[87, Lemma 4], which states that P (Iψ > x) =
∫∞
x ν̂(y)dy
∞∼ Cx−u0 and an application of the
monotone decreasing density theorem which yields ν̂(x)
∞∼ Cu0x−u0−1 and is valid since ν̂ is
ultimately monotone as a unimodal distribution.
5.2.5. Proof of Theorem 5.4. The first statement follows by combining (5.19) with (5.12),
i.e. ν(x) = x−2ν̂1
(
x−1
)
and ν̂1 the density of IT1ψ, T1ψ(u) = uφ1(u) = uφ(u + 1), and ob-
serving that (5.19) holds for a < dφ1 = dφ − 1. The second statement is deduced from (5.20)
with u0 = 1 since T1ψ(−1) = −φ(0) = 0 and (T1ψ)′ (−1+) = −φ′(0+) <∞.
5.3. Proof of Theorem 5.1(3). The proof of this claim requires a combination of several
types of results. Since some of them will be useful later in this work, we state them separately.
We start by discussing various further functional properties of ν̂.
5.3.1. Some useful facts on positive self-decomposable laws. The following lemma is essentially
due to Sato and Yamazato [91] where we denote by Ff the bilateral moment generating function
(resp. Fourier transform) of a function f : R 7→ R, i.e. for some real u (resp. some imaginary
number u = ib, b ∈ R,)
Ff (u) =
∫
R
euyf(y)dy.
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Lemma 5.18. (1) Let ψ ∈ N∞(m). Then there exists a decreasing positive sequence aν̂ =
(an)n≥0 with a0 =∞ > a1 > . . . > an . . . > 1r , such that, for every n ≥ 1,
ν̂(n) > 0 on
(
1
r
, an
)
and ν̂(n) < 0 on (an, an−1).
Moreover, for any n ≥ 0, we have an > βn + 1r where βn = sup{y > 0; κ̂(y) ≥ n}.
(2) Let ψ ∈ N c∞(m). Then there exists a sequence aν̂ = (an)0≤n≤Nr, such that a0 = ∞ >
a1 > . . . > aNr >
1
r
enjoying the same properties as the sequence in (1) above if and
only if Nr ≥ 1, where recall that Nr = ⌈Π(0
+)
r
⌉ − 1.
(3) Let ψ ∈ N∞,∞(m). Then, we have, for any n ≥ 0 and x > 0,
(5.36) xν̂(n+1)(x) = −(n+ 1)ν̂(n)(x) +
∫ ∞
0
(
ν̂(n)(x− y)− ν̂(n)(x)
)
dκ̂(y).
(4) For any 0 ≤ u < Π(0+)
r
, one has
(5.37) |Fν̂ (ib)| ±∞= o
(|b|−u) ,
with the convention that Π(0
+)
r
=∞ when Π(0+) =∞.
Proof. Let us first assume that ψ ∈ N∞(m). According to Lemma 5.14(2) we have that
κ̂(0+) =∞ and hence Iψ ∈ I6 in the sense of [91, p.275]. We derive from [91, Theorem 5.1(ii)]
the existence of the sequence aν̂ with the inequality an > βn+
1
r
. Otherwise, if ψ ∈ N c∞(m) and
Π(0+)
r
> 1 the existence of the sequence aν̂ and βn, for 1 ≤ n ≤ Nr, follows from [91, Theorem
5.1(i)]. Next from [91, p.297,(5.4)] equation (5.36) holds for every n ≥ 0 when κ̂(0+) =∞ and
1
r
= 0 (i.e. γ0 = 0 in [91, p.297, (5.4)]), which is the case once ψ ∈ N∞,∞(m). Item (4) follows
from [91, Lemma 2.4, (2.17)]. 
We continue with the following substantial but easy estimates which will be used at several
places in this work.
Lemma 5.19. Let ψ ∈ N (m). If Nr ≥ 1 then, for all n < Nr ≤ ∞ and k < Nr − n ≤ ∞,
(5.38) lim
x↓ 1
r
(
x− 1
r
)−k
ν̂(n)(x) = lim
x↓0
x−kν̂(n)
(
x+
1
r
)
= 0.
Moreover, for any D ∈ (0, 1), n < Nr and x ∈
(
0,D
(
an+1 − 1r
))
, with aν̂ = (an)n≤Nr as in
Lemma 5.18, we have that
(5.39)
∣∣∣∣ν̂(n)(1r + x
)∣∣∣∣ ≤ ( D1−D
)n
n!x−nν̂
(
1
r
+
x
D
)
.
Proof. Let first ψ ∈ N∞(m). We first prove (5.38) for k = 0 and n ∈ N which follows
easily from the fact that, since Π(0+) = ∞ and hence Nr = ∞ in this case, ν̂ ∈ C∞(R) and
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Supp Iψ = [0,∞], see Proposition 5.10. Let now set n = 0 and k ≥ 1. The existence of the
sequence aν̂ defined in Lemma 5.18, implies that ν̂
(l), l ≥ 1, increases on (1
r
, al+1). Therefore,
ν̂(l−1)(x) =
∫ x
1
r
ν̂(l)(y)dy ≤
(
x− 1
r
)
ν̂(l)(x), for x ∈
(
1
r
, al+1
)
,
since from (5.38) with k = 0 and l ∈ N we have that
(5.40) ν̂(l)
(
1
r
)
= 0.
Repeating this argument k times, we get, for any x ∈ (1
r
, ak+1
)
, that(
x− 1
r
)−k
ν̂(x) ≤ ν̂(k)(x),
which proves (5.38) for k ≥ 1 and n = 0 using (5.40). Before proving the remaining case, we
establish (5.39). From (5.40), for any n ≥ 0, x ∈ (1
r
, an+1
)
and D ∈ (0, 1),
ν̂(x) =
∫ x
1
r
∫ y1
1
r
. . .
∫ yn−1
1
r
ν̂(n)(yn)dyn . . . dy1
≥
∫ x
1
r
+D(x− 1
r
)
∫ y1
1
r
+D(x− 1
r
)
. . .
∫ yn−1
1
r
+D(x− 1
r
)
ν̂(n)(yn)dyn . . . dy1
≥ (1−D)
n
n!
(
x− 1
r
)n
ν̂(n)
(
1
r
+D
(
x− 1
r
))
,
where we have employed that ν̂(n) is increasing on
(
1
r
, an+1
)
, see Lemma 5.18(1). This is (5.39).
Finally, the proof of (5.38) for n, k > 0, follows from the case n = 0 combined with (5.39).
Next, when ψ ∈ N c∞(m) and Nr ≥ 1, (5.38) is immediate thanks to (5.18) of Proposition5.10(4)
which furnishes an explicit asymptotic of ν̂ at 1/r and Supp Iψ = [
1
r
,∞), which was proved in
Proposition 5.14, and, Proposition 5.10(3) which asserts that in this case ν̂ ∈ CNr−1 (R). 
We proceed with the following lemmas.
Lemma 5.20. (1) Let ψ ∈ N (m). Then, for any p = 1, 2, . . ., we have that ν̂p(x) =
ν̂p−1(x)
φ(p−1)x = . . . =
ν̂(x)
mWφ(p)xp
is the density of the variable ITpψ where Tpψ(u) = uφ(u+p) ∈
N (φ(p)) and we set ν̂0 = ν̂. Moreover, limu→∞ Tpψ(u)u = limu→∞ φ(u+p) = φ(∞), with
the obvious notation Πp(0
+) = Π(0+) and Supp ITpψ =
[
1
r
,∞).
(2) For any ψ ∈ N , we have, writing, for any p = 0, 1, . . ., νp the density of the variable
VTpψ, νp(x) = x−2ν̂p+1(x−1), for any p = 1, 2, . . ., νp(x) =
xνp−1(x)
φ(p) = . . . =
xpν(x)
Wφ(p+1)
,
where we set ν = ν0, and, SuppVTpψ = [0, r).
Proof. First, we recall from Proposition 4.1(9), that, for any p ∈ N, Tpψ(u) = uφ(u + p) ∈
N (φ(p)), where we recall that φ(0) = m > 0 as ψ = T0ψ ∈ N (m). Next, from the expression
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of the entire moment of ITpψ given in (5.13), we have that, for any n = 1, 2, . . .,
E
[
I−nTpψ
]
= φ(p)
n−1∏
k=1
φ(k + p) =
n∏
k=1
φ(k + p− 1) = 1
φ(p − 1)E
[
I−n−1Tp−1ψ
]
from where we get the first statement by remarking that the mappings (Tp)p≥0 form a semigroup
on N , i.e. for any ψ ∈ N , p, r ≥ 0, Tp ◦ Trψ(u) = Tp
(
.
.+rψ(. + r)
)
(u) = uu+r+pψ(u + r + p) =
Tp+rψ(u) ∈ N and I−1T1ψ
(d)
= Vψ, see (5.14), is moment determinate and hence I
−1
Tpψ, p = 1, 2, · · · ,
are moment determinate. Also a simple integration of (4.9) yields that Πp(y) = e
−pyΠ(y), y >
0. Finally, since φp(∞) = φ(∞) = r we conclude Supp ITpψ =
[
1
r
,∞) from Proposition 5.10(2)
and item (1) is thus settled. Item (2) follows readily from the previous one combined with the
identity ν(x) = 1
x2
ν̂1
(
1
x
)
that is (5.12) of Proposition 5.8. 
Lemma 5.21. Let ψ ∈ N (m) and Nr ≥ 1. Then, with the notation of Lemma 5.20, we have,
for all n ≤ Nr − 1, p = 0, 1 . . . , and a > 12 ,∫ ∞
0
∣∣∣x−aν̂(n)p (x)∣∣∣ dx < ∞,(5.41)
where we recall that ν̂0 = ν̂.
Proof. Let us prove that (5.41) holds for p = 0. The proof for p = 1, 2, · · · follows since
Tpψ ∈ N (φ(p)) ⊂ N (m). From Parseval’s identity and the fact that, for all 0 ≤ n ≤ Nr,
ν̂(n) ∈ C (R), see items (1) and (3) of Proposition 5.10, one gets, for n ≤ Nr − 1, that
(5.42)
∫ ∞
1
r
∣∣∣ν̂(n)(x)∣∣∣2 dx = ∫ ∞
0
∣∣∣ν̂(n)(x)∣∣∣2 dx = ∫ ∞
−∞
b2n |Fν̂ (ib)|2 db <∞,
where the finiteness follows from (5.37). To prove (5.41) in the case Nr = ∞ and p = 0, we
use the notation of Lemma 5.19 with Dn =
1
r
+ D
(
an+1 − 1r
)
, and, for the first inequality
below, the estimate (5.39) and the continuity of ν̂(n), and, for the second one the classical
Cauchy-Schwarz inequality, to get, for any a > 12 , n ≥ 0, that∫ ∞
1
r
|x−aν̂(n)(x)|dx =
∫ Dn
1
r
|x−aν̂(n)(x)|dx+
∫ ∞
Dn
|x−aν̂(n)(x)|dx
≤
∫ Dn− 1
r
0
∣∣∣∣∣
(
x+
1
r
)−a
ν̂(n)
(
x+
1
r
)∣∣∣∣∣ dx+
∫ ∞
Dn
|x−aν̂(n)(x)|dx
≤ Cn
∫ Dn− 1
r
0
x−n−aν̂
(
x
D
+
1
r
)
dx+ Cn,a
(∫ ∞
0
|ν̂(n)(x)|2dx
) 1
2
< ∞,
where Cn > 0, Cn,a > 0 and the finiteness follows from (5.38) and the estimate (5.42). To prove
(5.41) in the case Nr <∞, we follow the same line of reasoning by recalling, from Proposition
5.10(3), that, for any n ≤ Nr − 1 <∞, ν̂(n) ∈ C(R), and (5.42) holds for n ≤ Nr − 1. The only
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modification, thanks to 1
r
> 0, lies in the estimate∫ ∞
1
r
|x−aν̂(n)(x)|dx ≤ ra
∫ Dn
1
r
|ν̂(n)(x)|dx +
∫ ∞
Dn
|x−aν̂(n)(x)|dx <∞.

We are ready to prove the the polynomial decays of the modulus of the Mellin transform of ν
along imaginary lines, that is (5.3) in Theorem 5.1 (3). With the notation and the claims of
Lemma 5.20, for any p = 0, 1, . . . , we write
χp+1(y) = e
−yν̂p+1(e−y) =
ν̂p(e
−y)
φ(p)
= eyνp(e
y)
and we have Nr and
Π(0+)
r
invariant in p for any νp, ν̂p and Suppχp+1 = (−∞, ln r], if r < ∞,
and Suppχp+1 = (−∞,∞), otherwise. Then, we get, from Proposition 5.10(3), that χp+1 ∈
C
Nr (R \ {ln r}) if r <∞ and χp+1 ∈ C∞ (R), otherwise. Thus, for any a ≥ n, applying the Faa
di Bruno formula to ν̂p(e
−y) we get with some Cn > 0,∫ ln r
−∞
eay|χ(n)p+1(y)|dy ≤
Cn
φ(p)
∫ ln r
−∞
eay
n∑
k=0
|e−ky ν̂(k)p (e−y)|dy
=
Cn
φ(p)
∫ ∞
1
r
n∑
k=0
|xk−1−aν̂(k)p (x)|dx <∞,
where the finiteness follows from (5.41) since from a ≥ n then a + 1 − k ≥ 1, 0 ≤ k ≤ n,
and n ≤ Nr − 1. Thus, we have for all p = 0, 1 . . . and 0 ≤ n ≤ Nr − 1, that, for all a ≥ n,
the mapping y 7→ χ(n)p+1,a(y) = (eayχp+1(y))(n) ∈ L1(R) and by the Riemann-Lebesgue lemma
applied to the Fourier transform of (eayχp+1(y))
(n) we get that
(5.43)
∣∣Fχp+1,a (ib)∣∣ ±∞= o (|b|−n) .
On the other hand, writing z = a+ib, a ≥ n, b ∈ R, we have because χp+1(y) = eyνp (ey)
Fχp+1,a (ib) = Fχp+1(z) =
∫
R
ezyχp+1(y)dy =
∫ ∞
0
xzνp(x)dx =MVTpψ(z + 1).
From Lemma 5.20 (2) and then from the functional equation (5.1) we deduce that
MVTpψ(z + 1) =
MVψ(z + p+ 1)
Wφ(p+ 1)
=
φ(z + p)...φ(z)
Wφ(p + 1)
MVψ(z).
Henceforth, we get that, for any p = 0, 1 . . . , n ≤ Nr − 1 and a ≥ n,
(5.44) lim
|b|→∞
|b|n
∏p
j=0 |φ(a+ j + ib)|
Wφ(p+ 1)
|MVψ (a+ ib)| = lim|b|→∞ |b|
n|Fχp+1,a(ib)| = 0,
where the last identity follows from in (5.43). Fix a′ > dφ and p′ ∈ N, p′ ≥ 1, such that
a = a′ + p′ > n. We have, from (5.1), that
MVψ(p′ + a′ + ib) = φ
(
p′ + a′ − 1 + ib) · · ·φ (a′ + ib)MVψ(a′ + ib).
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Then applying (5.44) with a = a′ + p′ > n and p = p′ we arrive at
(5.45) lim
|b|→∞
|b|n
∏2p′
j=0 |φ(a+ j + ib)|
Wφ(p+ 1)
|MVψ(a′ + ib)| = 0.
Since φ ∈ BN from Proposition 4.1(8) the Le´vy measure associated to φ is Π(y)dy, y > 0,
that is, absolutely continuous with respect to the Lebesgue measure. Hence, if in addition
Π(0+) =
∫∞
0 Π(y)dy = ∞, then [90, Theorem 27.7] implies that the underlying descending
ladder height process η−, see (5.24), is absolutely continuous with respect to the Lebesgue
measure. Therefore, from (5.24) and the Riemann-Lebesgue Theorem, for any fixed a′ >
dφ,
lim
|b|→∞
e−φ(a
′+ib) = lim
|b|→∞
E
[
e−(a
′+ib)η−1
]
= lim
|b|→∞
∫ ∞
0
e−a
′x−ibxP
(
η−1 ∈ dx
)
= 0
and we conclude that lim|b|→∞ |φ (a′ + ib)| =∞. Otherwise, if Π(0+) <∞, i.e. φ(∞) = r <∞,
then elementary from the representation of φ in Proposition 4.1(8) and the Riemann-Lebesgue
Theorem lim|b|→∞ φ (a′ + ib) = φ(∞) = r. In both cases, the limit is non-zero and we deduct
from (5.45) that
lim
|b|→∞
|b|n ∣∣MVψ(a′ + ib)∣∣ = 0,
which furnishes the proof of our claim for n < Nr − 1.
5.3.2. Proof of Theorem 5.2(2a). We are ready to complete Theorem 5.2(2a). From Lemma
5.16 it remains to show that if ψ ∈ N∞,∞ then, for any n ∈ N, limx→∞ ν(n)(x) = 0. The
following estimate which holds in a more general context provides this property.
Lemma 5.22. Let ψ ∈ N with Nr > 2. Then, for any x > 0, n, k ∈ N, with k < Nr − 2, and
any a > dφ, there exists a constant C = Cn,k,a > 0 such that for any x > 0∣∣∣(xnν(x))(k)∣∣∣ ≤ Cxn−k−a.(5.46)
Remark 5.23. Note that the bounds at ∞ presented in Lemma 9.5 below are far more precise
as they depend on ν. However, (5.46) are uniform on R+ and allow us to have some grip on
the behaviour at zero of ν and its derivatives.
Proof. Recall the Pochhammer symbol (n−z)k =
∏k−1
j=0 (n− j − z). Fix a > dφ and k < Nr−2.
Then from Theorem 5.1(3), |z|k ∣∣MVψ (z)∣∣ = O (|z|−2) along Ca. Therefore, ∣∣(n− z)k MVψ(z)∣∣
is integrable along Ca and multiplying by x
n the Mellin inversion formula for ν, see (1.36), and
differentiating it k times to get∣∣∣(xnν(x))(k)∣∣∣ = ∣∣∣∣ 12πi
∫ a+i∞
a−i∞
xn−k−z(n− z)k MVψ(z)dz
∣∣∣∣
≤ xn−k−a 1
2π
∫ ∞
−∞
∣∣(n− a− ib)k MVψ (a+ ib)∣∣ db
and the finiteness of the last integral gives (5.46). 
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5.4. Small asymptotic behaviour of ν̂ and of its successive derivatives. Finally, we
provide an extremely precise asymptotic results for ν̂(x) (resp. χ(x)) and its successive deriva-
tives when x tends to 0 (resp. ∞). We stress that, for only some isolated cases, one can find
in the literature information about the behaviour of ln
∫ x
0 ν̂(y)dy, see [91, Theorem 5.2]. On
the other hand, we are not aware of any instances of a class of probability density functions
for which such a precise asymptotic estimate has been provided. The novelty of our approach
seems to come from the fact that we are able to describe the asymptotic behaviour of the Mellin
transform of ν̂, i.e. MIψ , along the negative real line and imaginary lines, together with some
fine distributional properties such as log-concavity of ν̂ and related to it quantities at 0.
Theorem 5.24. Let ψ ∈ N∞,∞(m) = N∞,∞ ∩ N (m). Recalling that ϕ : [m,∞) 7→ [0,∞)
stands for the inverse function of φ, we have, with C˜ψ > 0, that
(5.47) ν̂(x)
0∼ C˜ψm√
2π
1
x
√
ϕ′
(
1
x
)
e−
∫ 1
x
m
ϕ(r)dr
r .
Moreover, for any n ≥ 0, we have that
(5.48) ν̂(n)(x)
0∼ C˜ψm√
2π
1
xn+1
ϕn
(
1
x
)√
ϕ′
(
1
x
)
e−
∫ 1
x
m
ϕ(r)dr
r .
Finally, the following relation holds true
(5.49) χ(x)
∞∼ C˜ψm√
2π
√
ϕ′ (ex)e−
∫ ex
m
ϕ(r)dr
r .
Remark 5.25. We stress that when ψ ∈ N∞,∞(m) for the positive self-decomposable variable
Iψ we have that κ̂(0
+) = ∞, recall (5.10) for the definition of κ̂. This is strictly beyond [90,
Theorem 53.6] which discusses only the case when 0 < κ̂(0+) < ∞. Our case, i.e. κ̂(0+) = ∞
and κ̂(0−) = 0, seems to have been studied only in [102, Lemma 2.5] but merely on the log-scale
and when κ̂ ∈ RVα(0), that is when κ̂ is regularly varying at zero.
5.4.1. A non-classical Tauberian theorem. The proof of Theorem 5.24 is based on an improved
version of a Tauberian theorem that was originally proved by Balkema et al. in [4, Theorem
4.4]. It is a non-classical Tauberian in the sense that it relates the upper tail behaviour of the
bilateral Laplace transform to the upper tail behaviour of the associated probability density
function. For the sake of clarity, we state and prove below a slight generalization and an
adapted version of this Tauberian theorem which is more suitable to our context and allows
its application for the successive derivatives of the density function. In particular, the original
result [4, Theorem 4.4] is stated for the density of a probability distribution and a minor device
allows us to extend it to real-valued functions which are ultimately positive. We proceed by
introducing some notation and terminologies. Let G : R 7→ R be a convex function. Then
(5.50) G∗(y) = sup
u∈R
{yu−G(u)}
is called the Legendre transform or the complex conjugate of G. If G(2) > 0 on R then the
supremum is attained at u such that y = G′(u). We say that G is asymptotically parabolic if
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G(2) > 0 on R and its scale function sG = 1/
√
G(2) is self-neglecting, i.e.
(5.51) lim
u→∞
sG(u+ asG(u))
sG(u)
= 1
uniformly on bounded intervals of the real variable a.
Next, we say that a function F has a very thin tail if there exists y0 ∈ R such that
F (y) > 0 for all y > y0,(5.52)
lim
y→∞F (y)e
ky = 0 for all k ∈ N.(5.53)
Finally, we recall the notation for a function f and some real u,
Ff (u) =
∫
R
euyf(y)dy.
We are ready to state and prove the following adapted version of [4, Theorem 4.4].
Proposition 5.26. Let us assume that the following conditions hold.
(a) Let f : R → R such that f(y) > 0, for all y > a ∈ R. Set fa(y) = f(y)I{y>a} and assume
that Fa(x) =
∞∫
x
fa(y)dy has a very thin tail and
Ff (u) ∞∼ Ffa(u).
(b) f is log-concave in a neighbourhood of ∞.
(c) We have
Ff (u) =
∫
R
euyf(y)dy
∞∼ β(u)eG(u),
with G being asymptotically parabolic and
(5.54) lim
u→∞
β(u+ asG(u))
β(u)
= 1
uniformly on bounded intervals of the real variable a.
Then
(5.55) f(y)
∞∼ 1√
2π
β∗(y)
sG∗(y)
e−G
∗(y),
where G∗ is the Legendre transform of G, sG∗ is its own scale function and β∗(y) = β(u) is
defined via the following relation between y and u, that is y = G′(u).
Proof. Let us first assume that f is a probability density function. We show that all the
conditions of the statement imply (5.55) via an application of [4, Theorem 4.4]. First, we show
that f is of Gaussian tail in the sense of [4, Definition on p. 389], i.e. f is of very thin tail itself
and f(y)
∞∼ e−G˜(y) with some asymptotically parabolic function G˜. This would trigger the first
important condition, that is [4, Theorem 4.4(1)]. To prove that f is of Gaussian tail we will
invoke [4, Theorem 2.2]. To do so we see that the log-concavity of f implies the condition
(2.1) of [4, Theorem 2.2]. The other condition of [4, Theorem 2.2], i.e. Uτ , see [4, (1.6)] for
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definition, to be asymptotically normal, i.e. [4, (1.10)] to be fulfilled holds true thanks to the
assumption for the self-neglecting property of sG and the behaviour of Ff at infinity, that
is the condition (c) above, which is enough for [4, Theorem 1.2, (1.10)] to be true, as G is
asymptotically parabolic and β satisfies (5.54), i.e. β is flat with respect to G in the sense of
[4]. All this verifies that f is of Gaussian tail and the proof follows in this case since the other
conditions of [4, Theorem 4.4] follow from the assumptions of our theorem. It is clear that in
the end [4, Theorem 4.4.] serves its purpose only to elucidate the form of G˜. Now, with
0 < C−1a =
∫ ∞
a
fa(y)dy =
∫ ∞
a
f(y)dy <∞,
we have that f¯a(y) = Cafa(y) is a probability density function. Moreover, under the condition
(a) about the asymptotic behaviour of Ffa , we can apply the previous reasoning to f¯a, after
checking easily that all conditions are satisfied, to get, f¯a(y)
∞∼ Ca√
2π
β∗(y)
sG∗(y)
e−G∗(y) which, from
the definition of f¯a and fa, completes the proof. 
5.5. Proof of Theorem 5.24. Let ψ ∈ N∞,∞(m) and thus ν̂ ∈ C∞(R) from Proposition
5.10(3). We aim at applying the Tauberian result of Proposition 5.26 to the continuous func-
tions fn, defined, for any n ≥ 0, by
(5.56) fn(y) = e
yvn(e
y) = e−ny ν̂(n)(e−y), y ∈ R.
Throughout this proof we use the Pochhammer notation (u)n =
Γ(u+1)
Γ(u+1−n) = u(u − 1) . . . (u −
n + 1), u ≥ 0, n ∈ N. We start with the log-concavity property of fn in a neighborhood of
∞, that is condition (b), and postpone to the next subsections the proof of the two remaining
Tauberian conditions, namely (a) and (c).
5.5.1. Condition (b): the log-concavity property of ν̂(n) and fn.
Proposition 5.27. Let ψ ∈ N∞,∞(m). There exists a decreasing positive sequence aν̂ =
(an)n≥0 with a0 =∞ > a1 > . . . > an . . . > 0, such that, for every n ≥ 0,
x 7→ ν̂(n)(x) is log-concave on (0, an+1).
Even more, for any n ≥ 0, the mapping
y 7→ fn(y) = e−nyν̂(n)(e−y) is also log-concave on (− log(an+1),∞).
Remark 5.28. The statement that ν̂ is log-concave on (0, a1) is proved in [91, Theorem 1.3
(vii)] and improved to strict log-concavity in [91, Theorem 4.2]. Clearly, the log-concavity of
y 7→ ν̂(n)(e−y) is a stronger assertion then the log-concavity of the derivatives ν̂(n)(x) and the
proof using Lemma 5.33 below suggests that it is the more natural result.
For the reader’s convenience we split the (lengthy) proof of Proposition 5.27 into several inter-
mediate results.
Lemma 5.29. Let ψ ∈ N∞,∞(m) and thus κ̂(0+) =∞. For any j ≥ 1, set
κ̂j(y) = κ̂
(
max(y, j−1)
)
, y > 0.
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Then, for any j ≥ 1, there exists Ij ∈ L+ such that its law is absolutely continuous with a
density vj which is characterized, for any b ∈ R, by
(5.57) Fvj (ib) =
∫ ∞
0
eibxvj(x)dx = e
−φj(−ib) = e
∫∞
0 (e
iby−1) κ̂j(y)y dy.
Moreover, for any j ≥ 1, the following holds.
(1) Supp Ij = [0,∞).
(2) vj ∈ CNj(R+) ∩ CNj−1 (R), where Nj = ⌈κ̂j(0+)⌉ − 1 = ⌈κ̂(j−1)⌉ − 1.
(3) Then there exists a decreasing positive sequence avj = (an(j))1≤n≤Nj with a0(j) =∞ >
a1(j) > . . . > aNj(j) > 0, such that, for every 0 ≤ n ≤ Nj,
v
(n)
j > 0 on (0, an(j)) and v
(n)
j < 0 on (an(j), an−1(j)) .
(4) Let, for n ≤ Nj, βn(j) = sup {y > 0; κ̂j(y) ≥ n}. Also, for any n ≥ 1,
(5.58) an := lim
j→∞
an(j) ≥ βn = sup {y > 0; κ̂(y) ≥ n} > 0,
(5) We have, for any x > 0,
xv
(1)
j (x) = (κ̂j(0
+)− 1)vj(x) +
∫ x
0
vj(x− y)dκ̂j(y).(5.59)
Remark 5.30. We stress that Ij does not belong to the subclass of positive self-decomposable
laws arising from ψ ∈ N c∞(m), that have support
[
1
r
,∞) , r <∞, see Proposition 5.10(2).
Proof. First, since for every j ≥ 1, κ̂j defines a non-increasing function on R+ with κ̂j(0+) =
κ̂(j−1) < ∞, the right-hand side of (5.57) is the Fourier transform of a random variable Ij ∈
L+, whose distributions, as mentioned earlier, are absolutely continuous. Furthermore, since
κ̂j(0
+) < ∞, therefore Ij ∈ I5 in the sense of [91, p.275]. Since δ̂j = 0 then Supp Ij = [0,∞)
follows from [91, Theorem 1.3, (vii)]. Also from [91, Theorem 1.2] then vj ∈ CNj (R+), from
[91, Theorem 5.1, (i)] then vj ∈ CNj−1 (R) and from [91, Theorem 5.1, (i)] there exists avj =
(an(j))1≤n≤Nj with a0(j) =∞ > a1(j) > . . . > aNj(j) > 0 such that v
(n)
j is positive on (0, an(j))
and negative on (an(j), an−1(j)), for 1 ≤ n ≤ Nj. Thanks to [91, Theorem 5.1, (5.2) and (5.3)],
an(j) > βn(j) = sup {y > 0; κ̂j(y) ≥ n} and the fact that βn(j) = βn = sup {y > 0; κ̂(y) ≥ n}
for all j big enough, for n ≤ Nj gives (5.58). Item (5) is [91, Corollary 2.1 (2.34)], wherein
γ0 = 0 since we have no drift in the exponent of (5.57) and the integration is on (0,∞). 
Lemma 5.31. Fix n ∈ N. If κ̂j(0+) > 2n+ 5, then v(n)j is log-concave on (0, an+1(j)).
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Proof. Let κ̂j(0
+) > 2n + 5. Since vj ∈ CNj−1 (R) and dκ̂j(y) ≡ 0, y ∈
(
0, j−1
)
, see Lemma
5.29 by differentiating (5.59), we get for (at least) k ≤ Nj − 2 = ⌈κ̂j(0+)⌉ − 3 and any x > 0,
xv
(2)
j (x) = (κ̂j(0
+)− 2)v(1)j (x) +
∫ x
0
v
(1)
j (x− y)dκ̂j(y),(5.60)
xv
(k+2)
j (x) = (κ̂j(0
+)− 2− k)v(k+1)j (x) +
∫ x
0
v
(k+1)
j (x− y)dκ̂j(y).(5.61)
Also (5.60) and (5.61) are elementary consequence to [91, p. 297, l.-1 and (5.4)] and a simple
integration. Next, note that dκ̂j(y) = 0 dy, for y ∈ (0, j−1) and therefore on x < j−1 (5.60)
reduces to the simple differential equation
xv
(2)
j (x) = (κ̂j(0
+)− 2)v(1)j (x).
Hence vj(x) = Cx
κ̂j(0+)−1 for some C > 0 and x ∈ (0, j−1). Therefore setting
V
(n)
j (x) := v
(n+2)
j (x)v
(n)
j (x)− (v(n+1)j (x))2 =
(
v
(n)
j (x)
)2 d
dx
(
v
(n+1)
j (x)
v
(n)
j (x)
)
.
we get then that V
(n)
j < 0 on (0, j
−1). Moreover, since κ̂j(0+) > 2n+5, x 7→ v(n)j (x) is strictly
log-concave and increasing for x ∈ (0, j−1) and thus from Lemma 5.29(3) and the properties of
the sequence avj we conclude an+1(j) ≥ j−1. Assume now an+1(j) > j−1 and that there exists
x0 ∈
(
j−1, an+1(j)
)
such that V
(n)
j (x0) = 0 and V
(n)
j (x) < 0 for x ∈ (0, x0). Multiplying first
(5.61) for k = n at the point x0 by v
(n)
j (x0) and then for k = n− 1 by −v(n+1)j (x0) at the point
x0 and adding the two expressions, we get the identity
x0V
(n)
j (x0) = −v(n)j (x0)v(n+1)j (x0)
+
∫ x0
j−1
v
(n)
j (x0 − y)v(n)j (x0)
(
v
(n+1)
j (x0 − y)
v
(n)
j (x0 − y)
− v
(n+1)
j (x0)
v
(n)
j (x0)
)
dκ̂j(y).(5.62)
From x0 < an+1(j) and x 7→ v(n)j (x) is increasing on (0, an+1(j)) as x 7→ v(n+1)j (x) is positive
on (0, an+1(j)), see Lemma 5.29(3), then −v(n)j (x0)v(n+1)j (x0) < 0 in (5.62). Also V (n)j < 0 on
(0, x0) means that x 7→ v
(n+1)
j (x)
v
(n)
j (x)
decreases on (0, x0). Thus the integrand in (5.62) is positive.
However, as κ̂j is non-increasing on R+, dκ̂j(y) defines a negative measure for y ∈ [j−1,∞) and
dκ̂j(y) = 0 dy, for y ∈ (0, j−1), we deduce that the integral in (5.62) is negative too. Therefore
V
(n)
j (x0) < 0 which is in contradiction with the definition of x0, i.e. V
(n)
j (x0) = 0. Thus, if
κ̂j(0
+) > 2n+ 5, v
(n)
j is log-concave on (0, an+1(j)), completing the proof. 
Lemma 5.32. Let ψ ∈ N∞,∞(m). Then, for all n ≥ 0, limj→∞ v(n)j = ν̂(n) uniformly on R+.
Consequently, ν̂(n) is log-concave on (0, an+1).
Proof. Since ψ ∈ N∞,∞(m) ⊂ N∞(m) then κ̂(0+) = ∞, see Proposition 5.10(1). Pick j such
that κ̂j(0
+) > 2n + 5 and vj corresponding to it as in Lemma 5.29. From [91, Lemma 2.4
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(2.17)] for the first relation and (5.37) for the second we get that
(5.63)
∣∣Fvj (ib)∣∣ ±∞= o (|b|−2n−5) and |Fν̂(ib)| ±∞= o (|b|−u) , for any u > 0.
Therefore, for any b ∈ R and k ≤ n+ 2,∫ ∞
0
eibxv
(k)
j (y)dy = i
kbkFvj (ib) and
∫ ∞
0
eibxν̂(k)(y)dy = ikbkFν̂(ib).
Therefore, by Fourier inversion, for any k ≤ n+ 2,
sup
x>0
∣∣∣v(k)j (x)− ν̂(k)(x)∣∣∣ ≤ 12π
∫ ∞
−∞
|b|k ∣∣Fvj (ib)−Fν̂(ib)∣∣ db.
However, (5.63) implies, for |b| > 1 and some C > 0, that ∣∣Fvj (ib) −Fν̂(ib))∣∣ ≤ C|b|−2n−5.
Also, from the definition κ̂j(y) = κ̂
(
max(y, j−1)
)
, (5.10) and (5.57), we have limj→∞Fvj (ib) =
Fν̂(ib) pointwise. Therefore the dominated convergence theorem applies and yields v(k)j → ν̂(k)
uniformly on R+, for any k ≤ n + 2. This allows to show that
(
log v
(n)
j
)′′ → (log ν̂(n))′′ for
x ∈ (0, an+1) with an+1 = lim
j→∞
an+1(j) defined in (5.58). Since from Lemma 5.31 we have
that v
(n)
j is log-concave on (0, an+1(j)) then ν̂
(n) is log-concave on (0, an+1). Next, we show
that an+1 ≥ an+1, n > 0. From [91, Lemma 4.4], we conclude that limj→∞ a1(j) = a1 = a1.
Assume that an+1 < an+1, n > 0. Then Lemma 5.29(3) and j such that κ̂j(0
+) > 2n+5 imply
that v
(n+1)
j (an+1(j)) = 0. Choose (an+1(jl))l≥1 such that liml→∞ an+1(jl) = an+1. Then
the uniform convergence of v
(n+1)
j to ν̂
(n+1), ν̂(n+1) ∈ C∞ (R), see Proposition 5.10(3) and
ν̂(n+1) > 0 on (0, an+1), see Lemma 5.18(1) yield with the help of v
(n+1)
j (an+1(j)) = 0 that
0 = lim
l→∞
v
(n+1)
jl
(an+1(jl)) = ν̂
(n+1)(an+1) > 0,
that is a contradiction to an+1 < an+1. Therefore ν̂
(n) is log-concave on (0, an+1). 
Finally, to prove the condition (b), it remains to show that, for all n ≥ 0,
(5.64) y 7→ fn(y) = e−nyν̂(n)(e−y) is log-concave on (− log an+1,∞).
Since multiplication by e−ny does not alter the log-concavity property we check that
(5.65) y 7→ ν̂(n)(e−y) is log-concave on (− log an+1,∞).
Relation (5.65) comes from Lemma 5.33 which can be seen to be applicable to ν̂(n) as follows.
First set v = ν̂(n) and choose A = an+1 > 0 and note, from Lemma 5.18(1), that v > 0 on
(0, an) ⊇ (0, an+1). Next, clearly from Proposition 5.10(3), v ∈ C∞ (R) and v = v′ = v′′ = 0 on
(−∞, 0]. Also Lemma 5.32 gives that v is log-concave on (0, an+1). Finally, from (5.36), since
(5.66) and (5.67) hold with u = n + 1 and with κ = κ̂ and
∫∞
0 κ̂(y)dy < ∞, we conclude that∣∣∣∫ 10 ydκ̂(y)∣∣∣ <∞.
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Lemma 5.33. Let A > 0, v : (0, A) 7→ R+ and v, v′, v′′ : [−∞, A] 7→ R. Assume that
v(x) = v′(x) = v′′(x) = 0, for x ≤ 0, v ∈ C2 ((−∞, A]) and v is log-concave on (0, A).
Moreover, let for any x ∈ (0, A) and some u ∈ R+, the following equations hold
xv′(x) = −uv(x) + ∫∞0 (v(x− y)− v(x)) dκ(y),(5.66)
xv′′(x) = −(u+ 1)v′(x) + ∫∞0 (v′(x− y)− v′(x)) dκ(y),(5.67)
where κ : R+ 7→ R+ is non-increasing and
∣∣∣∫ 10 ydκ(y)∣∣∣ < ∞. Then, even y 7→ v(e−y) is
log-concave on (− lnA,∞).
Proof. Differentiating y 7→ log v(e−y) twice and performing a change of variables it suffices to
show that for any x ∈ (0, A)
V (x) = xv(x)v′(x) + x2v′′(x)v(x) − x2(v′(x))2 ≤ 0.
Multiplying (5.66) (resp. (5.67)) by v(x) (resp. xv(x)) and then (5.66) separately by −xv′(x),
we evaluate V by substitution to get that for any x ∈ (0, A),
V (x) = −uv2(x) + v(x)
∫ ∞
0
v(x− y)− v(x)dκ(y)
− (u+ 1)v′(x)xv(x) + xv(x)
∫ ∞
0
v′(x− y)− v′(x)dκ(y)
+ uxv′(x)v(x) − xv′(x)
∫ ∞
0
(v(x− y)− v(x)) dκ(y)
= −xv′(x)v(x)− uv2(x) + v(x)
∫ ∞
0
(v(x− y)− v(x)) dκ(y)
+ xv(x)
∫ ∞
0
(
v′(x− y)− v′(x)) dκ(y) − xv′(x)∫ ∞
0
(v(x− y)− v(x)) dκ(y).
Note that from the equation (5.66) we also get that
−v′(x)xv(x) − uv2(x) = −v(x)
∫ ∞
0
(v(x− y)− v(x)) dκ(y)
and thus
V (x) = xv(x)
∫ ∞
0
(
v′(x− y)− v′(x)) dκ(y) − xv′(x)∫ ∞
0
(v(x− y)− v(x)) dκ(y).
Note, that since v > 0 on (0, A) and v = v′ = 0 on (−∞, 0], we have that, for x ∈ (0, A),
V (x) = x
(∫ x
0
v(x)v′(x− y)− v′(x)v(x − y)dκ(y)
)
= x
(∫ x
0
v(x)v(x − y)
(
v′(x− y)
v(x− y) −
v′(x)
v(x)
)
dκ(y)
)
≤ 0,
since by assumption v is log-concave and thus x 7→ (log v)′(x) is non-increasing on (0, A), v ≥ 0
and dκ(y) defines a negative measure because κ is non-increasing. This settles the claim that
y 7→ v(e−y) is log-concave on (− lnA,∞). 
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5.5.2. Condition (a). For any n ≥ 0, set a¯n = min(an, 12 ) (where we recall that the a′ns are
defined in Lemma 5.18(1)) and
(5.68) fa,n(y) = fn(y)I{y>ln a¯−1n }, y ∈ R,
where from (5.64), fn(y) = e
−nyν̂(n) (e−y). Then, according to Lemma 5.18, since ν̂(n) > 0 on
(0, an) we have clearly fa,n > 0 on
(
ln a¯−1n ,∞
)
. We shall check that condition (a) holds for
fa,n. We start with the following result.
Lemma 5.34. For any n ≥ 0 both fa,n and Fa,n(x) =
∞∫
x
fa,n(y)dy have a very thin tail.
Proof. Fix n ≥ 0. First, plainly fa,n satisfies (5.52). Moreover, from (5.38) of Lemma 5.19,
we have for any k ≥ 1,
(5.69) lim
y→∞ e
kyfa,n(y) = lim
y→∞ e
(k−n)y ν̂(n)(e−y) = lim
x→0
x−k+nν̂(n)(x) = 0,
i.e. (5.53) holds and therefore fa,n has a very thin tail. We now turn to Fa,n. The fact that
Fa,n(x) =
∞∫
x
fa,n(y)dy is ultimately positive is clear. Finally, using again the definition of fa,n,
we observe that, for any k ≥ 1 and for x > − ln an,
ekxFa,n(x) = e
kx
∫ ∞
x
e−nyν̂(n)(e−y)dy = ekx
∫ e−x
0
un−1ν̂(n)(u)du ≤ ekx−nxν̂(n−1)(e−x).
We stress that for the last inequality we have used that ν̂(n−1) is non-decreasing on (0, an), see
Lemma 5.18. This together with (5.69) completes the proof. 
To prove that condition (a) holds, it remains to check the asymptotic equivalence of the bilateral
moment generating functions, i.e. Ffn(u) ∞∼ Ffa,n(u). We stress that this equivalence requires a
specific behaviour of the Mellin transform of ν̂ along imaginary lines. We split this verification
into several intermediate lemmas as their results are required for other purposes. We shall need
the following technical lemma which allows to study fn via vn, as defined in (5.56).
Lemma 5.35. Let ψ ∈ N (m) and Nr > 2. Then, for any x > 0, n ∈ N with n < Nr − 2 and
for any a < 1− dφ, there exists a constant C = Cn,a > 0∣∣∣ν̂(n)(x)∣∣∣ ≤ Cx−a−n.(5.70)
Proof. First, from Theorem 5.1(1), we have MVψ(z) ∈ A(dφ,∞). Then, from (5.12) of Propo-
sition 5.8 and Lemma 5.20(1), one can deduce the following relationship between Mellin trans-
forms
MVψ(z) = MIT1ψ(2− z) =
1
m
MIψ (1− z) , z ∈ C(dφ,∞),(5.71)
where we recall that, for any ψ ∈ N (m) we have φ(0) = m > 0, T1ψ(u) = uφ(u+1) ∈ N (φ(1))
and MIψ (1− z) = E
[
I−zψ
]
. The requirement Nr > 2 is to ensure that the Mellin transform
MVψ (resp. MIψ) is absolutely integrable against any polynomial of order k < Nr − 2 on Ca
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with a > dφ (resp. smaller than 1 − dφ), see (5.3). The estimate is obtained by following a
similar line of computation as for the proof of Lemma 5.22. 
Our next Lemma specifies some preliminary properties of the bilateral moment transforms to
interval of R. Recall that (u)n =
Γ(u+1)
Γ(u+1−n) .
Lemma 5.36. Let ψ ∈ N∞,∞(m). For all n ≥ 0, we have, for u > 0, that
(5.72) Ffn(u) =Mvn(u+ 1) = m (u)n MVψ(u+ 1) = (u)n MIψ(−u),
where Mvn is the moment transform of vn, recalling from (5.56) that fn(y) = eyvn(ey) =
e−ny ν̂(n)(e−y), y ∈ R.
Proof. From (5.71) we have that MIψ ∈ A(−∞,1) and since vn(x) = x−n−1ν̂(n)(x−1) we get
that, for u > 0,
(5.73) Mvn(u+ 1) =
∫ ∞
0
y−u−1ynν̂(n)(y)dy.
To use integrations by parts fot the last integral, we need to verify in the process that
lim
x→0
xn−u−l+1ν̂(n−l)(x) = lim
x→∞x
n−u−l+1ν̂(n−l)(x) = 0.
The first limit follows from (5.38). The second one is deduced from (5.70) since∣∣∣xn−u−l+1ν̂(n−l)(x)∣∣∣ ≤ Cx−u+1−a
holds for any x > 0, a < 1 − dφ and we choose a ∈ (1− u, 1− dφ). Therefore, we get that
Mvn(u+1) = (u)nMIψ (−u) = m(u)nMVψ(u+1), where for the latter we have invoked (5.71).
Finally, from the definition (5.56) we conclude (5.72) via the computation
Ffn(u) =
∫
R
euyfn(y)dy =
∫ ∞
0
xu−n−1ν̂(n)(x−1)dx =
∫ ∞
0
xuvn(x)dx =Mvn(u+ 1).

We now check the asymptotic equivalence of the upper tail of the moment generating functions
of fn and fa,n, see (5.68), which completes the verification of condition (a).
Lemma 5.37. Let ψ ∈ N∞,∞(m). Then, for any n ≥ 0, we have
(5.74) Ffa,n(u) ∞∼ Ffn(u).
Proof. Set f¯a,n(y) = fn(y)− fa,n(y), y ∈ R, n ≥ 0, and note that, for u > 0,
Ffn(u) = Ffa,n(u) + Ff¯a,n(u) =Mvn(u+ 1)
=
∫ a¯n+1
0
yn−1−uν̂(n)(y)dy +
∫ ∞
a¯n+1
yn−1−uν̂(n)(y)dy,
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where we recall that a¯n = min
(
an,
1
2
)
and we have used (5.72) and (5.73) for the second and
third identities. Moreover, we get, with u > 2n, that
(5.75)
∣∣∣∣∣
∫ ∞
a¯n+1
yn−1−uν̂(n)(y)dy
∣∣∣∣∣ ≤ Ca¯n+1−un+1
∫ ∞
a¯n+1
y−2|ν̂(n)(y)|dy
with C > 0 throughout being a generic constant depending at most on n. However, it is
immediate from (5.41) of Lemma 5.21 with p = 0, a = 2 that∫ ∞
a¯n+1
y−2|ν̂(n)(y)|dy ≤ C,
and thus from (5.75) we get that
(5.76)
∣∣∣Ff¯a,n(u)∣∣∣ =
∣∣∣∣∣
∫ ∞
a¯n+1
xn−1−uν̂(n)(x)dx
∣∣∣∣∣ ≤ Ca¯n+1−un+1 .
Furthermore, using that ν̂(n) is non-decreasing and positive on (0, an+1), see Lemma 5.18(1),
ν̂(n−1) (0) = 0, see (5.40) with 1
r
= 0 and n− 1− u < −n < 0 when u > 2n, we obtain that
Ffa,n(u) =
∫ a¯n+1
0
xn−1−uν̂(n)(x)dx ≥
∫ a¯2n+1
0
xn−1−uν̂(n)(x)dx
≥ a¯2n−2−2un+1
∫ a¯2n+1
0
ν̂(n)(x)dx = a¯2n−2−2un+1 ν̂
(n−1) (a¯2n+1) .
Clearly, then, from (5.76), we have that∣∣∣∣∣Ff¯a,n(u)Ffa,n(u)
∣∣∣∣∣ ≤ Cν̂(n−1)(a¯2n+1) a¯
n+1−u
n+1
a¯2n−2−2un+1
=
C
ν̂(n−1)
(
a¯2n+1
) a¯u−n+3n+1 u→∞= o (1) ,
since a¯n+1 ≤ 12 . Therefore, Ffn(u)
∞∼ Ffa,n(u). 
5.5.3. Condition (c). Since we have shown that the conditions (a) and (b) hold, we proceed
by discussing the asymptotic properties of Ffn(u). The next result is in fact a restatement of
(5.2) of Theorem 5.1 for fn.
Lemma 5.38. For any n ≥ 0 and ψ ∈ N (m)
(5.77) Ffn(u) ∞∼ Cψm (u)+n
√
φ(u)eG(u) = β(u)eG(u),
where (u)+n = (u)n ∨ 1, Cψ > 0 and G(u) =
∫ u
1 lnφ(r)dr.
Proof. Relation (5.77) follows immediately from (5.72) and (5.2). 
The last lemma shows that the functional form of the asymptotic of Ffn(u), u → ∞, is as
required in condition (c). In order to check that the terms appearing in the large asymptotic
behaviour (5.77) of Ffn satisfy the conditions in (c), we need to modify the function G which
is simply defined on R+. To this end, we note that, for u > 0,
(5.78) G(2)(u) =
φ′(u)
φ(u)
.
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Since G(2)(1) > 0, we may for instance consider the function
G1(u) = G(u)I{u≥1} +
(
G(2)(1)
2
u2 +
(
G′(1)−G(2)(1)
)
u+G(1)−G′(1) + G
(2)(1)
2
)
I{u<1},
which is strictly convex on the real line. However, since the remaining conditions involve only
the large asymptotic behaviour of G1 or related functionals at ∞, there is no loss of generality
of keeping the notation G throughout. In the same vein we simply write
(5.79) sG(u) =
1√
G(2)(u)
=
√
φ(u)
φ′(u)
.
We first have the following result.
Lemma 5.39. For any ψ ∈ N (m) it is true that limu→∞ sG(u) =∞. Moreover,
Proof. Since φ ∈ BN then Proposition 4.1(8) gives µ(dy) = Π(y)dy. Then, from item (4) and
(4.3) of Proposition 4.1 we have that s−2G (u) =
φ′(u)
φ(u) is the Laplace transform on R+ of the
measure
(
σ2δ0 + µ˜
)
⋆Υ with µ˜(dy) = yµ(dy), y > 0. Therefore limu→∞ s−2G (u) = 0. 
Our first result provides a necessary and sufficient condition in terms of φ for sG to be self-
neglecting, see (5.51) for a definition, and β(u) = (u)+n
√
φ(u) to be flat with respect to G, see
(5.54). This together with (5.77) will ensure that Ffn satisfies (c).
Proposition 5.40. Let φ ∈ BN . Then,
(5.80) lim
u→∞
(
u2φ′(u)
φ(u)
) 1
2
= lim
u→∞
u
sG(u)
=
(
Π(0+)
r
) 1
2
∈ (0,∞]
and the latter limit is infinite if and only if ψ ∈ N∞(m). As a consequence
(5.81) lim
u→∞
φ(u+ asG(u))
φ(u)
= 1 uniformly for a-compact intervals of
(
−
(
r
Π(0+)
)1
2
,∞
)
and
(5.82) lim
u→∞
φ′(u+ asG(u))
φ′(u)
= 1 uniformly for a-compact intervals of R ⇐⇒ ψ ∈ N∞(m).
Thus, ψ ∈ N∞(m) is a necessary and sufficient condition for Ffn , n ≥ 0, to satisfy the condition
(c). Consequently, for any ψ ∈ N∞(m), (c) is satisfied.
Proof. From (5.79) note that (5.80) is a restatement of Proposition 4.2 which also asserts that
the limit of (5.80) is infinite if and only if ψ ∈ N∞(m). Let a0 > 0. Then, for any a ∈ (0, a0),
φ (u+ asG(u)) = φ(u) +
∫ u+asG(u)
u
φ′(s)ds ≤ φ(u) + a0sG(u)φ′(u),
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where the last inequality follows from the fact that φ′ is non-increasing due to Proposition4.1(2).
Therefore, as φ is also non-decreasing, we have that
1 ≤ φ (u+ asG(u))
φ(u)
≤ 1 + a0sG(u)φ
′(u)
φ(u)
= 1 +
a0
sG(u)
.
Since from Lemma 5.39, limu→∞ sG(u) =∞, we get (5.81) for compact intervals of R+. Choose
arbitrary but fixed a0 ∈
(
0,
(
r
Π(0+)
) 1
2
)
. From (5.51) there exists u0 = u (a0) > 0 such that for
all u > u0, 1− a0 sG(u)u < 1. This, together with φ′′ ≤ 0 on R+, see (4.3), which implies that φ
is a concave function on R+, gives for all u > u0 and a ∈ (0, a0) that
1 ≥ φ (u− asG(u))
φ(u)
≥ 1− a0φ
′(u)
φ(u)
sG(u) = 1− a0
sG(u)
and (5.81) follows. Next, sG > 0 on R+ and we observe, for any n ≥ 0, that
(u+ asG(u))
+
(n)
u+(n)
∞∼
(
1 + a
sG(u)
u
)n
=
(
1 + a
√
φ(u)
u2φ′(u)
)n
.
Hence, ψ ∈ N∞(m) is necessary and sufficient for β(u) = (u)+n
√
φ(u) to be flat, i.e. that
(5.83) lim
u→∞
(u+ asG(u))
+
(n)
u+(n)
√
φ(u+ asG(u))
φ(u)
= 1 uniformly for a-compact intervals of R.
We proceed by showing that (5.80) is sufficient for sG to be self-neglecting which by the
definition of a self-neglecting function, see (5.51), the form of sG, see (5.79), and (5.81) is
equivalent to showing (5.82). Let us assume that σ2 > 0. Then (5.82) follows from φ(u)
∞∼ σ2u
and φ′(u) ∞∼ σ2, i.e. Proposition 4.1(3). Let σ2 = 0. Pick a ∈ (0, a0). Then we again use that
φ′ is non-increasing and the second representation of φ′ in (4.3) to get
1 ≥ φ
′(u+ asG(u))
φ′(u)
=
∫∞
0 e
−y(u+asG(u))yΠ(y)dy
φ′(u)
=
(
1 + a
sG(u)
u
)−2 ∫∞
0 e
−uyyΠ
(
y
(1+au−1sG(u))
)
dy
φ′(u)
≥
(
1 + a
sG(u)
u
)−2 ∫∞
0 e
−uyyΠ (y) dy
φ′(u)
≥
(
1 + a0
sG(u)
u
)−2
,
where we have also used that Π is non-increasing and 1 + au−1sG(u) > 1. Clearly, then the
right-hand side converges to 1 if and only if ψ ∈ N∞(m). Similar computations give
1 ≤ φ
′(u− asG(u))
φ′(u)
=
∫∞
0 e
−y(u−asG(u))yΠ(y)dy
φ′(u)
≤
(
1− asG(u)
u
)−2 ∫∞
0 e
−uyyΠ(y)dy
φ′(u)
≤
(
1− a0 sG(u)
u
)−2
and we conclude the proof of (5.82). Therefore, from (5.77), Ffn satisfies the condition (c)
holds if and only if ψ ∈ N∞(m). The proof is thus completed. 
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5.5.4. End of the proof of Theorem 5.24. Let ψ ∈ N∞,∞(m). We apply Proposition 5.26 to the
functions fn via their truncation fa,n > 0 on
(
(ln a¯n)
−1 ,∞
)
, see (5.68). Lemma 5.34 gives the
first part of Proposition 5.26(a) that is Fa,n(x) =
∫∞
x fa,n(y)dy and even fa,n are of very thin
tail. The fact that Ffn(u) ∞∼ Ffa,n(u) follows from Lemma 5.37 which proves (a). Condition (b)
for fn follows from the second claim of Lemma 5.27. The first condition of item (c) is Lemma
5.38. When ψ ∈ N∞,∞(m) the properties of β, G follow from Proposition 5.40 after observing
from Lemma 5.38 that
G(u) =
∫ u
1
lnφ(r)dr = u lnφ(u)−
∫ u
1
rφ′(r)
φ(r)
dr − lnφ(1)
and β(u) = Cψm (u)(n)
√
φ(u). Therefore, we conclude that (5.55) holds, that is
fn(y)
∞∼ 1√
2π
β∗(y)
sG∗(y)
e−G
∗(y).
To get G∗ and β∗ we use the definition of the Legendre transform (5.50). Henceforth,
G∗(y) = sup
u∈R
{yu−G(u)} = yϕ(ey)−G(ϕ(ey)) =
∫ ey
m
ϕ(r)
r
dr +
∫ m
0
ϕ(r)
r
dr + lnφ(1),
since the relevant supremum is attained at y = G′(u) = lnφ(u) and ϕ : [m,∞) 7→ [0,∞) is the
inverse function of φ. To compute sG∗ we just differentiate twice G
∗ to get
sG∗(y) =
1√
(G∗)(2)(y)
=
1√
eyϕ′(ey)
=
√
e−yφ′(ϕ(ey)).
Finally, since β∗(y) = β(u), y = G′(u), see Proposition 5.26, we get that
β∗(y) = β(ϕ(ey)) = Cψm(ϕ(ey))n
√
φ(ϕ(ey)) = Cψm(ϕ(e
y))n
√
ey
and clearly
β∗(y) ∞∼ Cψm
√
eyϕn(ey).
Therefore, collecting all the results so far and applying (5.55) we get that
fn(y)
∞∼ 1√
2π
β∗(y)
sG∗(y)
e−G
∗(y) ∞∼ C˜ψm√
2π
eyϕn(ey)
√
ϕ′(ey)e−
∫ ey
m
ϕ(r)
r
dr.
From (5.56) we know that fn(y) = e
yvn (e
y) = e−nyν̂(n) (e−y) and hence
ν̂(n)
(
e−y
) ∞∼ C˜ψm√
2π
e(n+1)yϕn(ey)
√
ϕ′(ey)e−
∫ ey
m
ϕ(r)
r
dr.
Thus (5.47) and (5.48) hold. Relation (5.49) then follows from (5.16). This concludes the
lengthy proof of Theorem 5.24.
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5.6. Proof of Theorem 5.5. Let us recall, from Proposition 5.8, that
(5.84) ν(x) =
1
x2
ν̂1
(
1
x
)
,
with ν̂1 the density of IT1ψ, where T1ψ(u) = uφ1(u) = uφ(u+1) ∈ N (φ(1)). Since, from (5.48)
of Theorem 5.24, we know the small asymptotic behaviour of any derivative of ν̂1 an application
of the Faa di Bruno formula with k˜n =
∑n
j=1 jkj and k¯n =
∑n
j=1 kj gives that(
ν̂1
(
1
x
))(n)
=
∑
k˜n=n;k¯n=k
n! ν̂
(k)
1
(
x−1
)
∏n
j=1 kj!
n∏
j=1
(j!)kj
n∏
j=1
(
p1(x
−1)(j)
)kj
= (−1)n
∑
k˜n=n;k¯n=k
n! ν̂
(k)
1
(
x−1
)
x−n−k∏n
j=1 kj !
(5.85)
∞∼ (−1)n C˜T1ψm1√
2π
x−n+1
√
ϕ′1(x)e
− ∫ xm1 ϕ1(y)y dy ∑
k˜n=n;k¯n=k
n!ϕk1(x)
k1!k2! . . . kn!
,
where as usual p1(x) = x, ϕ1(φ(u + 1)) = u is the inverse function of φ1(u) = φ(u + 1),
m1 = φ1(0) = φ(1) and we have used that under the sum with k˜n = n, k¯n = k, we have
n∏
j=1
(
p1(x
−1)(j)
)kj
= (−1)nx−n−k
n∏
j=1
(j!)kj . Since limu→∞ ϕ1(u) = limu→∞ φ−1 (u+ 1) = ∞,
the leading term in (5.85) is for k1 = n and k2 = . . . = kn = 0. Recall that ϕ(φ(u)) = u and
m = φ(0). Thus, we get that
ϕ1(r) = ϕ(r)− 1 ∞∼ ϕ(r), ϕ′1(r) = ϕ′(r),
x∫
m1
ϕ1(r)
r
dr =
x∫
m
ϕ(r)
r
dr −
m1∫
m
ϕ(r)
r
dr − lnx+ ln(m1).
Plugging these relations in (5.85) we get with Cψ = C˜T1ψe
∫m1
m
ϕ(y)dy
y that
ν̂
(n)
1
(
1
x
)
∞∼ (−1)n Cψ√
2π
x−n+2
√
ϕ′(x)ϕn(x)e−
∫ x
m
ϕ(r)
r
dr.(5.86)
Then differentiating n times the relation (5.84), we get employing (5.86) that
ν(n)(x)
∞∼
n∑
k=0
(−1)k
(
n
k
)
(k + 1)!
xk+2
ν̂
(n−k)
1
(
1
x
)
(5.87)
∞∼ (−1)n Cψ√
2π
1
xn
√
ϕ′(x)e−
∫ x
m
ϕ(r)
r
dr
n∑
k=0
(
n
k
)
(k + 1)!ϕn−k(x)
∞∼ (−1)n Cψ√
2π
1
xn
√
ϕ′(x)ϕn(x)e−
∫ x
m
ϕ(r)
r
dr,
where for the last sum we have used again the fact that ϕn(x) dominates all other terms. This
proves (5.7) of Theorem 5.5. Next, assume that σ2 > 0, and note that, since φ′(u) ∞∼ σ2, see
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Proposition 4.1(3), we have from φ′ (ϕ(y))ϕ′(y) = 1, y > m, that ϕ′(y) ∞∼ σ−2 and ϕ(y) ∞∼ σ−2y.
Moreover, from the first expression of (4.2) with µ¯ = Π, since φ ∈ BN , ϕ solves on (m,∞)
y = φ(ϕ(y)) = m+ σ2ϕ(y) + ϕ(y)
∫ ∞
0
e−ϕ(y)uΠ(u)du = m+ σ2ϕ(y) + ϕ(y)H(y),
where the last identity sets a notation. Re-expressing σ2ϕ(y) = y − ϕ(y)H(y) − m ∞∼ y, we
obtain that H(y) = o (1) and ϕ1(y) := ϕ(y)H(y) = o (y). Thus, (5.8) follows from substituting
ϕ(y) = 1σ2 (y − ϕ1(y)−m) in the exponent of (5.7) and applying ϕ′(y)
∞∼ σ−2 and ϕ(y) ∞∼ σ−2y.
Assume in addition that Π ∈ RV1+α(0). We refer to [17] for a detailed account on this set of
functions and to (1.35) for their explicit definition. Then a classical Tauberian theorem gives
that Π(y)
0∼ αy−αℓ(y) with ℓ a slowly varying function and subsequently that
H (φ(y)) =
∫ ∞
0
e−yuΠ(u)du ∞∼ αΓ (1− α) yα−1ℓ(y).
Thus ϕ1(y) = ϕ(y)H(y)
∞∼ αΓ (1− α)ϕα(y)ℓ(ϕ(y)) ∞∼ αΓ (1− α) σ−2αyαℓ(y), which concludes
the proof of this case. If now Π(0+) <∞, then from the identity
ϕ1(y) = ϕ(y)H(y) = ϕ(y)
∫ ∞
0
e−ϕ(y)uΠ(u)du =
∫ ∞
0
(
1− e−ϕ(y)u
)
Π(u)du
combined with ϕ(y)
∞∼ σ−2y we finally get limy→∞ ϕ(y)H(y) = Π(0+). Next, we assume that
σ2 = 0 and ψ ∈ Nα with α ∈ (0, 1), that is ψ(y) ∞∼ Cαy1+α and thus φ(y) ∞∼ Cαyα. A
standard result from [17] tells us that ϕ(y)
∞∼ C−
1
α
α y
1
α . Finally, from the monotone density
theorem thanks to the monotonicity of φ′, see Proposition 4.1(2), φ′(y) ∞∼ αCαyα−1 and from
the identity 1 = φ′(ϕ(y))ϕ′(y) we conclude the statement as we have ϕ′(y) ∞∼ α−1C−
1
α
α y
1
α
−1.
This completes the proof of Theorem 5.5.
5.7. End of proof of Theorem 1.6. We proceed by describing the dual semigroup. We start
by recalling that for any ψ ∈ N , it is shown in [14, Lemma 2], that, for any f, g ∈ Bb(R+),
writing here (f, g) =
∫∞
0 f(x)g(x)dx, one has the following weak duality relationship
(Ktf, g) = (f, K̂tg)
where (K̂t)t≥0 is the (minimal) Feller semigroup of the self-similar process (with 0 an accessible
absorbing boundary when m > 0) associated via the Lamperti mapping to the dual Le´vy
process ξˆ = −ξ with Laplace exponent ψ̂(u) = −ψ(−u), u < 0. Note that, actually, in the
aforementioned paper, this duality is stated for m > 0 but the case m = 0 follows from their
proof without any modification. In all cases the Lebesgue measure ξ(dx) = dx is an excessive
reference measure, i.e. ξK̂tg ≤ ξg, g ≥ 0. Then, from (2.18), we deduce the identities
(Ptf, g) = e
t(K1−e−tf,detg) = et(f, K̂1−e−tdetg) = et(f, P̂tg)(5.88)
where the last identity is used to set a notation. By following the same computation than above,
one easily shows that P̂ is also a Feller semigroup on (0,∞) and ξP̂tg = ξK̂1−e−tdetg ≤ e−tξg.
The identity (5.88) combined with the invariance property of the measure ν(x)dx yields
et(f, P̂tν) = (Ptf, ν) = (f, ν),
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that is the positive and continuous function ν on (0, r) is a −1-invariant function for P̂ . Thus,
we may define for any x ∈ (0, r), P ∗t g(x) = e
t
ν(x) P̂tνg(x), i.e. P
∗ is a Doob-h transform of P̂ ,
which defines at least the semigroup of a standard process, see [61]. Then, with the obvious
notation, we deduce the weak duality relationship, with ν(x)dx as reference measure,
(Ptf, g)ν = e
t(f, P̂tgν) = (f, P
∗
t g)ν ,(5.89)
and νP ∗t g =
∫∞
0
et
ν(x) P̂tgν(x)ν(x)dx ≤ νg. Finally, from Theorem 5.2(2a), we get that ν ∈
C0(R+) for any Nr ≥ 1. Since P̂ is a Feller semigroup on (0,∞) and, for any g ∈ Cb(R+),
νg ∈ C0(R+), we deduce that P̂tνg ∈ C0(R+) and thus P ∗t g ∈ C(0, r). Moreover, the inequality,
valid for any x ∈ (0, r),
|P ∗t g(x)| ≤ ||g||∞
et
ν(x)
P̂tν(x) = ||g||∞
implies that P ∗ is a Feller-Dynkin semigroup on (0, r) for any Nr > 1. In all cases, by considering
in (5.89) the extension P ∈ B(L2(ν)) gives that P ∗ admits a contraction semigroup extension in
L2(ν) which completes the proof of Theorem 1.6(4). It simply remains to provide the expression
of the generator associated to the Feller-Dynkin dual semigroup when Nr > 2 to complete the
proof of Theorem 1.6. Proceeding as in (2.19), we get, with the obvious notation, that for any
f : R+ 7→ R such that y 7→ fe(y) = f(ey) ∈ C2([−∞,∞]), Ĝf(x) = Ĝ0f(x) + xf ′(x), x > 0,
where Ĝ0 is the generator of the self-similar semigroup K̂ associated via the Lamperti mapping
to ψ̂(u) = ψ(−u) and its expression can be found in [63]. Now, since for Nr > 2, we have from
Theorem 5.2 that ν ∈ C20(R+), and thus for any f : R+ 7→ R such that (fν)e ∈ C2([−∞,∞]),
we have G∗f(x) = 1ν(x)Ĝνf(x). Some easy algebra completes the proof of item (5). Finally
the last item follows first from the fact that when Π ≡ 0, then P is the semigroup of a diffusion
which is well known to be self-adjoint in L2(ν), where ν(x)dx is the so-called speed measure,
see Example 3.1. Otherwise, the conclusion is obvious as the semigroup P is associated to a
process having only negative jumps whereas its adjoint have only positive jumps, see (5.88)
and the fact that the direction of jumps is left invariant by h-transform.
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6. Bernstein-Weierstrass products and Mellin transforms
In this Chapter, we study in depth the Mellin transform of the variables Vψ and Iφ defining,
when ψ ∈ N and φ ∈ BN , the invariant measure and the intertwining operator, respectively.
We point out that we shall actually focus on a generalization of these sets of random variables,
i.e. for φ ∈ B, see (4.1) for definition. Indeed, our approach is comprehensive enough to extend
the results without any specific efforts to the most general framework. We also point out that
these variables have been the focus of interest of a number of intense studies in the probabilistic
and harmonic analysis literature over the last decade, see Section 6.1 below for a review on
these classes of variables. This part also complements to the right-half plane, that is C(0,∞),
a very interesting research developed by Webster [103] on the positive real line for functional
equations of the form (6.6) below. To state the main results of this Chapter, we introduce the
following notation. For a function φ : C → C, we write formally the generalized Weierstrass
product
(6.1) Wφ(z) =
e−γφz
φ(z)
∞∏
k=1
φ(k)
φ(k + z)
e
φ′(k)
φ(k)
z
,
where also formally
(6.2) γφ = lim
n→∞
(
n∑
k=1
φ′(k)
φ(k)
− lnφ(n)
)
.
Note that if φ(z) = z, then Wφ corresponds to the Weierstrass product representation of the
celebrated Gamma function Γ, valid on C\{0,−1,−2, . . .}, and γφ = γ is the Euler-Mascheroni
constant, see e.g. [64], justifying both the terminology and notation. For positive integers we
recall (1.18), i.e. for any φ ∈ B, Wφ(1) = 1 and for any n ≥ 1,
Wφ(n+ 1) =
n∏
k=1
φ(k).
We point out that the definition (1.19) extends to any φ ∈ B, i.e.
dφ = sup{u ≤ 0; φ(u) = −∞ or φ(u) = 0} ∈ (−∞, 0] .
Here are the two main results of this Chapter.
Theorem 6.1. Let φ ∈ B.
(1) There exists a positive random variable Vφ, whose law is determined by its entire mo-
ments
(6.3) E
[
V nφ
]
=Wφ(n+ 1), n ∈ N.
If in addition φ ∈ BN , then the following identity in law holds
(6.4) Vφ
(d)
= Vψ,
where ψ(u) = uφ(u) ∈ N and recall that Vψ was defined in Proposition 2.6(1) (note
that since N ∩ B = ∅ the notation is consistent).
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(2) The product Wφ in (6.1) is absolutely convergent on C(dφ,∞) with 0 ≤ γφ + lnφ(1) ≤
φ′(1)
φ(1) < ∞, and, on C[0,∞) if φ(0) > 0 and dφ = 0. Thus, always Wφ ∈ A(dφ,∞) and if
addition φ(0) > 0 and dφ = 0 then Wφ ∈ A[0,∞).
(3) Finally, writingMVφ(z) = E
[
V z−1φ
]
for the Mellin transform of Vφ, we have on C(dφ,∞)
(6.5) MVφ(z) =Wφ(z),
and, Wφ is the unique solution, in the space of Mellin transforms of probability mea-
sures, to the following functional equation with initial condition
Mφ(z + 1) = φ(z)Mφ(z) with Mφ(1) = 1,(6.6)
valid on C(dφ,∞) and on C[0,∞) provided that φ(0) > 0 and dφ = 0.
Since the proof of Theorem6.1(1) is straightforward, we supply it here. The relation (6.3) can
be found in [13, Proposition 1] whereas the identity in law (6.4) can be deduced, by moments
identification, from the expression (2.20), i.e. MVψ(n + 1) = Wφ(n + 1), n ≥ 0, when ψ ∈ N
and hence φ ∈ BN . The remaining claims are proved in Section 6.3.
We proceed by stating bounds on Wφ for φ ∈ B along with detailed information regarding the
asymptotic behaviour of Wφ for φ ∈ BN , which, according to (6.4) and (6.5), boils down to the
Mellin transform MVψ with ψ(u) = uφ(u) ∈ N . We recall that the asymptotic behaviour of
MVψ , on the positive real line has been presented in (5.2) of Theorem 5.1. Another purpose
of the next Proposition is to elucidate the role played by the classes NΘ =
{
ψ ∈ N ; Θφ > 0
}
,
where Θφ = lim
|b|→∞
∫∞
0 ln
( |φ(by+ib)|
φ(by)
)
dy, and N∞ introduced in the Table 1 and 2 in Chapter
1. More detailed statements about these asymptotic estimates together with further examples
are provided in the subsections 6.5–6.8 below, which also contain the proof of the following
assertion.
Theorem 6.2. (1) Let φ ∈ B. Then, for any a > 0 and b ∈ R,
|Wφ(a+ ib)| ≍
√
φ(a)Wφ(a)√|φ(a+ ib)| e−|b|Θφ(a,|b|)(6.7)
where Θφ(a, |b|) =
∫∞
a
|b|
ln
( |φ(|b|y+i|b|)|
φ(|b|y)
)
dy and for any b ∈ R,
0 ≤ Θφ(a, |b|) ≤ π
2
.
(2) Let ψ ∈ N and hence φ(u) = ψ(u)u ∈ BN .
(a) For any p = 0, 1, . . ., any real number u ≤ max(Nr−1, 0), recalling from (1.8) that
Nr =
⌈
Π(0+)
r
⌉
− 1 with Nr =∞ if Π(0+) =∞, and a > dφ, we have that
(6.8) lim
|b|→∞
|b|u|Wφ(a+ ib)| = 0.
In particular, ψ ∈ N∞ if and only if (6.8) holds for all u ≥ 0 and a > dφ.
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(b) We have Θφ ∈
[
0, π2
]
with the following specific values.
(i) if ψ ∈ NP then Θφ = π2 and ψ ∈ NΘ,
(ii) if ψ ∈ Nα, α ∈ (0, 1), then Θφ = π2α and ψ ∈ NΘ,
(iii) if Π(y) = y−1 |ln y|2 I[0,1/2](y) then Θφ(|b|) ∞∼ ln3 b and ψ ∈ N∞ \ NΘ.
Theorem 6.2(1) is proved in subsection 6.5.1, the proof of Theorem 6.2(2(b)i), 6.2(2(b)ii) and
Theorem 6.2(2(b)iii)) is given in subsection 6.8.1, 6.8.2 and 6.8.3) respectively. Finally, the
proof of Theorem 6.2(2a) is discussed in the following remark.
Remark 6.3. Identities (6.4) and (6.5) yield that Wφ =MVψ and the necessary and sufficient
conditions for the polynomial decay of Wφ along imaginary lines stated in (6.8) follows readily
from the estimates (5.3) on MVψ . Recall that (5.3) was obtained by means of the Riemann-
Lebesgue Lemma combined with the general theory of the class of self-decomposable variables.
Remark 6.4. We emphasize that our developments on Bernstein-Weierstrass products offer a
unified and comprehensive treatment of some well known and substantial special functions.
In order to illustrate this fact, without aiming at being exhaustive, we simply mention two
examples. First, note that, with σ2 = m = 0 and µ(dy) =
δ− ln q(y)
1−q , 0 < q < 1 in (4.2), then
φq(u) =
1−qu
1−q ∈ B \ BN , and Wφq = Γq is the q-gamma function, which has been studied
intermittently for over a century and originally introduced by Thomae in 1869. Moreover for
φ(u) = φR
α,1− 1
α
(
u
α
)
= Γ(u+α)Γ(u) ∈ BN , see (1.15) for the definition of φRα,1− 1
α
, then Wφ boils down
to the ratio of the Barnes gamma function. Note also that our work reveals some interesting
connections between these special functions and the spectral theory of some non-self-adjoint
contraction semigroups.
Remark 6.5. The upper bound for Θφ(a, |b|) in (6.7), i.e. π2 , is attained precisely when φ(u) = u
and b =∞. This is the case when ψ(u) = u2 and Vφ is an exponential random variable, whose
Mellin transform is simply the gamma function. In this sense the gamma function envelops
from below the rate of decay of all Mellin transforms MVφ(z) along complex lines.
Remark 6.6. We mention that to obtain the bounds (6.7) valid along imaginary lines, we resort
to the Weierstrass representation of Wφ and elaborate upon an approach which has been used
to derive estimates of the gamma function and can be found for instance in [71, Chap. 8].
The proofs of Theorem 6.1 and Theorem 6.2 are given after a short review on exponential func-
tionals of subordinators which appear in definition (1.13) of the intertwining operator.
6.1. Exponential functional of subordinators. We present here some basic facts on the
so-called exponential functional of Le´vy processes, a random variable which has been inten-
sively studied during the last two decades, something which seems to be attributed to its close
connection to numerous mathematical fields, such as probability theory, harmonic and real
analysis and mathematical physics, to name but a few. We refer the interested reader to the
survey paper of Bertoin and Yor [16] and the paper by Berg and Dura´n [8]. Its original study,
in the case of subordinators, traces back to the work of Urbanik [98] and the characterization
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of its distribution through its Mellin transform for the entire class of Le´vy processes has been
achieved by the authors. This has been announced without proofs in [79] and we refer also
to [73] and [78] for previous developments in this direction. We refer to [81] for the detailed
proofs of this comprehensive result. Let us now proceed with the definition of this random
variable when the Le´vy process is a subordinator, that is, a non-decreasing Le´vy process, and
we mention that the case when it is a spectrally negative was already introduced in Chapter
5(5.1). For any φ ∈ B, that is from (4.2),
(6.9) φ(u) = m+ σ2u+
∫ ∞
0
(
1− e−uy)µ(dy), u ≥ 0,
where m, z, σ2 ≥ 0 and µ is a Le´vy measure such that ∫∞0 (1 ∧ y)µ(dy) <∞, we write
Iφ =
∫ ∞
0
e−ηtdt
with (ηt)t≥0 a (possibly) killed subordinator with Laplace exponent φ (see Chapter 4 for ex-
haustive information on Bernstein functions). Since from the strong law of large numbers,
limt→∞ ηtt = E [η1] ∈ (0,∞] a.s., we have Iφ < ∞ a.s., see e.g. [16, Proposition 1]. We now
collect some basic known properties that are useful in our context.
Proposition 6.7. Let φ ∈ B.
(1) The law of Iφ is absolutely continuous with density denoted by ι and with support[
0, σ−2
]
if σ2 > 0 and [0,∞) otherwise.
(2) Its Mellin transform MIφ satisfies the following functional equation, with initial condi-
tion MIφ(1) = 1,
Mφ(z + 1) = z
φ(z)
Mφ(z), Mφ(1) = 1,(6.10)
valid on C(0,∞) and MIφ ∈ A(0,∞).
(3) Its law is moment determinate, and, for any n ≥ 0, we have that
(6.11) MIφ(n+ 1) =
n!
Wφ(n+ 1)
.
(4) Finally, E
[
euIφ
]
< ∞, for any u < φ(∞), where φ(∞) is finite if and only if σ2 = 0
and µ(0+) <∞, see (6.9) for the definition of the measure µ.
Proof. The absolute continuity of the law of Iφ is shown in the proof of [78, Theorem 2.4]
whereas its support is derived in [54, Lemma 2.1]. The characterization of MIφ as a solution
to the functional equation (6.10) is given in [67, Theorem 1]. E
[
Iuφ
]
= MIφ(u + 1) < ∞ for
u ∈ (−1,∞) follows from (6.10). The expression of the integer moments of Iφ (6.11) can be
found in [16]. Finally, the claim E
[
euIφ
]
< ∞ for any u < φ(∞) is immediate from (6.11),
Wφ(n+1) =
∏n
k=1 φ(k), the monotonicity of φ, see Proposition 4.1(2), and the Taylor expansion
of the exponential function. The very last assertion follows from (6.9) with u =∞. 
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We end this part with the following statement which provides additional insights on the variable
Iφ and its proof is postponed to subsection 6.3.
Proposition 6.8. Let φ ∈ B. Then z 7→ MIφ(z) = Γ(z)Wφ(z) ∈ A(0,∞) is the unique solution in
the space of Mellin transforms of probability measures to the functional equation (6.10) valid on
the strip C(0,∞). If, in addition, φ(0) = m = 0, φ does not vanish on iR \{0} and φ′(0+) <∞,
then z 7→ MIφ(z) = Γ(z)Wφ(z) ∈ A[0,∞) is the unique solution on C[0,∞).
6.2. The functional equations (6.6) and (6.10) on R+. We start the proof of the main
results of this Chapter with the following result which can be seen as a generalization of the
Bohr-Mollerup-Artin classical characterization of the Gamma function. It is essentially due to
Webster [103].
Lemma 6.9. Let φ ∈ B. Then, we have, for all u > 0,
(6.12) MVφ(u) =Wφ(u),
with 0 ≤ γφ + lnφ(1) ≤ φ
′(1)
φ(1) < ∞. Moreover, MVφ is the unique positive log-convex solution
to (6.6) on R+. Similarly, we have, for all u > 0,
(6.13) MIφ(u) =
Γ(u)
Wφ(u)
,
and, MIφ is the unique positive log-convex solution to (6.10) on R+.
Proof. From the items (2) and (6) of Proposition 4.1, for any φ ∈ B, the mapping u 7→ φ(u)
is positive and strictly log-concave on (0,∞) and the limit in (4.6) holds. This means that the
multiplier φ in (6.6) satisfies the conditions of [103, Theorem 7.1], which states that the limit
defining γφ in (6.2) exists and Wφ in (6.1) is the unique positive log-convex solution of (6.6)
on R+. We complete the proof of (6.12) by observing that MVφ(1) = 1, for any n ∈ N \ {0}
(6.14) MVφ(n+ 1) =Wφ (n+ 1) =
n∏
k=1
φ(k) = φ(n)MVφ(n),
and, by recalling that the mapping u 7→ MVφ(u), as the moments of order greater than −1
of a positive random variable, is a positive and log-convex function on R+. Thus, necessarily
MVφ(u) = Wφ(u) on R+. The bounds for γφ are provided in the comments preceding [103,
Theorem 7.1]. Next, note, from (4.6), that limx→∞
(x+u)φ(x)
xφ(x+u) = 1, for all u > 0, and from
Proposition 4.1(5) that u 7→ uφ(u) is log-concave and positive on R+. Thus, we can apply again
[103, Theorem 7.1] to the functional equation with initial condition (6.10) to conclude that
it has, on R+, a unique positive log-convex solution say Mφ given by the following infinite
product representation
(6.15) Mφ(u) = e−(γ−γφ)uφ(u)
u
∞∏
k=1
φ(u+ k)k
φ(k)(u+ k)
e
(
1
k
−φ′(k)
φ(k)
)
u
, for any u > 0,
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where with g(u) = u/φ(u), γg = γ − γφ in [103, Theorem 7.1] comes from the computation
γg = lim
n→∞
(
n∑
k=1
g′(k)
g(k)
− ln g(n)
)
= lim
n→∞
(
n∑
k=1
1
k
− lnn−
(
n∑
k=1
φ′(k)
φ(k)
− lnφ(n)
))
= γ − γφ.
Therefore, one may rewrite (6.15) using (6.1), for any u > 0, as follows
(6.16) Mφ(u) = Γ(u)
Wφ(u)
.
By proceeding as in the previous case, we conclude the proof of (6.13) after recalling that
MIφ(n+ 1) = nφ(n)MIφ(n) for n ∈ N \ {0}. 
As the Mellin transform of some positive variables which have all momentsof order greater
than −1 finite, see (6.12) and (6.13), it is well-known that both MVφ and MIφ admit an
analytical extension to (at least) C(0,∞). Thus, the uniqueness property stated in Theorem 6.1
(resp. Proposition 6.8), that isWφ =MVφ (resp. ΓWφ =MIφ) is the unique solution in the space
of Mellin transforms of probability measures of the functional equation (6.6) (resp. (6.10)), is
an immediate consequence of an analytical extension argument combined with the uniqueness
property established on the positive real line in (6.12) and (6.13) of Lemma (6.9). The next
two Sections contain the justification that the Bernstein-Weierstrass representation of MVφ
and MIφ is also valid on C(0,∞).
6.3. Proof of Theorem 6.1. We start by recalling that the proof of Theorem 6.1(1) was given
right after its statement and the proof of Theorem 6.1(3) follows, directly from the discussion
above, once the analyticity property stated in Theorem 6.1 (2), that isWφ ∈ A(0,∞), is justified.
To complete the proof of Theorem 6.1, it remains therefore to extend analytically the function
Wφ to the positive half-plane. Let now φ ∈ B, and, for the reader’s convenience, we recall,
from Section 4.3, for any a > 0 and b ∈ R, the following notation
∆ℜb φ(a) = ℜ(∆bφ(a)) = ℜ (φ(a+ ib)− φ(a)) =
∫ ∞
0
(1− cos(by)) e−ayµ(dy),
∆ℑb φ(a) = ℑ(∆bφ(a)) = ℑ (φ(a+ ib)− φ(a)) = σ2b+
∫ ∞
0
sin(by)e−ayµ(dy).
For z ∈ C(0,∞), i.e. z = a+ ib, with a > 0 and b ∈ R fixed, we write formally
(6.17) Zφ(z) =
∞∏
k=1
φ(k + a)
φ(k + z)
e
φ′(k)
φ(k)
ib
,
and, for any k ≥ 1,
Ak =
φ(zk)
φ(ak)
e
−φ′(k)
φ(k)
ib
,
where, for any number x and integer l, we set xl = x+ l. Then, we get that
φ(k)
φ(zk)
e
φ′(k)
φ(k)
z
=
φ(k)
φ(ak)
e
φ′(k)
φ(k)
a
A−1k .
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Thus, from (6.1) and Wφ solution on R+ to (6.6), see Lemma 6.9, then on C(0,∞)
(6.18) Wφ(z + 1) = φ(z)Wφ(z) = φ(a)Wφ(a)e
−iγφb
∞∏
k=1
A−1k = φ(a)Wφ(a)e
−iγφbZφ(z),
provided the last infinite product is absolutely convergent on C(0,∞) which by a standard result
in complex analysis will follow if
∑∞
k=1
∣∣A−1k − 1∣∣ <∞. To prove the latter it suffices to show
that
∑∞
k=1 |Ak − 1| <∞. To achieve this, first, observe that
Ak − 1 =
(
1 +
∆ℜb φ(ak) + i∆
ℑ
b φ(ak)
φ(ak)
)
e
−iφ′(k)
φ(k)
b − 1.(6.19)
Since from (4.25), 0 ≤ ∆ℜb φ(ak) ≤ b
2
2 |φ′′(ak)| and a 7→
∣∣∣φ′′(a)φ(a) ∣∣∣ is plainly non-increasing on R+
because φ′ is completely monotone and φ is non-decreasing, see Proposition 4.1(2), we get with
the help of (4.5) and (4.27) for the last inequality below that
∞∑
k=1
∣∣∣∣∆ℜb φ(ak)φ(ak)
∣∣∣∣ ≤ b22
∞∑
k=1
∣∣∣∣φ′′(ak)φ(ak)
∣∣∣∣
≤ b
2
2
( |φ′′(1 + a)|
φ(1 + a)
+
∫ ∞
a+1
∣∣∣∣φ′′(u)φ(u)
∣∣∣∣ du) ≤ 2(1 + a)2 + 2
√
10
1 + a
<∞.(6.20)
Thus, it remains to show that
∑∞
k=1
∣∣A¯k∣∣ <∞, where
A¯k =
(
1 +
i∆ℑb φ(ak)
φ(ak)
)
e
−φ′(k)
φ(k)
ib − 1
= (Ck(b)− 1)
(
1 + i
∆ℑb φ(ak)
φ(ak)
)
+ i
(
∆ℑb φ(ak)
φ(ak)
− Sk(b)
)
+
∆ℑb φ(ak)
φ(ak)
Sk(b),(6.21)
with Ck(b) = cos
(
φ′(k)
φ(k) b
)
and Sk(b) = sin
(
φ′(k)
φ(k) b
)
. We have, using the estimates (4.25) in the
second inequality and (4.4) in the second and third inequality, that
∞∑
k=1
∣∣∣∣(1− Ck(b))(1 + i∆ℑb φ(ak)φ(ak)
)∣∣∣∣ ≤ ∞∑
k=1
b2
(
φ′(k)
φ(k)
)2(
1 +
∣∣∣∣∆ℑb φ(ak)φ(ak)
∣∣∣∣)
≤
∞∑
k=1
b2
k2
(
1 +
∣∣∣∣bφ′(ak)φ(ak)
∣∣∣∣)
≤
∞∑
k=1
b2
k2
(
1 +
∣∣∣∣ bak
∣∣∣∣) <∞.(6.22)
Let us now consider the second term on the right-hand side of (6.21). Since from (4.4) we have
that 0 ≤ lima→∞ φ
′(a)
φ(a) ≤ lima→∞ 1a = 0, then for any k ≥ k0(b) large enough,
Sk(b) = b
φ′(k)
φ(k)
+ O
((
φ′(k)
φ(k)
)2)
.
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Therefore, as from (4.4)
∑∞
k=1
(
φ′(k)
φ(k)
)2
≤ ∑∞k=1 1k2 < ∞, to prove the summability of the
second term in (6.21) it remains to prove the finiteness of the sum
(6.23)
∞∑
k=1
∣∣∣∣∆ℑb φ(ak)φ(ak) − bφ
′(k)
φ(k)
∣∣∣∣ ≤ ∞∑
k=1
|b|
(
φ′(k)
φ(k)
− φ
′(ak)
φ(ak)
)
+
∞∑
k=1
∣∣∆ℑb φ(ak)− bφ′(ak)∣∣
φ(ak)
.
Since from Proposition 4.1(2), u 7→ φ′(u)φ(u) is non-increasing on R+, we get that
∞∑
k=1
(
φ′(k)
φ(k)
− φ
′(ak)
φ(ak)
)
≤
∞∑
k=1
(
φ′(k)
φ(k)
− φ
′(k + ⌈a⌉+ 1)
φ(k + ⌈a⌉+ 1)
)
=
⌈a⌉+1∑
k=1
φ′(k)
φ(k)
≤ 1 + ⌈a⌉ <∞.(6.24)
On the other hand, the form of ∆ℑb and the second expression for φ
′ in (4.3) yield that
∣∣∆ℑb φ(ak)− bφ′(ak)∣∣
φ(ak)
≤ 1
φ(ak)
∫ ∞
0
|sin(by)− by| e−akyµ(dy)
≤ 1
φ(ak)
(
|b|3
∫ 1
|b|
0
y3e−akyµ(dy) +
∫ ∞
1
|b|
(1 + |b|y)e−akyµ(dy)
)
≤ 1
φ(ak)
(
b2
∣∣φ′′(ak)∣∣+ ∫ ∞
1
|b|
(1 + |b|y)e−akyµ(dy)
)
,
where for the last inequality we have used the upper bound
|b|3
∫ 1
|b|
0
y3e−akyµ(dy) ≤ b2
∫ 1
|b|
0
y2e−akyµ(dy) ≤ b2
∫ ∞
0
y2e−akyµ(dy) = b2
∣∣φ′′(ak)∣∣ .
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Thus, as a 7→ |φ′′(a)|φ(a) is non-increasing on R+, with the help of (4.5) and (4.27) for the third
inequality, we get, recalling that ak = a+ k,
∞∑
k=1
∣∣∆ℑb φ(ak)− bφ′(ak)∣∣
φ(ak)
≤ b2
∞∑
k=1
|φ′′(ak)|
φ(ak)
+
∞∑
k=1
∫∞
1
|b|
(1 + |b|y)e−akyµ(dy)
φ(ak)
≤ b2
( |φ′′(1 + a)|
φ(1 + a)
+
∫ ∞
a+1
|φ′′(y)|
φ(y)
dy
)
+
∞∑
k=1
∫∞
1
|b|
(1 + |b|y)e−akyµ(dy)
φ(1 + a)
≤ b2
(
2
(a+ 1)2
+
2
√
10
a+ 1
)
+
∫∞
1
|b|
(1 + |b|y)e−ay e−y
1−e−yµ(dy)
φ(1 + a)
≤ b2
(
2
(a+ 1)2
+
2
√
10
a+ 1
)
+
∫∞
1
|b|
(1 + |b|y)e−aye−yµ(dy)
φ(1 + a)
(
1− e− 1|b|
)
≤ b2
(
2
(a+ 1)2
+
2
√
10
a+ 1
)
+
|b|e−
|b|−1
|b|
∫∞
1
|b|
e−ayµ(dy)
φ(1 + a)
(
1− e− 1|b|
) <∞.(6.25)
For the third term in (6.21), we have, using the second relation in (4.25) and | sin(y)| ≤ |y|, y ∈
R, in the first inequality and (4.4) in the second, that
(6.26)
∞∑
k=1
∣∣∣∣∆ℑb φ(ak)φ(ak) Sk(b)
∣∣∣∣ ≤ b2 ∞∑
k=1
|φ′(ak)|
φ(ak)
|φ′(k)|
φ(k)
≤ b2
∞∑
k=1
1
kak
<∞.
Then, we put (6.24) and (6.25) in (6.23) which together with (6.22) and (6.26) is used in
(6.21) to confirm that
∑∞
k=1
∣∣A¯k∣∣ < ∞. The latter triggers with the help of (6.20) and (6.19)∑∞
k=1 |Ak − 1| < ∞ and hence
∑∞
k=1
∣∣A−1k − 1∣∣ < ∞. An application of Montel’s Theorem in
(6.18) yields that the right-hand side of (6.1) defines a holomorphic function on C(0,∞) and since
Wφ (u+ 1) =MVφ(u+ 1) for u > −1, see (6.12), we have proved Theorem 6.1 for z ∈ C(0,∞).
When φ(0) = m > 0, we check that all computations above extend to the imaginary line iR as
(6.20), (6.22), (6.24), (6.25) and (6.26) do not explode for a = 0, and Wφ(0) = m
−1 ∈ (0,∞)
thanks to (6.6). Next, if dφ < 0 then plainly φ > 0 on (dφ, 0). Clearly, then the infinite product
in (6.1) extends holomorphically to C(dφ,∞). Indeed, only at most ⌈−dφ⌉ + 1 of its terms are
with argument whose real part is in (dφ, 0) and their product defines an analytic function.
The rest of the product is absolutely convergent and defines a holomorphic function as already
proved above. Since Wφ extends analytically to C(dφ,∞) the proof of Theorem 6.1(2) and hence
of Theorem 6.1 is therefore completed.
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6.4. Proof of Proposition 6.8. Proceeding as in the proof of Theorem 6.1, to show thatMφ
in (6.16) extends to a holomorphic function in C(0,∞), we set for any z = a+ ib, a > 0,
Mφ(z) = Γ(z)
Γ(a)
φ(z)
φ(a)
MIφ(a)e−iγφb
∞∏
k=1
φ(z + k)
φ(a+ k)
e
−iφ′(k)
φ(k)
b
=
Γ(z)
Γ(a)
φ(z)
φ(a)
MIφ(a)e−iγφb
∞∏
k=1
Ak.
This completes the proof of Proposition 6.8 for z ∈ C(0,∞) sinceMφ =MIφ on R+ from (6.13)
and
∏∞
k=1Ak < ∞ from the proof of Theorem 6.1, where the uniqueness argument was also
discussed. If φ(0) = 0, φ does not vanish on iR \ {0} and φ′(0+) = σ2 + ∫∞0 µ¯(y)dy <∞ then
since φ 6≡ 0 we have that φ′(0+) > 0 and zφ(z) extends to iR. Hence, through (6.10) and (6.15)
the left- and right-hand side of MIφ(z) = Γ(z)Wφ(z) extend to C[0,∞).
We mention that, as from Theorem 6.1, MVφ = Wφ, the results regarding estimates of the
Mellin transformMVφ , throughout the rest of this section will be stated in terms of Wφ.
6.5. Proof of Theorem 6.2(1): Bounds for Wφ. In this part, we derive general bounds
for the absolute value of Wφ along imaginary lines which provide some bounds for the Mellin
transforms MVφ and MIφ . This will serve us to obtain exact asymptotic estimates along
imaginary lines for |Wφ| and |MIφ |, that we shall exploit to establish smoothness properties
of the invariant density as well as existence and smoothness properties of the sequence of
co-eigenfunctions. To obtain our results, we resort to the Bernstein-Weierstrass product rep-
resentation of the Mellin transform and extend an approach which has been used to derive
estimates of the gamma function, which can be found for instance in [71, Chap. 8]. Before
stating the next result, we revisit and introduce some notation. Let us recall that, for any
function φ ∈ B and numbers a and b > 0, we write
(6.27) Θφ(a, b) =
∫ ∞
a
b
ln
( |φ(bu+ ib)|
φ(bu)
)
du.
Furthermore, we set formally, for a, b ∈ R,
Eφ(a, b) = e
− 1
8
∞∫
a
|φ′′(u+ib)|
|φ(u+ib)| +
|φ′(u+ib)|2
|φ(u+ib)|2 du−
1
8
φ′(a)
φ(a)
and
(6.28) Z lφ(a, b) =
√
|φ(a+ ib+ l)|
φ(a+ l)
l−1∏
k=0
|φ(k + a+ ib)|
φ(k + a)
,
where we use the convention
−1∏
k=0
= 1. We are ready to state the following result.
Proposition 6.10. Let φ ∈ B. For any b ∈ R \ {0} and a > 0, we have
(1) 0 ≤ Θφ(a, |b|) ≤ π2 ,
(2) e−
19
8a ≤ Eφ(a, |b|) ≤ e 198a .
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(3) Moreover, if a > dφ, l ∈ N such that a+ l > 0,
Eφ(a+ l, |b|) Wφ(a)
Z lφ (a, |b|)
≤ |Wφ (a+ i|b|)|
e−|b|Θφ(a+l,|b|)
≤ Wφ(a)
Z lφ(a, |b|)Eφ(a+ l, |b|)
.(6.29)
If φ(0) = m > 0 and dφ = 0 then (6.29) extends to a = 0.
(4) With a > 0 and l ∈ N, we have that
Wφ(a)Z
l
φ (a, |b|)
Eφ (a+ l, |b|) ≤
∣∣MIφ (a+ i|b|)∣∣
e|b|Θφ(a+l,|b|) |Γ(a+ i|b|)| ≤Wφ(a)Z
l
φ (a, |b|)Eφ (a+ l, |b|) .(6.30)
Remark 6.11. The upper bound for Θφ(a, |b|), that is, π2 , is attained when φ(u) = u and b =∞.
In this case Wφ(z) = Γ(z).
Proof. Note that for φ ∈ B, z = a+ ib with a, b > 0, and with the usual notation for ∆b, ∆ℜb
and ∆ℑb used in subsection 6.3, we have that
(6.31)
|φ(a+ ib)|
φ(a)
=
∣∣∣∣1 + ∆bφ(a)φ(a)
∣∣∣∣ ≥ (1 + ∆ℜb φ(a)φ(a)
)
≥ 1,
since, from (4.25), ∆ℜb φ(a) ≥ 0. Thus, we get that Θφ(a, b) ≥ 0. Next, using the first identity
in (4.2), we deduce that
|φ(bu+ ib)| ≤ m+ σ2 |bu+ ib|+ |bu+ ib|
∫ ∞
0
e−buyµ¯(y)dy
≤
√
1 +
1
u2
(
m+ σ2bu+ bu
∫ ∞
0
e−buyµ¯(y)dy
)
=
√
1 +
1
u2
φ(bu).(6.32)
Hence, after performing an obvious change of variables, we get that
Θφ(a, b) ≤
∫ ∞
0
ln
(√
1 +
1
u2
)
du =
π
2
,
which concludes item (1). From (6.18), we have that
(6.33) |Wφ(z)| =Wφ(a) φ(a)|φ(z)|
∞∏
k=1
∣∣∣∣φ(a+ k)φ(z + k)
∣∣∣∣ =Wφ(a) φ(a)|φ(z)| |Zφ(z)| .
Let in the sequel z = a + ib, b > 0, a > dφ or a ≥ 0, if φ(0) = m > 0 and dφ = 0, and l ∈ N
such that al = a+ l > 0. Then, we denote by
(6.34)
φ(a)
|φ(z)| |Zφ(z)| =
l∏
k=0
∣∣∣∣ φ (ak)φ (a+ k + ib)
∣∣∣∣ limn→∞ eSn(al,b),
where we recall that ak = a+ k and we have set
Sn (al, b) = ln
(
n∏
k=1
φ(ak+l)
|φ(ak+l + ib)|
)
.
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Therefore, from (6.33) and (6.34) it remains to estimate Sn (al, b), as n→∞. For this purpose
we rewrite
Sn(al, b) = ln
(
n∏
k=1
φ(ak+l)
|φ(ak+l + ib)|
)
= −
n∑
k=0
(ln |φ(ak+l + ib)| − lnφ(ak+l)) + ln |φ(al + ib)|
φ(al)
.
Then the approximation techniques developed in [71, Section 8.2 (2.01)] for the gamma function
are valid for any twice differentiable function f such that
∫ n
0 |f ′′(u)| du <∞ and take the form
n∑
k=0
f(k) =
∫ n
0
f(u)du+
1
2
f(0) +
1
2
f(n) +
∫ n
0
B2 −B2(u− [u])
2
f ′′(u)du,
where B2 is the Bernoulli number and B2(u) the Bernoulli polynomial as defined in [71, Section
8.1]. Applying this to the sum in Sn(al, b) above with f(u) = ln
( |φ(al+ib+u)|
φ(al+u)
)
, u ≥ 0, we get
Sn(al, b) = −
∫ n
0
ln
( |φ(u+ al + ib)|
φ(u+ al)
)
du− 1
2
ln
( |φ(al+n + ib)|φ(al)
|φ(al + ib)|φ(al+n)
)
(6.35)
+EBφ (n, al)− EBφ (n, al + ib),
where formally EBφ (n, z) =
∫ n
0
B2−B2(u−[u])
2 (ln |φ(u+ z)|)′′ du. Next, note that
ln
( |φ(al+n + ib)|
φ(al+n)
)
= ln
(∣∣∣∣1 + ∆ℜb φ(al+n) + i∆ℑb φ(al+n)φ(al+n)
∣∣∣∣)
=
1
2
ln
(
1 + 2
∆ℜb φ(al+n)
φ(al+n)
+
(
∆ℜb φ(al+n)
φ(al+n)
)2
+
(
∆ℑb φ(al+n)
φ(al+n)
)2)
≤ 1
2
ln
(
1 + b2
|φ′′(al+n)|
φ(al+n)
+
b4
4
|φ′′(al+n)|2
φ2(al+n)
+ b2
(φ′(al+n))2
φ2(al+n)
)
,(6.36)
where we have used (4.25) for the inequality. Thus, from (6.31) for the first inequality and
(4.4) and (4.5) for the second, we deduce that
(6.37) 0 ≤ lim
n→∞ ln
( |φ(al+n + ib)|
φ(al+n)
)
≤ 1
2
lim
n→∞ ln
(
1 +
2b2
(l + n)
+
b4 + b2
(l + n)2
)
= 0.
Using the same inequality as in (6.36) to the integral term appearing on the right-hand side of
(6.35), and the estimates in (4.27), we conclude, thanks to the dominated convergence theorem,
that, for any al, b > 0,
(6.38) lim
n→∞
∫ n
0
ln
( |φ(u+ al + ib)|
φ(u+ al)
)
du =
∫ ∞
0
ln
( |φ(u+ al + ib)|
φ(u+ al)
)
du.
Since φ is log-concave on R+, see Proposition 4.1(2), which means that its second derivative
does not change sign, then by the estimate [71, Section 8.2, (2.04)] (with m = 1 and f(u) =
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lnφ(al + u) in the notation of [71, Section 8.2, (2.04)]), we get that
lim
n→∞
∣∣EBφ (n, al)∣∣ ≤ −18 limn→∞
∫ n
0
(lnφ(al + u))
′′ du =
1
8
φ′(al)
φ(al)
≤ 1
8al
,(6.39)
where, we have used that (4.4) implies limn→∞
φ′(al+n)
φ(al+n)
= 0 and the last inequality itself. Next,
we focus on EBφ (n, al + ib). Since (ln |φ(u+ ib)|)′′ ≤
∣∣(lnφ(u+ ib))′′∣∣ , as (lnφ(u+ ib))′′ =
(ln |φ(u+ ib)|)′′ + i (arg(φ(u+ ib)))′′, we have according to [71, Section 8.2, (2.04)] that
lim
n→∞
∣∣EBφ (n, al + ib)∣∣ ≤ 18
∫ ∞
0
∣∣(lnφ(u+ al + ib))′′∣∣ du
=
1
8
∫ ∞
0
∣∣∣∣∣φ (u+ al + ib)φ′′ (u+ al + ib)− (φ′ (u+ al + ib))2(φ (u+ al + ib))2
∣∣∣∣∣ du
≤ 1
8
∫ ∞
al
(
|φ′′ (u+ ib)|
|φ (u+ ib)| +
( |φ′ (u+ ib)|
|φ (u+ ib)|
)2)
du
≤ 1
8
∫ ∞
al
(√
10
|φ′′(u)|
φ(u)
+ 10
(
φ′(u)
φ(u)
)2)
du ≤ 2
√
10 + 10
8al
,(6.40)
where for the final two inequalities we have employed all the estimates of (4.27). Collecting
(6.37), (6.38), (6.39) and (6.40) we immediately deduce the upper bound
lim
n→∞Sn(al, b) ≤
1
8
∫ ∞
al
(
|φ′′ (u+ ib)|
|φ (u+ ib)| +
( |φ′ (u+ ib)|
|φ (u+ ib)|
)2)
du+
1
8
φ′(al)
φ(al)
−
∫ ∞
0
ln
( |φ (u+ al + ib)|
φ (u+ al)
)
du+
1
2
ln
( |φ (al + ib)|
φ(al)
)
,
= ln
(
1
Eφ(al, |b|)
)
− bΘφ(al, b) + 1
2
ln
( |φ (al + ib)|
φ(al)
)
.
The lower bound is the same but with error term ln (Eφ(al, |b|)). Therefore, from (6.34), the
definition of Z lφ, see (6.28) and the definition of Zφ, see (6.17), we get that
(6.41)
Eφ(al, b)
e−|b|Θφ(al ,|b|)
Z lφ(a, z)
≤ φ(a)|φ(z)| |Zφ(z)| =
φ(a)
|φ(z)|
∞∏
k=1
∣∣∣∣φ(k + a)φ(k + z)
∣∣∣∣ ≤ 1Eφ(al, b) e
−|b|Θφ(al,|b|)
Z lφ(a, z)
.
Then (6.41) via (6.33) proves (6.29), which establishes the whole item (3) since we have allowed
for all possible values of a claimed in item (3). The case when b < 0 is dealt with in the same
manner since, for all a > 0 and b ∈ R,
(6.42) ℑφ(a− ib) = −ℑφ(a+ ib) and ℜφ(a+ ib) = ℜφ(a− ib).
Item (2) follows by gathering the very last upper bounds in (6.39) and (6.40). The bounds
(6.30) follow from Proposition 6.8, since MIφ(z) = Γ(z)Wφ(z) and the previous result. 
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6.5.1. Proof of Theorem 6.2(1). Choosing l = 0 in (6.29) and using the definition of Z0φ(a, |b|)
given in (6.28), one gets, for any b ∈ R and a > 0,
Eφ(a, |b|)e−|b|Θφ(a,|b|)
√
φ(a)
|φ(a+ ib)|Wφ(a) ≤ |Wφ (a+ i|b|)| ≤
√
φ(a)
|φ(a+ ib)|
Wφ(a)
Eφ(a, |b|)e
−|b|Θφ(a,|b|).
We complete the proof of item (1) by using the bounds for Eφ (a, |b|) stated in Proposition
6.10(2).
6.6. Large asymptotic behaviours of Wφ along imaginary lines. From the bounds
(6.29), which hold for any φ ∈ B, we are able to derive precise information regarding the
decay of |Wφ| and |MIφ | along imaginary lines. We emphasize that these asymptotic estimates
are interesting in their own right as we offer comprehensive statements for the entire class of
Bernstein-Weierstrass products which encompasses many substantial special functions. How-
ever, our motivation to investigate in depth and accurately this large asymptotic behaviour
comes from several substantial issues that arise later in this work, such as the existence and
uniform asymptotic bounds of the sequence of co-eigenfunctions, and, that can be solved by
means of Mellin transform techniques.
6.6.1. Necessary and sufficient conditions for exponential decay of Wφ. We start by providing
necessary and sufficient conditions for the exponential decay of |Wφ| along imaginary lines in
terms of φ ∈ B and its characteristic triplet (m,σ2, µ). Below the notation
f(a+ ib)
∞≈ g(a+ ib) (resp. f(a+ ib)
∞
. g(a+ ib)),
for z = a + ib ∈ C means that there exist positive finite constants c−(a) and c+(a) (resp. a
positive finite constant c+(a)) such that
c−(a) ≤ lim
|b|→∞
∣∣∣∣f(a+ ib)g(a+ ib)
∣∣∣∣ ≤ lim|b|→∞
∣∣∣∣f(a+ ib)g(a+ ib)
∣∣∣∣ ≤ c+(a)(6.43)
(resp. lim
|b|→∞
∣∣∣∣f(a+ ib)g(a + ib)
∣∣∣∣ ≤ c+(a)).
Proposition 6.12. Let φ ∈ B.
(1) For any a ≥ 0, writing Θφ(a) = lim
|b|→∞
Θφ(a, |b|) and simply Θφ = Θφ(0), we have that
Θφ = Θφ(a) and
(6.44) Θφ ∈
[
0,
π
2
]
.
(2) For any φ ∈ B and a > 0, we have that
(6.45)
e−
π
2
|b|
|b| 12
∞
.
e−
π
2
|b|√|φ(a+ ib)| ∞. |Wφ(a+ ib)| .
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(3) ψ ∈ NΘ, i.e. Θφ > 0, if and only if, for any a > 0 and ǫ > 0, we have that
(6.46)
e−
π
2
|b|
|b| 12
∞
.
e−
π
2
|b|√|φ(a+ ib)| ∞. |Wφ(a+ ib)| ∞. e
−(Θφ−ǫ)|b|√|φ(a+ ib)| .
If φ(0) = m > 0 and dφ = 0 then the estimate extends to a = 0.
In all cases, we can retrieve, from Proposition 6.10, the positive constants c−(a) and c+(a)
defined in (6.43).
Remark 6.13. Estimate (6.46) together with MVψ = Wφ being the Mellin transform of ν
yield the validity of (1.37) which in turn shows that ν ∈ A(Θφ), i.e. it is holomorphic in the
sector C
(
Θφ
)
=
{
z ∈ C; | arg z| < Θφ
}
and verifies Theorem 5.2(3), i.e. ψ ∈ NΘ implies that
ν ∈ A(Θφ).
Remark 6.14. We mention that in some statements here and also below we focus on the case,
ψ ∈ N , i.e. φ ∈ BN . However, up to some minor and obvious modifications, they can easily
be extended to the general case φ ∈ B. We also point out that the estimate (6.47) below can
serve for more precise study of the asymptotic.
Proof. Recall the definition of Θφ, (6.27), and put Θφ(0, |b|) = Θφ(|b|). First, from (6.31) in
the first inequality and (6.32) in the second, we have that
Θφ(|b|) ≥ Θφ(a, |b|) = Θφ(|b|)−
∫ a
|b|
0
ln
( |φ(|b|(u + i))|
φ(|b|u)
)
du
≥ Θφ(|b|)−
∫ a
|b|
0
ln
(√
1 +
1
u2
)
du
= Θφ(|b|)− a|b| ln
(
1 +
b2
a2
)
− arctan
(
a
|b|
)
∞
= Θφ(|b|)− o (1) .(6.47)
Hence, from Proposition 6.10(1), we deduce that
Θφ = lim
|b|→∞
Θφ(a, |b|) = lim
|b|→∞
Θφ(|b|) ∈
[
0,
π
2
]
,
and, the proof of (6.44) is completed. We prove (6.45) by using the lower bound in (6.29) with
l = 0 since from the second claim of Proposition 4.1(3) we have that |φ(z)| ∞= σ2|z| + o (|z|) ,
as z = a+ ib, a > 0 fixed and as |b| → ∞. Next, let Θφ > 0 then (6.46) follows from the upper
bound of (6.29) with l = 0 and (6.47). Since all constants in Proposition 6.10 are explicit we
can recover the constants c±(a). This ends the proof. 
We proceed by providing sufficient conditions for Θφ > 0, that is for the exponential decay of
the Mellin transforms along imaginary lines which are stated in Theorem 1.9(1).
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6.7. Proof of Theorem 1.9(1). Let us first prove that ψ ∈ NΘ implies r = φ (∞) = ∞.
Thanks to (6.29) with l = 0 it will suffice to show that for some a > 0, bΘ(a, b) = o (b) , as
b → ∞, since then we get lim
b→∞
Θ(a, b) = Θφ = 0, that is a contradiction with the definition
of NΘ, see Table 2. However, ψ(z) = zφ(z) with φ ∈ BN , and if φ (∞) = Π (0+) + m =∫∞
0 Π(y)dy +m <∞, then σ2 = 0 and for any fixed y > 0
lim
b→∞
φ (by + ib)
φ(by)
= 1 + lim
b→∞
∫∞
0
(
1− eibu) e−byuΠ(u)du
φ(by)
= 1,
since limb→∞ φ(by) = φ(∞) <∞ and
lim
b→∞
∣∣∣∣∫ ∞
0
(
1− eibu
)
e−byuΠ(u)du
∣∣∣∣ ≤ 2 limb→∞
∫ ∞
0
e−byuΠ(u)du = 0.
Therefore, from the definition of Θ (a, b), see Theorem 6.2(1) and (6.32) which ensures the
application of the dominated convergence theorem we deduct that bΘ(a, b) = o (b). Next, we
show that if ψ ∈ NG, i.e. lim
u→∞
Π( 1u)
ψ(u) > 0 or σ
2 > 0 then Θφ > 0, i.e. ψ ∈ NΘ. Let first assume
that σ2 > 0 and recall that φ(ba+ ib)− φ(ba) = ∆ℜb φ(ba) + i∆ℑb φ(ba), see Section 4.3 for more
information on these functions. The positivity ofthe integrand that defines Θφ(a, b), see (6.31)
and (6.27), the fact that ∆ℜb φ(ba) ≥ 0, the definition of Θφ, see Proposition 6.12(1) and Fatou’s
lemma yield that
2Θφ = 2 lim
b→∞
∫ ∞
0
ln
( |φ(b(a+ i))|
φ(ba)
)
da ≥
∫ ∞
1
lim
b→∞
ln
(
1 +
(
∆ℑb φ(ba)
φ(ba)
)2)
da.
By means of Proposition 4.1(3) we have that φ(ba) = σ2ba+o (ba). This coupled with the first
set of inequalities in (4.28) of Lemma 4.6, which is applicable since φ ∈ BN , gives that for all
b big enough and a ≥ 1
∆ℑb φ(ba)
φ(ba)
≥ σ
2b+
(
e−πa − e−2πa) ∫ πb0 sin(by)Π(y)dy
2σ2ba
≥ σ
2 + C1e
−πa (1− e−πa) ∫ 1b0 yΠ(y)dy
2σ2a
,
where for the second inequality we have used sin(by) ≥ C1by, for some C1 > 0 valid on y ∈(
0, 1b
)
. Since limb→∞
∫ 1
b
0 yΠ(y)dy = 0, as
∫ 1
0 y
2Π(dy) <∞, see (4.18), we get the bound
(6.48) Θφ ≥
1
2
∫ ∞
1
ln
(
1 +
1
4a2
)
da > 0.
This completes the proof for b → ∞ and σ2 > 0. If b → −∞, σ2 > 0, the arguments around
(6.42) deduct the same lower bound. Assume that σ2 = 0, b > 0. Observe that
(6.49) Θφ = lim
b→∞
∫ ∞
0
ln
( |φ(ba+ ib)|
φ(ba)
)
da ≥
∫ ∞
0
lim
b→∞
ln
(
1 +
∆ℜb φ(ba)
φ(ba)
)
da,
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thanks to (6.31) and the Fatou’s lemma. Note that, for any a > 0,
b∆ℜb φ(ba) =
∫ ∞
0
(1− cos(y)) e−ayΠ
(y
b
)
dy.
From the inequality 1− cos(y) = 2 (sin (y/2))2 ≥ 2 ( yπ)2 valid on y ∈ (0, 1), we get that
(6.50) b∆ℜb φ(ba) ≥ 2
e−a
π2
∫ 1
0
y2Π
(y
b
)
dy ≥ 2
3π2
e−aΠ
(
1
b
)
.
Recall that ∆ℜb φ(ba) ≥ 0. Thus, from (6.49), the positivity of the integrand therein and the
fact that φ is non-decreasing, we confirm that
Θφ = lim
b→∞
Θφ(|b|) ≥
∫ 1
0
lim
b→∞
ln
(
1 +
2
3π2
e−a
Π
(
1
b
)
bφ(b)
)
da.(6.51)
Since bφ(b) = ψ(b) and ψ ∈ NG with σ2 = 0, we deduce, with lim
b→∞
Π( 1b )
ψ(b) > C2 > 0, that the
following inequality holds
Θφ ≥
∫ 1
0
ln
(
1 +
2C2
3π2
e−a
)
da > 0,
which gives the proof for b → ∞, ψ ∈ NG and σ2 = 0. The case b → −∞ comes from (6.42).
Relation (1.16) follows from the global asymptotic (4.7) for φ given in Proposition 4.1(7).
6.8. Proof of Theorem 6.2 (2b): Examples of large asymptotic estimates of |Wφ|. For
the eigenvalues expansions of the gL semigroups, it is important to provide precise bounds for
the norm of the sequence of co-eigenfunctions. Among the different strategies we implement to
get such estimates is the Mellin transform technique. For this reason, in this part, we deepen
our analysis on the asymptotic estimate of |Wφ(a+ ib)| by either computing Θφ for substantial
subclasses of BN , or, detailing the exact subexponential decay for some subclasses. The results
presented below extend with minor modifications to |Wφ(a+ ib)| for φ ∈ B.
6.8.1. Proof of Theorem 6.2(2(b)i): The case ψ ∈ NP . In the case σ2 > 0, i.e. ψ ∈ NP , we
obtain precise bounds particularly when in addition Π(0+) <∞, or, if we have a good control
on the tail Π. For this purpose we introduce the following notation. For any a > 0, b ∈ R, we
set
(6.52) L(a, |b|) = 1
σ2
∫ 1
0
e−ay
∣∣∣∣sin( |b|y2
)∣∣∣∣Π(y)dyy
and
L(a, |b|) ≤ L(|b|) = sup
r≤|b|
L(0, r).
Proposition 6.15. Let ψ ∈ NP . Fix any a > dφ = sup{u ≤ 0; φ(u) = −∞ or φ(u) = 0}.
Then
(6.53)
1
|b| 12
e−
π
2
|b| ∞. |Wφ(a+ ib)|
∞
. |b| 4mσ2 +a− 12 e−π2 |b|+L(|b|),
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with L (|b|) ∞= o (|b|). Moreover, when Π(0+) < ∞, we have L(|b|) ∞= O(ln(|b|)), and, if for all
y ∈ (0, 1), Π(y) ≤ Cy−α with α ∈ (0, 1), then
(6.54) L(|b|) ∞= O(|b|α) .
The proof of Proposition 6.15 is postponed after the following lemma whose statement requires
some further notation. Set φ(z) = zg(z) and write formally
(6.55) W g(z) =
e−γgz
g(z)
∞∏
k=1
g(k)
g(k + z)
e
g′(k)
g(k)
z
,
where γg = γφ − γ and γ is the Euler-Mascheroni constant. We first show that W g ∈ A(dφ,∞)
and give bounds on
∣∣W g(z)∣∣.
Lemma 6.16. Let ψ ∈ NP .
(1) Then W g ∈ A(dφ,∞) and we have, on C(dφ,∞), that
(6.56) Wφ(z) = Γ(z)W g(z).
(2) There exists k0 = k0(m,σ
2) ∈ N \ {0} such that, with z = a+ ib, a > 0,
e−Wk0 (a+ib)−L(a,|b|)
Ck0(a, |b|)
≤
∣∣W g (a+ ib)∣∣
W g(a)
≤ Ck0(a, |b|)eWk0 (a+ib)+L(a,|b|),(6.57)
where L(a, |b|) is defined in (6.52),
(6.58) Wk0(z) = ln
∣∣∣∣∣
k0∏
k=0
g(k + a)
g(k + z)
∣∣∣∣∣ ,
lim
|z|→∞
Wk0(z) = lim|z|→∞
ln
∣∣∣∏k0k=0 g(k+a)g(k+z) ∣∣∣ = ∏k0k=0 g(k+a)σ2k0+2 and
Ck0(a, |b|) =
(
1 +
|b|
1 + a
) 4m
σ2
e
4e
σ2
∫∞
1
e−(k0+a)y
1−e−y Π(y)dy .
Remark 6.17. The mapping z 7→ 1g(z) = zφ(z) has a root at zero if m > 0, which compensates the
pole coming from Γ(z) in (6.56) to ensure that Wφ(0) = E
[
V −1φ
]
= φ(0) = m. If Wφ extends
further to the left then a zero of 1g at zero coming from a term in the product in (6.55) cancels
the impact of the poles of Γ(z) at z = −1,−2, · · · .
Proof. Since g(z) = φ(z)z , we get, from (6.1) and the Weirstrass product representation of the
gamma function, that (6.56) formally holds provided W g is holomorphic. Due to its definition
in (6.55), this will follow if the involved infinite product is absolutely convergent. However,
since the products defining Wφ and Γ are both absolutely convergent on C(0,∞) from (6.55),
W g is absolutely convergent on C(0,∞) and the analyticity follows. When dφ < 0, (6.56) follows
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from an argument involving the recurrent equation (6.6). In the sequel we provide the bounds
for
∣∣W g(z)∣∣. To this end put z = a+ ib, a > dφ, b > 0, and set
W g(z) =
e−γga
g(a)
∞∏
k=1
g(k)
g(k + a)
e
g′(k)
g(k)
a × g(a)e
−iγgb
g(z)
∞∏
k=1
g(k + a)
g(k + z)
e
i g
′(k)
g(k)
b
=W g(a)W
(a)
g (z),
and, we proceed to estimate
∣∣∣W (a)g (z)∣∣∣. Since φ ∈ BN , then Proposition 4.1(8) gives that
µ¯(y) = Π(y), y > 0, and then the first identity of (4.2) gives on C(dφ,∞) \ {0} that
g(z) =
φ(z)
z
=
m
z
+ σ2 +
∫ ∞
0
e−zyΠ(y)dy.
For any u = a+ k > 0 and b > 0,
g(u)
g(u+ ib)
= 1 + σ−2
mib
u(u+ib) +
∫∞
0 e
−uy(1− e−iby)Π(y)dy
1 + σ−2
(
m
u+ib +
∫∞
0 e
−uy−ibyΠ(y)dy
) = 1 + ρm(u, b) + ρΠ(u, b)
1 + ρ˜m(u, b) + ρ˜Π(u, b)
,
where each term ρ or ρ˜ in the last expression matches the corresponding term in the middle
one. Set C = mσ−2. We have the following bounds |ρ˜Π(u, b)| ≤ σ−2
∫∞
0 e
−uyΠ(y)dy,
|ρ˜m(u, b)| ≤ C
u+ b
and |ρm(u, b)| ≤ Cb
u(u+ b)
(6.59)
which all tend to zero as u→∞. Thus, for u ≥ u0 > 0, where u0 = u0(m,σ2), such that
1− |ρ˜m(u, b)| − |ρ˜Π(u, b)| ≥ 1
2
,
we have using
∣∣1− e−iby∣∣ = 2 ∣∣∣sin( by2 )∣∣∣ that∣∣∣∣ g(u)g(u+ ib) − 1
∣∣∣∣ ≤ 2Cbu(u+ b) + 2σ2
∫ ∞
0
e−uy
∣∣∣1− e−iby∣∣∣Π(y)dy
≤ 4Cb
u(u+ b)
+
4
σ2
(∫ ∞
1
e−uyΠ(y)dy +
∫ 1
0
e−uy
∣∣∣∣sin(by2
)∣∣∣∣Π(y)dy) .(6.60)
Splitting the product that defines W
(a)
g at k0 = k0(m,σ
2) = ⌈u0⌉+2+ |a|, using (6.60), (6.58)
for the definition of Wk0 and ln(1 + x) ≤ x, x ≥ 0, we get that(
ln
∣∣∣W (a)g (a+ ib)∣∣∣− lnWk0 (a+ ib)) = ∞∑
k=k0
ln
∣∣∣∣ g(k + a)g(k + a+ ib)
∣∣∣∣ ≤ ∞∑
k=k0
∣∣∣∣ g(k + a)g(k + a+ ib) − 1
∣∣∣∣
≤
∞∑
k=k0
(
4Cb
(k + a)(k + a+ b)
+
4
σ2
(∫ ∞
1
Π(y)
e(k+a)y
dy +
∫ 1
0
e−(k+a)y
∣∣∣∣sin(by2
)∣∣∣∣Π(y)dy
))
≤ 4C
∑
k≥2
b
(k + a)(k + a+ b)
+ 4e
σ2
(∫ ∞
1
e−(k0+a)y
1− e−y Π(y)dy + L(a, b)
)
,
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where implicitly in the last term of the inequality to get L(a, b) we have used 1 − e−y ≥ y/e
on (0, 1). Furthermore, since
∑
k≥2
b
(k + a)(k + a+ b)
≤ lim
A→∞
∫ A
1
(
1
r + a
− 1
r + a+ b
)
dr = ln
(
1 +
b
1 + a
)
,
we obtain, with Ck0(a, b) defined in the statement of the lemma, that
e−Wk0 (a+ib)−L(a,b)
Ck0(a, b)
≤
∣∣∣W (a)g (a+ ib)∣∣∣ ≤ Ck0(a, b)eWk0 (a+ib)+L(a,b).
The bounds (6.57) follow for b > 0. The case b < 0 is dealt with similarly as in (6.42). 
Proof of Proposition 6.15. The lower bound in (6.53) is the lower bound in (6.46). We get from
(6.56) that |Wφ(z)| =
∣∣Γ(z)W g(z)∣∣. For z = a+ ib, a > 0 and |b| large enough the upper bound
in (6.53) follows from the classical asymptotic for the gamma function, i.e. for a > 0 fixed,
(6.61) |Γ(a+ i|b|)| ∞∼ Ca|b|a−
1
2 e−
π
2
|b|,
where Ca > 0, combined with (6.57) and taking into account all polynomial dependence on
|b|. If dφ < 0 and a ∈ (dφ, 0] then the functional equation (6.6) relates the asymptotic of
|Wφ(a+ ib)| to that of |Wφ(a+ [−dφ − 1] + ib)|. The polynomial decay in (6.53) is again
|b| 4mσ2 +a− 12 as on each iteration of (6.6) we collect a term of the type, for a fixed a, |φ(a+ ib)| ∞∼
σ2|b|, see Proposition 4.1(3). Next, recall the definition of L(a, |b|), see (6.52), and therefore,
observe, using | sin(y)| ≤ |y| ∧ 1, that, for any 0 < ǫ < 1,
0 ≤ lim
|b|→∞
L(a, |b|)
|b| ≤ lim|b|→∞
supr≤|b|L(0, r)
|b| = lim|b|→∞
L(|b|)
|b|
≤
∫ ǫ
0
Π(y)dy + lim
|b|→∞
∫ 1
ǫ Π(y)
dy
y
b
=
∫ ǫ
0
Π(y)dy,
which shows that L(|b|) ∞= o (|b|) since ∫ 10 Π(y)dy <∞, see (4.18). Finally, it remains to study
L(|b|) for specific instances. First, when Π(0+) <∞, we have that
sup
r≤|b|
L(0, r) = L(|b|) ≤ Π(0+)
∫ |b|
0
| sin(r)|
r
dr ≤ Π(0+) ln(|b|).
Then, if for some α ∈ (0, 1), Π(y) 0= O(y−α), then trivially
(6.62) L(|b|) ≤ C1|b|α
∫ b
0
∣∣∣sin(r
2
)∣∣∣ dr
r1+α
≤ C2|b|α,
which completes the proof of our Proposition 6.15. 
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6.8.2. Proof of Theorem 6.2(2(b)ii): The case ψ ∈ Nα. We continue to apply the theory
developed above to functions ψ which are regularly varying at infinity without aiming at the
most general case of regular variation. We simply attempt to illustrate the tractability of our
approach with the aim to compute explicitly and easily Θφ. We now show that for ψ ∈ Nα, with
α ∈ (0, 1), we have Θφ = π2α > 0. To this end set C¯ = CαΓ(α+1). Since ψ ∈ Nα, φ ∈ BN from
Proposition 4.1(8) we get that σ2 = 0, µ¯(y) = Π(y), y > 0, and Π(y)
0∼ C¯y−α, α ∈ (0, 1). The
latter and a standard Tauberian theorem imply that Proposition 4.1(7) can be augmented to
φ(a|b|) ∞∼ C¯Γ (1− α) aα|b|α. Next, for fixed a > 0 and |b| → ∞, we get from the first expression
for φ in (4.2) and µ¯(y) = Π(y)
0∼ C¯y−α that
φ(|b|a+ i|b|) = m+ (|b|a+ i|b|)
∫ ∞
0
e−i|b|y−|b|ayΠ(y)dy
= m+ (a+ i)
(∫ ∞
0
cos(y)e−yaΠ
(
y
|b|
)
dy − i
∫ ∞
0
sin(y)e−yaΠ
(
y
|b|
)
dy
)
∞∼ C¯|b|α (a+ i)
(∫ ∞
0
cos(y)e−ya
dy
yα
− i
∫ ∞
0
sin(y)e−ya
dy
yα
)
= C¯|b|α(a+ i)
∫ ∞
0
e−y(a+i)
dy
yα
= C¯Γ(1− α)(a + i)α|b|α.
In the last integral we have used Cauchy’s theorem on the closed contour [0, βa + iβ], [βa +
iβ, β], [β, 0] with β →∞ to the function e−zz−α which is holomorphic on C(0,∞). Since Proposi-
tion 6.12(1) holds we compute from (6.27) with a = 1 and the asymptotic relations above
Θφ = lim
|b|→∞
∫ ∞
1
b
ln
( |φ(bua+ ib)|
φ(ba)
)
da =
∫ ∞
0
lim
|b|→∞
ln
( |φ(ba+ ib)|
φ(ba)
)
da =
π
2
α.
The dominated convergence theorem holds thanks to inequality (6.32)
6.8.3. Proof of Theorem 6.2(2(b)iii): Examples of subexponential decay of |Wφ|. We further
illustrate our approach by detailing more examples that reveal again that for several important
families of Le´vy measures, we can derive explicit bounds for the rate of decay of |Wφ(z)|.
Proposition 6.18. Let ψ ∈ N \NP , i.e. σ2 = 0, and fix a > dφ.
(1) Assume that for some α ∈ (0, 1), lim
y→0
yαΠ(y) > 0 and φ(∞) = r < ∞. Then, there
exists Ca,α > 0 such that
|Wφ(a+ ib)|
∞
. e−Ca,α|b|
α
.
(2) Let us assume that lim
y→0
yΠ(y) > 0, then there exists Ca > 0 such that
|Wφ(a+ ib)|
∞
. e
−Ca |b|φ(b) .
(3) Let us assume that Π(y) = y−1 |ln y|2 1[0,1/2](y) then
|Wφ(a+ ib)|
∞
. e−(ln b)
3
.
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Proof. First, we observe that by combining (6.50) with (6.51), we get, for b ∈ R,
|b|Θφ(|b|) ≥ |b|
∫ 1
0
ln
1 + Ce−y Π
(
1
|b|
)
|b|φ(|b|)
 dy ≥ |b| ln
1 + C1 Π
(
1
|b|
)
|b|φ(|b|)
 ,(6.63)
where C1 = Ce
−1 > 0. The two first statements are direct applications of (6.63). Indeed,
if φ(∞) < ∞ then from (4.8) ∞ > Π(0+) ≥ ∫ a0 Π(y)dy ≥ aΠ(a), for any a ∈ (0, 1). Thus
lima→0 aΠ(a) = 0 and so with ln(1+x)
0∼ x in (6.63) we conclude the claim using lim
y→0
yαΠ(y) >
0. Item (2) follows from (6.63) and lim
y→0
yΠ(y) > 0. Item (3) follows similarly by observing that
for u > 1/2, φ(u) = uln(u) and plugging this expression in (6.63). 
6.8.4. Asymptotic of the Mellin transform in the case ψ ∈ N c∞. Finally, we study the case
when ψ ∈ N c∞, i.e. Π(0+) < ∞ and σ2 = 0, which corresponds to the Laplace exponent of a
spectrally negative compound Poisson process with a positive drift.
Lemma 6.19. Let ψ ∈ N c∞. Then, φ(u) = −
∫∞
0 e
−uyΠ(y)dy+r, where recall that r = φ(∞) =
Π(0+) +m. Then, for z ∈ C(dφ,∞),
(6.64) Wφ(z) =
rz
φ(z)
∞∏
k=1
φ(k)
φ(k + z)
.
On the real line Wφ(u)r
−u is bounded and decreasing, as u→∞, and for fixed a > 0,
(6.65) lim
|b|→∞
|Wφ(a+ ib)| = 0.
Proof. Since lim
n→∞ lnφ(n) = ln r then from (6.2) limn→∞
∑n
k=1
φ′(k)
φ(k) = ln r+ γφ and (6.64) follows
immediately from (6.1). To conclude the other statements we study the product in (6.64). As
u 7→W φ(u) =
∞∏
k=1
φ(k)
φ(k + u)
is bounded and decreasing on R+,
we deduce that Wφ(u) ∈ [0, 1]. It remains to show (6.65). For any a > 0, we employ (6.29)
with l = 0. Substituting the expression φ(z) = − ∫∞0 e−zyΠ(y)dy + r in (6.27) we get that
bΘφ(a, |b|) = b
∫ ∞
a
b
ln
∣∣∣∣∣r−
∫∞
0 e
−buy−ibyΠ(y)dy
r− ∫∞0 e−buyΠ(y)dy
∣∣∣∣∣ du
= b
∫ ∞
a
b
ln
∣∣∣∣∣1 +
∫∞
0 e
−byu (1− e−iby)Π(y)dy
φ(bu)
∣∣∣∣∣ du.
Since φ is non-decreasing choose a > 0 big enough so that
sup
u≥ a
b
∣∣∫∞
0 e
−byu (1− e−iby)Π(y)dy∣∣
φ(bu)
≤ 2Π(0
+)
aφ(a)
<
1
2
.
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Using, ln |1 + z| ≥ C|z|, with some C > 0, for all |z| < 12 , we get that
bΘφ(a, |b|) ≥ C
φ(a)
b
∫ ∞
a
b
∣∣∣∣∫ ∞
0
e−byu
(
1− e−iby
)
Π(y)dy
∣∣∣∣ du.
From Lemma 4.6
∫∞
0 e
−byu sin(by)Π(y)dy = ∆ℑb φ(bu) ≥ 0. Therefore, we complete the proof
by estimating from below with the real part of the expression above that is
lim
b→∞
b
∫ ∞
a
b
∫ ∞
0
e−byu (1− cos(by)) Π(y)dydu = lim
b→∞
∫ ∞
0
e−ay (1− cos(by)) Π(y)dy
y
= lim
b→∞
∫ ∞
0
e−
a
b
y (1− cos(y)) Π
(y
b
) dy
y
= ∞.
Thus, limb→∞ bΘφ(a, |b|) = ∞ and from (6.29) with l = 0 (6.65) holds for all a big enough
since all other quantities in (6.29) with l = 0 are bounded when Π(0+) < ∞. However, from
(6.6) we also deduce that (6.65) holds for all a > dφ. 
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7. Intertwining relations and a set of eigenfunctions
In this section, we elaborate and exploit intertwining relations that relate the entire class of
generalized Laguerre semigroups to the classical Laguerre semigroup of order 0. This commu-
tation relation between NSA semigroups and a self-adjoint semigroup is the central concept
in our development of the spectral decomposition of these operators. In this perspective, it is
proved to be very useful to characterize a set of eigenfunctions of the gL semigroups and to
provide properties of this set regarded as a sequence in a Hilbert space.
Let us recall that Q = (Qt)t≥0 denotes the classical Laguerre semigroup associated via the
Lamperti bijection to ψ(u) = u2, i.e. σ2 = 1, m = 0 and Π ≡ 0 in (1.3), and its associate Feller
process is a diffusion. Basic facts about this semigroup are reviewed in Example 3.1 where, for
instance, one finds that it is self-adjoint in L2(ε) where ε(x) = e−x, x > 0, is the density of
an exponential distribution of parameter 1. We also recall that, for any φ ∈ BN , the Markov
multiplicative operator Iφ is defined, for at least any f ∈ Cb(R+), by
(7.1) Iφf(x) = E [f(xIφ)] , x > 0,
where, with η = (ηt)t≥0 a subordinator with Laplace exponent φ, Iφ is the positive random
variable
(7.2) Iφ =
∫ ∞
0
e−ηtdt.
We have all ingredients to state our first main result of this part.
Theorem 7.1. Let ψ ∈ N and recall that φ(u) = ψ(u)u ∈ BN . Then, for any t ≥ 0, we have
the following intertwining identity
(7.3) PtIφf = IφQtf
valid for all f ∈ L2(ε). Moreover, the following properties of the intertwining operator hold.
(1) Iφ ∈ B(L2(ε),L2(ν)) ∩B(C0(R+)).
(2) Ran(Iφ) = L2(ν). However, there exists C > 0 such that for all f ∈ L2(ν),
||Iφf ||ν ≥ C||f ||ε
if and only if ψ(u) = σ2u2, σ2 > 0.
(3) Iφ is a Markov operator determined by its integer moments, and we have, for any
z ∈ C(−1,∞) and x > 0, recalling that pz(x) = xz,
Iφpz(x) = Γ(z + 1)
Wφ(z + 1)
pz(x).(7.4)
Remark 7.2. We point out that the intertwining identity (7.3) generalizes to all ψ ∈ N the
relation obtained by Carmona et al. [25] between the so-called saw-teeth process and the Bessel
process, that is when ψ(u) = uu+1−au+b , 0 < a < 1 < a+ b.
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To state the next result concerning the characterization and properties of a set of eigenfunctions,
we introduce notions discussed in detail in Chapter 11. We say that a sequence (Pn)n≥0 in the
Hilbert space L2(ν) is a Bessel sequence if there exists A > 0 such that the inequality
(7.5)
∞∑
n=0
|〈f, Pn〉ν |2 ≤ A ||f ||ν
holds for all f ∈ L2(ν). If in addition Span(Pn) = L2(ν) and there exists B > 0 such that for
all finite scalar sequences (cn)n≥0
(7.6) B
∞∑
n=0
c2n ≤
∣∣∣∣∣
∣∣∣∣∣
∞∑
n=0
cnPn
∣∣∣∣∣
∣∣∣∣∣
2
ν
then (Pn)n≥0 is a Riesz basis in L2(ν). Finally, we recall the notation P0(x) = 1 and for n ∈ N,
Pn is the polynomial defined by
(7.7) Pn(x) =
n∑
k=0
(−1)k
(
n
k
)
Wφ(k + 1)
xk,
where from (1.18) Wφ(n + 1) =
∏n
k=1 φ(k). The polynomials (Pn)n≥0 can be seen as the La-
guerre polynomials perturbed by the Stieltjes moment sequence of the intertwining operator Iφ,
see (3). To state the next result we need the following terminology which is due to Blumenthal
and Getoor [18]. For a Bernstein function φ, we define its lower index as follows
φ = sup{a > 0; lim
u→∞u
−aφ(u) =∞} = lim
u→∞
lnφ(u)
lnu
∈ [0, 1] ,(7.8)
with the usual convention sup{∅} = 0. This quantity appears in substantial path properties
of the associated subordinators, and, for instance, we point out that φ corresponds to the
Hausdorff dimension of their range, see e.g. [10, Chap. III].
Theorem 7.3. Let ψ ∈ N .
(1) For any n ≥ 0, t ≥ 0, Pn is an eigenfunction for Pt associated to the eigenvalue e−nt,
i.e. Pn ∈ L2(ν) and
(7.9) PtPn(x) = e−ntPn(x).
We also have, for any n ∈ N,
(7.10) ||Pn||ν ≤ 1.
(2) Moreover Span(Pn) = L2(ν) and (Pn)n≥0 is a Bessel sequence but it is not a Riesz basis
in L2(ν).
(3) The sequence of polynomials (Pn)n≥0 satisfies, for any n ≥ 2, the following three term
perturbed recurrence relation
(7.11) Pn(x) =
(
2− 1
n
)
Pn−1(x)− x
nφ(1)
P(T1)n−1(x)−
(
1− 1
n
)
Pn−2(x),
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where P(T1)n (x) =
∑n
k=0(−1)k (
n
k)
WT1φ(k+1)
xk and the transform T1φ(u) = uu+1φ(u + 1) ∈
BN is discussed in Proposition 4.1 (9).
(4) The sequence (Pn)n≥0 is formed of orthogonal polynomials in some weighted L2 space if
and only if ψ(u) = σ2u2 +mu, σ2 > 0,m ≥ 0, i.e. (Pn)n≥0 is the sequence of Laguerre
polynomials of order m ≥ 0, see (3.3) and (3.8) for definition.
(5) The polynomials (Pn(−x))n≥0 are the Jensen polynomials associated to the entire func-
tion IWφ(x) =
∑∞
n=0
1
Wφ(n+1)
xn
n! , i.e. for any x, t ∈ R, we have that
(7.12) etIWφ(xt) =
∞∑
n=0
Pn(−x)t
n
n!
.
Moreover, denoting oφ (resp. tφ) the order (resp. the type) of the entire function IWφ ,
we have oφ =
1
1+φ ∈
[
1
2 , 1
]
and tφ ≥ (1 + φ)e−
φ
1+φ 1
lim
n→∞
φ(n)n−φ
. Note that oφ = 1 if and
only if φ = 0, and, in this case, tφ =
1
r
, with the usual convention 1∞ = 0. Finally, we
have, for large n, any x > 0 and any integer p,
(7.13) P(p)n (−x) = O
(Eφ(nx)e−n(IΓ(n) + IΓ(−n))) = O(np+ 12Eφ(nx)) ,
where, for any ǫ > 0, we set Eφ(x) = etφx
oφ
I{0<tφ<∞}+ e
ǫx
oφ
I{tφ=0}+ e
x
oφ+ǫ
I{tφ=∞} and
IΓ is the modified Bessel function of order 0.
Remark 7.4. The entire function IWφ was introduced by the first author in [75] as the increasing
1-invariant function of the self-similar semigroup K and boils down, when ψ(u) = u2, i.e. Wφ =
Γ, to IΓ, which explains the notation.
Remark 7.5. Although we shall provide another proof, we mention that property (4) regarding
the necessary and sufficient conditions for the orthogonality of (Pn)n≥0 can be deduced from
an elegant result of Chihara [29] stating that the Laguerre polynomials are the only sequence
of orthogonal polynomials generating the so-called Brenke type function of the form (7.12).
The remaining part of this Chapter contains the proof of these two statements as well as the
uniqueness of the invariant measure.
7.1. Proof of Theorem 7.1.
7.1.1. Factorization of invariant measures. To prove the identity
(7.14) PtIφf = IφQtf, for any f ∈ L2(ε) and t ≥ 0,
i.e. the intertwining relation of Theorem 7.1(7.3) we proceed in two steps. First, we establish
this identity in the space C0(R+). Then, we show that it extends to L
2(ε). For the first step,
by recalling from Definition 1.1 the notation Ktf = Pln(t+1)dt+1f, t ≥ 0, f ∈ C0(R+), i.e. K
is the Feller semigroup of a conservative self-similar Markov process on [0,∞), we observe
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that relation (7.14) considered on C0(R+) is equivalent, because of the deterministic space-time
transformation, to the intertwining relation, for any f ∈ C0(R+),
(7.15) KtIφf = IφK(0)t f, t ≥ 0,
where we recall that K(0) stands for the semigroup of a Bessel process of dimension 2, see (3.7).
Now, to prove (7.15) we resort to a criterion which has been provided by Carmona et al. [24,
Proposition 3.2]. More precisely, they showed that the intertwining relation (7.15) is valid on
C0(R+) whenever the following two conditions are satisfied.
(1) The ensuing factorization of entrance laws, which characterizes the invariant measures
in our setting,
K1Iφf(0) = K(0)1 f(0),
holds. Since according to (2.22) with t = 1 we have that K1f(0) =
∫∞
0 f(x)ν(x)dx =Vψf(1), we emphasize that, in our notation, this factorization translates to
(7.16) VψIφf(1) = Ef(1),
where the Markov operators are defined in Lemma 7.6 below.
(2) The operator associated to the entrance law of the semigroup K is injective in C0(R+).
More specifically, by means of the self-similar property of index 1 of the semigroup K,
this means that
(7.17) for any f, g ∈ C0(R+), if for all t > 0, Vψf(t) = Vψg(t) then f = g.
Factorization (7.16) is the purpose of Lemma 7.6. Lemma 7.9 provides condition (7.17).
Lemma 7.6. Let ψ ∈ N and recall that ψ(u) = uφ(u). Then, we have the following factoriza-
tion of the multiplicative Markov operator E associated to an exponential random variable e of
parameter 1, i.e. Ef(x) = E [f(xe)] = ∫∞0 f(xy)e−ydy, f ∈ C0(R+),
Ef(x) = VψIφf(x) = IφVψf(x), x > 0,(7.18)
where we have set Vψf(x) = E [f(xVψ)] with Vψ defined in Proposition 2.6(1). Let g ∈ L2(ε)
then (7.18) holds with f = g2 at x = 1.
Remark 7.7. We mention that, in the special case φ(0) = 0, identity (7.18) can be reformulated
as the factorization of the exponential law identified by Bertoin and Yor [15]. We also point
out that in Lemma 10.3 below, under some additional conditions, we shall provide another
factorization of this type which is useful for proving the completeness property of the sequence
of co-eigenfunctions (Vn)n≥0 in L2(ν).
Proof. Since ψ ∈ N , φ ∈ BN , and we know from (6.4) of Theorem 6.1(1) and Proposition
6.7(3) that both operators Iφ and Vψ are moment determinate and more precisely we have, for
any n ≥ 0, x ≥ 0, pn(x) = xn, using (6.11) and (2.20), that
(7.19) Iφpn(x) = n!
Wφ(n + 1)
pn(x) and Vψpn(x) =Wφ(n+ 1) pn(x).
Hence,
IφVψpn(x) = VψIφpn(x) = n! pn(x) = Epn(x)
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and identity (7.18) follows from the fact that the law of the exponential random variable e
associated to E is also moment determinate. If g ∈ L2(ε) then ||g||2ε = Eg2(1) = VψIφg2(1) =
IφVψg2(1) follows from elementary application of Fubini’s theorem. 
We proceed with the following corollary which is a consequence of the Bernstein-Weierstrass
representation of the Mellin transform developed in Chapter 6.
Corollary 7.8. For any φ ∈ B, we have MVφ(z) 6= 0, for any z ∈ C(dφ,∞), and, if in addition
φ(0) = m > 0, dφ = 0, then MVφ(z) 6= 0, for any z ∈ C[0,∞). Similarly, MIφ(z) 6= 0 on the
strip C(0,∞). And, if in addition φ(0) = m = 0, φ does not vanish on C0 \ {0} and φ′(0+) <∞
then MIφ(z) 6= 0 on the strip C[0,∞).
Proof. The proof follows from the proof of Theorem 6.1 (resp. Proposition 6.8) of the absolute
convergence of the complex logarithm of MVφ(z) (resp.MIφ(z)), see from (6.18) onwards. 
Recall that L∞(A) stands for the set of measurable a.e. bounded functions on A ⊆ R. The
next result proves the second condition, that is (7.17).
Lemma 7.9. For any ψ ∈ N , Vψ ∈ B(C0(R+)) and is one-to-one in L∞ (R+).
Proof. From the definition of a Markov operator, for any f ∈ L∞(R+) and y ∈ R,
(7.20) Vψf(ey) = E [f(Vψey)] = E [fe (y + lnVψ)] = fe ⋆ ν˜e(y),
where we have set ν˜e(y) = e
−yν(e−y), fe(y) = f(ey) ∈ L∞(R) and ⋆ stands for the standard
additive convolution. Assume that there exists g ∈ L∞(R+) such that
Vψg(ey) = ge ⋆ ν˜e(y) = 0, for all y ∈ R.
Then, according to the Wiener’s Theorem, see e.g. [17, Theorem 4.8.4(ii)], we have, for some
b ∈ R, that
(7.21) MVψ(1 + ib) =
∫ ∞
0
xibν(x)dx =
∫
R
e−ibyν˜e(y)dy = 0,
which contradicts Corollary 7.8, where it is stated that MVφ is zero-free at least on z ∈ C(0,∞)
and we know from (6.4) that for φ ∈ BN , Vφ (d)= Vψ and thus MVφ =MVψ . 
Now it remains to show that the intertwining relation (7.14) extends from C0(R+) to L
2(ε). To
this end, we first prove the following.
7.1.2. Proof of Theorem 7.1 (1). First, observe that Iφ is plainly linear. Next, let f ∈ L2(ε)
and using Ho¨lder’s inequality and the very last claim of Lemma 7.6, we get that
(7.22) ||Iφf ||2ν ≤
∫ ∞
0
Iφf2(x)ν(x)dx = VψIφf2(1) = Ef2(1) = ||f ||2ε <∞,
which shows that Iφ ∈ B(L2(ε),L2(ν)). The fact that Iφ ∈ B(C0(R+)) follows immediately by
the dominated convergence which completes the proof of Theorem 7.1(1).
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7.2. End of the proof of the intertwining relation (7.3). We recall that Cc(R+), the
space of continuous functions with compact support in R+, is dense in L
2(ε) and since Iφ ∈
B(L2(ε),L2(ν)), and, from Theorem 1.6(3), for all t ≥ 0, Qt ∈ B(L2(ε)) and Pt ∈ B(L2(ν)),
we conclude the extension of (7.14) from C0(R+) to L
2(ε) by a density argument.
7.3. Proofs of Theorem 7.1(2) and (3). Let ψ ∈ N and thus φ ∈ BN . Next, we recall that,
for any n ≥ 0, pn(x) = xn, and from (7.19) we have immediately that pn ∈ L2(ν), n ≥ 0. Also
from ψ(u) = uφ(u) and (7.19) the monomials are eigenfunctions for Iφ in L2(ν) and
Iφpn(x) = n!
Wφ(n+ 1)
=
(n!)2∏n
k=1 ψ(k)
pn(x) = λnpn(x),
for all n ≥ 0. Moreover, as the probability measure ν(x)dx of the positive random variable
Vψ is moment determinate, see Theorem 6.1(1), the polynomials are dense in L
2(ν), see [1,
Chap. 2, Cor. 2.3.3, p. 45], which proves Ran(Iφ) = L2(ν) in L2(ν). To prove the last claim of
item (2), we check with the notation above and ψ(u) = uφ(u) that, for all n ≥ 0,
||Iφpn||2ν = λ2n||pn||2ν = λ2nWφ(2n + 1) = Γ(2n+ 1)
∏2n
k=n+1
(
ψ(k)
k2
)
∏n
k=1
(
ψ(k)
k2
) .
Since ||pn||2ε = Γ(2n+ 1), we get that Iφ is not bounded from below if and only if
(7.23) lim
n→∞
||Iφpn||2ν
||pn||2ε
= lim
n→∞
∏2n
k=n+1
(
ψ(k)
k2
)
∏n
k=1
(
ψ(k)
k2
) = lim
n→∞
∏n
k=1
(
ψ(k+n)
(k+n)2
)
∏n
k=1
(
ψ(k)
k2
) = 0.
Next, note from (1.3) that an integration by parts yields that
ψ(k)
k2
= σ2 +
m
k
+
∞∫
0
e−kyΠ(y)dy,
where we recall that Π(y) =
∫∞
y Π(r)dr, see (1.5). If σ
2 > 0, and, assume without a loss of
generality that σ2 = 1, then from (7.23) it suffices to show that
lim
n→∞
n∑
k=1
ln
1− mnk(n+k) + ϕk(n)
1 + mk +
∞∫
0
e−kyΠ(y)dy
 ≍ − limn→∞ n∑
k=1
(
mn
k(n+ k)
+ ϕk(n)
)
= −∞,
where we have set ϕk(n) =
∫∞
0 e
−ky(1 − e−ny)Π(y)dy. If m > 0 the claim is clear. If m = 0,
unless Π(dy) ≡ 0dy, y > 0, which holds if and only if Π(0+) = ∫∞0 yΠ(dy) = 0, we have since
Π is non-increasing on R+ and Π(0
+) > 0
− lim
n→∞
n∑
k=1
∫ ∞
0
e−ky(1− e−ny)Π(y)dy = −
∫ ∞
0
e−y
1− e−yΠ(y)dy = −∞.
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If σ2 = 0 the claim is obvious by noting that from the first equality in (4.2) of the Proposition
4.1 we get that k−2ψ(k) = k−1φ(k) is non-increasing to zero, as k → ∞, and therefore the
last product in (7.23) is bounded from above by ψ(n+1)
(n+1)2ψ2(1)
= φ(n+1)
(n+1)ψ2(1)
∞
= o (1). Thus Iφ is
not bounded from below whenever Π is not the zero measure on R+ or m > 0. Otherwise,
φ(u) = σ2u and by moment identification from (7.19) we have that ν(x) = σ−2e−σ−2x, x > 0,
and Iφ
(d)
= σ−2. That is for all f ∈ L2(ν), we have that ||Iφf ||2ν =
∫∞
0 f
2(σ−2x)σ−2e−σ−2xdx =
||f ||2ε and the claim follows. This completes the proof of Theorem 7.1 since item (3) is easily
deduced from the first identity in (7.19).
7.4. Proof of the uniqueness of the invariant measure. The intertwining relation allows
also to prove the uniqueness of the invariant measure, that is ν(x)dx is the unique invariant
measure of the Feller semigroup (Pt)t≥0. Indeed, assume that there exists a measure ν˜(dx) 6=
ν(x)dx such that for all f ∈ C0(R+), ν˜Ptf = ν˜f =
∫∞
0 f(x)ν˜(dx). From Theorem 7.1(1) we
have that Iφ ∈ B(C0(R+)). Since C0(R+) ⊆ L2(ε) then the intertwining relation (7.3) holds in
C0(R+) and we obtain that
ν˜IφQtf = ν˜PtIφf = ν˜Iφf.
Therefore, ν¯(x)dx =
∫∞
0 ι(x/y)
ν˜(dy)
y dx, where ι is the density of Iφ, see Proposition6.7(1), is
an invariant measure for the classical Laguerre semigroup Q, and, thus by uniqueness of its
invariant measure ν¯(x) = ε(x) = e−x, x > 0. Hence, the factorization (7.18) holds with Vψ
replaced by V˜ that is the Markov operator associated to the variable V˜ with law ν˜. By taking
Mellin transform on both sides of this new factorization and noting from Corollary 7.8 that
MIφ(z) = Γ(z)Wφ(z) is zero-free on C(0,∞) we get thatMVψ(z) =Mν˜(z), i.e. ν˜(dx) = ν(x)dx.
7.5. Proof of Theorem 7.3. Let ψ ∈ N . Using the form of the Laguerre polynomials, see
(3.4), the first identity of (7.19) and the linearity of Iφ, we first note, for any n ≥ 0, that
(7.24) IφLn(x) =
n∑
k=0
(−1)k
(
n
k
)
E
[
Ikφ
] xk
k!
=
n∑
k=0
(−1)k
(n
k
)
Wφ(k + 1)
xk = Pn(x).
As, for all n ≥ 0, Ln ∈ L2(ε) and Iφ ∈ B(L2(ε),L2(ν)), we get that Pn ∈ L2(ν), and,
PtIφLn(x) = IφQtLn(x) = e−ntIφLn(x),
where we have used successively the intertwining relation (7.14), the eigenfunction property of
the Laguerre polynomials, see (3.6), and, again the linearity property of Iφ. This proves the
first claim of Theorem 7.3 (1). The second one, i.e. the bound (7.10), is obtained by observing
that, for any n ∈ N,
||Pn||ν = ||IφLn||ν ≤ ||Ln||ε = 1,
where we used that Iφ ∈ B(L2(ε),L2(ν)) is a contraction, see (7.22), and the Laguerre polyno-
mials form an orthonormal basis of L2(ε). Next, using the fact that Vψ is moment determinate,
see Theorem 6.1(1), the polynomials are dense in L2(ν), see [1, Chap. 2, Cor. 2.3.3, p. 45],
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which gives that Span(Pn) = L2(ν) in L2(ν). Moreover, for any f ∈ L2(ν), the Bessel property
of the sequence (Pn)n≥0 is obtained from the following relations
∞∑
n=0
|〈f,Pn〉ν |2 =
∞∑
n=0
|〈f,IφLn〉ν |2 =
∞∑
n=0
|〈I∗φf,Ln〉ε|2 = ||I∗φf ||2ε ≤ ||f ||2ν ,(7.25)
where we have used the Parseval identity for the Laguerre polynomials (Ln)n≥0 in L2(ε) and
that I∗φ ∈ B(L2(ν),L2(ε)) is a contraction as the adjoint of the contraction Iφ ∈ B(L2(ε),L2(ν)),
see Theorem7.1(1). Next, assume that (Pn)n≥0 is a Riesz basis, then being already a com-
plete Bessel sequence it means that for every sequence (sn)n≥0 in ℓ2(N) there exists a unique
f ∈ L2(ν) such that, for any n ≥ 0,
sn = 〈Pn, f〉ν .
Since (Ln)n≥0 is an orthonormal basis in L2(ε), we have that (sn)n≥0 ∈ ℓ2(N) if and only if
there exists a unique g ∈ L2(ε) such that for each n ∈ N, sn = 〈Ln, g〉ε. Therefore,
sn = 〈Pn, f〉ν = 〈IφLn, f〉ν = 〈Ln,I∗φf〉ε
implies that the equation I∗φf = g must have a unique solution for any g ∈ L2(ε). In turn this
means from the open mapping theorem that, with the obvious notation, Iφ = I∗∗φ is bounded
from below which from Theorem7.1(2) provides a contradiction and completes the proof of item
(2). Next, from the three term recurrence relation satisfied by the Laguerre polynomials, see
(3.5), combined with the identity (7.24), we get easily, by linearity, that, for any n ≥ 2,
Pn(x) = IφLn(x) = Iφ
((
2 +
−1− x
n
)
Ln−1(x)−
(
1− 1
n
)
Ln−2(x)
)
=
(
2− 1
n
)
Pn−1(x)− x
n
n−1∑
k=0
(−1)k
(
n− 1
k
)
E
[
Ik+1φ
] xk
k!
−
(
1− 1
n
)
Pn−2(x).
The recurrence relationship (7.11) follows after observing that E
[
Ik+1φ
]
= 1φ(1)E
[
IkT1φ
]
, where
the transformation T1φ(u) = uu+1φ(u + 1) ∈ B was introduced in Proposition 4.1(9). Finally,
from a classical result in the theory of orthogonal polynomials, see e.g. [95, Theorem 3.2.1], the
sequence of polynomials (Pn)n≥0 is orthogonal in some weighted L2 space if and only if there
exist real constants An, Bn, Cn, n ≥ 2, such that,
(7.26) Pn(x) = (Anx+Bn)Pn−1(x) + CnPn−2(x).
First, equating the coefficients of the monomials xn, 1 of (7.26) we get, since Wφ(n + 1) =∏n
k=1 φ(k), that An = − 1φ(n) , Bn + Cn = 1. Then, equating the monomials x, xn−1 in (7.26)
and from the expressions for An, Cn we get that Bn = 2− φ(1)φ(n) = n− φ(n−1)φ(n) (n−1). This allows
us to check that relation (7.26) holds if and only if the following equation is satisfied
(n− 2)φ(n)− (n− 1)φ(n − 1) + φ(1) = 0.
It is easy to verify that φ(n) = σ2n+m, with σ2,m ≥ 0, is a solution to this equation. To show
that there do not exist other solutions, we set g(u) = φ(3)−φ(1)φ(u+2)−φ(1) , u ≥ 0, and, observe that
g is a solution to the functional equation g(n + 1) = n+1n+2g(n), n ≥ 1, with g(1) = 1. Hence,
g(n) = φ(3)−φ(1)φ(n+2)−φ(1) =
2
n+1 , which completes the proof of (4). Next, from [31, Proposition
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2.1(ii)], easy algebra yields the identity (7.12), i.e. etIWφ(xt) =
∑∞
n=0Pn(−x) t
n
n! , for any x, t ∈
R. Furthermore, we observe, for any p = 1, . . . , n− 1, and x ∈ R, and, modifying slightly here
the notation to emphasize the dependency on φ, that
(Pφn (−x))(p) =
n∑
k=p
Γ(k + 1)
Γ(k − p+ 1)
(
n
k
)
Wφ(k + 1)
xk−p
=
Γ(n+ 1)
Γ(n− p+ 1)Wφ(p+ 1)
n−p∑
k=0
(n−p
k
)
Wφp(k + 1)
xk
=
Γ(n+ 1)
Γ(n− p+ 1)Wφ(p+ 1)P
φp
n−p(−x),(7.27)
where we recall that since φp(u) = φ(u+p), we have, from (6.14),Wφp(k+1) = φ(k+p)Wφp(k) =
Wφ(k+p+1)
Wφ(p+1)
. The expression oφ =
(
1 + lim
n→∞
log φ(n)
logn
)−1
= 11+φ ∈
[
1
2 , 1
]
of the order of the entire
function IWφ as well as the lower bound for its type tφ ≥ (1 + φ)e
− φ
1+φ 1
lim
n→∞
φ(n)n−φ
, have been
found in [5, Proposition 5.2]. We simply reproduce here the proof of the expression of the type
when oφ = 1 or equivalently when φ = 0. We recall that IWφ(x) =
∑∞
n=0
1
Wφ(n+1)
xn
n! . From
the classical formula of the type of an entire function, see e.g. [65, Chap. 1, Theorem 3], with
oφ = 1, using the asymptotic equivalent of Wφ(n + 1)
∞∼ Cφ
√
φ(n)eG(n), G(n) =
∫ n
1 lnφ(u)du,
in (5.2) and the classical Stirling estimate Γ(n+ 1)
∞∼ 1√
2π
nn−
1
2 e−n, we get that
tφ =
1
e
lim
n→∞
(
nn
Γ(n+ 1)Wφ(n+ 1)
) 1
n
= lim
n→∞ exp
(
−
(
lnφ(n)
2n
+
G(n)
n
))
=
1
r
,
where we have used the fact that lnφ(n) = O (lnn) , which follows from Proposition 4.1(3),
and, by l’Hoˆpital’s rule, limn→∞
G(n)
n = limn→∞ lnφ(n) = lnφ(∞) = ln r. Next, observe that,
for any p ≥ 0, with φp(u) = φ(u+ p) as above,
oφp =
(
1 + lim
n→∞
log φ(n+ p)
log n
)−1
=
(
1 + lim
n→∞
log φ(n) log φ(n+ p)
log φ(n) log n
)−1
= oφ,
where the last identity holds when φ(∞) = ∞ using φ(n) ≤ φ(n + p) ≤ ( pn + 1)φ(n), which
follows from (4.4) and Proposition 4.1(2), and is obvious when φ (∞) < ∞. Also using [65,
Chap. 1, Theorem 3] it can be shown that tφ = tφp Next, from (7.12), we get, after performing
a change of variables, that, for all n, x > 0,
Pn(−x) = n!
2πi
∮
n
ezIWφ(zx)
dz
zn+1
=
n!
2πi
xn
∮
nx
e
z
xIWφ(z)
dz
zn+1
,
where the last contour is a circle centered at 0 with radius nx > 0. Then, the definition of the
order, see [65, Chapter 1], yields that for any x > 0 and for large n,
max
|z|=nx
|IWφ(z)| ≤ Eφ(nx),
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where we recall that, for any ǫ > 0, Eφ(x) = etφx
oφ
I{0<tφ<∞} + e
ǫx
oφ
I{tφ=0} + e
x
oφ+ǫ
I{tφ=∞}.
Hence, we get, that for large n and for all x > 0,
|Pn(−x)| ≤ Eφ(nx) n!
2π
e−n lnn
∫ 2π
0
en cos θdθ
= Eφ(nx)n!e
−n lnn
2
(IΓ(n) + IΓ(−n)) = O
(
Eφ(nx)e
1
2
lnn
)
,
where we have used the integral representation of the modified Bessel function IΓ(n) =
1
π
∫ π
0 e
n cos θdθ, see e.g. [64, (5.7.4) and (5.10.8)], and, for the last inequality the bound n! ≤
e1−nnn+
1
2 . Finally, from (7.27), Γ(n+1)Γ(n−p+1)
∞∼ np, tφ = tφp and oφp = oφ we complete (7.13) since
then Eφ(x) = Eφp(x). The proof of Theorem 7.3 is thus concluded.
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8. Co-eigenfunctions: existence and characterization
In this Chapter, we initiate our lengthy study, that will also cover the two following Chapters,
on the eigenfunctions of the adjoint semigroup P ∗, which we recall is discussed in Theorem 1.6.
We also name them the co-eigenfunctions of P . More specifically, we say that, for some t > 0
and n ≥ 0, Vn is a co-eigenfunction for Pt, or equivalently, an eigenfunction for its adjoint P ∗t
in L2(ν), associated to the eigenvalue e−nt if Vn ∈ L2(ν) and P ∗t Vn = e−ntVn, which can be
rephrased as, for any f ∈ L2(ν),
(8.1) 〈f, P ∗t Vn〉ν = 〈Ptf,Vn〉ν = e−nt〈f,Vn〉ν .
The investigation of co-eigenfunctions turns out to be more delicate than the one of eigen-
functions. Indeed, from the adjoint intertwining relation, see (8.3), they are defined, whenever
they exist, as the image of the Laguerre polynomials by an unbounded from above opera-
tor, see (8.4). This forces us to develop several strategies to provide relevant information
regarding the co-eigenfunctions such as existence, characterization, completeness and norm
estimates. The next Theorem, which is the main result of this part, deals with the two first is-
sues. Before stating it, we recall, from Chapter 1, that N∞ =
{
ψ ∈ N ; σ2 > 0 or Π(0+) =∞},
r =∞I{σ2>0} +m+Π(0+) and Nr =
⌈
Π(0+)
r
⌉
− 1 with Nr =∞ whenever Π(0+) =∞.
Theorem 8.1. We have that Vn defined for any x > 0 by
Vn(x) = R
(n)ν(x)
ν(x)
=
(xnν(x))(n)
n!ν(x)
=
wn(x)
ν(x)
(8.2)
is a co-eigenfunction associated to the eigenvalue e−nt in each of the following cases.
(1) ψ ∈ N∞ and n ≥ 0, and, in this case,
Vn ∈ C∞ ((0, r)) ,
(2) ψ ∈ N c∞ and 0 ≤ n < Π(0
+)
2r .
If ψ ∈ N c∞, we have, for n ≤ Nr, Vn ∈ CNr−n ((0, r)). Finally, if Nr ≥ 1 then for any n > Π(0
+)
2r ,
Vn /∈ L2(ν).
Remark 8.2. Note that the final claim elucidates that Vn /∈ L2(ν) for all n > Π(0
+)
2r with Nr ≥ 1.
This phenomenon tells us that then the corresponding eigenvalues e−nt of the adjoint semigroup
P are part of the residual spectrum. It seems rare in the literature to quantify such a cut-off
between the point and the residual spectrum for such a general class of operators.
Remark 8.3. Note that the condition in item (2), for any n < Π(0
+)
2r , is sharp in the sense that
for the existence of co-eigenfunctions of a specific gL semigroups, see Example 3.4, this is a
necessary and sufficient condition.
The rest of this Chapter is devoted to the proof of this Theorem. We start with the following
claims on the adjoint intertwining relation.
Proposition 8.4. Let ψ ∈ N and recall that φ(u) = ψ(u)u ∈ BN .
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(1) For any t ≥ 0 and g ∈ L2(ν), we have the following intertwining relation
(8.3) QtI∗φg = I∗φP ∗t g,
where I∗φ ∈ B(L2(ε),L2(ν)) is the adjoint of Iφ.
(2) Ker(I∗φ) = {0}. However, Ran(I∗φ) = L2(ε) if and only if ψ(u) = Cu2.
(3) For any n ∈ N, the equation
(8.4) I∗φg = Ln
has at most one solution in L2(ν). Moreover, if, for some n ∈ N, Vn ∈ L2(ν) is a
solution to the equation (8.4) then Vn is a co-eigenfunction for Pt associated to the
eigenvalue e−nt.
Proof. First note that the claim I∗φ ∈ B(L2(ε),L2(ν)) follows readily from Theorem 7.1(1).
Then, from the intertwining relation stated in Theorem 7.1(7.3), and the self-adjoint property
of Qt, we get, for any t ≥ 0, f ∈ L2(ε) and g ∈ L2(ν), that
〈f,I∗φP ∗t g〉ε = 〈PtIφf, g〉ν = 〈IφQtf, g〉ε = 〈f,QtI∗φg〉ε,(8.5)
which proves identity (8.3). Next, the claim Ker(I∗φ) = {0} of the second item is obtained from
the fact that Span(Pn) = Ran(Iφ) = L2(ν), see Theorem 7.3(2). The fact that Ran(I∗φ) = L2(ε)
if and only if ψ(u) = Cu2 follows readily from Proposition 7.1(2). Since Ker(I∗φ) = {0}, the
equation (8.4) has at most one solution in L2(ν). Hence, if Vn is a solution of (8.4) then
Vn = (I∗φ)−1Ln, where (I∗φ)−1 is the unbounded inverse of I∗φ. Therefore, since from the
intertwining (8.3), we observe that QtI∗φVn ∈ Ran(I∗φ), we get that
P ∗t Vn = (I∗φ)−1QtI∗φVn = (I∗φ)−1QtLn = e−nt(I∗φ)−1Ln = e−ntVn,(8.6)
which concludes the proof. 
The description of the range of I∗φ and of its unbounded inverse seem to be very difficult
problems. Thus, to identify and to provide conditions for the existence of co-eigenfunctions,
we implement the following two-steps program. First, by considering the formal adjoint of
Iφ in L2(R+), we transfer equation (8.4) defined in L2(ν) into a Mellin convolution equation
that can be studied in L2(R+) or even in the sense of Mellin distribution, see (8.11) below
for a precise statement. Then, by means of Mellin transform techniques we study (8.11) to
obtain, in distributional sense, necessary and sufficient conditions for existence, uniqueness and
description of its solution. In particular, we get a characterization in terms of the Rodrigues
operator acting on the density of the invariant measures ν. Then, applying the variety of results
on ν (smoothness, positivity, small and large asymptotic equivalents or bounds) developed in
Chapter 5, we obtain (almost) necessary and sufficient conditions for the existence of a unique
solution to the original equation (8.4) considered in the Hilbert space L2(ν).
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8.1. Mellin convolution equations: distributional and classical solutions. Let us start
by introducing the necessary notation to formulate the distributional setting of Mellin trans-
forms and we refer to [70, Chap. 11] for a concise description. We denote by Ep,q (resp. E
′
p,q),
with p < q reals, the linear space of infinitely differentiable functions f defined on R+ such
that there exist two strictly positive numbers a and a′ for which, for all k ∈ N,
f (k)(x)
0
= o
(
xp+a−k−1
)
and f (k)(x)
∞
= o
(
xq−a
′−k−1
)
,
(resp. the linear space of continuous linear functionals on Ep,q endowed with a structure of a
countably multinormed space as described in [70, p. 231]). We simply write
(8.7) E = ∪q>0E0,q
with E′ standing for the corresponding linear space of continuous linear functionals on E.
We also recall, from Proposition 6.7(1), that P (Iφ ∈ dy) = ι(y)dy, y > 0, and, Iφf(x) =∫∞
0 f(xy)ι(y)dy for a smooth function f .
Lemma 8.5. Let ψ(u) = uφ(u) ∈ N .
(1) Iφ ∈ B(L2(pα)) where we recall that pα(x) = x−α, x > 0, with α ∈ (0, 1). If m = 0
and φ′(0+) <∞ then one may choose α = 0. Moreover, denoting by Îαφ the adjoint of
Iφ in L2(pα), we have for any f ∈ L2(pα) that, for almost every (a.e.) x > 0,
(8.8) Îαφ f(x) =
∫ ∞
0
f(xy)ι̂(y)pα(y)dy,
where we recall that ι̂(y) = ι(1/y)1/y with ι the density of Iφ. The adjoint when α = 0
can be formally defined through the right-hand side of (8.8), in the case m > 0, for any
f ∈ L2(R+) such that
∫∞
0 |f(xy)|̂ι(y)dy <∞ for a.e. x > 0.
(2) We have that I∗φ ∈ B(L2(ν),L2(ε)). It is the linear operator characterized, for any
f ∈ L2(ν) and a.e. x > 0, by
(8.9) I∗φf(x) =
1
ε(x)
∫ ∞
0
f(xy)ν(xy)ι̂(y)dy =
1
ε(x)
Îφfν(x)
where Îφf(x) = Î0φf(x) =
∫∞
0 f(xy)ι̂(y)dy.
(3) Moreover, we have ι ∈ E′0,q for every q > 0 and ι̂ ∈ E′p,1, for all p < 1. Consequently,
for any w ∈ E′0,q, with q > 0, we have that
(8.10) 〈I
√
φ w, f〉E′0,q ,E0,q = 〈w,Iφf〉E′0,q ,E0,q , ∀f ∈ E0,q,
where we have set I
√
φ w = w
√
ι and w
√
ι is the Mellin convolution operator in the
space of distributions, see [70, Chapter 11.11] for definition and notation.
Remark 8.6. It is worth pointing out that the left-hand side of (8.9) implies
∫∞
0 |f(xy)|ν (xy) ι̂(y)dy <
∞ simply by the virtue of the fact that Iφ ∈ B(L2(ε),L2(ν)) whereas Îφ ∈ B(L2(R+),L2(R+))
may not hold, see item (1).
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Remark 8.7. Note that for w ∈ L1(ι̂), we have the identities
I
√
φ w(x) = w
√
ι(x) =
∫ ∞
0
w
(
x
y
)
ι(y)
dy
y
=
∫ ∞
0
w(xy)ι̂(y)dy = Îφw(x),
which justifies the notation above.
Proof. Plainly, Iφ is a linear operator. Next, since for any α ∈ (0, 1), MIφ(α) = E
[
Iα−1φ
]
<
∞, see Proposition 6.8, we have, from the Cauchy-Schwarz inequality and a change of variables,
that, for any f ∈ L2(pα),
||Iφf ||2pα ≤ E
[∫ ∞
0
f2(xIφ)pα(x)dx
]
=MIφ(α)
∫ ∞
0
f2(x)pα(x)dx =MIφ(α) ||f ||2pα ,
which proves Iφ ∈ B(L2(pα)). The latter is valid for α = 0 whenever MIφ(0) < ∞ which,
according to Proposition 6.8, is true if m = 0 and φ′(0+) <∞. For any f, g ∈ L2(pα), we have,
after performing a change of variables and using Fubini’s Theorem, that
〈Iφf, g〉pα =
∫ ∞
0
∫ ∞
0
f(xy)ι(y)dyg(x)pα(x)dx
=
∫ ∞
0
∫ ∞
0
g(ry)
ιˆ(y)dy
yα−1
f(r)pα(r)dr
= 〈f, Îαφ g〉pα ,
which yields (8.8) and item (1) as the last claim is obvious. Since Iφ ∈ B(L2(ε),L2(ν)), see
Proposition 7.1(1) then I∗φ ∈ B(L2(ν),L2(ε)). For any f ∈ L2(ε), f ≥ 0 and g ∈ L2(ν), g ≥ 0,
〈Iφf, g〉ν =
∫ ∞
0
∫ ∞
0
f(xy)ι(y)dyg(x)ν(x)dx
=
∫ ∞
0
f(r)ε−1(r)
∫ ∞
0
ι(r/x)g(x)ν(x)/xdxε(r)dr
=
∫ ∞
0
f(r)ε−1(r)
∫ ∞
0
g(rv)ν(rv)ι̂(v)dvε(r)dr
= 〈f, ε−1Îφgν〉ε.
Thus, we conclude (8.9). Let us consider item (3). Since the mapping z 7→ Mι(z) =MIφ(z) =
Mιˆ (1− z) ∈ A(0,∞) and |MIφ(z)| ≤ MIφ(ℜ(z)) < ∞, for z ∈ C(0,∞), see Proposition 6.8, we
deduce from [70, Theorem 11.10.1] that ι ∈ E′0,q, for every q > 0 and ι̂ ∈ E′p,1 for every p < 1.
The proof of (8.10) is immediate from [70, 11.11.1] checking that, for any f ∈ E0,q, q > 0,
Iφf(x) =
∫ ∞
0
f(xy)ι(y)dy = 〈ι, f(x.)〉E′0,q ,E0,q ,
and thus 〈I
√
φ w, f〉E′0,q ,E0,q = 〈w
√
ι, f〉E′0,q ,E0,q = 〈w,Iφf〉E′0,q,E0,q , where the last relation is
simply [70, Definition 11.11.1]. 
Recall that the Rodrigues operator is defined as R(n)f(x) = 1n! (xnf(x))(n).
Proposition 8.8. Let ψ ∈ N , and, for any n ∈ N, we write εn(x) = Ln(x)ε(x) = R(n)ε(x).
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(1) Then, for any n ∈ N the Mellin convolution equation
(8.11) I
√
φ fˆ(x) = εn(x)
has a unique solution, in the sense of distributions, given by
wn(x) = R(n)ν(x) = 1
n!
(xnν(x))(n) ∈ E′.
Its Mellin transform is given, for any z ∈ C(0,∞), by
(8.12) Mwn(z) =
(−1)n
Γ (n+ 1)
Γ(z)
Γ(z − n)MVψ(z).
(2) In fact, writing pα(x) = x
−α, x > 0, with −∞ < α < 1− 2dφ,
(a) if ψ ∈ N∞ then, for any n ≥ 0, wn ∈ L2
(
pα
) ∩ C∞0 (R+), and,
(b) if ψ ∈ N c∞ we have the following cases.
(8.13) If n ∈ N2 =
{
p ∈ N; Π(0
+)
r
− 1
2
> 0 and 0 ≤ p < Π(0
+)
r
− 1
2
}
then wn ∈ L2
(
pα
)
,
whereas,
if n ∈ N2 =
{
p ∈ N; Π(0
+)
r
− 1
2
< 0 and p = 0, or, p >
Π(0+)
r
− 1
2
}
then wn /∈ L2
(
pα
)
.
Moreover, for any n ≤ Nr, wn ∈ CNr−n ((0, r)) and if in addition Nr ≥ 1 then
wn ∈ CNr−n−10 (R+).
(3) Finally, if Nr > 2 we have, for any n < Nr and x > 0, that
(8.14) Îφwn(x) =
∫ ∞
0
wn(xy)ι̂(y)dy = εn(x).
Remark 8.9. It is possible that n = Π(0
+)
r
− 12 in item (2). Then whether wn ∈ L2(R+) or not
can be extracted from the behaviour of the slowly varying function l that appears in Theorem
5.2(5.4), and, from [91, (1.9)], which can in turn be expressed in terms of the excursion measure
n defined in (5.26). Clearly, though, in any case, wn /∈ L2(R+), if n ≥ Nr + 1.
Proof. Let ψ ∈ N . Recall from Lemma 8.5(3) that I
√
φ w = w
√
ι. Take w ∈ E′0,q, q > 0, and,
with z ∈ C(0,q), note that pz(x) = xz ∈ E0,q. Then, we have that
MI√φ w(z) = 〈w
√
ι, pz−1〉E′0,q ,E0,q = 〈w,Iφpz−1〉E′0,q ,E0,q =MIφ(z)Mw(z),
where we have used that Iφpz−1(x) = pz−1(x)MIφ(z), see (7.19). However, since, for any
n ∈ N, Ln(x) = R
(n)ε(x)
ε(x) , see (3.3), that is εn(x) = R(n)ε(x) we get, from [70, 11.7.7], that
Mεn(z) =
(−1)n
n!
Γ(z)
Γ(z − n)Γ(z).
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Putting pieces together, we get that the Mellin transform of a solution to (8.11) takes the form
Mfˆ (z) =
(−1)n
n!
Γ(z)
Γ(z − n)
Γ(z)
MIφ(z)
=
(−1)n
Γ (n+ 1)
Γ(z)
Γ(z − n)MVψ(z),(8.15)
where for the last identity we have used from Proposition 6.8 that MIφ(z) = Γ(z)Wφ(z) , and, from
(6.4) and (6.5), that MVψ(z) = Wφ(z). Next, since, from Theorem 6.1(3), we have that, for
z ∈ C(0,∞), z 7→ MVψ(z) is analytical with |MVψ (z)| ≤ MVψ(ℜ(z)) <∞, we deduce, from [70,
Theorem 11.10.1] that ν ∈ E′0,q, for any q > 0. Hence, by means of [70, 11.7.7], we have that
with fˆ = wn = R(n)ν, fˆ ∈ E′0,q and fˆ is a solution to (8.11). The uniqueness of the solution
and thus (8.12) follow from the uniqueness of Mellin transforms in the distributional sense. For
item (2), from the expression of Mwn in (8.12), we first observe, from Theorem 6.1(3) again,
that for all n ≥ 0, Mwn ∈ A(0,∞). Then, the classical estimates of the gamma function (9.7)
combined with the asymptotic behaviour of MVψ in (5.3), yield for any α < 1 − 2dφ and any
u ≤ max(Nr − 1, 0) that, for large |b|,∣∣∣∣Mwn (1− α2 + ib
)∣∣∣∣ = O(|b|n ∣∣∣∣MVψ (1− α2 + ib
)∣∣∣∣) = o (|b|n−u) .
Since Nr = ∞ when ψ ∈ N∞, the proof, in this case, follows easily from this estimate by
appealing, for the C∞0 (R+) property to a standard Mellin inversion argument, explained in
(1.36), and, for the L2
(
pα
)
property, to the Parseval identity (1.39), since for all n ∈ N,
recalling that pa(x) = x
a, b 7→
∣∣∣Mp−α2 wn (12 + ib)
∣∣∣ = ∣∣∣Mwn (1−α2 + ib)∣∣∣ ∈ L2(R) and hence
x 7→ x−α2 wn(x) ∈ L2(R+), that is wn ∈ L2
(
pα
)
. For ψ ∈ N c∞ it can be checked immediately
from [81, Theorem 5.2] that b 7→
∣∣∣bnMVψ (1−α2 + ib)∣∣∣ ∈ L2(R) if n < Π(0+)r − 12 and fails to
be square integrable provided n > Π(0
+)
r
− 12 . Therefore, the Parseval identity (1.39) gives
the same condition to distinguish whether p−α
2
wn belongs to L
2(R+) or not. Next recalling,
from Theorem 5.2(2), that ν ∈ CNr((0, r)), and, for Nr ≥ 1, ν ∈ CNr−10 (R+), we get the stated
equivalent properties for wn and complete the proof of the item (2). We proceed with item (3)
and thus assume that Nr > 2. To prove (8.14) we first note that∫ ∞
0
|wn(xy)| ι̂(y)dy =
∫ ∞
0
|wn(xy)|1
y
ι
(
1
y
)
dy.
Then (5.46) yields that for any n < Nr−2 and any a > dφ there exists a constant C = Cn,a > 0
such that for any x > 0 ∣∣∣(xnν(x))(n)∣∣∣ ≤ Cx−a.
Then, choosing a = 1, we get that
Îφ|wn|(x) ≤
∫ ∞
0
|wn(xy)|1
y
ι
(
1
y
)
dy ≤ Cn,1
x
∫ ∞
0
1
y2
ι
(
1
y
)
dy =
Cn,1
x
MIφ(1) <∞,
since MIφ ∈ A(0,∞) in any case, see Proposition 6.8. Hence, Îφwn is well defined in the sense
of (8.8) with α = 0 and it is a proper product convolution. Clearly, then, for any n < Nr − 2,
MÎφwn(z) =Mwn(z)MIφ(z) =Mεn(z),
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where the latter follows precisely as in (8.15) above. 
8.2. Existence of co-eigenfunctions: Proof of Theorem 8.1. From Proposition8.8(2)
and ν > 0 on (0, r), Theorem5.2(1), we conclude from the definition of Vn = wn/ν, see (8.2),
that Vn ∈ CNr−n ((0, r)). Assume for a moment that for some n ∈ N we have that Vn ∈ L2(ν).
Then from (8.9) I∗φVn = 1ε Îφwn and Îφ|wn| =
∫∞
0 |wn(xy)|ιˆ(y)dy < ∞. Hence, (8.14) holds
and yields that I∗φVn = εnε = Ln. Finally, (8.4) implies that Vn is a co-eigenfunction of Pt
associated to the eigenvalue e−nt. Therefore, it remains to show that Vn ∈ L2(ν). This is a
difficult question which requires, in particular, several of the very precise estimates developed in
Chapter 5. We now observe that, for some n ∈ N, Vn ∈ L2(ν) if and only if the function
Fn(x) = (n!)
2V2n(x)ν(x) =
(
(xnν(x))(n)
)2
ν(x)
=
w2n(x)
ν(x)
∈ L1((0, r)).(8.16)
Since ν > 0 on (0, r) with ν ∈ CNr (0, r), see Theorem 5.2(1), for n ≤ Nr, it suffices to check the
integrability of Fn in neighbourhoods of 0 and r. In the case 1 ≤ Nr <∞, for n > Nr, we shall
show, in the cases, by other means that Vn /∈ L2(ν).
We state the following result after recalling, from bound (5.5) stated in Theorem 5.4, that for
any ψ ∈ N and any a < dφ, A ∈ (0, r), there exists Ca,A > 0 such that for all x ∈ (0, A)
(8.17) ν(x) ≥ Ca,A x−a.
Lemma 8.10. For ψ ∈ N∞ and n ∈ N or ψ ∈ N c∞ and n ∈ N2, see (8.13), we have that
x 7→ Fn(x)I{x<A} is integrable on R+ for any A ∈ (0, r). However, if ψ ∈ N c∞ and x 7→
xwn(x)I{x<A} 6∈ L2(R+) for some A ∈ (0, r) then Fn(x)I{x<A} is not integrable on R+.
Proof. From (5.12) we have that ν(x) = x−2ν̂1(x−1) with ν̂1 the density of a self-decomposable
random variable which is known to be unimodal and hence ν̂1 is ultimately non-increasing, see
[91, Theorem 1.1]. Therefore, for any x < A < r we have that ν(x) ≤ C−1x−2, for some
C = C(A) > 0. This bound and the one recalled in (8.17), yield that, for any n ∈ N, for any
a < dφ and x ∈ (0, A),
(8.18) Cx2w2n(x)I{x<A} ≤ Fn(x)I{x<A} =
w2n(x)
ν(x)
I{x<A} ≤ Ca,A xa w2n(x).
The upper bound with a ∈ (2dφ − 1, dφ) together with Proposition 8.8(2) gives the first claim
for the integrability on R+ of x 7→ Fn(x)I{x<A}, for any A ∈ (0, r). The lower bound proves
the second claim for the non-integrability. 
Upon the classes considered, the study of the integrability property of Fn at r requires different
analysis that we split into several parts.
8.3. The case ψ ∈ N∞,∞. We start by investigating the case when ψ ∈ N∞,∞, that is when
Nr = r =∞, and, from Theorem 5.5, we obtain the following.
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Lemma 8.11. Let ψ ∈ N∞,∞. Then, for any n ∈ N, there exists Cψ > 0 such that
(8.19) (xnν(x))(n)
∞∼ (−1)n Cψ√
2π
√
ϕ′(x)ϕn(x)e−
∫ x
m ϕ(y)
dy
y ,
where ϕ(φ(x)) = x. Consequently, for any n ∈ N, and A > 0, Fn(x)I{x>A} is integrable on R+.
Proof. Recall that (5.7) claims that, for any n ∈ N,
ν(n)(x)
∞∼ (−1)−n Cψ√
2π
√
ϕ′(x)
ϕn(x)
xn
e
− ∫ x
m
ϕ(y)dy
y ,(8.20)
from which we deduce that
(xnν(x))(n)
∞∼ Cψ√
2π
e
− ∫ x
m
ϕ(y)dy
y
√
ϕ′(x)
n∑
k=0
(
n
k
)
Γ(n+ 1)
Γ(n− k + 1)(−1)
n−kϕn−k(x).
Since limx→∞ ϕ(x) = ∞, hence ϕn(x) is the leading term and (8.19) holds. From the third
equality in (8.16), using the asymptotic relation (8.20) for n = 0 and twice (8.19), we get that
Fn(x)
∞∼
(
(xnν(x))(n)
)2
ν(x)
∞∼ Cψ√
2π
√
ϕ′(x)ϕ2n(x)e−
∫ x
m
ϕ(y)dy
y
∞∼ (x2nν(x))(2n) .
Finally, from the upper bound (5.46), we get, with k = 2n and a > 1 therein, that for any
x > 0, there exists a constant C = C2n,a > 0 such that∣∣∣(x2nν(x))(2n)∣∣∣ ≤ Cx−a,
which shows that Fn(x)I{x>A} is integrable on R+ and completes the proof of the Lemma. 
Lemma 8.10 and Lemma 8.11 complete the proof of Theorem 8.1(1) when ψ ∈ N∞,∞. We
proceed with the remaining case of 8.1(1), that is ψ ∈ N∞ \ N∞,∞.
8.4. The case ψ ∈ N∞ \ N∞,∞. We now discuss the case r < ∞ and Nr = ∞. Expanding
the third expression in (8.16), to obtain the integrability of Fn in a neighbourhood of r <∞ it
suffices to show, for any 0 ≤ i+ j <∞, that
(8.21) lim
x↑r
ν(j)(x)ν(i)(x)
ν(x)
= 0.
To this end we introduce the linear space
C
∞
r (R+) =
{
f ∈ C∞ (R+) ; ∀l ∈ N, rf(l) < r and Suppf = [0, r]
}
,
where
(8.22) rf = sup {0 ≤ x < r; f(x) = 0} ∈ [0, r] ,
and prove the following.
Lemma 8.12. If ψ ∈ N∞ \ N∞,∞ then ν ∈ C∞r (R+).
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Proof. Since from Theorem 5.2(2a), we have ν ∈ C∞ (R+), we simply need to check that, for
all n ∈ N, rν(n) < r. From (5.84) and the middle identity of (5.85) on (0, r), we get, recalling
that k˜n =
∑n
j=1 jkj and k¯n =
∑n
j=1 kj , that, for all n ∈ N,
(8.23)
ν(n)(x) =
(
1
x2
ν̂1
(
1
x
))(n)
= (−1)n
n∑
m=0
(
n
m
)
(m+ 1)!
x2+m
∑
k˜n=n−m
k¯n=k
(n−m)! ν̂(k)1
(
x−1
)
x−n+m−k∏n−m
j=1 kj!
,
with ν̂1 the density of IT1ψ and T1ψ(u) = uφ(u+1) ∈ N (φ(1)) has associated Le´vy measure Π1.
From Proposition 5.8(2), Π1(0
+) = Π(0+) =∞, and clearly r1 = limu→∞ φ(u+1) = φ(∞) = r.
Hence ⌈Π1(0+)
r1
⌉ − 1 = ∞. From Lemma 5.18(1), for each n ∈ N, there exists a1n > 1r such
that, for all 0 ≤ l ≤ n, ν̂(l)1 > 0 on
(
1
r
, a1n
)
. Thus, from (8.23), rν(n) < r for all n ∈ N, which
completes the proof. 
Lemma 8.13. If ψ ∈ N∞ \ N∞,∞ then for any i, j ∈ N, we have
(8.24) lim
x↑r
ν(j)(x)ν(i)(x)
ν(x)
= 0.
Proof. We work by induction in i+j for the whole class C∞r (R+). When i+j = 0, for any f ∈
C
∞
r (R+) (8.24) reduces to limx↑r f(x) = 0 which holds since by definition C∞r (R+) ⊆ C∞ (R+).
Assume (8.24) is valid for some n = i+ j and all f ∈ C∞r (R+). Consider i+ j = n+ 1. Then,
by the L’Hoˆspital’s rule
lim
x↑r
f (i)(x)f (j)(x)
f(x)
= lim
x↑r
(
g(i)(x)g(j−1)(x)
g(x)
+
g(i−1)(x)g(j)(x)
g(x)
)
,(8.25)
where g = f ′. Since g ∈ C∞r (R+) we see by the induction hypothesis that the limit to the right
vanishes. This proves (8.24) as ν ∈ C∞r (R+) according to Lemma 8.12. 
Lemmas 8.10, 8.12 and 8.13 conclude Theorem 8.1(1) in the remaining case, i.e. ψ ∈ N∞\N∞,∞.
We proceed with Theorem 8.1(2) and the final claim of Theorem 8.1.
8.5. The case ψ ∈ N c∞. In this case we have that r <∞ and Nr <∞.
Lemma 8.14. Let ψ ∈ N c∞. Then, for any A ∈ (0, r), Fn(x)I{x>A} is integrable (resp. not
integrable) on R+ if 0 ≤ n < Π(0
+)
2r (resp.
Π(0+)
2r < n ≤ Nr, Nr ≥ 1).
Remark 8.15. The case Π(0
+)
2r = n depends on the slowly varying function appearing in (8.26).
Proof. From Theorem 5.2(2c), we deduce, after expanding the right-hand side of (8.16) that,
for any n = 1, . . . ,Nr,
(8.26) Fn(x)
r∼ Cr
(
ν(n)(x)
)2
ν(x)
I{x<r}
r∼ C(r− x)Π(0
+)
r
−2n−1l(r− x)I{x<r},
where Cr, C > 0 and l a slowly varying function at 0. This completes the proof. 
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Note that always V0 ≡ 1 ∈ L2(ν). Next, we assume first that Nr = ⌈Π(0
+)
r
⌉ − 1 ≥ 1 which
implies that if n ∈ N and n < Π(0+)2r then n ∈ N2, see (8.13). Then, Lemmas 8.10 and 8.14
give that Vn ∈ L2(ν) for any 0 ≤ n < Π(0
+)
2r . Also, Lemma 8.14 shows that Vn /∈ L2(ν) if
Π(0+)
2r < n ≤ Nr, Nr ≥ 1. Assume from now on that n ≥ Nr + 1 > Π(0
+)
r
− 12 and Nr ≥ 0. Then
necessarily, from Proposition 8.8(2) we have n ∈ N2 and hence wn /∈ L2(R+). The latter may
be due to either w2n is not measurable and in this case the proof is completed since from (8.2),
V2n = w
2
n
ν , or the measurable function w
2
n is not integrable i) on an open set E ⊆ (0, r) with
0, r /∈ E or/and ii) at r or/and iii) at 0. If i) holds then, since ν > 0 and continuous on (0, r),
see Theorem 5.2(1), then plainly wn /∈ L2(R+) implies that Vn /∈ L2(ν). If ii) holds, then since
from Theorem 5.2(2c)
ν(x)
r∼ C(r− x)Π(0
+)
r
−1l(r− x)I{x<r},
where C > 0 is throughout generic and l a slowly varying function at 0. Then, assuming first
that Nr = ⌈Π(0
+)
r
⌉ − 1 ≥ 1 leads to Π(0+)
r
> 1 and hence there exists C,A > 0 such that
||Vn||2ν ≥
∫ A
0
w2n(x)
ν(x)
dx+C
∫ r
A
w2n(x)dx ≥ C
∫ r
A
w2n(x)dx =∞,
which gives the statement in the case Nr ≥ 1.
The case iii) is dealt with as follows. Since wn 6∈ L2(R+) then from Proposition 8.8(2) we have
that even x 7→ xwn(x) 6∈ L2(R+) and if x 7→ x2w2n(x) fails to be integrable at 0 then Lemma
(8.10) furnishes that Vn /∈ L2(ν). Otherwise, clearly, at least case i) and/or case ii) must be
valid for wn and hence Vn /∈ L2(ν). This, completes the proof of Theorem 8.1(2). Next, we
discuss the final claim of Theorem 8.1. The claim Vn ∈ CNr−n ((0, r)) , n ≤ Nr, follows from
Proposition 8.8(2), (8.2) and ν > 0 on (0, r), see Theorem 5.2(1).
We close this Chapter with the following additional properties of the adjoint intertwining
operator.
Lemma 8.16. Let ψ ∈ N∞.
(1) Then Ran(I∗φ) = L2(ε) and Ker(Iφ) = {0}.
(2) For any α ∈ (0, 1) we have that Ran(Iφ)L2(pα) = L2(pα) whereas when ψ ∈ N∞ with
m = 0 and φ′ (0+) <∞, this extends to α = 0, i.e. to L2(R+).
Proof. From Theorem 8.1(1) and (8.4) we have, for any ψ ∈ N∞ and n ∈ N, Vn ∈ L2(ν)
and I∗φVn = Ln. Hence, Span(Ln) = L2(ε) entails that Ran(I∗φ) = L2(ε) and Ker(Iφ) =
Ran(I∗φ)
⊥
= {0}. This proves item (1). Next, let us consider, for any β ≥ 0, the power series
(8.27) fβ(x) = x
β
∞∑
n=0
Wφ(n + 1 + β)
Γ(n+ 1 + β)n!
(−1)nxn = xβ f¯β(x).
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From (2.20) and Proposition 4.1(3), we get that limn→∞
Wφ(n+1+β)
Wφ(n+β)n(n+β)
= limn→∞
φ(n+β)
n(n+β) = 0.
Thus, f¯β is an entire function. Clearly, from Theorem 6.1(2) Wφ ∈ A(0,∞) and hence
(8.28) Mβ(z) = Γ(z)
Wφ (−z + 1 + β)
Γ (−z + 1 + β) ∈ A(0,1+β).
To show thatMβ is the Mellin transform of f¯β we proceed as follows. First, for any n ∈ N, b ∈
R, the recurrence relation of the gamma function yields∣∣∣∣∣ Γ
(−n− 12 + ib)
Γ
(
n+ 32 + β − ib
)∣∣∣∣∣ = 1∏2n
j=0
∣∣−n− 12 + ib+ j∣∣
∣∣∣∣∣ Γ
(
n+ 12 + ib
)
Γ
(
n+ 32 + β + ib
)∣∣∣∣∣ .
Then, from the latter and [74, (2.1.16)] applied with z = n+ 12 + ib we get uniformly for b ∈ R∣∣∣∣∣ Γ
(−n− 12 + ib)
Γ
(
n+ 32 + β − ib
)∣∣∣∣∣ ≤ 1∏2n
j=0
∣∣−n− 12 + ib+ j∣∣ 1|n+ 12 + ib|1+β
≤ Γ
2
(
1
2
)
Γ2
(
n− 12
) 1|n+ 12 + ib|1+β |n− 12 + ib| .
Moreover, from (6.5), Wφ is a Mellin transform of a nonnegative random variable and therefore∣∣Wφ (n+ 32 + β + ib)∣∣ ≤ Wφ (n+ 32 + β). From the estimates above and the fact that Mβ in
(8.28) extends to a meromorphic function on C(−∞,0], we obtain
(8.29)
∣∣∣∣Mβ (−n− 12 + ib
)∣∣∣∣ ≤ CWφ
(
n+ 32 + β
)
Γ2
(
n− 12
) 1|n+ 12 + ib|1+β |n− 12 + ib| .
Since β ≥ 0 the right-hand side of (8.29) is integrable along any line −n − 12 + ib, n ∈ N.
Inspection of the steps above shows that similar integrable bound for |Mβ |, whose proof is
based directly on the decay of Wφ since Nr = ∞ > 2, see (5.3), holds even with n = −1.
Therefore, by Mellin inversion, a shift of contour and an application of the Cauchy Theorem,
we get, for any M ∈ N, that for some function h : R+ 7→ R
h(x) =
1
2π
∫ ∞
−∞
x−
1
2
−ibMβ
(
1
2
+ ib
)
db
=
M∑
n=0
Wφ(n+ 1 + β)
Γ(n+ 1 + β)n!
(−1)nxn + 1
2π
∫ ∞
−∞
xM+
1
2
−ibMβ
(
−M − 1
2
+ ib
)
db.(8.30)
To conclude that h = f¯β, see (8.27), it remains to show that the very last term vanishes asM →
∞. First, we invoke (5.2) and Proposition 4.1(3) to check that for large M Wφ
(
M + 32 + β
)
.
M1/2eM(lnM+lnσ
2+o(1)). Second, the Stirling asymptotic (9.8) yields Γ2
(
M + 12
)
& e
3
2
M ln(M).
Hence, for any fixed x > 0
lim
M→∞
xM
Wφ
(
M + 32 + β
)
Γ2
(
M + 12
) ≤ lim
M→∞
M
1
2xMeM(lnM+lnσ
2+o(1))− 32M ln(M) = 0
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and using (8.29) the integral in (8.30) goes to zero as M → ∞. Thus, Mβ is the Mellin
transform of f¯β and
Mβ
(
1
2
+ ib
)
=
Γ(12 + ib)Wφ(1 + β − ib)
Γ(1 + β − ib) .
From the asymptotic estimates (9.7) for thegamma functions combined with (5.3) with u = 2,
since Nr = ∞, we get that, for |b| large enough, |Mβ(1/2 + ib)| ≤ C|b|−β−2. Thus, for any
β ≥ 0, |Mβ(1/2 + ib)| ∈ L2(R) and from the Parseval identity for Mellin transform, see (1.39),
we deduce that f¯β ∈ L2(R+). Choosing β = α/2, α ∈ [0, 1), then fα/2(x) = xα/2f¯α/2(x) and
therefore fα/2 ∈ L2(pα). For λ, x > 0, set fλα/2(x) = fα/2 (λx). Then fλα/2 ∈ L2(pα) since
fα/2 ∈ L2(pα). By dominated convergence, one shows using (8.27) and Proposition 6.8 that
Iφfλα/2(x) = Iφ
( ∞∑
n=0
Wφ(n+ 1 + α/2)
Γ(n+ 1 + α/2)n!
(−1)n (λx)n+α/2
)
= (λx)α/2e−λx = pα/2(λx)e−λx.
Hence Iφfλα/2 ∈ L2(pα) and p−α/2Iφfλα/2 ∈ L2(R+). Since, with e−λ(x) = e−λx, x > 0, the
linear hull of {e−λ, λ > 0} is dense in L2(R+) and Iφ ∈ B(L2(pα)), α ∈ (0, 1), see Lemma 8.5(1),
we get that Ran(Iφ)L2(pα) = L2(pα). Finally, when ψ ∈ N with m = 0 then Iφ ∈ B(L2(R+))
and this shows that in this case Ran(Iφ)L2(R+) = L2(R+). 
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9. Uniform and norms estimates of the co-eigenfunctions
With the aim of characterizing the domain of the spectral operator, we continue our study on
the co-eigenfunctions by focusing on their asymptotic estimates for large n considered in differ-
ent topologies. We emphasize that the problem of estimating the norm of Vn in L2(ν) for large n
seems extremely delicate as one is dealing with a weighted Hilbert which, in general, should re-
quire uniform asymptotic estimates for the co-eigenfunctions Vn(x). We point out that there is
a rich and fascinating literature on uniform asymptotic expansions of the Laguerre polynomials
which reveals already that this issue even in a simple case with explicit expression and several
representation at hand is far from being trivial, see e.g. [95] and [96] for a thorough description.
In this direction, we also mention our recent work where such uniform asymptotic analysis is
conducted for some generalized Laguerre polynomials leading to the concept of reference semi-
group that we elaborate in the next Chapter. We carry out three different approaches that
give the bounds for wn or Vn stated below, two are of complex analytical nature whereas the
last one relies on probabilistic arguments. Recall that, with Θφ = lim
|b|→∞
∫∞
0 ln
( |φ(by+ib)|
φ(by)
)
dy,
NΘ =
{
ψ ∈ N ; Θφ > 0
}
and dφ = {u ≤ 0; φ(u) = 0 or φ(u) = −∞} .
Theorem 9.1. (1) Let us assume that ψ ∈ NΘ. Then, we have for any a > dφ (or a ≥ 0
if φ(0) > 0 and dφ = 0), for any ǫ > 0 and n large, uniformly on x > 0,
(9.1) xa|wn(x)| = O
(
n
1
2
−ae(TΘφ+ǫ)n
)
,
where we recall that TΘφ = − ln sinΘφ. Therefore, recalling that pα(x) = x−α, x >
0, α ∈ (0, 1), we have, for large n, that
||wn|| = O
(
n
1
2
−ae(TΘφ+ǫ)n
)
,(9.2) ∣∣∣∣∣∣∣∣wnpα
∣∣∣∣∣∣∣∣
pα
= O
(
n
1
2
−ae(TΘφ+ǫ)n
)
,(9.3)
for any dφ < a <
1
2 in (9.2) and dφ < a <
α+1
2 in (9.3).
(2) Let ψ ∈ Nα, i.e. ψ(u) ∞∼ Cαuα+1, α ∈ (0, 1), Cα > 0. Then the following estimates hold.
(a) For any a > dφ and ǫ > 0,
(9.4)
∣∣∣∣∣∣∣∣wnνγ
∣∣∣∣∣∣∣∣
νγ
= O
(
n
1
2
−ae(Tπα+ǫ)n
)
,
where we recall that Tπα = − ln sin
(
π
2α
)
and νγ(x) = e
−x 1γ , x > 0, γ > 1 + α.
(b) Recalling that Tπα,ρα = max
(
Tπα , 1 +
1
ρα
)
, where ρα is the largest solution to the
equation (1− ρ) 1α cos
(
arcsin(ρ)
α
)
= 12 , we have for large n and for any ǫ > 0,
(9.5) ||Vn||ν = O
(
e(Tπα,ρα+ǫ)n
)
.
129
Remark 9.2. We point out that a better pointwise handle of wn(x) in the scenario of item (2)
is attained in (9.19) but this does not allow for the improvement of the norm estimate.
Remark 9.3. To derive the estimates (9.5), we resort to the Phragmenn-Lindelo¨f principle. This
approach requires that the asymptotic behaviour of ν is characterized in terms of a conformal
mapping forcing us to specialize to the class Nα.
9.1. Proof of Theorem 9.1(1) via a classical saddle point method. Fix n ∈ N, a > dφ,
−a /∈ N and z = a + ib. As ψ ∈ NΘ ⊂ N∞,∞, then Nr = ∞, see (1.8), and there exists a
constant Ca > 0 such that for any b ∈ R
(9.6) |MVψ (a+ ib)| ≤ Cae−Θφ|b|+o(|b|),
with Θφ ∈ (0, π2 ], see Theorem 6.2(2b). Note that (8.12) gives the Mellin transform of wn
Mwn(z) =
(−1)nΓ(z)
Γ(n+ 1)Γ(z − n)MVψ(z).
Since MVψ ∈ A(dφ,∞), see Theorem6.1(3), then plainly Mwn ∈ A(dφ,∞). Thanks to (9.6) and
Lemma 5.22 with Nr =∞, Mellin inversion, see (1.36), yields, for x > 0, that
wn(x) =
(−1)n
2πi
∫ a+i∞
a−i∞
x−z
Γ(z)
Γ(n+ 1)Γ(z − n)MVψ(z)dz,
and, since for the integrand |f(a+ ib)| = |f(a− ib)|, we get that
|wn(x)| ≤ Cx−a
∫ ∞
0
|Γ(a+ ib)|
Γ(n+ 1) |Γ(a+ ib− n)| |MVψ (a+ ib)|db,
where throughout C stands for a generic positive constant. Recalling the formula |Γ(a +
ib − n)| |Γ(n+ 1− a+ ib)| = π|sin(π(a−n−ib))| , and the uniform bound |sin(π(a + ib))| ≤ Ceπ|b|
together with the exponential decay in (9.6) we get, for any a > dφ, that
|wn(x)| ≤ Cx−a
∫ ∞
0
|Γ(a+ ib)| |Γ(n+ 1− a+ ib)|
Γ(n+ 1)
e(π−Θφ)b+o(b)db.
Next, using the asymptotic relation (9.7), we get, for any 0 < ǫ < Θφ, that
|wn(x)| ≤ Cx−a
∫ ∞
−∞
|Γ(n+ 1− a+ ib)|
Γ(n+ 1)
e(
π
2
−Θφ+ǫ)bdb.
Hence, using [74, Lemma 2.6], we obtain, for large n, that
|wn(x)| ≤ Cx−an1−a e
n lnn−n
Γ(n+ 1)
sec
(π
2
−Θφ + ǫ
)n+ 3
2
−a
.
The Stirling approximation for Γ (n+ 1) in (9.8) shows that (9.1) holds. To prove (9.2) it
suffices to integrate (9.1) for a > 12 in a neighbourhood of infinity and to integrate (9.1) for
dφ < a <
1
2 in a neighbourhood of zero. Finally, it is trivial to extend our estimate (9.1) for
a = 0. Similar arguments give (9.3) completing the proof of Theorem 9.1(1).
For the convenience of the reader, we recall the following auxiliary well-known result on the as-
ymptotic of the gamma function that was used in the previous proof, see e.g. [74, (2.1.8)].
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Lemma 9.4. For any fixed a ∈ R
(9.7) |Γ(a+ ib)| ∞∼ Ca|b|a−
1
2 e−
π
2
|b|,
where Ca > 0. We also have the Stirling approximation
(9.8) Γ(n+ 1)
∞∼
√
2πnn+
1
2 e−n.
9.2. Proof of Theorem 9.1(2) via the asymptotic behaviour of zeros of the deriva-
tives of ν. We start with the following useful Lemma.
Lemma 9.5. Let ψ ∈ N∞,∞. Then, with the notation of Lemma 5.18, there exists a sequence
a¯ν = (a¯n = a
−1
n > 0)n≥0, such that for any n ∈ N, for any D ∈ (0, 1) and x > D−1a¯n+1 > 0∣∣∣ν(n)(x)∣∣∣ ≤ ( Dn
(1−D)n ∨ 1
)
(n!)2eo(n)x−nν (xD) ,(9.9) ∣∣∣(xnν(x))(n)∣∣∣ ≤ ( Dn
(1−D)n ∨ 1
)
(n!)2eo(n)ν (xD) .(9.10)
Proof. Let ψ ∈ N∞,∞, i.e. r = φ(∞) = ∞. Recall that (5.84) states ν(x) = x−2ν̂1
(
x−1
)
.
Then, from (5.85), we get, recalling the notation k¯n =
∑n
j=1 kj and k˜n =
∑n
j=1 jkj , that(
ν̂1
(
1
x
))(n)
= (−1)nx−n
∑
k˜n=n;k¯n=k
n!
k1!k2! . . . kn!
x−kν̂(k)1 (x
−1).
Next, we use the estimates (5.39) applied to ν̂1 with 1/r = 0. Therefore, for x > (Dan+1)
−1 =
D−1a¯n+1 > D−1a¯k+1, with D = D1−D and D ∈ (0, 1),
ν̂
(k)
1
(
x−1
) ≤ k!Dkxkν̂1 ((Dx)−1) ,
and thus we obtain with p(n) the partition function, that, for all x > D−1a¯n+1,
(9.11)
∣∣∣(ν̂1(x−1))(n)∣∣∣ ≤ (Dn ∨ 1) (n!)2p(n)x−nν̂1 ((Dx)−1) .
Thus, for x > D−1a¯n+1, from (9.11) and ν(x) = x−2ν̂1
(
x−1
)
we get (9.9) via
∣∣∣ν(n)(x)∣∣∣ ≤ ν̂1 ((Dx)−1) n∑
m=0
(
n
m
)
(m+ 1)!
xm+2
x−n+m
(
D
n−m ∨ 1
)
((n−m)!)2 p(n−m)
≤ x−nν(xD)D2 (Dn ∨ 1) n∑
m=0
(
n
m
)
(m+ 1)!((n −m)!)2p(n −m)
≤ x−nν(xD) (Dn ∨ 1) (n!)2n2p(n) = x−nν(xD) (Dn ∨ 1) (n!)2eo(n),
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where we have used the celebrated asymptotic formula p(n)
∞∼ eπ
√
2n/3
4n
√
3
, which can be found in
[99]. Similarly, for x > D−1a¯n+1, using (9.11) again, we get, for n ≥ 2, that∣∣∣(xnν(x))(n)∣∣∣ = ∣∣∣(xn−2ν̂1(x−1))(n)∣∣∣
≤ ν̂1
(
(Dx)−1
)
x2
n−2∑
m=0
(
n
m
)
(n− 2)!
(n− 2−m)!
(
D
n−m ∨ 1
)
((n−m)!)2 p(n−m)
≤ D2ν(xD) (Dn ∨ 1) n!p(n) n−2∑
m=0
(n−m)!
m!
(n− 2)!
(n− 2−m)!
≤ ν(xD)p(n)(n!)2 (Dn ∨ 1) n−2∑
m=0
1
m!
≤ eν(xD) (Dn ∨ 1) (n!)2eo(n),
which completes the proof of (9.10). When n = 1 a similar inequality holds. 
We are ready to prove Theorem 9.1(2). Recall from Lemma 5.14 that
κ̂(y) = n
(∫ ζ
0
eesds > y
)
, for y > 0,
with κ̂ defined in Proposition 5.10 and n, e, ζ in (5.2.1). Note that, for 0 < ǫ < 1,
n(ζ > y) ≤ n
(∫ ζ
0
eesds > y
)
0
= O(n(ζ > ǫy)) ,
where the first inequality is absolute since es ≥ 0. For the second observe that
n
(∫ ζ
0
eesds > y
)
≤ n
(
sup
0≤s<ζ
es > − ln ǫ
)
+ n (ζ > ǫy) ,(9.12)
and, note that since ψ ∈ Nα ⊂ N∞,∞ then lim
y→0
n (ζ > ǫy) = ∞, see Lemma 5.14(2), whereas
n
(
sup0≤s<ζ es > − ln ǫ
)
< ∞. Next, recall, from (5.26), that n(ζ > y) is the tail of the Le´vy
measure associated to φ ∈ B and ψ(φ(u)) = φ(u)φ (φ(u)) = u, u > 0. Put α1 = α + 1.
Since ψ ∈ Nα, ψ(u) ∞∼ Cαuα1 from a classical result, see e.g. [17, Proposition 1.5.15], we
have φ(u)
∞∼ C−α1α u
1
α1 and thus κ̂(y) = n(ζ > y)
0∼ C−α1α αα1 y
− 1
α1 . Since ψ ∈ N∞,∞ then
r = ∞ in Lemma 5.18(1) and with an > βn = sup{y > 0; κ̂(y) ≥ n} therein, we deduce that
an > βn ≍ n−α1 . We also have, from (9.10), that, for any fixed D < 1 and x > D−1a−1n+1,
(9.13) |wn(x)| =
∣∣∣(xnν(x))(n)∣∣∣
n!
≤
(
Dn
(1−D)n ∨ 1
)
n!eo(n)ν(Dx).
Thus, recalling that νγ(x) = e
−x
1
γ
, x > 0, with γ > α1 = α+ 1, and, since an > βn ≍ n−α1 we
can assume that a−1n ≤ nα1 for all n big enough to get that∫ nα1
0
w2n(x)
νγ(x)
dx ≤ ||wn||
2
νγ(nα1)
= eo(n)||wn||2.
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Next, the bound (9.13) with D = 12 and the asymptotic equivalent (5.9) for ψ ∈ Nα, yield for
large n and with some generic constant C > 0 that∫ ∞
nα1
w2n(x)
νγ(x)
dx ≤ 1
(n!)2
∫ ∞
nα1
(
(xnν(x))(n)
)2
νγ(x)
dx ≤ (n!)2
∫ ∞
nα1
ν2
(
x
2
)
νγ(x)
dx
≤ (n!)2
∫ ∞
nα1
e−Cx
1
α+x
1
γ
dx ≤ (n!)2e−C2 n
α1
α ≤ e−C3 n1+
1
α ,
Therefore,
∣∣∣∣∣∣wnνγ ∣∣∣∣∣∣2νγ ≤ eo(n)||wn||2 + o (1) and (9.2) provides (9.4).
9.3. Proof of Theorem 9.1(2b) through Phragme´n-Lindelo¨f principle. This part aims
to provide norm estimates of the co-eigenfunctions Vn in the weighted Hilbert space L2(ν) when
ψ ∈ Nα. The approach we develop here is based on the Phragme´n-Lindelo¨f principle which
allows us to obtain precise bounds on a sector of the complex plane for the invariant density
ν and its derivatives. In this vein we denote by θν the angle of analyticity of ν, i.e. ν ∈ A(θν).
We first state the following bound, which is an extension of (5.46).
Lemma 9.6. Let ψ ∈ NΘ. Then, for all n, k ∈ N and a > dφ (or a ≥ 0 if dφ = 0 and
φ(0) > 0), we have, for all z ∈ C(Θφ), that∣∣∣(znν(z))(k)∣∣∣ ≤ C(| arg z|) |z|n−k−a,(9.14)
where C(| arg z|) = C(n, k, a, | arg z|) > 0 is increasing in | arg z| for fixed n, k, a.
Proof. Recall that since ψ ∈ NΘ then ν ∈ A(Θφ) from Theorem 5.2(3), and, from Proposition
6.1(2) combined with the upper bound in (6.46), that, for all ǫ > 0 and a as in the statement, its
Mellin transform is for large b,
∣∣MVψ (a+ ib)∣∣ = |Wφ(a+ ib)| = O(e−(Θφ−ǫ)|b|). This enables
to use the inversion formula (1.38), to get that for all n, k ∈ N, a as above and x > 0,
(xnν(x))(k) =
(−1)k
2πi
∫ a+n−k+i∞
a+n−k−i∞
x−s(s − k)k MVψ(s+ n− k)ds
=
(−1)k
2πi
xn−k
∫ a+i∞
a−i∞
x−s(s− n)k MVψ (s)ds.(9.15)
Let now z ∈ C(Θφ) and choosing ǫ > 0 above such that θǫ = Θφ − ǫ− arg z > 0, we get that∣∣∣∣∫ a+i∞
a−i∞
z−s(s − n)k MVψ(s)ds
∣∣∣∣ ≤ |z|−a2π
∫ ∞
−∞
|(a+ ib− n)k| e−θǫ|b|db <∞.
The upper bound (9.14) is then easily derived by means of this latter bound combined with
an obvious extension of the identity (9.15). Finally, the monotonicity in | arg z| of |z−a−ib| =
|z|−ae| arg z||b| yields the same property for C(n, k, a, | arg z|) for fixed n, k, a. 
We proceed with the following estimates.
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Lemma 9.7. Let ψ ∈ Nα, i.e. ψ(u) ∞∼ Cαuα+1, α ∈ (0, 1). Then, for any n ≥ 0, z ∈ C
(
απ
2
)
,
we have that for any 0 < ǫ < π2 , there exists C = C(ǫ, n) > 0, such that with cα = αC
− 1
α
α
(9.16)
∣∣∣ν(n) (1 + z)∣∣∣ ≤ Ce−cα cos( arg zα +ǫ)|z| 1α .
Proof. We first consider the case n = 0 and we set, for 0 < ǫ < π2 and x > 0,
Vǫ(x) = ν (1 + x
α) eǫ(x) = ν (1 + x
α) ecαxe
iǫ
.
Then, the asymptotic bound (5.9) entails, that, for large x > 0,
|Vǫ(x)| = |ν (1 + xα) eǫ(x)| ≤ e−cα(1−cos ǫ)x+o(x).
Therefore since ν ∈ C0(R+), see Theorem 5.2(2a), there exists a constant Cǫ > 0 such that
(9.17) sup
x≥0
|Vǫ(x)| < Cǫ.
On the other hand, Theorem 6.2(2(b)ii) implies that ψ ∈ NΘ with Θφ = π2α and, thus thanks
to Theorem 5.2(3), ν ∈ A (π2α). Hence, Vǫ ∈ A (π2 ) . If zǫ ∈ C with arg zǫ = π2 − ǫ, then
1 + zαǫ ∈ C(απ2 ). Thus, estimate (9.14) applied to ν (1 + zαǫ ) with a > 0, k = n = 0, yields
|Vǫ (zǫ)| = |ν (1 + zαǫ ) eǫ (zǫ)| = |ν (1 + zαǫ )| ≤ Cǫ |1 + zαǫ |−a ≤ C˜ǫ,(9.18)
where Cǫ = Cǫ
(
π
2 − ǫ
)
, C˜ǫ = C˜ǫ
(
π
2 − ǫ
)
> 0. Therefore, we deduce from the bounds (9.17)
and (9.18) that the function Vǫ is bounded on the boundary of the sector
C+
(π
2
− ǫ
)
=
{
z ∈ C; 0 < arg(z) < π
2
− ǫ
}
.
It is obvious, again from estimate (9.14), that, for any z ∈ C+ (π2 − ǫ), we have that
|Vǫ(z)| =
∣∣∣ν (1 + zα) ecα|z|ei(arg z+ǫ)∣∣∣ ≤ Cecα cos(arg z+ǫ)|z|
where C = C(a, α
(
π
2 − ǫ
)
) > 0. Thus |Vǫ(z)| ≤ Cecα cos(arg z+ǫ)|z| for all z ∈ C+
(
π
2 − ǫ
)
. Since,
clearly for any 0 < ǫ < π2 , 1 <
π
π
2
−ǫ , an application of the Phragmen-Lindelo¨f principle, see
e.g. [97], yields that, for any z ∈ C+ (π2 − ǫ),
|Vǫ(z)| ≤ Cǫ
where Cǫ = max(Cǫ, C˜ǫ) > 0. Thus, for any z ∈ C+
(
π
2 − ǫ
)
, |ν (1 + zα)| ≤ Cǫe−cα cos(arg z+ǫ)|z|,
and we conclude that
|ν (1 + z)| ≤ Cǫe−cα cos(
arg z
α
+ǫ)|z| 1α .
The case arg z ∈ (− (π2 − ǫ) , 0) is identical. This proves the statement for n = 0. The case
n ≥ 1 follows similarly using the asymptotic equivalent (5.9) valid for ν(n) for all n ≥ 1. 
Our next lemma gives the bounds to complete the proof of the estimates in Theorem 9.1(2b).
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Lemma 9.8. Let ψ ∈ Nα. Then, for every x > 2, we have that for any ρ ∈
(
0, arcsin
(
π
2α
))
,
ǫ > 0 and n ≥ 0, there exists C = C(ρ, ǫ) > 0 such that
(9.19) |wn(x)| ≤ CRnρ (x− 1)e−Cα,ρ(x−1)
1
α
where Rρ(x) = 1 +
1
ρ +
1
ρ(x−1) and Cα,ρ = cα (1− ρ)
1
α cos
(
arcsin(ρ)
α + ǫ
)
.
Proof. Recall that since ψ ∈ Nα then ν ∈ A
(
π
2α
)
. Then, with ρ ∈ (0, arcsin (π2α)), an
application of the Cauchy integral representation yields, for any x > 1 and x1 = x− 1, that
|wn(x)| =
∣∣∣∣∣(xnν(x))(n)n!
∣∣∣∣∣ =
∣∣∣∣ 12πi
∮
ζnν(ζ)
(ζ − x)n+1dζ
∣∣∣∣ ≤ |x+ ρx1|nρnxn1 supθ∈[0,2π]
∣∣∣ν (1 + x1 (1 + ρeiθ))∣∣∣ ,
where the integral is over the circle C = {z ∈ C; |z − x| < ρx1} ⊂ C
(
απ
2
)
. Next, observe on
the one hand, that
∣∣∣x+ρx1ρx1 ∣∣∣n ≤ Rnρ (x1) and, on the other hand that
sup
θ∈[0,2π]
∣∣∣ν (1 + x1 (1 + ρeiθ))∣∣∣ ≤ sup
z∈C
|ν (1 + z)| ≤ sup
z∈Cρ,x1
|ν (1 + z)|
where C ⊆ Cρ,x1 = {z ∈ C;ℜ(z) > (1−ρ)x1 and | arg z| < arcsin ρ}. To complete the proof, one
bounds the last term by means of estimate (9.16) with |z| = (1−ρ)x1 and arg z = arcsin (ρ). 
We are now ready to derive the bound Theorem 9.1(2b). To this end, for any A > 2, n ∈ N, we
write Vn(x) = Vn(x)I{0<x≤A}+Vn(x)I{x>A} = vn(x)+vn(x). Next, choose ρ ∈
(
0, arcsin
(
π
2α
))
such that (1 − ρ) 1α cos
(
arcsin(ρ)
α
)
= 12 + h, for some h ∈
(
0, 12
)
, and ǫ > 0 small enough such
that (1 + 2h) cos (ǫ) − (1 + ǫ) − sin (ǫ) > 0. Since from (5.9) there exist CA > 0 such that for
x > A, ν(x) ≥ CA e−cα(x−1)
1
α (1+ǫ), x > A, the bound (9.19) combined with an expansion of
cos(x+ y) gives, for some C = Ch,ǫ,A,ρ > 0, that
||vn||2ν =
∫ ∞
A
w2n(x)
ν(x)
dx ≤ CR2nρ (A− 1)
∫ ∞
A
e
−cα(x−1) 1α
(
2(1−ρ) 1α cos
(
arcsin(ρ)
α
+h
)
+(1+ǫ)
)
dx
≤ CR2nρ (A− 1)
∫ ∞
A
e−cα(x−1)
1
α ((1+2h) cos(ǫ)−(1+ǫ)−sin(ǫ))dx ≤ C ′R2nρ (A− 1),
since Rnρ (x) is decreasing in x. Thanks to (9.1), for any x > 0, a > dφ and ǫ ∈
(
0, π2α
)
,
w2n(x) = O
(
n1−2a sin
(π
2
α− ǫ
)−2n
x−2a
)
,
where recall that dφ ≤ 0, see (1.19). Theorem 5.4(5.5) yields that for x < A and any a = −dφ+ǫ,
ν(x) ≥ Caxa and henceforth∫ A
0
w2n(x)
ν(x)
dx = O
(
n1−2a sin
(π
2
α− ǫ
)−2n ∫ A
0
x−2dφ−2ǫ+dφ−ǫdx
)
as long as ǫ < 1/3. Therefore, we conclude in this case as well that
||vn||2ν = O
(
n1−2a sin
(π
2
α− ǫ
)−2n)
.
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Combining the estimates for ||vn||2ν and ||vn||2ν we complete the proof of (9.5).
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10. The concept of reference semigroups: L2(ν)-norm estimates and
completeness of the set of co-eigenfunctions
We develop here the concept of reference semigroups whose main underlying idea can be ex-
plained as follows. It consists in identifying gL semigroups P which satisfy the following two
criteria. First, their special structure permits to study their spectral decomposition in de-
tail. In particular, one has accurate information on their sequence of co-eigenfunctions such
as precise norm estimates and completeness. Furthermore, there should exist a subclass of
gL semigroups such that for each element P in this class we have the adjoint intertwining
relation P ∗t Λ∗ = Λ∗P
∗
t , where Λ
∗ is the adjoint of a bounded operator. Indeed, under these
conditions one has, with the obvious notation, Vn = Λ∗Vn, providing readily the existence as
well as bounds of the norms of Vn in the L2(ν) topology. Another delicate issue that is of
great interest concerns the completeness properties of the sequence (Vn)n≥0. Assuming that
this property holds for the sequence of co-eigenfunctions of the reference semigroup P , one may
deduce this property for (Vn)n≥0 as soon as the bounded operator Λ∗ has a dense range. Al-
though this approach may be extended to more general classes, we present below two different
reference semigroups, namely the one-parametric class of self-adjoint Laguerre semigroups and
the two-parameter family of Gauss-Laguerre semigroups whose detailed spectral analysis has
been conducted by the authors in [80] and are reviewed in Example 3.3 above. In particular,
this approach enables us to deal with the spectral expansion in the full Hilbert space of the
perturbation class NP , that is when σ2 > 0. It is worth pointing out that one of the main
technical difficulty in implementing this approach is to identify intertwining operators which
are bounded in the appropriate Hilbert spaces. One of the key steps in achieving this aim is the
new development on Bernstein functions presented in Proposition 4.4, namely that a subset
of the cone of Bernstein functions is invariant under multiplication. Recalling the notation
cn(a) =
Γ(n+1)Γ(a+1)
Γ(n+a+1) , for n ∈ N and a > 0, we are now ready to state the following.
Theorem 10.1. (1) Let ψ ∈ NP . Then, for any ǫ > 0 and large n,
||Vn||ν = O(eǫn) .(10.1)
If in addition Π(0+) <∞ then, recalling that m = m+Π(0+)σ2 , we have for large n,
(10.2) ||Vn||ν = O(nm) ,
and the sequence (
√
cn(m)Vn)n≥0 is a Bessel sequence in L2(ν). Finally, if −dφ > 0,
then for any ǫ > 0 such that dǫ = −dφ − ǫ > 0, the sequence
(
Pn√
cn(dǫ)
)
n≥0
is a Bessel
sequence in L2(ν).
(2) Let ψ ∈ Nα,m with (α,m) ∈ R = {(α,m); α ∈ (0, 1] and m ≥ 1− 1α}. Then, for large n,
with Tα = − ln(2α − 1), we have that
||Vn||ν = O
(
eTαn
)
.(10.3)
(3) Recall from (1.34) that N dφα,m =
{
ψ ∈ Nα,m; dφ < 1− m2 − 12α
}
and assume that ψ ∈
NP ∪ N dφα,m. Then, Span(Vn) = L2(ν).
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The rest of the chapter is devoted to the proof of this Theorem and is structured as follows.
Estimates (10.1) and (10.3) are settled in 10.1.2; the completeness of Vn, i.e. item (2) is proved
in 10.2; estimate (10.2) and the succeeding claims of (1) are proved in 10.1.1.
10.1. Estimates for the L2(ν) norm of Vn.
10.1.1. The small perturbation case. Recall that, for any α ∈ (0, 1] and m ≥ 1− 1α
u 7→ φRα,m(u) =
Γ(αu+ αm+ 1)
Γ(αu+ αm + 1− α) ∈ BN ,
see (1.15), and, put φRm(u) = φ
R
1,m(u) = u+m. Note also that, for any z ∈ C(−m− 1
α
,∞),
(10.4) WφRα,m(z + 1) =
Γ(αz + αm+ 1)
Γ(αm+ 1)
.
Lemma 10.2. Let ψ ∈ NP with Π(0+) < ∞. Then, for any m > m = m+Π(0
+)
σ2 , φm(u) =
φ(u)
u+m ∈ B. With Vφm (resp. Em) denoting the Markov operator associated to the variable Vφm
(resp. VφRm), we have the following factorization of multiplicative Markov operators
(10.5) EmVφm = VφmEm = Vψ.
Moreover, Vφm ∈ B(L2(ν),L2(εm)), εm(x) = x
m
Γ(m+1)e
−xdx, x > 0, and the following intertwin-
ing relation
(10.6) Q
(m)
t Vφm = VφmPt
holds on L2(ν) for all t ≥ 0, where Q(m) = (Q(m)t )t≥0 is the classical Laguerre semigroup of order
m, see Chapter 3. Consequently, the sequence (
√
cn(m)Vn)n≥0, where cn(m) = Γ(n+1)Γ(m+1)Γ(n+m+1) , is
a Bessel sequence in L2(ν) with bound 1 and for any n ≥ 0,
(10.7) 1 ≤ ||Vn||ν ≤ c−1n (m) ∞= O(nm) .
Proof. Note that φm ∈ B is given in Proposition 4.4. Next, observing, from (7.19), (6.3),
(10.4) with α = 1 and E
[
V nφm
]
=Wφm(n+1) =
∏n
k=1
φ(k)
m+k that for any n ≥ 0 with pn(x) = xn,
EmVφmpn(1) = E
[
V nφm
]
E
[
V n
φR
m
]
=
Γ(n+ 1 +m)
Γ(m+ 1)
n∏
k=1
φ(k)
m+ k
=Wφ(n + 1) = Vψpn(1),
we get factorization (10.5) by moment determinacy of the involved operators. Replicating the
bound (7.22) in the proof of Proposition 7.1, we get that Vφm ∈ B(L2(ν),L2(εm)) and Vφm is a
contraction. To prove (10.6) note, with the help of (3.8) and (7.7), that
(10.8) VφmPn(x) =
n∑
k=0
(−1)k
E
[
V kφm
] (n
k
)
Wφ(k + 1)
xk =
n∑
k=0
(−1)k Γ(m+ 1)
(n
k
)
Γ(m+ k + 1)
xk = cn(m) L(m)n (x).
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We refer to Example 3.1 in Chapter 3 for a detailed description of the Laguerre semigroup of
order m ≥ 0. Then, from the eigenfunction property of Pn, we have, for any t, x > 0,
VφmPtPn(x) = e−ntVφmPn(x) = e−ntcn(m)L(m)n (x) = Q(m)t cn(m)L(m)n (x) = Q(m)t VφmPn(x).
Since Vψ is moment determinate, see Theorem 6.1, we have Span(Pn) = L2(ν), see [1]. Thus,
the intertwining (10.6) holds on a dense subset, and, by continuity of the involved operators, on
L2(ν). Finally, repeating the computation (8.5) with (10.6) and using that Q(m) is self-adjoint
with coeigenfunctions
(
L(m)n
)
n≥0
, see Example 3.1, we deduce, with the obvious notation,
that V∗φmL
(m)
n (x) = Vn(x). The last relation concludes that the sequence (
√
cn(m)Vn)n≥0 is
a Bessel sequence and that (10.7) holds by replicating the computation (7.25) and utilizing
that (
√
cn(m)L(m)n )n≥0 is an orthonormal sequence in L2(εm), V∗φm ∈ B(L2(εm),L2(ν)) is a
contraction and m > m. 
We proceed by an additional factorization of the entrance law. It will be useful for getting
a better upper bound for the spectral operator norm and also later in this section to prove
completeness of the sequence of co-eigenfunctions. Recall that εm(x) =
xm
Γ(m+1)e
−x, x > 0,m ≥
0, and Emf(x) = E [f (xem)], with simply E = E0, is the Markov operator associated to em,
that is the gamma random variable with density function εm. Let
(10.9) Laf(x) =
∫ ∞
0
f(y)yae−yxdy
stand for the weighted Laplace transform with weight a ∈ R and write simply L = L0.
Lemma 10.3. Let ψ ∈ N with −dφ > 0. Then, for any ǫ ∈ (0,−dφ), writing dǫ = −dφ−ǫ > 0,
we have that φdǫ(u) =
u
u+dǫ
φ(u) ∈ B. For every function f : R+ 7→ R and x > 0 such that
Edǫ |f |(x) <∞, we have that
Edǫf(x) = VψIφdǫf(x) = IφdǫVψf(x),(10.10)
gx(v) = Vψf(xv) is ιdǫ(v)dv−a.e. finite, where ιdǫ is the density of Iφdǫ and
(10.11) Edǫf(x) =
∫ ∞
0
f(xy)
ydǫe−y
Γ(dǫ + 1)
dy = x−1−dǫ
∫ ∞
0
f(y)
ydǫe−
y
x
Γ(dǫ + 1)
dy =
x−1−dǫLdǫf
(
1
x
)
Γ(dǫ + 1)
.
All claims above hold with dǫ = 0 if dφ = 0.
Proof. Since ψ ∈ N with −dφ = − sup{u ≤ 0; φ(u) = −∞ or φ(u) = 0} > 0 then m = φ(0) >
0, φ > 0 on (dφ, 0) and thus, for any ǫ ∈ (0,−dφ), the mapping u 7→ φ˜(u) = φ(u − dǫ) ∈ B
since φ˜(0) = φ (−dǫ) ≥ 0 and clearly φ˜′ is completely monotone. Hence, φdǫ(u) = uu+dǫφ(u) =
u
u+dǫ
φ˜(u+ dǫ) ∈ B, see Proposition 4.1(9). On the other hand, as, for all n ≥ 0, Wφdǫ (n+1) =∏n
k=1
k
k+dǫ
φ(k) = Γ(dǫ+1)Γ(n+dǫ+1)n!Wφ(n+ 1), we deduce that
VψIφdǫpn(x) =
n!
Wφdǫ (n+ 1)
Wφ(n+ 1) pn(x) =
Γ(n+ dǫ + 1)
Γ(dǫ + 1)
pn(x) = Edǫpn(x).
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The latter by moment determinacy completes the proof of (10.10) since we conclude that
εdǫ(x) =
xdǫ
Γ (dǫ + 1)
e−x =
∫ ∞
0
ν
(
x
y
)
ιdǫ (y)
dy
y
.
All other claims, by a Fubini argument, follow via the classical decomposition f = f+ − f−
provided that Edǫ |f |(x) <∞, for some x > 0. The case dφ = 0 is the same. 
Lemma 10.4. Let ψ ∈ NP with Π(0+) < ∞. Then −dφ ∈
[
0, mσ2
]
with −dφ = mσ2 only when
Π(0+) = 0. Moreover, if −dφ > 0, then for any 0 < ǫ such that dǫ = −dφ − ǫ > 0, with the
notation of Lemma 10.3, Iφdǫ ∈ B(L2(ν),L2(εdǫ)) and, the following intertwining
(10.12) IφdǫQ
(dǫ)
t = PtIφdǫ
holds on L2(εdǫ) for all t ≥ 0, where Q(dǫ) = (Q(dǫ)t )t≥0 is the classical Laguerre semigroup of
order dǫ, see Chapter 3. Consequently,
(
c
− 1
2
n (dǫ)Pn
)
n≥0
, is a Bessel sequence in L2(ν).
Proof. The fact that −dφ ∈
[
0, m
σ2
]
follows directly from Proposition 4.4(1) and φ > 0 on
(dφ, 0), see (1.19). By using the factorization (10.10) and following a line of reasoning similar
to the proof of Lemma 10.2 and Theorem 7.3 we settle easily the claims. 
10.1.2. The large perturbation case and beyond.
Lemma 10.5. Let ψ ∈ Nα,m with (α,m) ∈ R and Φα,m(u) = φ(u)φRα,m(u) .
(1) Then, there exists a Markov operator VΦα,m associated to the variable VΦα,m, such that
the factorization of operators
VΦα,mVφRα,m = Vψ
holds. Moreover, VΦα,m ∈ B(L2(ν),L2(eα,m)) and the following intertwining relation
P
(α,m)
t VΦα,m = VΦα,mPt
holds on L2(ν) for all t ≥ 0, where P (α,m) = (P (α,m)t )t≥0 is the Gauss-Laguerre semi-
group described in Example 3.3.
(2) Consequently, we have the following estimate, for large n,
(10.13) ||Vn||ν = O
(
enTα
)
.
In particular, if ψ ∈ NP , then for any ǫ > 0 and large n,
(10.14) ||Vn||ν = O(eǫn) .
(3) For any (α,m) ∈ R, Nα,m ⊂ NΘ with π2α ≤ Θφ ≤ π2 .
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Proof. Since ψ ∈ Nα,m, by definition, see Table 2 in Chapter 1, the mapping u 7→ 1Φα,m(u)
is completely monotone. Thus, according to [8, Theorem 1.3], the sequence (an)n≥0, where
a0 = 1 and an =
∏n
k=1Φα,m(k), n ≥ 1, is a Stieltjes moment sequence, which entails that there
exists a unique Markov operator VΦα,m such that, for n, x ≥ 0,
(10.15) VΦα,mpn(x) = E
[
V nΦα,m
]
pn(x) =
Wφ(n + 1)Γ(αm + 1)
Γ(αn + αm+ 1)
pn(x) =
Wφ(n+ 1)
WφRα,m(n + 1)
pn(x)
where we used for the last equality (10.4). From this characterization, by following a line of
reasoning similar to the proof of Lemma 10.2, we easily derive the factorization of Markov
operators, the continuity of VΦα,m , the intertwining relation as well as its dual version. Es-
timate (10.13) is deduced from the dual intertwining relation which yields in this case that
||Vn||ν = ||V∗Φα,mV
(α,m)
n ||ν ≤ ||V(α,m)n ||eα,m = O
(
enTα
)
, where the last bound can be found
in Example 3.3,(3.11). For the second item, since according to Proposition 4.4(2), we have
for any ψ ∈ NP with Π(0+) = ∞, that for any 0 < α < 1, there exists m > 0 such that
Φα,m =
φ
φα,m
∈ B and hence VΦα,m is a Markov operator. We deduce (10.14) from (10.13)
which holds for all α ∈ (0, 1) in this case and limα↑1 Tα = limα↑1 ln(2α − 1) = 0. The case
ψ ∈ NP with Π(0+) < ∞ was treated in Lemma 10.2. Finally, from (10.15), we deduce that,
for any z ∈ C(dΦα,m ,∞) with dΦα,m = dφ ∨ (−m − 1α), VΦα,mpz(x) =
Wφ(z+1)
W
φRα,m
(z+1)pz(x). Thus,
since VΦα,m is a Markov operator, we have for any z = a + ib with a > dΦα,m ,
∣∣∣∣ Wφ(z+1)W
φRα,m
(z+1)
∣∣∣∣ ≤
Wφ(a+1)
W
φRα,m
(a+1) or equivalently |Wφ(z + 1)| ≤
Wφ(a+1)
W
φRα,m
(a+1)
∣∣∣WφRα,m(z + 1)∣∣∣. Next, note that the ex-
pression (10.4) combined with the Stirling approximation (9.7) yield that, for any a > −m− 1α ,∣∣∣WφRα,m(a+ ib+ 1)∣∣∣ ∞∼ Ca|b|a+αm+ 12 e−π2α|b|, Ca > 0, and hence, from the condition (6.46), we get
that WφRα,m ∈ Nπ2α which completes the proof as from Theorem 6.2(2b), we have Θφ ≤
π
2 . 
10.2. Completeness of (Vn)n≥0 in L2(ν). We shall take two different paths to prove the
completeness of (Vn)n≥0 in L2(ν). The first one, when ψ ∈ NP , i.e. σ2 > 0, is based on the
factorization identity (7.18) which allows to derive a non-trivial injectivity property of the
operator Vψ in the weighted Hilbert space L2(ν). As we can not show this property beyond
this case, we resort to another approach for the case ψ ∈ NR \ NP , for which an analytical
extension property for the Mellin transform of the invariant density is needed. However, we
stress that both approaches stem from the concept of reference semigroup as they require the
precise estimate of ||Vn||ν derived in the previous section.
10.2.1. The case ψ ∈ NP . We split the proof into several intermediate results. We start with
a general statement, that will also be used later in Chapter 12, which provides, in particular,
pointwise bounds for |wn(y)| which depend solely on the analyticity of ν.
Proposition 10.6. (1) Let ν ∈ A(Θ) with Θ ∈ (0, π2 ], i.e. ν is analytic in C(Θ) =
{z ∈ C; | arg z| < Θ}. Then, writing z = 11−z and TΘ = − ln sinΘ, we have, for any
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y > 0, that
z dzν (y) =
1
1− z ν
(
y
1− z
)
=
∞∑
n=0
wn(y)z
n, |z| < e−TΘ ,(10.16)
where we recall that dcf(x) = f(cx). Moreover, for any t > TΘ, y > 0, there exists
F (y, t) > 0 such that, for any n ≥ 1,
|wn(y)| ≤ F (y, t)etn.(10.17)
Finally, as a function (y, t) 7→ F (y, t) is locally uniformly bounded on R+ × (TΘ,∞).
(2) Let ψ ∈ NP . Then, for any f ∈ L2(ν) and any |z| < 1,
Vψf(1− z) =
∞∑
n=0
〈f,Vn〉νzn.
Proof. Let 0 < θ < Θ and let C = Cy (y sin θ) be the circle with centre y > 0 and radius
y sin θ < y sinΘ enclosing the ball C˚. Then C ⊂ C(Θ). Thus, for any y > 0 and , we have
zy ∈ C˚ if and only if |zz| < sin θ. Choosing such z, for any y > 0, using twice Cauchy’s theorem
over C, we get, for any M ∈ N, that
M∑
n=0
wn(y)z
n =
M∑
n=0
(−1)n (y
nν(y))(n)
n!
zn =
1
2πi
M∑
n=0
(∮
ζnν(ζ)
(ζ − y)n+1 dζ
)
zn
=
z
2πi
∮ (
1−
(
zζ
ζ − y
)M+1) ν(ζ)
ζ − zydζ
= z dzν (y)− z
2πi
∮ (
zζ
ζ − y
)M+1 ν(ζ)
ζ − zydζ,
where z2πi
∮ ν(ζ)
ζ−zydζ = z dzν (y) merely because zy ∈ C˚. However, if furthermore, |z| < sin θ1+sin θ
then
∣∣∣ zζζ−y ∣∣∣ < 1, ζ ∈ C, and letting M tend to ∞ we conclude (10.16) for |z| < sin θ1+sin θ . Next,
since ν ∈ A (Θ) then z dzν (y) is analytic for |z| < e−TΘ , that is when |arg(yz)| = |arg(z)| < Θ,
and the convergence of the series
∑∞
n=0wn(y)z
n extends on this region via (10.16). Then,
(10.17) follows by trivially estimating the representation
|wn(y)| = 1
2π
∣∣∣∣∮ zdzν (y)zn+1 dz
∣∣∣∣ ,
over the circle C0
(
e−t
)
, t > TΘ. The final claim of the first item follows since ν ∈ A(Θ).
When ψ ∈ NP , i.e. σ2 > 0, (10.16) holds with TΘ = 0 because thanks to Theorem 6.2(2(b)i)
and Lemma 9.6 we have that ν ∈ A (π2 ), that is ν is analytic in C(0,∞). Moreover, the bound
(10.14) yields that, for any f ∈ L2(ν) and any ǫ > 0,∫ ∞
0
|f(y)||wn(y)|dy = 〈|f |, |Vn|〉ν ≤ ||f ||ν ||Vn||ν ≤ Ceǫn.
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Thus, we get by an application of Fubini’s Theorem that, for any |z| < 1,
Vψf(1− z) = z
∫ ∞
0
f(y)ν (zy) dy
=
∫ ∞
0
f(y)
∞∑
n=0
wn(y)z
ndy =
∞∑
n=0
〈f,Vn〉ν zn.

Before proving the main ingredient for the completeness of the sequence (Vn)n≥0 in L2(ν) we
collect additional information.
Proposition 10.7. Let ψ ∈ NP and fix x ∈
(
0, 2σ2
)
. If dφ = 0 then for any f ∈ L2(ν),
E|f |(x) <∞ and if dφ < 0 then, with dǫ = −dφ − ǫ, Edǫ |f |(x) <∞ if ǫ ∈
(
0,
1−dφ
3
)
.
Proof. Let ψ ∈ NP , f ∈ L2(ν) and choose d∗ ≥ 0. From (10.11)
(10.18) Ld∗ |f |
(
1
x
)
=
∫ ∞
0
|f(y)| yd∗e− yxdy <∞ ⇐⇒ Ed∗ |f |(x) <∞.
Let 0 < 1x =
1
2σ2
+ h, for some h > 0, that is x ∈ (0, 2σ2). Then(∫ ∞
1
|f(y)| yd∗e− yx dy
)2
≤
∫ ∞
1
f2(y)e−
y
σ2
−hydy
∫ ∞
1
y2d
∗
e−hydy <∞
since from (5.8) ν(y)
∞∼ e− yσ2+o(y) and f ∈ L2(ν). From ν > 0 on R+, see Theorem 5.2(1),(∫ 1
0
yd
∗ |f(y)| dy
)2
≤
∫ 1
0
f2(y)ν(y)dy
∫ 1
0
y2d
∗
ν(y)
dy ≤ ||f ||ν
∫ 1
0
y2d
∗
ν(y)
dy.
Since ν(y) ≥ Ca,1y−a where a < dφ, see (5.5) of Theorem 5.4, then y
2d∗
ν(y) ≤ C−1a,1y2d
∗+a. Putting
d
∗ = dǫ = −dφ − ǫ the last integral is finite if ǫ ∈
(
0,
1−dφ
3
)
and a is close to −dφ. 
Lemma 10.8. Let ψ ∈ NP and f ∈ L2(ν). If Vψf(x) = 0 for any x ∈ (0, 2) then, for
a.e. y > 0, f(y) = 0.
Proof. Let ψ ∈ NP with d∗ = 0 when dφ = 0 and d∗ = dǫ = −dφ − ǫ, for some ǫ ∈
(
0,
1−dφ
3
)
,
when dφ < 0. Next, fix x < 2σ
2. Therefore, from Proposition 10.7 we get that Ed∗ |f |(x) <∞.
Recall that φd∗(u) =
u
u+d∗φ(u) ∈ B, see Lemma 10.3. Since Ψ ∈ NP then φ(u)
∞∼ σ2u, see
Proposition 4.1(3). Hence, φd∗(u)
∞∼ σ2u and we conclude that σ2
d∗ = σ
2. Thus, from (10.10)
Ed∗f(x) =
∫ 1
σ2
0
Vψf(xy)ιφd∗ (y) dy = 0,
since ιd∗ has support on [0, σ
−2], see Proposition 6.7(1), and by assumption Vψf(xy) = 0 when
xy < 2σ2 1
σ2
= 2. Therefore, from (10.11), for all x > 1
2σ2
, Ld∗f(x) = 0. Choose x0 >
1
2σ2
.
The same arguments as in the proof of Proposition 10.7 lead to f˜(y) = yd
∗
e−x0yf(y) ∈ L2(R+)
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if f ∈ L2(ν). Since for all x > x0, Lf˜(x − x0) = Ld∗f(x) = 0, the injectivity property of the
Laplace transform L entails that for a.e. y > 0, f(y) = f˜(y) = 0, which completes the proof. 
Next we finish the proof of the completeness of the sequence (Vn)n≥0 in L2(ν). Assume that
f ∈ L2(ν) and 〈f,Vn〉ν = 0,∀n ≥ 0. From Proposition 10.6 we deduce that Vψf = 0 on (0, 2).
The statement follows by invoking Lemma 10.8 and the fact that in a separable Hilbert space,
the concept of total sequence and complete sequence coincide.
10.2.2. The case ψ ∈ N dφα,m \NP . Assume that ψ ∈ N dφα,m \NP , i.e. σ2 = 0 and from (1.34), ψ ∈
Nα,m with dφ < 1− m2 − 12α . Recall that eα,m(x) = x
m+ 1α−1e−x
1
α
Γ(αm+1) , x > 0, see Example 3.3(3.10).
To prove the completeness of the sequence (Vn)n≥0 in L2(ν), we argue as follows using the
notation and results of Lemma 10.5. First, note that from V∗Φα,mV
(α,m)
n (x) = Vn(x), n ≥ 0, then
(Vn)n≥0 ⊂ V∗Φα,m
(
L2(eα,m)
)
. Second, Span(V(α,m)n ) = L2(eα,m), see [80, Proposition 2.1 (2)],
and V∗Φα,m ∈ B(L2(eα,m),L2(ν)). Third, if Ran(V∗Φα,m) = L2(ν) then classical approximation
yields the completeness of (Vn)n≥0 in L2(ν). It remains to prove the latter. By linearity
and density of the set of polynomials in L2(ν), it is furnished if there exist Fn ∈ L2(eα,m),
for all n ≥ 0, such that V∗Φα,mFn(x) = pn(x) = xn. We consider the following convolution
equation,
(10.19) V̂Φα,mFˆn(x) = ν(x)pn(x).
Following a reasoning similar to the proof of (8.9) of Lemma 8.5 , we have, for a.e. x > 0 and
integrable f, fˆ = feα,m, that
(10.20)
V∗Φα,mf(x) =
1
ν(x)
V̂Φα,mfeα,m(x) =
1
ν(x)
V̂Φα,m fˆ(x) =
1
ν(x)
∫ ∞
0
f(xy)eα,m(xy)να,m(y)
dy
y
,
with να,m the density of the variable VΦα,m . We solve (10.19) from the perspective of Mellin
distributions as described in Proposition 8.8. Henceforth, by means of Mellin transform of
(10.19) and the functional equation (6.6) satisfied by Wφ, that is Wφ(z + 1) = φ(z)Wφ(z), one
gets, for ℜ(z) > dα,mφ = max(dφ, 1− 1α −m),
MFˆn(z) =
Wφ(z + n)
Wφ(z)
WΦα,m(z) =
n−1∏
j=0
φ(z + j)
Γ(αz − α+ αm+ 1)
Γ(αm + 1)
,
where Wφ(z + n) =
∫∞
0 x
z−1ν(x)pn(x)dx and
∫∞
0 x
z−1να,m(x)dx = Wφ(z)
Γ(αm+1)
Γ(αz−α+αm+1) , see
(10.15) for the latter. Thus, for any ǫ > 0, a > dα,mφ and large |b|, since |φ(z)| = O(|z|) for
|z| = |a+ ib|, |b| large enough and a fixed, see Proposition4.1(3), we have that
|MFˆn(a+ ib)| ≤ |φ(a+ n+ ib)|n|Γ(α(a+ ib)− α+ αm+ 1)| ≤ Ca,n|b|ne−
π
2
(α−ǫ)|b|
for some Ca,n > 0. Hence, by the Parseval identity for the Mellin transform, see (5.42), we
have that there exists Fˆn ∈ L2(R+) a solution to the convolution equation (10.19) above. From
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(10.20) it remains to show that, for any n ≥ 0, Fn = Fˆneα,m ∈ L2(eα,m). However, by Mellin
inversion, we get, for all x > 0 and a > dα,mφ , that
Fˆn(x) =
1
2πi
∫ a+i∞
a−i∞
x−z
Wφ(z + n)
Wφ(z)
Γ(αz − α+ αm+ 1)
Γ(αm + 1)
dz.
Thus, for all x > 0, a > dα,mφ and ǫ < α,
(10.21) |Fˆn(x)| ≤ Cx−a
∫ ∞
−∞
eǫ|b||Γ(αib+ (a− 1)α+ αm + 1)|db ≤ Cax−a.
Moreover, after an obvious change of variables in [74, Lemma 2.6] we get that
|Fˆn(x)| ≤ CxMe− cos(
ǫ
α
)x
1
α
for some M > 0, ǫ small and all x ≥ 1. From this estimate and the notation eα,m(x) =
xm+
1
α−1e−x
1
α
Γ(αm+1) , x > 0,
Fˆn(x)
eα,m(x)
I{x≥1} ∈ L2(eα,m) if ǫ < απ3 . For Fˆn(x)eα,m(x)I{x≤1} ∈ L2(eα,m) consider
(10.21) with ǫ small enough that a = 1− m2 − 12α−ǫ > dα,mφ . Then Fˆ 2n(x)e−1α,m(x) ≤ x−1+ǫ, x ≤ 1,
and thus, we deduce that Fˆn
eα,m
∈ L2(eα,m), which completes the proof.
145
11. Hilbert sequences, intertwining and spectrum
This part, which ends by the proof of Theorem 1.22, aims at establishing some interesting
and new connections between three different concepts: intertwining relation, Hilbert sequences
arising in non-harmonic analysis and spectrum of non self-adjoint operators. We present and
prove several results, sometimes in a slightly more general context than the one of the current
work. For sake of clarity, we proceed by recalling a few definitions that were introduced in
Section 11, concerning the spectrum of linear operators. First, a complex number λ ∈ S(P )
belongs to the spectrum of the linear operator P ∈ B(L2(ν)), if P −λI does not have an inverse
in L2(ν) with the following three distinctions. λ ∈ Sp(P ), the point spectrum, if Ker(P −λI) 6=
{0}, λ ∈ Sc(P ), the continuous spectrum, if Ker(P − λI) = {0} and Ran(P − λI) = L2(ν) but
Ran(P− λI) ( L2(ν), and, finally λ ∈ Sr(P ), the residual spectrum, if Ker(P − λI) = {0} and
Ran(P − λI) ( L2(ν). Clearly, S(P ) = Sp(P ) ∪ Sc(P ) ∪ Sr(P ). Let λ ∈ Sp(P ) be an isolated
eigenvalue. Then its geometric multiplicity, denoted by Mg(λ, P ) is computed as follows
(11.1) Mg(λ, P ) = dim Ker(P − λI),
that is the dimension of the corresponding eigenspace. Its algebraic multiplicity, denoted by
Ma(λ, P ) is defined by
(11.2) Ma(λ, P ) = dim
∞⋃
k=1
Ker(P − λI)k.
Note that always Mg(λ, P ) ≤ Ma(λ, P ). Next, keeping notation similar to the rest of the
paper, let us assume that there exists I ∈ B(L2(ε),L2(ν)), such that for any f ∈ L2(ν),
(11.3) PIf = IQf,
where P ∈ B(L2(ν)) and Q ∈ B(L2(ε)) is self-adjoint. Moreover, we suppose that S(Q) =
Sp(Q) = (λn ∈ C)n≥0 and write (Ln)n≥0 for the associated sequence of eigenfunctions, with
Span(Ln) = L2(ε). Although most of the results presented below may also hold in a more
general settings, for sake of clarity, we focus on the conditions of the present work. We say
that I is an intertwining operator. It is immediate that the adjoint intertwining relation holds,
that is with I∗ ∈ B(L2(ν),L2(ε)) the adjoint of I, we have that, for any g ∈ L2(ν)
(11.4) I∗P ∗g = QI∗g
where P ∗ ∈ B(L2(ν)) stands for the adjoint of P . There is a substantial literature devoted
to the study of intertwining relations. A natural problem is to understand how the spectral
properties of an operator are preserved under such type of transformation. In our context, this
issue is still unclear since without any additional assumptions one can find examples where
the spectrum of one operator may not intersect the spectrum of the other one. A natural
requirement is that the intertwining operator I is an affinity, that is a bounded operator
admitting a bounded inverse. In such case, Q and P are called similar and the two spectra
coincide. In this direction, we mention the recent paper of Inoue and Trapani [56] where it
is proved that a closed operator admits a non-self-adjoint resolutions of the identity if and
only if it is similar to a self-adjoint operator. There exists an intermediate notion, called quasi-
similarity, that is when I ∈ B(L2(ε),L2(ν)) is one-to-one and has a dense range, which was first
introduced by Sz.-Nagy and Foias, see [94], in their theory considering an infinite dimensional
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analogue of the Jordan form for certain classes of operators; it replaces the familiar notion of
similarity which is the appropriate equivalence relation to use with finite dimensional Jordan
forms. However, two operators can be quasi-similar and yet have unequal spectra, see e.g. [55].
For normal operators this cannot happen: it follows from the Putnam-Fuglede commutativity
theorem that if two normal operators are quasisimilar, they are actually unitary equivalent, see
[45, Lemma 4.1], and therefore have equal spectra. Finally, we refer to [2] for a recent account
of similar and quasi-similar operators.
We are now ready to state the following relations between point spectra and multiplicity of
eigenvalues, recalling that S(Q) = Sp(Q) = (λn)n≥0 and we write (Ln)n≥0 the associated set
of eigenfunctions.
Proposition 11.1. Assume that the intertwining relation (11.3) holds with I ∈ B(L2(ε),L2(ν)).
(1) If for some n ≥ 0, Ln /∈ Ker(I), then λn ∈ Sp(P ).
(2) Finally, if I is one-to-one with I1 ≡ 1 then Sp(Q) ⊆ Sp(P ) and for any n ≥ 0,
Mg(Q,λn) ≤Mg(P, λn) and Ma(Q,λn) ≤Ma(P, λn).
Remark 11.2. Note that it is possible that Sp(Q) ( Sp(P ). Indeed there may exist Pn ∈
L2(ν) \ Ran(I) an eigenfunction of P associated to the eigenvalue λ¯n ∈ C \ Sp(Q).
Proof. Since by assumption Pn = ILn 6= 0, we deduce from (11.3) together with the linearity
of I that
PPn = IQLn = λnILn = λnPn,
which completes the proof of the first statement. Both facts Sp(Q) ⊆ Sp(P ) and for any n ≥ 0,
Mg(Q,λn) ≤ Mg(P, λn) follow by a similar line of reasoning and employing the fact that I is
one-to-one. Finally, if for some n ∈ N, there exists an integer p and Ln 6= 0 ∈ L2(ε) such that
(Q − λn1)p+1Ln = 0 and (Q − λn1)pLn 6= 0 then, since I is one-to-one with with I1 ≡ 1,
(P − λn1)p+1ILn = 0 and (P − λn1)pILn 6= 0, which completes the proof of the fact that
Ma(Q,λn) ≤Ma(P, λn). 
The next result discusses the consequence of the completeness property of a set of eigenfunctions
on the residual spectrum and on the (geometric and algebraic) multiplicity of the eigenvalues of
the adjoint operator. Note that the proof of the latter result is based on a substantial property
of biorthogonal sequences in Hilbert space that we had recalled above, namely that a complete
sequence in a separable Hilbert space admits at most one biorthogonal sequence. We also recall
that a sequence that admits a biorthogonal sequence is said to be minimal and a sequence that
is both minimal and complete, in the sense that its linear span is dense in L2(ν), will be called
exact.
Proposition 11.3. Let us assume that there exists a sequence of eigenfunctions (Pn)n≥0 of P
associated to the sequence of distinct eigenvalues (λn)n≥0 such that Span(Pn) = L2(ν).
(1) Sr(P ) = ∅. If in addition (Pn)n≥0 is minimal, then for all n ≥ 0, λn ∈ Sp(P ∗) and
Ma(λn, P
∗) = Mg(λn, P ∗) = 1.
(2) If for all n, ILn = Pn and for some n¯, Ln¯ /∈ Ran(I∗) then λn¯ ∈ Sr(P ∗).
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Proof. Let us assume that there exists a complex number q ∈ Sr(P ), that is P − q1 is one-to-
one but does not have a dense range. Since q /∈ Sp(P ), we have for all n ≥ 0, (P − q1)Pn =
(λn−q)Pn 6= 0, which yields to a contradiction as Span(Pn) = L2(ν) and proves the first claim.
Next, for any n,m ≥ 0, using that (Vn)n≥0 is biorthogonal to (Pn)n≥0 and that Vn 6= 0, we
have that
〈P ∗Vn − λnVn,Pm〉ν = 〈Vn, PPm〉ν − λnδnm = (λm − λn)δnm = 0.(11.5)
That is P ∗Vn − λnVn ∈ Span(Pn)⊥ = {0} since by assumption Span(Pn) = L2(ν). Thus, we
deduce that λn ∈ Sp(P ∗). Assume now that there exists n0 ∈ N such that Mg(λn0 , P ∗) = 2.
That is there exists vn0 ∈ L2(ν) such that vn0 6= 0, vn0 6= Vn0 and P ∗vn0 = λn0vn0 . Thus, for
all m ≥ 0, we have
λn0〈Pm, vn0〉ν = 〈Pm, P ∗vn0〉ν = 〈PPm, vn0〉ν = λm〈Pm, vn0〉ν(11.6)
that is for some C ∈ R, 〈Pm, vn0〉ν = Cδmn0 . Note that we may choose vn0 such that C = 1.
Indeed as P ∗ is linear, C 6= 0 because otherwise vn0 = 0 as Span(Pn) = L2(ν). Thus the
sequence (v˜n)n≥0 defined by v˜n0 =
1
2vn0 +
1
2vn0 and otherwise v˜n = vn is another biorthogo-
nal sequence to (Pn)n≥0. However, as mentioned before the statement, this is impossible as
Span(Pn) = L2(ν) which implies the uniqueness of the biorthogonal sequence. Hence for all
n ≥ 0, Mg(λn, P ∗) = 1. Next, let n ≥ 0 and note that if dim Ker(P ∗ − λn1)2 = 1 then
Ma(λn, P
∗) = limk→∞ dim Ker(P ∗ − λn1)k = dim Ker(P ∗ − λn1) = 1. Indeed, assume that
there exists Vn ∈ L2(ν) such that (P ∗ − λn1)3Vn = 0, then necessarily (P ∗ − λn1)Vn = 0,
that is Vn ∈ Ker(P ∗ − λn1), since the converse inclusion always holds, this gives the state-
ment for k = 3. A recurrence argument yields the claim for all k ≥ 2. Hence it remains
to show that Ker(P ∗ − λn1)2 = Ker(P ∗ − λn1). To this end, assume that there exists
Vn 6= Vn ∈ Ker(P ∗ − λn1)2, that is since we have dim Ker(P ∗ − λn1) = Mg(λn, P ∗) = 1,
(P ∗ − λn1)Vn = CVn for some real constant C 6= 0. Thus
〈P ∗Vn,Pn〉ν − λn〈Vn,Pn〉ν = C〈Vn,Pn〉ν .
Using the eigenfunction property of Pn and the biorthogonality property, we get
0 = λn〈Vn,Pn〉ν − λn〈Vn,Pn〉ν = C 6= 0,
which completes the proof of the first item through a contradiction argument. To prove the
second item we assume that λn¯ ∈ Sp(P ∗), that is there exists Vn¯ ∈ L2(ν) such that P ∗Vn¯ =
λn¯Vn¯. Next, since ILn = Pn, for all n ≥ 0, we easily deduce that I has dense range in L2(ν)
and thus I∗ is one-to-one in L2(ν). Thus, we deduce from the intertwining relation (11.4)
and Proposition 11.1 that I∗Vn¯ = Ln¯ which yields to a contradiction as it is assumed that
Ln¯ /∈ Ran(I∗). Hence λn¯ ∈ Sp(P ) \ Sp(P ∗) which implies that Ker(P ∗ − λn¯1) = {∅} with
Ran(P∗ − λn¯1)⊥ = Ker(P − λn¯1) 6= {∅}, that is, λn¯ ∈ Sr(P ∗), which completes the proof. 
We complete this part with the following result which provides, in the context of intertwining
relation, a set of sufficient conditions for the characterization of the point and residual spectra.
Note that this type of condition seems to be weaker than the one appearing in the intertwining
literature. Indeed, we are able to extract this information without the assumption that either
the intertwining operator has a bounded inverse or the linear operators P belong to some
special classes of linear operators.
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Proposition 11.4. Assume that the intertwining relation (11.3) holds with I ∈ B(L2(ε),L2(ν)),
Ran(Iφ) = L2(ν) and assume that there exists a sequence (Pn)n≥0 of eigenfunctions for P
associated to the set of distinct eigenvalues (λn)n≥0. If in addition the sequence (Pn)n≥0
is exact and its biorthogonal sequence (Vn)n≥0 is complete, then Sp(P ∗) = Sp(Q) = Sp(P ),
Sr(P
∗) = Sr(Q) = Sr(P ) = ∅ and Ma(λn, P ) = Mg(λn, P ) = Ma(λn, P ∗) = Mg(λn, P ∗) = 1.
Proof. Since Ran(Iφ) = L2(ν) and thus Ker(I∗φ) = {∅}, we get, by means of the intertwining
relation (11.3), its adjoint version (11.4), the minimality of (Pn)n≥0 and Proposition 11.1 that
Sp(P
∗) ⊆ Sp(Q) ⊆ Sp(P ). Moreover, as both sequences (Pn)n≥0 and (Vn)n≥0 are complete we
have from Proposition 11.3 that Sr(P ) = Sr(P
∗) = ∅. Next, from the identity Ker(P − λ1) =
Ran(P∗ − λ1)⊥, we easily deduce the inclusions Sr(P ∗) ⊆ Sp(P ) ⊆ Sr(P ∗) ∪ Sp(P ∗), which
provides that Sp(P
∗) = Sp(P ) and completes the proof of the first two claims. Finally the last
one follows from Proposition 11.3. 
11.1. Proof of Theorem 1.22. We recall that the item (1) was stated in Theorem 7.3(2)
and proved in that Chapter. Let now ψ ∈ N∞. Then, from Theorem 8.1 we have that, for all
n ≥ 0, Vn ∈ L2(ν) and the equation (8.4) in Proposition 8.4 entails that Ln = I∗φVn. Hence,
since from (7.24), Pm = IφLm, m ≥ 0, we get that
〈Pm,Vn〉ν = 〈IφLm,Vn〉ν =
〈Lm,I∗φVn〉ε = 〈Lm,Ln〉ε = δnm,
which proves that (Vn)n≥0 is minimal. Its uniqueness property follows since the sequence
(Pn)n≥0 is exact which itself is a direct consequence of item (1). We complete the proof of this
item (2) by means of item (1) combined with the fact that a sequence which is biorthogonal
to a Bessel sequence is a Riesz-Fischer sequence, see e.g. [27, Proposition 2.3(ii)]. Assume
now that ψ ∈ NP ∪ N dφα,m. Then, the claims of item (3) follow readily from the fact that
Span(Vn) = L2(ν) which is found in Theorem 10.1(3). For the last item (4), assuming first
that ψ ∈ N , the inclusion Et ⊆ Sp(Pt) is given in Theorem 7.3(1), whereas the last claim of
(4a), i.e. Sr(Pt) = ∅, is deduced from Proposition 11.3(1). Theorem 8.1 (resp. Proposition
11.3(1)) gives the first (resp. second) claim of the item (4b). Item (4c) follows by combining
the previous item (3) with Proposition 11.4. Finally, the last item (4d) is immediate from
Theorem 8.8.
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12. Proof of Theorems 1.11, 1.17 and 1.18
Let first ψ ∈ N . Then the expressions of Pn as stated in (1.21) have been derived in Theorem
7.3(1). Next, from the intertwining relationship (7.3) and the expansion (3.2) of the Laguerre
semigroup of order m = 0, we get, in the L2(ν) topology, that for any g ∈ L2(ε), t > 0,
PtIφ g = Iφ Qtg = Iφ
∞∑
n=0
e−nt〈g,Ln〉ε Ln =
∞∑
n=0
e−nt〈g,Ln〉ε Pn,
where the last identity is justified by the Bessel property of the sequence (Pn)n≥0 combined with
(〈g,Ln〉ε)n≥0 ∈ ℓ2(N), for any f ∈ L2(ε). Next, since from Theorem 7.1(1) Iφ ∈ B(L2(ε),L2(ν))
and from Theorem 7.1(2), Ran(Iφ) = L2(ν), we have that its pseudo-inverse I†φ, see [7, p.234]
for definition, is densely defined from L2(ν) into L2(ε). Thus, for any f ∈ Ran(Iφ), t ≥ 0,
Ptf =
∞∑
n=0
e−nt〈I†φ f,Ln〉ε Pn in L2(ν),(12.1)
and, the two linear operators in (12.1) coincide on a dense subset of L2(ν).
12.1. Proof of Theorem 1.11(2). We have here ψ ∈ N c∞ and in particular r < ∞. First,
note that identity (12.1) proves (1.24) of Theorem 1.11(2). Next, from (7.13) and the notation
there, we get that, for all p∈N and large n∣∣∣P(p)n (x)∣∣∣ ≤ P(p)n (−x) ≤ np+ 12 Eφ(nx) = O(np+ 12 exr n) .(12.2)
Then, writing c†n(f) = 〈I†φ f,Ln〉ε, we get, with x ∈ (0,K), for any K > 0, any f ∈ Ran(Iφ)
and t ≥ 0∣∣∣∣∣
∞∑
n=p
e−ntc†n(f) P(p)n (x)
∣∣∣∣∣ ≤ C
∞∑
n=p
np+
1
2 e−n(t−
x
r
)c†n(f) ≤ C
∞∑
n=p
np+
1
2 e−n(t−
K
r
)c†n(f).
where C > 0. Since, from the discussion above, (c†n(f))n≥0 ∈ ℓ2(N) for all f ∈ Ran(Iφ), we get
that for all k, p ∈ N
dk
dtk
(Ptf)
(p)(x) =
∞∑
n=p
(−n)ke−ntc†n(f) P(p)n (x),
where the series is locally uniformly convergent in Cr =
{
(t, x) ∈ R2+;x ≤ rt
}
, which completes
the proof of Theorem 1.11(2).
12.2. Proof of Theorem 1.11(1). We prove Theorem1.11(1a) for the domain
(12.3) DT = DNP0 (L2(ν)) ∪ D
NΘφ
TΘφ
(L2(pα)) ∪ DNαTπα (L
2(νγ)) ∪ DNαTπα,ρα (L
2(ν)) ∪DNRTα¯ (L2(ν)).
We make the following observations first. For any t > 0 consider the linear space D(St) ={
f ∈ L2(ν); 〈Ptf,Vn〉ν ∈ ℓ2(N)
}
. Let St : D(St) 7→ L2(ν) be the spectral operator defined
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by
Stf(x) =
∞∑
n=0
〈Ptf,Vn〉ν Pn(x) =
∞∑
n=0
e−nt 〈f,Vn〉ν Pn(x).
Note that Pt = St on Ran(Iφ) ⊂ D(St) and thus D(St) = L2(ν). Indeed, ψ ∈ N∞ implies Vn ∈
L2(ν), n ≥ 0, see Theorem 8.1(1) with I∗φVn = Ln. Then, for any f ∈ Ran(Iφ), 〈I†φ f,Ln〉ε =
〈 f,Vn〉ν and from (12.1), for any f ∈ Ran(Iφ), t > 0,
(12.4) Ptf(x) = Stf(x) =
∞∑
n=0
e−nt〈f,Vn〉ν Pn(x) in L2(ν).
This incidentally proves (1.20) of Theorem 1.11(1a) for DN∞0 (Ran(Iφ)). Since Ran(Iφ) = L2(ν),
by the bounded linear transformation theorem, we get that Pt is the unique linear continuous
extension of St in L
2(ν). In order to characterize the domain of the spectral operator and show
that each member of DT in (12.3) is a subset of this domain, we present several methodologies to
show that for some L a linear subspace of L2(ν) we have, for all f ∈ L, (〈Ptf,Vn〉ν)n≥0 ∈ ℓ2(N)
and as a consequence Ptf = Stf in L
2(ν). Although, we know that Pt = St on Ran(Iφ) and
Ran(Iφ) = L2(ν), it may not be trivial to show, even when Stf ∈ L2(ν) for f ∈ L, that St is
also continuous in L2(ν) on this subspace.
12.2.1. Hilbert sequence argument. Recall that ψ ∈ N∞. The following statement holds.
Proposition 12.1. Write V⊥ = Span(Vn)⊥. Then, for any t ≥ 0, PtV⊥ ⊆ V⊥ and Ker(Pt) ⊆
V⊥ = Ker(St). Moreover, if Span(Vn) = L2(ν) then Ker(Pt) = {0} and for any f ∈ L2(ν) and
t > 0 such that (〈Ptf,Vn〉ν)n≥0 ∈ ℓ2(N) we have that Ptf = Stf in L2(ν).
Proof. If f ∈ V⊥ then from (8.1), we have for any n ∈ N, 〈Ptf,Vn〉ν = e−nt 〈f,Vn〉ν = 0 that
is Ptf ∈ V⊥. A similar argument yields Ker(Pt) ⊆ V⊥. With still f ∈ V⊥, we have that
Stf =
∞∑
n=0
〈Ptf,Vn〉ν Pn =
∞∑
n=0
e−nt 〈f,Vn〉ν Pn = 0 ∈ L2(ν),
that is V⊥ ⊆ Ker(St). Next, let f ∈ Ker(St). Then, as (Vn,Pn)n≥0 is a biorthogonal sequence,
see Theorem 1.22(2), we have, for any m ≥ 0, that
0 = 〈Stf,Vm〉ν = e−mt 〈f,Vm〉ν ,
that is Ker(St) ⊆ V⊥. Assume now that Span(Vn) = L2(ν) and f , t are such that (〈Ptf,Vn〉ν)n≥0 ∈
ℓ2(N). Since (Pn)n≥0 is a Bessel sequence, see Theorem 7.3(2), then
Stf =
∞∑
n=0
〈Ptf,Vn〉ν Pn ∈ L2(ν).
Thus, as (Vn,Pn)n≥0 is a biorthogonal sequence, we have, for any m ≥ 0, that
〈Stf,Vm〉ν = 〈Ptf,Vm〉ν ,
which provides the statement as in a Hilbert space the notions of complete and total sequences
coincide, i.e. V⊥ = {0} if and only if Span(Vn) = L2(ν). 
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12.2.2. A density argument via the intertwining operator. As we can prove the completeness
of the sequence of co-eigenfunctions for some classes and thus invoke Proposition 12.1, in this
part we develop another technique, which relies on a density argument, to show that the two
operators coincide on a subspace. More specifically, consider the Hilbert space L with norm
||.||L generated by a non-negative measure on R+ with density L and L ⊆ L2(ν) such that
Iφ ∈ B(L) with Ran(Iφ)||.||L= L. Note that in this case L ⊆ L2(ν) implies that ν is absolutely
continuous with respect to L and the C||.||L ≥ ||.||ν , for some C ∈ (0,∞). Assume further that
for any f ∈ L, we have, for some functions Vn ∈ L, that
(12.5) 〈f,Vn〉ν ≤ ||f ||L ||Vn||L with ||Vn||L = O
(
naenT
)
,
for some T, a > 0 and n large. This implies that, for all t > T , (e−nt 〈f,Vn〉ν)n≥0 ∈ ℓ2(N).
Since (Pn)n≥0 forms a Bessel sequence with Bessel bound 1, see Theorem 7.3(2) and (7.25),
then for all f ∈ L and t > T ,
Stf =
∞∑
n=0
〈Ptf,Vn〉ν Pn =
∞∑
n=0
e−nt 〈f,Vn〉ν Pn = S
(
(e−nt 〈f,Vn〉ν)n≥0
) ∈ L2(ν),
where S : (cn)n≥0 ∈ ℓ2(N) →
∑∞
n=0 cnPn ∈ L2(ν), see (1.31), is norm bounded by 1. We aim
to show that Stf = Ptf . From the assumption Ran(Iφ)||.||L = L there is (fm)m≥0 ∈ L such
that limm→∞ Iφfm = f in L. Putting for any n,m∈ N, g∈ L2(ν),
cn,t(g) = e
−nt 〈g,Vn〉ν ,
we have, from (12.4), for all t > 0, and in particular for all t > T and m ≥ 0, that
PtIφfm(x) =
∞∑
n=0
cn,t(Iφfm) Pn(x) in L2(ν).
Therefore, we get that
‖PtIφfm − Stf‖2ν = ‖S(cn,t(Iφfm − f))‖2ν
≤
∞∑
n=0
c2n,t(Iφfm − f) ≤ ‖Iφfm − f‖2L
∞∑
n=0
e−2nt||Vn||2L
≤ Ct‖Iφfm − f‖2L,
where∞ > Ct > 0 and we have used (12.5) for the two last inequalities. Thus limm→∞ PtIφfm =
Stf in L
2(ν). However, as Pt is a contraction in L
2(ν) and limm→∞ Iφfm = f in L2(ν), we
conclude that Ptf = Stf
We now apply the previous results to all domains in (12.3).
First, if ψ ∈ NP (resp. ψ ∈ NR) , since from (10.1) (resp. (10.3)), we have for large n and ǫ > 0,
||Vn||ν = O(eǫn) (resp. ||Vn||ν = O
(
eTα¯n
)
), we deduce, from the density argument presented
in 12.2.2 with L = L2(ν), the convergence in L2(ν) of the spectral operator for the domain
DNP0 (L
2(ν)) ∪ DNRTα¯ (L2(ν)) and thus (1.20) of Theorem1.11(1a) for those. If, furthermore,
ψ ∈ N dφα,m, see (1.34) for the definition, the Hilbert sequence approach developed in 12.2.1 can
be used as in this case Span(Vn) = L2(ν), see Theorem 1.22(3). We continue with ψ ∈ Nα and
hence the domains DNαTπα (L2(νγ)) ∪ D
Nα
Tπα,ρα
(L2(ν)) from (12.3). Note that for any f ∈ L2(νγ),
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νγ(x) = max
(
ν(x), e−x
1
γ
)
, x > 0, γ > α+ 1, the Cauchy-Schwarz inequality yields that with
Vnν = wn, n ≥ 0,
|〈f,Vn〉ν | =
∣∣∣∣∣
〈
f,
wn
νγ
〉
νγ
∣∣∣∣∣ ≤ ||f ||νγ
∣∣∣∣∣∣∣∣wnνγ
∣∣∣∣∣∣∣∣
νγ
= O
(
e(Tπα+ε)n
)
,
where, for large n, we have used the estimate (9.4) with a > 32 and any ε > 0. Moreover as
plainly
νγ(x)
Γ(γ+1)dx is a probability measure on R+ with
∫∞
0 e
ǫxνγ(x)dx < ∞ for some ǫ > 0,
we have that it is moment determinate and thus the set of polynomials is dense in L2(νγ),
see [1]. Hence Ran(Iφ)||.||νγ = L
2(νγ). By resorting again to the density argument outlined
in 12.2.2 with L = L2(νγ) ⊆ L2(ν) or L = L2(ν) and using in this latter case the estimate
(9.5), we get that Pt = St thus (1.20) of Theorem 1.11(1a) for the domains D
Nα
Tπα
(L2(νγ)) and
DNαTπα,ρα (L
2(ν)) with Tπα = − ln sin
(
π
2α
) ≤ Tπα,ρα = max (Tπα , 1 + ρ−1α ), see Theorem 9.1(2b).
Note that often Tπα,ρα > Tπα which makes the two different domains valuable.
Finally, by a similar token, for any ψ ∈ NΘφ and f ∈ L2(pα), pα(x) = x−α, x > 0, α ∈ (0, 1),
using the estimate (9.2), we get, for any ε > 0, that
|〈f,Vn〉ν | =
∣∣∣∣∣
〈
f,
wn
pα
〉
pα
∣∣∣∣∣ ≤ ||f ||pα
∣∣∣∣∣∣∣∣wnpα
∣∣∣∣∣∣∣∣
pα
= O
(
e
(
TΘφ+ε
)
n
)
.
This combined with the fact that Ran(Iφ)||.||pα = L
2(pα), see Lemma 8.16 (2), and L
2(pα) ⊆
L2(ν), thanks to Lemma 5.22 being applicable with n = k = 0, a = α, yield the validity of (1.20)
of Theorem1.11(1a) for the domain D
NΘφ
TΘφ
(L2(pα)) and hence we have established the whole of
Theorem 1.11(1a). Theorem 1.11(1b) is a direct consequence of (12.4) and (12.2). Theorem
1.11(1c) also follows the same way noting that when r = ∞, (12.2) gives that
∣∣∣P(p)n (x)∣∣∣ =
O(eǫn) , for all ǫ > 0. Theorem 1.11(1d) is then trivial.
12.3. Heat kernel expansion. This part is devoted to the proof of Theorem 1.11(3). To this
end, we assume that ψ ∈ NΘ and recall, from Theorem 1.9(1) that, in this case, r = ∞, and,
from Theorem 1.9(3c), that NR ⊂ NΘ. Moreover, we set
T = TΘφ = − ln sinΘφ if ψ ∈ NΘ or T = Tα¯ ∧ TΘφ if ψ ∈ NR,
where we recall that Tα¯ = − ln(2α¯ − 1) with where for any ψ ∈ NR we have defined α¯ =
sup
{
0 < α ≤ 1; ∃m > 1α − 1 and ψ ∈ Nα,m
}
. With this notation, we introduce the linear op-
erator St defined formally, for any t > T , by
Stf(x) =
∫ ∞
0
f(y)
( ∞∑
n=0
e−ntPn(x)wn(y)
)
dy =
∫ ∞
0
f(y)Stδy(x).
Our ultimate aim is to show that Stf = Ptf for functions f with compact support in order
to obtain the expression of the heat kernel. To do so we first recall the pointwise bounds for
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|wn(y)|, which depend solely on the analyticity of ν, that were stated in Proposition 10.6(10.17).
It says that if ν ∈ A(Θ) then for any t > TΘ, y > 0, and n ≥ 1,
|wn(y)| ≤ F (y, t)etn,(12.6)
where the function (y, t) 7→ F (y, t) is locally uniformly bounded on R+ × (TΘφ ,∞). The next
result shows that for f ∈ Cc(R+), we have that Stf = Stf for all t big enough.
Proposition 12.2. Let ν ∈ A(Θ) then for |z| < e−TΘ , with TΘ = − ln sinΘ, we have that, for
any f ∈ Cc(R+),
Stf(x) = Stf(x) =
∞∑
n=0
e−nt 〈f,Vn〉ν Pn(x),
where the series converges locally uniformly in (t, x) on (TΘ,∞) × R+. Finally, Stf ∈ L2(ν)
for t > TΘ.
Proof. We show that for any f ∈ Cc(R+), we have, for t > TΘ, Stf(x) = Stf(x). Let
K = Suppf ( (0,∞). Then, since r = ∞, from (12.2), which gives that
∣∣∣P(p)n (x)∣∣∣ = O(eǫn) ,
for all ǫ > 0, and (12.6) we deduce that for any t > t0 > TΘ, with t0 fixed, and any ǫ ∈ (0, t− t0)
∞∑
n=0
e−nt
∫ ∞
0
|f(y)||wn(y)|dy |Pn(x)| ≤ sup
y∈K
C(y, t0)
∞∑
n=0
e−n(t−t0)
∫
K
|f(y)|dy|Pn(x)|
≤ C
∞∑
n=0
e−n(t−t0)|Pn(x)|
≤ C
∞∑
n=0
e−n(t−t0−ǫ) <∞.(12.7)
Then an application of Fubini’s theorem yields, that for any f ∈ Cc(R+) and t > TΘ,
Stf(x) =
∫ ∞
0
f(y)
∞∑
n=0
e−ntPn(x)wn(y)dy =
∞∑
n=0
e−ntPn(x)
∫ ∞
0
f(y)wn(y)dy = Stf(x).
Finally, Stf ∈ L2(ν), for t > TΘ, follows from (Pn)n≥0 being a Bessel sequence and
(
e−nt 〈f,Vn〉ν
) ∈
ℓ2(N) which in turn is a consequence of the first computation in (12.7). 
From the proof of Theorem 1.11(1) we have that Ptf = Stf for the domain D
NΘφ
TΘφ
(L2(pα))
that is for all f ∈ L2(pα), t > TΘφ , when ψ ∈ NΘ. However, as in the proof of Lemma 9.6,
ν ∈ A (Θφ) and therefore from Proposition 12.2 we have that Stf = Stf, for t > TΘφ and
f ∈ Cc(R+). As Cc(R+) ⊆ L2(pα) we conclude that the semi-group is absolutely continuous
with density Pt(x, y) =
∑∞
n=0 e
−ntPn(x)wn(y), for t > TΘφ , (x, y) ∈ R+× R+. Then the
expression (1.25), that is d
k
dtk
P
(p,q)
t (x, y) =
∑∞
n=p(−n)ke−nt P(p)n (x)w(q)n (y) follows from (12.2)
with r = ∞, which gives that
∣∣∣P(p)n (x)∣∣∣ = O(eǫn) , for all ǫ > 0, and an easy extension of
(10.17) which yields |w(q)n (y)| ≤ Fq(y, t)etn, t > Tα¯, where Fq has the same properties of F . For
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the final part of the proof of Theorem 1.11(3) assume that ν ∈ A (π2 ). Therefore, Proposition
12.2 gives that Stf = Stf ∈ L2(ν), for all t > 0 and f ∈ Cc(R+). We prove the following result
which relates S to the semigroup P .
Proposition 12.3. Assume that Stf = Stf ∈ L2(ν), for all t > 0, f ∈ Cc(R+) and that, for
t > t0(f), Ptf = Stf . Then Ptf = Stf = Stf , for all t > 0.
Proof. Fix a > 0, write, for anyM ∈ N, SMt f =
∑M
n=0 e
−nt 〈f,Vn〉ν Pn and S˜Mt f = Stf−SMt f .
Let now f ∈ Cc(R+) and note that with any t > 0, M ∈ N,
||PtSaf − Sa+tf ||ν ≤ ||PtSMa f − SMa+tf ||ν + ||S˜Ma+tf ||ν + ||PtS˜Ma f ||ν = ||S˜Ma+tf ||ν + ||PtS˜Ma f ||ν
since
PtS
M
a f = Pt
M∑
n=0
e−na 〈f,Vn〉ν Pn =
M∑
n=0
e−n(a+t) 〈f,Vn〉ν Pn = SMa+tf.
Now, as Pt ∈ B(L2(ε),L2(ν)), we get that ||PtSaf − Sa+tf ||ν ≤ ||S˜Ma+tf ||ν + ||S˜Ma f ||ν . Letting
M → ∞ and using the fact that Saf, Sa+tf ∈ L2(ν) we conclude that PtSaf = Sa+tf , for
all t > 0. Therefore, from the assumptions, for t + a > t0(f) we have that Sa+tf = Pa+tf
and thus PtPaf = PtSaf and hence Paf − Saf ∈ Ker(Pt). However, if we conclude that
Paf − Saf ∈ D(Gν), the domain of the infinitesimal generator (in L2(ν)) Gν of P , then
a classical result of strongly continuous semigroups yields Paf = Saf . Choose furthermore
f ∈ C∞c (R+). Then, since the gL processes are Feller processes, see Definition 1.1, we know
that f ∈ D(G) ⊂ C0(R+), where G is the generator of the Feller semigroup of the gL process,
as a semigroup in C0(R+). However, from (1.6) and f ∈ C∞c (R+) it can be easily seen that
||Gf ||∞ < ∞ and hence f ∈ D (Gν) ⊂ L2(ν), where D (Gν) is the domain of the extension of
G to Gν . Therefore, Paf ∈ D(Gν) ⊂ L2(ν). It remains to show that Saf ∈ D(Gν). Clearly,
lim
t→0
PtSaf − Saf
t
= lim
t→0
Sa+tf − Saf
t
= lim
t→0
∞∑
n=0
e−na
(
1− e−nt)
t
〈f,Vn〉ν Pn
and we can take the limit under the sum to verify that Saf ∈ D(Gν) ⊂ L2(ν) thanks to
(Pn)n≥0 is a Bessel sequence and
(
e−na (1−e
−nt)
t 〈f,Vn〉ν
)
n≥0
∈ ℓ2(N) since Saf ∈ L2(ν).
Thus, Saf = Paf for f ∈ C∞c (R+). For, f ∈ Cc(R+) we can approximate. 
We can now conclude the claim of Theorem 1.11(3). Indeed, from Proposition 12.2 Stf =
Stf, t > 0, for any f ∈ Cc(R+), since ν ∈ A
(
π
2
)
. However, since when ψ ∈ NΘ and (ψ, t, f) ∈
DT , for t > TΘφ , we have that Ptf = Stf . Thus, Proposition 12.3 implies that Ptf = Stf = Stf ,
for all t > 0, and the kernel expansion follows immediately. Besides, when ψ ∈ NP then
ν ∈ A (π2 ), see Lemma 9.6, Lemma 12.4 gives the second such condition in item (3).
12.3.1. Laguerre type expansions of the invariant density.
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Lemma 12.4. Let ψ ∈ N \ NP . Then, writing Rφ = − lim
n→∞
ln
∣∣∣∣∑nk=0(−1)k(nk)Wφ(k+1)Γ(k+1)
(
Wφ
Γ
)∣∣∣∣
2
√
n
, we
have that ν is holomorphic in the parabolic domain CPRφ = {z = a+ib ∈ C; b
2 < 4R
2
φ(a+R
2
φ)}.
In particular, if Rφ =∞, then ν ∈ A
(
π
2
)
.
Proof. We first prove that when σ2 = 0 then ν
2
ε ∈ L2(R+) and hence νε ∈ L2(ε). The fact that
ν2
ε is integrable on (0, 1) is clear from Theorem 5.22 applied with n = k = 0 and a ∈ (0, 1). For
the interval (1,∞) we use Theorem 5.5(5.7), that is ν(x) ∞∼ Cψ√
2π
√
ϕ′(x)e−
∫ x
m ϕ(y)
dy
y . Since σ2 =
0 then Proposition 4.1(3) gives that φ(x)
∞
= o (x) , φ′(x) = o (1) and thus limx→∞ x−1ϕ(x) =∞.
Then, for x > 1 with some constant C > 0
ν2(x) ≤ Cϕ′(x)e−2
∫ x
m
ϕ(y)dy
y ≤ Cϕ′(x)e−
∫ x
m
ϕ(y)dy
y ε(x).
Hence the integrability on (1,∞) of ν2ε follows easily. Thus, in L2(ε),
ν(x)
ε(x)
=
∞∑
n=0
〈ν
ε
,Ln
〉
ε
Ln(x).
Next, observe that, for any n ≥ 0,〈ν
ε
,Ln
〉
ε
=
∫ ∞
0
ν(x)Ln(x)dx = VψLn(1) =
n∑
k=0
(−1)k
(
n
k
)
Wφ(k + 1)
Γ(k + 1)
,
where we have used the linearity of the Markov operator Vψ and the expression (2.20) of its
moments. The statement regarding the analyticity of ν follows from [86] and the last claim
follows readily. 
12.4. Expansion of the adjoint semigroup: Proof of Theorem 1.17. Let ψ ∈ NΘ, from
(1.25) and the duality property, we have, for any t > TΘ = − ln sin (Θ), that
P ∗t (y, x) =
∞∑
n=0
e−ntVn(y)Pn(x)ν(x)
where the convergence is locally uniform on R+ × R+. Next, note that for any g ∈ L2(ν), an
application of the Cauchy-Schwarz inequality yields, for any n ∈ N,
(12.8) |〈|g|, |Pn|〉ν | ≤ ||g||ν ||Pn||ν ≤ ||g||ν ,
where ||Pn||ν ≤ 1 from (7.10). This combined with bound (12.6) allows an application of
Fubini’s theorem to get, for any t > TΘ, that
(12.9) P ∗t g(y) =
∫ ∞
0
g(x)
∞∑
n=0
e−ntVn(y)Pn(x)ν(x)dx =
∞∑
n=0
〈g,Pn〉ν e−ntVn(y),
where the series converges uniformly on R+ and completes the proof of item (1). For item
(2), as ψ ∈ NP ⊂ NΘ with 0 < m = m+Π(0
+)
σ2 < ∞, from Theorem 10.1(1), we have that
(
√
cn(m)Vn)n≥0 is a Bessel sequence, where cn(m) = Γ(n+1)Γ(m+1)Γ(n+m+1)
∞
= O(n−m). Hence, with
(12.8), we have that
(√
cn(m)
−1
e−nt 〈g,Pn〉ν
)
n≥0
∈ ℓ2 (N) for all g ∈ L2(ν). Therefore, from
the synthesis operator S : (cn)n≥0 7→ S((cn)) =
∑∞
n=0 cn
(√
cn(m)Vn
)
associated to the Bessel
sequence (
√
cn(m)Vn)n≥0, see (1.31), we get that the expansion (12.9) converges in L2(ν) and
coincides with P ∗t g, for all t > 0.
12.5. Proof of of Theorem 1.18: Rate of convergence to equilibrium. Let first ψ ∈ N .
Then, note that for any f ∈ Ran(Iφ), writing f = Iφf, f ∈ L2(ε), we have from the factorization
(7.18), that for any x > 0,
νf = νIφf = VψIφf(1) = Ef(1) = εf = Iφεf(x),
where the last identity follows from the facts that εf is a constant and Iφ is a Markov operator.
Hence, assuming in addition that f is not a constant, we have, for any t > 0,
||Ptf − νf ||2ν = ||Iφ (Qtf− εf)||2ν ≤ |||Iφ|||2 ||Qtf− εf||2ε
≤ |||Iφ|||2 ||f− εf||
2
ε
||f − νf ||2ν
e−2t ||f − νf ||2ν ,
where we have used successively the intertwining relationship (11.3), the fact that Iφ ∈
B(L2(ε),L2(ν)) is a contraction, see (7.22), and the exponential decay of the Laguerre semi-
group, see [3, Chap. 4]. Moreover since ||f − νf ||2ν ≤ |||Iφ|||2||f − εf||2ε, we get the inequality
|||Iφ|||2 ||f−εf||
2
ε
||f−νf ||2ν
≥ 1. This ends the proof of item (1). We proceed with item (2). Next, for any
(ψ, f, t) ∈ DT such that there exists, for any n ≥ 0, Vn ∈ L, | 〈f,Vn〉ν | ≤ ||f ||L||Vn||L with ||Vn||L =
O
(
naenT
)
, we have, for any t > T > 0, writing c¯n,t(f) = 〈Ptf,Pn〉ν for n ≥ 1 and c¯0,t(f) = 0,
and k = [2a],
||Ptf − νf ||2ν =
∣∣∣∣∣
∣∣∣∣∣
∞∑
n=1
〈Ptf,Vn〉ν Pn(x)
∣∣∣∣∣
∣∣∣∣∣
2
ν
= ||S(c¯n,t(f))||2ν
≤
∞∑
n=1
| 〈Ptf,Vn〉ν |2 =
∞∑
n=1
e−2nt| 〈f,Vn〉ν |2 =
∞∑
n=1
e−2nt| 〈f − νf,Vn〉ν |2
≤ ||f − νf ||2L
∞∑
n=1
e−2nt||Vn||2L ≤ CL||f − νf ||2L
∞∑
n=1
nke−2n(t−T )
≤ 2k2CL
√(
1
e2(t−T ) − 1
)(k)
||f − νf ||2L,
where CL > 0 and we used the synthesis operator associated to the Bessel sequence (Pn)n≥0, see
(1.31). When ψ ∈ NR note from (10.13) that ||Vn||L ≤ CνenTα¯ , k = 0 and we conclude the proof
of Theorem 1.18(2). The first inequality of Theorem 1.18(3) follows similarly from (10.14) with
CL = Cν,ǫ, for any t > ǫ > 0 and any ǫ > 0. Finally, let ψ ∈ NP with Π(0+) < ∞ and from,
Lemma 10.4, recall that m = m+Π(0
+)
σ2
> d+ǫ = dǫI{−dφ>0}, where dǫ = −dφ − ǫ > 0, for some
ǫ > 0. Then, from Lemma 10.2 and when −dφ > 0, Lemma 10.4, we have that both sequences
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(
Pn√
cn(d
+
ǫ )
)
n≥0
and (
√
cn(m)Vn)n≥0, where cn(m) = Γ(n+1)Γ(m+1)Γ(n+m+1) , are Bessel sequences in L2(ν)
with bound 1. Next, observe that since e
−2(n−1)tcn(d+ǫ )c1(m)
c1(d
+
ǫ )cn(m)
=
∏n−2
j=0 e
−2t
(
n+m−j
n+dǫ−j
)
(12.10) sup
n≥1
e−2(n−1)tcn(d+ǫ )c1(m)
c1(d
+
ǫ )cn(m)
≤ 1 ⇐⇒ e−2t
(
m+ 2
dǫ + 2
)
≤ 1,
which holds if and only if t > Tm =
1
2 ln
(
m+2
dǫ+2
)
. Hence, for any f ∈ L2(ν) and t > Tm =
1
2 ln
(
m+2
dǫ+2
)
, we have
||Ptf − νf ||2ν = ||Stf − νf ||2ν = ||S(c¯n,t(f))||2ν ≤
∞∑
n=1
cn(d
+
ǫ )
cn(m)
∣∣∣〈Ptf,√cn(m)Vn〉
ν
∣∣∣2
= e−2t
∞∑
n=1
e−2(n−1)tcn(d+ǫ )
cn(m)
∣∣∣〈f,√cn(m)Vn〉
ν
∣∣∣2
=
e−2tc1(d+ǫ )
c1(m)
∞∑
n=1
e−2(n−1)tcn(d+ǫ )c1(m)
c1(d
+
ǫ )cn(m)
∣∣∣〈f − νf,√cn(m)Vn〉
ν
∣∣∣2
≤ m+ 1
d
+
ǫ + 1
e−2t
∞∑
n=1
∣∣∣〈f − νf,√cn(m)Vn〉
ν
∣∣∣2
≤ m+ 1
d
+
ǫ + 1
e−2t||f − νf ||2ν
where we used, for the third equality, the biorthogonality of the sequences (Pn)n≥0 and (Vn)n≥0
and the fact that P0 ≡ 1, the equivalence (12.10) for the second inequality and the synthesis
operator associated to the Bessel sequence (
√
cn(m)Vn)n≥0 to obtain the last bound. This
proves (1.28) for t > Tm. Finally, since for any t ≤ Tm, m+1
d
+
ǫ +1
e−2t ≥ d+ǫ +2
d
+
ǫ +1
m+1
m+2 ≥ 1 as m > d+ǫ ,
invoking that Pt is contractive, we complete the proof of this statement and hence of Theorem
1.18.
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