Abstract. Given A a multiplicative sequence of polynomial ideals, we consider the associated algebra of holomorphic functions of bounded type, H bA (E). We prove that, under very natural conditions satisfied by many usual classes of polynomials, the spectrum M bA (E) of this algebra "behaves" like the classical case of M b (E) (the spectrum of H b (E), the algebra of bounded type holomorphic functions). More precisely, we prove that M bA (E) can be endowed with a structure of Riemann domain over E ′′ and that the extension of each f ∈ H bA (E) to the spectrum is an A-holomorphic function of bounded type in each connected component. We also prove a Banach-Stone type theorem for these algebras.
Introduction
We consider algebras of analytic functions associated to sequences of polynomial ideals. More precisely, if A = {A k } k is a coherent sequence of Banach polynomial ideals (see the definitions below) and E is a Banach space, we consider the space H bA (E) of holomorphic functions of bounded type associated to A(E), much in the spirit of holomorphy types introduced by Nachbin [33] (see also [23] ). These spaces of A-holomorphic functions of bounded type were introduced in [11] , and many particular classes of holomorphic functions appearing in the literature are obtained by this procedure from usual sequences of polynomial ideals (such as nuclear, integral, approximable, weakly continuous on bounded sets, extendible, etc.). Under certain multiplicativity conditions on the sequence of polynomial ideals (satisfied for all the mentioned examples), H bA (E) turns out to be an algebra.
We study this multiplicativity condition and relate it with properties of the associated tensor norms. We show that polynomial ideals associated to natural symmetric tensor norms (in the sense of [14] ) are multiplicative. We also prove that composition and maximal/minimal hulls of multiplicative sequences of polynomial ideals are multiplicative.
Whenever H bA (E) is an algebra, we study its spectrum M bA (E) and show, under fairly general assumptions, that it has an analytic structure as a Riemann domain over E ′′ , a result analogous to that for the spectrum M b (E) of H b (E), the algebra of all holomorphic functions of bounded type (see [4] and [22, Section 6.3] ). Moreover, the connected components of M bA (E) are analytic copies of E ′′ , and one may wonder if the Gelfand extension of a function f to M bA (E) is analytic and, also, if the restriction of this extension to each connected component can be thought as a function in H bA (E ′′ ). To answer these questions, we study the Aron-Berner extension of functions in H bA (E) and also translation and convolution operators on these kinds of algebras. We obtain conditions on the sequence of polynomial ideals that ensure a positive answer to both questions, which are satisfied by most of the examples considered throughout the article.
Finally, we address a Banach-Stone type question on these algebras: if H bA (E) and H bB (F ) are (topologically and algebraically) isomorphic, what can we say about E and F ? We obtain results in this direction which allow us to show, for example, that if E or F is reflexive and A and B are any of the sequence of nuclear, integral, approximable or extendible polynomials, then if H bA (E) is isomorphic to H bB (F ) it follows that E and F are isomorphic.
We refer to [22, 32] for notation and results regarding polynomials and holomorphic functions in general, to [25, 26] for polynomial ideals and to [20, 24] for tensor products of Banach spaces.
Preliminaries
Throughout this paper E will denote a complex Banach space and P k (E) is the Banach space of all continuous k-homogeneous polynomials from E to C. If P ∈ P k (E), there exists a unique symmetric n-linear mapping
. , x).
We define, for each a ∈ E, P a j ∈ P k−j (E) by ).
For j = 1, we write P a instead of P a 1 .
Let us recall the definition of polynomial ideals [25, 26] . A Banach ideal of (scalar-valued) continuous k-homogeneous polynomials is a pair (A k , · A k ) such that:
(i) For every Banach space E, A k (E) = A k ∩ P k (E) is a linear subspace of P k (E) and · A k (E) is a norm on it. Moreover, (A k (E), · A k (E) ) is a Banach space. (ii) If T ∈ L(E 1 , E) and P ∈ A k (E), then P • T ∈ A k (E 1 ) with
(iii) z → z k belongs to A k (C) and has norm 1.
In [12] we defined and studied coherent sequences of polynomial ideals. Here we present more results about this topic. Even though the original definitions were for general vector valued polynomial ideals, we focus in this article on the case of scalar valued polynomial ideals.
We recall the definitions:
, where for each k, A k is a Banach ideal of scalar valued k-homogeneous polynomials. We say that {A k } k is a coherent sequence of polynomial ideals if there exist positive constants C and D such that for every Banach space E, the following conditions hold for every k ∈ N:
(i) For each P ∈ A k+1 (E) and a ∈ E, P a belongs to A k (E) and
(ii) For each P ∈ A k (E) and γ ∈ E ′ , γP belongs to A k+1 (E) and
In [12] , many examples of coherent sequences were presented (see Examples below). Let us see now that from any pair of such examples, it is "easy" to construct many others.
If A 0 k and A 1 k are Banach ideals of k-homogeneous polynomials, for each 0 < θ < 1, we denote by A θ k the polynomial ideal defined by
That is, A 0 k (E), A 1 k (E) θ is the space obtained by complex interpolation from the pair A 0 k (E), A 1 k (E) with parameter θ. The complex interpolation can be defined because both spaces are included in the space of continuous k-homogeneous polynomials P k (E). Note also that A θ k is actually a Banach ideal by the properties of interpolations spaces, since the ideal properties can be rephrased as the continuity of certain linear operators.
The construction of interpolating spaces easily implies the following result. Proposition 1.2. Let {A 0 k } k and {A 1 k } k be coherent sequences of polynomial ideals with constants C 0 , D 0 and C 1 , D 1 , respectively. Then, for every 0 < θ < 1, the sequence {A θ k } k is coherent with constants C 1−θ 0
There is a natural way of building a class of holomorphic functions associated to a coherent sequence of polynomial ideals. In [11] we defined: Definition 1.3. Let A = {A k } k be a coherent sequence of polynomial ideals and E be a Banach space. We define the space of A-holomorphic functions of bounded type by
We define in H bA (E) the seminorms p R , for R > 0, by
It is proved in [11] that this is a Fréchet space. Since for every polynomial P ∈ A k (E)
The following examples of spaces of holomorphic functions of bounded type were already defined in the literature and can be seen as particular cases of the above definition.
(a) Let A be the sequence of continuous homogeneous polynomials
If A is the sequence of weakly continuous on bounded sets polynomial ideals then H bA (E) is the space of weakly uniformly continuous holomorphic functions of bounded type H bw (E) defined by Aron in [2] . (c) If A is the sequence of nuclear polynomial ideals then H bA (E) is the space of nuclearly entire functions of bounded type H N b (E) defined by Gupta and Nachbin (see [22, 28] ). (d) If A is the sequence of extendible polynomials, A k = P k e , k ≥ 1. Then, by [9, Proposition 14] , H bA (E) is the space of all f ∈ H(E) such that, for any Banach space G ⊃ E, there is an extensioñ f ∈ H b (G) of f . (e) Let A be the sequence of integral polynomials,
is the space of integral holomorphic functions of bounded type H bI (E) defined in [21] .
Multiplicative sequences
Definition 2.1. Let {A k } k be a sequence of scalar valued polynomial ideals. We will say that {A k } k is multiplicative if it is coherent and there exists a constant M such that for each P ∈ A k (E) and Q ∈ A l (E), we have that P Q ∈ A k+l (E) and
Our interest in multiplicative sequences of polynomial ideals is motivated by the following result from [11] :
is an algebra.
In the following section we study the spectrum of this algebra. Now, let us see some examples of multiplicative sequences. 
8). (c) If
A k is the ideal of all k-homogeneous integral polynomials then {A k } k is a multiplicative sequence.
Indeed, for P ∈ P I ( k E), Q ∈ P I ( l E), let us prove that P Q is a continuous linear functional on the k-fold symmetric tensor product of E with the injective symmetric norm (ε s k ). Take
and so P Q is integral with
l l P I Q I ≤ e k+l P I Q I . S. Lassalle and C. Boyd proved that the product of Banach algebra valued integral polynomials is integral (personal communication).
One may wonder if any coherent sequence is automatically multiplicative. The answer is no. The construction in [12, Section 2] can be easily adapted to obtain a coherent sequence {A n } n with A 1 = L, A 2 = P 2 , A 3 = P 3 and A 4 = P 4 wsc0 (the 4-homogeneous polynomials that are weakly sequentially continuous at 0). To see that the sequence is not multiplicative consider, for instance, P ∈ P 2 (ℓ 2 ) given by
Suppose we have a sequence of ideals which is related to a sequence of tensor norms. In this case, the multiplication property of the ideal has a translation into properties of the tensor norms, as shown in Proposition 2.6 below. First we need the following proposition, that we believe is of independent interest. Recall that a normed ideal of linear operators is said to be closed if the norm considered is the usual operator norm.
Proposition 2.4. Let {A k } k be a sequence of polynomial ideals and C be a closed ideal of operators. Suppose that there exists a constant M such that for each P ∈ A k (E) and Q ∈ A l (E) it holds that P Q ∈ A k+l (E) with
Then, the sequence {A k • C} k has the same property.
Proof. Take P ∈ A k • C(E) and Q ∈ A l • C(E) and write them as P =P • S and Q =Q • T , with
. We consider the product space E 1 × E 2 with the supremum norm and defineS :
. Clearly,S andT belong to C(E, E 1 × E 2 ) and so isS +T . Moreover, the norm ofS +T in C is the maximum of those of S and T , thus S +T C(E,E 1 ×E 2 ) = 1.
On the other hand, in a similar way we can see that R :
Considering all the possible factorizations of P and Q (with operators of norm 1) we obtain the desired norm estimate. Now we turn our attention to tensor norms. We say that a polynomial ideal A k is associated to the finitely generated k-fold symmetric tensor norm α k if for each finite dimensional normed space M we have the isometry
It is clear that each tensor norm has unique maximal and minimal associated ideals. The following result is the announced translation of the multiplication property into a tensorial setting. By σ we denote the symmetrization operator on the corresponding tensor product. Proposition 2.6. For each k natural numbers, let α k be finitely generated k-fold symmetric tensor norm α k . Consider A max k and A min k the maximal and minimal ideals associated to α k . Fixed c k,l > 0, the following assertions are equivalent.
k+l (E) and
(ii) For every Banach space E, if P ∈ A min k (E) and Q ∈ A min l (E) then P Q ∈ A min k+l (E) and
Proof. The three statements are clearly equivalent if E is a finite dimensional Banach space. By the very definition of maximal polynomial ideals [27] , if (i) holds for finite dimensional Banach spaces, then it also holds for every Banach space. As a consequence, (i) is implied by either (ii) or by (iii). We now prove that (i) implies (iii). Note that (iii) is equivalent to prove that the bilinear map φ E :
where the second inequality is true by the metric mapping property. Taking the infimum over M and N we obtain that φ E ≤ c k,l and thus we have (iii). To see that In [14] , natural tensor norms for arbitrary order are introduced and studied, in the spirit of the natural tensor norms of Grothendieck. Let us see that the polynomial ideals associated to the natural symmetric tensor norms are multiplicative. First we introduce some notation.
For a symmetric tensor norm β k (of order k), the projective and injective associates (or hulls) of β k will be denoted, by extrapolation of the 2-fold case, as \β k / and /β k \ respectively. They are defined as the tensor norms induced by the following mappings (see [20, p. 489] ):
Recall that for a symmetric tensor norm β k , its dual tensor norm β ′ k is defined on finite dimensional normed spaces by
and then extended to Banach spaces so that it is finitely generated (see [25, 4 .1]).
We say that β k is a natural symmetric tensor norm (of order k) if β k is obtained from π k with a finite number of the operations \ /, / \, ′ .
For k ≥ 3, it is shown in [14] that there are exactly six non-equivalent natural tensor norms (note that for k = 2 there are only four). They can be arranged in the following diagram:
There are no other dominations. Therefore, we have six "natural sequences" {α k } k of symmetric tensor norms, with their corresponding associated polynomial ideals. If, as usual, we denote /π k \ by η k , we have
For the multiplicativity of the polynomial ideals associated to the natural symmetric tensor norms we need the following: Lemma 2.9. For each k, let α k be a finitely generated k-fold symmetric tensor and suppose there is a constant c k,
Then the same inequality holds for the sequences {/α k \} k and {\α k /} k .
Proof. The argument used in [6, p.20 ] to show that {η k } k is a complemented sequence of seminorms can be readily followed to show the statement for {/α k \} k . Indeed, if, for all k, we denote
On the other hand, if A max k is the maximal ideal associated to α k , then by Proposition 2.
. Moreover, the identity \α k / = (/α ′ k \) ′ and the representation theorem for maximal polynomial ideals [27, Section 3.2] show that the maximal polynomial ideal B k associated to \α k / at E is
, by the Hahn-Banach theorem B k (E) consists of all k-homogeneous polynomials on E which extend to α ′ k -continuous polynomials on ℓ ∞ (B E ′ ). That is,
and the norm of P in B k is given by the infimum of the A max k -norms of these extensions. Then, it is easy to see that the product of two polynomials in B belongs to B with the same inequality of norms. Using Proposition 2.6 again, we obtain the desired result for {\α k /} k .
From Remark 2.7(b), a statement as in the previous lemma is true for the coherence conditions. As a consequence, since π k and ε k are multiplicative, we can use the previous lemma and Proposition 2.6 to show that: Theorem 2.10. Let {α k } k be any of the natural sequences of symmetric tensor norms. Then the sequences {A max k } k and {A min k } k of maximal and minimal ideals associated to {α k } k are multiplicative.
Also, it is proved in [11] that the interpolation of multiplicative sequences is multiplicative.
3. Analytic structure on the spectrum
In [4] an analytic structure in the spectrum of H b (U ) (U an open subset of symmetrically regular Banach space) was given and it was shown that the functions in H b (U ) have analytic extension to the spectrum. For the case of entire functions Dineen proved in [22, Section 6.3] that the extensions to the spectrum are actually of bounded type in each connected component of the spectrum.
In this section we will show that it is possible to attach an analogous analytic structure to the spectrum M bA (E) of H bA (E) for a wide class of Banach spaces E and multiplicative sequences A. Then the spectrum turns out to a Riemann domain spread over E ′′ and, as in [4] or [22] , each connected component of M bA (E) is an analytic copy of E ′′ . So we are able to define functions of the class H bA on each connected component of M bA (E). It follows that with an additional condition which is fulfilled for most of our examples we can prove that functions in H bA (E) extend to A-holomorphic functions of bounded type on each connected component of M bA (E).
For A a multiplicative sequence, let us consider the spectrum M bA (E) of the algebra H bA (E) (i.e. the set of continuous nonzero multiplicative functionals on H bA ). Since the inclusion H bA (E) ֒→ H b (E) is continuous, evaluations at points of E ′′ belong to M bA (E). Therefore, δ z is a continuous homomorphism for each z ∈ E ′′ and we can see E ′′ as a subset of M bA (E).
Also, given ϕ ∈ M bA (E) we can define an element π(ϕ) ∈ E ′′ by π(ϕ)(γ) = ϕ(γ) for every γ ∈ E ′ . Then the linear mapping
. From the definition of π, for ϕ ∈ M bA (E) and γ ∈ E ′ we have
Thus, for every finite type polynomial P ,
As a consequence, we have the following:
Lemma 3.1. Let A be a multiplicative sequence and E a Banach space such that, for every k, the finite type k-homogeneous polynomials are dense in
Example 3.2. Since the finite type polynomials are dense in any minimal ideal, if A is a multiplicative sequence of minimal ideals, then M bA (E) = E ′′ for any Banach space E. In particular, this happens for the nuclear and the approximable polynomials, so M bN (E) = E ′′ and M ba (E) = E ′′ .
The Aron-Berner extension plays a crucial role in the analytic structure of M b (E) given in [4] . In order to obtain a similar structure for our algebras, we need the polynomial ideals to have a good behavior with these extensions. So let us introduce the following: Definition 3.3. A sequence A of scalar valued ideals of polynomials is said to be AB-closed if there exists a constant α > 0 such that for each Banach space E, k ∈ N and P ∈ A k (E) we have that AB(P ) belongs to A k (E ′′ ) and AB(P ) A k (E ′′ ) ≤ α k P A k (E) , where AB denotes the Aron-Berner extension.
Example 3.4. The sequence A is known to be AB-closed with constant α = 1 in the following cases: continuous polynomials A = {P k } k (see [19] ), integral polynomials A = {P k I } k (see [18] ), extendible polynomials A = {P k e } k (see [8] ), weakly continuous on bounded sets polynomials A = {P k w } k (see [31] ),
In [13] it is shown that if A k is a maximal or a minimal ideal, then the Aron-Berner extension is an isometry from A k (E) into A k (E ′′ ), extending a well known result of Davie and Gamelin [19] and analogous results for some particular polynomial ideals. Therefore, any sequence {A k } k of maximal (or minimal) polynomial ideals is AB-closed with constant α = 1. Note that all the previous examples but A = {P k w } k are maximal or minimal, so they are covered by this result. Remark 3.6. Note that as a consequence of the above definition, if A is coherent and AB-closed, for each P ∈ A k (E), j < k and z ∈ E ′′ , we have that
We want now to define a topology on M bA (E) which makes (M bA (E), π) into a Riemann domain. To do this, we need first to prove that the translation is well define in spaces of holomorphic functions associated to polynomial ideals. Lemma 3.7. Let A be a multiplicative sequence, E a Banach space and x ∈ E. Then
is a continuous operator. In particular, if
Using that the sequence is coherent it is easy to see that this series converges absolutely:
(1)
So we can reverse the order of summation to obtain that
Thus we obtain that
Therefore τ x f ∈ H bA (E) and τ x is continuous.
If A is AB-closed and coherent and z ∈ E ′′ we can definẽ
Remark 3.6 ensures thatτ z is a (well-defined) continuous operator and
Corollary 3.8. Let A be an AB-closed and multiplicative sequence and let z ∈ E ′′ . Thenτ z is a continuous operator.
A necessary condition to obtain the analytic structure of the spectrum of H b (E) is that the space E be symmetrically regular (i.e. the Arens extensions of every symmetric multilinear form are symmetric).
In our case, to study the spectrum of H bA (E), we need that the Arens extensions of ∨ P be symmetric for every P in A k (E) (and for all k). This happens, of course, if E is symmetrically regular, but also for arbitrary E if A k are good enough. So we define: Definition 3.9. A sequence A is regular at E if, for every k and every P in A k (E), we have that every Arens extension (that is, any extension by w * -continuity in each variable in some order) of ∨ P are symmetric. We say that the sequence A is regular if it is regular at E for every Banach space E. 
is extendible and, by (b), any Arens extension of ∨ P is symmetric. This says that the sequence of maximal ideals associated to {α k } k is regular and so is A. (d) Let {α k } k be a sequence of symmetric tensor norms and let A be the sequence of maximal polynomial ideals associated to {α k } k . If A is regular then is regular also any sequence of polynomial ideals associated to {/α k \} k . Indeed, if we denote
we have that
, where q is the metric projection ℓ 1 (B E ) ։ E. We claim that any Arens extension of ∨ P is symmetric. Indeed, let σ be a permutation of {1, . . . , k} and let P , Q the Arens extensions of
Q defined by w * -continuity in the order determined by σ. For j = 1, . . . , k, take z j ∈ E ′′ and bounded nets (x
Since q ′′ is surjective and Q is symmetric, we conclude that P is symmetric. (e) As a consequence of (c) and (d) we obtain that if A is a sequence of polynomial ideals associated with any of the natural sequences (except for the case
As in [4] it can be proved that, if A is regular at E then every evaluation at a point of E iv is in fact an evaluation at a point of E ′′ .
The next two lemmas can be obtain just as in [22, .
Lemma 3.11. Let A be an AB-closed coherent sequence which is regular at a Banach space E. Theñ τ z •τ w =τ z+w for every z, w ∈ E ′′ .
Lemma 3.12. Let A be an AB-closed multiplicative sequence which is regular at a Banach space E. For each ϕ ∈ M bA (E) and
is the basis of a Hausdorff topology in M bA (E).
Proposition 3.13. Let A be an AB-closed multiplicative sequence which is regular at a Banach space E. Then (M bA (E), π) is a Riemann domain over E ′′ and each connected component of (M bA (E), π) is homeomorphic to E ′′ .
Proof. With the topology defined in the above lemma, it is clear that for each ϕ ∈ M bA (E) and ε > 0, π| Vϕ,ε is an homeomorphism onto B E ′′ (π(ϕ), ε). Thus π : M bA (E) → E ′′ is a local homeomorphism. Note that given ϕ ∈ M bA (E), by Corollary 3.8, ϕ •τ z is an homomorphism for each z ∈ E ′′ . Moreover, since π(ϕ •τ z ) = π(ϕ) + z it follows that π is an homeomorphism from S(ϕ) := {ϕ •τ z : z ∈ E ′′ } to E ′′ and thus S(ϕ) is the connected component of ϕ in M bA (E).
Example 3.14. (M bA (E), π) is a Riemann domain over E ′′ (and each connected component is homeomorphic to E ′′ ) in the following cases: Each function f ∈ H bA (E) can be extended via its Gelfand transformf to the spectrum M bA (E), that isf (ϕ) = ϕ(f ). Now that we have proved that M bA (E) is a Riemann domain, it is natural to ask iff is analytic in M bA (E). Moreover, one can wonder iff preserve some of the properties of f in terms of the ideals A. Also, given ϕ ∈ H bA (E) ′ and f ∈ H bA (E), Corollary 3.8 allows us to define a function on E ′′ by z → ϕ •τ z (f ). We will show in Theorem 3.18 that this function belongs to H bA (E ′′ ). This will allow us to conclude that the restriction off to each connected component of M bA (E) is of A-holomorphic (Theorem 3.23 below).
First, note that for ϕ ∈ H bA (E) ′ , there are constants c, r > 0 such that |ϕ(g)| ≤ cp r (g), for every g ∈ H bA (E). In particular, |ϕ(P )| ≤ cp r (P ) = cr k P A k (E) . As a consequence, we have
When a sequence of polynomial ideals is defined in both the scalar and vector valued case, one may consider the following property: "for every P ∈ A k (E), the mapping x → P x l belongs to the space of vector-valued polynomials A l (E; A k−l (E))". This would mean that the differentials of a polynomial in A are also polynomials in A. Since we are dealing with scalar-valued polynomial ideals, we can consider a similar property, which could be read as "the differentials of a polynomial in A are weakly in A". More precisely, we have: Definition 3.15. Let A be a coherent sequence of polynomial ideals and let E be a Banach space. We say that A is weakly differentiable if there exists a constant K such that, for l < k, P ∈ A k (E) and ϕ ∈ A k−l (E) ′ , the mapping x → ϕ(P x l ) belongs to A l (E) and
This is what we mean by saying that the differentials are weakly in A and what suggested our terminology. As the following proposition shows, there is some kind of duality between the properties of multiplicativity and weakly differentiability of a sequence.
Proposition 3.16.
(i) Let A = {A k } k be a weakly differentiable sequence. Then the sequence of adjoint ideals {A * k } k is multiplicative. (ii) Let A = {A k } k be a multiplicative sequence. Then the sequence of adjoint ideals {A * k } k is weakly differentiable. In both cases the constants of multiplicativity and weakly differentiability are the same.
Thus, since {A k } k is weakly differentiable,
(ii) For each k, let α k be the finitely generated symmetric tensor norm associated to A k , so that for
. By Proposition 2.6 and Remark 2.7 (a), the multiplicativity of A with
Note that Q is a well defined l-homogeneous polynomial since the sequence of adjoint ideals of a coherent sequence is again coherent [12, Proposition 5.1]. We have to prove that Q belongs to
Since this is true for arbitrarily small ε and α k−l (t) ≤ 1, we conclude that
Next corollary to Proposition 3.16 follows, for maximal ideals, from the equality A * * k = A k . For minimal ideals is a consequence of Example 3.21 (f) below.
Corollary 3.17. Let {A k } k be sequence of maximal polynomial ideals or minimal polynomial ideals. Then {A k } k is weakly differentiable (multiplicative) if and only if {A * k } k is multiplicative (weakly differentiable).
If E is a Banach space and A is a weakly differentiable coherent sequence which is AB-closed (with constant α), it easily follows that the mapping
Theorem 3.18. Let A be an AB-closed weakly differentiable coherent sequence. For each ϕ ∈ (H bA (E)) ′ , the following operator is well defined and continuous:
• J E since using Remark 3.6 and inequality (2) it is easy to see that this series is absolutely convergent.
Let
We will show that Q l belongs to A l (E ′′ ) and that ∞ l=0 Q l is in H bA (E ′′ ). To prove this it suffices to show that the series
converges and that for every R > 0, the series
also converges. By inequality (3) we have
where in the last inequality we have used (2) and changed the order of summation.
With a similar proof to the above result one can prove:
Corollary 3.19. Let A be a weakly differentiable multiplicative sequence. For ϕ ∈ H bA (E) ′ and f ∈ H bA (E), we define ϕ * f (x) = ϕ • τ x (f ). Then we have ϕ * f ∈ H bA (E) and the application
, and the application
As usual, we call a continuous operator T : H bA (E) → H bA (E) that commutes with translations a convolution operator. We have the following characterization: Corollary 3.20. With the hypothesis and notation of the previous corollary, T : H bA (E) → H bA (E) is a convolution operator if and only if there exist ϕ ∈ H bA (E) ′ such that T f = ϕ * f for every f ∈ H bA (E).
Proof. If ϕ ∈ H bA (E) ′ then T ϕ (f ) = ϕ * f is continuous by the previous corollary and it is easily checked to be a convolution operator. Conversely, let
Now we show that, again, our hypotheses are fulfilled by many sequences of polynomial ideals. (a) A = {P k } k : if P ∈ P k (E) and ϕ ∈ P k−l (E) ′ then it is clear that x → ϕ P x l ∈ P l (E) and
this is a consequence of the above Proposition 3.16 (ii), since P k I = (P k ) * and {P k } is multiplicative with constant M = 1.
(c) A = {P k e } k : if P ∈ P k e (E) and ϕ ∈ P k−l e (E) ′ then Q(x) = ϕ P x l is in P l (E). Let E J ֒→ G and P an extension of P to G. ThenQ(y) = ϕ P y l • J is an extension of Q to G, and thus Q is extendible. Moreover, since |Q(y)| ≤ e l y l ϕ P , it follows that Q e ≤ e l ϕ P e .
it is known (see [22, Proposition 2.6] ) that if P ∈ P k w (E) then d k−l P is weakly continuous. Thus x → ϕ P x l ∈ P l w (E) and has norm ≤ e l ϕ P k−l (E) ′ P P k (E) .
(e) A the sequence of maximal polynomial ideals associated to any of the natural sequences. This follows from the multiplicativity of those sequences together with Proposition 3.16 (ii), or from the previous examples (a) and (b) and Lemma 3.22 below. (f) If {A k } k is a weakly differentiable sequence and C is a normed operator ideal, then {A k • C} k is weakly differentiable. In particular, the minimal hulls of the ideals in a weakly differentiable sequence form also a weakly differentiable sequence. Indeed, let
Since this is true for every factorization of P = RT , we conclude that
Lemma 3.22. Let A be the sequence of maximal polynomial ideals associated to a sequence of symmetric tensor norms {α k } k . If A is weakly differentiable, then the same is true for the sequences of maximal polynomial ideals associated to {\α k /} k and to {/α k \} k .
Proof. Let us denote β k = α ′ k . For A the sequence of maximal polynomial ideals associated to {\α k /} k we have that P belongs to A k (E) if and only if P ∈ ⊗ k,s /β k \ E ′ , and we can proceed just as we did with the ideal of extendible polynomials (note that polynomials in A k (E) are those that extends to a β k -continuous polynomial on ℓ ∞ (B E ′ )).
For the sequence of maximal ideals associated to {/α k \} k , P belongs to A k (E) if and only if
because A is weakly differentiable. But this means that Q belongs to
In the previous proof, we only used that A is weakly differentiable in spaces of the form ℓ ∞ (I) (for {\α k /} k ) and ℓ 1 (J) (for {/α k \} k ), where I and J are some index sets. Now we are able to show that the extension of a function in H bA (E) to the spectrum "is A-holomorphic on each connected component": Theorem 3.23. Let E be a Banach space and A be an AB-closed multiplicative sequence which is regular at E and weakly differentiable. Then, given any function f ∈ H bA (E) and its extensionf to M bA (E), the restriction off to each connected component of M bA (E) is a A-holomorphic function of bounded type.
Proof. We have to show that for every
We can apply the last result in the following cases:
Example 3.24. (M bA (E), π) is a Riemann domain over E ′′ and every function in H bA (E) extends to an A-holomorphic function of bounded type on each connected component of M bA (E) in the following cases:
(a) A = {P k } k , and E is symmetrically regular (this is [22, Proposition 6.30] 
A a sequence of maximal polynomial ideals associated to any of the natural sequences but {ε k } k , for every Banach space E.
A Banach-Stone type result
Now we apply some of our results to obtain a Banach-Stone type theorem for algebras associated to multiplicative sequences of polynomial ideals. We follow a procedure as in similar results in [16] . First, we have: Lemma 4.1. Let A and B be multiplicative sequences. Suppose that φ : H bA (E) → H bB (F ) is a continuous multiplicative operator and define g : F ′′ → E ′′ by g(z) = π( δ z • φ). Then, g is holomorphic and for every γ ∈ E ′ , AB(γ) • g = AB(φγ). In particular, if the finite type polynomials are dense on A k (E) (for every k), then AB(φf ) = AB(f ) • g for every f ∈ H bA (E).
Proof. Denote by θ φ : M bB (F ) → M bA (E) the restriction of the transpose of φ. Then g is just the composition
If we take z ∈ F ′′ and γ ∈ E ′ , then g(z)(γ) = δ z (φγ) = AB(φγ)(z). Thus g is weak*-holomorphic on F ′′ and therefore holomorphic (see for example [32, Example 8D] ). If γ ∈ E ′ then AB(γ)(g(z)) = g(z)(γ) = AB(φγ)(z). Since φ multiplicative and continuous, the last assertion follows.
Although it is hard for a Banach space E to satisfy that finite type polynomials are dense in H b (E) (c 0 and Tsirelson like spaces do, but no other classical Banach spaces), it is not so uncommon that finite type polynomials be dense in H bA (E) for certain sequences A and Banach spaces E. Besides those sequences where finite type polynomials are automatically dense (such as approximable or nuclear polynomials), there are combination of ideals and Banach spaces that make finite type polynomials dense (see Example 4.3 below).
Theorem 4.2. (a) Let
A be an AB-closed multiplicative sequence such that finite type polynomials are dense in A k (E ′′ ). Then, H bA (E) and H bA (F ) are topologically isomorphic algebras if and only if E ′ and F ′ are isomorphic.
(b) Let A and B be multiplicative sequences, B also AB-closed. Suppose that finite type polynomials are dense in A k (E) and on B k (E ′′ ) for some Banach space E, for all k. If H bA (E) and H bB (F ) are topologically isomorphic algebras, then E ′ is isomorphic to F ′ .
Proof. (a) (b) If E ′ and F ′ are isomorphic, so are E ′′ and F ′′ . Therefore, finite type polynomials are also dense in A k (F ′′ ). Thus, A is regular both at E and F and we can follow the reasoning in [17, 30] to obtain the desired isomorphism. The converse is a particular case of (b).
(b) Suppose that φ : H bA (E) → H bB (F ) is an isomorphism. Let g : F ′′ → E ′′ and h : E ′′ → F ′′ be the applications given by Lemma 4.1 for φ and φ −1 respectively. Then h • g is the composition
Since M bA (E) = δ(E ′′ ), it follows that h • g = id F ′′ . Thus dh(g(0)) • dg(0) = id F ′′ and therefore F ′′ is isomorphic to a complemented subspace of E ′′ which implies that every polynomial in B k (F ′′ ) is approximable. Since B is AB-closed we can conclude that every polynomial in B k (F ) is approximable (if P ∈ B k (F ) then AB(P ) ∈ B k (F ′′ ), thus AB(P ) is approximable and therefore P is approximable). Now, since M bB (F ) = δ(F ′′ ), we can prove similarly that g • h = id E ′′ , that is, h = g −1 , and differentiating at g(0) we obtain that E ′′ is isomorphic to F ′′ . Since every polynomial on B k (F ) is approximable we have that φγ is weakly continuous on bounded sets for every γ ∈ E ′ and then AB(φγ) is w * -continuous on bounded sets. The identity g(z)(γ) = AB(φγ)(z) shown in Lemma 4.1 assures then that g is w * -w * -continuous on bounded sets. Similarly, g −1 is w * -w * -continuous on bounded sets. Moreover, applying [3, Lemma 2.1] to z → g(z)(γ), we obtain that de differential of g at any point is w * -w * -continuous (and analogously for g −1 ). Therefore, the isomorphism between E ′′ and F ′′ is the transpose of an isomorphism between F ′ and E ′ . Example 4.3. Finite type polynomials are dense in the space of integral polynomial on any Asplund Banach space, since in this case, integral and nuclear polynomials coincide (see [1, 7, 10] ). Moreover, finite type polynomials are also dense in the space of extendible polynomials on an Asplund space [15] . Then, as a consequence of Theorem 4.2 we have: suppose that E and F are Banach spaces, one of them reflexive, and let A and B can be any of the sequence of nuclear, integral, approximable or extendible polynomials. If H bA (E) is isomorphic to H bB (F ), then F is isomorphic to E.
