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Abstract
In many practical situations, we have probability distributions for
which, for large values of the corresponding quantity x, the probability
density has the form ρ(x) ∼ x−α for some α > 0. While, in principle, we
have laws corresponding to diﬀerent α, most frequently, we encounter
situations – ﬁrst described by Zipf for linguistics – when α ≈ 1. The
fact that Zipf’s has appeared frequently in many diﬀerent situations
seems to indicate that there must be some fundamental reason behind
this law. In this paper, we provide a possible explanation.
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Power Laws are Ubiquitous

In many practical situations, we have probability distributions for which:
• for large values of the corresponding quantity x,
• the probability density has the form ρ(x) ∼ x−α for some α > 0.
In principle, we have laws corresponding to diﬀerent α. However, most frequently, we encounter situations – ﬁrst described by Zipf for linguistics – when
α ≈ 1.
In linguistics, this law means that:
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• if we sort words by frequency,
• then the k-th word in this ordering has frequency
c
fk ≈ ;
k
see, e.g., [1] are references therein.
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Why Zipf ’s Law?

The fact that Zipf’s las appears frequently in many diﬀerent situations seems
to indicate that there must be some fundamental reason behind this law.
In this paper, we provide a possible explanation.
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First Explanation

In many real-life cases, the corresponding phenomenon do not have a preferred
value of the quantity x. As a result, the corresponding equations do not change
if we simply change the measuring unit.
It is reasonable to require that corresponding probability distribution
should also not change. How can we describe this requirement in precise terms?
• If we replace the measuring unit by a λ time smaller one,
• then all numerical values of a quantity x are multiplied by λ:
x → x′ = λ · x.
For example, 2 m becomes 200 cm.
Similarly, the probability density – number of events per unit of x:
• becomes λ times smaller
• when this unit decreases by a factor of λ:
ρ′ (x′ ) = ρ′ (λ · x) =

ρ(x)
.
λ

We require that the formula for the probability density remains the same in
both units, i.e., that
ρ′ (x) = ρ(x).
ρ(x)
Then we conclude that ρ(λ · x) =
. For x = 1 and λ = z, if we denote
λ
def
c = ρ(1), we get
c
ρ(z) = .
z
This exactly Zipf’s law.
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Alternative Explanation

Instead of probabilities, we may have general densities with
∫

ρ(x) dx < +∞.
In this case, scale-invariance means that
ρ(λ · x) = c(λ) · ρ(x)
for some function c(λ).
If we diﬀerentiate both sides by λ, we get:
x · ρ′ (λ · x) = c′ (λ) · ρ(x).
In particular, for λ = 1, we get:
x · ρ′ (x) = c · ρ(x), where c = c′ (1).
def

In other words,
dρ
= c · ρ.
dx
If we move all the terms containing ρ to one side and all the terms containing
x to another side, we get
dρ
dx
=c· .
ρ
x
Integrating both sides, we get
x·

ln(ρ) = c · ln(x) + C.
Applying exp to both sides, we get
ρ(x) = a · x−α , where a = eC and α = −c.
def

def

∫

The ﬁniteness requirement ρ(x) dx < +∞ implies that α > 1. We may
have many diﬀerent contributing processes with diﬀerent α:
ρ(x) =

∑

ai · x−αi .

i

Asymptotically, the terms with the smallest αi prevail:
ρ(x) =

∑

− min αi

ai · x−αi ∼ x

i

.

i

When we have many diﬀerent processes, with high probability, some of them
will be close to 1. So, we have ρ(x) ∼ x−α with α ≈ 1.
This is exactly Zipf’s law.
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