Abstract: This study applies the support vector machine theory to the private university teacher evaluation system. According to the theory of educational evaluation, combined with the current evaluation indexes of teachers in private universities, this study makes a scientific and reasonable setting for the evaluation indexes of private universities. Based on the principle of support vector machine (SVM), the sample data is divided into two parts, by training the sample data in the evaluation system, the training model is obtained, and the prediction data are evaluated and analyzed with the training model. Through the experiment and trial operation, it is indicated that the evaluation method based on the support vector machine can make the evaluation more accurate and reasonable, and it can reduce some errors that caused by human factors in the process of evaluation.
Introduction
The teaching evaluation method based on computer intelligence is to study the problem of teacher evaluation in the field of artificial intelligence, such as related disciplines (Such as neural network, fuzzy logic, etc.) and data mining methods, and achievements in scientific research in this field. Namely, to seek a kind of teacher evaluation method based on the experience and knowledge of experts in the field and computer technology. By this method, we not only can evaluate teachers' teaching quality and teaching level and comprehensive ability, but also can evaluate some other phenomena in the field of education.
Introduce support vector machine
Support vector machine based on statistical learning theory and structural risk minimization principle, SVM Have outstanding advantages in solving practical problems, such as small samples, nonlinear, local minimum points and high dimensions. It has been successfully applied in pattern classification, time series prediction and function approximation and so on. The problem of teaching evaluation can be regarded as a kind of complex classification problem between the teaching ability and the related data set. The main purpose of this study is to introduce the support vector machine theory into the teaching evaluation system of private universities. In the process of teacher evaluation, teachers' evaluation indexes are determined according to the actual situation of the private universities. Then collected evaluate data according to the indexes, the data include the value of each index. We carry out evaluation work based on these sample data sets. From the collected data can be seen if every teacher evaluation data includes n-index can regard it as an n-dimensional vector, can be expressed as:
X=(X 1 , X 2 , X 3 … X n ) So for the entire teacher evaluation of the sample data can be expressed as:
Xi=(Xi 1 , Xi 2 , Xi 3 … Xi n ) i=1,2,3…m N is the number of evaluation indexes in the whole evaluation system, m is the number of teachers, X i,j is the jth index value of the ith teacher evaluation data. 
Construction principles of teachers' evaluation index
Teacher evaluation work is complex, because it is affected by many factors, in the establishment of the index system to consider many aspects. To sum up, the following principles should be followed: the principle of science, the principle of fairness, the principle of incentive, the principle of comprehensiveness, the principle of rationality, the principle of development.
The evaluation index system of this study is composed of three dimensions:  Index I: For the evaluation of teachers will have to study aspects, namely a big classification, every I class contains a number of sub index.  Index II: Index I refinement of several sub index.  Index III: Content and standard of evaluation. According to the characteristics of private university teachers in China, the evaluation index system is established, due to space, some representative indexes are described, as shown in the 
Design of teacher evaluation system
This study uses C# as programming language, uses the LIBSVM-mat toolbox of Matlab to realize the model creation, and finally realizes the private university teacher evaluation system. The system mainly consists of two parts. The first part is the model training of the system; the second part is the prediction of the treatment of the sample. The main task of the model training is to train the private college teacher evaluation system with the training sample data, and then to establish the classification model. The main task of the prediction part is to use the model to evaluate the test samples. The system includes basic information management, system management, and training evaluation management. The basic information management mainly includes the teacher evaluation data acquisition and evaluation index system input. System management includes user management, database management. Training evaluation management mainly includes the establishment of the training model, the treatment of the test data evaluation, evaluation of the results of the query and analysis.
There may be some errors in the process of data acquisition. Therefore, before using the data need to preprocess the sample data set. The pretreatment includes teacher's evaluation data into vector form, and the data were normalized. After normalizing the data, the convergence of training can be improved. After the experiment, we found that the sample data for the evaluation of the teacher will be normalized to the [0,1], the forecast effect is better. Table 2 is comparison of the normalized data and the original data. It is very important to choose the proper parameters of the support vector machine. This mainly includes the selection of the type of support vector machine model, they are corresponding to the kernel function, as well as some other parameters. In this study, we select the classic support vector machineC-SVM, C as the punishment factor. Because the punishment factor has a great influence on the final classification result, the greater the value of the value, the greater the punishment on the error classification. In this study, we select different kernel function to carry out the experiment. At first, the RBF kernel function is selected, and the punishment factor is tested. The method is using the same γ value. The value of γ is the reciprocal of the vector n. Using Libsvm-mat to change the value of the punishment parameter of the kernel function, and to see the results. The results of the experimental data are shown in We use the same method to experiment with polynomial kernel function and Sigmoid function respectively. The experiment data shows that in the training sample data, the range of punishment factor in 2 0 -2 7 . We find that the improvement of the number of polynomials, the accuracy of the prediction will not improve but will be decreased. When the punishment factor is increased, the corresponding prediction accuracy of the three kinds of kernel functions will increase with the increase of the punishment factor, but when the punishment factor reaches a certain value, the corresponding accuracy will not increase with the increase of the value. By comparison, we choose the value of 2 7 as the punishment factor. A large number of experimental data indicate that the RBF function is relatively stable in terms of prediction accuracy. Therefore, the RBF function is chosen as the kernel function. Another key parameter affecting the accuracy is γ. We use the same punishment factor to carry out the experiment of the parameter γ with the sample data. From the experimental data, we can see that with the increase of γ value accuracy rate is rising, but the rate of accuracy is not very large. The prediction accuracy is better when the value of γ is in the range of 0.01-0.09. Using RBF as a kernel function, the accuracy rate is 93.26% when the experimental setting parameters C=2 7 and γ=0.074. This study using cross validation method, through a large number of experimental data to choose the appropriate kernel function and the corresponding parameters, obtained through the contrast test of the punishment factor and parameter value. Using the model to validate the prediction samples, the accuracy of the model is satisfied.
Summary
In this study, support vector machine theory is introduced into the evaluation of private university teachers, according to the characteristics of Chinese private universities to establish the evaluation system and evaluation index for the characteristics of private schools in China.
Intelligent teacher evaluation system is the result of objective, fair and practical significance, but also practical strong. The results of SVM method are objective and stable. Combined with the fuzzy comprehensive evaluation method, the complex problem of the teacher evaluation is solved well. Experiments show that this method has good application value and popularization.
