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Abstract
Recently deep neural networks have shown their capacity
to memorize training data, even with noisy labels, which
hurts generalization performance. To mitigate this issue,
we provide a simple but effective baseline method that is
robust to noisy labels, even with severe noise. Our objec-
tive involves a variance regularization term that implicitly
penalizes the Jacobian norm of the neural network on the
whole training set (including the noisy-labeled data), which
encourages generalization and prevents overfitting to the
corrupted labels. Experiments on both synthetically gener-
ated incorrect labels and realistic large-scale noisy datasets
demonstrate that our approach achieves state-of-the-art per-
formance with a high tolerance to severe noise.
1. Introduction
Recently deep neural networks (DNNs) have achieved re-
markable performance on many tasks, such as speech recog-
nition [1], image classification [8], object detection [25].
However, DNNs usually need a large-scale training dataset
to generalize well. Such large-scale datasets can be collected
by crowd-sourcing, web crawling and machine generation
with a relative low price, but the labeling may contain er-
rors. Recent studies [34, 2] reveal that mislabeled exam-
ples hurt generalization. Even worse, DNNs can memorize
the training data with completely randomly-flipped labels,
which indicates that DNNs are prone to overfit noisy training
data. Therefore, it is crucial to develop algorithms robust to
various amounts of label noise that still obtain good general-
ization.
To address the degraded generalization of training with
noisy labels, one direct approach is to reweigh training exam-
ples [24, 12, 7, 17], which is related to curriculum learning.
The general idea is to assign important weights to examples
with a high chance of being correct. However, there are
two major limitations of existing methods. First, imagine
an ideal weighting mechanism. It will only focus on the
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selected clean examples. For those incorrectly labeled data
samples, the weights should be near zero. If a dataset is
under 80% noise corruption, an ideal weighting mechanism
assigns nonzero weights to only 20% examples and aban-
dons the information in a large amount of 80% examples.
This leads to an insufficient usage of training data. Second,
previous methods usually need some prior knowledge on the
noise ratio or the availability of an additional clean unbiased
validation dataset. But it is usually impractical to get this
extra information in real applications. Another approach is
correction-based, i.e. estimating the noisy corruption ma-
trix and correcting the labels [22, 23, 6]. But it is often
difficult to estimate the underlying noise corruption matrix
when the number of classes is large. Further, there may
not be an underlying ground truth corruption process but an
open set of noisy labels in the real world. Although many
complex approaches [12, 24, 7] have been proposed to deal
with label noise, we find that a simple yet effective baseline
can achieve surprisingly good performance compared to the
strong competing methods.
In this paper, we propose to minimize the predictive vari-
ance, which is an unbiased estimator of Jacobian norm. A
model with simpler hypothesis and smoother decision bound-
aries is assumed to generalize better. Our method is simple
yet effective which can take advantage of the whole dataset
including the noisy examples to improve the generalization.
Our main contributions are:
• We propose a new strong baseline method for robust-
ness to noisy labels, which greatly mitigates over-fitting
and should not be omitted in the label noise community.
A thorough empirical evaluation on various datasets
(e.g., CIFAR-10, CIFAR-100, ImageNet) is conducted
and demonstrates significant improvements over previ-
ous competing methods. We also apply our method to
a large-scale real-world noisy dataset, Webvision [15],
and establish the new state-of-the-art results.
• We show that the variance-based regularizer is an un-
biased estimator of Jacobian norm and analyze the re-
liability of this estimator. Its good performance is due
to that Jacobian norm correlates with generalization.
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The method can be applied to any neural network archi-
tecture. Additional knowledge on the clean validation
dataset is not required.
• Empirically we find that our method learns a model with
lower subspace dimensionality and lower complexity,
which are the indicators of better generalization.
2. Related work
Learning with noisy labels has been broadly studied in
previous work, both theoretically [20] and empirically [23, 7,
12]. Here we focus on the recent progress on deep learning
with noisy labels. Since DNNs have high capacity to fit the
(noisy) data, it brings new challenges different from that in
the traditional noisy label settings.
Generalization of DNNs. Previous works [34, 2, 27]
find that DNNs have different learning patterns for clean or
noisy labels. [34] shows that DNNs can easily memorize
the training dataset even when the labels are random noise.
An early stage of pattern learning and later memorization
of noisy labels are observed in [2]. Some previous work
uses this kind of property to propose measures to modify the
training process, such as the learned subspace dimensionality
and the distribution of the loss values [17, 7]. Regulariza-
tion techniques including dropout and early stopping have
been shown to be effective to prevent over-fitting to noisy
labels [2].
Estimating noise distribution. Many noisy estimation
models have been proposed [20, 32, 22, 31]. Some works
assume the true label is modeled by a latent variable while
the noisy label is observed. EM-like methods have been pro-
posed to alternate between the learning of noisy corruption
process and the modeling. Backward and forward correc-
tions [22] use an estimated noise transition matrix to modify
the loss function. In general, the noise is assumed to be input-
independent but class-dependent. Input-dependent noise has
been explored in [19, 32].
Noise-robust loss functions. The mean absolute error
(MAE) was proposed as a noise-robust alternative to the
cross-entropy loss [5] but was known to be hard to converge.
An extension and generalization of MAE, generalized cross
entropy, was recently developed [35].
Identifying clean examples. Co-teaching [7] proposes
to identify the examples with small loss as clean examples.
Learning to reweight [24] equals to shifting the training dis-
tribution p(x, y) to match the clean validation distribution
q(x, y), that is to minimize Dfθ (w(x, y)p(x, y), q(x, y))
where D is some distance measure implicitly learned by
fθ and w(x, y) is the density ratio, i.e. the learned weights
for each example (x, y).
Using additional clean validation dataset. [3] pro-
posed a regularization term to encourage the model to select
reliable examples. [9] proposed Golden Loss Correction
to use a set of trusted clean data to mitigate the effects of
label noise. They estimate the corruption matrix using the
trained network with noisy labels and then re-train the net-
work corrected by the corruption matrix. [24] also used a
small clean validation dataset to determine the weights of
training examples. The success of these methods is based on
the assumption that clean data is from the same distribution
as the corrupted data as well as the test data. However, more
realistic scenario are ones where (1) p(x) varies between the
clean data and the noisy data, e.g., imbalanced datasets. 2)
There is class mismatch: p(y|x) differs. Similar problems
exist in semi-supervised learning. All these methods require
a clean validation dataset to work well while the proposed
method does not require it.
3. Preliminaries
In this section, we first briefly introduce some notations
and settings and then provide a measure to assess the learning
behaviour of DNNs during the training.
The target is to learn a robust K-class classifier f from
a training dataset of images with noisy supervision. Let
D = {(x1, y˜1), ..., (xN , y˜N )} denote a training dataset,
where xn ∈ X is the n-th image in sample space X (e.g.,
Rd) with its corresponding noisy label y˜n ∈ {1, 2, ...,K}.
3.1. Label noise
The label noise is often assumed to be class-conditional
noise in previous work [20, 22], where the true label y is
flipped to y˜ ∈ Y with some probability p(y˜|y). It means
that we assume p(y˜|x, y) = p(y˜|y), i.e., the corruption of
labels is independent of the input x. This kind of assumption
is an abstract approximation to the real-world corruption
process. For example, non-expert labelers may fail to dis-
tinguish some specific species. The probability p(y˜|y) is
represented by a noise transition matrix T ∈ [0, 1]K×K ,
where Tij = p(y˜ = j|y = i). The examples (xi, y˜i) in D
are sampled from p(x, y˜) =
∑
y p(y˜|y)p(y|x)p(x), a distri-
bution that marginalizes over the unknown true label. A few
exceptions [32, 19] also consider the input-dependent noise
model p(y˜|x, y).
3.2. Local Intrinsic Dimensionality (LID)
Local Intrinsic Dimensionality (LID) has been used to
assess the learning behavior of DNNs [17]. The subspace
dimensionality is affected by the quality of labels. When the
model is learned with clean labels, the LID score decreases
as the training proceeds. But a different behavior is observed
when the model is learned with noisy labels. A poorly-
regularized deep network tends to increase the LID score
after an initial decrease, which corresponds to the increased
test accuracy followed by a decrease. Formally, LID is
defined in [10, 17]:
Definition 1 (Local Intrinsic Dimensionality)
Given a data sample x ∈ X , let r > 0 be a random variable
denoting the distance from x to other data samples. If the
cumulative distribution function F (r) is positive and con-
tinuously differentiable at distance r > 0, the LID of x at
distance r is given by:
LIDF (r) , lim
→0
ln
(
F ((1 + )r)
/
F (r)
)
ln(1 + )
=
rF ′(r)
F (r)
, (1)
whenever the limit exists. The LID at x is in turn defined as
the limit of r → 0:
LIDF = lim
r→0
LIDF (r). (2)
LID gives an indication of the dimension of sub-manifold
including x locally. In practice, many estimators of LID
have been proposed, among which Maximum Likelihood
Estimator (MLE) can trade-off between the efficiency and
complexity:
L̂ID(x) = −
(
1
k
k∑
i=1
log
ri(x)
rmax (x)
)−1
, (3)
where ri(x) is the distance between x and its i-th nearest
neighboring point, and rmax (x) denotes the maximum of
distances to all the neighbors.
Further, as it is computationally expensive to get the
LID estimator by calculating the distance within the whole
dataset, a stochastic mini-batch version is proposed in [17].
Given a batch of training data XB , the LID score at x can
be estimated as:
L̂ID(x,XB)=−
(
1
k
k∑
i=1
log
ri(g(x), g(XB))
rmax (g(x), g(XB))
)−1
,
(4)
where g(x) is the feature learned by DNNs. L̂ID(x,XB)
indicates the dimensional complexity in the vicinity of x. In
practice, the approximation is accurate enough if we take a
large batch size. We will use this measure later to assess the
degree of over-fitting in the training process. In general, a
lower LID score indicates a better generalization [17].
4. Our approach
In this section, we present a robust training algorithm
to deal with noisy labels. Since DNNs tend to increase its
complexity and LID to accommodate the noisy labels but
have poor generalization, we argue that a model with lower
complexity would be more robust to label noise and gener-
alizes better. The dimensionality of the learned subspace
and the smoothness of decision boundaries can both indicate
how complex the model is. Therefore, we propose a method
to regularize the predictive variance to achieve low subspace
dimensionality and smoothness.
4.1. Variance-based regularization
In order to alleviate over-fitting to the label noise, we
propose a regularizer that is not dependent on the labels.
We induce the smoothness of decision boundaries along the
data manifold, which is shown to improve the generalization
and robustness. If an example x is incorrectly labeled with
y˜, it has a high probability to lie near the decision bound-
ary or in the wrong cluster not belonging to y. Therefore,
the prediction variance can be high on the noisy examples.
We propose to regularize the variance term. The mapping
function is smoothed and thus also the decision boundaries.
Concretely, the variance is estimated by the difference of
predictions under perturbations ξ and ξ′:
RV (X,θ) =
1
N
N∑
i=1
Eξ′,ξ ‖f(xi;θ, ξ′)− f(xi;θ, ξ)‖2, (5)
where X is the training set and θ denotes the network pa-
rameter. We show that RV (X,θ) is an unbiased estimation
of the predictive variance if the input perturbations are also
treated as a part of the model uncertainty.
RV (X,θ) =
1
N
N∑
i=1
Eξ′,ξ‖f(xi;θ, ξ′)− f(xi;θ, ξ)‖2
=
1
N
N∑
i=1
[
Eξ′‖f(xi;θ, ξ′)‖2 + Eξ‖f(xi;θ, ξ)‖2
− 2Eξ′f(xi;θ, ξ′)>Eξf(xi;θ, ξ)
]
(6)
=
1
N
N∑
i=1
[
2Eξ‖f(xi;θ, ξ)‖2 − 2‖Eξf(xi;θ, ξ)‖2
]
(7)
=
2
N
N∑
i=1
K∑
k=1
Varξ[f(xi;θ, ξ)]k (8)
where the input xi ∈ RD and the prediction function is
f : RD → RK . The perturbations ξ, ξ′ are assumed
to be i.i.d. random variables including input Gaussian
noise, random data augmentation and network noise like
dropout. From Eq. 6 to Eq. 7, we use the property of
i.i.d. r.v. ξ, ξ′, i.e. Eξ′f(xi;θ, ξ′) = Eξf(xi;θ, ξ) and
Eξ′‖f(xi;θ, ξ′)‖2 = Eξ‖f(xi;θ, ξ)‖2. In practice, the ex-
pectation is implemented by stochastic samples of the per-
turbations ξi, ξ′i, i.e., we use
RˆV (X,θ) =
1
N
N∑
i=1
‖f(xi;θ, ξ′i)− f(xi;θ, ξi)‖2, (9)
and easily RV (X,θ) is the expectation of RˆV (X,θ) over
perturbations, i.e., Eξ,ξ′RˆV (X,θ) = RV (X,θ). From
Eq. 8 we can see thatRV is equivalent to the sum of variance
of the prediction each dimension under some perturbations.
Relation to the generalization of DNNs. We show that
this regularization helps to learn a low-dimensional feature
space that captures the underlying data distribution. The
variance term implicitly estimates the Jacobian norm of the
neural network:
‖J(x)‖F . (10)
A simplified version to analyze is to assume ξ, ξ′ are
i.i.d. sampled from a Gaussian distribution, i.e., ξ, ξ′ i.i.d.∼
N (0, σ2ID) and the perturbations are infinitesimal and ad-
ditive, i.e., x˜ = x+ ξ where σ is near zero.
1
σ2
RV (X,θ)
=
1
σ2
1
N
N∑
i=1
Eξ′,ξ‖f(xi + ξ;θ)− f(xi + ξ′;θ)‖2 (11)
By first-order Taylor expansion, and let J(x) = ∂f∂x ∈
RK×D
f(x+ ξ) = f(x) + J(x)ξ + o(ξ), (12)
and omitting the high-order terms, we have
1
σ2
RV (X,θ)
=
1
σ2
1
N
N∑
i=1
Eξ‖J(xi)ξ‖2 + Eξ′‖J(xi)ξ′‖2
− 2Eξξ>J(xi)>J(xi)Eξξ′
=2
1
σ2
1
N
N∑
i=1
Eξ‖J(xi)ξ‖2 − [‖EξJ(xi)ξ‖]2
=2
1
σ2
1
N
N∑
i=1
Eξ[ξ>J(xi)>J(xi)ξ]− 0 (13)
=2
1
N
N∑
i=1
Tr
[
J(xi)
>J(xi)
1
σ2
Eξ[ξξ>]
]
(14)
=2
1
N
N∑
i=1
Tr
[
J(xi)
>J(xi)
1
σ2
σ2ID
]
(15)
=2
1
N
N∑
i=1
‖J(xi)‖2F . (16)
If we further take expectation over N samples of xi, we get
EX
1
σ2
RV (X,θ) = 2
1
N
NEx‖J(x)‖2F = 2Ex‖J(x)‖2F .
(17)
The we can prove that 12σ2 RˆV (X,θ) is an unbiased esti-
mator of Ex‖J(x)‖2F using the fact that Eξ,ξ′RˆV (X,θ) =
RV (X,θ), i.e.,
EX,ξ
1
2σ2
RˆV (X,θ) = Ex‖J(x)‖2F . (18)
The expectation of the estimator is the Jacobian norm. Theo-
retically it was pointed out in [28] that a bounded spectral
norm of the network’s Jacobian matrix in the neighbourhood
of the training examples is crucial for DNNs to generalize
well. Empirically, [21] observed that the change in general-
ization is coupled with the respective change in sensitivity
as measured by the Jacobian norm, i.e., lower sensitivity
corresponds to smaller generalization gap.
And the next question is how reliable the estimator
1
2σ2 RˆV (X,θ) is. What can we say about the variance of
this estimator? We know that an estimator with low variance
will give more confidence in its usage.
Let A = J(x)>J(x) and z be the normalized ξ, i.e.,
z = 1σξ is a zero-mean, unit-variance random variable. From
Eqs. 13-15, we can get
Tr(A) = Ez[z>Az] (19)
For simplicity, we first derive the variance of z>Az and
then the variance of 12σ2 RˆV (X,θ) = ExEz[z
>Az] can be
obtained by law of total variance.
Let a = diag(A), m = Ez = 0,
Var[z>Az] =2µ22Tr(AA
>) + 4µ2m>Am+ 4µ3m>Aa
+ (µ4 − 3µ22)a>a (20)
For normal Gaussian random variable z, the second central
moment (variance) µ2 = 1, and µ4 = 3. Then we have
Var[z>Az] = 2‖A‖2F = 2‖J(x)>J(x)‖2F .
For the estimator z>Az, a bound on the number of samples
needed by the Monte Carlo estimator to obtain an error of at
most  with probability δ is O(20−2 ln
(
2
δ
)
).
By the law of total variance Var(y) = E[Var(y|x)] +
Var[E(y|x)], here 12σ2 RˆV (X,θ) is treated as y, we have
Varx,ξ[
1
2σ2
RˆV (X,θ)] =
2Ex‖J(x)>J(x)‖2F +Varx[‖J(x)‖2F ]]. (21)
Therefore, the variance of the our unbiased estimator to the
Jacobian norm is bounded, which means it makes sense to
use this estimator for the Jacobian norm.
Above we derive the case of random normal perturbations,
perturbations on the data manifoldM can be approximated
by stochastic data augmentation in reality. It is assumed
that a natural image with data augmentation still lies on the
manifold of images. It can be proved that the variance-based
regularizer under stochastic data augmentation is equivalent
to the Jacobian norm along the manifold JM. The proof
is similar as the above except that the random noise ξ is
projected to the manifold, turning into ξM.
Relation to semi-supervised learning. Similar objec-
tives called consistency loss have been successfully explored
in semi-supervised learning [13, 30] but with different mo-
tivations, which aim to leverage the unlabeled data while
ours is from the perspective of resistance to label noise. Ex-
amples without labels in semi-supervised learning are not
detrimental to the learning if i.i.d. assumption of data holds.
However, in our setting, examples with wrong labels will
hurt the learning process, especially the non-uniform noise.
Our paper aims to empirically show that the simple objective
provides a strong baseline for the robustness to label noise,
which should not be omitted int the label noise community.
We have also provided some insights on why it works well
above, i.e., the regularizer is an unbiased estimator of the
Jacobian norm with bounded variance.
Relation to posterior regularization. Minimizing the
predictive variance has been applied to deep kernel learning
on regression tasks [11]. It was pointed out that variance
minimization can be explained in the framework of posterior
regularization. Optimizing the objective is equivalent to
computing a regularized posterior by solving a regularized
Bayesian inference (RegBayes) optimization problem [36,
11]. It restricts the solution to be of some specific form,
which is equivalent to imposing some prior knowledge of
the model structure. The regularizer serves as an inductive
bias on the structure of the feature space. By reducing the
variance of predictions, the neural network is encouraged
to learn a low-dimensional feature space where the training
examples are far from the decision boundaries and tend
to cluster together (see Figs 5, 6, 8 for empirical results).
This alleviates the possibility of the model to increase its
complexity to fit the noisy labels.
Therefore, the learning objective is simply
min
θ
N∑
i=1
`(f(xi;θ), y˜i) + λRˆV (X,θ), (22)
where the first term is any supervised loss function including
the cross-entropy loss or previously proposed noise-robust
losses. In Section 5, we show empirically that the objective
can learn a model with low subspace dimensionality and low
hypothesis complexity. It is noted that the methods men-
tioned in Section 2 including filtering out noisy examples
and robust supervised losses are orthogonal to our approach
and the combinations can yield better performance. But
to focus on this simple baseline, we only provide results
without any other modifications.
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Figure 1: Test accuracy against the number of epochs on
CIFAR-10 under different uniform noise ratio trained with
WRN-28-10. Our method is less prone to the label noise
over-fitting.
5. Experiments
In this section, we present both quantitative and qualita-
tive results to demonstrate the effectiveness of our method.
Our method is independent of both the architecture and
the dataset. Our code is publicly available at https:
//github.com/xinmei9322/noisylabels.
5.1. Experimental setup
We first provide results on the widely adopted bench-
marks, CIFAR-10 and CIFAR-100. Results on ImageNet
and WebVision will be provided in Sec. 5.5 and Sec. 5.6.
Following the settings in previous work [12, 24], we train
wide residual networks WRN-28-10 [33] for 200 epochs
with mini-batch size 128. All the experiments are trained
using momentum 0.9 and weight decay 1× 10−4. We use
learning rate 0.1 and a cosine annealing schedule as sug-
gested in [16]. Our implementation of WRN-28-10 is based
on the official code of AutoAugment [4]. For the perturba-
tions of ξ, standard data augmentation techniques including
random crops and horizontal flips are applied for CIFAR-10
and CIFAR-100.
We use the test error rate and label precision as the evalua-
tion metrics. The label precision is defined as the ratio of the
number of selected clean examples to that of total selected
examples.
Baselines: We compare our method with some representa-
tive prior works on learning with noisy labels, including:
1. Bootstrap-hard [23], a self-learning technique that use
a convex combination of the given label and model
prediction as the training target.
Table 1: Averaged test error rates (%) and the standard deviations over 3 runs on CIFAR-10 under different uniform noise
fraction. Methods marked with † are trained using additional clean validation images. Best results are highlighted in bold.
Methods
Noise Ratio η
Network
0 0.2 0.4 0.6 0.8
Bootstrap-hard [23] 10.94 ± 0.9 20.81 ± 0.4 23.33 ± 0.8 29.43 ± 0.3 – 12-layer CNN
Forward-correction [22] 9.73 ± 0.0 15.39 ± 0.3 18.16 ± 0.1 27.59 ± 0.7 – 12-layer CNN
D2L [17] 10.59 ± 0.2 14.87 ± 0.6 16.64 ± 0.5 27.16 ± 0.6 – 12-layer CNN
Generalized Cross Entropy [35] 6.5 10.13 ± 0.2 12.87 ± 0.22 17.46 ± 0.23 32.08 ± 0.6 ResNet-34
Co-teaching [7] 6.05 17.68 – – – 13-layer CNN
MentorNet [12]† 4 8 11 – 51 WRN-101-10
Learning to reweight [24]† 3.87 – 13.08 ± 0.19 – – WRN-28-10
Ours 3.79 ± 0.13 3.87 ± 0.15 5.05 ± 0.24 6.42± 0.28 13.31 ± 0.45 WRN-28-10
Table 2: Test error rates (%) on CIFAR-100 under different uniform noise fraction. Methods marked with † are trained using
additional clean validation images. Best results are highlighted in bold.
Methods
Noise Ratio η
Network
0 0.2 0.4 0.6 0.8
Bootstrap-hard [23] 31.69 ± 0.2 41.51 ± 0.4 53.56 ± 0.7 57.35 ± 0.9 – ResNet-44
Forward-correction [22] 31.46 ± 0.1 39.75 ± 0.2 48.73 ± 0.3 55.78 ± 0.7 – ResNet-44
D2L [17] 31.40 ± 0.3 37.80 ± 0.5 46.99 ± 0.7 54.79 ± 0.4 – ResNet-44
Generalized Cross Entropy [35] 28.6 33.19 ± 0.42 38.23 ± 0.24 45.96 ± 0.56 52.34 ± 0.69 ResNet-34
Co-teaching [7] 29.15 45.77 – – – 13-layer CNN
MentorNet [12]† 21 27 32 – 65 WRN-101-10
Learning to reweight [24]† 21.8 – 38.66 ± 2.06 – – WRN-28-10
Ours 18.6±0.15 19.45 ±0.22 25.73 ± 0.47 38.23 ±0.52 44.68 ± 0.75 WRN-28-10
2. Forward-correction [22], a loss correction method
based on the noise transition matrix Tˆ estimated by
a pre-trained network.
3. D2L [17], a dimensionality-driven learning strategy
which monitors the dimensionality of subspaces and
adapts the training target accordingly.
4. Generalized Cross Entropy [35], which proposes a class
of noise-robust loss functions, i.e. Lq and truncated Lq
loss.
5. Co-teaching [7], which maintains two networks simul-
taneously, and cross-trains on instances screened by the
“small loss” criteria.
6. MentorNet [12], a meta-learning model that assigns
different weights of training examples based on meta-
learned curriculum with clean validation dataset.
7. Learning to Reweight [24], an online meta-learning
algorithm that learns to assign weights to training ex-
amples based on their gradient direction using a clean
unbiased validation set.
5.2. Input-agnostic uniform label noise
First, we test on the uniform random label noise on
CIFAR-10 and CIFAR-100. Following common prac-
tice [22, 12, 35], a certain percentage η (0%, 20%, 40%,
60%, 80%) of true labels on the training dataset are replaced
by random labels through uniform sampling. We report the
averaged error rates on test datasets over 3 runs. Experi-
mental results are summarized in Table 1 and 2. Note that
different network architectures are used in the competing
methods, as pointed out in the table, whose error rates of
the base networks are shown in the second column of 0%
noise (clean). The we can observe and compare the relative
performance to the standard clean settings. We fix the hyper-
parameter λ = 300 in all the experiments for CIFAR-10 and
λ = 3000 for CIFAR-100 following the suggestion in [13].
Table 3: Results on CIFAR-10 and CIFAR-100 with class-dependent asymmetric noise. Averaged accuracy and standard
deviation over 3 runs are reported. The results of competing methods are taken from [35]. CCE stands for commonly-used
categorical cross-entropy loss function, MAE stands for mean absolute error. Forward T † [22] uses the ground-truth noise
transition matrix while Forward Tˆ [22] estimates T . Comparison to Forward T † is not fair. Trunc Lq loss is a noise-robust
loss function proposed in [35].
Datasets Methods
Noise Ratio η
0.1 0.2 0.3 0.4
CIFAR-10
CCE 90.69 ± 0.17 88.59 ± 0.34 86.14 ± 0.40 80.11 ± 1.44
MAE 82.61 ± 4.81 52.93 ± 3.60 50.36 ± 5.55 45.52 ± 0.13
Forward T † [22] 91.32 ± 0.21 90.35 ± 0.26 89.25 ± 0.43 88.12 ± 0.32
Forward Tˆ [22] 90.52 ± 0.26 89.09 ± 0.47 86.79 ± 0.36 83.55 ± 0.58
Trunc Lq [35] 90.43 ± 0.25 89.45 ± 0.29 87.10 ± 0.22 82.28 ± 0.67
Baseline (CCE) 94.31 ± 0.19 90.29 ± 0.35 84.61 ± 0.41 78.24 ± 0.82
Ours 95.69 ± 0.18 94.01 ± 0.22 92.44 ± 0.37 85.62 ± 0.77
CIFAR-100
CCE 66.54 ± 0.42 59.20 ± 0.18 51.40 ± 0.16 42.74 ± 0.61
MAE 13.38 ± 1.84 11.50 ± 1.16 8.91 ± 0.89 8.20 ± 1.04
Forward T † [22] 71.05 ± 0.30 71.08 ± 0.22 70.76 ± 0.26 70.82 ± 0.45
Forward Tˆ [22] 45.96 ± 1.21 42.46 ± 2.16 38.13 ± 2.97 34.44 ± 1.93
Trunc Lq [35] 68.86 ± 0.14 66.59 ± 0.23 61.87 ± 0.39 47.66 ± 0.69
Baseline (CCE) 79.40 ± 0.22 73.50 ± 0.21 63.02 ± 0.32 52.06 ± 0.71
Ours 82.55 ± 0.24 82.34 ± 0.20 80.55 ± 0.26 74.54 ± 0.64
Other work [7, 12, 24] selected hyperparameters using an
additional clean validation set. If we also have the clean
validation set, we can tune λ precisely.
In all the experiments, our method achieves significantly
better resistance to label noise from moderate to severe lev-
els. In particular, our approach attains a 13.31% error rate
on CIFAR-10 with a noise fraction of 80%, down from the
previous best 32.08%. Using the same network architecture
WRN-28-10 as ours and 1000 clean validation images, learn-
ing to reweight [24] achieves 38.66% test error on CIFAR-
100 with 40% noise while ours achieves a better 25.73%
even without any knowledge on the clean validation images.
Figures 1 and 2 plot the test accuracy against the number
of epochs on the two datasets. We provide a baseline –
CCE, standing for Categorical Cross-Entropy loss without
the regularizer RˆV in Eq. 22 and train a WRN-28-10. We
can see that CCE tends to over-fit the label noise later in the
training while our method does not suffer from the incorrect
training signals.
We also plot the label precision against number of epochs
in Figure 3. Here we treat the 1 − η ratio of the training
examples with minimal training losses as the candidates.
The label precision is computed as the portion of true clean
examples among the candidates. An ideal algorithm without
any over-fitting will have perfect 100% label precision. The
higher the label precision is, the better robustness the model
achieves. Figure 3 demonstrates that our method obtains a
higher label precision.
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Figure 2: Test accuracy against the number of epochs on
CIFAR-100 under different uniform noise ratios trained with
WRN-28-10. Our method is less prone to label noise over-
fitting.
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Figure 3: Label precision against the number of epochs on
CIFAR-10 (left) and CIFAR-100 (right) with uniform noise,
respectively. Here the label precision is computed by the
percentage of clean training examples within those having
1− η minimal training losses.
5.3. Class-dependent asymmetric label noise
A more realistic and more challenging noise type than the
uniform noise is to corrupt between the semantically similar
classes. For CIFAR-10, the class-dependent asymmetric
noise is simulated by mapping TRUCK → AUTOMOBILE,
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Figure 4: Test accuracy against the number of epochs on
CIFAR-100 under different asymmetric noise ratios trained
with WRN-28-10.
BIRD→ AIRPLANE, DEER→ HORSE, CAT↔ DOG, as done
in [22, 35]. The noise strength is controlled by the flipping
probability η. The noise transition matrix is:

1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
η 0 1− η 0 0 0 0 0 0 0
0 0 0 1− η 0 η 0 0 0 0
0 0 0 0 1− η 0 0 η 0 0
0 0 0 η 0 1− η 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 η 0 0 0 0 0 0 0 1− η

(23)
For CIFAR-100, class dependent noise is simulated by flip-
ping each class into the next class with probability η. The last
class is flipped to the first class circularly, i.e., the transition
matrix has 1− η on the diagonal and η off the diagonal.
Results are presented in Table 3. We compare to a range
of competing loss-correction methods whose results are
taken from [35] and the model trained with only CCE with-
out RˆV . We use the same hyper-parameter λ = 300 among
all the experiments for CIFAR-10 and λ = 3000 for CIFAR-
100. Note that Forward T is the forward correction [22]
using the ground-truth noise transition matrix, whose results
are almost perfect and the comparison is not fair. Our method
does not use any ground-truth knowledge of the noise cor-
ruption process. We can see that our method is robust to
all the settings and is less influenced by the variations of
noise types. The test accuracy along the training process on
CIFAR-100 is also plotted in Figure 4.
5.4. Understanding the model
Subspace learning. We examine the learned subspace
dimensionality measured by LID in the training process as
described in Section 3.2. The LID values at the second-to-
last layer for CIFAR-10 with 60% uniform noise are aver-
aged over 10 batches of 128 examples each, for a total of
Figure 5: The estimated subspace dimensionality (averaged
LID score). CIFAR-10 with 60% uniform noise. The dimen-
sion of our learned subspace is the lowest.
Figure 6: The hypothesis complexity measured by CSR. Our
method achieved the lowest CSR, which means the samples
around decision boundaries are the fewest.
1280 test examples and the results are shown in Figure 5. We
follow the same setup in D2L [17] for fair comparison. It is
observed that our method can learn a subspace with lowest
dimension, which support the improved generalization per-
formance. Poorly regularized methods like bootstrap-hard
and forward-correction tend to decrease LID first and then
increase LID to accommodate the noisy examples, which
indicates the over-fitting of label noise.
Hypothesis learning. In order to verify whether a more
robust model is learned, we investigate the complexity of
the hypothesis. It is known that DNNs with lower complex-
ity is preferable among the models fitting the training data
equally well. We use the Critical Sample Ratio (CSR) [2]
to measure the hypothesis complexity, which represents the
density of data around decision boundaries. We plot the CSR
on CIFAR-10 with 60% uniform noise in Figure 6, showing
that our method learns a hypothesis with lower complexity
than the other baselines and the samples near the decision
boundaries are fewer in our method.
5.5. Imagenet
To validate our method for training on large-scale datasets,
we test it on ImageNet-2012 classification dataset [26]. It
contains 1.28 million training images from 1000 classes. We
use the 50000 validation images to test the performance. The
model is trained under 0%, 20%, 40% uniform label noise.
Table 4: Results on the clean Imagenet validation set trained
using ResNet-50. Top-1 (Top-5) error rates are listed.
Methods Noise ratio η0 0.2 0.4
CCE 23.45 (6.78) 26.41 (8.62) 29.79 (10.58)
MentorNet [12] – – 34.9 (14.1)
Ours 23.27 (6.69) 24.83 (7.74) 26.81 (8.99)
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Figure 7: Hyper-parameter sensitivity analysis on CIFAR-10
and CIFAR-100 with various strengths of label noise . Our
method is insensitive to a wide range of values for λ.
We adopt ResNet-50 [8] as the network and the imple-
mentation is based on the official examples of Pytorch. The
images are randomly augmented using 10 degree rotations,
random crops with aspect ratio between 3/4 and 4/3 and re-
sized to 224× 224 pixels, random horizontal flips and color
jitters. Finally the images are normalized to have channel-
wise zero mean and unit variance on the training set. The
hyper-parameter λ is set to 50. We train 90 epochs using
cosine schedule with initial learning rate 0.1, momentum 0.9,
weight decay 10−4. The base learning rate is 0.025 with a
single cycle of cosine annealing. We report top-1 and top-5
validation errors in Table 4. We also provide the simple
baseline CCE that treats the noisy labels as targets. Our
method performs better than MentorNet [12] which uses a
data-driven curriculum with inception-resnet v2 [29].
5.6. Real-world noisy dataset – WebVision
WebVision contains 2.4 million real-world images with
noisy labels from Flickr and Google. The 1000 classes are
the same as ImageNet. We train the model with ResNet-
50 [8] using the same procedure as the ImageNet experi-
ments. Table 5 shows that our method outperforms previous
methods when dealing with a large-scale real noisy dataset.
We report the Top-1 and Top-5 error rates on the clean vali-
dation datasets of Webvision and Imagenet. Note that we do
not use additional 30k verification labels from 118 classes.
5.7. Hyper-parameter sensitivity analysis
We assess the sensitivity of our algorithm with respect to
the hyper-parameter λ and the results are plotted in Figure 7.
Table 5: Results on the clean Webvision validation set and
ImageNet validation set. The model is trained on noisy
Webvision training data.
Method Webvision ImagenetTop-1 Top-5 Top-1 Top-5
Li et al. [15] 43.0 22.1 52.4 29.6
Lee et al. [14] 31.5 13.5 39.8 18.9
MentorNet [12] 29.2 12.0 37.5 17.0
Ours 27.3 10.5 34.1 14.25
(a) CCE (b) Ours
Figure 8: t-SNE 2D embeddings of the test dataset on
CIFAR-10 trained with 60% uniform label noise. Each color
represents a class. Our method in (b) learns a more separable
feature space than CCE.
We can see that the performance of our method remains
stable across a wide range of hyper-parameter choices.
5.8. Visualization
We visualize the embedding of our algorithm on test data.
Figure 8 shows the representations h(x) ∈ R128 projected
to 2 dimension using t-SNE [18]. It is consistent with the
observations of low LID and low CSR in Figure 5 and 6 that
our method learns a low-dimensional subspace where the
examples form clusters, far away from the decision bound-
aries.
6. Conclusion
We propose a simple but effective algorithm for robust
deep learning with noisy labels. Our method builds upon a
variance-based regularizer that prevents the model from over-
fitting to the corrupted labels. We show that the regularizer
is an unbiased estimator of Jacobian norm with bounded
variance and is closely related to generalization. Extensive
experiments given in the paper show that the generalization
performance of DNNs trained with corrupted labels can be
improved significantly using our method, which can serve
as a strong baseline for deep learning with noisy labels.
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A. Experimental details
The implementation of experiments on CIFAR-10 and
CIFAR-100 is based on the official code in [4]. We maintain
the default settings of WRN-28-10, which is also comparable
to Learning to reweight [24]. Since we would like to provide
a simple but effective baseline in robust deep learning, we
do not tune the hyperparameter λ for each experiments, but
fix the same λ = 300 for all the experiments on CIFAR-10
and λ = 3000 for CIFAR-100. And another technique is
that we ramp-up with sigmoid the regularization from 0 to
λ in the beginning of the training, i.e., the first 5 epochs. It
is reasonable because of the initial low prediction accuracy
and it is a common practice in [13, 30]. For the experiments
on ImageNet and WebVision, we largely follow the default
setting of Pytorch official examples. And for the analysis
experiments, we make use of the source code provided by
D2L [17]. In order to have a fair comparison, we adapt our
method to their framework and maintain the same epochs
and other settings as the competing baselines.
