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Abstract
In this paper we describe a higher-order associative commutative pattern matching algorithm. We
are motivated by the need for developing tool support for matching user requirements against
library component interfaces, both speciﬁed using a formal language. In developing such tool
support we aim for a maximum level of recall, while at the same time maintaining a reasonable
level of automation and eﬃciency.
In order to support adaptation of library components we assume the library components may
contain higher-order parameters (representing types, functions and relations) — components are
adapted by instantiating parameters to suit the requirements of the user. However with this
assumption, the usual speciﬁcation matching techniques, based on proving equivalence using a
theorem prover based on ﬁrst-order logic, are no longer useful in general. We therefore propose
building tool support based on pattern matching, and increasing recall by providing (partial)
support for matching expressions that can be shown to be equivalent by applying the laws of
associativity and commutativity.
Key words: Associative commutative matching, speciﬁcation matching, com-
ponent retrieval
1 Introduction
1.1 Motivation
Component-based software engineering (CBSE), originally proposed by McIl-
roy in 1969 [11], is a development paradigm where software is built by piecing
together a number of software building blocks, referred to as components. The
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idea is analogous to building a complex electronic device from a number of
smaller, simpler, well-known components in an electronic engineering context.
The engineer browses a catalogue of component descriptions for suitable com-
ponents which can be pieced together to build their device.
Research into component-based software engineering has been re-invigorated
in recent times, with particular focus on formal approaches to CBSE [17,6,1,20,19].
In particular there has been an emphasis on formalising component interfaces,
and using this extra expressiveness and preciseness to develop support for
adapting and retrieving components to meet user requirements.
The most commonly used formal-based mechanism for supporting com-
ponent adaptation is the use of (formal) higher-order parameters within li-
brary components. Such components can be adapted by instantiating the
higher-order parameters to types, terms or predicates in order to meet user
requirements. As we will explain below, the use of higher-order parameters
has implications on the kind of retrieval support that can be developed.
In terms of retrieval, a promising approach is to formally specify the be-
haviour of library components and the user requirements, and use a technique
referred to as specification matching [22] to retrieve library components that
satisfy the user requirements. Speciﬁcation matching involves checking that
a library component satisﬁes the user requirements; both library components
and user requirements are formally speciﬁed using a component language.
1.2 Formal approaches to component retrieval
Speciﬁcation matching is based on matching two component speciﬁcations,
representing the component library speciﬁcation (the pattern), and the user
requirements (the query). For the purpose of this paper we will consider
speciﬁcation matching techniques in two broad categories: syntactic matching;
and semantic matching.
Syntactic matching techniques [16,5] are based on pattern matching or
uniﬁcation. The advantage of these techniques is that they are generally quite
eﬃcient and can be fully automated. Furthermore uniﬁcation and pattern
matching can be applied to higher-order logics, and are therefore compati-
ble with our aim of supporting adaptation of components through the use
of higher-order parameters. The main disadvantage of uniﬁcation based ap-
proaches is the poor level of recall associated with purely syntactic matching.
Semantics matching techniques [22,9,15,18] are based on proving that li-
brary components satisfy user requirements. The main advantage of semantic-
based matching techniques is their increased level of recall. Indeed semantic-
based speciﬁcation matching can be extended to include relaxed matching
techniques. For example, semantic-based techniques can be used to match a
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query against a library component with a weaker pre-condition and stronger
post-condition. However semantic matching techniques require reasoning sup-
port (usually in the form of an interactive theorem prover), which can become
a major overhead in the retrieval process, both in terms of eﬃciency and
the level of automation. Furthermore, the current approaches to speciﬁcation
matching are all based on ﬁrst-order logics, so such techniques are inconsis-
tent with our goal of supporting adaptation through the use of higher-order
parameters.
1.3 This paper
The aim of this paper is to present a solution to the problem of speciﬁcation
matching that sits somewhere between the two categories of matching tech-
niques described above. We describe a higher-order pattern matching based
technique, which is knowledge based in the sense that it can apply associativity
and commutativity rules in order to increase the level of recall.
In Section 2 we summarise existing approaches to pattern matching and
uniﬁcation of higher-order logics, including existing approaches to associative
commutative matching of ﬁrst order logics. In Section 4 we deﬁne our expres-
sion language, give a description of parameter instantiation, and describe a
purely syntactic pattern matching algorithm for the expression language. In
Section 5 we give a speciﬁcation for associative commutative matching. In
Section 6 we deﬁne an (incomplete) associative commutative pattern match-
ing algorithm for higher-order expressions. In Section 7 we discuss how this
matching technique can be used to support component retrieval.
2 Related work
The Prolog language contains ﬁrst-order (untyped) meta-variables. Deduction
in Prolog is based on so-called standard (ﬁrst-order) uniﬁcation of these meta-
variables. Instances of terms are obtained by substituting one or more of the
variables in the term with new subterms, e.g. f (a, b) is an instance of f (x , b)
where the subterm a is substituted for the meta-variable X . Two terms are
said to unify if they have a common instance, where variables common to both
terms are substituted consistently.
In the case of higher-order logics (i.e. logics whose parameters range over
functions or relations), standard uniﬁcation is no longer applicable. Huet [8],
was ﬁrst to propose an algorithm for unifying higher-order terms in typed
lambda-calculus. Since then many implementations of Huet’s algorithm have
been developed. It has been established that in general higher-order uniﬁca-
tion is undecidable (that is given arbitrary terms it is not always possible to
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determine when they are uniﬁable). However the uniﬁcation of certain classes
of higher-order terms have been found to be decidable. In particular for a
class of terms discovered by Miller referred to as “patterns”, uniﬁcation has
been shown to be decidable [12,13]. Similarly third-order matching has been
shown to be decidable [2], and there are certain classes of higher-order terms
for which matching is decidable [21].
Higher-order uniﬁcation has been most commonly applied to automated
reasoning. The HOL theorem prover [4] is “hardwired” to higher order logic,
and provides built-in support for higher-order uniﬁcation. On the other hand,
the Isabelle theorem prover [14] is a generic theorem prover, designed for
reasoning in a variety of formal theories. It does however provide support for
higher-order logic, with a built-in algorithm for higher-order uniﬁcation. Note
that its (lazy) algorithm is not guaranteed to terminate, since the set of “most
general uniﬁers” for terms in its metalanguage is not always ﬁnite.
Higher-order uniﬁcation has also been utilised in programming languages.
As an example lambda-Prolog extends standard Prolog, by allowing parame-
ters to range over functions and relations. As a result reasoning in lambda-
Prolog relies on higher-order uniﬁcation rather than standard uniﬁcation.
Finally, we note that associative commutative matching and uniﬁcation
has been well studied for ﬁrst-order logics. In particular we take inspiration
from an algorithm developed by Lincoln and Christian [10].
3 Example
We begin by looking at a motivating example, which while simple, cannot
be handled by standard pattern matching, or semantic-based matching tech-
niques. Suppose the user requires a function for adding an element to a list
such that the list contains no repetitions before and after the element has been
added, and the list never has more than 50 elements. Such a requirement could
be represented with the following speciﬁcation:
addelem(in e:E, in s:List, out r:List)
pre isNonRep(s) ∧ len(s) ≤ 50
post ran(r) = ran(s) ∪ {e} ∧ len(r) ≤ 50 ∧ isNonRep(r).
This problem can be solved by doing case analysis on the whether or not
e is a member of the list s . This can be achieved using a case analysis li-
brary component. The speciﬁcation of the top-level function in this library
component is shown below, where P and Q are parameters.
cases(in x:X, in y:Y, out z:Z)
pre P(y)
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post P(z ) ∧ Q(x , y , z ).
Therefore to solve the problem, we need to ﬁnd a match between addelem
and cases. Using signature matching, we can easily align the names and types
of the input/output arguments of the query and library speciﬁcation, i.e., the
library speciﬁcation can be adapted to give:
cases(in e:E, in s:List, out r:List)
pre P(s)
post P(r) ∧ Q(e, s , r).
However simple pattern matching will not return a match because the con-
juncts in the postcondition of the library speciﬁcation are in a diﬀerent order
to those of the query. The AC matching algorithm described in this paper
does return a match for this problem, instantiating P → λ x • isNonRep(x ) ∧
len(x ) ≤ 50,Q → λ x , y , z • ran(z ) = ran(y) ∪ {x}.
4 Higher-order terms
4.1 Abstract syntax
We begin by deﬁning the mathematical expression language used in this paper.
The sets Var , FunctionName and FunctionParam represent the name sets
for variables, function names and function parameters respectively. In this
paper, variables will be represented by lower case identiﬁers u, v , w , x , y and
z . Function names are represented by lower case identiﬁers f , g and h for
functions of arity 1 and greater, and the identiﬁers c, d and e for constants.
Function parameters are represented by the upper case identiﬁers F , G , and
H .
[Var ,FunctionName,FunctionParam]
A term can be either a placeholder, a variable, a (non-parametric) function
application or a parametric function application. Placeholders are used to
deﬁne instantiations of function parameters, they are represented abstractly
as a natural number. For example given an instantiation of a parameter F
to the term fnapplic(g , 〈ph(2), ph(1)〉), means that an application of F (which
must have at least two arguments) is replaced by the function g applied to
the second and ﬁrst arguments of F .
Functions map a number of values (the arguments) to a single value; an
application of a function is represented by a function name and a sequence of
terms. Terms can be parameterised over functions by including a parametric
function application; represented abstractly by a function parameter and a
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sequence of terms.
Term ::= ph〈〈N1〉〉
| var〈〈Var〉〉
| fnapplic〈〈FunctionName × seqTerm〉〉
| termparam〈〈FunctionParam × seqTerm〉〉
Example 4.1 The abstract term
fnApplic(f , 〈var x , termParam(G , 〈fnApplic(c, 〈 〉)〉)〉) (1)
has the concrete representation
f (x ,G(c)). (2)
4.2 Instantiating parameters
Expressions are instantiated by replacing occurrences of parameters by other
non-parametric expressions. Where all parameters in an expression are re-
placed the expression is said to have been fully instantiated, otherwise the
expression is said to be partially instantiated.
To describe how parameters in an expression are to be replaced, a formal
parameter instantiation is given. The instantiation is deﬁned as a ﬁnite partial
mapping from parameters to terms containing placeholders. The placeholders
refer to the arguments of the parameter in the instantiation.
Inst == FunctionParam  → Term
The mappings are ﬁnite because there are only ever ﬁnitely many parameters
to instantiate. The mappings are partial indicating that not all parameters
need to be instantiated. An instantiation of a parameter F to a term t is
represented by the notation F  t . The trivial instantiation (TrivInst) is
deﬁned as the unique instantiation that leaves all expressions unchanged after
application. It is represented as an empty function.
Parameter instantiations are often deﬁned using placeholders. The instan-
tiation F  ph(1) + ph(2) indicates that applications of F with at least two
arguments are replaced by the application of + to the ﬁrst and second argu-
ments of F . More concretely, F (x , y) would be replaced by x + y using this
instantiation.
The function instantiate applies an instantiation to an expression to yield
a new expression.
instantiate : Term × Inst → Term
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For terms, the instantiate function is deﬁned by considering placeholders and
variables, non-parametric function applications and parametric function ap-
plications separately. The instantiate function is deﬁned informally for terms
as follows:
• placeholders 2 and unbound variables are left unchanged;
• non-parametric function applications are instantiated by instantiating the
argument list;
• suppose F  e is part of the instantiation map, then a parametric function
of the form F (a1, . ., am) is instantiated by ﬁrstly replacing the function
application by e, then replacing any occurrences of placeholders ph(j ) where
j ∈ 1 . . m in e by the term that results from instantiating aj .
Example 4.2 Suppose F ,G ,H are parameters, and an instantiation i , of the
above parameters, is deﬁned as:
i == {F  f (ph(2), g(ph(1), ph(2))),G  h(ph(1)),H  ph(2)} (3)
Then the term t1 == G(H (c, x + y)) is instantiated by i as follows:
instantiate(t1, i) = instantiate(G(H (c, x + y)), i) (4)
= h(instantiate(H (c, x + y), i)) (5)
= h(x + y) (6)
The term t2 == F (H (d , x ),G(x )) is instantiated by i as follows:
instantiate(t2, i) = instantiate(F (H (d , x ),G(x )), i) (7)
= f (∆2, g(∆1,∆2)) (8)
where ∆1 is the result of instantiating the ﬁrst argument of the call to F , and
∆2 is the result of instantiating the second argument of the call to F , i.e.:
∆1 = instantiate(H (d , x ), i) = x (9)
∆2 = instantiate(G(x ), i) = h(x ) (10)
Therefore the result of instantiation the term t2 by i is:
instantiate(t2, i) = f (h(x ), g(x , h(x ))). (11)
2 Normally terms which are to be instantiated would not contain placeholders; however
this case is included for completeness and will be useful later.
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4.3 Matching terms
Two mathematical expressions p and q are said to match if there is an instan-
tiation i such that instantiating p with i yields q . We refer to the expression
p which possibly contains parameters as the pattern, while q is referred to as
the query. The top level speciﬁcation of match for terms is given by:
match : P(Term × Term × Inst)
∀(p, q , i) ∈ match • instantiate(p, i) = q
We now give an informal description of an algorithm for matching mathe-
matical expressions that works on structural induction on the pattern. The
algorithm for matching terms follows the structure of the abstract syntax for
terms given in Section 4.1. Note that while placeholders only occur in expres-
sions used in instantiations, they are considered here for completeness.
case 1:
p = var x , where x is a variable.
p matches only the term x with a trivial instantiation.
case 2:
p = ph(j ), where j is a natural number > 0.
p matches queries q = ph(j ) with a trivial instantiation.
case 3:
p = f (a1, . ., am), where f is a non-parametric function.
p matches queries of the form f (b1, . ., bm), where aj matches bj for each
j . The set of matches can be formed by merging (where possible) the sets of
instantiations formed by matching aj against bj for each j .
case 4:
p = F (a1, . ., am), where F is a parametric function.
The set of matches of p with an arbitrary term e is formed by considering
all disjoint sets of subtrees of e for which each subtree esub in the set matches
an aj for some j ∈ 1 . .m. The sets of instantiations formed by matching each
esub in the disjoint set with the corresponding aj are merged to form a set of
instantiations. These are then merged with the instantiation {F  e ′}, where
e ′ is formed by replacing each subtree by the corresponding placeholder.
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The complete set of instantiations is formed by taking the union of in-
stantiation sets for all disjoint sets of subtrees, and ﬁnally ﬁltering out any
instantiations that contain free variables.
Example 4.3 Given a pattern p = F (G(x , y),H (x , y)) where F , G and H
are all parameters, together with a query q = (x + y) ∗ (y − x ). Two (of a
number of) possible ways of matching p against q are:
{F  ph(1) ∗ ph(2),G  ph(1) + ph(2),H  ph(2)− ph(1)} (12)
{F  ph(2) ∗ ph(1),G  ph(2)− ph(1),H  ph(1) + ph(2)} (13)
The ﬁrst match is generated by considering the following disjoint subtrees of
q :
{x + y , y − x} (14)
The ﬁrst subtree x + y is matched against the ﬁrst argument of the function
application F , i.e. G(x , y), and the second subtree y − x is matched against
the second argument of F , i.e. H (x , y). Replacing the subtrees x+y and y−x
with the placeholders ph(1) and ph(2) respectively, results in the instantiation
F  ph(1) ∗ ph(2).
By following the same process it can be shown that G(x , y) matches x + y
with instantiation G  ph(1) + ph(2). Similarly H (x , y) matches y − x with
instantiation H  ph(2)− ph(1).
The second match that is listed above can be generated in much the same
way. Like the ﬁrst match, the subtrees x + y and y − x are considered, but
this time the ﬁrst subtree is matched against the second argument of F , and
the second subtree is matched against the ﬁrst argument of F . 
5 Associative commutative matching
In this section we describe a relaxed form of matching, referred to as asso-
ciative commutative matching, or AC-matching, which uses the properties of
associative commutative operators to achieve more matches.
5.1 Associative commutative operators
Associative and commutative operators are special classes of operators deﬁned
as follows:
Definition 5.1 An operator f is said to be associative if for all u, v ,w
f (f (u, v),w) = f (u, (f (v ,w))
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Example 5.2 Associative operators include the functions +, ∗ and − over
the set of integers. The binary connectives ∧, ∨,⇒ and⇔ are also associative.
Definition 5.3 An operator f is said to be commutative if for all u, v
f (u, v) = f (v , u).
Example 5.4 The functions + and ∗, as well as the binary connectives ∧, ∨
and ⇔ are all commutative. The function − and the binary connective ⇒ are
examples of operators that are associative but not commutative.
Definition 5.5 Two expressions e1 and e2 are said to be AC-equivalent, writ-
ten e1 =AC e2 iﬀ the two expressions can be proved equal using only the laws of
associativity and commutativity for any AC operations in the two expressions,
and renaming of bound variables.
It is straightforward to show that the relation =AC is an equivalence rela-
tion.
Example 5.6 Assuming that the operator f is AC, then the expressions
f (f (a, g(b)), c) and f (f (g(b), c), a) are AC equivalent. This can be proved
using the properties of associativity and commutativity as follows:
f (f (a, g(b)), c) =AC f (f (g(b), a), c) commutativity (15)
=AC f (g(b), f (a, c)) associativity (16)
=AC f (g(b), f (c, a)) commutativity (17)
=AC f (f (g(b), c), a) associativity (18)
5.2 Flattening expressions
Expressions can be flattened, with respect to a given AC operator, by modify-
ing the abstract syntax to allow two or more branches in the syntax tree below
the operator (so in eﬀect “removing the bracketing”). For example, assuming
that + is AC, the term ((a + b) + c) can be ﬂattened with respect to +, to
give a + b + c. The function flatten takes an AC-function and a term, and
ﬂattens the term with respect to the AC-function.
flatten : FunctionName × Term → seqTerm
Note that if the outermost term is not the AC-operator in question, then no
ﬂattening will be done. For example the term g((a + b) + c) will remain
unchanged when ﬂattened with respect to +.
D. Hemer / Electronic Notes in Theoretical Computer Science 91 (2004) 116–133 125
5.3 Specification of AC-matching
A pattern p is said to match a query q up to AC-equivalence, if there exists an
instantiation i , such that the result of instantiating p under i is AC-equivalent
to q , i.e.:
matchesAC : P(Term × Term × Inst)
∀ p, q : Term; i : Inst •
matchesAC (p, q , i)⇔ instantiate(p, i) =AC q
Example 5.7 Suppose that f is an AC operator, and that G is a parametric
function. Then the pattern,
p == f (f (G(x , y), z ), h(c)) (19)
is equivalent to the query
q == f (f (x , h(c)), f (z , y)) (20)
under the instantiation
i = {G  f (ph(1), ph(2))} (21)
To show this is true, we ﬁrstly instantiate p with respect to i , then use the
laws of associativity and commutativity to transform the instantiated pattern
into the query, i.e.:
instantiate(p, i) = f (f (f (x , y), z ), h(c)) (22)
=AC f (f (x , y), f (z , h(c))) (23)
=AC f (f (x , y), f (h(c), z )) (24)
=AC f (f (x , f (y , h(c)), z )) (25)
=AC f (f (x , f (h(c), y), z )) (26)
=AC f (f (x , h(c)), f (y , z )) (27)
=AC f (f (x , h(c)), f (z , y)) (28)
6 An algorithm for AC-matching
The match algorithm can be extended by considering AC operators, and
matching up to AC-equivalence. The matchAC function extends match for
AC-functions.
matchAC : Term × Term → F Inst
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For terms, the function matchAC is implemented in a similar manner to
match (see section 4.3), except two extra cases are considered.
6.1 Matching non-parametric AC-functions
We begin by extending the matching algorithm by considering the case where
the pattern and query are both non-parametric function applications of the
same associative commutative functions (the pattern may include parameters
in its subterms). An example is matching the pattern (G(x , y) + z ) + h(c)
and the query (x + h(c)) + (z + y). One possible match can be achieved by
instantiating G  ph(1) + ph(2). We describe how this match is generated
after describing the algorithm.
We assume the pattern p is of the form p = f (a1, . . . , am) and the query
q is of the form q = f (b1, . . . , bn), where f is a non-parametric, AC-function.
In this case the algorithm for matching p against q proceeds as follows:
Step 1:
Apply the function flatten to the argument sequences a1, . . . , am and b1, . . . , bn
of the pattern and query respectively, to get the sequences a ′1, . . . , a
′
j and
b ′1, . . . , b
′
k , where j ≥ m, k ≥ n;
Step 2:
Remove any duplicates from these sequences, i.e. any identical terms that
appear in both sequences, to give the sequences α and β respectively;
Step 3:
Generate the set of partitions of the sequence β, into a sequence of bags
Φ such that:
(a) #Φ = #α
(b)
#Φ∑
k=1
count Φ(k) = #β
(c) for each k ∈ 1 . . #α
count Φ(k) =

≥ 1 if α(k) is a parametric function application1 otherwise
(d) for each k ∈ 1 . . #β there exists j ∈ 1 . . #Φ such that β(k) inΦ(j )
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(e) each element appears the same number of times in the sequence of bags
Φ that it appeared in the sequence β
Step 4:
For each partition sequence Φ generated in the previous step, form the
sequence of terms γ by mapping each bag to a term as follows:
(a) for bags with a single element of the form [[u]] return the term u
(b) for bags [[u1, . . . , uv ]] with more than one element return the term
f (u1, . . . , uv )
Step 5:
Apply the function matchAC (α, γ) to get a set of matches for each sequence
of terms γ generated in step 4.
Example 6.1 Given the pattern p = (G(x , y)+ z )+ h(c) where + is an AC-
function and G is a parametric function, and query q = (x + h(c)) + (z + y)
from Ex. 5.7. Then the algorithm for generating matches for p and q proceeds
as follows.
(i) ﬂatten p and q with respect to the AC-operator + to give the sequences:
〈G(x , y), z , h(c)〉
〈x , h(c), z , y〉
(ii) Remove elements which appear in both sequences to give the sequences:
α = 〈G(x , y)〉
β = 〈x , y〉
(iii) Partition β to give the sequence of bags 〈[[x , y ]]〉
(iv) Form the sequence of terms γ = 〈x + y〉
(v) Generate the set of matches for matchAC (〈G(x , y)〉, 〈x + y〉). The result
consists of the single instantiation G  ph(1) + ph(2).
6.2 Matching higher-order functions against AC queries
The second extension that we consider is for queries of the form g(b1, . ., bm),
where g is an AC function, and patterns of the form F (as), where F is a
parameter, and as is a argument list of the form a1, . ., an , and at least one of
the arguments is a function application involving the AC function g .
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A simple example of this is a pattern G(x + z , y) matched against a query
y + x + z . This can be achieved by instantiating G  ph(1) + ph(2). A more
complex example is for a pattern G(x + y , y + x ) matched against the query
x + y + y + x . This can be achieved in under the following instantiations:
G  ph(1) + ph(1) (29)
G  ph(1) + ph(2) (30)
G  ph(2) + ph(2) (31)
Notice that we do not include the instantiation G  ph(2)+ ph(1), since this
is equivalent to the second instantiation listed above.
Before giving a sketch of the algorithm, we deﬁne the notion of the weight
of a term with respect to a function f .
Definition 6.2 The weight of a term t with respect to a function f is deﬁned
as follows:
weight(t , f ) =
{
#flatten(t , f ) if f is an AC function
1 otherwise
(32)
Example 6.3 For an AC function +, the weight of x +(G(y)+ f (c)) is 3, the
weight of x is 1, the weight of f (x + y , x + z ) is 1, and the weight of G(x + z )
is 1.
For queries of the form g(b1, . ., bm), where g is an AC function (it is as-
sumed that the query has been ﬂattened with respect to g), and patterns of
the form F (as), where F is a parameter, and as is a argument list of the form
a1, . ., an , the algorithm proceeds as follows:
Step 1:
Generate the set of multisets, with k elements, of the form [[u1, . ., uk ]],
where each ui is a natural numbers. Each multiset should satisfy the following
conditions:
(i) each ui represents an index (a natural number, N) to the arguments of
the pattern, such that for each i ∈ 1 . . k ,
ui ∈ 1 . . n
(ii) the bags are non-empty, such that the sum of the corresponding pattern
arguments’ weight with respect to g is less than or equal to the number
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of arguments of the ﬂattened query, i.e.,
1 ≤
k∑
j=1
weight(as(uj ), g) ≤ m.
Step 2:
For each bag, generate the set of matches by considering bags with a single
element and those with multiple elements separately, as follows:
(i) for bags of the form [[u]], generate the set of matches between the expres-
sion as(u), and the query g(b1, . ., bm), and merge each result with the
instantiation F  ph(u).
(ii) for bags of the form [[u1, . ., uk ]], where k > 1, generate the set of matches
between the expression g(as(u1), . ., as(uk)), and the query g(b1, . ., bm),
merging each result with the instantiation F  g(ph(u1), . ., ph(uk)).
Example 6.4 To illustrate the algorithm, we consider matching the pattern
G(x + y , x + z , y , z ), where G is a parameter, against the query x + y + z ,
where we assume + is an AC operator. We begin by noting that the query
has been ﬂattened with respect to +. The ﬁrst step then is to generate the
set of multisets satisfying the conditions from Step 1 above. We note that the
weight with respect to + of the ﬁrst and second arguments of the pattern is 2,
while the weight of the other two arguments is 1. Therefore the set of possible
multisets is:
{[[1]], [[2]], [[3]], [[4]],
[[1, 3]], [[1, 4]], [[2, 3]], [[2, 4]], [[3, 3]], [[3, 4]], [[4, 4]],
[[3, 3, 3]], [[3, 3, 4]], [[3, 4, 4]], [[4, 4, 4]]}
(33)
For each of these multisets we form a new term, as described in step 2 of
the algorithm. For example, for the multiset [[1, 3]], the term (x + y) + y
is formed, consisting of one instance of the ﬁrst argument of the pattern,
and one instance of the third argument. For each multiset an instantiation
of the parameter G is also created; for the multiset [[1, 3]] the instantiation
G  ph(1) + ph(3) is formed. Each new term is then matched against the
query and any instantiations representing successful matches are merged with
the corresponding new created instantiation of G .
In this example there are two successful matches G  ph(1) + ph(4) and
G  ph(2)+ph(3), derived from the multisets [[1, 4]] and [[2, 3]] respectively. In
the ﬁrst case the term (x+y)+z is created, which matches the query with the
trivial instantiation. This is merged with the instantiation G  ph(1)+ph(4)
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to give the ﬁrst answer. In the second case the term (x + z ) + y is created,
which again matches the query with the trivially.
7 Discussion
7.1 Incompleteness
The algorithm described in this paper is by no means complete in the sense
that for some queries and patterns there are instantiations (beyond those that
are in some sense equivalent to one that is returned) satisfying the speciﬁcation
that are not returned. Indeed it is simple to give an example satisfying the
speciﬁcation that is not returned by the algorithm.
Example 7.1 Consider the pattern F (x + c, y , u, v) where F is a parameter,
and the query x + (u ∗ v) + y + c. By instantiating F  ph(1) + ph(2) +
(ph(3) ∗ ph(4)) we get the term x + c + y + (u ∗ v), which can readily be seen
to be AC equivalent to the query. However this instantiation is not generated
by our algorithm.
The incompleteness of the algorithm will probably not appeal to the purists,
however it must be remembered that our aim was to increase level of recall
associated with matching, while not adversely aﬀecting the level of eﬃciency
and automation. In this sense our algorithm achieves the stated goals.
There does not appear to be any published decidability or complexity
results for higher-order AC matching, however several results have been pub-
lished for ﬁrst order AC matching [7,3]. These papers prove that ﬁrst order
AC matching is decidable, however there are pathological cases which take
exponential time to compute. Eker [3], shows that for cases where there is
only a single AC function, solutions can be calculated in polynomial time.
7.2 Building retrieval tool support
The algorithm described in this paper has been used as part of the CARE
library retrieval tool [5]. The algorithm (as with other parts of the retrieval
tool), has been implemented in Prolog. Because Prolog is a high-level lan-
guage, the implemented algorithm is quite similar to the algorithm described
in this paper. The algorithm uses backtracking to calculate all solutions.
The retrieval tool is based on matching fragment speciﬁcations, corre-
sponding to user requirements (the query) and library components (the pat-
tern). The fragment speciﬁcations are represented using pre- and post-conditions,
and matching is done by matching the corresponding pre- and post-conditions,
and then merging the resulting instantiations (if there are any).
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This represents ﬁne-grained matching, however library components in CARE
(referred to as templates), typically consist of multiple fragments. So matching
is extended further to include matching multiple user requirements against li-
brary templates. Individual fragments are matched (as described above), then
the resulting instantiations are merged to give a complete match.
A further enhancement that could be made to the retrieval tool is to com-
bine theorem prover based matching with our existing pattern based matching.
This could be achieved in two ways. The ﬁrst approach would be to imple-
ment separate matching algorithms, i.e., theorem prover based and pattern
matching based, then make a decision on which one to use based on the form
of the pattern and query. An alternative is to use a theorem prover that sup-
ports higher-order logic [14,4]. Such provers provide support for higher-order
uniﬁcation, however they could be enhanced by adding support for associative
commutative matching, as described in this paper.
8 Conclusions
In this paper we have describe a higher-order associative commutative pattern
matching algorithm. While the algorithm is not complete (in that it does not
return all solutions satisfying the speciﬁcation), it does meet our required goals
of increasing the recall of syntactic-based pattern matching, while not overly
compromising the eﬃciency, and maintaining automation. We have brieﬂy
described how the algorithm is used as part of a component retrieval tool,
and discussed how further enhancements could be achieved by combining AC
matching with semantic-based matching techniques, or how it might enhance
the capabilities of theorem provers based on higher-order logics.
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