Elliptic operators appear in different guises in the representation theory of compact Lie groups. The Borel-Weil construction [BW], phrased in terms of holomorphic functions, has at its heart the∂ operator on Kähler manifolds. The∂ operator and differential geometric vanishing theorems figure prominently in the subsequent generalization by Bott [B]. An alternative approach using an algebraic Laplace operator was given by Kostant [K3]. The Atiyah-Bott proof [AB] of Weyl's character formula uses a fixed point theorem for the∂ complex. On a spin Kähler manifold ∂ can be expressed in terms of the Dirac operator. This involves a shift, in this context the ρ-shift 1 whose analog for loop groups appears in our main theorem. Dirac operators may be used instead of∂ in these applications to representation theory, and indeed they often appear explicitly.
The basic Dirac operator (1.10) which appears in the Dirac family has been termed the cubic Dirac operator . Any Lie group G has a distinguished line segment in its affine space of linear connections: the endpoints are the flat connections ∇ L , ∇ R that are the infinitesimal versions of the global parallelisms via left and right translation. If G is compact, then the Levi-Civita connection of a biinvariant metric is 1 2 ∇ L + 1 2 ∇ R . The cubic 3 Dirac operator is associated to the connection 2 3 ∇ L + 1 3 ∇ R . This particular Dirac operator was introduced by Slebarski [S2] and used by Kostant in [K4] . It also enjoys nice analytic properties, as in [G] . Alekseev and Meinrenken [AM] interpret this Dirac operator as a differential on a quantized version of the Weil algebra. It also appears in the generalized geometry of Hitchin [H1, §10] . The infinite dimensional version appears in Taubes' work [T] on loop spaces. It was subsequently used by Landweber [L] in a generalization of Kostant's paper to loop groups. We later learned that many relevant formulas were independently known in the physics literature, and indeed our Fredholm family, which is a gauge-coupled Dirac-Ramond operator, was first flagged in relation to twisted (nonequivariant) K-theory by Mickelsson [M] .
The finite dimensional case is developed in detail in §1. Let G be any compact Lie group, V a finite dimensional unitary representation, and S the spin space of the adjoint representation. The Dirac family consists of endomorphisms of V ⊗ S parametrized by the dual g * of the Lie algebra of G. It is equivariant for the coadjoint action of G, possibly centrally extended to act on the spin space, and the endomorphisms are invertible outside a compact set. In fact, if V is irreducible we show in Proposition 1.19 that the the endomorphisms fail to be invertible only on a single coadjoint orbit O ⊂ g * . The interpretation in terms of the equivariant Thom isomorphism is Theorem 1.28.
Our main application is to positive energy representations of loop groups. In §2 we review and develop the concept of energy in the theory of loop groups. From the beginning we work with twisted loop groups, that is, the group of gauge transformations L P G of a principal G-bundle P → S 1 . We introduce the slightly larger group of gauge transformations which cover a rigid rotation of S 1 . Then a central extension (L P G) τ of L P G by the circle group T is said to be admissible if it extends over this larger group-so is rotation-invariant-and if there is an invariant bilinear form which pairs the Lie algebras of the center T and the rotations T rot ; see Definition 2.10 for the precise conditions. 4 This bilinear form, central in Kac's algebraic theory [K1, §6] , plays a crucial role here as it sets up a correspondence between connections on P → S 1 and linear splittings of the central extension of loop algebras (Lemma 2.18). The space of connections enters also in Definition 2.8, which associates to the central extension (L P G) τ a twisting of the equivariant K-theory of G acting on itself by conjugation. One novelty here is the inclusion of a grading, a homomorphism L P G → Z/2Z, in τ ; it affects a component of the associated twisting. Infinitesimal rotations measure energy, but the precise definition depends 3 "Cubic" refers to the tangent vector to this line of connections, which is the invariant 3-form on G. The Dirac operator attached to any connection on this line has a cubic term in its local formula. The particular connection and Dirac operator of interest is distinguished by the coefficient in front of that term. The apparent asymmetry between left and right is explained by our use of left translation to trivialize the spin bundle on G. 4 We prove in an appendix that if the Lie algebra of G is semisimple, then any central extension is admissible. On the other hand, if G is a torus of dimension at least two, then there exist nonadmissible central extensions.
on a choice of connection. Thus we obtain a family of energies parametrized by the space A P of connections. Following [PS] in §2.5 we introduce positive energy representations, extending the standard definition to allow for gradings. For a fixed admissible graded central extension (L P G) τ there is a finite set of isomorphism classes of irreducibles. They generate a free abelian group we denote R τ (L P G) . The Dirac family construction is taken up again in §3, now in the infinite dimensional setting of loop groups. The adjoint spin representation S of the loop group determines a distinguished central extension (L P G) σ . We form a family of Dirac operators by tensoring a positive energy representation of (L P G) τ −σ with spinors. This gives a family of Fredholm operators parametrized by A P , equivariant for the central extension (L P G) τ . Here we encounter the adjoint shift 5 by σ. This Fredholm family represents an element of twisted K-theory in the model developed in Part I, and so the Dirac construction induces a homomorphism
Here G [P ] is the union of components of G consisting of all holonomies of connections on P → S 1 , and G acts on it by conjugation. Our main result, Theorem 3.44, asserts that Φ is an isomorphism.
The proof, presented in §4 for the case when G is connected with a torsion-free fundamental group, is computational: we compute both sides of (0.1) and check that Φ induces an isomorphism. We deduce the result for this class of groups from the special cases of tori and simply connected groups. The positive energy representations of the loop groups in these cases-the left-hand side of (0.1)-are enumerated in [PS] . The twisted equivariant K-theory-the right-hand side of (0.1)-is computed in [FHT1, §4] . The primary work here is the analysis of the kernel of the Dirac family. This is parallel to the finite dimensional case in §1, and in fact reduces to it. One of the main points is a Weitzenböck-type formula (3.36) which relates the square of Dirac to energy. Specific examples are written out in §4.4.
In Part III [FHT3] we complete the proof of Theorem 3.44 for any compact Lie group. We also generalize to a wider class of central extensions of loop groups which do not rely on energy. The positive energy condition on representations is replaced by an integrability condition at the Lie algebra level [K1] , and the whole treatment there relies much more on Lie algebraic methods. We also give a variation which incorporates energy more directly into (0.1), and several other complements. In many cases the twisted equivariant K-theory K τ +dim G G (G) is a ring, in fact, a Frobenius ring. In those cases the twisting τ is derived from a more primitive datum-a "consistent orientation"-as we explain in [FHT4] .
The twistings of equivariant K-theory we encounter in this paper have a special form relative to the general theory of Part I. Suppose a compact Lie group G acts on a space X. Let P be a space with the action of a topological group G that the normal subgroup N ⊂ G acts freely, and there are isomorphisms P/N ∼ = X and G/N ∼ = G compatible with the group actions. In the language of Part I, the quotient maps define a local equivalence of groupoids P//G → X//G. In this paper we use twistings of K G (X) of the form
These consist of P → X as above, a central extension G τ of G by the circle group T, and a homomorphism τ : G → Z/2Z, termed a grading. Together they define a graded central extension of P//G; compare [FHT1, §2.2] . §1. The finite dimensional case §1.1. The spin representation (finite dimensional case). The basic reference is [ABS] . Let H be a finite dimensional real vector space with an inner product ·, · . Then there are central extensions Pin Then Cliff ± (H * ) is Z/2Z-graded, and the left-hand side of (1.3) is the graded commutator γ(μ), γ(μ ) . Also, Pin ± (H) ⊂ Cliff ± (H * ) and Pin c (H) ⊂ Cliff ± (H * )⊗C, and these groups inherit a grading from that of the Clifford algebra. (A grading of a Lie group G is a continuous homomorphism : G → Z/2Z.) Let e 1 , . . . , e n be an orthonormal basis of H * . Then γ(e 1 ) · · · γ(e n ) ∈ Cliff(H * ) is a volume form, and is determined up to sign. If H is oriented we use oriented orthonormal bases and so fix the sign. In this paper we consider complex modules for Cliff ± (H * ), and we denote Cliff − (H * ) ⊗ C ∼ = Cliff + (H * ) ⊗ C by Cliff c (H * ). Also, if H = R n with the standard metric, then we use the notation C ± n for the real Clifford algebras, C c n for the complex Clifford algebra, and Pin ± n for the pin groups. The isomorphism classes of Z/2Z-graded complex Cliff c (H * )-modules form a semigroup whose group completion is isomorphic to Z if dim H is odd and Z ⊕ Z if dim H is even. If dim H is even, then the two positive generators are distinguished by the action of a volume form on the even component of an irreducible Z/2Z-graded module. If dim H is odd, then Cliff c (H * ) has a nontrivial center (as an ungraded algebra) which is isomorphic to C c 1 ; an element in the center has the form a + bω where a, b ∈ C and ω is a volume form. In the odd case we always consider Cliff c (H * )-modules with a commuting C c 1 -action which is not necessarily that of the center, even though we do not explicitly mention that action. The group completion of isomorphism classes is isomorphic to Z ⊕ Z. The positive generators are distinguished by the action of the product of a volume form in Cliff c (H * ) and a volume form in C c 1 on the even component. For any H the equivalence relation of
identifies the positive generator of one summand Z with the negative generator of the other.
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Let S be an irreducible complex Z/2Z-graded Cliff c (H * )-module. Then S restricts to a graded representation of Pin c (H), so to a projective representation of O(H). At the Lie algebra level we use the splitting (1.2) to obtain a representation of o(H). There exist compatible metrics on S-metrics such that Pin c (H) acts by unitary transformations and such that γ(μ) is a skew-Hermitian transformation for each μ ∈ H * . §1.2. The cubic Dirac operator. Let G be a compact Lie group and ·, · a G-invariant inner product on the Lie algebra g. We apply §1.1 to V = g using the adjoint representation G → O(g). Thus by pullback from (1.1) with H = g we obtain a graded central extension
and a canonically split extension of Lie algebras The invariance of the inner product implies that f abc is skew in the indices. Define the invariant 3-form
Clifford multiplication by e a , and σ a the action of e a on spinors (via the splitting (1.5)); both are skew-Hermitian transformations of S, the former odd and the latter even. Then we have
(1.7)
Now any element of g may be identified with a left-invariant vector field on G, and so acts on smooth functions by differentiation. Let R a denote the differentiation corresponding to e a . It satisfies
We use left translation to identify the tensor product C ∞ (G) ⊗ S with spinor fields on G, and let R a , σ a , γ a operate on the tensor product. Then
6 We view Cliff c as the complexification of Cliff − as reflected by the sign in the second formula of (1.7).
Introduce the Dirac operator
The last term is, up to a factor, Clifford multiplication by the 3-form Ω, accomplished using the canonical vector space isomorphism between the exterior algebra and Clifford algebra. The Dirac operator D 0 is an odd formally skew-adjoint operator on smooth spinor fields. Observe that D 0 is G σ -invariant. It is not the Riemannian Dirac operator, nor is it the Dirac operator associated to the natural parallel transport on G using either left or right translation.
7 Define the Dirac family of skew-adjoint Dirac operators parametrized by μ ∈ g * :
(1.12)
Recall that the Peter-Weyl theorem gives an orthogonal direct sum decomposition of the L 2 spinor fields, where we trivialize the spin bundle using left translation:
Here V runs over (representatives of) equivalence classes of irreducible representations of G. In each summand the group G operates via the projective spin representation on S, via right translation on V , and via left translation on V * . Each summand is a finite dimensional space of smooth spinor fields, and D μ preserves the decomposition. Since D μ only involves (infinitesimal) right translation, it operates trivially on V * . We study each summand separately and drop the factor V * on which D μ acts trivially. In other words, for each finite dimensional irreducible unitary representation V of G we consider the Dirac family of finite dimensional odd skew-adjoint operators
given by formulas (1.12) and (1.10), where now R is the infinitesimal action of g on the representation V . Note that V need not be irreducible, though, to analyze the operator it is convenient to assume so.
7 See the introduction for further discussion. The choice of coefficient in the second term of (1.10) is made so that the square of the Dirac operator has no first order term g ab R a σ b :
The first term in (1.11) is the nonpositive Laplace operator on spinor fields, formed using right translation as parallel transport. Of course, the entire operator D 0 2 is nonpositive as it is the square of a skew-adjoint operator. Formula (1.11) follows from a straightforward computation using (1.7), (1.8), and (1.9), and it has an easy extension to the computation of the square of (1.12). We could use these formulas to prove Proposition 1.19, but instead give an argument which more directly extends to the infinite dimensional case; see the proof of Proposition 3.33.
8 There is a real version of the Dirac family, which we have not completely investigated. Roughly speaking, we replace the spin space S by the vector space Cliff − (g * ): the group G σ acts on the left and there is a commuting action of C − dim G on the right. Then in the Dirac family
we rotate both copies of g * to √ −1g * thus obtaining a Real family of operators under the involution of complex conjugation. It represents an element of twisted KR-theory. §1.3. The kernel of D μ and the Kirillov correspondence. Fix a maximal torus T in the identity component G 1 ⊂ G, and let t ⊂ g be its Lie algebra. The lattice of characters of T , or weights of G, is Λ = Hom (T, T) . Write a character of T as a homomorphism e iλ : T → T for some λ ∈ t * , and so embed Λ ⊂ t * . Under the adjoint action of T the complexification of g splits into a sum of the complexification of t and one-dimensional root spaces g ±α :
(1.14)
The roots form a finite set Δ ⊂ Λ and come in pairs ±α whose kernels form the infinitesimal diagram, a set of hyperplanes in t. Define
It is an element of t * which is not necessarily in the weight lattice Λ. We follow [PS, §2.7] and label an irreducible representation by its lowest weight, which is antidominant.
Lemma 1.15. As an ungraded representation S is a sum of irreducible representations of
Proof. Let p = α∈Δ + g α be the sum of the positive root spaces, so that (1.14) reads g C ∼ = t C ⊕ p ⊕p. Then as a Z/2Z-graded representation of the central extension T σ of T we have the Z/2Z-graded tensor product decomposition
where S(t * ) is a fixed irreducible complex Z/2Z-graded spin module of t * . We claim that the weights of T σ which occur in S = p ⊗ (Detp) 1/2 are those of the irreducible representation of G σ 1 of lowest weight −ρ. The lemma follows directly from the claim as T σ acts trivially on S(t * ). To verify the claim, note that the character of p as an ungraded representation of T is α∈Δ +
(1 + e iα ), so the character 9 of S 9 Characters of representations of T σ on which the central T acts as scalar multiplication form a torsor for the character group of T and may be identified with a subset of t * via the splitting (1.5). The character (1.17) may be expressed as a sum of exponentials of elements of t * which are necessarily in this subset. 
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Let ρ = ρ(μ) ∈ t * μ be half the sum of positive roots, defined relative to 
The latter is a standard fact in the representation theory of connected compact Lie groups. The corresponding fact in the disconnected case-that Z μ acts irreducibly on K −λ -is less standard; it may be found in [DK, §4.13] for example.
Proof. Introduce a shifted versionπ μ : g → End(V ⊗ S) of the infinitesimal Lie algebra action by the formulȧ
Notice thatπ μ (ξ) is skew-adjoint. The inner product ·, · on g gives isomorphisms ξ → ξ * and μ → μ * between g and its dual. Introduce also the self-adjoint operator
Then since μ ∈ t * it follows that E μ is constant on weight spaces of V ⊗ S; its value on the space with weight ω is
Since μ is antidominant, E μ has its minimum on the lowest weight space. Straightforward computations with (1.7)-(1.10) give for ξ ∈ g the second of the commutation relations
the first is the infinitesimal form of the statement that D μ is equivariant for the action of G σ . Iterating we find
Now V ⊗ S is generated from the lowest weight space by applying operatorsπ μ (ξ) and γ(ξ * ). Hence D 2 μ +2E μ is constant on V ⊗ S, and it is easy to check from (1.12) and (1.21) that this constant is independent of μ. Therefore, the self-adjoint nonpositive operator D 2 μ has its maximum when E μ achieves its minimum. By (1.22) and the remark which follows this happens at μ = −(λ + ρ) on the minimum weight space K −λ ⊗ S −ρ . It remains to check that D 2 μ does vanish on this space. We use a complex basis compatible with (1.14). Fix nonzero elements e ±α ∈ g ±α , and choose a basis e t of t. Extend the inner products on g, g * to bilinear forms on the complexifications. Write
Then for α ∈ Δ + we have R −α = γ α = 0 on the lowest weight space K −λ ⊗ S −ρ , so the only contribution from the first term is from the e t , and these terms contribute γ(λ + μ). For the last term
On the lowest weight space σ −α = γ α = 0 for α ∈ Δ + . So the root indices contribute
For the sum over torus indices we find
Squaring, we obtain
from which the proposition follows.
The kernels fit together into a G σ -equivariant vector bundle
That O is a single G-orbit follows from the irreducibility of V , since G/G 1 acts transitively on the weights occurring in (1.18). Then (1.20) gives a decomposition First, the normal bundle N → O is G-equivariant and is equivariantly trivial as a G 1 -bundle, since the identity component T μ of the stabilizer of μ acts trivially on the fiber t μ of N at μ. The adjoint representation
factors through the finite group Z μ /T μ of components of the stabilizer. The pullback of (1.1) for H = t μ gives a central extension Z 
Then L → O is an even line bundle. We summarize in the following proposition, which interprets the twistings in K-theory language.
Proposition 1.24. Let σ be the twisting 
where σ is the composition G → O(g) → Z/2Z of the adjoint map and the nontrivial grading of the orthogonal group. 13 In terms of our model (0.2) for equivariant twistings
where G × Z (X) . We apply this to X = g * with two variations to obtain a class
where we use Bott periodicity to identify K 
which assigns to each finite dimensional unitary representation the family of Clifford multiplication operators. This family is supported at the origin. The Dirac family (1.13) is a compactly supported perturbation of (1.25), so implements the same map on K-theory.
Let i : O → g * be the inclusion, and consider the diagram 
14 The (twisted) K-cohomology groups in the diagram are isomorphic to untwisted Gequivariant K-homology groups in degree zero. Also, recall that we use Bott periodicity so only keep track of the parity of the K-groups.
Theorem 1.28. (i) For an irreducible representation
The twisting of K ⊗ L was described in Proposition 1.24.
Proof. See the remarks following (1.25) for (i).
The map i * is multiplication by the Thom class of the normal bundle to O in g * . This gives a class in a tubular neighborhood of O which is compactly supported; we extend by zero to a compactly supported class on g * . To see that D(V ) represents this class, as asserted in (1.30), note first that [D(V )] is supported on O by Proposition 1.19. Hence it suffices to restrict to a tubular neighborhood U of O, which we identify with a neighborhood of the zero section in the normal bundle
, pulled back from O using the tubular neighborhood structure, and its orthogonal complement. We may ignore the latter since D(V ) is invertible on it if U is sufficiently small. For any μ ∈ O and θ ∈ g * perpendicular to μ we have
is the Thom class of the normal bundle, we have proved (1.30). Equation (1.31) is a formal consequence of (1.29) and (1.30) using (1.27).
The Atiyah-Singer index theorem identifies π O * as the equivariant index of a Dirac operator on O. Recall that the G-coadjoint orbit O is a finite union of regular G 1 -coadjoint orbits, each of which is diffeomorphic to G 1 /T . The latter carries a canonical spin structure up to isomorphism; 15 the twist σ(O) in (1.26) means that we consider bundles on O which are equivariant for a covering group of G. In case G is connected and simply connected, both σ and σ(N ) are isomorphic to the trivial twisting, whence π O * is the usual G-equivariant Dirac index. The map π O * is termed Dirac induction in representation theory. Our construction in this section is an explicit inverse to Dirac induction. Equation (1.31) is part of the Borel-Weil-Bott theorem, but we do not prove the vanishing theorem necessary to show that the kernel of the Dirac operator is precisely V . (Note that the usual version of this theorem uses holomorphic induction in place of Dirac induction.) §1.5. Variation: projective representations. In the loop group version of the Dirac family we encounter the finite dimensional construction considered here, but in a projective version which we now sketch.
15 Write G 1 /T ∼ =G1/T forG 1 the simply connected cover of G 1 . A choice of Weyl chamber gives aG 1 -invariant complex structure onG 1 /T whose first Chern class in
identified with 2ρ. Since ρ is a character ofG 1 , we conclude thatG 1 /T is spin, and since it is simply connected the spin structure is unique up to isomorphism. More precisely, the component of any μ ∈ O is canonically G 1 /T μ and t μ has a distinguished Weyl chamber which gives a distinguished complex structure on O. In particular, there is a canonical orientation of O.
τ on which the center T acts by scalar multiplication. The free abelian group K τ G generated by the irreducibles is a K Gmodule via tensor product. In this situation g * is replaced by an affine space A τ G for g * which has two equivalent definitions: it is the space of linear splittings of the Lie algebra extension 0 → iR → g τ → g → 0, or equivalently it is the subspace of (g τ ) * consisting of functionals μ : 
where (R a ) μ denotes the infinitesimal action of the basis element e a on V defined using the splitting μ :
The discussion proceeds as before, and in particular Proposition 1.19 holds, but with the understanding that
. Also, in the Ktheory discussion we use the fact that the Lie algebra extension g τ → g is split to find a fixed point of the G-action on A τ G and so define the Thom isomorphism. §1.6. Examples.
Example 1.34 (G = T).
The irreducible representations are all one-dimensional and are labeled by an integer n: the representation L n = C is λ → λ n . Identify g = iR and set 18 ia, ia = aa , thereby identifying g
. The kernel of the family D (L n ) is supported at μ = in. Note that the coadjoint action is trivial, since G is abelian, so the coadjoint orbits are points. Example 1.35 (G = O 2 ). Now G is not connected. We identify g, g * as in the previous example. Reflections-elements of G not in the identity componentact as multiplication by −1 on g * , so the coadjoint orbits are {0} and {±ia} a =0 . There is a one-dimensional irreducible representation V which sends a matrix to multiplication by its determinant, and there are two-dimensional irreducibles V n labeled by positive integers: the restriction of
The kernel is supported at μ = 0 and is obviously V ⊗ S. We can identify (1.23) with V , and the stabilizer group Z 0 = O 2 acts via the representation V . For V n we identify , and using the inner product A, A = − 1 2 Tr(AA ) we identify g ∼ = g * ∼ = iR 3 . We take as maximal torus the group of diagonal matrices with Lie algebra iR. Then the positive root is identified as 2i from which ρ = i. The coadjoint orbits are spheres centered at the origin. Proposition 1.19 states that Ker D(V j ) is supported on the sphere of radius 2j + 1. Notice that even for j = 0 the support is a regular coadjoint orbit, due to the ρ-shift. 
Example 1.39 (G
Notice that U 2 has double cover SU 2 ×T, and the projective representations of interest pull back to representations of SU 2 ×T which are of half-integral spin on SU 2 and standard on T. Let T be the maximal torus of SO 3 as in the previous example. We may identify the affine space A . §2. Loop groups and energy §2.1. Basic definitions. Let G be a compact Lie group and P → S 1 a principal G-bundle with base the standard circle S 1 = R/2πZ. The bundle P is classified up to isomorphism by a conjugacy class in π 0 (G) = G/G 1 . Let G[P ] ⊂ G denote the corresponding union of components, which is a G-space under conjugation. Note that if G is connected, then P is necessarily trivializable and
Notation 2.1. L P G is the group of smooth gauge transformations of P → S 1 . Its Lie algebra is denoted L P g. Let T rot be the group of rigid rotations of S 1 and (L P G) rot be the group of smooth automorphisms of P → S 1 which cover elements of T rot . For any connected finite covering T rot → T rot we define L P G by pullback:
(2.2)
Finally, A P is the space of smooth connections on P → S 1 .
For the trivial bundle P = S 1 × G we omit the subscript "P ". Then LG is naturally identified with the smooth loop group LG = Map(S 1 , G). For topologically nontrivial bundles L P G is often termed a twisted loop group. Its Lie algebra L P g may be identified with Ω 0 S 1 (g P ), the space of smooth sections of the adjoint bundle g P → S 1 , or equivalently as the space of smooth G-invariant vertical vector fields on P → S 1 . The space A P of connections is affine with associated vector space Ω 1 S 1 (g P ). Fix a basepoint p ∈ P in the fiber over 0 ∈ R/2πZ. Then for each connection A ∈ A P parallel transport around S 1 maps p to a point p · hol(A) of the same fiber for some hol(A) ∈ G. The holonomy is a surjective map
Furthermore, the holonomy map is equivariant for the natural action of L P G on A P and the conjugation action of
There is an exact sequence of groups
and a corresponding sequence of Lie algebras
(The Lie algebras of T rot and T rot are canonically isomorphic.) Splittings of (2.4) are in 1:1 correspondence with A P . For A ∈ A P we denote by d A the lift to L P g of the canonical generator i ∈ iR rot . Geometrically, d A is a G-invariant horizontal vector field on P which projects to the standard vector field on S 1 . We remark that the extended loop group L P G may be used to eliminate the basepoint p in the map (2.3) above.
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The Lie algebra g of a compact Lie group G has a canonical splitting
into its abelian and semisimple pieces; the decomposition is orthogonal with respect to any invariant inner product on g. This decomposition is Ad-invariant, so it leads to a decomposition of the adjoint bundle g P → S 1 of any principal G-bundle P → S 1 , whence to a decomposition of the loop algebra L P g. §2.2. Admissible central extensions. The representations of L P G of interest are projective, and so we study central extensions
of loop groups with corresponding central extensions
of loop algebras. If P is trivial we write LG τ for the central extension. Recall that a graded central extension of L P G is a central extension (2.6) together with a homomorphism :
where G acts on G[P ] by conjugation.
3) and the twisting has the form (0.2). This construction of a twisting from a graded central extension of the loop group is fundamental to our work.
19 Namely, if we include the choice of basepoint in the domain of the holonomy map, then hol :
is a principal L P G-bundle and admits a commuting G-action. 20 Our K and d A (below) are i = √ −1 times real multiples of the K and d in [K1] . (Compare [K1, (7.2. 2)] to (2.21) and (2.22) below.) This motivates the sign in (2.12).
Definition 2.10. A central extension (L P G)
τ is admissible if:
(1) There exists a central extension (
It follows immediately from (2.12) that
symmetric bilinear form on L P g, which we also denote with double angle brackets.
τ is an admissible central extension" implies that we have fixed ( L P G) τ and ·, · τ . If there is no possibility for confusion, we write ·, · for the invariant bilinear form. We remark that the finite covering map T rot → T rot is often the identity; see the discussion of tori in §2.3 for a case in which it is a double cover. The choice of ( L P G) τ and a bilinear form is additional structure, as reflected in Lemma 2.18 below, for example. If g is semisimple, then every central extension of L P G is admissible.
Proposition 2.15. Let G be a compact Lie group with
[g, g] = g, i.e., g semisim- ple. Let P → S 1 be a principal G-bundle. Then any central extension (L P G) τ is admissible. Furthermore, for each ( L P G) τ which satisfies (2.11) there exists a unique ( L P G) τ -invariant symmetric bilinear form ·, · = ·, · τ which satisfies (2.
12).
For connected and simply connected groups there is a direct construction, which we give in §2.3. The general proof is more complicated and is deferred to the appendix.
The Lie algebra g of any compact Lie group G carries a canonical G-invariant symmetric bilinear form ·, · σ defined by
Note that ·, · σ is positive semidefinite, and is positive definite if g is semisimple.
We will prove (Proposition 3.13) that (2.16) is associated to a canonical admissible graded central extension of
The space of linear splittings of (2.7) carries an affine action of L P g. Namely, if
is a splitting and β ∈ L P g, then we define a new splitting
Recall that we identify A P as the space of G-invariant vector fields d A on P → S 1 which project to the standard vector field on S 1 . In this form A P is affine for the action of L P g by subtraction: for ξ ∈ L P g we have
Therefore, a connection simultaneously splits all admissible central extensions.
There is also an (admissible) inverse central extension (
τ ; in the admissible case the form changes sign when passing to the inverse. §2.3. Special cases. We treat the three prototypical classes of compact Lie groups: connected simply connected groups, tori, and finite groups.
Simply connected groups. If G is simply connected, then every central extension (2.6) is admissible and ·, · is uniquely determined by the extension. This is a special case of Proposition 2.15. To verify this we may as well assume P is trivial so that L P G = LG is the standard loop group. Then [PS, §4.2] central extensions of the loop algebra Lg correspond to G-invariant symmetric bilinear forms ·, · on g as follows. For ξ ∈ g C and n ∈ Z we write z n ξ for the loop s → e ins ξ in Lg C . The algebraic direct sum n∈Z z n g C is dense in Lg C . Define
as a vector space. As for the Lie bracket, K is central, d acts as the derivation
on Lg C , and the bilinear form on g enters into the bracket
and from (2.22) and (2.12) we deduce that for n = 0,
For n = 0 we derive (2.24) by consideration of
Notice that this form is symmetric and is also LG-invariant. For G connected and simply connected
the correspondence given by associating to the G-invariant symmetric form ·, · the left-invariant 2-form
LG. Note that ω is the cocycle (2.22) which defines the central extension of Lg, and for a central extension (2.6) of LG we interpret it as 1/i times the curvature of the left-invariant connection given by the splitting (2.20). In particular, it lies in a full lattice of forms determined by H 2 (LG; 2πZ) ⊂ H 2 (LG; R), and this lattice classifies central extensions of LG (see [PS, §4.4] ). Any such extension extends to LG = LG T rot .
Tori. Let T be a torus group. Write t = Lie(T ) and Π = exp −1 (1)/2π ⊂ t, so that T ∼ = t/Π. The loop group has a canonical decomposition
where
Note that the vector space V ⊂ Lt is isomorphic to Lt/t. We can interpret T × Π as the Lie group of parametrized closed geodesics on T with respect to an invariant metric. An element X ∈ Π corresponds to the one-parameter group ϕ X (s) = exp(sX). Let Λ = Hom(T, T) be the Z-dual of Π.
Proposition 2.27. Suppose LT τ is an admissible central extension of LT . Then:
whereβ is the derivative dβ/ds.
τ determines a homomorphism κ : Π → Λ and a bilinear form ·, · on t × t. The form ·, · is symmetric.
The central extension U τ of the vector space U is a Heisenberg group if the commutator pairing (2.28) is nondegenerate. Conditions (i) and (ii) are stated as analytic regularity in [FHT3, §2] ; here they follow from the existence of ·, · . For (iii) observe that the restriction
Letκ X ∈ Hom(t, R) be 1/i times the derivative of κ X ; it defines a bilinear form
which extends to all of t × t and takes integral values on Π × Π. (The sign is for convenience.)
Proof. The assertion in (ii) follows immediately from the invariance of ·, · , as in (2.23). This implies that the constant loops are orthogonal to loops which are derivatives, i.e., to elements of V .
By admissibility there is a central extension LT τ → LT T rot for a finite cover
. Imposing the group law we find for X 1 , X 2 ∈ Π that
from which ·, · is symmetric andċ(X) = − 1 2 X, X − η 0 for some η 0 ∈ t. This proves (iii). Furthermore, from the condition c 2πδ (X) = 1 we deduce δ 2 X, X −η 0 ∈ Z for all X ∈ Π. Below we prove that η 0 = 0 and so this condition is always satisfied if δ = 2 or if δ = 1 and Π is even: X, X ∈ 2Z for all X ∈ Π.
Let U τ → U be the restriction of LT τ → LT to U . Choose an embedding L : V → Lie(Lt τ ) which splits the projection Lie(Lt τ ) → Lie(LT ) → V , and for v ∈ V setṽ = exp(Lv). For X ∈ Π define the character a X : V → T by (2.31)φ Xṽφ
Letȧ X : V → R be 1 i times the derivative of a X . Then use (2.29), (2.30), and (2.31) to see that for X ∈ Π, ξ ∈ t, and v ∈ V we have
We apply the LT τ -invariance of ·, · and (2.12), (2.13) to (2.32)-(2.34). Thus
from whichȧ X (v) = 0 and so a X (v) = 1. Note that X, v = 0 by the argument in the first paragraph of the proof. Then (2.31) implies (i). Next,
from which X, ξ = −κ X (ξ), and so
From (2.32) and (2.14) we deduce
and so η 0 = 0 as claimed earlier.
Finite groups. For G finite and P → S 1 a principal G-bundle, any central extension of L P G is admissible. To see this, fix a basepoint p ∈ P and suppose the holonomy is h ∈ G. Then we identify P with (R × G)/Z, where 1 ∈ Z acts as (2.35) (x, g) −→ (x + 1, hg).
Then the "loop group" L P G, or group of gauge transformations of P , is identified with 
Using the basepoint p ∈ P we identify the fiber g P at 0 ∈ S 1 of the adjoint bundle with g. The holonomy hol(A) acts as an orthogonal transformation of g, thus as a unitary transformation of g C . Write the latter as exp(−2πiS A ) for some self-adjoint S A with eigenvalues strictly between −1 and 1. Notice that S A is not uniquely defined, nor can it be made to depend continuously on A. Decompose (2.36)
where z A is the Lie algebra of Z A and S A is positive on p A , negative on n A . It is useful to write (2.37)
where S A = on (p A ) ; there is a similar decomposition of n A . By definition S A vanishes on the Lie algebra z A . Define
by letting ξ A (s) equal exp(isS A ) applied to the parallel transport of ξ using A.
The algebraic direct sum 
] is a lift of iEβ the result follows. §2.5. Positive energy representations. Following Segal [PS, §9] we define a distinguished class of projective representations of loop groups.
τ → U (V ) be a unitary representation on a Z/2Z-graded complex Hilbert space. Assume that ρ is even and the center T acts by scalar multiplication. We say V has positive energy if:
(1) ρ extends to a unitary representationρ :
(2) For all A ∈ A P the energy operator E A is self-adjoint with discrete spectrum bounded below. A positive energy representation is said to be finitely reducible if it is a finite sum of irreducible representations.
We regard ungraded representations as Z/2Z-graded representations with odd part zero. For an irreducible positive energy representation the extensionρ is unique up to a character of T rot , so the energy is determined up to a shift by n/δ, where n ∈ Z and δ is the degree of the cover T rot → T rot .
Let V be a positive energy representation of (L P G) τ , and choose an extension to ( L P G) τ . Fix a connection A and decompose V as the Hilbert space direct sum of closed Z/2Z-graded subspaces V e (A), e ∈ R on which E A acts as multiplication by e. The positive energy condition asserts that V e (A) = 0 for a discrete set of e which is bounded below. The algebraic direct sum
consists of vectors of finite energy; it is dense in V . Now A defines a splitting of the Lie algebra central extension (see Lemma 2.18), and we use it to define the infinitesimal representationρ A on elements of L P g; namely,ρ A (β) denotes the infinitesimal action of β τ A , where β ∈ L P g. The image ofρ A consists of skewHermitian operators on V , which in general are unbounded. Note from Lemma 2.41 that the lift of β ∈ L P g with definite energy has the same energy. Suppose ξ ∈ g C is an eigenvector of S A of eigenvalue . It follows thaṫ
if e+n+ is less than the minimal energy e min . A positive energy representation V has a minimal E A -energy subspace V e min (A) which is a representation of Z τ A , the restriction of the central extension (
where Ω ∈ V e min (A), r ≥ 0, ξ i is an eigenvector of S A with eigenvalue i , and n i ≥ 0 with equality only if i > 0. The energy of (2.44) is e min + (n i + i ). This proves the following.
Lemma 2.45. Let V be a finitely reducible positive energy representation. Then for any connection A and C > 0 the sum of the E A -eigenspaces for eigenvalue less than C is finite dimensional.
In other words, E A has the spectral characteristics of a first-order elliptic operator on the circle. We use (2.14) to compute the dependence of the energy operator on the connection. Let A denote the connection whose horizontal vector field is
The following proposition relates the existence of positive energy representations to the bilinear form on the central extension Definition 2.10.
Proposition 2.47. Let (L P G) τ be an admissible central extension of L P G which admits a nonzero positive energy representation V . Then the inner product
Proof. Fix a connection A. It suffices to prove that
(Recall the notation from (2.36), (2.38), and (2.39); also, we drop the subscript "τ " on the form, which is bilinear on the complexified loop algebra.) By Lemma 2.18 
For ξ, n as in (2.48) with ξ an eigenvector of S A with eigenvalue > 0 (see (2.37)), we find d
Then for Ω ∈ V e min (A) and n > 0, sinceρ
Now we use the orthogonal decomposition (2.5). If ξ ∈ center(g), then the last term of (2.49) vanishes and (2.48) follows immediately. On the other hand, if
The argument applies to sums of terms [η, η ] . If ξ A ,ξ A < 0, then for n large the right-hand side of (2.49) is negative, which is a contradiction. This completes the proof of (2.48).
We state without proof some basic facts about positive energy representations. To avoid problems with abelian factors, we assume that the inner product ·, · is positive definite when restricted to L P (z) for z = center(g).
Positive energy representations are completely reducible [PS, §11.2].
For any irreducible positive energy representation, V e (A) is finite dimensional [PS, (9.3.4 
)].
If V is finitely reducible andρ in Definition 2.42(1) is given, then if Definition 2.42(2) is satisfied for one A ∈ A P it is satisfied for all A ∈ A P .
There is a finite number of isomorphism classes of irreducible positive energy representations of (L P G) τ .
See [PS, (9.3.5) ] and the remarks which follow for the last statement. Following the usual procedure we make an abelian group out of positive energy representations.
Definition 2.50. Let R τ (L P G) denote the abelian group generated by isomorphism classes of finitely reducible Z/2Z-graded positive energy representations of (L P G) τ under direct sum, modulo the subgroup of isomorphism classes of representations which admit a commuting action of the Clifford algebra C 
+1
Z/2Z has rank one. §3. Dirac families and loop groups §3.1. The spin representation (infinite dimensional case). For an algebraic approach, see [KS] ; our geometric approach follows [PS, §12] . Let H be an infinite dimensional real Hilbert space. We define the Clifford algebra Cliff c (H * ) as in finite dimensions (1.3), but now the construction of an irreducible Clifford module, and so of the spin representation, depends on a polarization. Recall that a complex structure on H is an orthogonal map J : H → H with J 2 = −1; it follows that J is skew-symmetric. Definition 3.1. A polarization is a set J of complex structures maximal under the property that any two elements differ by a Hilbert-Schmidt operator. The restricted orthogonal group of (H, J ) is The spin representation is a distinguished irreducible unitary representation
It is constructed in [PS, §12] as the space of sections of a holomorphic line bundle over J . There is a Clifford multiplication γ :
which is compatible with (3.5) in the sense that
We arrange that γ(μ) be skew-Hermitian. Clifford multiplication γ is odd, and χ is compatible with the gradings on Pin 
The proofs of the next two lemmas are similar to [PS, (6.3 .1)], so they are omitted. The loop group L P G acts on the loop algebra L P g by the pointwise adjoint action of G on g.
Lemma 3.9. The polarization J defined by J A is independent of A.
22 Different choices lead to isomorphic constructions. In fact, we can use any invariant inner product ·, · on L P g with respect to which d A is skew-Hermitian. 23 Of course, (3.7) is the L 2 completion of (2.40). Below we denote the real points in the algebraic direct sum as H fin . The finite dimensional subspace H e (A) contains smooth elements, i.e., lies in L P g C .
Lemma 3.10. Any ϕ ∈ L P G extends to a bounded orthogonal operator on H which preserves the polarization J .
Hence we have a homomorphism (3.11)
and so by pullback of (3.2) a distinguished graded central extension
and a graded unitary representation of (L P G) σ on S.
Proposition 3.13. The central extension (L P G) σ is admissible with respect to the symmetric positive semidefinite bilinear form (2.16).
Therefore, by Lemma 2.18 a connection A ∈ A P defines a splitting
of the spin central extension of the loop algebra.
Proof. The adjoint action factors through the semisimple adjoint group Ad G, which leads to a factorization of (3.11) through a twisted loop group for Ad G. Thus we may as well assume that G is semisimple. Fix a connection A on P → S 1 and let ϕ t be the one-parameter group in (A) and Clifford multiplication on S fin (A) is given as
Here is exterior multiplication, ι is interior multiplication, and γ 0 is Clifford multiplication on S 0 (A). This satisfies the usual Clifford relation
for β 1 , β 2 of finite energy. On S fin (A) the operatorχ (β) σ A corresponding to β of finite energy is given by the first formula of (1.7), where now the sum is infinite as the indices range over a basis of finite energy vectors in L P g; see (3.19) below. But only a finite number of terms are nonzero when acting on a fixed element of S fin (A) .
(We formalize such infinite sums in §3.2.)
For the explicit computation we first treat the case P → S 1 as trivial and choose A = A 0 as the trivial connection. Fix a basis e a of g C , which we identify with constant loops in Lg C . Then {z n e a } n∈Z is an (algebraic) basis of Lg C ; let {z −n e a } n∈Z be the dual basis. For any n ∈ Z let γ a (n) denote Clifford multiplication by z n e a ; it has energy n. Now let ξ, η ∈ g C be constant loops, and as usual (zξ)
the lifts of the indicated loops to the central extension (Lg) σ C . Then from the invariance of the bilinear form we see that it suffices to compute z n ξ, z m η σ for n = −m = 1 and also that
(The proof of Proposition 2.47 contains these assertions.) We evaluate the commutator using the infinitesimal spin representation, and it suffices to evaluate on a
and as stated above the sum is finite on finite energy vectors. For example,
(3.20)
To pass from the third to fourth line we use the Jacobi identity and rearrange the terms. Recalling that K acts as multiplication by i in a representation, we see from (3.18) that
which agrees with (2.16). For the general (twisted) loop group the computation is similar, but now we use a generic connection A which satisfies (A.4) , (A.5) 
The computation of the bracket is similar to (3.20). For the remaining cases χ j , z −1 χ j σ and π λ,e , π −λ,−e σ , which involve vectors of nonintegral energy, we compute the left-hand sides of
In all cases we find (3.21), but we omit the details as the manipulations are similar to (3.20).
We record some specific facts about the spin representation. Recall that Z A ⊂ L P G is the stabilizer of a connection A ∈ A P and z A its Lie algebra. Proof. Most of the statements in (1) are immediate from (3.15). For the penultimate assertion, note that Z σ A preserves energy, so acts on S 0 (A), and the isomorphism class of the graded central extension is determined by the action. As stated after (3.15), Z σ A acts via the finite dimensional spin representation, so the extension is isomorphic to (1.4). For the last assertion we use the characterization (2.19) of the splitting and note that if (ζ 1 )
For the trivial connection (3.19) is valid for zero energy (n = 0). This may be verified from the n = 0 formula by computing
analogous to (3.22) and (3.23) below. (2) is the statement that (3.19) holds for n = 0; cf. the first equation of (1.7). §3.2. The canonical 3-form on L P G. Consider the 3-form (A) denote the endomorphisms of energy e, i.e., those which raise energy on S fin by e, and set E e (A)
• ≤p = E(A)
• ≤p ∩ End e S fin (A) . We now define an operator Q A on S fin (A) which plays the role of Clifford multiplication by Ω. Approximate (3.25) by truncation: let Ω N (A) ∈ 3 H * fin (A) be given by (3.25) on elements β 1 , β 2 , β 3 of definite energies not exceeding N in absolute value; Ω N (A) vanishes if some absolute value of energy exceeds N . As in finite dimensions there is a vector space isomorphism
, and the image of 3-forms lies in the odd Clifford algebra at filtration level ≤ 3. Noting that Ω N (A) has energy zero, we see that its image (Q A ) N under (3.26) lies in E 0 (A) 1 ≤3 . It is straightforward 26 to check that for any s ∈ S fin (A) the se-
Proposition 3.27. There exists a unique Q
25 In fact, an isomorphism of left Cliff c H * fin (A) -modules [KS, §4] . 26 Because of the skew-symmetry, there is no normal ordering necessary.
Proof. We compute the left-hand side of (3.28) for β of fixed energy (after complexification) and act on s ∈ S fin (A) of fixed energy. Thus we can replace Q A by (Q A ) N for N sufficiently large and compute −[
. This computation involves only finite sums, and in the notation of §1 (3.28) becomes the equation 27 by a functional on z A , and this specifies the difference 
as operators on S fin (ϕ −1 ) * A . §3.3. A family of cubic Dirac operators on loop groups; main theorem. Let (L P G) τ be an admissible graded central extension which is positive definite 28 in the sense that ·, · τ is positive definite on L P g. Then we use ·, · = ·, · τ to build the spin representation; see the text and footnote preceding (3.7). Suppose V is a Z/2Z-graded irreducible positive energy representation of (L P G) τ −σ . Then W = V ⊗ S is a positive energy representation of (L P G) τ . Fix a connection A ∈ A P . Assume the minimal energy on V is e min ; then e min is the minimal energy on W and
is the minimal energy subspace. Since V is irreducible,
is typically unbounded. If β has finite energy, thenρ A (β) preserves the dense subspace W fin (A) ⊂ W of finite energy vectors.
We first define the Dirac operator D A as an unbounded (formally) skew-Hermitian operator on the (algebraic, incomplete) inner product space W fin (A) . Fix a Hilbert space basis {e p } of H C such that each e p has a definite energy; see (3.7). Let γ p be the dual Clifford multiplication (3.16) on S fin (A). Recall from Lemma 2.18 that 27 For P → S 1 trivial and A = A 0 the trivial connections, these splittings agree; see Lemma 3.24(2).
28 In [FHT3] we consider more general central extensions which instead satisfy a nondegeneracy condition. Our assumption here implies that τ − σ is positive definite on L P z, where z = center g.
A defines a splitting of (
where Q A is defined in Proposition 3.27. The sum in (3.32) is finite on any element of W fin (A) , so D A is well defined. Let E A be the energy operator on W .
Proposition 3.33.
(
extends to a bounded odd skew-adjoint operator on W with closed range.
Proof. For (1) note from (3.14) that γ p has energy opposite to that of (R p ) A . Equation (3.34) follows from Lemma 2.18 and Proposition 3.27. Now (1) 
τ -invariant as well. This proves (1)-(4). The extension guaranteed in Definition 2.42(1) is unique up to a character of T rot , so the energy operator E A is determined up to a constant independent of A. We claim
A is nonpositive. As a first step to proving (3.36) we compute that for any β ∈ L P g,
To derive this use (3.17) for the first term of (3.32) and (3.28) for the second term. Next, square (3.34) and combine (3.37) with (3.17) and (2.46) to deduce that D
A + 2E A commutes with the action of (L P G) τ and with any Clifford multiplication γ(β
A this follows from (4) in the proposition; for E A we use the fact that the connections d A and d A are conjugate and the nullity condition (2.14) is
As for the commutator with Clifford multiplication, we first use the infinitesimal version of the (L P G) τ -invariance of A → D A , obtained from (3.34), which asserts that
Iterating (3.37) and (3.38) we find
In particular, [D
2
A + 2E A , γ(β * )] = 0, as desired. Finally, since S is an irreducible Clifford module and V an irreducible representation of (L P G) τ , it follows that D 2 A + 2E A , which commutes with all operators from (L P G) τ and the Clifford algebra, is a constant on W = V ⊗ S.
τ be a positive definite admissible graded central extension of L P G, and let V be a finitely reducible Z/2Z-graded positive energy representation of (L P G) τ −σ . Then
represents an element of K τ +dim G G
(G[P ]). Furthermore, it only depends on V up to isomorphism and is additive, so defines a map
In the odd case the C c 1 -action comes from that on
Proof. Recall from [FHT1, Appendix A.5] −1 is the inverse of 2E A + C for some constant C, and the latter is a positive operator. By Lemma 2.45 the energy operator of a finitely reducible positive energy representation V has eigenvalues of finite multiplicity tending to infinity. The same is true for the spin representation S by explicit construction (3.15), so it is also true for the energy operator of the tensor product W , whence the inverse of 2E A + C is compact.
For the continuity we prove first that A → (F 
Consideration of finite energy vectors leads to the bounds (
2 ) −1 ≤ 1 on the operator norms. The same estimates hold for y replacing x, so that
for some constant C, which proves A → F 
Now the square root map z → z 1/2 on bounded positive operators is continuous (even analytic) in the uniform topology [H2] . Thus since Proof. For w ∈ W we must show that x → T x w is continous. Fix x 0 ∈ X and a sequence v n → w with v n ∈ V . Now given > 0 choose N so that w − v N < /4C and a neighborhood U of x 0 so that (T x 
if x ∈ U , which proves the continuity.
We can now assert our main theorem.
) is an isomorphism of graded free abelian groups.
The proof of Theorem 3.44 in the general case is in [FHT3, §13] . In the next section we present the proof in case G is connected and π 1 G is torsion-free. §4. Proofs Let G be a connected Lie group. A principal G-bundle P → S 1 is then trivializable, so in the sequel we take it to be the trivial bundle P = S 1 × G. Let A 0 ∈ A P be the trivial connection. Since P → S 1 is trivial the extended loop group is L P G ∼ = LG T rot for some finite cover of T rot → T rot of degree δ. An admissible central extension necessarily has the form (
It follows that on any positive energy representation the energy operator E A 0 satisfies exp(2πiδE A 0 ) = id, so its eigenvalues are 1/δ times integers. By tensoring with a character of T rot we normalize the minimal E A 0 -energy to be zero. We allow the central extension LG τ to have a nontrivial grading. Now the stabilizer Z A 0 ⊂ LG of the trivial connection A 0 is the group of constant loops G. Let G τ → G be the restriction of the graded central extension LG τ → LG to the constant loops. It has a trivial grading since G is connected.
Assume the admissible graded central extension LG τ → LG is positive definite, i.e., the form ·, · τ is positive definite on Lg. Thus it restricts to a positive definite form ·, · τ on constant loops g ⊂ Lg, which in turn induces an isomorphism
where ξ * (η) = ξ, η τ for all η ∈ g. Fix a maximal torus T ⊂ G with Lie algebra t ⊂ g, let W be the associated Weyl group, and define the dual lattices Π = Hom (T, T ) and Λ = Hom (T, T) . Recall from §1.5 the affine space A 
The 
(iii) Orient T and let j : {t} → T be the inclusion of a point. Then the pushforward j * for q ≡ dim T (mod 2) is computed as the map
A weight μ ∈ Λ τ is called affine regular if it has trivial stabilizer under the action of W e aff . Equivalently, by Lemma 4.9(1) below, if μ = κ τ (ξ) for ξ ∈ t, then μ is affine regular if and only if exp(2πξ) ∈ T is regular in the sense that no nontrivial element of the Weyl group W fixes it.
which takes μ ∈ Λ τ to the Π-equivariant function f : Λ τ → Z which is supported on the Π-orbit of μ and satisfies f (μ) = 1.
Notice that an orientation of T identifies the compactly supported cohomology H n c (t) with Z. The nonzero abelian group in (4.3) is free, and the set of regular W e aff -orbits in Λ τ provides a generating set. We carry out the proof separately for tori and simply connected groups, then combine them to prove the general case. §4.1. The proof for tori. Let G = T be a torus with Lie algebra t and Π = Hom (T, T ) . Recall the decomposition LT ∼ = T × Π × U in (2.26). By Proposition 2.27(1) any admissible central extension LT τ is a product of Heisenberg central extensions (T × Π) τ and U τ . We first assume the grading of τ is trivial; below we discuss the modifications for nontrivial grading. Since τ is positive definite, Lt/t is a symplectic vector space and its Heisenberg extension U τ has a unique irreducible positive energy representation H. (See [PS, §9.5] .) Fix an orbitÕ of the Π-action on Λ τ and consider the constant vector bundle with fiber H overÕ. The space VÕ of L 2 sections (with respect to the measure which assigns unit mass to each point ofÕ) is an irreducible representation VÕ of LT τ : the subgroup U τ acts on each fiber; Π τ permutes the fibers; and T τ acts on the fiber at λ ∈ Λ τ ⊂ Hom(T τ , T) by scalar multiplication, the character λ defining the multiplication. These are all of the irreducible positive energy representations up to isomorphism. Turning to the Dirac family associated to the irreducible representation VÕ, let S be the spin representation of LT and set WÕ = VÕ ⊗ S. Any connection on the trivial bundle over S 1 is gauge equivalent to A 0 + ξ ds for some constant ξ ∈ t. Let D ξ denote the corresponding Dirac operator (3.32) and E ξ the associated energy operator. According to (3.36) if D ξ (w) = 0 for some w ∈ WÕ of unit norm, then E ξ (w), w W is a global minimum of E ξ over all ξ ∈ t and all unit norm w ∈ WÕ. The energy operator on H has discrete nonnegative spectrum and a one-dimensional kernel spanned by a unit norm vector Ω ∈ H. Let Ω λ denote the copy of Ω in the fiber at λ ∈Õ. Then (2.32), (2.33), and (2.46) imply
for some real constant C. We can take C = 0 so that the global minimum of energy is zero. Let S 0 denote the zero energy subspace of S; it is an irreducible Clifford module for the algebra Cliff(t * ). For each λ 0 ∈Õ there is a unique ξ 0 ∈ t which makes (4.7) vanish-it satisfies κ τ (ξ 0 ) = λ 0 -and these ξ 0 form a Π-orbit in t. For each such ξ 0 the kernel of Furthermore, (3.34) shows that D ξ acts on C · Ω λ 0 ⊗ S 0 as Clifford multiplication by κ τ (ξ − ξ 0 ). Now Π-orbits in t correspond to elements of T , and from this point of view the support of the kernel is a single element in T . More precisely, the linear splitting of Lemma 2.18 for the trivial connection A = A 0 , restricted to constant loops, is a basepoint in the affine space A 
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The preceding proves the following. 
, which consists of affine regular weights [A, 5.62] . Then the isomorphism classes of irreducible positive energy representations of LG τ −σ are in 1:1 correspondence with the set of affine regular W e aff -orbits in Λ τ , i.e., with the points of (Λ τ ) reg /κ τ (W e aff ). We turn now to the Dirac family (3.40), assuming that τ − σ is positive semidefinite. Let V be a Z/2Z-graded irreducible positive energy representation V of LG τ −σ whose zero E 0 -energy space has lowest weight −λ 0 . The minimal E 0 -energy subspace (3.31) of W = V ⊗ S is
where S 0 is the zero E 0 -energy subspaces. Note that V 0 is a finite dimensional Z/2Z-graded representation of G τ −σ and S 0 is a finite dimensional Z/2Z-graded representation of G σ . Lemma 1.15 implies that a lowest weight of
Sinceā is a fundamental domain for the W Proof. As in the discussion preceding (4.7) D ξ = 0 precisely on vectors in W which realize the global minimum of E ξ (over all ξ). Now W is an irreducible representation of the semidirect product of Cliff c (Lg * ) and Lg τ , so the set of vectors of the form
is dense in W . Here γ is the Clifford action (3.16) andρ A 0 the action of Lg defined after (2.43). Assume that η i lies in the α i -root space of g or in t, in which case
.18 and observe z n i η i , ξ = 0 since n i > 0) we see that the E ξ -energy of w minus the E ξ -energy of Ω is (4.13)
Proof of Theorem 3.44 (G simply connected) . Consider the composition
and to a function O → Z/2Z which is the sign representation of the Weyl group after identifying O ∼ = W using the basepoint. Then if t ∈ O the restriction map K 
It follows from Theorem 4.2(ii) that these f μ form a basis for the image of k * in (4.17), and so Φ is an isomorphism.
We remark that if τ − σ is not positive semidefinite, then both sides of (3.41) vanish. §4.3. The proof for connected G with π 1 torsion-free. If G is connected with π 1 G free, then there is a finite cover Proof. The vanishing of σ Z is immediate from the triviality of the pointwise adjoint action (3.11). The vanishing of the cross terms is equivalent to the triviality of the homomorphism LZ 1 → Hom(LG , T) defined by conjugation in the central extension. But a homomorphism φ : LG → T is determined by its derivativė π : Lg → iR, which vanishes on commutators. Since commutators span Lg , we deduce that φ is trivial. 
in which the horizontal arrows are injective.
Proof. The top right vertical isomorphism follows from Proposition 4.6 and Proposition 4.11. The lower isomorphisms are (4.3). For the isomorphism in the upper left we factorize the second line as
The exact sequences (4.18) and 0
since a representation of (LG)τ −σ drops to the quotient if and only if its restriction Furthermore, this argument shows that each of the arrows in (4.22) is injective, and now the vertical isomorphisms in (4.21) prove that the top two horizontal arrows in that diagram are injective.
30 That is, an irreducible representation of LG τ −σ corresponds to an orbit of irreducible representations of i(LG) τ −σ . It may be that A carries a nontrivial grading even if the restriction of τ − σ to i(LG) does not-see Example 4.28-but the conclusion is the same since the A-action is free: the irreducible representations in an orbit, when summed to construct an irreducible representation of LG τ −σ , may be even or odd.
T ⊂ SU 2 be the standard maximal torus of diagonal matrices, and identify its Lie algebra t with iR as usual: Example 4.28 (G = U 2 ). The group of components of the loop group LU 2 is isomorphic to Z: a generator is the loop ϕ(z) = ( z 0 0 1 ). We claim that the spin extension LU σ 2 , defined in (3.12), has the nontrivial grading, which is the nontrivial homomorphism LU 2 → π 0 (LU 2 ) → Z/2Z. Furthermore, the loop group LG of the double covering groupG = SU 2 ×T also has group of components isomorphic to Z, and the induced map π 0 (LG) → π 0 (LG) is multiplication by 2. So the pullback LGσ central extension has trivial grading. Notice that for any central extension LU τ 2 , either τ or τ − σ has a nontrivial grading.
To verify the claim we write an arbitrary loop in Lu 2 as (4.29
The operator (3.8) (for the trivial connection A = A 0 ) defines a polarization J , and in that polarization (3.3) we choose the particular complex structure J which maps (4.29) to
The only change to J under conjugation by ϕ is to its action on ζ, which changes sign. It follows that ϕJϕ −1 and J are in opposite components of J , and so under (3.11) the loop ϕ maps to the nonidentity component of O J (H).
Example 4.30. (G = SO 3 ) Since π 1 SO 3 is not torsion-free, this case is not covered by our work in this paper. There are new phenomena. The main point is that the centralizer subgroup of any rotation of R 3 through angle π is not connected, 31 Let ζ = i 0 0 −i be the coroot. Then the integral of the 3-form Ω(ξ 1 , ξ 2 , ξ 3 ) = [ξ 1 , ξ 2 ], ξ 3 is SU 2 Ω = 4π 2 |ζ| 2 . The properly normalized generator has |ζ| 2 = 2. The normalization may be seen from the Chern-Weil formula for the second Chern class, for example, using the ChernSimons form to transgress [Ω] ∈ H 3 (SU 2 ; R) to a class in H 4 (BSU 2 ; R). It is one explanation for the factor 8π 2 in (4.26).
complexification (z A ) C of its Lie algebra with an abelian subalgebra h 0 ⊂ g C . Let h ⊂ g C be the centralizer of h 0 ; then h is a Cartan subalgebra.
32 Decompose
into eigenspaces of ad(h 0 ), where g λ = 0. Then λ = 0 for λ ∈ Δ 0 , since h 0 contains regular elements. The holonomy induces an automorphism of h which fixes h 0 , and since h 0 contains regular elements we can choose a Weyl chamber which is invariant under the holonomy. Now ad(h) decomposes each g λ as a sum of root spaces, and by our choice of Weyl chamber the roots which occur are either all positive or all negative. In this way we partition Δ 0 into a positive set and a negative set. Use (2.38) to embed g C in the complexified loop algebra. ( 32 In other words, the real points of h form the Lie algebra of a maximal torus. To see this, we first show h 0 = 0. Identify the holonomy automorphism of g C with Ad g for some g ∈ G. Composing with Ad g 1 for a suitable g 1 in the identity component, we may assume that the automorphism of g C fixes the Lie algebra of a maximal torus as well as a Weyl chamber. Then it permutes the positive roots, so fixes their sum and the line generated by the sum of the coroot vectors. Conjugating back by Ad g
−1 1
we conclude h 0 = 0. Now g n lies in the identity component G 1 for suitable n, so may be written as the exponential of a real element of h 0 . Multiply g by its inverse to obtain an automorphism of g C of finite order. Then [K1, Lemma 8 .1] applies to prove that h is a Cartan subalgebra. Note for the untwisted case (P → S 1 trivializable) we have h = h 0 .
33 We implicitly assume the joint eigenspaces of ad(h 0 ) and d A with nonzero eigenvalues have dimension one, which may well be true in general. If not, the argument is only notationally more complicated.
where at the last stage we use (A.9) . We also define the lift (A.12) (ζ λ,e ) Finally, by semisimplicity we can write (nonuniquely) (A.14)
where each η
is a multiple of some z n π λ,e , and E(η
Then define (A.15 )
which is forced by invariance. Condition (A.5) implies that the triple bracket is a multiple of some z n π λ,e , and so the right-hand side of (A.15 ) is determined by (A.11) and (A.9) .
The invariance arguments prove that ·, · τ is unique. We must check, though, that (A.12) , (A.13) , and (A.15) are consistent. In particular, this will show that (A.12) First, we verify that (A.11 ) is independent of n. Choose ξ ∈ h 0 regular, i.e., with λ(ξ) = 0 for all λ. Then using (A. But this follows from (A.16 ) after choosing ξ ∈ h 0 such that e k = λ k (ξ) and e = λ (ξ). This completes the proof that ·, · τ is well defined and invariant under the adjoint action of ( L P g) τ , so under the adjoint action of the identity component of ( L P G) τ . Finally, the uniqueness shows that it is invariant under the entire group ( L P G) τ .
