El rol de Google y Facebook en la circulación de información en Internet: qué son los fenómenos de <i>profiling</i> y <i>filter bubble</i> y qué implicancias tienen en los debates sobre responsabilidad de intermediarios by Andrade, María Azul
M. Azul Andrade  
 
Hipertextos, Vol. 5, N° 7, Buenos Aires, Enero/Junio de 2017 «85 
https://revistas.unlp.edu.ar/hipertextos 
 
 El rol de Google y Facebook en la circulación de 
información en Internet: qué son los fenómenos 
de profiling y filter bubble y qué implicancias 
tienen en los debates sobre responsabilidad de 
intermediarios19 
 
M. Azul Andrade
20
 
 
 
Recibido: 06/03/2017; Aprobado. 15/04/2017    
 
Resumen 
Este artículo propone analizar cómo funcionan los fenómenos de profiling y filter bubble desarrollados 
por empresas de Internet como Google y Facebook, con la hipótesis de que los mismos inciden en la 
calidad de información a la que un usuario asiduo accede a través de dichos intermediarios. Además, este 
trabajo busca entender las implicancias de los mismos en los debates sobre responsabilidad de 
intermediarios a través de casos tomados entre 2012 y 2016. 
Palabras clave: burbuja de filtro, Facebook, Google, personalización, responsabilidad de intermediarios 
de Internet. 
Abstract 
This article intends to analyze the phenomena of profiling and filter bubble developed by Internet 
companies such as Google and Facebook. The underlying standpoint is that these phenomena have an 
adverse impact on the quality of information that a regular Google and Facebook user has access to. 
Moreover, this paper intends to draw an insight over the implications that these phenomena have on the 
debates about liability of Internet intermediaries, using case studies from 2012 to 2016.  
Keywords: Facebook, filter bubble, Google, liability of Internet intermediaries, profiling. 
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Resumo 
Este artigo se propõe a analisar como funcionam os fenômenos de criação de perfis (profiling) e de 
bolhas de filtro (filter bubble) desenvolvidos por empresas de Internet como Google e Facebook, com a 
hipótese de que eles afetam a qualidade das informações que um usuário assíduo acessa através dos 
referidos intermediários. Além disso, este trabalho procura compreender as implicações destes nos 
debates sobre a responsabilidade dos intermediários através de casos entre 2012 e 2016. 
Palavras-chave: bolha de filtro, Facebook, Google, personalização, responsabilidade de intermediários 
da Internet 
 
 
 
1. Introducción 
El propósito de este artículo es analizar cómo funcionan los fenómenos de profiling y 
filter bubble desarrollados por empresas de Internet como Google y Facebook, con la 
hipótesis de que los mismos inciden en la calidad de información a la que un usuario 
asiduo accede a través de dichos intermediarios. En el caso de Google, el foco está 
puesto principalmente en su motor de búsqueda, aunque este trabajo pretende 
entender dicha plataforma como parte de un ecosistema más amplio de productos que 
comparten intereses y estrategias de mercado en una sola compañía, sobre todo a 
partir de los cambios en sus políticas de privacidad del año 2012. 
Además de analizar el funcionamiento de dichos fenómenos, este trabajo busca 
entender las implicancias de los mismos en los debates sobre responsabilidad de 
intermediarios a través de casos tomados entre 2012 y 2016, y a través de entrevistas a 
Vladimir Chorny (investigador para la Red en Defensa de los Derechos Digitales) y a 
Natasha Lomas (reportera para TechCrunch.com).  
Principalmente, el análisis propuesto tiene como eje teórico las definiciones de L. 
Lessig sobre los distintos niveles de regulación en el ciberespacio: legal, económico, de 
usos y normas, y de arquitectura o código (1998).  En segunda instancia, en esta 
sección de la investigación se intentará analizar si existe una influencia en el debate por 
parte las revelaciones de 2013 sobre operaciones sobre espionaje de la Agencia de 
Seguridad Nacional de Estados Unidos con ayuda de intermediarios de Internet.  
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2. Profiling: cómo funciona la personalización y localización de 
Google 
En principio, se debe entender cómo funciona el motor de búsqueda de Google, su 
producto principal. Álvarez Ugarte y Rabinovich definen los buscadores de Internet 
como intermediarios necesarios entre los usuarios (2013: 106). Según los autores, 
existen cuatro operaciones en las que interceden los motores de búsqueda: “los 
buscadores indexan el contenido disperso de la Web; los usuarios introducen términos 
de búsqueda en los motores; el buscador ofrece al usuario listas de resultados 
relacionando el contenido indexado con los términos ingresados y el usuarios accede 
al contenido provisto por terceros”. El segundo y el tercero de esos procesos, la 
búsqueda y los resultados, son aquellos sobre los que influye el fenómeno de profiling. 
Con respecto a los resultados, Alvárez Ugarte y Rabinovich citan a Introna y 
Nissenbaum para explicar cómo se trata de una operación automática: “(…) la base de 
datos del motor de búsqueda devuelve al usuario una lista de URLS vinculadas con esa 
palabra clave, idealmente incluyendo todas las que son relevantes al interés del 
usuario” (2013: 107). Sostienen también que este proceso automático es logrado a 
través de algoritmos matemáticos que están programados en el software del motor. 
Interesa además entender qué otro tipo de datos le son otorgados al buscador cada 
vez que se realiza una nueva búsqueda, aparte de lo que Álvarez Ugarte y Rabinovich 
definen como “términos de búsqueda”. Para esto es necesario conceptualizar el motor 
de búsqueda de Google no como un producto aislado, sino como parte de un 
ecosistema de productos interrelacionados. 
A partir de un cambio en sus políticas de privacidad en el 2012, Google integra 
datos de sus usuarios registrados a través de sus distintos productos (Gmail, Youtube, 
el motor de búsqueda, etcétera) para tratarlos, como expresó su Privacy Director, 
Alma Whitten como “un único usuario a lo largo de todos los productos, lo que 
significa una experiencia más simple e intuitiva en Google” (citada por Tsukayama, 
2012). Tsukuyama explica en un artículo en The Washington Post el tipo de datos que 
Google recolecta y combina: “Google colecta y puede integrar casi cualquier cosa que 
ya esté en el ecosistema Google: entradas en el calendario, data de locación, 
preferencias de búsqueda, contactos, hábitos personales basados en conversaciones de 
Gmail, información de dispositivos y búsquedas realizadas, por mencionar algunas” 
(2012). 
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La autora también señala otros tipos de información que los usuarios de teléfonos 
móviles de Android le brindan a Google, y exactamente qué significa el cambio en el 
planteo de las políticas de privacidad:  
(Por ejemplo) el modelo de hardware de tu dispositivo, la versión del sistema 
operativo, otros identificadores del dispositivo e información sobre la conexión 
móvil. Google dice que puede asociar tus identificadores del dispositivo o el 
número telefónico con tu cuenta de Google. (También) detalles de cómo usas el 
servicio, como las búsquedas realizadas; registros telefónicos como hora, lugar y 
duración de las llamadas; direcciones IP; cookies que pueden ‘identificar tu 
navegador o tu cuenta de Google’. Google ya estaba recolectando esta 
información bajo su política de privacidad anterior, pero está haciendo más 
explícito el hecho de que puede combinar los datos móviles con otra 
información  para conocer cosas como la locación en la que te encontrabas al 
realizar una búsqueda en particular (Tsukuyama, 2012). 
Tsukuyama indica que dicha política de privacidad aplica a usuarios que estén 
registrados con una cuenta de Google, y que la información se combina sólo cuando 
uno ha iniciado sesión en una ventana y accede a otros productos en el mismo 
navegador. Por último, señala que no existe una opción para que el usuario registrado 
en Google no participe en la recolección y combinación de datos, sin tener que 
directamente eliminar su cuenta (Tsukuyama, 2012). 
 
3. Filter bubble: cómo se refleja la personalización en los resultados 
de búsqueda 
En un artículo para The Washington Post, Kang muestra un ejemplo del fenómeno de 
tracking explicado en el punto anterior: “cuando alguien busca la palabra ‘jaguar’, 
Google tendría una mejor idea sobre si la persona está interesada en el animal o el 
auto” (2012). Lo que desde el punto de vista de la corporación se plantea como un 
beneficio para los usuarios, ha sido cuestionado por muchos representantes de 
agrupaciones no gubernamentales en defensa de los derechos en Internet. 
Uno de ellos es Eli Pariser, autor del libro “The Filter Bubble”, quien define el 
fenómeno en una charla Ted:  
Si uno junta todos estos filtros, todos estos algoritmos, obtiene lo que llamo la 
«burbuja de filtros». La burbuja de filtros es el universo propio, personal, único, 
de información que uno vive en la red. Y lo que haya en la burbuja de filtros 
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depende de quién uno es, y de lo que uno hace. Pero la cosa es que uno no 
decide que es lo que entra. Y, más importante aún, no vemos qué es lo que se 
elimina (2011). 
Para explicar las implicancias de la burbuja de filtros, Pariser sugiere una analogía 
entre lo que denomina “porteros” (gatekeepers en inglés) y editores en la sociedad del 
broadcasting, y los algoritmos propios del modelo de difusión en Internet. Desde un 
punto de vista relacionable a lo que Lessig denomina como regulación por medio de la 
“arquitectura” (1998), Pariser señala que estos algoritmos operan de una manera 
similar a lo que hacía un editor, por lo que opina que:  
Si los algoritmos nos van a seleccionar el contenido, si van a decidir qué 
veremos y qué no, entonces tenemos que asegurarnos de que no sólo se guían 
por la relevancia. Tenemos que asegurarnos de que también nos muestran cosas 
incómodas, estimulantes o importantes, otros puntos de vista. (…) Necesitamos 
que nos aseguren que estos algoritmos contienen un sentido de la vida pública, 
un sentido de responsabilidad cívica. Necesitamos que nos aseguren que son 
suficientemente transparentes, que podemos ver cuáles son las reglas que 
determinan lo que pasa por nuestros filtros. Y necesitamos que nos den algún 
control para poder decidir qué pasa y qué no pasa (2011). 
Otro ejemplo del rol de los algoritmos en la selección de información es el caso de 
Facebook. Luego de ser acusada de censurar manualmente cierto tipo de noticias, la 
compañía reemplazó el trabajo manual de curaduría de noticias por un algoritmo que 
“elige las historias destacadas basado en cuántas menciones y cuántas veces ha sido 
compartido un artículo en la red social dentro de un corto período de tiempo” 
(McGoogan, 2016). Sin embargo, esta decisión también fue criticada luego de que se 
divulgaron noticias falsas entre las historias destacadas de la red social (McGoogan, 
2016) y se censuró una foto de la Guerra de Vietnam en un artículo periodístico para 
su versión en Facebook, presuntamente por ser considerado como pornografía infantil 
(Weaver, 2016). 
 
4. Modelo económico: qué hay detrás del profiling y la filter bubble. 
Para entender cómo opera Google en el manejo y circulación de información en 
Internet, se debe tener en cuenta su modelo económico. Döpfner señala que:  
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Google no sólo es el motor de búsqueda más grande del mundo, sino que con 
Youtube (el segundo motor de búsqueda del mundo), también es la plataforma 
de video más grande, con Chrome, el buscador más grande, con Gmail, el 
proveedor de correo electrónico más utilizado y con Android, el mayor sistema 
operativo para dispositivos móviles (2014). 
Además, Google es dueña de la red de publicidad online más grande, DoubleClick 
(Swearingen, 2016). A partir de un cambio en la política de privacidad de la empresa 
en Junio de 2016, Google dejó de manifiesto que, dependiendo de la configuración de 
la cuenta de sus usuarios, la información recolectada a través del tracking de sus 
actividades en otros sitios y aplicaciones puede ser asociada a su información personal 
con el fin de “mejorar el servicio y los anuncios publicitarios mostrados por Google” 
(Google Inc., 2016). 
Muchos autores señalan que la base del crecimiento económico de Google (y de 
Facebook) es la recolección de datos personales. Döpfner sostiene que “nadie 
capitaliza su conocimiento sobre nosotros con tanta eficiencia como Google” (2014), 
mientras que Morozov argumenta que es la información sobre el usuario y la manera 
en la que la explotan lo que hace sobresalir a Google y Facebook entre sus 
competidores (2013). Esta situación es explicada por Lomas en un artículo sobre la 
incursión de Google en la industria de Internet de las cosas.  
Para cumplir con su promesa de atención personalizada, con predicciones sobre 
restaurantes en los que te gustaría comer, por ejemplo (…), [Google] está 
recolectando y excavando tu información personal, preferencias, prejuicios… 
(…) Por lo que el precio real de construir un ‘Google personal para todos, en 
todos lados’ sería de hecho cero privacidad para todos, en todos lados (Lomas, 
2016) 
Por la naturaleza misma del modelo económico y competitivo de la empresa, 
Swearington sostiene que Google está sumergida en una tensión de intereses. Por un 
lado, los de una compañía que desea ser el mayor recolector y distribuidor de 
información a nivel mundial (the world’s clearinghouse for information, en inglés), mientras 
por otro lado busca ganar miles de millones de dólares poniendo publicidades en 
frente de gente que posiblemente compre cosas (2016). 
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Ampliando esta idea, Fuchs indica que Google se beneficia monetariamente de la 
expansión de la web y el contenido generado por los usuarios o prosumers21:  
Mientras más sitios web y más contenido haya en la WWW, Google podrá 
indexar más contenido y más sitios para proveer resultados de búsqueda. 
Mientras mejores y mayores sean los resultados de búsqueda, más probable será 
que los usuarios consulten Google, se encuentren con publicidades que 
coincidan con sus búsquedas y puedan hacer click en ellas (2011).  
En este sentido, Fuchs realiza un análisis crítico de la economía política de Google 
para argumentar que su modelo de provisión de servicios se sustenta en una nueva 
forma de creación de valor económico. El autor resume el circuito económico de la 
siguiente manera: “la estrategia de acumulación de Google es darle [a los usuarios] 
acceso gratuito a servicios y plataformas, permitirles producir contenido y data, y 
acumular una gran cantidad de prosumers que son vendidos como un commodity a 
anunciantes” (2011). 
 
5. Distintos aspectos en el debate sobre responsabilidad de 
intermediarios 
Tanto los fenómenos de tracking y profiling como la fitler bubble han suscitado opiniones 
críticas con respecto al rol de grandes empresas como Google y Facebook en la 
protección de derechos a la privacidad y a la libertad de circulación de información en 
la red. Con respecto a la retención y manejo de datos, Döpfner señala que la manera 
en la que opera Google no es transparente, ya que “no provee resultados de búsqueda 
según criterios cuantitativos claros, no da a conocer todos los cambios en los 
algoritmos, guarda las direcciones IP, no borra la cookies automáticamente después de 
cada sesión y guarda el comportamiento de los clientes aunque ellos no lo pidan” 
(2014). 
En este sentido, desde un punto de vista artefactual, se ha exigido una toma mayor 
de responsabilidad a las empresas de Internet, argumentando que  “(…) ‘algoritmo’ es 
tan sólo una palabra para describir una fórmula matemática escrita por humanos. En 
otras palabras, los algoritmos no son neutrales” (Fiegerman, citado en Rovira, 2016) y 
                                                             
21 Fuchs define el fenómeno de prosumption como “la progresiva desaparición del límite entre productor y consumidor” 
(Toffler citado por Fuchs, 2011). 
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por lo tanto estas empresas deberían estar sujetas a alguna especie de “responsabilidad 
editorial” (Egil Hansen, citado en Weaver, 2016). 
El argumento más usado por quienes exigen este tipo de responsabilidad es que 
parte del poder que ha sumado tanto Facebook como Google se debe a que la 
mayoría de las personas accede a las noticias primero a través de estas empresas 
(Döpfner, 2014; Weaver, 2016). Citando al editor noruego, Egil Hansen: “Zuckerberg 
es de facto el editor más poderoso en el globo. (…) Hemos llegado al punto en que 
Facebook, controlando lo que le muestra a más de mil millones de personas cada día, 
ha sumado tanto poder editorial, que Zuckerberg debe reconocer su responsabilidad y 
formar parte de la discusión” (en Weaver 2016). Esta posición describe lo que Lessig 
define como el nivel regulatorio de los usos y prácticas (1998), ya que se trata de una 
costumbre ampliamente instalada (la de ver las noticias primero por Facebook o los 
resultados de Google) que afecta el modelo de negocio de los periódicos online, que 
tienen que ajustarse a esta práctica, teniendo que negociar con estas plataformas para 
conseguir “tráfico” y vistas en sus artículos publicados. Como Döpfner sostiene, “una 
gran proporción de medios periodísticos de alta calidad recibe su tráfico 
fundamentalmente vía Google” (2014). 
También se debe tener en cuenta el nivel de la regulación económica. En este 
sentido, Döpfner define la posición de Google como monopólica (2014). Lo que el 
autor denomina como “abuso de posición dominante” ha despertado debates en la 
Unión Europea con respecto a una competencia desigual. Un ejemplo es la 
investigación abierta en 2016 contra la compañía por la imposición de restricciones a 
los fabricantes de dispositivos Android, a través de mecanismos y estrategias que 
significan “que el buscador de Google está preinstalado y configurado como 
predeterminado o exclusivo en la mayoría de los dispositivos Android que se venden 
en Europa”. Se trata de prácticas comerciales que “pueden provocar una mayor 
consolidación de la posición dominante de Google en los servicios de búsqueda en 
Internet, ya que perjudica a los consumidores y no se les ofrece libertad de elección” 
(citado en La Unión Europea abre investigación contra Google…, 2016). 
El contra-argumento, sin embargo, tiene en cuenta cómo la intervención legal 
podría conducir a limitar aún más la libertad de expresión en Internet. En nuestra 
entrevista, Vladimir Chorny, investigador para la Red en Defensa de los Derechos 
Digitales, sostuvo:  
M. Azul Andrade  
 
Hipertextos, Vol. 5, N° 7, Buenos Aires, Enero/Junio de 2017 «93 
https://revistas.unlp.edu.ar/hipertextos 
Cuando uno habla de responsabilidad de intermediarios, [lo que] nos 
preocupa a nosotros, desde una óptica de derechos humanos, es que las 
exigencias sean tales que las empresas se conviertan en policías (…). Y que 
entonces, bajo el miedo de ser sancionados por responsabilidad editorial, [las 
empresas] empiecen a hacer otro tipo de acciones que limiten más la 
información (V. Chorny, comunicación personal, 25 de octubre de 2016). 
Este punto de vista está en línea con lo trabajado por Álvarez Ugarte y Rabinovich 
(2013). Según los autores, existen casos en los que la jurisprudencia restrictiva sobre 
los intermediarios puede significar incentivos hacia una censura privada de las mismas 
empresas (2013: 120). 
 
6. El papel de la vigilancia en el debate sobre responsabilidad de 
intermediarios 
En el debate sobre las implicancias de este modo de operar que tienen Google o 
Facebook, Morozov sostiene que “la personalización no es mala per se: son los rastros 
de datos que deja en su estela lo que debiera preocuparnos” (2016). El autor propone 
como posible solución a “los miedos a la filter bubble” convertir en anónimos los datos 
para desarrollar unos mejores servicios personalizados sin comprometer la privacidad 
del usuario. Uno de los argumentos que el autor usa para esta propuesta está basado 
en las revelaciones sobre la recopilación de metadatos por parte de la National 
Security Agency de Estados Unidos (NSA) con la “tácita” cooperación de otros 
servicios de inteligencia y de operadores de telecomunicaciones y otros intermediarios 
de Internet (Morozov, 2016). 
Los archivos filtrados por Edward Snowden revelaron que la agencia accedió a 
información sobre clientes de compañías de Internet tanto a través del programa 
PRISM, que garantizó el acceso “front-door” a los mismos, como por medio de un 
proceso aprobado secretamente por el poder judicial estadounidense. Éste último 
garantizó el acceso a datos sobre correos electrónicos, transferencias de audios y uso 
de redes sociales, entre otros metadatos, almacenados por nueve empresas, entre las 
que se encontraban Google, Microsoft y Yahoo (Committee on Legal Affairs and 
Human Rights, 2015). 
Cuando se le preguntó a Natasha Lomas, reportera para el sitio de actualidad 
tecnológica TechCrunch, si opina que se puede decir que existe un cambio en la forma 
de responsabilizar a los intermediarios por el manejo de datos personales luego de 
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estas revelaciones, la reportera sostuvo que las mismas sin duda tuvieron un gran 
impacto:  
La forma en la que estas empresas manejan los datos personales ya no solo 
significa temas de enriquecimiento versus empobrecimiento, porque el estado de 
vigilancia también hace uso de la data como fuente de inteligencia (…). Sin 
embargo, ninguna de estas empresas en cuestión ha reconocido públicamente 
(según mi entendimiento) cómo su data aporta al estado de vigilancia, quizás 
porque tienen un acuerdo legal de confidencialidad con el Estado. Esto hace que 
sea problemático para las mismas empresas reconocer responsabilidad legal (N. 
Lomas, comunicación vía correo electrónico, 27 de octubre de 2016). 
Cuando se le preguntó a Vladimir Chorny la misma pregunta, el investigador 
sostuvo que sí y que:  
Tanto Facebook como Google tienen un montón de poder, y las [agencias] de 
seguridad nacional se han dado cuenta de ello; (…) y que pidan informe de 
ciertos perfiles y de que pasen cierto tipo de información, o de que permitan ver 
ciertos mensajes (…) es hiper preocupante para los derechos de las personas; 
son cosas que no deberían de estar pasando (V. Chorny, comunicación personal, 
25 de octubre de 2016).  
Aun así, Chorny indicó que existen casos en los que este tipo de colaboración entre 
empresas y autoridades puede ser legítima, ya que en Latinoamérica “la mayoría de las 
leyes de telecomunicaciones tienen apartado de colaboración con la justicia, que tiene 
que ver principalmente con dos cosas. Una es con retención de datos y la otra es con 
todo lo que tiene que ver con bloqueo de contenidos y neutralidad de la red”. Para 
explicar la dificultad que existe en el debate de la regulación legal de esta 
responsabilidad de intermediarios, el investigador plantea los dos extremos.  
La no regulación es uno de ellos, en la cual las empresas pueden hacer cualquier 
cosa, y eso no es deseable; y la hiperregulación también es otro extremo que 
tampoco es deseable, porque  [que] todo lo que las autoridades, un ministerio 
público, un fiscal en el caso de Argentina, etcétera, le pidan [a las empresas] sin 
autorización judicial, [éstas] tengan que hacerlo, también está mal (V. Chorny, 
comunicación personal, 25 de octubre de 2016). 
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A modo de conclusión 
Las implicancias de la selección y presentación de la información en los resultados de 
búsquedas a través de algoritmos, tanto en el caso de Google como de Facebook, han 
extendido el debate sobre la responsabilidad de dichos intermediarios en la circulación 
de información en Internet. En este trabajo se intentó analizar casos actuales que 
amplían el debate, desde la proposición teórica de que no sólo se debe tener en cuenta 
las limitaciones impuestas por la arquitectura, sino también los demás niveles 
propuestos por Lessig (1998).  
En este sentido, se mencionaron aspectos del orden de lo artefactual, lo 
económico, los usos y prácticas  y lo legislativo. En síntesis, se trataron a) las 
operaciones algorítmicas en los fenómenos de profiling y filter bubble; b) el modelo de 
negocios que enmarca las decisiones de Google y Facebook; c) los cambios en las 
costumbres de consumo de los usuarios y las adaptaciones que implican en las 
empresas de Internet y demás actores involucrados; y d) los intentos concretos de 
acciones legales llevadas a cabo y los posibles riesgos de una hiperregulación en este 
nivel. 
Por último, interesaría seguir investigando sobre los efectos reales del fenómeno de 
filter bubble en la calidad de información a la que accede un usuario asiduo de Google y 
de Facebook teniendo en cuenta las definiciones de Siri sobre hiperinformación e 
hipoinformación (2011). Como señala la autora, “la aparente hiperinformación 
convive con lo que Herbert Schiller (1994) llamó ‘data deprivation’, o déficit de 
‘información socialmente necesaria’ (…) Paralelamente, existe una ‘asimetría de 
información” (Siri, 2011, p. 104). Para eso, sería necesario ver el rol que juegan los 
fenómenos explicados en este trabajo con la reproducción de un modelo en el que “la 
aparente actual sobreabundancia de información no se traduce linealmente en la 
llegada en tiempo y forma de la que es ‘socialmente necesaria” y donde “la abundancia 
de información es selectiva” (Siri, 2011: 121, 122). 
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