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Abstract
In 2009, Machuqueiro and Baptista used Desulfovibrio vulgaris Hildenborough type I cy-
tochrome c3 in the validation of their new implementation of the stochastic titration method,
the constant-(pH,E) MD method. DvH-TpI-c3 is a small globular and monomeric tetraheme
protein present in the periplasm of the sulfate reducing bacteria DvH. It is constituted by 107
residues plus four hemes covalently bound to cysteines in the polypeptide chain together with
bis-histidinyl axial ligation. Therefore, it constitutes a tight densely packed structure where
the heme reduction potentials are very close, making it a very demanding test case in terms of
prediction. When tested, this method was shown to yield better results when a high dielectric
constant, ε, was assigned to the protein region. This dependence on ε was never found in
previous constant-pH MD simulations and poor heme charge parametrization may have been
responsible for this effect.
Hence, the main goal of this work was to refine the QM parametrization of the redox centers,
i.e. obtain new and more accurate charge sets, incorporate them in the new 53A6 GROMOS
force field, and finally run constant-(pH,E) MD simulations with a ε of 2. Single and multi-
conformational approaches were tested using the RESP scheme. Merz-Kollman and CHELPG
methods were also used.
All tested charge sets and respective charge parametrization methods were found to be valid,
and there is not enough margin to unequivocally select one method as the absolute best. Still,
the RESP fitting procedure is much more versatile than CHELPG and Merz-Kollman, making
it a better suited tool for a generalized derivation of partial atomic charges. When applied
to the constant-(pH,E) MD method, these new and more accurate charge sets, enabled us to
improve Machuqueiro and Baptista’s results. We were, however, unsuccessful in fully repro-
ducing all experimental data. Theoretical and experimental results systematically disagreed
when predicting the Ehalf values for hemes III and IV. The reason behind this incongruity is
something we plan to investigate in future work.
Keywords: cytochrome c3, heme group, charge parametrization, redox titration, constant-
(pH,E) MD
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Resumo
O citocromo c3 tipo I de Desulfovibrio vulgaris Hildenborough (DvH-TpI-c3) e´ uma pequena
prote´ına globular e monome´rica, que se encontra presente no periplasma das bacte´rias reduc-
toras de sulfato Desulfovibrio vulgaris Hildenborough (DvH). E´ constitu´ıdo por 107 red´ıduos de
aminoa´cido e quatro grupos hemo, ligados covalentemente a ciste´ınas da cadeia polipept´ıdica.
Para ale´m disto, os hemos encontram-se ainda coordenados axialmente a dois res´ıduos de
histidina.
Factores como o tamanho reduzido, a estabilidade e a elevada solubilidade desta prote´ına,
fizeram com que ela pudesse ser caracterizada extensivamente por uma larga gama de te´cnicas.
Entre estas te´cnicas contam-se a espectroscopia de RMN, que contribuiu largamente para o seu
conhecimento estrutural e termodinaˆmico; e a espectroscopia de raios-X, que permitiu obter
estruturas cristalogra´ficas bastante detalhadas da prote´ına em questa˜o, tornando-a na prote´ına
multi-he´mica mais bem caracterizada de todas.
Todos os estudos anteriormente mencionados, mostram que os quatro hemos do DvH-TpI-c3 se
encontram muito pro´ximos uns dos outros, exibindo, por isso, um forte acoplamento entre si e
com grupos a´cido/base na vizinhanc¸a. Como tal, na˜o e´ surpreendente verificar que o potencial
de reduc¸a˜o de cada hemo e´ dependente do estado de oxidac¸a˜o dos outros treˆs hemos (potencial
de interacc¸a˜o redox ou cooperatividade homotro´pica), e para ale´m disto, depende ainda do
pH (efeito redox-Bohr ou cooperatividade heterotro´pica). Estes feno´menos teˆm vindo a ser
extensivamente estudados atrave´s de me´todos experimentais e teo´ricos, tendo consitu´ıdo uma
a´rea de investigac¸a˜o priorita´ria no Instituto de Tecnologia Qu´ımica e Biolo´gica (ITQB), sob a
alc¸ada do Professor Anto´nio V. Xavier.
O efeito redox-Bohr pode ser descrito como uma forte dependeˆncia dos potenciais de reduc¸a˜o
dos grupos hemo com o pH, o que em termos termodinaˆmicos, corresponde a uma dependeˆncia
dos potenciais de reduc¸a˜o de centros redox com o estado de inonizac¸a˜o de centros protona´veis,
atrave´s de interacc¸o˜es electroesta´ticas. Isto e´ tido como sendo de especial importaˆncia biolo´gica
em citocromos c3, uma vez que ocorre a valores fisiolo´gicos de pH. Deste modo, pensa-se que este
efeito seja fulcral a` func¸a˜o deste tipo de prote´ınas, e em especial ao DvH-TpI-c3, uma vez que
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a aquisic¸a˜o concertada de electro˜es e proto˜es na mesma mole´cula, constitui um meio fisiolo´gico
relevante de transfereˆncia dos electro˜es e proto˜es gerados pela hidrogenase, apo´s cata´lise da
oxidac¸a˜o revers´ıvel do hidroge´nio molecular. De um modo termodinaˆmico, a aquisic¸a˜o de
electro˜es, gerados pela hidrogenase, por parte do DvH-TpI-c3, leva a uma mudanc¸a do estado
redox dos grupos hemo, e consequentemente a` alterac¸a˜o da sua electrosta´tica. Esta mudanc¸a
tem efeito em grupos a´cido/base nas redondezas, que por sua vez sofrem alterac¸o˜es no seu
pKa, tornando-se mais receptivos a eventos de (des)protonac¸a˜o.
Em 2009, Machuqueiro e Baptista utilizaram esta prote´ına como meio de validac¸a˜o da sua nova
implementac¸a˜o do me´todo estoca´stico de titulac¸a˜o, o me´todo de dinaˆmica molecular a pH e
potencial de reduc¸a˜o, E, constantes. Como o pro´prio nome indica, este me´todo possibilita
a realizac¸a˜o de simulac¸o˜es de dinaˆmica molecular a pH e E constantes, e com isto permite
a amostragem conjunta de conformac¸a˜o proteica, protonac¸a˜o, e estados redox. Isto torna o
me´todo em questa˜o u´nico, uma vez que na˜o se conhecem outras abordagens com caracter´ısticas
semelhantes. Tendo em considerac¸a˜o as particularidades da prote´ına em questa˜o, a escolha
desta para testar a performance deste novo me´todo torna-se bastante intuitiva. Se a isto
se acrescentar o facto que os potenciais de reduc¸a˜o de cada hemo sa˜o bastante pro´ximos, i.e.
dentro de um intervalo de 80 mV, ou 1.3 unidades de pH; e que o erro associado a` determinac¸a˜o
de pKa do me´todo de titulac¸a˜o estoca´stico e´ da ordem das 0.8 unidades de pH, tem-se um
teste bastante exigente a`s capacidades do me´todo de dinaˆmica molecular a pH e E constantes.
Embora tenham obtido resultados encorajadores, os autores do me´todo em questa˜o na˜o pu-
deram deixar de reparar num resultado em particular. Foi verificado que a qualidade dos resul-
tados obtidos com esta metodologia se encontrava dependente do valor da constante diele´ctrica,
ε, atribuida a` prote´ına. Isto e´ algo que nunca tinha sido verificado anteriormente, em qualquer
um dos estudos efectuados com o me´todo de dinaˆmica molecular a pH constante. Na realidade,
este tipo de resultado e´ algo que seria esperado caso se estivesse na presenc¸a de um me´todo de
estrutura r´ıgida de Poisson-Boltzmann/Monte Carlo, onde toda a reorganizac¸a˜o estrutural e´
assegurada pela constante diele´ctrica. Como tal, pensa-se que na origem do problema anteri-
ormente mencionado, estejam eventos na˜o estruturais, como por exemplo, a redistribuic¸a˜o das
cargas apo´s oxidac¸a˜o/reduc¸a˜o dos grupos hemo.
Posto isto, o principal objectivo deste trabalho prende-se com a resoluc¸a˜o do problema an-
teriormente formulado, atrave´s da reformulac¸a˜o/refinamento da parametrizac¸a˜o quaˆntica dos
centros redox (hemos), de modo a obter novos grupos de cargas mais precisos.
Primeiramente, decidiu-se efectuar toda uma revisa˜o ao composto modelo representativo dos
grupos hemo de DvH-TpI-c3. Isto deve-se ao facto de se pretender introduzir mais detalhe
ao modelo original. Para tal testou-se a inclusa˜o de propionatos desprotonados, uma vez
que o pKa dos propionatos e´ inferior ao pH fisiolo´gico a ser simulado. No entanto, estudos
vquaˆnticos preliminares do novo modelo, revelaram que este na˜o possui validade qu´ımica a
um n´ıvel electro´nico, como se provou atrave´s da ana´lise das orbitais moleculares de valeˆncia
e da densidade de spin electro´nico, realizada com a prote´ına em va´cuo. Na sequeˆncia destes
resultados, proposeram-se modelos e metodologias alternativas, cujo teste na˜o foi poss´ıvel, dado
o cara´cter temporal limitado do trabalho aqui apresentado. Assim sendo, foi decido manter
o mesmo modelo utilizado em estudos anteriores. No entanto, antes de proceder a qualquer
outro tipo estudo, provou-se pela primeira vez a validade deste modelo a um n´ıvel quaˆntico.
Uma vez definido o modelo, procedeu-se ao design racional de toda a metodologia a empregar,
de modo a obter novos conjuntos de cargas para o modelo de hemo de DvH-TpI-c3. Embora
os quatro hemos da prote´ına em questa˜o sejam todos do mesmo tipo, i.e. estruturalmente
ideˆnticos, estes apresentam uma variabilidade conformacional significativa entre si, o que e´
mais que suficiente para originar cargas ato´micas parciais diferentes para cada um dos grupos
hemo. Como tal, foi dada como prioridade, a obtenc¸a˜o de cargas atrave´s de me´todos multi-
conformacionais, como e´ o caso do RESP. No entanto, porque as cargas determinadas por
Oliveira et al. em 2005, e utilizadas por Machuqueiro e Baptista em 2009, sa˜o obtidas tendo
em conta uma u´nica conformac¸a˜o, a do hemo I, decidiu-se explorar igualmente me´todos uni-
conformacionais como o CHELPG e o Merz-Kollman. O me´todo de obtenc¸a˜o de cargas RESP
foi igualmente utilizado numa abordagem uni-conformacional, a` semelhanc¸a do que foi feito
anteriormente. Decidiu-se manter o hemo I como sendo a estrutura a utilizar nas abordagens
uni-conformacionais, dado o facto de ser o hemo cujo RMSD cruzado e´ menor, quando se
compara a sua estrutura contra as outras treˆs.
De um modo geral, foram testadas seis tipos de abordagens. RESP multi-conformacional das
estruturas de raios-X dos quatro hemos presentes na estrutura cristalogra´fica; RESP multi-
conformacional das estruturas dos quatro hemos apo´s optimizac¸a˜o de geometria livre; RESP
multi-conformacional das estruturas dos quatro hemos apo´s optimizac¸a˜o de geometria fixa, em
que quatro a´tomos chave de cada hemo foram restringidos a` sua posic¸a˜o original da estrutura
de raios-X; CHELPG, Merz-Kollman e RESP atendendo apenas a` estrutura cristalogra´fica do
hemo I.
A ana´lise comparativa dos seis conjuntos de cargas obtidos, revelou que o me´todo CHELPG
originou as cargas mais diferentes de todas, o que na˜o e´ de estranhar face a`s diferenc¸as si-
gnificativas no algoritmo de amostragem utilizado neste me´todo, em relac¸a˜o ao Merz-Kollman,
e em u´ltima ana´lise, ao RESP, que e´ uma extensa˜o do Merz-Kollman. Para ale´m disto, as
abordagens multi-conformacionais originam resultados diferentes dos obtidos com abordagens
uni-conformacionais. Isto e´, mais uma vez, algo que seria esperado uma vez que conformac¸o˜es
diferentes, teˆm, em princ´ıpio, poteˆnciais electrosta´ticos diferentes, e consequentemente dife-
rentes cargas ato´micas parciais. Em suma, e num compto geral, os resultados obtidos em cada
um dos conjuntos de cargas, revelaram ser bastante concordantes com previso˜es baseadas na
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intuic¸a˜o qu´ımica.
Outra descoberta interessante, prende-se com o facto de os a´tomos mais perto do centro de
coordenac¸a˜o apresentarem as maiores variac¸o˜es de cargas entre os seis conjuntos testados. Este
resultado e´ encarado como sendo relevante, na medida em que estes a´tomos esta˜o directamente
envolvidos nos eventos de oxidac¸a˜o/reduc¸a˜o que ocorrem em cada a´tomo de ferro pertencente
ao centro de coordenac¸a˜o. A sensibilidade electrosta´tica destes a´tomos corrobora a delicadeza
do sistema aqui estudado. Para ale´m disso, realc¸a a importaˆncia de se realizarem diversas
parametrizac¸o˜es de cargas deste modelo.
Tendo determinado seis conjuntos de cargas adequados ao modelo em questa˜o, procedeu-se ao
teste dos mesmos com o me´todo de dinaˆmica molecular a pH e E constantes. Foram realizados
triplicados de cada conjunto de cargas a oito potenciais de reduc¸a˜o diferentes. Utilizou-se,
ainda, um novo campo de forc¸as, o GROMOS 53A6. Em suma, foram realizadas 144 si-
mulac¸o˜es, com 10 ns cada, obtendo-se um total de 1.44 µs de simulac¸a˜o de dinaˆmica molecular
a pH e E constantes.
Cada uma das simulac¸o˜es previamente mencionadas, foi analisada atrave´s do seu RMSD ao
longo do tempo e da fracc¸a˜o de reduc¸a˜o para cada um dos quatro grupos hemo. De um modo
geral, todas as simulac¸o˜es, independentemente do conjunto de cargas utilizado, mostraram
encontrar-se equilibradas a` passagem do quinto nanosegundo de simulac¸a˜o. Para ale´m disto,
ficou demonstrado que todos os hemos se encontram efectivamente a titular durante toda a
simulac¸a˜o.
Quanto a` avaliac¸a˜o da estabilidade proteica, efectuaram-se analises de raio de girac¸a˜o, per´ımetro
he´mico, fluctuac¸o˜es (RMSF), e de estrutura secunda´ria por meio de DSSP. Destas ana´lises,
conclui-se que a grande maioria das simulac¸o˜es e´, de facto, esta´vel. Foram, no entanto, encon-
trados casos pontuais em que a prote´ına demonstra um certo grau de instabilidade. Na origem
desta instabilidade esta˜o os elevados valores de RMSF de res´ıduos de aminoa´cido envolvidos
em motivos de estrutura secunda´ria como “hairpins”, “turns” e he´lices. A variabilidade asso-
ciada a “hairpins” e “turns” e´ tida como sendo uma consequeˆncia da adaptac¸a˜o da prote´ına
ao meio aquoso, sem grande relevaˆncia na instabilidade proteica. A instabilidade dos motivos
em he´lice, por sua vez, pode ser atribu´ıda ao pro´prio campo de forc¸as usado, que foi indiciado
como sendo responsa´vel pela desestabilizac¸a˜o de he´lices em pe´ptidos e prote´ınas. Ainda assim,
estes casos pontuais de instabilidade foram considerados insignificantes quando comparados
com a maioria das simulac¸o˜es, levando a concluir que na˜o afectam, de modo algum, a vali-
dade das simulac¸o˜es. Para ale´m disto, nas simulac¸o˜es em que se verificou haver algum ind´ıcio
de instabilidade proteica, ficou provado que os hemos se encontram a titular normalmente,
atendendo aos padro˜es estabelecidos.
As curvas de titulac¸a˜o redox gerais, obtidas para cada conjunto de cargas testado, mostram
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uma enorme consisteˆncia entre si, considerando quer a sua elongac¸a˜o, quer o seu declive. Mais
ainda, as curvas revelam que as titulac¸o˜es esta˜o compreendidas num intervalo de potencial de
reduc¸a˜o mais plaus´ıvel que o obtido previamente por Machuqueiro e Baptista, em 2009. Apo´s
ajuste de cada curva ao modelo experimental, adaptado de Turner et al. (1996), obtiveram-se
resultados bastante satisfacto´rios, tendo em conta alguma falta de amostragem.
Os valores de Emod, Ehalf e RMSD, determinados para cada conjunto de cargas, revelaram,
uma vez mais, grande consisteˆncia entre si. Esta consisteˆncia entre conjuntos de cargas, leva-
nos a concluir que o me´todo de titulac¸a˜o estoca´stica, de um modo geral, mostra ser bastante
robusto a pequenas diferenc¸as nos paraˆmetros de carga ato´mica. Num plano individual, os va-
lores de Emod aqui obtidos mostram ser bastante discordantes em relac¸a˜o ao valor apresentado
anteriormente, no trabalho realizado por Machuqueiro e Baptista. A noto´ria deslocac¸a˜o dos
Emod para valores mais negativos que o Ehalf (-220 mV) apresentado por Harbury et al., em
1965, para um derivado octapept´ıdico de coordenac¸a˜o bis-histidinil, e´ algo que seria esperado
a` partida, e constitui uma melhoria relativamente ao trabalho anterior. Tendo em conta os
Ehalf obtidos neste trabalho, torna-se noto´rio que os hemos I e II se encontram a titular a
potenciais de reduc¸a˜o bastante pro´ximos. No entanto, os hemos III e IV mostraram um enorme
divergeˆncia quanto aos seus valores de Ehalf . O facto de se encontrarem a titular a potenciais
de reduc¸a˜o ta˜o distantes reflecte-se no intervalo ma´ximo de Ehalf .
Quanto a`s ordens de reduc¸a˜o dos hemos, obtidos atrave´s da organizac¸a˜o dos Ehalf de modo
crescente, nota-se que, a` excepc¸a˜o dos conjuntos de cargas obtidos pelos me´todos RESP MC
Fixo e CHELPG, foi poss´ıvel prever a ordem de reduc¸a˜o correcta dos hemos I e II, entre si.
Os hemos III e IV encontram-se sempre desordenados, algo que na˜o e´ novidade atendendo ao
estudo anterior. No entanto, a natureza sistema´tica destes resultados e´ algo que na˜o pode
ser ignorada. Face a estes resultados, decidiu efectuar-se um pequeno teste, que consistiu em
trocar os Ehalf obtidos experimentalmente para os hemos III e IV, e posteriormente recalcular
todos os RMSD para cada conjunto de cargas em relac¸a˜o ao dados experimentais alterados. Os
resultados deste simples teste foram surpreendentes, na medida em que, se obtiveram descidas
concertadas dos RMSD para valores baix´ıssimos, reflectindo uma precisa˜o incr´ıvel. Para ale´m
disto, se se considerar que a ordem experimental dos hemos III e IV esta´ trocada, e´ poss´ıvel
prever a ordem completa de reduc¸a˜o dos quatro hemos para a maioria dos conjuntos de cargas.
Este resultado, absolutamente ine´dito, e´ algo que deve ser investigado com maior detalhe em
estudos posteriores.
O acoplamento entre grupos a´cido/base e centros redox foi estudado atrave´s do ca´lculo das
suas correlac¸o˜es. Num compto geral, os resultados obtidos mostraram ser parcialmente concor-
dantes com estudos anteriores de estrutura r´ıgida de Poisson-Boltzmann/Monte Carlo e com os
resultados apresentados ulteriormente, em 2009. No entanto, foi poss´ıvel capturar uma maior
quantidade de interacc¸o˜es directas e, especialmente, indirectas, entre hemos, mediadas pelo
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res´ıduo de histidina 67. Este tipo de observac¸a˜o corrobora a precisa˜o do modelo electrosta´tico
utilizado. Contudo, na˜o foi poss´ıvel determinar qualquer tipo de cooperatividade positiva entre
os hemos I e II, a` semelhanc¸a do que fora reportado experimentalmente. No entanto, e por
mais que uma vez, tem sido argumentado que esta cooperatividade possa ser um artefacto do
procedimento de ajuste dos dados experimentais.
Tambe´m ficou demonstrado que o DvH-TpI-c3, quando parcialmente reduzido, pode acomodar
um nu´mero de electro˜es titula´veis acima ou abaixo do seu valor me´dio, o que se pensa ser fulcral
a` func¸a˜o desta prote´ına em condic¸o˜es de na˜o equil´ıbrio.
Em suma, neste trabalho, todos os conjuntos de cargas utilizados e respectivos me´todos de
parametrizac¸a˜o sa˜o va´lidos. Tendo em conta os resultados obtidos de um modo geral, na˜o e´
poss´ıvel afirmar com certeza absoluta qual dos me´todos e´ o melhor. Contudo, o me´todo de
ajuste restrito ao potencial electrosta´tico (RESP), pela sua versatilidade, parece ser a ferra-
menta mais indicada para a derivac¸a˜o generalizada de cargas ato´micas parciais. Para ale´m
disto, ficou claro, que as definic¸o˜es e paraˆmetros utilizadas nos estudos de mecaˆnica quaˆntica,
efectuados neste trabalho, sa˜o bastante apropriados para o modelo em questa˜o, visto terem
apresentado um bom compromisso entre precisa˜o, velocidade e transferibilidade. A aplicac¸a˜o
de novos, e mais detalhados, conjuntos de cargas ao me´todo de dinaˆmica molecular a pH e
E constantes, permitiu obter melhorias significativas aos resultados previamente publicados
por Machuqueiro e Baptista. Mesmo assim, na˜o foi poss´ıvel reproduzir todos os resultados
experimentais, verificando-se uma discordaˆncia sistema´tica aquando da previsa˜o dos valores
de Ehalf para os hemos III e IV. Esta incongrueˆncia e´ algo para a qual esta´ planeada uma
investigac¸a˜o em detalhe num futuro pro´ximo. Uma primeira abordagem passara´, certamente,
pela revisa˜o exaustiva dos trabalhos pioneiros de Turner et al. (1992-96).
Palavras-chave: citocromo c3, hemo, parametrizac¸a˜o de cargas, titulac¸a˜o redox, dinaˆmica
molecular a pH e E constantes
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Chapter 1
Introduction
Before going into further detail regarding the main introductory details of the present work, a
brief explanation of why each section was created is necessary. Since this thesis main subject
revolves around quantum mechanical (QM) atomic charge parametrization of Desulfovibrio
vulgaris Hildenborough type I cytochrome c3 (DvH-TpI-c3) heme group(s) model(s), and sub-
sequent molecular dynamics (MD) simulations of the mentioned system with (hopefully) im-
proved force field charge parameters, a different approach to the whole biological/biochemical
background of the model protein felt imperative. Most emphasis in this chapter will be given
to the mechano-chemical (thermodynamic and structural) knowledge of the system, due to
its inherent importance to the understanding of the work reported in this thesis. Little, but
sufficient, insight about the biological background of hemeproteins and their role in anaerobic
bacteria will be given, in order to assure that the reader can become familiar with the addressed
subject.
Quantum and molecular mechanics (MM), continuum electrostatics (CE) and constant-(pH,E )
molecular dynamics will be addressed in a simple way, to enable the reader to blend and make
the logic connections between addressed physico-chemical fields and the studies presented here.
Detailed considerations regarding these themes will be addressed in Chapter 2.
1.1 Sulfate-reducing bacteria and hemeproteins
Sulfate-reducing bacteria (SRB) are a group of microorganisms, comprising both bacteria and
archaea, which derive energy from the anaerobic respiration of sulfate. They are capable of
using lactate, pyruvate, formate and other organic compounds as electron donors, and can even
grow chemolithotrophically using hydrogen as the electron donor. The hydrogen metabolism
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plays a central role in the energy-generating mechanisms of these microorganisms, i.e. the
reduction of sulfate, which is a true respiratory process, leading to oxidative phosphorylation
through a still poorly understood electron-transfer pathway [1, 2].
Extensive studies have been conducted on the metabolism of these bacteria, as well as on
the characterization of their protein components. A great number of periplasmic electron
carriers exhibiting low redox potentials and some interesting and unique redox enzymes have
been characterized in these bacteria. However, and as stressed before, the sulfate respiratory
process is still poorly understood. In particular, and contrary to other types of organisms, the
terminal reductases involved in sulfate reduction are not membrane-bound, but cytoplasmic,
and therefore cannot be directly involved in proton translocation across the membrane [3].
Hemeproteins are widespread in all groups of living organisms, from archaea to eukaryotes,
and from aerobes to anaerobes. In particular, the Desulfovibrio genus of the SRB is known
for having an unusually high number of multiheme cytochromes c [4]. These cytochromes
appear to be involved in the electron transfer linked to the hydrogen oxidation [5]. Among all
characterized cytochromes, type I cytochrome c3 (TpI-c3) is the most abundant and is present
in all Desulfovibrio species [6]. Regardless the low sequence homology between TpI-c3 of
different species, their three-dimensional structure shows a common topology organized around
the four-heme cluster, suggesting that this spatial organization is essential for the function of
the protein. Likewise, the multiple heme structural motif seems to be a common feature for
other members of the multiheme cytochromes c. Still, despite the structural similarities, TpI-
c3 possesses a distinct in-vivo role from other cytochromes c, e.g. the type II cytochrome c3,
and the 16 and 9-heme cytochrome. The former three cytochromes display affinity for the
membrane [7] while TpI-c3 is a soluble protein, being their common electron donor, acting as
a mediator for electron transfer from periplasmic hydrogenases [8].
1.2 Heme group characterization
1.2.1 Structural details - porphyrin and axial ligands
The heme moiety is a porphyrin, which, through its four pyrrol nitrogens binds to one iron in an
almost square planar geometry. Anaerobes usually display three common types of porphyrins
(see Figure 1.1). Only the c-type hemes are covalently bound to the polypeptide chain,
through thioether linkages between the porphyrin vinyl side-chains and cysteinyl residues,
usually forming a common aminoacid sequence motif -Cys-X-X-Cys-His- [9]. In hemeproteins,
the iron is usually, either, five- or six-coordinated, and the axial ligands are provided by
aminoacid residues of the protein backbone. Only a very limited type of residues have been so
far identified for this role in naturally occurring proteins. In most cases, the fifth ligand is a
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Figure 1.1: Most common heme groups found in proteins from anaerobes. Taken
from [4].
histidine, which, in the particular case of c-type cytochromes, is a histidine residue immediately
following the two cysteines in the aforementioned sequence motif. In six-coordinated hemes,
the other axial ligand is generally either a methionine or a histidine [4, 9]. Six coordinated
hemes are generally low-spin in both oxidation states. The ligand field at the heme iron is very
close to the crossover point for the high- and low-spin states. Variations of the strength of one
of the axial ligands may change the spin state. Interference with the axial ligand nature is also
known to yield a large change in the oxidation-reduction potential. Mus-Veteau et al. (1992)
reported a large increase of at least 200 mV of one of the four oxidation-reduction potentials
in Desulfovibrio vulgaris Hildenborough type I cytochrome c3 upon site-directed mutagenesis.
This replacement of the sixth coordination axial ligand, histidine 70, by a methionine residue
occurred without significant alteration of the structure [10].
1.2.2 Redox characteristics
Heme-iron is usually limited to two stable redox states:
• Fe(II), i.e., ferrous iron.
• Fe(III), i.e., ferric iron.
Even though the amplitude of stable redox states available to heme-iron is low, hemeproteins
are able to cover a wide range of reduction potentials, with values ranging from ∼-500 mV
to ∼+400 mV. This is probably why hemeproteins are found in most electron transfer chains,
from anaerobic to aerobic systems [4].
The reduction potential of a heme group is dependent on multiple, interplaying factors, like:
• The axial ligands;
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Figure 1.2: Reduction potential range covered by heme proteins. Taken from [4].
• The heme environment;
• The redox-linked chemical equilibria [9–11].
In general, the reduction potential decreases with increasing σ donor capability of the axial
ligand. In most cases, methionine bound hemes present the highest reduction potentials, while
histidine bound ones have the lowest, as can be seen in Figure 1.2. Once again, site-directed
mutagenesis experiments confirm this statement [10]. Nevertheless, heme-bound axial ligands
cannot be accounted as the sole variable which controls their reduction potential. At most, axial
ligands are but one of the factors behind the evident differences in reduction potential between
the different naturally occurring cytochromes. Therefore, the actual reduction potential of
a heme is a result of several interplaying electrostatic factors, such as electric charges on
neighbor or even distant residues, dipolar and hydrogen-bonding interactions, solvent exposure,
and heme-heme interactions (henceforth designated as homotropic interactions). Redox-linked
equilibria also contributes to the fine control of the reduction potential. In short, the redox
behavior of these proteins is extremely complex, due to multiple homotropic (heme-heme redox
potential interactions) and heterotropic (heme redox potential to pKa of ionizable groups
interactions) cooperativities [12].
1.3 Desulfovibrio vulgaris Hildenborough type I cytochrome
c3 (DvH-TpI-c3)
Desulfovibrio vulgaris Hildenborough type I cytochrome c3 (DvH-TpI-c3) is a small (Mr 13,000)
globular and monomeric tetraheme protein (Figure 1.3a) present in the periplasm of the sul-
1.4. COOPERATIVITY EVENTS IN DVH-TPI-C3 5
(a) DvH-TpI-c3. (b) Heme I from DvH-TpI-c3.
Figure 1.3: DvH-TpI-c3 and respective heme structure. (a) DvH-TpI-c3 secondary
structure with highlighted heme numbers. (b) Atomic representation of the heme I structure.
fate reducing bacteria Desulfovibrio vulgaris Hildenborough (DvH). It is constituted by 107
residues plus four hemes covalently bound to cysteines in the polypeptide chain together with
bis-histidinyl axial ligation, as can be seen in Figure 1.3b [6]. The small size, stability and
high solubility of this protein enabled its characterization by a wide variety of techniques,
including NMR spectroscopy, which has been successfully applied in structural and thermo-
dynamic studies [13, 14]. A detailed crystallographic structure has also been obtained by
X-ray spectroscopy, making it the best characterized multiheme protein [15, 16]. All these
studies showed that the DvH-TpI-c3 hemes are covalently held together in close proximity,
exhibiting strong coupling between themselves and nearby acid/base groups. Therefore, and
as stated in Section 1.2.2, it comes with no surprise that the heme reduction potential is
dependent on the oxidation state of the other three hemes (redox interaction potential) and on
the pH (redox-Bohr effect). These events have been extensively studied by experimental and
theoretical approaches [12, 14, 17–26].
1.4 Cooperativity events in DvH-TpI-c3
As briefly discussed in Section 1.2.2 and Section 1.3, DvH-TpI-c3 is known to exhibit
cooperativity between the four hemes among themselves and the hemes and acid/base groups,
which means each heme redox potential is dependent on the oxidation state of the other three
hemes (redox interaction potentials or homotropic cooperativity) and the heme redox potentials
are pH dependent (redox-Bohr effect or heterotropic cooperativity), respectively [12].
The redox-Bohr effect was firstly described by Papa et al. [27] in other proteic systems,
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and was one major research field at the Instituto de Tecnologia Qu´ımica e Biolo´gica (ITQB),
through a series of experimental and theoretical (essentially thermodynamic) studies in tetra-
heme cytochromes c3, with special mention to Professor Anto´nio V. Xavier [12, 14, 17–26].
In short, this effect can be described as a strong pH dependence of heme reduction poten-
tials, corresponding to a thermodynamic dependence between the reduction of redox sites
and the ionization of protonable sites, due to their electrostatic interaction. This effect is
thought to be of potential physiological significance in cytochromes c3, since it occurs even
at physiological values of pH. Therefore, the redox-Bohr effect is thought to allow (thermo-
dynamically) correlated electron and proton capture in the same molecule, which constitutes
a physiologically relevant mechanism of transferring the electrons and protons generated by
hydrogenase from molecular hydrogen oxidation. While hemes receive the generated electrons,
protonatable sites in the protein, by consequent changes in their pKavalues, are more prone
to (de)protonation events. The order of oxidation of the hemes has been established for quite
some time, and the occurrence of positive cooperativity (higher affinity for electrons than it
would be expected for independent groups) between heme I and II of DvH-TpI-c3, is consen-
sual [12, 14, 17, 25, 26]. Although the relative positions of the hemes are known from the
X-ray crystal structure [15, 16], the nature and position of the acid-base groups responsible
for the redox-Bohr effect has yet to be determined unequivocally. However, most theoretical
studies point towards propionate D from heme I being the major responsible for the redox-
Bohr effect [18, 22, 24]. Its effect on the redox potential of individual hemes, as calculated by
electrostatic calculations, correlates very well with the experimental order of influence, making
it a likely candidate. Moreover, the comparison between the protein structure in the fully
oxidized state, obtained by X-ray [15, 16], and a structure in the fully reduced state, obtained
by multidimensional NMR [13], shows the existence of small but significant differences, mostly
localized near a loop close to heme I. At last, heme I is always dominant in the redox-Bohr
effect, since its redox potential is the most sensitive to changes in pH, which also suggests that
the protonable site responsible for the redox-Bohr effect is indeed in close proximity.
1.5 Energy transduction mechanism
Even though the molecular basis for the energy transduction mechanism of Desulfovibrio vul-
garis Hildenborough type I cytochrome c3, as well as its implication in the energy generation
mechanism, has not been unequivocally demonstrated, it is possible to propose a mechanism for
its functional activity, based on the information gathered throughout the years of experimental
and theoretical research.
Analysis of the populations for the oxidation states of the different hemes calculated [12]
at pH 6.6, the optimum pH for growth of these bacteria (DvH) [28], suggests a concerted
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Figure 1.4: Oxidation states for DvH-TpI-c3 at pH 6.5. (a) Populations of the different
oxidation stages versus solution potential (Roman numerals number of hemes oxidized). (b)
Reduced fraction of each heme (sequence numbering) versus solution potential. The bold curve
represents the overall reduced fraction of the protein. Taken from [17].
proton-assisted 2e− step. Furthermore, the rather steep slope of the population curves [17]
(see Figure 1.4) for the two hemes with intermediate redox potentials (heme I and II), confirm
the former statement. This is, also, reflected by the relatively low population attained by stage
II, which includes the molecules with two hemes oxidized.
Combined, these results clearly show that in the pH range between the pKa for stage I and
that for stage III, DvH-TpI-c3 will perform a 2e−/2H+ concerted step. Therefore it is par-
ticularly well designed to work as a coupling protein to the enzyme hydrogenase. The energy
transduction performed by this protein is called “proton thrusting” to distinguish it from the
“proton pumping“ activity of transmembrane protein complexes. This coupled transfer of two
electrons associated with proton transfer in the physiological pH range is fundamental for the
ability of cytochrome c3 to accelerate the oxidation of hydrogen by hydrogenase, with subse-
quent transfer of electrons to the membrane-associated multiheme cytochromes, which vary
depending on the organism. In conclusion, Figure 1.5 depicts the overall mechanism of charge
separation promoted by DvH-TpI-c3 [5, 17].
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(a) Thermodynamic and mechanistic bases for en-
ergy transduction by DvH-TpI-c3.
(b) Schematic illustration of the central role of
DvH-TpI-c3 in the bioenergetic system of sulfate-
reducing bacteria.
Figure 1.5: Energy transduction mechanisms of DvH-TpI-c3. (a) The cubane diagram
for the charge separation mechanism achieved by cycling between oxidation stages I and III
is shown at the bottom. The top diagram gives the macroscopic thermodynamic parameters.
Taken from [17]. (b) Functional energy transduction cycle performed by DvH-TpI-c3. Taken
from [5].
1.6 Scope and structure of this work
As mentioned before (see Section 1.3), Desulfovibrio vulgaris Hildenborough type I cy-
tochrome c3 (DvH-TpI-c3), which is the subject of this work, has been extensively studied
by, both, experimental and theoretical means. Recently, Machuqueiro and Baptista [29] used
this proteic model as a means of validation and proof of concept for their new implementation
of the stochastic titration method [30], the constant-(pH,E ) MD method. This method makes
it possible to perform molecular dynamics simulations at constant pH and reduction potential.
It was applied to the redox titration of DvH-TpI-c3, and enabled to obtain a major finding:
• The method showed a better performance when a high dielectric constant, ε, was assigned
to the protein regions [29].
This dependence on the value of protein dielectric constant was never found in previous
constant-pH MD simulations [30–33]. Several explanations were formulated in order to un-
derstand this phenomenon. The most reasonable is related with the, eventually, excessively
high heme-heme interactions at the low dielectric constants. DvH-TpI-c3 constitutes a tight
densely packed structure where the heme reduction potentials are very close (within a range of
80 mV, or 1.3 pH units), making it a very demanding test case in terms of prediction, since 1.3
pH units is not so far from the constant-pH MD method pKa prediction error (∼0.8 pH units)
reported by Machuqueiro and Baptista in 2008 [33]. Thus, the very low residue to heme ratio
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observed in the DvH-TpI-c3, enhances the previously mentioned homotropic and heterotropic
cooperativities observed in this protein (see Section 1.4).
The authors also noticed that the order of reduction of the hemes (III < II ≤ I < IV, with
increasing value of reduction potential) was only partially well predicted even at higher values
of ε (heme III is always out of order). This need for higher ε seems to indicate a lack of
reorganization effects in the simulations. The observed increase of heme interactions with the
decrease of ε is what one would expect in a rigid-structure Poisson-Boltzmann/Monte Carlo
(PB/MC) study, where reorganization must be entirely captured by ε. The constant-(pH,E )
MD method should not be affected by this, since structural reorganization should in principle
occur explicitly via MM/MD, as discussed in [33]. However, and taking into account that the
heme groups are structurally limited to planar tilting and to the small fluctuations allowed
by the anchoring cysteines, it is only natural to think that in order for the hemes to achieve
significant structural reorganization, its charges, in both the oxidized and reduced state, need
to be accurately determined. New charge sets obtained with more accurate quantum theory,
basis sets and methodology can eventually result in a more extensive conformation-reduction
coupling, and might end up affecting structural reorganization because of trapping or hysteresis
effects.
With the former statements in mind, the main goal of this work is to refine the parametrization
of the redox centers, i.e. obtain new and more accurate charge sets; incorporate them in the new
53A6 GROMOS force field [34]; and finally run MD simulations of the new systems at constant
pH (6.6, the assumed value for the physiological pH in the periplasm of Desulfovibrio vulgaris
Hildenborough bacteria) and reduction potential values (within a range which comprises the
mean reduction potentials for each of the four hemes).
1.7 Methodology
As stated before (see Section 1.6), even though Machuqueiro and Baptista were successful
in proving the concept behind the constant-(pH,E ) MD method [29], they have met with
several problems regarding the validation of their results. The main suspicion behind the poor
results obtained when simulating DvH-TpI-c3 at low ε, lies on the system’s electrostatics,
moreover, the parametrized partial atomic charge values for the heme group model, determined
in [35]. These charges were calculated upon a single heme group model derived from the
DvH-TpI-c3 heme I X-ray structure. No extra care was given to the fact that each of the four
hemes present in DvH-TpI-c3 displays significant conformational differences among each other.
Moreover, positive redox cooperativity between hemes implies a redox-linked conformational
change [14], i.e., whenever a heme changes its redox state within DvH-TpI-c3, its conformation
10 CHAPTER 1. INTRODUCTION
also changes. Thus, in order to accurately parametrize the charges of the heme groups present
in the aforementioned cytochrome, one need to account for conformational diversity (between
hemes, and within each heme at different redox states). Charges obtained for a single heme
do not apply to other hemes present in the same protein1, and do not take into account the
aforementioned redox-linked conformational change. Forcing the other three hemes to share
the same charge parameters obtained specifically for heme I, is expected to result in undesired
electrostatic strain.
There are less than a handful of ways to obtain partial atomic charges for empirical force field
parametrization. The most obvious way is perhaps a “semi-empirical approach”2, i.e. a rational
partial atomic charge attribution with successive testing, which (with luck and a lot of labor)
can lead to acceptable charge sets for systems with less electrostatic sensitivity. However, more
sensitive systems, as DvH-TpI-c3, require much more accurate charge sets, which can only be
obtained by specific charge derivation schemes based on highly accurate QM and QM/MM
(hybrid quantum mechanical and molecular mechanical) calculations3. Enhancements to the
charge parametrization of the heme groups from DvH-TpI-c3, published in [35], can only
be made by increasing the electronic detail of the system, from which the atomic charges of
the heme group models are determined. This can be achieved through the use of better and
more appropriate basis functions, while improving the self-consistent field (SCF) convergence
criteria as well. Full and partial geometry optimizations of each heme structure at both redox
states, are also important, since crystal and solution protein structures differ in conformation.
Furthermore, crystallographic X-ray structures are obtained at specific redox states, and as
mentioned before, hemes undergo a redox-linked configuration change. Finally, considerable
attention should also be given to the testing of several different charge derivation methods,
specially to the ones which enable a multi-configurational analysis.
In sum, charge parametrization involves strenuous planning, exploration and patience. No
charge derivation method is, a priori, predictably better than another, and an “intelligent”
amount of possibilities must always be explored and subsequently tested. At the end of the
day, the best charge set is the one which yields the best results for a given empirical force field
based method; which in the case presented here, is the constant-(pH,E ) MD method. Many,
many factors exert direct influence upon this observation. Moreover, one must be prepared
to accept the fact that not always what seems to be more logical ends up producing better
results. Sometimes, empirical force field based simulation methods work better with charge
sets obtained from, often considered, “less elegant” charge derivation methods, by the simple,
1As long as their conformation and surrounding protein environment is not equal, the subjacent electrostatics
will most likely be different.
2This term appears in quotation marks for the simple fact that all charge derivation methods, even the ones
based on quantum mechanical properties, are semi-empirical at heart. See next chapter’s Section 2.1.7 for a
more detailed explanation.
3The later, QM/MM, was not tested during the course of this work, due to the limited time available.
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yet powerful fact that, they were developed and parametrized together. Still, a rational choice
of model structure and charge derivation method is considered indispensable.
In the next chapter, the reader will be given a comprehensive presentation of the theory and
methods behind the work presented here.

Chapter 2
Theory and methods
2.1 Quantum mechanics
This chapter deals with a subject that is often considered to be difficult. Difficult or not,
quantum mechanics happen to be the only way to quantify and qualify several microscopic
phenomena, e.g. black body radiation, the photoelectric effect, atomic stability and spec-
troscopy, among others. This stands because classical physics, whose overwhelming success
until the end of the nineteenth century made people believe that the ultimate description of
nature had been achieved, fails miserably when trying to explain them. For example, Einstein’s
1905 theory of relativity showed that the validity of Newtonian mechanics ceases at very high
speeds, i.e. at speeds comparable to that of light. In addition to this, many other discoveries
and theories by Planck, Bohr, Compton and de Broglie, led the way to what became quan-
tum mechanics. Specially, Compton’s 1923 discovery gave the conclusive confirmation about
the corpuscular nature of light, showing that, at this scale, classical physics fails not only
quantitatively but even qualitatively and conceptually.
Even though this subject is extremely interesting, this thesis does not intend to review the
main physical ideas and experimental facts that defied classical physics and led to the birth of
quantum mechanics. Nor does it intend to inform the reader about the most general physical
and mathematical aspects of quantum mechanics. These subjects are found in most general
physical chemistry textbooks1. Furthermore, being a biochemist and not a physicist, the
author of this dissertation is in no position to offer the reader a detailed description of such an
extensive and complex subject as quantum mechanics. Therefore, the main aim of this chapter
is to remind the basic elements of quantum mechanical methods that are most widely used in
molecular modelling, specially model geometry optimization and subsequent charge derivation
1See [36] for a useful review of quantum mechanics concepts and applications.
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methodologies, which are essential to force field parametrization (see Section 2.2.2), one of
the main subjects of this thesis.
2.1.1 The Schro¨dinger equation
“Although Bohr’s model for the atom produced results that agree well with experimental
spectroscopy, it was criticized for lacking the ingredients of a theory. Like the “quantization”
scheme introduced by Planck in 1900, the postulates and assumptions adopted by Bohr in
1913 were quite arbitrary and do not follow from the first principles of a theory. It was the
dissatisfaction with the arbitrary nature of Planck’s idea and Bohr’s postulates as well as
the need to fit them within the context of a consistent theory that had prompted Heisenberg
and Schro¨dinger to search for the theoretical foundation underlying these new ideas. By
1925 their efforts paid off: they skillfully welded the various experimental findings as well
as Bohr’s postulates into a refined theory: quantum mechanics.”
in Quantum Mechanics, Concepts and Applications (2009) [36]
Even though the starting point for any discussion of quantum mechanics is the Schro¨dinger’s
equation, it is relevant to mention that Dirac showed Heisenberg’s matrix mechanics, to be
equivalent to Schro¨dinger’s wave mechanics formulation. However, Schro¨dinger’s formulation
is more intuitive than the matrix mechanics, describing the dynamics of microscopic matter by
means of a wavefunction, ψ, which is obtained from a differential equation that is a function
of space, spin and time. It returns the probability of the position of each particle in a given
system over all space. Mathematically, it is a function of an infinite space that maps all the
possible states of the system [37].
Considering situations where the external potential, V , is independent of time (which happens
in stationary systems), the Schro¨dinger equation is written as follows:
Hψ = Eψ , (2.1)
where H is the Hamiltonian operator,
H = h¯
2
2m
∇2 + V , (2.2)
and
∇2 = δ
2
δx2
+
δ2
δy2
+
δ2
δz2
. (2.3)
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The Schro¨dinger equation (Equation 2.1) refers to a single particle, usually an electron2, of
mass m moving through space under the influence of an external field, V . E stands for the
energy of the particle and h¯ is the reduced Planck constant or Dirac’s constant (h¯ = h2pi ). ∇2
is often mentioned as del-squared, which is the square of the vector operator del. When del
operates upon a scalar function, it produces a vector which is the gradient of that function.
The del and del-squared operators are very important in quantum mechanics. For instance, del
shows up in the definition of the linear momentum operator (not shown here), while del-squared
appears in the definition of the Hamiltonian operator (as seen in Equation 2.2).
E is often regarded as the expectation value of H for a N -body particle system. Solving
the Schro¨dinger equation involves finding the values of E and functions ψ that, when the
wavefunction is operated upon the Hamiltonian, it returns the wavefunction multiplied by
the energy, as in Equation 2.1 [38]. Solutions to Schro¨dinger’s equation describe not only
molecular, atomic and subatomic systems, but also macroscopic systems, possibly even the
whole universe!
However, Schro¨dinger’s equation cannot be solved exactly for more than two interacting parti-
cles at a time. Only single electron systems (where a single electron interacts with the nucleus,
a two-body system), like the H, He+1, Li+2 atoms/ions, can be treated with complete detail3.
Any N -body systems with N ≥ 3 cannot be calculated exactly, and need to be treated in an
approximate manner.
The aforementioned mathematical problem has haunted quantum mechanics since its birth,
leading one of its most prominent figures to state the following:
“It would indeed be remarkable if Nature fortified herself against further advances in knowl-
edge behind the analytical difficulties of the many-body problem.”
Max Born (1960)
Until today, Max Born’s wise words remain only partially valid. The impossibility of solving
exactly Schro¨dinger’s equation for the great majority of atoms and molecules led to the emer-
gence of methods and, with the development of computer calculus/simulations, algorithms,
that enabled the attainment of very accurate approximate solutions to this problem. Thus,
2Quantum mechanics can be applied to any particle, since in 1923, de Broglie suggested that the wave-
particle duality is not restricted to radiation. All material particles should also display a dual wave-particle
behavior. This idea was confirmed in 1927 by Davidson and Germer, and later by Thomson, who obtained
interference patterns with electrons. Even macroscopic particles display wave features. See [36] for further
insight.
3Even the simplest molecular species, like H+2 can be solved exactly, through the Born-Oppenheimer ap-
proximation [39], which states that the motion of the electrons can be decoupled from the motion of the nuclei,
whose mass is much bigger. This way electrons can adjust almost instantaneously to any changes in the position
of the nuclei.
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solving exactly the Schro¨dinger equation is no longer the main issue nowadays. The problem
lies in getting quantum mechanics to treat large systems in an acceptable time scale. But this
is a subject out of the scope of this work.
As a consequence of this deadlock the wavefunction may adopt more than one form, or in
other words, no form is necessarily more correct than another. In simple terms, a guessed
wavefunction that yields the lowest energy distribution for all interacting particles in a system
is the always the most accurate one, according to the variation method (see Section 2.1.3 for
a description of the variation method).
2.1.2 Wavefunctions of polyelectronic systems
Without further considerations one of the simplest ways to approximate the wavefunction of
a many-body system is to take the product of properly chosen wavefunctions of the individ-
ual particles. This is, unfortunately, not correct, since it does not take into consideration
the fermionic4 properties of electrons, and therefore is not valid for electron bearing systems
(which compose pretty much 100% of the systems studied in molecular modelling by quantum
mechanics). Multi-fermionic systems, require that the principle of antisymmetry is met. In
other words, the wavefunction must respect the Pauli exclusion principle, which states the
following:
“(...) No two electrons can have the same four quantum numbers, that is, if n, l, and ml are
the same, ms must be different such that the electrons have opposite spins. More generally,
no two identical fermions may occupy the same quantum state simultaneously.”
Wolfgang Pauli (1925)
In 1929, the physicist John Slater, proposed an expression which can be generalized to any
number of fermions by writing it as a determinant. Thus the name Slater determinant. Slater
determinants gave the means of ensuring the antisymmetry of a many-body wavefunction
through the use of matrices [40]. In general terms, for a system of N electrons in spin orbitals
χ1, χ2, ..., χN (where each χN is a the product of a spatial and a spin function), the Slater
determinant is defined as:
ψ(1, 2, ..., N) =
1√
N !
∣∣∣∣∣∣∣∣∣∣
χ1(1) χ2(1) ... χN (1)
χ1(2) χ2(2) ... χN (2)
...
...
...
χ1(N) χ2(N) ... χN (N)
∣∣∣∣∣∣∣∣∣∣
(2.4)
4Fermions are particles with half-integer spin.
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The factor 1/
√
N ! is used in order to normalize the wavefunction. The former equation (E-
quation 2.4), represents the simplest form of an orbital wavefunction that satisfies the anti-
symmetry principle. Manipulation of any two rows of a determinant changes the sign of the
determinant, leading to the antisymmetry property. Furthermore, the determinant vanishes
when any two rows of a determinant are identical, which is the same as saying that no two
electrons can occupy the same spin orbital. This is of significant importance, since it shows
that the Slater determinant obeys Pauli’s exclusion principle, i.e. each spatial orbital can only
accommodate two electrons of opposite spin.
Thus, the resulting wavefunction accounts for the exchange interaction, that is, the wavefunc-
tion describing two indistinguishable particles must be inverted in sign (antisymmetric) if the
labels of the two particles are changed.
Several theories which give good approximations to the real solution of the Schro¨dinger equa-
tion incorporate Slater’s determinant. In the following section (Section 2.1.3), one of the
most common ab initio5 methods will be presented.
2.1.3 Hartree-Fock method
The Hartree-Fock method (HF), often called self-consistent field method (SCF), is an approxi-
mate method for the determination of the ground-state wavefunction and ground-state energy
of a quantum many-body system. It was one of the first methods used in quantum computa-
tions, but its inherent weaknesses and the development of computers made it quite obsolete
nowadays. Its inclusion in this work is mainly due to the fact that it is at the base of most
post-Hartree-Fock methods, making it a cornerstone in quantum mechanics.
It is mainly used to generate initial guesses of the system’s wavefunction, since it requires
fewer computational resources, when compared with more advanced methods, usually yielding
results comparable to the ones obtained by most molecular mechanics methods. In order to
supplant the need of very accurate approximations to the exact Schro¨dinger’s equation solution,
one should rely on more advanced quantum mechanical methods, such as the so-called post-
Hartree-Fock methods and/or density functional theory.
In the HF method, a single Slater determinant is used as an approximation to the electronic
wavefunction. The single-determinant approximation does not take into account Coulomb cor-
relation, which accounts for the instantaneous repulsion between electrons. Instead, it uses
a mean field potential. This leads to a total electronic energy different from the exact solu-
tion of the non-relativistic Schro¨dinger equation within the Born-Oppenheimer approximation.
Therefore the Hartree–Fock limit is always above the exact energy. This difference is often
5Ab initio: from the beginning; from first principles.
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mentioned as the correlation energy. In more accurate theories (like the multi-configurational
self-consistent field, configuration interaction, quadratic configuration interaction, and com-
plete active space SCF, CASSCF), a linear combination of Slater determinants is needed,
which results in smaller correlation energy gaps, and, therefore, better approximate solutions
to the Schro¨dinger equation.
As said before, an extensive explanation of the mathematical and algorithmical basis of this
theory is out of question. Still, it is important to mention how is it that the algorithm converges.
The self-consistent field calculation has an iterative character, in which wavefunctions are
guessed and tested in a repeating fashion, until the SCF converges. At each iterative step a
wavefunction is evaluated by the variation theorem. This method is based on the variational
principle, and is usually used in quantum mechanics in order to find functions which minimize
or maximize the value of quantities that depend upon those functions. In other words, when
one has a system for which it is known what the energy depends on (the Hamiltonian is known),
and one cannot solve the Schro¨dinger equation to figure out the ground state wavefunction,
one may try any normalized wavefunction. The expectation value of the Hamiltonian for the
trial wavefunction is always greater than or equal to the actual ground state energy. This is
because the ground state of the Hamiltonian will always represent the lowest energy eigenstate.
Thus, the best trial wavefunction will be the one which yields the lowest expectation value of
the H among all guesses. Needless to say that if the expectation value equals the ground state
energy, the trial wavefunction is equal to the wavefunction of the ground state of the studied
system (which never happens, since the HF doesn’t embody an accurate representation of the
electronic correlation energy).
The best wavefunction is obtained when the energy of the system it represents is at a minimum,
i.e. the first derivative of the energy, δE, is zero. When this happens, SCF is said to have
converged and the best possible quantum representation for the system is achieved.
The accuracy of HF method accounts for about 99% of the total energy of the studied system.
This might seem very accurate at first sight, but considering that some systems may present
a total energy of millions of kJ/mol, the 1% error (correlation energy) can be significant (see
Figure 2.1).
2.1.4 Density functional theory
The Schro¨dinger equation for wavefunctions is exact, but, as seen before, hard (and even
impossible for most relevant systems) to solve. The density functional theory (DFT) introduces
a completely different approach, by which one attempts to calculate the total electronic energy
and the overall electronic density distribution, without needing to guess the full N -electron
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Figure 2.1: Electron correlation energy in terms of various levels of theory of solutions
for the Schro¨dinger equation.
wavefunction as done in (post-) HF method(s). Hence, the name density functional theory
comes from the use of functionals of the electron density.
Still, both HF and DFT consider single-electron functions. The main difference between these
methods are that HF actually tries to solve the Schro¨dinger equation, while DFT is based on
the Hohenberg-Kohn (HK) theorems [41], which state the following:
• If two systems have the same ground-state density ρ, they are identical.
• ρ is a fullgood fingerprint of the system, and one does not need to know ψ.
• If one knows ρ, one knows (in principle) everything about the system.
In sum, the HK theorems show that the energy of a given system, E, is a unique functional
of ρ(rN ). rN is the positional vector of the system’s N electrons. Henceforth, in DFT, the
energy functional is written as a sum of two terms:
E[ρ(rN )] =
∫
Vext(rN )ρ(rN )dx+ F [ρ(rN )] (2.5)
The first term is related to the interaction of the electrons with an external potential, Vext(rN ),
usually representing the Coulomb interaction with the nuclei. The second term is the sum of
the kinetic energy of the electrons and the electron correlation interaction (correlation energy).
The main problem with KH theorem equation (Equation 2.5) is that the function F [ρ(rN )]
is unknown. Luckily, in 1965, Kohn and Sham [42] suggested that F [ρ(rN )] could be approx-
imated as a sum of three terms:
F [ρ(rN )] = EKE [ρ(rN )] + EH [ρ(rN )] + EXC [ρ(rN )], (2.6)
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where EKE [ρ(rN )] is the kinetic energy6, EH [ρ(rN )] is the electron-electron Coulombic energy,
and EXC [ρ(rN )] accounts for the contributions from exchange and correlation interactions.7
Similarly to what is done in the HF method, solving the Hohenberg-Kohn and Kohn-Sham
equations (Equation 2.5 and Equation 2.6) involves a self-consistent approach. The first
step requires an initial guess of the density. Iterative steps involving a variational approach
are done until convergence is achieved, or in other words, until ρ and F [ρ(rN )] fit each other.
The only approximation that needs to be done in DFT methodology is due to the exchange-
correlation functional. A consequence of the KS theorem is that one only knows the exact
functionals for exchange and correlation for the free electron gas. Moreover, only the correlation
interaction is not known for other systems. Therefore, some approximation needs to be done,
in order to obtain an estimative of its value in a given system. This, however, accounts for less
than 1% of the total value of F [ρ(rN )] (and even less towards E[ρ(rN )]). Furthermore, even
though the exchange interaction is known exactly, an approximate treatment usually leads to
a big cut in computational effort.
Interestingly, it has been noticed that by treating both, correlation and exchange phenomena,
in an approximate manner, a compensation of errors occurs! This interesting fact is considered
to be at the base of the success of the density functional approach.
Since its initial theoretical development [41, 42] and subsequent pioneer use in computational
chemistry [43], DFT has become increasingly popular. It has been one of the most used
methods in all computational chemistry research field. However, in the beginning, even though
the results of DFT calculations agreed quite satisfactorily with experimental data, and the
computational costs were relatively low when compared to traditional ways (based on the
complicated many-electron wavefunction, like Hartree-Fock theory and its descendants), DFT
was not considered accurate enough for calculations in quantum chemistry.
This was due to the approaches used in the calculation of the Kohn-Sham exchange-correlation
functional, which were theoretically poor in comparison to the well supported HF theory and
its descendants. Yet, all this changed in the 90’s, with a steady stream of publications in which
different approaches to the approximations made to the exchange-correlation functional were
proposed. These eventually led to the advent of hybrid HF/DFT methods, such as the the
popular B3LYP (Becke, three-parameter, Lee-Yang-Parr) exchange-correlation functional (see
Section 2.1.4.1).
6For a system of non-interacting electrons with the same density ρ(rN ) as the real system [38].
7The explicit mathematical formulation of each term will not be presented as it does not add up to the
general information one wants to offer to the reader.
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2.1.4.1 Hybrid HF/DFT methods
Hybrid Hartree-Fock/density functional theory methods are a part of the DFT world in which
the strengths from HF methods and pure DFT approach are combined, yielding a new class
of robust and versatile exchange correlation functionals. In spite of many researchers had long
recognized the beauty of this approach, combining the exact exchange term of HF methods
with the correlation component from the local density approximation (DFT), it never really
worked well. Thus, this field is in great extent dependent on the work of the German physical
chemist Axel D. Becke, which effectively combined both approaches in a successful manner
[44].
Several types of hybrid combinations have been made in the last years, most of them heavily
influenced by Becke’s approximate exchange functionals, with correlation functionals varying
the most. Perhaps the most successful and popular exchange-correlation functional is the
B3LYP functional. It is formed by combining Becke’s three-parameter8 exchange functional
[45] and the nonlocal correlation functional of Lee, Yang and Parr [46]:
EB3LY PXC = (1− a0)ELSDAX + a0EHFX + aX∆EB88X
+ aCELY PC + (1− aC)EVWNC
(2.7)
From Equation 2.7 a0, aX and aC are the three parameters which weight each term. They
are empirical coefficients obtained by the least-squares fitting to experimental data, published
in [45]. ELSDAX is the exchange energy under the local spin density approximation; E
HF
X is
the exact exchange energy (from HF theory); ∆EB88X is Becke’s own gradient correction for
exchange [45]; ELY PC is Lee-Yang-Parr’s correlation functional (with gradient term) [46]; and
EVWNC is the standard local correlation functional due to Vosko, Wilk and Nusair [47].
In sum, this functional has an accuracy compared to some expensive ab initio methods at
essentially basic Hartree-Fock cost, which explains its above mentioned popularity and success.
No other single functional outperforms B3LYP over all types of calculations. This is also why
it is the method used in this work, for both model geometry optimizations and atomic charge
derivation. Still, B3LYP is not the best at everything. In good truth, it isn’t even good at
everything [48]. For very specialized calculations, it might be a good idea to use a functional
purpose-built for that effect. Furthermore, B3LYP is considered by some as about to become
obsolete, and there are some tests already undergoing with the purpose of designing even better
functionals which share B3LYP versatility and simplicity but surpass its accuracy [49].
8The three parameters in Becke’s exchange functional determine the relative weights of the exact, local and
gradient-corrected nonlocal contributions to exchange.
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2.1.5 Basis sets
A basis set is a mathematical representation of the atomic orbitals of atoms within a molecule.
It can be interpreted as restricting each electron to a particular region of space. In simple
terms, the larger the basis set, the fewer constraints9 are attributed to electrons and the more
accurately it approximates exact atomic orbitals. In the true quantum mechanical picture,
electrons have a finite probability of existing anywhere in space. However, calculating an
infinite basis set expansion doesn’t seem wise for obvious reasons. So, depending on the
accuracy needed, one can opt from several available basis sets [50].
From what has been discussed in Section 2.1.2, Slater type orbitals would seem a good
choice for describing molecular orbitals on the basis of a linear combination of atomic orbitals
(LCAO), but unfortunately, Slater functions are not particularly amenable to implement in
molecular orbital calculations10. A basic routine in quantum mechanics is to replace Slater
orbitals with Gaussian functions. In fact, Slater orbitals have been demonstrated to be more
accurate than a similar number of Gaussian functions for molecular orbital computations. Still,
it is preferable to use Gaussian functions, even if larger numbers of functions are needed to yield
similar accuracy11. What makes using Gaussian functions so practical is that the product of
two Gaussians can be expressed as a single Gaussian, located along the line joining the centers
of the two Gaussians.
In the following subsections, a review of the main types of basis sets used in quantum mechanics
is given.
2.1.5.1 Minimal basis sets
As the name suggests, minimal basis sets are constituted by the smallest number of basis
functions needed for each electron in a neutral atom. In here, fixed size atomic orbitals are
used. For example:
• H and He: 1s.
• Li - Ne: 1s, 2s, 2p(x, y, z).
• Na - Ar: 1s, 2s, 2p(x, y, z), 3s, 3p(x, y, z), and so on.
9See Section 2.2.3.8 for a useful discussion on the difference between constraints and restraints.
10Yet, some QM computational programs use this approach. Take the Amsterdam Density Functional (ADF)
software as an example [51].
11The well known computational chemistry software Gaussian [52] (used in quantum mechanics calculations
presented in this work) gained its name from from its use of Gaussian orbitals to speed up calculations compared
to those using Slater-type orbitals.
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This type of basis set is known as single zeta basis sets. Exclusively minimal basis sets are
almost of no use, and offer more problems than solutions. The minimal basis functions are
nowhere near enough to describe, for example, non-spherical aspects of the electronic distri-
bution. Being fixed, they cannot even contract or expand, which is a major disadvantage.
2.1.5.2 Split valence basis sets
The problems with minimal basis sets can be (partially) solved if more than one function is
used per each orbital. This is the principle behind double zeta, triple zeta,..., N zeta basis
sets. These are called split valence basis sets, as they multiply the number of functions for
each valence orbital. Similarly to the minimal basis sets example, in a double zeta basis set
one has:
• H and He: 1s, 1s’.
• Li - Ne: 1s, 2s, 2s’, 2p(x, y, z), 2p(x, y, z)’.
• Na - Ar: 1s, 2s, 2p(x, y, z), 3s, 3s’, 3p(x, y, z), 3p(x, y, z)’, and so forth.
Here, a linear combination of contracted functions with different sizes is assumed, and whether
a more or less contracted representation of that particular orbital is needed, is determined
automatically during the SCF procedure. This way, anisotropy can be partially addressed.
At this point one can now present a rationale for the nomenclature of most basis sets used in
the Gaussian 03 program [52]. A very common basis set is the 6-31G. The number 6, reflects
the number of Gaussian functions used to describe contracted core atomic orbitals (used in
the minimal basis set part). The numbers after the hyphen indicate the number of Gaussians
used in the valence functions. If there are two such numbers, it is a double zeta basis set. If
there are three (like in 6-311G), is refers to a valence triple zeta. The number to the left of the
letter G (which stands for Gaussian) is always relative to the number of Gaussian functions
used to describe the split 1s orbital of hydrogen atoms [38, 50, 53].
6-31G extensions will be used to exemplify more complex basis sets presented in the next
sections.
2.1.5.3 Polarized basis sets
In very simple terms, polarized basis functions allow orbitals to change shape, something that
cannot be done with split valence basis sets. It is extremely useful to treat strongly anisotropic
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charge distributions. This is done by adding orbitals with different angular momentum to the
core orbitals. For example, adding d functions to a carbon atom, or f functions to a transition
metal.
The nomenclature is as follows: 6-31G(d) or 6-31G* means that d functions are added to the
heavy atoms12 of the split valence basis set 6-31G. If p functions are also added to hydrogen,
one has to write its name as 6-31G(d,p) or 6-31G**. The first term within the parenthesis
is always related to the functions added to heavy atoms, and the second term describes the
functions added to the hydrogen atoms. More complex polarized basis sets are addressed in
the same fashion. 6-31G(3df,2pd) puts three d functions and one f function on heavy atoms,
while two p and one d functions are added to hydrogen atoms [38, 50, 53].
2.1.5.4 Diffuse functions
In order to deal with species such as anions and molecules containing lone pairs, whose electron
density tends to delocalize from the nuclear centers, one should use diffuse functions. These
functions are large-size versions of the s- and p-type functions, in contrast to the standard split
valence functions, allowing orbitals to occupy a larger region of space. Without this approach
significant errors in energies and other molecular properties may occur. Basis sets using diffuse
functions are often said to be augmented.
When 6-31G(d,p) is augmented, it is usually written like 6-31G+(d,p) or 6-31G++(d,p). A
single plus indicates that heavy atoms have been augmented with an additional one s and one
set of p functions. A second plus indicates the presence of diffuse s functions on hydrogen
[38, 50, 53].
Accurate basis sets often comprise all the above mentioned functions. Complex quantum
mechanical models, like the one presented in this work, require the use of complex basis sets,
in order to accurately describe the diamagnetic and paramagnetic properties of the iron atom
in the heme moiety. Something as complex as 6-311G++(3df,3pd)13 would in principle enable
a very detailed study of the mentioned heme groups. It is, however, extremely heavy duty for
the machine to compute. A single point energy calculation14 would take an absurd amount of
time to complete, given both the complexity of the basis set and the number of atoms present
in the model (approx. one hundred).
Beyond the third row of the periodic table (in which Fe is included), one should not use the
above mentioned basis sets. They are just too complex to handle. Thus, a new approach needs
12Non-hydrogen atoms.
13Valence triple zeta, plus triple polarization, plus diffuse functions on all atoms.
14Energy calculation at a single, fixed point on the potential energy surface of the model.
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to be taken, and effective core potentials may be the answer. That is what will discussed in
the following section.
2.1.5.5 Effective core potentials
Effective core potentials (ECP), some times also referred as pseudopotentials, enable the han-
dling of heavy atoms beyond the third row of the periodic table. Transition elements, which
are often found in biological entities like proteins, are elements whose atom has an incomplete
d sub-shell, or which can give rise to cations with an incomplete d sub-shell (IUPAC defini-
tion) [54]. This makes their orbitals difficult to treat by conventional basis sets (accurate
orbital description involves many complex functions). Thus, the general idea behind ECP is
that the well-behaved electrons near the nucleus can be treated in an approximate way, while
troublesome valence d electrons are treated rigorously [55].
Since core electrons are little affected by the atomic environment, it is common to consider
only explicitly the valence electrons in the calculation and to subsume the core electrons into
the nuclear core. Usually, the true potential in the core regions is replaced by a much weaker
one called a pseudopotential. It represents the way in which the valence electrons interact with
the combined nucleus plus core electrons [38, 55]. This way the number of terms required for
the plane wave expansion of the wavefunction is drastically reduced, and quantum calculations
become less demanding while attaining the same accuracy [50, 55].
The Schro¨dinger equation was developed without considering relativity, that is, the electron
rest mass is not a constant of the electron velocity. When approaching speeds comparable
to that of the speed of light, the electron mass increases exponentially towards infinity. Even
though most particles being currently studied do not attain speeds comparable to that of light,
and therefore their mass remains more or less constant, electrons in heavy elements do attain
relativistic speeds15. Luckily, pseudopotentials enable some relativistic effects to be included
in the model [38, 50, 55, 56].
LANL2TZ(f), is a good example of an advanced ECP basis set, whose name derives from Los
Alamos National Laboratory 2-triple zeta split valence functions with f polarization.
2.1.6 Geometry optimizations
As stated before in Section 2.1.1 footnote 3, the notion that the motion of the electrons can
be decoupled from the motion of the nuclei, whose mass is much bigger, is key to quantum
15References [55, 56] offer a very good mathematical description of the relativistic problem in heavy elements,
as well as its inclusion in effective core potentials.
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mechanics. Only by embracing the Born-Oppenheimer approximation [39], is one able to solve
approximately the Schro¨dinger equation for molecular systems (more than one nucleus moving
at the same time). This is due to the fact that in the original Schro¨dinger equation, the
Hamiltonian16 contains pairwise attraction and repulsion terms for all particles, which means
that no particle moves independently of all the others. As such, it is highly convenient to
decouple the motions between electrons and nuclei. When computing the electronic energy
for fixed nuclear positions (the nuclear kinetic energy term is taken to be independent of the
electrons), correlation in the attractive electron-nuclear potential energy term is eliminated,
and the repulsive nuclear-nuclear potential energy term becomes a simply evaluated constant
for a given geometry. Thus, the term V in Equation 2.2 becomes a constant for a given set
of nuclear coordinates [57].
Without the Born-Oppenheimer approximation one would lack the concept of a potential en-
ergy landscape. The potential energy landscape is nuclear to the whole geometry optimization
theme, as it represents the mathematical relationship linking molecular structure and the re-
sultant energy [50, 57].
In good truth a quantum mechanics geometry optimization is no more than a molecular me-
chanics energy minimization, presented in Section 2.2.3.4. The only difference is in how
the (potential) energy of a given molecular geometry is determined. In fact, QM geometry
optimization and MM energy minimization even share minima locating algorithms. Although
not exactly equal, these algorithms and their convergence criteria differ very little. Thus, the
reader is encouraged to jump into Section 2.2.3.4 of this work for a deeper description of
energy minimization and minima locating algorithms. Gaussian 03 uses the Berny geometry
optimization algorithm, which is based on an earlier program written by H. B. Schlegel [58].
The program has been considerably enhanced since this earlier version using techniques either
taken from other algorithms or never published.
In general terms geometry optimizations attempt to locate minima on the potential energy
landscape, thereby predicting equilibrium structures of molecular systems. Transition states
are also possible to locate, since they correspond to saddle points between two (local) minima.
Yet, finding transition structures requires a different approach, which is not relevant to work
presented here.
At both minima and saddle points, the first derivative of the energy (the gradient) is zero.
This means that all the forces at such a point are zero and it is thus called a stationary point.
All successful optimizations locate a stationary point, which is always a local minima of the
potential energy landscape. No method developed so far is guaranteed to find the absolute
minimum (the most stable conformation possible). Locating minima depends completely on
16As opposed to Equation 2.2, which refers to the so-called “electronic” Schro¨dinger equation Hamiltonian
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the input molecular structure.
2.1.7 Atomic charge analysis
As stated in the introductory chapter of this work (moreover, in Section 1.6), one of the main
goals of the studies presented here is to “refine the parametrization of the redox centers, i.e.
obtain new and more accurate charge sets” in order to adjust the 53A6 GROMOS force field
to the DvH-TpI-c3 heme model. In fact, the calculation of effective atomic charges plays an
important role in the application of quantum mechanical calculations to molecular systems.
Moreover, the determination of effective atomic charges is crucial to the calculation of elec-
trostatic interactions in molecular mechanics simulation packages. The package used here, i.e.
constant-(pH,E ) MD method [29–33, 59, 60], is no different, as it uses the calculated charges
(implemented in the modified 53A6 GROMOS force field [34]) as parameters in MM/MD as
well as PB/MC calculations17.
Atomic charges, unlike the electron density, are not a quantum mechanical observable, i.e. they
are not expectable from first principles. Hence, all charge derivation methods are ultimately
arbitrary at heart. No method can be referred as theoretically more exact than another. They
can, however, be compared on the basis of the electrostatic performance of their partial atomic
charges for a given molecular system. In sum, despite all fundamental problems, the need for
reliable procedures for the calculation of atomic charges will therefore persist. [57].
It is also pertinent to mention that most partial atomic charge derivation methods available
lack a detailed comparison with one another. Most published studies that actually go through
the trouble of testing these methods and comparing their results, often do not cover all the
important factors, like dependency on basis set, theory level18 and choice of molecular structure.
Furthermore, often these methods are compared on the basis of the results yielded for a single
molecular model, or a group of related molecules19.
Partial atomic charge derivation methods can be based on very diverse physicochemical prop-
erties [53]:
• Population analysis of wavefunctions.
• Partitioning of electron density distributions.
17See Section 2.2, Section 2.3, Section 2.4 and Section 2.5, and their subsections for further insight on
MM/MD, force fields, and PB/MC calculations.
18By theory level one means the type of quantum mechanical Hamiltonian representation, i.e. if one uses HF
or post-HF methods, DFT, and so on.
19Reference [57] is a good example of an exhaustive comparative study between methods which, unfortu-
nately, lacks diversity in model testing.
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• Charges derived from density-dependent properties.
• Charges derived from electrostatic potential.
• Charges derived from spectroscopic data.
• Charges from other experimental data.
Only the first four methodologies are attainable by computational quantum calculations.
In this work, three main methods were tested: CHELPG [61], Merz-Kollman (MK) [62,
63], and MK subjected to the RESP fitting procedure (both, single and multi-conformational
approaches) [64]. In all these methods atomic charges derive from the electrostatic potential.
Mulliken population analysis (which is based on the analysis of the wavefunction) is also
discussed ahead [65], due to its ubiquitous character in Gaussian 03 calculations20.
2.1.7.1 Mulliken population analysis
Mulliken charges arise from the Mulliken population analysis, one of the few charge derivation
methods which has actually achieved textbook status. Despite this fact, they are better known
for their deficiencies than for their strengths. Still, its a very popular method due to its
simplicity and calculus speed.
This method involves a direct partitioning of the molecular wavefunction into atomic contribu-
tions by an arbitrary orbital-based scheme. In other words, the electrons are divided up among
the atoms according to the degree of contribution of each atomic orbital to the overall wave-
function [53]. Furthermore, the overlap population between pairs of atoms is evenly divided
between the two atoms, without taking into account the differences in atom type, coefficients,
electronegativity, among others [66].
Therefore, it comes as no surprise that Mulliken charges depend strongly on the choice of basis
set, since each kind of basis set depicts orbitals differently. Mulliken charges usually cover a
very broad range of charges for the same atom in equal models, if tested with diverging basis
sets. This is, obviously, regarded as a major disadvantage for most applications [57].
The only main advantage of population analysis methods over electrostatic potential based
charge derivation methods is that the latter usually yields weak estimates of the charges of
buried atoms21, while Mulliken’s estimates are usually acceptable. By buried atoms one means
atoms which lie deep inside the molecular van der Waals surface.
20It is calculated by default even in the simplest analysis possible, i.e. a single point energy calculation.
21A justification for this deficiency will be discussed in the sections ahead.
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2.1.7.2 CHELPG - Charges from electrostatic potentials using a grid based
method
In the CHELPG method, atomic charges are fitted to reproduce the molecular electrostatic
potential (MESP) at a number of points around the molecule. Usually the term MESP is
replaced with ESP, for electrostatic potential. ESP is one of the most obvious properties to
reproduce if one wants proper partial atomic charges to model short to long range molecule-
molecule interactions, as is done in MM/MD simulations [53, 66].
In this class of methods, as a first step of the fitting procedure, the ESP is calculated at a
number of gridpoints around the molecule of interest. The number of gridpoints to consider can
be controlled by the user. These gridpoints are evenly spaced apart and regularly distributed
in a cube where the molecule is inserted. The dimensions of the cube are chosen so that the
molecule is located at the center of the cube. All points falling inside the van-der-Waals radius
of the molecule are discarded from the fitting procedure [61].
Interestingly, charge calculation methods based on the fitting to the electrostatic potential
(including CHELPG and Merz-Kollman, which is discussed below) are not well suited for the
treatment of larger systems, where some of the innermost atoms are located far away from
the points at which the ESP is computed. In such a situation, variations of the innermost
atomic charges will not lead to significant changes of the ESP outside of the molecule and
therefore fitting of these atomic charges will yield fuzzy results. It should be remembered that
atomic charges depend strongly on the molecular conformation. The representative atomic
charges for flexible molecules should hence be computed as average values over several molecular
conformations [57, 64, 66]. Such a task is not as trivial as one may think, and is often very
laborious. Luckily the RESP fitting procedure, discussed below, was designed with the purpose
of making this task easier and more precise [57, 64].
Still, it is worthy to state that the CHELPG method shows a significantly more systematic and
predictable behavior than the methods based on an analysis of the wavefunction. CHELPG
derived charges do not deviate much from each other when tested with different levels of theory
and basis sets. CHELPG also reproduces the quantum mechanically determined multipole
moments well and also optimally reproduces the intermolecular interactions with surrounding
molecules. These are often regarded as major advantages of this method [53, 57].
2.1.7.3 Merz-Kollman method
The Merz-Kollman method, often abbreviated to MK, is largely similar to the CHELPG
method. They mainly differ in the choice of the points where the electrostatic potential is
30 CHAPTER 2. THEORY AND METHODS
calculated from. The MK scheme uses points on nested Connolly surfaces22, with a density of
1 point/A˚, in contrast to the cubic approach used in the CHELPG method. It is noteworthy
that CHELPG method samples from a 10 times higher point density than the MK method
[57, 62, 63, 66]. This can be evened out by manually setting a higher number of points to
the MK method in Gaussian 03 input file.
MK derived charges usually show a bigger dependence on the orientation of the molecule when
compared to CHELPG counterparts [66].
2.1.7.4 RESP - Restrained electrostatic potential fitting method
The RESP fitting scheme is a modified version of the MK method, that fits the quantum
mechanically calculated ESP at molecular surfaces using an atom-centered point charge model.
When used in simulation methods, the ESP derived charges are known to overestimate the
strengths of inter- and intramolecular interactions. RESP uses a restraint function23 during the
fitting of the partial charges to the electrostatic potential, so that the magnitudes of the charges
may be attenuated [67, 68]. Technically the restraint function is a penalty function applied to
the least-squares charge fitting procedure, which imposes restraints on non-hydrogen atomic
charges to a target charge. Usually in RESP a target charge of zero is used in conjunction with
a nonharmonic restraint function which gives a satisfactory solution to the problem of charge
transferability (conformational dependence) and intramolecular electrostatics.
In this work, all charges, except the coordination iron atom, were given total freedom to vary
during the RESP fitting process. The deeply buried and poorly determined heme-iron charges
were fit to the default Mulliken charge. The rationale behind this is that Mulliken derived
charges are obtained directly from the wavefunction population analysis, thus exhibiting a low
conformational dependence as they do not depend on the molecular ESP. Therefore, they are
good candidates for the target charge of deeply buried atoms, such as the heme-iron atom [64].
In general, the less solvent-exposed an atom is, the least well determined it is. This is because
the ESP points used in fitting the MK charges must lie outside the van der Waals surface
of the molecule, and buried charges tend to be poorly determined because even the closest
surface points at which the ESP is evaluated are relatively far away. These events compromise
the overall model, since these intramolecular interactions are critical for understanding both
structure and energetics of complex biomolecular systems [64]. The RESP fitting scheme
enables the user to overcome this difficulty by manually inputing the guess charges for the
aforementioned buried atoms. This is obviously very useful since other methods do not allow
such routine, and the validity of the resulting charge estimates for these type of atoms will
22The accessible surface area (ASA), i.e. the surface area of a biomolecule that is accessible to a solvent.
23Section 2.2.3.8 provides an useful discussion on the difference between constraints and restraints.
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always be questionable.
Another advantage of the RESP fitting process is that it allows the use of forced symmetry.
This is not a controllable advantage in CHELPG and MK methodologies. Furthermore, RESP
fitting protocol offers another powerful feature: the possibility of multi-conformational ESP
derived charge fitting. As stated before, ESP derived atomic charges depend strongly on the
molecular conformation. An accurate description of the atomic charges of flexible molecules
must, therefore, consider the average values over several molecular conformations of that system
[64].
Finally, unrestrained ESP derived charges and the charges obtained from the Mulliken popula-
tion analysis have been shown to perform poorly when compared with RESP derived charges,
for the simulation of biomolecules [68].
For all the reasons stated above, RESP has, not surprisingly, become a very popular par-
tial atomic charge derivation method. Moreover, the AMBER 94 force field was entirely
parametrized by this method [69].
2.2 Molecular mechanics
In the previous section (see Section 2.1), quantum mechanical methods for the geometry
optimization and charge derivation of heme group(s) model(s) from DvH-TpI-c3 were presented
and briefly discussed. The approximate solutions to the Schro¨dinger equation (see Equati-
on 2.1), obtained from QM methods, give the best possible description of a system. If current
math could handle more than two particles moving together, it would be possible to obtain the
exact solution of the Schro¨dinger equation for molecules with more than one electron, which
would give all properties of those systems. However, many of the problems that one would like
to address in molecular modelling are unfortunately too large to be considered by quantum
mechanics. Since QM methods deal with the spatial distribution of the electrons in a system,
the number of considered particles can be enormous, and the calculations are time-consuming.
Usually, when dealing with QM, one is limited to handling systems up to a couple hundreds of
atoms. Above that magnitude, the given QM solutions tend to become less and less accurate,
while the computational cost becomes unbearable.
Molecular mechanical methods ignore the electronic motions and calculate the energy of a
system as a function of the nuclear positions only. All electrons are assumed to be in their
optimum position, while, by using empirical rules, it is possible to calculate energies of the
nuclei. Even though MM is based upon a rather simple (and quite empirical) model of the
interactions within a system, it has been used with significant success (and accuracy) in several
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conformation dependent studies.
2.2.1 Potential energy function
“The potential energy V contains the interesting information regarding intermolecular in-
teractions: assuming that V is fairly sensibly behaved, it will be possible to construct, from
H, an equation of motion (in Hamiltonian, Lagrangian, or Newtonian form) which governs
the entire time-evolution of the system and all its mechanical properties (...). Solution of
this equation will generally involve calculating, from H, the forces fi, and torques τi, acting
on the molecules (...). The Hamiltonian also dictates the equilibrium distribution function
for molecular positions and momenta (...). Thus, generally, it is H (or V) which is the
basic input to a computer simulation program. The approach used almost universally in
computer simulation is to break up the potential energy into terms involving pairs, triplets,
etc. of molecules.”
in Computer Simulation of Liquids (1987) [70]
The value of the Hamiltonian (H) is the total energy of the system being described. For a
closed system of N molecules, H has a potential energy part, dependent on the coordinates,
and a kinetic energy part, dependent on the momenta:
H(q, p) = V (q) +K(p) (2.8)
with,
q = (q1, q2, ..., qN ) (2.9)
p = (p1, p2, ..., pN ), (2.10)
where q are the coordinates and p the momenta of each molecule with N particles.
Hamiltonians can be used to describe such simple systems as a bouncing ball, a pendulum or
an oscillating spring in which energy changes from kinetic to potential and back again over
time. Hamiltonians can also be employed to model the energy of other more complex dynamic
systems such as planetary orbits in celestial mechanics and also in quantum mechanics.
In order to have a Hamiltonian for the system, both, kinetic and potential energies have to
be determined. The kinetic energy is usually given by the following expression from classical
mechanics:
K(p) =
∑
i
‖pi‖2
2mi
, (2.11)
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with pi and mi, respectively, as the momentum and mass of atom i. As can be seen, describing
the kinetic operator of the Hamiltonian is the “easy” part. Obtaining a good model potential
energy which can weight the configurations of the system in a proper way is the main issue.
Since molecular mechanics do not take into consideration properties that depend upon the
electronic distribution in a molecule, several valid assumptions have to be taken in account.
The Born-Oppenheimer approximation [39] (as seen in Section 2.1), makes it possible to
express the Hamiltonian of a system as a function of the nuclear variables (only), since the
(rapid) motion of the electrons are averaged out. Therefore, the classical potential energy,
which is often called a force field, tries to describe as accurately as possible the energy of the
system using a rather simple model of the interactions within a system with contributions from
processes such as the stretching of bonds, the opening and closing of angles, the rotations about
single bonds (intramolecular forces); and non-bonded interactions (intermolecular forces), such
as electrostatic and van der Waals interactions [38, 70, 71]. As a consequence of the simple
form used for the potential energy, the later is not as general as one would like. Hence, there
are force fields appropriate for alkanes, unsaturated and aromatic molecules, carbohydrates,
water, proteins, et cætera. Therefore, the potential energy function can be described as a
mathematical equation that allows for the potential energy, V (rN ) (the potential energy of a
system composed of N particles as a function of the atomic position vector r of each particle),
of a chemical system to be calculated as a function of its three-dimensional structure.
Equation 2.12 represents the simplest mathematical expression describing the potential en-
ergy for a protein system. Additional terms can exist depending on the force field being
considered. For example, one can include additional terms representing system restraints,
i.e. position restraints, angle restraints, distance restraints, orientation restraints and dihedral
restraints, all based on fixed lists. However, the force field used in this work doesn’t include ex-
plicit restraints in the potential energy function. Restraints are applied latter in the simulation
and will be taken into concern ahead in the present chapter (see Section 2.2.3.8).
V (rN ) =Vbonds + Vangles + Vproper dihedrals + Vimproper dihedrals
+VCoulomb + VvdW
(2.12)
The first two terms are related to the harmonic constraints in the bond (two-body) and angle
(three-body) values, respectively. The third and fourth terms are related to the four-body
dihedral angle torsions. Altogether, the following equations represent the bonded interactions
related with the covalently bonded atoms:
Vbonds =
∑ 1
2
kb(b− b0)2 (2.13)
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Vangles =
∑ 1
2
kθ(θ − θ0)2 (2.14)
Vproper dihedrals =
∑
kφ(1 + cos(nφ − δ)) (2.15)
Vimproper dihedrals =
∑ 1
2
kξ(ξ − ξ0)2 (2.16)
Equation 2.13 and Equation 2.14 represent, respectively, the harmonic vibrations of bonds,
b around the equilibrium bond length, b0 (see Figure 2.2a); and bond angles, θ, around the
equilibrium angle, θ0 (see Figure 2.2b). kb and kθ represent the respective force constants.
The aforementioned operators are often regarded as “hard” degrees of freedom, due to the sub-
stantial energies that are required to cause significant deformations from their reference values.
Most variation in structure and relative energies is due to the complex interplay between the
torsional and non-bonded contributions (the later will be addressed further ahead). Torsional
potentials represent the ability (or inability) of a bond to rotate around its own longitudinal
axis. It is inherent to adjacent four-body dihedral angles ijkl. Proper dihedral angles (Equa-
tion 2.15 and Figure 2.2c) are defined according to the IUPAC/IUB24 convention, where ξ is
the angle between the ijk and the jkl planes, with zero corresponding to the cis configuration
(i and l on the same side). The periodic behavior of these interactions can be described by a
sinusoidal function with periodicity n and phase δ (the phase determines which dihedrals have
maxima energies). kφ establishes the height of the torsion energetic barrier. However, some
dihedrals, called improper dihedrals, are meant to keep planar groups planar (e.g. aromatic
rings) or to prevent molecules from flipping over to their mirror images. They are commonly
written in the form of a harmonic term (see Equation 2.16 and Figure 2.2d) that treats
out-of plane distortions, and maintain chirality in the united-atom force fields, which will be
addressed further ahead. The potential energy Vξ due to the improper dihedral ξ depends on
the equilibrium dihedral, ξ0, and the force constant, kξ.
The following mathematical expressions represent the non-bonded interactions present in a
force field as usually modelled:
Vvan der Waals =
∑[(Aij
rij
)12
−
(
Bij
rij
)6]
(2.17)
VCoulomb =
∑
f
qiqj
εrrij
(2.18)
with,
f =
1
4piε0
(2.19)
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The later potential energy term (Equation 2.18), depicts the Coulomb potential for electro-
static interactions between two charged particles (see Figure 2.2f), and the former (Equa-
tion 2.17) is related with the Lennard-Jones potential for van der Waals interactions (see
Figure 2.2e). The non-bonded terms are used for atom pairs separated by three or more
bonds or belonging to different molecules. This is due to the fact that atoms within a molecule
that are close by in the chain, i.e. atoms that are covalently bonded, or linked by one respec-
tively two atoms are so-called first neighbors, second neighbors and third neighbors. Therefore
the interactions of atom i with atoms i+1 and i+2 are mainly quantum mechanical, and they
can not be modeled by a Lennard-Jones potential. Instead it is assumed that these interactions
are adequately modeled by the harmonic bond and harmonic angle terms. The first and second
neighbors (atoms i + 1 and i + 2) are therefore excluded from the Lennard-Jones interaction
list of atom i. For third neighbors the normal Lennard-Jones repulsion is sometimes still too
strong, which means that when applied to a molecule, it would deform or break due to the
internal strain. This is especially the case for carbon-carbon interactions in a cis-conformation
(e.g. cis-butane).
The potential energy due to the van der Waals forces is calculated as a function of the distance
between the atoms being treated with a Lennard-Jones term. It contains a repulsive term
(Aij/r12ij ), which accounts for the electron cloud repulsion, and an attractive term (Bij/r
6
ij),
representing the London’s dispersion forces (instantaneous dipole-induced dipole interactions).
The electrostatic forces are described by a Coulombic term. The product of the atomic charges
qi and qj is divided by the distance between them, rij and the dielectric constant of the medium,
εr. Vacuum permittivity, ε0, is included in the term f from Equation 2.19.
2.2.2 Force fields
In order to define a force field, one must, not only, specify the functional form, but also its
intrinsic parameters. Variables like bond length b, bond angle θ, and dihedral angle φ, among
others, can be determined from the position vector of each particle of the system, rN . Yet,
the various constants from each potential term, such as the bond length constant kb and the
reference bond length b0, are specific for each force field. In good truth, the quality of the force
field is heavily determined by the quality of its parameters. Hence, force field parameterization
is of extreme importance for bringing simulations into a fully quantitative and accurate level.
However, regardless of the parameterization undergone for a certain force field, it will never be
able to reproduce all properties of a system. In fact, a force field will generally predict certain
properties better than others. Transferability of functional form and parameters is thus an
important feature of a force field. Ideally, one would like to use the same set of parameters
to model a wide range of interest molecules. Yet, since force field parameters are obtained
from quantum mechanical calculations and/or experimental data (rendering them empirical),
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(a) Bond (b) Angle (c) Proper dihedral
(d) Improper dihedral (e) van der Waals interactions (f) Non-bonded electrostatic inter-
actions
Figure 2.2: Schematic representation of the interactions present in the potential
energy equation (Equation 2.12). (a), (b), (c) and (d) represent the bonded interactions.
(e) and (f) are non-bonded interactions.
it is not possible to obtain general parameters that satisfy all molecular structures. Therefore,
most force fields are designed to handle a series of related molecules. Some force fields can
be tweaked to treat wider ranges of molecule types, but the accuracy of its predictions is
questionable, and should be used with care. If one desires to use molecular mechanics at a
particularly accurate level, it is desirable to develop a model specific for that molecule.
For example, the partial charges qi in Equation 2.18 try to express the accumulation of
charge which results from the non-uniform electronic distribution over the atoms of the system.
However, this accumulation will depend not only on the type of bonds the atom is involved in,
but also on its general environment, which may exert a further increase on the asymmetry of
the electronic distribution or rather attenuate it. Therefore, accurate determination of atomic
charges is crucial for the performance of the force field used in molecular mechanics/molecular
dynamics. The work present in this thesis, revolves around this subject, as the system being
studied is extremely demanding, that might exert great dependence on the sets of charges
being used. Another example is related with the electronic polarization, which illustrates the
general problem of the system-dependence of force fields. Inclusion of electronic polarization
on force fields would make them much less system-dependent, and is a major topic in current
force field development.
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There other limitations to the accuracy of MM/MD force fields, but nowadays force field
parameterization and associated methodologies are well-enough established. Depending on
which type of molecule one is using as a model, there are several designed force fields to opt
from.
2.2.2.1 United-atom force fields
Usually, in most force fields, often called all-atom force fields, all the atoms present in a
system are explicitly represented in the model being simulated. However, not all non-bonded
interactions present in a system are crucial for its correct calculation. Moreover, it is known
that most non-polar hydrogens (e.g. aliphatic and some aromatic) can be subsumed without
compromising the calculations. This is of great importance, as the number of non-bonded
interactions scales with the square of the number of interaction sites present in the model.
Hence, considerable computational savings are possible if one adopts this methodology.
In a united-atom force field, non-polar hydrogens are subsumed into the atoms which they are
bonded. The simplest example that can be given is the methyl group. In this type of force
field, the methyl group is modeled as a single “pseudo-atom” or “united-atom”. It is obvious
that the van der Waals and electrostatic parameters need to be modified to take account of
the adjoining hydrogen atoms. In the early days of computational chemistry, simulations there
were some problems with this approach, as chiral centers would be able to invert during a
calculation. This was solved through the use of improper torsion terms to keep the side chain
in the correct relative position (see Equation 2.16 in Section 2.2.1). Another problem
usually associated with united-atom force fields was the positioning of the van der Waals
center in the “pseudo-atom”. It was noticed that the van der Waals center position (e.g. of a
methyl group) would need to be offset slightly from the carbon position in order to reflect the
presence of the hydrogen atoms. Toxvaerd’s anisotropic model [72] deals with this issue, by
introducing realistic anisotropic intermolecular potential functions. The anisotropy is achieved
by taking the geometrical mean position of the valence electrons as the origin for intermolecular
interactions.
2.2.3 Molecular dynamics
2.2.3.1 Statistical mechanics
“Statistical mechanics is a theoretical framework that aims to predict the observable static
and dynamic properties of a many-body system starting from its microscopic constituents
and their interactions. Its scope is as broad as the set of “many-body” systems is large: as
long as there exists a rule governing the behavior of the fundamental objects that comprise
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the system, the machinery of statistical mechanics can be applied. Consequently, statistical
mechanics has found applications outside of physics, chemistry, and engineering, including
biology, social sciences, economics, and applied mathematics. Because it seeks to establish a
bridge between the microscopic and macroscopic realms, statistical mechanics often provides
a means of rationalizing observed properties of a system in terms of the detailed “modes of
motion” of its basic constituents. (...) molecular simulation is the computational realization
of statistical mechanics.”
in Statistical Mechanics: Theory and Molecular Simulation [73]
Even though a thorough statistical mechanics discussion is out of the scope of this work,
molecular dynamics studies would be quite pointless without it. Statistical mechanics provide a
link between the microscopic (atomic and molecular positions, velocities, etc.) and macroscopic
(pressure, internal energy, etc.) worlds and it is often stated that its purpose is to explain
thermodynamics from molecular principles. Actually, the scope of statistical mechanics is
more general than this [71]. However, due to the nature of this work, the main focus will be
given to its application to molecular systems and the link with thermodynamics.
Experimental studies are performed on macroscopic samples that contain extremely large num-
bers of atoms and/or molecules. Ideally, one would like to simulate and study a solution, i.e.
a large system with many interacting particles. However, it is prohibitive to solve the classical
equations of motion for a system of, for example, 1023 particles with the complex, nonlinear
interactions that govern the behavior of real systems. Interestingly, even if we could solve the
equations of motion for such a large number of particles, the vast amount of detailed micro-
scopic information generated would be sufficient but not necessary to describe macroscopic
observables. In fact, for each macroscopic state there is always an extremely large (infinite in a
classical system) number of microscopic states compatible with it. The system is continuously
changing between these microscopic states, according to the laws of mechanics which dictate
the particle dynamics. Hence, systems with completely different microscopic properties may
lead to the same macroscopic dynamical observables, in the long time limit. This idea, i.e.
that the macroscopic observables of a system are not sensitive to precise microscopic details,
is the basis of the ensemble concept.
An ensemble is a collection of systems described by the same set of microscopic interactions
and sharing a common set of macroscopic properties (e.g. the same total energy, volume, and
number of moles). Over long periods of time in an equilibrated system, the time spent by a
particle in some region of the phase space of microstates with the same energy is proportional
to the volume of this region, i.e. that all accessible microstates are equiprobable over a long
period of time (Ergodic hypothesis). Thus, the way systems in the ensemble evolve in time does
not affect their properties, and one may freeze the ensemble at any instant and perform the
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average over the ensemble at that instant. In other words, the averages taken along time will
(for a sufficiently large time interval) reflect the same trends as the average over an ensemble,
implying that the ensemble average, 〈A〉, for a certain property, A, is independent of time.
Therefore one is able to calculate the average value of A, by considering the entire set of A
values of each conformation in the ensemble at a single instant of time. In general, A denotes
a macroscopic equilibrium observable and a(x) denotes a microscopic phase space function
that can be used to calculate A. According to the ensemble concept, if the ensemble has Z
members, then the relation between A and a(x) is provided via an averaging procedure, which
can be written heuristically as:
A =
1
Z
Z∑
λ=1
a(xλ) =
1
Z
Z∑
v
PvAv ≡ 〈A〉 , (2.20)
where λ reflects the number of measurements, whose time duration is very short, in such a
way that the system can be considered to be in only one microscopic state. The probability or
weight for finding a system during the course of the measurements in state v is given by Pv.
PvAv is the value of A for state v.
While one cannot expect to solve the equations of motion for 1023 particles, one actually can
solve them numerically for systems whose particle numbers range from 102 to 109, depending
on the complexity of the interactions in a particular physical model. The technique of solving
the equations of motion numerically for small representative systems is known as molecular
dynamics.
2.2.3.2 Equations of motion
Molecular dynamics solves Newton’s equations of motion for a given molecular system, and
ultimately originates the trajectories for all atoms in the system. Therefore, MD provides a way
to calculate the microscopic interactions of the system, generating a representative ensemble
of configurations, while also resulting in a dynamic description of the system, which will be
essential to the computation of its macroscopic behavior.
There are several different techniques that can be employed to solve the classical equations of
motion for a system of N molecules interacting through a potential V (described by Equati-
on 2.12 in Section 2.2.1). Here, the Lagrangian equation of motion will be used, since it is
considered to be the most fundamental form to describe motion [70]:
d
dt
(
∂L
∂q˙i
)
−
(
∂L
∂qi
)
= 0 (2.21)
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Since the Lagrangian function, L(q, q˙), is defined in terms of kinetic, K, and potential energy,
V , it has the following equivalence:
L = K − V (2.22)
Equation 2.22 is a function of the generalized coordinates, qi, and their time derivatives, q˙i.
Considering a system of atoms described by Cartesian coordinates ri, and taking into account
the definitions of K and V (given by Equation 2.11 and Equation 2.12 in Section 2.2.1)
and Newton’s Second Law, which states the following:
“A body of mass, m, subject to a force, F, undergoes an acceleration, a, that has the same
direction as the force and a magnitude that is directly proportional to the force and inversely
proportional to the mass, i.e., F = ma (...)”;
one can write the following equation, which is derived from Equation 2.21:
mir¨i = Fi, with Fi = ∇riL = −∇riV (rN ) = −
∂V
∂ri
, (2.23)
where mi is the mass, and r¨i is the second derivative with respect to the time of the Cartesian
coordinates (i.e. the acceleration) of atom i.
The force, Fi, acting on each particle in the system can be determined by the gradient of the
potential energy, V , relatively to the position of each atom, i. This gradient is, therefore, a
function of all the atomic coordinates, rN , of the N particles that constitute the system at a
given 3D configuration.
Since forces are vectorial quantities while the potential energy, V , is a scalar quantity, it is
only natural that in a MD algorithm, the forces are calculated as the negative derivatives of
all the analytic expressions describing the potential energy function. Once the force acting on
all atoms is calculated one can integrate Newton’s equation of motion and obtain the particle’s
new positions and velocities. However, this can only be accomplished by using numerical
methods, which will be discussed in the next section of this Chapter.
2.2.3.3 Finite difference methods
The equations of motion are solved assuming that the potential energy of the system, V , is a
continuous function of particle positions. Since the use of a continuous potential implies that
the motions of all particles are coupled together, the equations of motion described in the later
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section become a many-body problem, which is impossible to solve analytically. Therefore,
these equations are integrated using a finite difference method.
There are several available algorithms for integrating the equations of motion using finite dif-
ference methods. In a general way, all algorithms assume that the positions and dynamic
properties of a system can be approximated as Taylor series expansions, in which the inte-
gration is done iteratively at a fixed time interval, δt. The total force on each particle in the
configuration at a time t is calculated as the vector sum of its interactions with other particles.
Once the force is determined, the accelerations of the particles are calculated. The combination
of the accelerations with the positions and velocities at time t (which are known from the last
iteration) enables the calculation of the new positions and velocities at a time t + δt. This
protocol is repeated for each and everyone of the following time steps. However, there is one
important assumption that needs to be done: the force is regarded as a constant during the
time step of each iteration.
The GROMACS MD program uses [74, 75] the leap-frog algorithm for the integration of the
equations of motion [76]. Therefore, it will be briefly discussed ahead.
This algorithm is a modification to the basic Verlet scheme (which will not be presented
here) enabling to overcome Verlet’s algorithm main deficiencies: it’s awkward handling of the
velocities (since this term isn’t present explicitly in the equations), and the inherent needless
introduction of numerical imprecision, by introducing a small term to a difference of large
terms, whilst generating the trajectory.
v
(
t+
1
2
δt
)
= v
(
t− 1
2
δt
)
+ δta(t) (2.24)
r(t+ δt) = r(t) + δtv
(
t+
1
2
δt
)
(2.25)
In the leap-frog algorithm, the velocities v
(
t+ 12δt
)
are calculated first, from both the ve-
locities, at time
(
t− 12δt
)
, and accelerations, at time t (see Equation 2.24). The positions
r(t+ δt) are then deduced from the velocities calculated before together with the positions at
time r(t) using Equation 2.25. Hereupon, one is able to determine the velocities at time t,
which can be obtained from the following mathematical expression:
v(t) =
1
2
[
v
(
t+
1
2
δt
)
+ v
(
t− 1
2
δt
)]
(2.26)
This is necessary so that the energy (H = K+V ) at time t can be determined, which requires
positions and velocities at the same instant.
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Figure 2.3: Schematic representation of the leap-frog algorithm. Calculated positions
and velocities “leapfrog” over each other at each integration time step.
As can be deprehended from the former equations (Equation 2.24 and Equation 2.25), the
velocities leap over the coordinates to give the next mid-step values at t + 12δt. After this is
done, the positions leap over the velocities, yielding their new values at t+ δt. The first step is
performed again, giving a new set of velocities at t+ 32δt, and so on. Thus the name “leap-frog”
(see Figure 2.3).
2.2.3.4 Energy minimization
As stated before (see Statistical Mechanics in Section 2.2.3), the desired macroscopic proper-
ties of a system are ensemble averages over a representative statistical equilibrium ensemble of
that molecular system. In a MD simulation one should always aim to sample the most of the
available potential energy landscape, in order to obtain a good sampling. Either by simulating
a large number of replicates of smaller simulation times, or by simulating less replicates over
longer time spans (according to the Ergodic hypothesis).
The formerly referred potential energy landscape, which is a function of a molecular system, is a
very complex landscape (some times called hyper surface) spanning through a large number of
dimensions. This 3D landscape is composed of one global minimum and a very large number
of local minima, where all derivatives of the potential energy function with respect to the
coordinates are zero and all second derivatives are nonnegative. The Hessian matrix, i.e. the
matrix of the second derivatives, has nonnegative eigenvalues. The minima points on the
energy surface reflect minima energy arrangements of the atoms, corresponding to the most
stable states of the system. In short, when performing a MD simulation one is interested in
having a starting configuration corresponding to a local or, ideally, the global minimum. If no
energy minimization method is used, the inter- and intra-molecular forces acting on the system
may be excessively large and the MD simulation may fail.
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The energy minimization method used in this work is the so-called steepest descent. In general
terms, this method moves in the direction parallel to the net force, in other words, it walks
straight downhill in the potential energy landscape. Given an initial molecular conformation
with defined coordinates included in vector r and a maximum displacement h0, it is possible
to calculate both the forces F and potential energy. The new positions are then calculated
through the following expression:
rn+1 = rn +
Fn
max(|Fn|)hn (2.27)
hn stands for the maximum displacement and Fn is the force, or the negative gradient of the
potential V (obtained by Equation 2.23). max(|Fn|) is the largest of the absolute values of
the force components.
Hereupon, it is then possible to determine the forces and energy for the newly calculated
positions. Depending on the value of the potential V at step n+1, the new positions are either
accepted or rejected respecting the following algorithm:
• If Vn+1 < Vn, the new positions are accepted and hn+1 = 1.2hn.
• If Vn+1 ≥ Vn, the new positions are rejected and hn = 0.2hn.
The algorithm is iterative and there is the need to set thresholds to avoid the well know
undesired behavior of this method when closing down an energy minimum: the inumerous
steps taken when proceeding down a long narrow valley, since force truncation produces some
noise in the energy evaluation. As a consequence, the later steps reintroduce errors that have
been correct by earlier moves, resulting in endless iterations. This can be seen in Figure 2.4.
To avoid the reported negative effect, the algorithm stops when either a user specified number
of force evaluation has been performed, or when the maximum of the absolute values of the
force components is smaller than a specified value (whose estimation will not be discussed since
it is beyond the scope of this work).
This method is usually subject to some criticism, with most fingers pointing towards its “not
so good“ efficiency, specially when compared to newer energy minimization methods present
in GROMACS, like the conjugate gradient or l-bfgs method. The main problem with the
steepest descent method is that it is very fast getting close to the minimum, but it really
never gets there. However, for MD purposes, this method is suitable, since it provides a quick
estimate of the nearest energy minima with regard to the input geometry. Since the main aim
of energy minimization in MD is to eliminate most strain within intermolecular interactions,
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Figure 2.4: Schematic representation of the steepest descent algorithm. It can
be seen how the algorithm fails to reach the local minimum. Endless iterations are avoided
through the introduction of thresholds.
obtaining the most accurate possible value for the energy minimum isn’t really what one needs.
Furthermore, the method is very robust and easy to implement.
2.2.3.5 Periodic boundary conditions
As mentioned in [71], ”(...) its is possible to express the statistical mechanics of a dilute ideal
protein solution in terms of a single solute molecule. More generally, for each solute species
we need only to focus on a single molecule.“ This is of great importance as one cannot afford
to simulate a ”realistic” model of, e.g. a protein solution. It seems rather obvious that such a
model would be too complex and too expensive to simulate with current computer resources.
For example, a cube of volume 1 liter filled with water at room temperature would contain
approximately 3.3x1025 molecules, yielding around 2x1019 interactions with the boundary [38]!
Hereupon, further illustration on the magnitude of such calculations doesn’t seem to be needed.
The classical way to perform a simulation using a relatively small number of particles, in such
a way that the particles experience forces as if they were in a bulk fluid, is by defining periodic
boundary conditions. Periodic boundary conditions imply the replication of the solution con-
taining vessel in all directions, giving a periodic array. If the mentioned vessel is, for example,
a cubic box (since it is easier to visualize), this would mean that it would be surrounded by
images of itself throughout space to form an infinite lattice. The images and the central box
behave in a completely identical fashion. Whenever a molecule leaves the central box, one of
its images will enter through the opposite face. There are no walls at the boundary of the
central box, and no surface molecules. The box is not intended to serve as container of the
solution, its just a convenient axis system for measuring the coordinates of the system’s N
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molecules.
Even though the cubic box is the simplest periodic system to visualize and to program, there
are differently shaped boxes more appropriate for a given simulation. In fact, the cubic cell
is the least desirable shape type of box in most simulations, since most systems’ geometries
are not cubic, and, therefore, solvent molecules present near the cube vertices that are too
far away from the solute molecule are accounted for the dynamics calculations, making them
heavier. Hence, it is sensible to choose a periodic cell that reflects the underlaying geometry of
the system. Take for example, the rhombic dodecahedron. It is the smallest and most regular
space-filling unit cell. Each of the 12 image cells is at the same distance. The volume is 71%
of the volume of a cube having the same image distance. This saves about 29% of CPU-time
when simulating a spherical or flexible molecule in solvent [76].
2.2.3.6 Potential truncation and the minimum image convention
The calculation of the potential energy of a system subject to periodic boundary conditions
implies several considerations. For a system of N particles it is not possible to calculate the
force on particle i, or those contributions to the potential energy involving particle i, assuming
pairwise additivity. One would have to include interactions between particle i and every other
N particles in the simulation box, as well as its images, lying in the surrounding boxes. This
results in an infinite number of terms, obviously impossible to calculate in practice. For a short-
range potential energy function, one may restrict this summation by making an approximation:
it is possible to truncate the potential by applying the minimum image convention.
The minimum image convention states that each particle should see at most just one image
of every other particle in the system. The energy and/or force is calculated with the closest
particle or image. This is possible through the establishment of a spherical cutoff. This cutoff
is usually set taking into account that no particle should see its own image or the same particle
twice. Therefore, the cut-off radius, rc, must not exceed half of the shortest box vector. The
interactions between all pairs of particles that are further apart than the cutoff value are set
to zero, with regard to the closest image (Vr = 0 for r ≥ rc). As can be seen in Figure 2.5,
the grey particle the central computational box will only interact with particles or images of
particles that lie within the dashed line. The anisotropy of the interaction due to the cubic
shape of the nearest image box can is avoided by the application of the spherical cut-off.
The former statements represent an approximation to the calculation of the “real” potential
energy of the system. However, they are weighted approximations, as the largest contribution
to the potential energy and forces comes from the neighbors close to the particle of interest.
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Figure 2.5: 2D representation of a periodic system with periodic boundary condi-
tions. Adapted from [38].
2.2.3.7 Long range non-bonded interactions
On top of the formerly discussed cutoff radius, knowing which particles one should include
in the non-bonded calculations within the established cutoff, would be ideal. This is because
one would not have to calculate the distance between every pair of particles in the system,
in order to decide which ones are close enough to be accounted for in the calculations. As a
consequence, the calculation cost would decrease. Since in simulations of fluids, a particle’s
neighbors do not change significantly over a few molecular dynamics time steps, it is possible
to employ a method for determining the neighbor particles lying within and slightly further
away from the cutoff range. This resulting neighbor list is updated every so many simulation
steps, and is used to differentiate which particles are to be included or not in the non-bonded
calculations.
However, when dealing with species with a significant electrostatic contribution (which the
cytochrome c3 studied in this work is an example), it is desirable to use different cutoffs for the
electrostatic and van der Waals interactions. This is easily explained due to the much longer
range of electrostatic interactions, when compared with its van der Waals peers. Using a longer
cutoff would result in an bigger neighbor list, slowing the performance of the simulation.
By using a twin-range method, in which two cutoffs are specified, one is able to specify three
different spatial regions, where different algorithms are used. All particles below the lower
cutoff are included in a neighbor list of particle i. Particles within both cutoffs are stored in
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the form of a so-called long-range force acting on particle i. At each MD step the non-bonded
interactions consist of two contributions:
• The short-range part, calculated from the neighbor list using the actual particle positions.
• The long-range part, derived from the long-range force list, whose particle positions are
kept fixed during a fixed nth amount of time steps.
In short, all interactions due to particles between the lower and upper cutoffs are evaluated
only when the neighbor list is updated and are kept constant between these updates.
Van der Waals interactions decay rapidly with increasing distance between two interacting
particles. This decay is usually complete within the usual range of the upper cutoff. Yet,
whenever treating charge-charge interactions, this is not true. Therefore, a method for the
proper treatment of long-range electrostatics is crucial. There are several methods available
to treat these interactions, and the one used in this work is called generalized reaction field.
The reaction field method assumes that the interaction from molecules beyond the upper
cutoff distance can be handled in an average way, using macroscopic electrostatics, while the
short-range contribution from particles situated within the upper cutoff sphere is explicitly
considered in the calculations. The particles outside the spherical cutoff are considered to
form a dielectric continuum, producing a reaction field within the inner sphere or cavity.
The generalized reaction field method is a development of the original reaction field method,
formerly described, in which the dielectric continuum beyond the cutoff rc also has an ionic
strength (I) contribution.
This method has the advantage of being conceptually simple, easily implemented and efficient.
Furthermore, the possibility of introducing the ionic strength in the calculations makes it even
more attractive. However, there are some problems such as the discontinuity in the energy
when the number of particles within the inner cutoff sphere of particle i changes. This results
in poor energy conservation when performing MD. This problem can, however, be solved by
tapering the interactions at the cavity surface. Another potential difficulty with this method
is that one needs to know the external dielectric constant beforehand.
2.2.3.8 Constraints and restraints
Before going into further detail it is important to clarify the difference between the concept
of constraint and restraint. As stated in [38] “a constraint is a requirement that the system
is forced to satisfy (...)”, which translates into forcing some system properties, like bonds
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and angles, into adopting specific values throughout the simulation. Restraining a bond or
angle implies a different approach. The restraint sets a value which the system property is
encouraged to assume. However there is no attempt to force it to adopt the value set as a
restraint. The system is free to deviate from the optimal value, but it will incur in a penalty.
The main objective behind the establishment of bond and angle constraints in MD is to enable
bigger integration time steps without losing important conformational information. To achieve
this one has to institute a balanced compromise between what motions and interactions can
be treated in an approximate manner and which need to be taken in their explicit form. For
example, torsional motions are of of lower frequency than bond vibrations, and are very im-
portant in long-chain organic molecules. The conformational information that can be obtained
from torsional motions analysis is of higher importance than that given by bond vibrations.
Therefore, the iterative integration of the equations of motion at, lets say, 2 fs would be a good
compromise. This is because some bonds vibrate with a frequency below this value. However
valuable torsional motions occur at a lower frequency and are therefore explicitly followed
with a 2 fs time step. Without constraints, the time step in molecular dynamics simulation
would be dictated by the highest frequency motion present in the system, i.e. bond vibrations.
This way, integration time steps would be too short and relevant biochemical simulation times
would be impossible to achieve with current computational available resources.
Several techniques have been proposed to address this theme. The most usual methods found
in MD are the SHAKE and LINCS algorithms [77, 78]. In a general way these techniques
handle the dynamics of a molecular system in such a fashion that enables faster integration
steps without significant loss of accuracy of the results. Both, SHAKE and LINCS, correct
bond lengths to their “correct” lengths after an unconstrained update. The main differences
between methods, is in part due to the iterative nature of SHAKE and its ability to constrain
angles as well as bond lengths. LINCS is based in a two-step non-iterative algorithm (see
Figure 2.6) and is usually reported as being more stable and faster than SHAKE. However,
LINCS mainly deals with bond constraints, being only able to handle isolated angle constraints.
LINCS is usually the preferred method for constraining bonds in MD simulations. However,
a special derivation of SHAKE, called SETTLE is commonly used for treating rigid water
molecules, since it is optimized to deal with its bond and angle constraints. SETTLE is a fine
method that when used saves simulation time, since water molecules can make up more than
80% of an explicit system [79].
The position restraints employed in this work, restrain the selected atoms to their reference
positions during energy minimization and initiation (protocols differ and will be discussed
ahead in Section 2.6), thus avoiding drastic rearrangements in the structure due to the
presence of a non-equilibrated solvent molecules. The force constant value that restrains the
desired atoms is usually of sufficient magnitude to counter potential energy derived forces
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Figure 2.6: Representation of the LINCS algorithm. The three steps involved in bond
length constraining. Taken form [78].
acting on the aforementioned atoms, rendering almost them static (values in the order of
1000 kJ.mol−1.nm−1 are usually chosen).
2.2.3.9 Constant temperature and pressure
In order to properly simulate biological systems it is necessary to control external parameters
like temperature and pressure. The simulations are, therefore, performed in an isothermal-
isobaric (NPT) ensemble. This means that the number of particles, the pressure and the
temperature are held constant during the course of each simulation.
There are several ways to control the temperature of the system. The simplest ones imply the
scaling of the velocities. This is achieved through the multiplication of the velocities at each
time step by a scaling factor λ.
The method used in this work, the so-called Berendsen temperature coupling method, main-
tains the temperature by coupling the system to an external heat bath that is fixed at the
desired temperature [80]. This method also implies the scaling of the velocities, in such a way
that the rate of change of temperature is proportional to the difference in the temperature
between the bath and the system. The bath, thus, acts as a source of thermal energy, sup-
plying or removing heat from the system as needed. The following expression shows how the
temperature changes with regard to time and, ultimately, to each MD time step:
dT (t)
dt
=
1
τ
(Tbath − T (t)) therefore, ∆T = δt
τ
(Tbath − T (t)) (2.28)
τ is the coupling parameter which determines how tightly the bath and the system are coupled
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together.
The scaling factor is given by:
λ2 = 1 +
δt
τ
(
Tbath
T (t)
− 1
)
(2.29)
If τ = δt then the algorithm is equivalent to the simple velocity scaling method [81]:
λ =
√
Tnew/T (t), (2.30)
with Tnew being the desired temperature (equivalent to Tbath).
Most methods used to control the pressure are similar to the ones used for temperature control.
A scaling factor is once again present in the rationale behind these techniques. The pressure
can, thus, be maintained at a constant value by simply scaling the volume. An analogous
method to the heat bath method described above, called Berendsen pressure coupling is now
described [80]:
dP (t)
dt
=
1
τp
(Pbath − P (t)) (2.31)
The interpretation of the constants and variables is analogous to Equation 2.28. τp is the
coupling constant, Pbath is the pressure of the bath, and P (t) is the pressure at time t. The
volume scaling factor λ is given by:
λ = 1− κδt
τp
(P − Pbath) (2.32)
κ is the isothermal compressibility, which is a measure of the relative volume change of a fluid
or solid as a response to a pressure (or mean stress) change. It is sometimes stated as the
pressure analogue of the heat capacity.
Multiplying the simulation box by λ is equivalent to scaling the atomic coordinates by a factor
λ1/3. Therefore, the new positions are given by:
r′i = λ
1/3ri (2.33)
In GROMACS, the Berendsen pressure scaling can be done isotropically, semi-isotropically
or anisotropically, depending on the system’s characteristics. If one allows full anisotropic
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deformations and uses constraints, it is wise to scale more slowly or decrease the time step to
avoid errors from the constraint algorithms [76].
Coupling methods have the advantage that the strength of the coupling can be varied and
adapted to the user requirement. However, the Berendsen thermostat suppresses the fluc-
tuations of the kinetic energy, which means that, strictly speaking, one does not generate a
proper canonical ensemble. For very small systems the sampling will be incorrect. But for
larger systems most properties will not be affected significantly, except for the distribution of
the kinetic energy itself. The same applies for the Berendsen pressure coupling method. Even
though this view is shared by the authors of GROMACS and many other researchers, it is not
widely accepted. Morishita et al. in 2000, using a generalized Liouville equation, showed that
an approximate equilibrium distribution function in the configurational space for the weak
coupling (WC) thermostat (Berendsen temperature coupling method) is obtained [82]. This
means that WC thermostat derived distribution function and fluctuation formulas agree very
well with those obtained in the canonical or microcanonical MD.
This subject is by no means consensual. In general terms, most people are aware that Berend-
sen WC methods will only produce a (micro)canonical ensemble when τ → ∞. This is the
same as saying that it will only apply if the system being studied is big enough to reach the
thermodynamic limit. But how does one knows if the system being used is “big enough“?
Yet, Berendsen WC methods are widely used in most published NPT ensemble MD studies.
Furthermore, it has been used as the standard setup for the principal publications regarding
the constant-pH MD method used in this work (which will be discussed ahead in Section 2.5)
[29–31].
2.3 Continuum electrostatics
In the previous section (Section 2.2) and its subsections, MM/MD methods have been pre-
sented and discussed. However, studying (de)protonation events in proteins at a specific pH
or E value using MM/MD alone isn’t possible. In order to assess protein titration, one has
to turn himself to a different methodology, continuum electrostatics (CE). Since CE methods
tend to be classified by some authors as heuristic, non-theoretical methods, the present section
will be heavily influenced by the work of Anto´nio Baptista presented in his thesis, entitled
”Theoretical Methods for the Simulation of Proteins at Constant pH“ [71], due to its rigorous
theoretical formulation regarding this subject.25 ”Otherwise, (...)“ CE methods ”(...) will
25Section 4.2.2. and related appendices offer the reader an exhaustive theoretical basis regarding CE. The
depth in which these themes are discussed therein is completely out of the scope of this work. Still, the reader
is encouraged to read the mentioned sections of the manuscript, if interested in a more advanced presentation
of the subject.
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always be an ad hoc approach with adjustable parameters“ [71].
2.3.1 The Poisson-Boltzmann equation
The Poisson–Boltzmann (PB) equation constitutes one of the most fundamental approaches
to treat electrostatic effects in solution. These effects include the computation of the electro-
static potential at the solvent-accessible molecular surface, the computation of encounter rates
between molecules in solution, the computation of the free energy of association and its salt
dependence, the study of pKa shifts and the combination with classical molecular mechanics
and dynamics [83]. Therefore, the method used to calculate the electrostatic energies is based
on the PB approach. It is usually referred to as the Debye-Hu¨ckel theory of strong electrolyte
solutions. This theory is regarded as a development of the original Born model, which is quite
old and inaccurate when used on multi-atomic ion models. Still, it ”(...) seems to be able to
describe the solvation of monatomic ions in a remarkable way, considering the simplicity of
the model.“ [71].
In the Debye-Hu¨ckel hypothesis, as well as in the Born model, the system is assumed to be
described by the Poisson equation for inhomogeneous media:
∇ · [ε(r)∇φ(r)] = −4piρ(r) (2.34)
This equation is based on a phenomenological relation between polarization and electric field,
experimentally found for most materials, being non-derivable from the fundamental equations
of electrodynamics.
Both approaches (Debye-Hu¨ckel and Born) consider the charge density ρ(r) due to a central
ion, but only the first hypothesis incorporates an additional charge density ξ(r), which is
related to the average distribution of the other mobile ions in the solution:
∇ · [ε(r)∇φ(r)] = −4piρ(r)− 4piξ(r) (2.35)
Furthermore, the hypothesis by Debye and Hu¨ckel consists in assuming the potential of mean
force of an ion to be simply given by its electrostatic energy, which, after linearization, gives
the Poisson-Boltzmann equation:
∇ · [ε(r)∇φ(r)]− κ′2(r)ε(r)φ(r) = −4piρ(r), (2.36)
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Figure 2.7: General continuum electrostatics model. Taken from [71].
where r is the position vector, φ(r), ε(r), ρ(r) are, respectively, the electrostatic potential, the
dielectric constant, and the charge density at r, and
κ′(r) =

(
8pie2βI
εout
)1/2
if r is accessible to the other ions,
0 otherwise,
(2.37)
refers to the reciprocal Debye length. I is the ionic strength of the solution, with the sum over
all ionic species in solution. εout reflects the dielectric constant of the solvent.
β =
1
kBT
, (2.38)
is a constant introduced for the sake of simplicity of Equation 2.37. It accommodates the
influence of the Boltzmann constant, kB, and the absolute temperature, T .
The formerly stated reciprocal Debye length together with the electrostatic potential (φ(r))
and the dielectric constant (ε(r)), account for the presence of mobile ions in the system. If r
is inaccessible to mobile ions or if I = 0, κ′ becomes null and Equation 2.36 turns into the
Poisson’s equation for inhomogeneous media (see Equation 2.34). In the event of such case
the electrostatic potential depends only on the charge density and the dielectric constant.
In short, this method states that all solute atoms are explicitly considered as particles with a
low dielectric constant and point partial charges at its atomic positions. The solute is immersed
in a high-dielectric (solvent) medium. The boundary between the interior and the exterior (low
and high dielectric media, respectively) is a surface defined by the atomic coordinates and radii
of the solute, i.e. the van der Waals surface of the solute (see Figure 2.7).
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From all the former statements and mathematical expressions, it comes that the major use
of CE methods in molecular modeling is in computing the free energy difference of processes
involving charge changes, which is achieved by simply taking the difference of molecular CE
potential energy:
V =
1
2
∫
ρ(r)φ(r)dv, (2.39)
between the final and initial states. The estimation of the electrostatic potential used in the
former equation is obtained by solving the linearized Poisson-Boltzmann equation (Equati-
on 2.36). Equation 2.36 cannot be solved analytically for complex geometries. So it is
solved by a numerical method called finite difference method, in which the protein (solute) is
put in a cubic grid along with the solvent. Values of the electrostatic potential, charge density,
dielectric constant and ionic strength are assigned to each grid point. The charge allocation
to each of the eight grid points is done in such a way that the closer the charge to the grid
point the greater proportion of its total charge that is allocated. The derivatives present in the
linearized Poisson-Boltzmann equation are then determined by the finite difference procedure.
2.3.1.1 Dielectric media
Until so far one has spoken about dielectric media and dielectric constants without properly ex-
plaining its meaning. While many other properties and their constants are mentioned without
further reasoning during this work, the dielectric media cannot be treated in the same fashion.
The following considerations are presented in a simple and concise way, with less focus on the
theoretical background and more insight regarding the context and scope of this work.
There is a main reason why the work presented in this written thesis is centered around heme
group charge parametrization and its implementation in classical force fields. The published
work by Machuqueiro and Baptista [29], showed that a new implementation and extension
of the stochastic titration method (discussed further ahead in Section 2.5) exhibited a great
dependence on the value of the protein dielectric constant. This was not expected and was
and still is attributed to excessively high heme-heme electrostatic interactions at low dielec-
tric constants. Therefore, improved methodology for heme group charge parametrization was
undertaken in this work, in order to be able to simulate the system at a realistic dielectric,
characteristic of the electronic polarization of the protein being studied, which is around 2.
Equation 2.34 from the previous section explicitly accounts for the influence of the dielectric
constant at point r, i.e. ε(r), which is defined by the following expression:
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Asol + H+
∆G◦sol(A→AH)−−−−−−−−−−→ AHsol
∆G◦sol→P(A)
y y∆G◦sol→P(AH)
AP + H+
∆G◦P(A→AH)−−−−−−−−−→ AHP
Figure 2.8: Thermodynamic cycle involving protein and model compounds [85].
ε(r) ≡ 1 + 4piχ(r) (2.40)
where χ(r) is called the electric susceptibility, and is usually a constant of the material consid-
ered. Both the electric susceptibility and dielectric constant are constants characteristic of a
given material. Thus, dielectric constants are phenomenological parameters which are exper-
imentally found for each macroscopic systems. They give an average measure of the system’s
polarizability by an electric field. The higher the value of ε, the greater the conformational
flexibility of a material, i.e. the capability of spatial rearrangement of its charged particles
in response to an electric field. Usually the solvent is given a high ε, e.g. 80 for water. The
choice of an appropriate ε value for the protein is usually non-consensual, but a value in the
range of 2-20 is commonly adopted. Higher values tend to be unrealistic, since conformational
rearrangements within a protein are quite limited. Thus, proper charge sets for simulated
models are crucial in more sensitive systems like the one presented in this work.
2.3.2 Protonation and oxidoreduction free energy
”The pKa values of titrating groups in proteins play an essential role in their stability and
function“ [84]. However, unlike other free energy methods, CE methods are not always able
to determine free energies directly. For example, the (de)protonation of a titrable protein site
in the protein environment. Thus, the route most commonly taken is to relate the titration of
the protein site with the titration of its corresponding model compounds26 in solution. Then,
by applying a thermodynamic cycle, like the one depicted in Figure 2.8, it is possible to
deduce the standard free energy difference of (de)protonating the site in the protein medium.
This rationale was originally applied with success by Bashford and Karplus [84].
Hence, it is now possible to write the protein site (de)protonation free energy as:
26A model compound is a chemical analogue of the titrable site in solution. It should, in principle, mimic
the reference site’s physical and chemical properties.
56 CHAPTER 2. THEORY AND METHODS
∆G◦P (A→ AH) = ∆G◦sol(A→ AH) + ∆G◦sol→P (AH)−∆G◦sol→P (A)
= ∆G◦sol(A→ AH) + ∆∆G◦sol→P (A→ AH)
(2.41)
Since the pKa of the model compound is known, it is also possible to determine ∆G◦sol(A →
AH). ∆∆G◦sol→P (A → AH) does not depend on the chemical potential of the protons, and
thus can be computed from CE energy differences. Once ∆G◦P (A → AH) is calculated, the
pKa of a titrable site in a protein, henceforth denoted as pKa(P ), is obtained from:
pKa(P ) = pKa(sol) +
1
2.3kBT
∆∆G◦sol→P (AH → A)
= pKint +
1
2.3kBT
∆G◦interact(P ),
(2.42)
where pKa(sol) = pKmod, which refers to the model compound’s pKa in solution. pKint is
no more than the pKa(P ) when all other titration sites are neutral (or charged, depending on
the method implementation). Thus, pKint is constituted by the pKmod and the free energy
contributions from solvation and interactions with non-titrating charges. As a consequence,
∆G◦interact(P ) only reflects the contributions from the interactions between titrating sites in
the protein. In short, while pKint is pH-independent, ∆G◦interact(P ) is not, depending on the
ionization state of the titrating sites in the protein [85].
The free energy difference between a state a and a reference state (with all titrating sites
neutral or charged, depending on the implementation, as stated before) can thus be written
as:
∆G◦(a) = −2.3kBT
∑
i
aiγipKint,i +
∑
i
∑
j 6=i
aiaj∆Wij , (2.43)
with γi representing the charge of site i and ∆Wij as the interaction free energy between
ionized sites i and j [71, 85]. Any particular charge state, can be thought as a vector a =
(a1, a2, ..., an), where:
ai =
0 if site i is neutral,1 if site i is charged. (2.44)
Until now, all examples and equations were given regarding protonation free energy calcu-
lations. However, in this work, there is also a heme group as model compound which, is
capable of oxidoreduction phenomena at its coordinated iron atom. Beyond this, as stated
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in the introductory chapter (see Section 1.4), the heme redox potentials are pH dependent,
a phenomenon called redox-Bohr effect or heterotropic cooperativity. As a consequence, one
is interested not only in computing protonable, but also redox sites. Luckily, the redox free
energies, can be obtained with CE methods, similarly to what is done in studies of protona-
tion equilibrium alone [21, 24]. The former statement is of utter importance, since Donald
Bashford’s software package MEAD [86], which is used for performing CE calculations in this
work, was originally developed for the unique treatment of protonable sites. However, since
the treatment of oxidizable sites is formally identical, the standard procedure with regard to
the utilization of MEAD remains unaltered. Due to implementation purposes it is, however,
necessary to adopt an oxidation-based instead of a reduction-based formalism, i.e. a given
state ai = 1 (see Equation 2.44) will correspond to the oxidized state.
Thus, for oxidizable sites, the following assumption is made:
pH =
−eE
2.3kBT
, (2.45)
where e is the protonic charge and E is the electrostatic potential of the solution. Without
going into further detail, Equation 2.45 makes it is possible to handle oxidizable sites as the
likes of protonable ones, since it states that reduction potential and pH are interconversible
measures [21].
2.3.3 Proton isomers or tautomers
Protonation equilibrium of proteins has been discussed as the inclusion (or not) of a single
proton at the titrable site (obvious exception made for oxidative sites). However, in order
to increase the accuracy of PB calculations, one has to consider the inclusion of proton iso-
merism in simulations of the global protonation equilibrium of protein molecules. Baptista
and Soares gave a thorough explanation of the theoretical and practical aspects of simulations
using tautomerism in [21, 87]27.
In short, and recalling Equation 2.44, when considering titrable groups of a protein with
alternative proton positions (tautomers), ai will comprise values up to the number of different
tautomers in the considered site. Thus, ai can adopt bigger values than 1.
27The program PETIT: Proton and Electron TITration, was developed and perfected along with the cited
articles. It is the program used to (in the author’s own words) “(...) simulate the binding equilibrium of a set
of protonatable and redox sites, the sampling being done using a Monte Carlo (MC) method.” The Monte Carlo
method will be treated further ahead in Section 2.4.
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2.4 Monte Carlo
Since the number of titrable sites in a protein can be quite large, the calculation of the prob-
ability, p, of a charge state a at a given pH and E cannot be obtained explicitly. However,
protonation equilibria of proteins, requires the calculation of p(a). Therefore, one needs to
rely on Monte Carlo (MC) methods to estimate the aforementioned probability distribution.
As a consequence, PB and MC are two techniques which often appear coupled to each other,
commonly under the signature PB/MC.
Being a stochastic method, MC can sample the configurational space by using random numbers
and probabilities. In fact, the MC simulation method was used in the first ever computer
simulation of a molecular system [88]. In MC the simulation character is secondary, the aim is
to do numerical statistical mechanical calculations [71]. In good truth, there is no momentum
contribution in a MC simulation, as it samples from a 3N -dimensional space of the positions of
the particles. MC simulations can be used to calculate thermodynamic quantities, even when
one knows that phase space is 6N -dimensional, since it is easy to prove that Equation 2.12
is not dependent upon the velocities [38]28. In short, MC is a general integration method,
particularly well-suited for many-dimensional problems, which are often related not only to
molecular modeling, but to many other different research fields.
In a MC simulation, the first step involves generating a trial state. In other words, this means
that each N particles’ coordinates in a given configuration, are put in a cubic lattice. Then
each particle is moved by αξi, with i being the number of dimensions of the coordinate system,
so that:
X → X + αξ1
Y → Y + αξ2
Z → Z + αξ3
(2.46)
ξi are randomly generated numbers between (-1) and 1. α the maximum allowed displacement.
Once trial state is generated, it either accepted or rejected, according to the Metropolis criterion
[88], which states that:
• If ∆V < 0, the new positions are accepted.
• If ∆V > 0 and:
– r < exp(−β∆V ), the new positions are accepted.
28See cited reference for further detail.
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– r > exp(−β∆V ), the new positions are rejected.
r is, also, a randomly generated number between 0 and 1. β is the same as in Equation 2.38.
∆V stands for the same as in former equations, i.e. the change in potential energy.
The Metropolis MC method is iterative, repeating the described algorithm until convergence
of the averages, generating a Markov chain29.
One consequence of this algorithm is that states with higher probability are always accepted,
while the ones with lower probability are only likely to be accepted if their probability is not
much higher than the one of the preceding state. In this way the system tends to occupy its
maximum probability region, though occasionally fluctuating to less likely states. Hence, the
resulting distribution is intuitively a reasonable one, rendering the method ergodic.
2.5 Constant-(pH,E) MD
In the previous sections (moreover, Section 2.2, Section 2.3 and Section 2.4), MM/MD,
CE/PB and MC methodology has been described and discussed. An effort was made to
interconnect each section, leaving the reader with an idea of which method does what, and
what is it intended for. Yet, only now, the reader will be presented with a method which is
based upon each of the previously mentioned subjects, taking advantage of their strengths and
complementarity.
The constant-(pH,E ) MD method (which translates into MD simulations at constant pH and
reduction potential) is based upon the stochastic titration method [30] and its subsequent
extensions/implementations [29, 31–33, 59, 60]. This method takes full advantage of the
fact that while MM/MD methods deal essentially with conformational aspects of molecular
species, PB/MC methods are better adapted to describe electrostatic changes on non-flexible
molecules, eventually corresponding to changes on molecular species, as in protein titration. As
stated before, these distinct methods exhibit somewhat complementary characteristics, which
are explored and combined in the aforementioned constant-(pH,E ) MD method. It combines
these two approaches in order to obtain a method which can sample both the conformation
and protonation/oxireduction states of a protein on a solution with a given pH and E value.
This method becomes significantly relevant when the pKa of a group is near the pH intended
for the simulation, thus implying that different protonation/oxidoreduction states coexist with
meaningful probabilities. Therefore, the inclusion of pH and E effects is crucial.
29Average convergence and Markov chain are subjects whose description is beyond of the scope of this work.
Still, if interested, the reader is directed to the following references [71, 89].
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Figure 2.9: Schematic representation of the constant-(pH,E) MD algorithm used
in this thesis. Adapted from [29].
The algorithm used (see Figure 2.9 for a schematic depiction) consists in three different
sequential blocks, arranged as follows:
1. A PB/MC calculation is performed, in order to determine the protonation/oxireduction
states of the protein titrable sites. The result obtained from the last MC step is the one
assigned to the protein.
2. A solvent-relaxation dynamics step is performed, wherein a short MM/MD simulation
of the system with protein frozen allows the solvent to adapt to the new protona-
tion/oxireduction states.
3. A full MM/MD simulation of the unconstrained system, yielding a piece of trajectory with
the selected charge configuration. The last conformation is selected and the algorithm
is repeated until it sums up into the total desired simulation time. Output is written at
fixed time intervals.
The parameters and overall setup of the PB/MC and MD simulations performed with the
constant-(pH,E ) MD method will be given in Section 2.6.
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Figure 2.10: Heme I X-ray structure with no propionates. Hydrogens are not yet
included since it is taken straight from the DvH-TpI-c3 crystallographic structure.
2.6 Setup and parameters
Since the main techniques/methods used in the course of this work were presented and discussed
earlier in this chapter, it is now adequate to provide the reader with a presentation of the
parameters and overall setup used in the QM and constant-(pH,E ) MD studies.
2.6.1 DvH-TpI-c3 heme model
In order to properly parametrize the redox centers of Desulfovibrio vulgaris Hildenborough
type I cytochrome c3 heme group(s), we had to define the structural entity which defines this
center, i.e. the heme model. All charge sets which were used in the constant-(pH,E ) MD
runs were derived from the same heme model, which is a replicate of the heme model used by
Oliveira et al. in [35]. This model consists in DvH-TpI-c3 heme I, its axial histidines’ side
chains, and covalently bound cysteine side chains of molecule A of the x-ray structure of this
cytochrome (Protein Data Bank entry 2CTH [15, 16]). Both histidine and cysteine side chains
are separated from the rest of the respective aminoacid at the Cβ, which is treated as a methyl
group in the model. Heme propionates are also not included in the model structure. Figu-
re 2.10 shows how heme I looks like when modelled through the aforementioned conditions30.
Multi-conformational RESP fittings were performed over the models of DvH-TpI-c3 hemes
30Notice that hydrogens are not yet present, as it was extracted from the overall 2CTH PDB X-ray entry.
Figure 2.11a and Figure 2.11e show the same heme model with all explicit hydrogens and its respective
united-atom like representation.
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I, II, III and IV. All these models are similar in chemical formulation, differing uniquely in
their conformation. CHELPG, MK and single conformational RESP fitting procedures were
performed over DvH-TpI-c3 heme I X-ray structure model.
All quantum mechanical calculations (geometry optimizations and charge derivation meth-
ods) were executed over DvH-TpI-c3 heme models with explicit hydrogens. However, in the
constant-(pH,E ) MD method most non-polar hydrogens (e.g. aliphatic and some aromatic)
had to be collapsed into the respective heavy-atom31.
Since hydrogen atoms are not given in the X-ray PDB structure, the open source chemistry
toolbox OpenBabel [90] was used to automatically introduce all hydrogens in each heme model.
The following figure (Figure 2.11) presents the four heme models created from the original
2CTH PDB X-ray entry (all atoms and united-atom models).
2.6.2 Quantum mechanical calculations
2.6.2.1 Overall settings
All QM calculations were performed with the computational chemistry software program Gaus-
sian 03 [52]. B3LYP [45–47] and LANL2TZ(f) plus 6-31G(d) were, respectively, chosen as the
level of theory and basis sets used in both geometry optimizations and charge derivation meth-
ods. LANL2TZ(f) was applied to the troublesome d6 and d5 iron atoms, while 6-31G(d) was
picked to describe the atomic and molecular orbitals of well behaved carbon, sulfur, nitrogen,
oxygen and hydrogen atoms.
Since we needed to obtain charge sets for the reduced and oxidized heme(s) and from literature
it is known that cytochrome c3 heme-iron is low spin in both ferrous and ferric states [91, 92],
all systems were treated as having a spin multiplicity of 1 and 2, respectively32. The overall
charge of each system, depending on the formal charge of the coordination iron atom, was
either set as zero or 1. Zero for the reduced heme and 1 for the oxidized counterpart.
Charge derivation methods read the radius (in A˚ngstro¨m) of each element when fitting poten-
tials, i.e. when deriving atomic partial charges from the ESP (which is done in both Merz-
Kollman and CHELPG method, as seen in Section 2.1.7.2 and Section 2.1.7.3). Elements
from first to the third row of the periodic table have defined Breneman and Merz-Kollman
radius within Gaussian 03 program. However, the radius of elements such as the iron atom,
31Remember that constant-(pH,E) MD relies on united-atom force fields.
32Fe2+ has a spin quantum number (S) of zero, since all electrons of opposed spin are paired in its molecular
orbitals. Thus, its spin multiplicity is 1, according to the 2S+1 rule. Low spin Fe3+ comprises a single unpaired
electron, and thus S= 1
2
(a fermion). The resulting spin multiplicity is, therefore, 2.
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(a) Heme I (all atoms) (b) Heme II (all atoms)
(c) Heme III (all atoms) (d) Heme IV (all atoms)
(e) Heme I (united-atom) (f) Heme II (united-atom)
Figure 2.11: Heme models with no propionates obtained from the original 2CTH PDB
X-ray entry (all atoms and united-atom models).
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(g) Heme III (united-atom) (h) Heme IV (united-atom)
Figure 2.11: Heme models with no propionates obtained from the original 2CTH PDB
X-ray entry (all atoms and united-atom models).
have to be inputted by the user. An empirical radius of 1.5 A˚ was chosen to represent both
Fe2+ and Fe3+ radius in the heme, in accordance with [35]33.
Initial wavefunction guesses were made whenever geometry optimizations and/or partial atomic
charge derivation methods were attempted. This was done by a simple single point energy
calculation using “very sleazy” SCF convergence criteria. The theory level and basis sets
remained the same, with a minor exception: 6-31G with no polarized basis functions (on C,
N, O, S, and H) was used for the sake of computational speed.
2.6.2.2 Geometry optimization settings
Geometry optimizations of each X-ray heme model present in DvH-TpI-c3 were computed
using the previously generated initial wavefunction guesses, but this time the convergence
criteria was set to be tight, i.e. a full convergence was requested. The freedom with which
the atoms move within the structural optimization was set by hand. We used this because we
were interested in studying cases where hemes had complete freedom to change their geometry
33This subject is not pacific among the scientific community, with several publications contradicting each
other. In layman’s terms, the radius of atoms/ions depends upon the way in which the measurement is made
and its environment. Even though the term atomic/ionic radius is widespread, there is no agreement in regard
of its meaning, which is clearly very different in different sources and books. A relatively recent study [93]
showed that the six-coordinate low-spin iron covalent radius is of 1.32 ±0.3 A˚. As for the effect of the oxidation
states, in most cases the covalent radii are quite insensitive to the oxidation state. The radius used in this
thesis is within the proposed covalent radius. Furthermore, small oscillations in this radius were proved to be
irrelevant for the quality of the determined partial atomic charges (data not shown).
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during the calculation, and others where we wanted to use positional constraints on critical
atoms, i.e. the axial histidine and covalent cysteine Cβ atoms34. Each geometry optimization
was accompanied by a frequency calculation, to make sure all optimized geometries represented
a local/global minimum of the respective potential energy landscape35.
2.6.2.3 Atomic charge analysis settings
Partial atomic charge derivation methods such as CHELPG and MK also took advantage of the
initial low accuracy wavefunction guesses36. However, a full SCF convergence criteria was used
instead. All virtual orbitals were printed, along with the density matrices and a full (orbital
by orbital and atom by atom) Mulliken population analysis. Depending on the analysis being
conducted, either CHELPG or Merz-Kollman point charges were also determined and printed.
Special Gaussian 03 internal options (IOp) were used to perform certain tasks:
• IOp(6/33=2), which makes Gaussian 03 write out the potential points and potentials.
• IOp(6/41=10), specifies that 10 concentric layers of points are used for each atom.
• IOp(6/42), gives the density of points in each layer. A value of 17 which gives about 2500
points/atom was used in the MK method. CHELPG method crashed with a value of
this magnitude, due to its higher grid point density. A value of 8 was found to maximize
its accuracy37.
GFPrint and GFInput Gaussian 03 keywords were also applied in these calculations, rendering
all molecular orbitals. A careful analysis of the location of the HOMO38 and, LUMO39 orbitals
is important, since it shows the valence electronic structure. Abnormal electronic structure
can be a sign that the level of theory and/or basis sets being used are not well suited for the
34These atoms represent the bridge between heme models and the protein’s main chain. Thus, by setting
them static throughout the geometry optimization one expects to achieve realistically relaxed structures, which
respect the natural positional constraining imposed by the overall protein structure. Ideally, one would like to
relax the structure according to the entire surrounding protein environment, as it’s done in QM/MM hybrid
methods.
35If all calculated molecular vibration energies are positive, that particular configuration represents a mini-
mum on the PES. Whenever one and only one imaginary frequency energy is encountered, that specific molecular
geometry represents a saddle point on the PES, which means that that specific geometry represents an undesired
transition state [94].
36This is only true for calculations on non-optimized structures. Charge analysis of optimized structures
used the respective checkpoint file generated on the geometry optimizations.
37Decreasing the MK point density to about 8 yielded similar results as with 17. It shows that this dramatic
rise in point density doesn’t enhance the results pro rata. Still, since one aimed for the highest accuracy possible,
the value of 17 was used in all MK calculations.
38HOMO: highest occupied molecular orbital.
39LUMO: lowest unoccupied molecular orbital.
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calculation at hand, or that something else is wrong (geometry, overall charge, spin multiplicity,
model design, etc).
RESP fitting procedure was done using a modified version of the AmberTools 1.3 [95] RESP
program, i.e. a patched standalone version of the RESP program obtained from q4md-
forfieldtools.org [96]. The standard version of the RESP program wasn’t suitable for this
work, since it only handles a limited number of ESP points, and, as stated before, the ESP
derived point density was greatly augmented (to about 150000 points per heme model) in
order to obtain maximum accuracy in charge derivation. Thus, we had to patch the RESP
program to increase the maximal number of ESP points defined in the ”espot” file. All RESP
fittings were accomplished in a single step, where the heme-iron charge was set to be equal to
its Mulliken charge40, while all other charges were given total freedom to adapt to the ESP,
overall charge, and heme-iron Mulliken charge. Both axial histidines were set to be perfectly
symmetrical among each other, i.e. partial atomic charges were forced to be equal between
each equivalent atom of the two histidines.
All obtained charges (CHELPG, MK and RESP) related to the hydrogen atoms which are
subsumed in the united-atom MD heme model were summed into their covalent heavy atom
partial charge.
In sum, three different heme model geometry types were tested: X-ray and, unrestrained and
restrained optimized geometries. All four hemes present in DvH-TpI-c3 were parametrized by
CHELPG, MK and RESP, i.e. all possible combinations were computed. However, only six
charge sets were tested with the constant-(pH,E ) MD method:
• Merz-Kollman heme I X-ray.
• CHELPG heme I X-ray.
• RESP heme I X-ray.
• RESP heme I, II, III and IV (multi-conformational) X-ray.
• RESP multi-conformational unrestrained optimization.
• RESP multi-conformational restrained optimization (axial histidines and covalent cys-
teines with fixed Cβ atoms).
Just out of curiosity, the total time spent in all QM calculations was approximately 137
days/CPU. This does not take into account crashed and user terminated runs which do not
generate job run time. So the estimate is well below the real value.
40For the reasons stated in Section 2.1.7.4.
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2.6.3 Constant-(pH,E) MD
All MM/MD and PB/MC simulations of DvH-TpI-c3 (molecule A of PDB’s 2CTH entry)
were performed using the constant-(pH,E ) MD method developed by Baptista et al. [29–
33, 59, 60]. The six, previously mentioned, heme charge parametrizations were included in,
what came to be, six modified versions of the original 53A6 GROMOS force field [34]. These
six different force fields differed only in the partial atomic charge values for the previously
defined heme model, and were chosen for each constant-(pH,E ) MD simulation, depending on
the charge derivation technique being evaluated at the time. Fourteen protonable/reducible
sites, including hemes I-IV, their respective propionates A and D, histidine 67, and the N-
terminal were titrated at the pH value of 6.6 and reduction potentials of -140, -180, -220, -240,
-260, -280, -300, -320 mV. Each solvent relaxation and full MM/MD cycles were 0.2 ps and 2
ps long, respectively. All simulations were done in triplicate, with an individual run time of 10
ns.
In sum, triplicates of each of the six different charge parametrizations were tested at eight
different reduction potentials. A total of 144 simulations, 10 ns long each, were performed. At
the end, over 3642 days/CPU of constant-(pH,E ) MD simulation were performed in order to
obtain a total of 1.44 µs of simulation.
2.6.3.1 MM/MD minimization and initiation
Before each MM/MD simulation, an energy minimization of each system (reduced and oxidized,
for all charge sets tested) was performed. It was done using the steepest descent algorithm in
three different steps:
• 1st - Approx. 40 steps of steepest descent with all protein atoms’ positions restrained,
using a force of 1000 kJ.mol−1.nm−1 41, and a maximum step size of 10 A˚, without
tolerance. Bond lengths were not constrained.
• 2nd - Another 16 steps (approx.) of steepest descent with only heavy-atoms’ positions
restrained (same force constant on all coordinates). Tolerance and step size were similar
to the previous step. Bond lengths were once again not constrained.
• 3rd - Around 10 more steps of steepest descent without positional restraints. All bonds
were constrained by LINCS.
41This force magnitude is considered big enough to counter most potential energy derived forces acting on
each atom. See Section 2.2.3.8.
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Two different MM/MD initiations were done for each DvH-TpI-c3 heme redox state, charge
set, and respective replicate. The first initiation was 50 ps long, with a 2 fs integration time
step. All protein atoms were restrained. Restraint force constant was the same as in the
two first energy minimization steps (1000 kJ.mol−1.nm−1). Constraints on the bonds were
imposed by the LINCS algorithm [78]. Velocities were generated with different seeds for each
of the three replicates. Berendsen’s weak coupling thermostat was used once again to control
the temperature of the system (coupling of the system’s temperature with a heat bath at 300
K). The second initiation was similar in all aspects to the first one, with exception for the
position restraints and the velocity generation, which was unnecessary, since velocities were
already generated in the first initiation. This time only Cα were restrained.
The resulting fully oxidized/reduced systems were used as the starting configuration for the
simulations at potential values higher/lower than -300 mV 42.
2.6.3.2 MM/MD settings
MM/MD simulations were executed using a modified version of GROMACS 3.2.1 [74, 75].
DvH-TpI-c3 was placed in the center of a rhombic dodecahedric box with periodic boundary
conditions, filled with 5879 water molecules from a simple point charge (SPC) water model
[97]. Non-bonded interactions (see Section 2.2.3.7) were treated using a twin-range cutoff
value of 8 and 14 A˚. The neighbor list was updated every 5 MD integration time steps or, in
other words, every 10 fs43. Long range electrostatic interactions (beyond the upper cutoff value)
were treated with the generalized reaction field method [98]44, in which a dielectric constant of
54 was used. The ionic strength was set at 0.1 mol/dm3. Pressure and temperature were kept
constant during the course of each simulation through the use of Berendsen’s weak coupling
methods (as stated before in Section 2.2.3.9) [80]. Berendsen’s thermostat was set to yield
a constant bath temperature of 300 K with a coupling constant, τ , of 0.1 ps. Pressure was
kept constant at 1 bar, while the coupling constant was set to 2 ps. Isothermal compressibility
was set to 4.5x10−5 bar−1. Bond constraining was achieved by applying the LINCS algorithm.
Whenever a bond rotates more than 90o in one step, a warning was given. Lincs order, which
controls the number of matrices in the expansion for the matrix inversion [76], was set to 8 45.
42This value was chosen accordingly to the the midpoint reduction potentials of the four hemes published in
[14].
43The equations of motion were integrated with a 2 fs time interval.
44Machuqueiro et al. [31] showed that the constant-(pH,E) MD method benefits more from using the
generalized reaction field method, instead of other methods like the particle mesh Ewald (PME) [99]. This
is because the generalized reaction field method allows counterion effects to be modelled by simply specifying
the solution ionic strength, which overcomes the problematic inclusion of counterions in the stochastic titration
method, where the total charge of the system is constantly changing during the simulation. Furthermore, the
PME method requires the system charge to be neutral in order to avoid infinite sums in the Ewald summation.
45This value was found to be optimal for the system at hand [29].
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2.6.3.3 PB/MC settings
Poisson Boltzmann/Monte Carlo coupled methods underlying the overall constant-(pH,E ) MD
method were carried out by two distinct programs: MEAD 2.2.0 [86] and PETIT 1.5 [21],
for PB and MC calculations, respectively. PB atomic charges and radii were taken from each
modified GROMOS 53A6, depending on the charge set being analyzed. Dielectric constants of
2 and 80 were used for protein and solvent, respectively. Temperature and ionic strength were
the same as in the MM/MD settings (300 K and 0.1 mol/dm3). The PB equation is solved
using the finite difference procedure with grid spacings of 0.25 and 1.0 A˚. Each MC calculation
was performed in 105 iterations.
2.7 General analysis
All analysis were performed using the GROMACS package and in-house tools. Structural
representations were done using PyMOL 0.99rc6 [100] and Chemcraft 1.6 [101], while graphics
were generated using Gnuplot 4.2 patchlevel 4 [102]. Errors were computed using standard
methods [70].
2.7.1 Root mean square deviation
The root mean square deviation, RMSD, is the most commonly used measurement to evaluate
the similarity between two structures. The calculations of the mass weighed RMSD was done
using a GROMACS package tool, g rms [76].
RMSD =
√√√√ 1
M
N∑
i=1
mi ‖di‖2 (2.47)
M represents the sum of all the masses of the atoms being compared, mi is the mass of atom
i, and di is the distance between atom i and its counterpart in the reference structure. RMSD
values are calculated over several fits between the reference structure and the test structure, by
rotation and translation of one of them, until the generated RMSD reaches a minimum value.
RMSD can be calculated for all atoms of a protein, mains chain atoms only, heme groups’
atoms, etc. Furthermore, RMSD values can be obtained between a set of structure frames
within a MD trajectory and another trajectory or just one reference structure, e.g., a crystal-
lographic structure.
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2.7.2 Root mean square fluctuation
The root mean square fluctuation, RMSF, also refered to as standard deviation, is a measure
of the deviation between the position of an atom i and its mean position during a time period,
t. It is similar to the RMSD, but the RMSF average is taken over time, while the RMSD
average is taken over the atoms, giving time specific values.
RMSF =
√√√√1
t
t∑
tj=1
‖ri(tj)− r¯i‖2 (2.48)
ri is the vectorial position of atom i at time step tj . r¯i is the average position of atom i during
t.
RMSF calculations were done using g rmsf, another tool present in the GROMACS package.
The RMSF can be calculated for both atoms or aminoacid residues. A time-averaged root
mean square deviation of each atom or residue with respect to its counterpart in the reference
structure can also be requested in this tool.
2.7.3 Radius of gyration
The radius of gyration, Rg is a measure the compactness of a structure, something that is very
useful to assess globular protein stability. Once equilibrated, a protein is expected to maintain
a constant radius of gyration throughout the simulation. Otherwise protein stability may be
compromised. The radius of gyration is determined as follows:
Rg =
√∑N
i=1 ‖ric‖2mi∑N
i=1mi
(2.49)
ric is the position of atom i with respect to the center of mass of the molecule. mi represents
the mass of atom i as usual.
Radius of gyration analyses were conducted with GROMACS package g gyrate tool.
2.7.4 Define secondary structure of proteins - DSSP
Secondary structure assignment was performed using the GROMACS package do dssp tool.
It works as an intermediate between the MD trajectory file and the DSSP program [103].
The DSSP algorithm extracts structural features from the atomic coordinates by a pattern-
recognition process. This recognition is heavily based on H-bonding pattern definitions, which
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all together creates a dictionary of protein secondary structure. In this work, the β-sheet
includes all residues identified as being β-sheet or β-bridge, and the α-helix includes all types
of helices. The term helicity refers to the fraction of residues in helix.

Chapter 3
Results and discussion
Having been informed about the biological background of hemeproteins and their mechano-
chemical (thermodynamic and structural) characteristics in the introductory chapter; and pre-
sented with the methods by which Desulfovibrio vulgaris Hildenborough type I cytochrome c3
hemeprotein was studied and analyzed in the methods chapter; the reader should now be able
to understand and interpret the results and discussion of the work presented in this thesis.
Both the results and their discussion will be arranged in two main sections, corresponding to
either QM or MM/MD studies. MM/MD studies will include all the collected and interpreted
data from the constant-(pH,E ) MD simulations, which by default congregate MM, CE, MC
theory and methods1. Each main section is divided into subsections for the sake of organization
and clarity.
3.1 QM calculations for charge set determination
3.1.1 DvH-TpI-c3 heme model design and initial QM testing
Even though all charge sets used in the constant-(pH,E ) MD simulations were derived from
the same heme model (described in Section 2.6.1 from the last chapter), additional models
were initially considered for testing. This is due to the fact that the original heme group
model, whose charges were parametrized by Oliveira et al. in [35] and used by Machuqueiro
and Baptista in the validation of [29], did not account for the propionate groups covalently
bound to the porphyrin heme backbone, even with most theoretical studies pointing towards
propionate D from heme I being the major responsible for the redox-Bohr effect in DvH-TpI-c3
1These subjects were treated separately in Chapter 2.
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Figure 3.1: Heme I X-ray model with deprotonated propionates.
[18, 22, 24]. Hence, it is only logical to assume that an electrostatically sensitive system such
as DvH-TpI-c3 would only benefit from a broader charge parametrization of its redox sites.
The first alternative to the original model, appears as the natural candidate for charge parame-
trization, once the previous considerations are taken into account. It basically consists on a
complete replica of the first model with the (previously cut) propionates (A and D) being a
part of its structure. Since propionates tend to be deprotonated at the simulated physiological
pH, 6.6, it makes sense that one should parametrize the model with deprotonated propionates.
Figure 3.1 shows a representation of this (first) alternative heme group model.
From the very beginning, one had in mind to experiment all the possible combinations of
charge derivation methods and heme structures, i.e. obtain different charge parametrizations
for all hemes in DvH-TpI-c3, whether would they be in their original X-ray configuration or
their QM optimized geometries, as well X-ray and optimized multi-conformational approaches.
One was also eager to explore different levels of theory, as well as more advanced basis sets.
After all, [35] parametrization is over five years old by now, and newer methodologies have
been proposed ever since. Yet, time was also limited from the start. The most efficient way to
take on this challenge was to emulate the results obtained by [35] first, and only then move
onto other methodologies which would hopefully result in an accurate heme group charge
parametrization for the 53A6 GROMOS force field.
Single point energy calculations (SPEC) over the two heme group X-ray based models discussed
so far were performed with the same theory level and basis sets as in [35]: B3LYP functional
plus 6-31G(d) and 6-31G(2df) basis sets for C, S, N, O, H and Fe, respectively. SCF convergence
criteria was set to be tight, and all orbitals were printed as previouly described (see Sec-
tion 2.6.2.3). Single point energy calculations are the simplest and (in principle) the least
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time consuming task which can be done with Gaussian 03. Yet, these calculations proved to be
heavy duty. Specially, for the open shell systems, i.e. the oxidized heme models, which bear an
unequal number of spin up and spin down electrons. These calculations were also often unable
to reach SCF convergence, even when initial wave function guesses at lower theory level were
undertaken, which suggested that these basis sets are not well suited for these type of systems.
In order to reduce the expensiveness of the calculations, the complete 6-31G(2df) basis set was
substituted by the effective core potential LANL2TZ(f), which comprises two triple zeta split
valence functions with f polarization. The later is a state-of-the-art ECP with higher specs
than the 6-31G(2df), a double zeta plus double polarization (two d and one f basis function),
basis set. In fact, by simply changing the basis set which describes the atomic orbitals of the
heme-iron atom, one saves up to 3 hours in single point energy calculations in closed shell
systems. From experience, unrestricted open shell SPEC take around four times longer to
converge2. Thus, changing the original basis set for the aforementioned ECP, saves calculation
time and adds accuracy to the results. In sum, it’s a “win-win situation”.
Having said so, heme I no-propionates (NP) X-ray (Figure 2.11a) and heme I X-ray (Figu-
re 3.1) models, at both redox states, were then submitted to a SPEC at DFT theory level
and mixed complete/ECP basis sets, with a tight convergence criteria3. A visual inspection of
the HOMO and similar energy molecular orbitals was done. Abnormal HOMO location and
energies, as well as open shell spin contamination were found in heme I X-ray model.
Abnormal HOMO location is usually a sign that the theory level and/or basis sets being used
are not well suited for the system at hand, or that something else is wrong (geometry, overall
charge, spin multiplicity, etc). It can also be attributed to the fact that QM calculations
were done in vacuum, where no surrounding protein media exists, resulting in insufficient
electrostatic interactions within the model being parametrized. Anionic systems, specially
when the overall formal charge is lower than or equal to -2, tend to erroneously dislocate
the HOMO towards the most electronegative atoms, as can be seen in Figure 3.2. HOMO
location on Figure 3.2e and Figure 3.2h contradicts all chemical intuition and reasoning. It
would be expected that, independently of the redox state, both models exhibited the HOMO
centered around the coordination iron atom. Heme oxidation involves the abstraction of a
Fe2+ d6 electron. Therefore, the HOMO cannot be located anywhere else but near the iron
atom. Yet, both formerly mentioned figures exhibit the HOMO around the charged propionate
2Geometry optimizations are way more time consuming than the SPEC counterparts. The systems tested
in this work take about 6 and 9 hours for SPEC to converge, respectively for, the reduced (closed shell) and
oxidized (unrestricted open shell) heme group models. Geometry optimizations can take up a week to converge
for closed shell heme systems. Open shell calculations usually take over two weeks. And this is considering
initial wavefunction guesses taken from the SPEC calculations. Without doing this, calculations would take even
more time to complete. Not to mention the usual Gaussian 03 SCF convergence crashes and other problems,
which render this type of calculations very time (and patience) consuming.
3See Section 2.6.2.1 for a complete description of the settings used.
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(a) Reduced heme I NP X-ray model - HOMO (b) Oxidized heme I NP X-ray model - α HOMO
(c) Oxidized heme I NP X-ray model - β HOMO
Figure 3.2: HOMO and spin density analysis of both heme models (heme I X-ray
with and without propionates, at both redox states). A cutoff contour value of 0.05
was used when rendering all molecular orbitals.
oxygen atoms. Furthermore, the HOMO as well as its five nearest energy occupied molecular
orbitals showed positive energy. This is, obviously wrong, and it yet another sign that solvent
media or point counter-charges are needed for this type of calculation.
Mulliken spin densities4 of both oxidized models showed that, in fact, the unpaired valence
electron in heme I X-ray model can be found with an high probability near the oxygen atoms
4Spin density is defined as the total density of electrons of one spin (e.g. α electrons) minus the total electron
density of the electrons of the other spin (e.g. β electrons). Needless to mention that spin density only occurs
in open shell systems, where the difference between α and β electrons is always non-zero.
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(d) Oxidized heme I NP X-ray model spin density
Figure 3.2: HOMO and spin density analysis of both heme models (heme I X-ray
with and without propionates, at both redox states). A cutoff contour value of 0.05
was used when rendering all molecular orbitals.
of both propionates (see Figure 3.2i). The same is not true for the heme I NP model (see
Figure 3.2d). Even though the α and β HOMO is spread among the resonating bonds of the
porphyrin ring, the vast majority of spin density is found over the hemic iron atom.
It is important to state that no significant spin contamination was found in any tested oxidized
heme group model. Spin contamination is a consequence of unrestricted open shell calcula-
tions, where the wavefunction is no longer an eigenfunction of the total spin, < S2 >, having
contributions from states of higher spin that mix. This is because this type of calculation uses
two separate sets of orbitals, one for the α electrons and one for the β electrons, allowing them
to localize in different regions of space. As a consequence some error may be introduced into
the calculation. If there is no spin contamination, < S2 > should equal s(s + 1), where s is
the number of unpaired half-integer spin electrons (fermions) [53]. As a rule of thumb, spin
contamination is negligible if the value of < S2 > differs from s(s+1) by less than 10%. A high
spin contamination can, and will, affect the geometry, population analysis and spin density,
which is not the case in here.
From this, it seems clear that the heme I X-ray model cannot be used, as it is, in heme group
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(e) Reduced heme I X-ray model - HOMO (MO
no. 226)
(f) Reduced heme I X-ray model - MO no. 220
(g) Oxidized heme I X-ray model - α HOMO (h) Oxidized heme I X-ray model - β HOMO
Figure 3.2: HOMO and spin density analysis of both heme models (heme I X-ray
with and without propionates, at both redox states). A cutoff contour value of 0.05
was used when rendering all molecular orbitals.
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(i) Oxidized heme I X-ray model spin density
Figure 3.2: HOMO and spin density analysis of both heme models (heme I X-ray
with and without propionates, at both redox states). A cutoff contour value of 0.05
was used when rendering all molecular orbitals.
charge parametrization, due to its unrealistic electronic behavior. Modifications to the model
as well as the QM settings can, however, be done in order to overcome this issue. Perhaps the
most simple approach is to protonate the carboxylate ions present in each propionate, as can be
seen in Figure 3.3a. This should, in a rough way, account for the propionate interactions with
water molecules and neighbor side chains of the protein aminoacid residues. Still, one should
keep in mind that at the simulation pH, pH=6.6, the heme propinates are hardly protonated,
and this type of measure should be regarded as a short term approach.
The HOMO analysis of both redox states and oxidized spin density, shows great agreement with
the results obtained for heme I NP X-ray model (see Figure 3.3). Even though it seems to
work well, the new model is chemically inaccurate, nonetheless, as the propionates are assumed
to be protonated at the simulated pH value. It is difficult to know how great an approximation
it is to derive charges of a protonated system and apply them on its deprotonated counterpart.
Using the obtained partial atomic charges for a model with such inconsistency would yield
unpredictable results. In sum, some testing had to be done first.
An alternative route to the approach taken here, would be to do all QM calculations with
implicit solvent and/or point charges. Another hypothesis would be the use of QM/MM
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(a) Heme I 2H X-ray model structure (b) Reduced heme I 2H X-ray model - HOMO
(c) Oxidized heme I 2H X-ray model - α HOMO (d) Oxidized heme I 2H X-ray model - β HOMO
Figure 3.3: HOMO and spin density analysis of heme I X-ray with protonated
propionates (2H), at both redox states. A cutoff contour value of 0.05 was used when
rendering all molecular orbitals.
hybrid methods. All these alternative routes require additional detail, complexity and testing.
Moreover, most biomolecular force fields commonly used in MM/MD, e.g. AMBER [69],
GROMOS [104] and CHARMM [105], use charge parameters obtained either from empirical
approaches or QM charge derivation methods. Those who rely on QM charge calculations
are usually (if not exclusively) done in vacuum. Extensive literature search has shown the
existence of a very limited range of force fields whose charge parameters were determined
by QM calculations with implicit solvent. One example is the ff03 force field form AMBER
[106, 107].
Therefore, we chose to stick with the no-propionate heme group models, at least for the initial
studies presented in this thesis. We are aware of this model’s limitations, but it seems to be
one of the best options that we tested. Still, one should keep in mind that the α and β HOMO
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(e) Oxidized heme I 2H X-ray model spin density
Figure 3.3: HOMO and spin density analysis of heme I X-ray with protonated
propionates (2H), at both redox states. A cutoff contour value of 0.05 was used when
rendering all molecular orbitals.
of the oxidized system are not accurately located. In fact, the energy order of, at least, the
valence molecular orbitals is probably wrong. This is more likely due to a method problem
(level of theory and/or basis sets) than a modelling one. In fact, QM calculations with implicit
solvent were done for both heme I X-ray based models (with and without propionates). All
stated issues were solved with exception for the location of HOMO in oxidized models, which
kept being delocalized towards the porphyrin ring. It should also be stated that the charges
obtained in vacuum differ from those in solvent. Thus, it may be interesting to investigate
charge parametrization with solvent on subsequent studies with longer time span, as little is
know about its performance and suitability.
3.1.2 Geometry optimization analysis
Heme group charges published in [35] were based on a RESP fitting procedure of the po-
tential energy surface from the X-ray structure of DvH-TpI-c3 heme group number one, for
short: heme I NP X-ray. These charges were applied to all four heme groups without taking
into consideration that each heme group has its own unique geometry. Furthermore, each
heme undergoes a conformational change upon oxidation. So, to be exact, there are eight
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different possible heme conformations to deal with5. Another important aspect which was
not considered in the Olivera et al. charge parametrization was the fact that the X-ray heme
group conformation is not necessarily the same as in solution. Hence, the need of a geome-
try optimization, which will relax the structures by finding their nearest minima on the PES,
eliminating crystal intramolecular strain.
As stated before in the geometry optimization settings section (see Section 2.6.2.2), two
different types of geometry optimization were done: a free optimization (no positional freezing)
and a fixed optimization, where the axial histidines and covalent cysteines C-β atoms were fixed
to their X-ray position. The reasoning for this is based on the fact that without fixed positions
(more degrees of freedom), the geometry optimization procedure tends to converge to lower
minima, resulting in an exaggerated relaxation of each structure. The resulting conformations
are thus “artificial”, in a sense that the connection of the heme group to the main chain of the
protein, and the protein environment, does not allow such great extent of relaxation. Hence,
fixing key atoms to their X-ray positions seems reasonable, as it allows the right amount of
relaxation.
All optimizations were followed by a frequency calculation in order to assess whether one was
dealing with a stable conformation or a transition state. Since no imaginary frequencies were
found, one assumes all optimizations converged to representative stable conformations of the
starting X-ray conformations.
The root mean square deviation, RMSD (see Section 2.7.1), is a frequently used measure
of the differences between values predicted by a model and the values actually observed from
the structure being modeled. In other words, it is a useful and precise tool to analyze how
different are two structures. Table 3.1 tells us how different is each heme X-ray structure
from another, and thus how wrong it may be to attribute the charges obtained for a specific
structure (heme I NP X-ray) to all hemes (II-IV), since it is known that charges derived from
the ESP will ultimately depend on the conformation of the model (MK more than CHELPG,
as seen in Section 2.1.7.3).
From Table 3.1 it becomes clear that heme III presents the most different structure of all four
hemes. Hemes I and II appear to be the most closely related in terms of conformation. This
alone can be seen as a sign that charge sets will somewhat differ between heme groups, and that
assigning the same charge set to all hemes regardless of their conformational differences, can
indeed be a significative approximation. Specially when these charges are derived from a single
X-ray structure, which is by no means representative of any heme group present in a protein
5Needless to mention that the protein is a dynamic structure, and small fluctuations on each heme group
conformation will occur at any given moment. Since it is not feasible to determine all the possible conformations
for all hemes at each redox state, one aimed to determine a single stable conformation for each of the eight
possible cases.
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Table 3.1: Structure RMSD crossing table. Heme X-ray against heme X-ray (nm).
H
em
e
X
-r
ay
I II III IV
I - 0.0386 0.0670 0.0486
II - 0.0777 0.0601
III - 0.0740
IV -
Table 3.2: Structure RMSD crossing table. Optimized heme structures against
heme X-ray (nm).
Heme
I X-ray II X-ray III X-ray IV X-ray
I
Fixed
Reduced 0.0228 - - -
Oxidized 0.0212 - - -
Free
Reduced 0.0320 - - -
Oxidized 0.0332 - - -
II
Fixed
Reduced 0.0441 0.0221 - -
Oxidized 0.0443 0.0232 - -
Free
Reduced 0.0467 0.0321 - -
Oxidized 0.0503 0.0331 - -
III
Fixed
Reduced 0.0719 - 0.0241 -
Oxidized 0.0710 - 0.0240 -
Free
Reduced 0.0750 - 0.0277 -
Oxidized 0.0746 - 0.0266 -
IV
Fixed
Reduced 0.0320 - - 0.0321
Oxidized 0.0370 - - 0.0317
Free
Reduced 0.0333 - - 0.0448
Oxidized 0.0370 - - 0.0457
in solution, at any given redox state. Thus, one either uses a less conformationally dependent
charge derivation method, as CHELPG, or one uses a multi-conformational approach, like
RESP. A multi-conformational RESP fitting procedure over optimized structures seems to be
the most rational approach, but as stated before, there is no way to tell which method is best
unless it is tested.
Table 3.2 shows the RMSD values between each optimized model and its X-ray counterpart.
All optimized structures were also compared against the X-ray structure of heme I. It primarily
shows how much each heme group deviates from its original X-ray structure upon geometry
optimization. Secondarily, it also shows how different each heme group is when compared to
the heme I X-ray structure, used primarily by [35] in their heme group charge parametrization.
In general terms, all optimized hemes groups seem to deviate in the same proportion from their
original X-ray structure. Heme IV is the outlier here, as it deviates significantly more than the
others. Free optimizations result in greater extents of structure relaxation and higher RMSD,
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as expected, since it allows the most degrees of freedom.
The RMSD crossing tables between heme groups, optimization method and heme redox state
are presented from Table A.1 to Table A.8. As aforementioned, heme III related data is
always at odds with the other heme groups. These differences may have further implications,
for example, in the calculated titration curves and midpoint reduction potentials6. Curiously
free optimizations of heme I and heme IV yielded virtually equal conformations in both redox
states (RMSD of 0.0002 and 0.0008 nm). This is very likely an adverse effect of over relax-
ation, characteristic of free optimizations, and even expected beforehand, without analyzing
the results. Another feature which can be analyzed is to which amount does the redox state
influences the final optimized structure. Table A.5 and Table A.6 show that the redox state
does influence structure optimization, but to a lesser extent. The last two tables (Table A.7
and Table A.8) prove that full and partial optimizations, even when only 4 atoms out of 99 are
restricted to their X-ray positions, constitute indeed two different approaches, with markedly
different results.
3.1.3 Charge analysis
Table 3.3 comprises all the partial atomic charges obtained for each charge set. These are
already final, in a sense that all unnecessary hydrogen charges are already collapsed into their
respective heavy atoms’ charge. This procedure was done in order to respect the structure
of the heme group model that was defined for united-atom force fields. In total, 38 hydrogen
atoms were subsumed.
Only experimentation can give a final answer to which charge set is better suited for contant-
(pH,E ) MD simulations. However, there are certain empirical rules whom charges must obey
in order to be considered realistic. For example, the partial atomic charges of the heme-iron
atom (ferrous and ferric) must be positive. This implies that ligand nitrogen atoms must
have a negative partial atomic charge. Furthermore, oxidized iron should in principle present
higher charge than its reduced counterpart. If not, the discrepance should not be significant,
otherwise these values would be difficult to accept. In the previously published charge set [35],
the reduced heme-iron charge proved to be 48% higher than its oxidized counterpart. This big
discrepance is difficult to interpret by physico-chemical principles.
Here (Table 3.3), with the exception of Merz-Kollman charges, all iron and nitrogen partial
atomic charges respected the aforementioned characteristics. MK charges for NE21 and NE22
(axial coordinating nitrogen atoms, belonging to the axial histidine residues) were sometimes
found to assume positive values. MK Fe(II) and Fe(III) charges were also found to disagree in
6The midpoint reduction potential refers to the solution reduction potential for which the heme is half-
reduced, Ehalf .
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terms of value order. Fe(III) was expected to assume higher values than Fe(II), which was not
the case here. Still, the net difference between them was found to be insignificant (1.1%). This
was not completely unexpected as one knows from Section 2.1.7.2 that ESP based charge
derivation methods usually yield weak charge estimates for deeply buried atoms.
With this in mind, we opted to use Mulliken iron charges for the RESP fittings. As poor as
they are usually considered to be, Mulliken charges still represent the best estimates of deeply
buried atoms like heme-iron. Since Mulliken charges do not depend on the conformation,
it comes with no surprise that all RESP charge sets (single and multi-conformational) have
similar iron charges depending on the heme redox state being considered.
In general, CHELPG charges agree very well with chemical intuition. However, CHELPG
showed a tendency to create bigger dipoles between atoms of oposite charge signal. Even if
we consider these dipoles to be exagerated, there is no better way to determine its suitability
than to test these charges in our constant-(pH,E ) MD framework.
The RMSD will, once again, be used to evaluate the differences between charge sets. These
values are grouped in Table 3.4 to Table 3.6.
From Table 3.4 and Table 3.5 it is evident that CHELPG charges diverge quite a bit from all
the other charge sets. This is hardly a surprise, as one knows from Section 2.1.7.2 that the
CHELPG scheme sampling method differs from that of MK, and ultimately from RESP which
is based on the MK scheme. Multi-conformational approaches yield different results from those
given by single-conformation methods. This is also expected, since different conformations
have different ESP, and thus different partial atomic charges. For example, within the RESP
approaches taken here, the resulting charges tend to diverge as the degrees of freedom allowed
in the geometry optimizations are increased. Interestingly, the RMSD values between redox
states shown in Table 3.6 are quasi constant throughout the different charge sets.
Another interesting result that can be taken from this analysis is that the RESP fitting proce-
dure can alter the MK charges quite significantly, as can be seen in Table 3.4 and Table 3.5.
Figure 3.4 and Figure 3.5 depict which atoms have their atomic charges vary the most
throughout the six charge sets considered in this work. It is clear that atoms closer to the
coordination center present the highest average variation. This is a significant finding, as
these atoms are closely involved in the redox event that occurs at each heme-iron coordination
center. Such sensitivity presented by these particularly important atoms, proves how delicate
the system being studied is towards electrostatics. It also emphasizes the importance of an
extensive charge parametrization of this model and subsequent constant-(pH,E ) MD testing.
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Figure 3.4: Average variation of each partial atomic charge between charge sets.
Atomic number and nomenclature are the same as in Table 3.3.
Figure 3.5: Chromatic representation of the average partial atomic charge varia-
tion. Atoms whose partial charge varies the most between charge sets are represented in red.
From orange to white, the atomic partial charge variation decreases, with white representing
minimum variation between charge sets.
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3.2 DvH-TpI-c3 titration using constant-(pH,E) MD
simulations
3.2.1 Simulation equilibration
As most protein simulations in aqueous solution, the DvH-TpI-c3 structure was taken from
X-ray crystallographic studies. Atoms within a crystal lattice are expected to maintain a high
degree of order, while in a liquid, the same atoms are expected to acquire considerable mobility.
Furthermore, the X-ray structure and the aqueous protein solution are obtained/simulated at
different densities and temperatures. Thus, the purpose of an equilibration phase is to enable
the system to evolve from the starting configuration until it reaches equilibrium at the new
given conditions. Equilibration is said to be reached whenever a set of monitored properties
become stable. The most often monitored properties are thermodynamic quantities such as
the energy, temperature and pressure, and structural properties.
In this work, each simulation equilibration was analyzed by its RMSD value over time. The
structure obtained in each final MD initiation step was used as the reference structure for
each RMSD calculation. Another measure of the systems’ equilibration that we used was the
reduction fraction of the four heme groups.
The example presented here, Figure 3.6, regards the heme I X-ray RESP charge set. The
rationale behind this choice is mainly due to the fact that the model and charge derivation
method is equal to the one used in [29]. The main difference between both charge sets lies
in the QM and RESP settings. Thus, we wanted to show that it is possible to improve the
constant-(pH,E ) MD equilibration/results at low dielectrics using the same overall methods
with enhanced settings. Examples relative to the other charge sets tested are presented in
Appendix B.
In order to assess the equilibration of the simulations, we present results at solution reduction
potential values near the half-reduction of DvH-TpI-c3. The reason for this is that, at these
values, it is more likely to capture all four hemes effectively titrating, as we know from previous
studies, [14, 29], that heme groups midpoint reduction potentials can range over 80 mV
between themselves. Thus, when E << Ehalf or E >> Ehalf , heme groups may present a
major preference for one specific redox state throughout the entire simulation.
In general terms, all simulations (regardless of the charge set being used) showed to equilibrate
their RMSD before the fifth nanosecond of simulation. Hence, only the last 5 ns of each
simulation were taken into consideration for the computation of the redox titration curves,
something which will be addressed below (see Section 3.2.3). The first statement is supported
by a visual inspection of Figure 3.6a and Figure B.1a to Figure B.5a. These figures
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Figure 3.6: RMSD and reduced fraction plots of a chosen replicate of the RESP
charge set at the reduction potential of -260 mV.
represent the temporal evolution of the RMSD values computed using all atoms, Cα atoms
and heme group atoms, relatively to the reference X-ray structure. This representation allows
the reader to identify the different contributions towards the overall RMSD.
Figure 3.6b and Figure B.1b to Figure B.5b represent the temporal evolution of the
reduction fraction of the four hemes. The examples shown in the aforementioned figures show
that all hemes are effectively titrating during the entire simulation. No heme is ever stuck in
the same redox state throughout the simulation. In these examples, heme IV and heme III
tend to be mostly reduced and oxidized, respectively, at the given E values, but it is no more
than a consequence of the pronounced Ehalf shift between hemes. This makes it very difficult
to capture all four hemes titrating extensively at the same reduction potential. However, it is
interesting to verify that without further titration analysis one can almost immediately state
that hemes I and II are titrating at similar E values, which is in agreement with experiment and
theoretical experiments [14, 29]. Heme III and IV seem to have strikingly different empirical
Ehalf , with heme III Ehalf >> heme IV Ehalf . Furthermore, DvH-TpI-c3 half-reduction
seems to be in closer agreement to experimental values than those obtained by Machuqueiro
and Baptista in 2009 [29]. But this is something that can only be conclusively proved when
looking at the redox titration curves (see Section 3.2.3).
The RMSD examples given so far are relative to “well-behaved” replicates. By “well-behaved”
one means that the RMSD values are equilibrated throughout most of the simulation and that
they assume relatively low magnitudes. In fact, to our satisfaction, the great majority of the
simulations performed fit in this label. However, there are some replicates whose RMSD values
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Figure 3.7: RMSD and reduced fraction plots of a chosen replicate of the RESP
MC X-ray charge set at the reduction potential of -260 mV.
do not seem to equilibrate and/or even assume greater magnitudes.
Figure 3.7, Figure B.6 and Figure B.7 represent three examples of replicates whose RMSD
values are not ideal, either because they are too high and/or have not yet stabilized at the 10th
ns of simulation. However, it can be seen that this has no influence on the temporal evolution
of the reduction fractions of the heme groups. All four hemes are effectively titrating at the
given E value. Thus, we can state that even though the temporal evolutions of the RMSD
are not ideal, the simulations considered here seem to be equilibrated nonetheless. Yet this
says nothing about the stability of the protein. Protein stability can only be assessed with
supplementary evaluation, something which will be addressed below in Section 3.2.2.
In sum, the combined RMSD and titration data shown here, corroborates that the simulations
are indeed equilibrated by the final simulation time segment.
3.2.2 Protein stability
Having discussed simulation equilibration, it is now important to study protein stability. Equi-
libration and stability are two distinct concepts. One can have an equilibrated simulation
whereas the protein is unstable. The opposite is also true, i.e. one can have a stable protein
in an unequilibrated simulation. We are only interested in the cases where the simulation
is equilibrated and the protein is stable. How does one assess protein stability? Well, there
are many methodologies available. Choosing the adequate ones to our system is the biggest
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challenge.
The temporal evolution of the RMSD can, to a small extent, inform us about protein stabil-
ity, as it reflects the root mean square deviation of the simulated protein atomic Cartesian
coordinates towards their reference structure counterparts. However, on its own, this type of
information is nowhere near enough to understand protein stability. Protein stability assess-
ment implies knowledge of structural detail at a higher level than that of atomic positions.
Basic biochemical knowledge, tells us that the structure of proteins can be decomposed into
primary, secondary, tertiary, and quaternary structure. The scaffold for proteins is provided
mainly by secondary structural elements which are defined by hydrogen bonds within the
molecule. This leads to several recognizable domains/motifs of protein structure, including
secondary structure (SS) elements like α-helices, β-sheets, turns, coils, etc [103].
As mentioned in Chapter 1, DvH-TpI-c3 is a globular protein. Thus, a stable conformation
of this protein should, in principle, maintain a relatively regular radius of gyration throughout
the entire simulation. Complementary to the radius of gyration, we found necessary to study
the temporal evolution of the perimeter defined by the four heme-iron atoms. This was done
by calculating the sum of the four distances between hemes (I-II, I-III, II-IV and III-IV). This
perimeter defines a quadrilateral polygon whose vertices’ are the Cartesian coordinates of the
four heme-iron atoms. The rationale behind this analysis is that DvH-TpI-c3 hemes have been
found to be homotropically correlated [12, 14, 29, 35], and heme-heme distance plays an
important role in this type of interaction. Thus any significant variation in the perimeter may
have an important impact in DvH-TpI-c3 stability and function.
Even though the Rg and heme perimeter are two distinct measurements, they are expected to
be somewhat correlated. This is due to the fact that all protein simulations yield a positive shift
of the Rg and the perimeter from the original crystal values, which corresponds to a relaxation
of the initial structure and to a rearrangement of external loops [108]. The former also serves to
partially explain the increasing RMSD values until the simulation reaches equilibrium (see Fi-
gure 3.6a and Figure B.1a to Figure B.5a). In layman’s terms the Rg and heme perimeter
tell us if DvH-TpI-c3 is holding up its fold in solution, or if it is falling apart.
The two complementary studies which were done in order to assess protein stability, and
specially to analyze protein structure, i.e. secondary structure, are the root mean square
fluctuation (RMSF) of residues and the DSSP analysis. Although the RMSF is not directly
related to protein secondary structure, it, in fact, tells us how much an amino acid residue
is varying its overall position throughout the simulation. Combining this information with
the knowledge of which residue takes part in which secondary structure motif, one is able to
understand which parts of the protein structure are more/less stable in a given simulation
trajectory. Excessive RMSF on residues involved in α-helix or β-sheets may be indicative of
3.2. DVH-TPI-C3 TITRATION USING CONSTANT-(PH,E) MD SIMULATIONS 93
 1.25
 1.275
 1.3
 1.325
 1.35
 1.375
 1.4
 1.425
 1.45
 1.475
 1.5
 0  1  2  3  4  5  6  7  8  9  10
R
a d
i u
s  
o f
 g
y r
a t
i o
n  
( n m
)
Time (ns)
(a) Temporal evolution of the protein radius of
gyration. The dashed line represents the Rg of the
reference crystallographic structure.
−0.5
−0.4
−0.3
−0.2
−0.1
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0  1  2  3  4  5  6  7  8  9  10
P e
r i m
e t
e r
 d
i f f
e r
e n
c e
 ( n
m )
Time (ns)
(b) Heme perimeter difference. The perimeter is
defined by a quadrilateral polygon whose vertices’s
are the Cartesian coordinates of the four heme-
iron atoms. The values presented in the figure are
obtained by subtracting the crystallographic heme
perimeter, which is 5.2233 nm.
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 10  20  30  40  50  60  70  80  90  100
R
M
S F
 ( n
m )
Residue number
(c) Temporal evolution of the root mean square
fluctuations of each amino acid residue present in
the protein. Heme and propionate residues are
not included. The shaded areas correspond to the
residues which take part in secondary structure
motifs.
 0
 5
 10
 15
 20
 25
 30
 35
 40
 45
 50
 0  1  2  3  4  5  6  7  8  9  10
N
u m
b e
r  o
f  r
e s
i d
u e
s
Time (ns)
α−helix
β−sheet
Coil
Turn
(d) Time variation of the number of residues in-
volved in each of the four different secondary struc-
ture motifs by the DSSP criterion: α-helix, β-
sheet, turn and coil.
Figure 3.8: Protein stability analysis relative of a chosen replicate of the RESP
charge set at the reduction potential of -260 mV. Radius of gyration, heme perimeter
difference, residue RMSF and secondary structure analysis (DSSP).
structural instability. The DSSP analysis gives us a detailed description of which type of SS
motif every residue in the protein belongs to.
Following last section’s criteria, we will present the radius of gyration, heme perimeter differ-
ence, residue RMSF and secondary structure analysis (DSSP), for a chosen replicate of each
charge set at the previously reported reduction potential values.
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(b) Heme perimeter difference. The perimeter is
defined by a quadrilateral polygon whose vertices’s
are the Cartesian coordinates of the four heme-
iron atoms. The values presented in the figure are
obtained by subtracting the crystallographic heme
perimeter, which is 5.2233 nm.
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Figure 3.9: Protein stability analysis relative of a chosen replicate of the RESP
MC X-ray charge set at the reduction potential of -260 mV. Radius of gyration, heme
perimeter difference, residue RMSF and secondary structure analysis (DSSP).
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Protein radius of gyration analysis (Figure 3.8a and Figure C.1a to Figure C.5a) tell us
that upon protein relaxation, a consequence of introducing a crystallographic protein configu-
ration in water, the Rg remains fairly constant throughout the remainder simulation time. The
vast majority of the simulations present an approximate Rg value of 1.375 nm. Considering
that the crystal Rg is 1.300 nm, we report that the Rg value for the protein in solution is
approximately 5% bigger than that obtained from the crystal. This is in close agreement with
[108], who performed MD studies on Desulfovibrio africanus cytochrome c3 and found a Rg
value 2% bigger than that from the reference crystal structure. Yet, it is important to keep in
mind that the MD settings and force field used by these authors are not equal to ours, even
though the protein is quite similar to DvH-TpI-c3.
As for the heme perimeter, most simulations showed a positive shift from the reference value,
5.223 nm. Of the 144 simulations performed, less than 10 terminated with a negative shift,
meaning that the hemes rarely got closer with simulation duration. When considering the
relative proportions of the overall perimeter and the average shifts (less than 0.3 nm), which
represents around 5.70% of the perimeter, we can infer that the dominating positive shifts may
be related with the aforementioned protein relaxation. The negative heme perimeters can also
be qualitatively reasoned, if one takes into account that protein relaxation may not always
be isotropic. Anisotropic relaxation is a possibility as one knows that no protein is perfectly
spherical, and thus cannot relax with the same magnitude in every direction, resulting in heme
approximation instead of heme detachment.
From Figure 3.8 and Figure 3.9, it is possible to infer that strong differences on the RMSD
may not reflect extensively in both Rg and heme perimeter. Attending to the higher magnitude
of Figure 3.7a RMSD compared to Figure 3.6a, we would expect systematically higher Rg
values, which in fact are not so different from one another. Moreover, heme perimeter hardly
shows any correlation with the respective RMSD, obtained for the same charge set and E.
The only assumption that can be made, is that hemes tend to distance themselves within
most simulations, until reaching a stable position. Still, none of the reported events can be
interpreted as the result of protein instability.
All residue RMSF figures - Figure 3.8c, Figure 3.9c and Figure C.1c to Figure C.7c -
show that there are five main protein sequence segments that fluctuate the most throughout the
simulation. This is true for either the replicates that shown good RMSD behavior and for those
with less ideal behavior. The main differences between them is in magnitude. Replicates with
higher and/or less equilibrated RMSD values show bigger RMSF values in the aforementioned
five areas of the sequence. The shaded zones in the RMSF figures represent both α-helix and
β-sheet visually identifiable from Figure 3.10. By simply matching the residue segments with
systematic RMSF peaks with DvH-TpI-c3 sequence, we are able to visually identify the SS
regions with greater fluctuations. The five RMSF peaks in Figure 3.8c, Figure 3.9c and
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Figure 3.10: Representation of DvH-TpI-c3 2CTH PDB entry colored by sec-
ondary structure motif. α-helices shown in red; β-sheets in yellow; loops (turns+coil) in
green. Hemes are numbered and shown as blue “wires” in order to ease the visualization.
These SS motifs were identified by the visual rendering software PyMOL and not by the DSSP
criterion [100, 103]. Shaded areas represent protein sequence segments which showed the
highest RMSF values, i.e. tend to vary the most throughout most simulations.
Figure C.1c to Figure C.7c, were identified as the N-terminus region, the turn between
both β-sheets, the turn and hairpin in the heme II region, and the turn connecting the final
two α-helices. In some simulations, the final α-helix also shows some extent of fluctuation.
In general terms, most simulations do not present RMSF values large enough to be considered
problematic, i.e. structurally unstable. From Figure 3.10 we were able to tell that the N-
terminus, the turns and the hairpin regions are more susceptible to spatial rearrangements in
solution. It may be considered a part of the natural relaxation effect of the protein, as these
regions are extensively exposed to the solvent. This is confirmed by analyzing the DSSP plots
(see Figure 3.8d and Figure C.1d to Figure C.5d), where it is clear that no significant
secondary structure is lost during the simulations.
If we depart from the “well-behaved” examples and look onto three examples of less “well-
behaved” cases shown in this work, specially to Figure 3.9, we come to see that the hairpin
exhibits large fluctuations. Moreover, not only the final turn fluctuates a lot, but also the last
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Figure 3.11: Structure alignment of DvH-TpI-c3 2CTH PDB entry and a struc-
turally affected RESP MC Free Opt. replicate, simulated at -240 mV. α-helices
shown in red; β-sheets in yellow; loops (turns+coil) in green. Hemes are numbered and shown
as blue “wires” in order to ease the visualization. The structurally affected replicate (taken
from Figure B.7 and Figure C.7) is represented as a blue “ribbon”. Shaded areas represent
protein sequence segments which showed the highest RMSF values, i.e. tend to vary the most
throughout most simulations.
α-helix in the sequence shows a strong variation throughout the simulation time. This may be
a clear sign of some structural instability. Figure C.7d actually confirms the former suspicion,
as it shows to some extent, that helical content is lost during the simulation. One explanation
for this phenomenon can be that the DSSP criterion is rather inelastic, and minor alterations
to the SS are misinterpreted [109]. For example, short α-helices tend to be misclassified as
turns whenever a small fluctuation occurs. However, this is not the case, as it is clear that
the helical content decrease is followed by an increase in coil content. Therefore, in rare cases,
protein structure is actually being affected, as illustrated in Figure 3.11.
From all simulations, the case presented in Figure 3.11 is probably the most structurally
affected. The hairpin present in DvH-TpI-c3 (represented as the shaded area to the left in
Figure 3.11) is a special case of a turn with some random coil in between, which consequently
presents many spacial degrees of freedom. Furthermore, it is a part of the solvent exposed area
of the protein. Hence, it is not surprising to find that within most simulations this is the area
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of the protein with systematically higher RMSF values. The mentioned hairpin does not lose
structure, it, in fact, merely adjusts to the presence of solvent. The same cannot be said for
the final α-helix; it undergoes a structural transition from helix to coil (see Figure 3.12a).
Apart from this, it can also be infered that the penultimate α-helix loses some length, i.e. less
residues become involved in this structure, as simulation time increases. A trace of β content
is formed upon unfolding of the final α-helix. The two events appear to be correlated, however
this is something considered to be punctual and without significant relevance. Figure 3.12b
represents the other side of the coin, i.e. the stable simulations, which constitute most of our
ensemble.
Many explantions regarding the helical instability verified in a few of our simulations can be
theorized. Perhaps, the most significant ones will be related with the force field, as this is not
the first time that helical instability has been reported as a consequence of the forcefield. In
fact, several comparative studies between force fields, specially those between 43A1 and 53A6
GROMOS force fields, suggest that the 53A6 GROMOS force field destabilizes the helices in
peptides and even in proteins [109–111]. In [110] own words:
Preformed α-helical conformations were, however, least stable with 53A6 in all helical model
peptides.
in Matthes et al. (2009) [110]
This is something we were not fully aware in the beginning of this work. However, the number
of occurrences of helical instability in our results seems rather low, and thus it should not
compromise the validity of the simulations.
In conclusion to this section about protein stability, we can assert with confidence that the
cases in which the protein suffers from some degree of instability are not very significant when
compared to the vast majority of the simulations. Furthermore, even in the least stable simu-
lations, the four hemes were found to titrate normally, attending to the patterns established in
the previous section (see Section 3.2.1). Hence, we can report that we found no repercussions
from helical instability on heme titration. High hairpin and turn RMSF values were found to
be a consequence of the adaptation of the protein to the solvent, with no major impact on the
overall stability of the protein structure.
3.2.3 Redox titration curves
Here we present the final results obtained by using different charge sets with the 53A6 GRO-
MOS force field, in constant-(pH,E) MD simulations of DvH-TpI-c3.
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(a) DSSP map of the same replicate as in Figure B.7 and Figure C.7 from the RESP MC Free charge set at
the reduction potential of -240 mV.
(b) DSSP map of the same replicate as in Figure 3.6 and Figure 3.8 from the RESP charge set at the
reduction potential of -260 mV.
Figure 3.12: DSSP maps of two different simulations. SS stability comparison.
Helices represented in blue. β-sheets in red. Turns and coil in white. (a) refers to a simulation
whose RMSD and RMSF analysis proved to be less ideal. It can be seen that this protein’s SS is
not completely stable, as it loses one helix in the course of simulation time. An insignificant β-
sheet content gain is also visible near the protein C-terminus neighbor residues. (b) represents
an example of a stable protein SS throughout the simulation.
100 CHAPTER 3. RESULTS AND DISCUSSION
Having discussed both simulation equilibration and protein stability, we are now able to present
the redox titration curves for each charge set tested (see Figure 3.13). Yet, before interpreting
the redox titration curves, we need to provide the reader with some insight on some theoretical
aspects of the aforementioned curves. These curves were computed by averaging the occupancy
states of all the four sites over the final equilibrated segment, i.e. the last 5 ns of each replicate
at each simulated reduction potential. Correlation corrected errors for averages over a single
simulation replicate were computed using standard methods [70]. The data for each heme was
then fit to a Hill equation:
f(E) = 1 + exp[n(E − Ehalf )F/RT ]−1, (3.1)
where f is the reduction fraction, n is the Hill coefficient, F is the Faraday constant, and Ehalf
is the midpoint reduction potential, as already mentioned before. Each point in Figure 3.13
represents the average of the occupancy states of the four hemes for the triplicates. Therefore,
their related errors, i.e. the error of the averages over replicates, were computed using the law
of total variance.
Figure 3.13 was obtained assuming that the reduction potential of the heme model compound,
Emod, is -249 mV. Emod corresponds to the reduction potential of an hypothetical heme model
compound in solution. It should not be mistaken for the intrinsic reduction potential, which
refers to the titration of a single heme when all other sites are in some reference state, and
is calculated in the PB/MC method from the Emod and the electrostatic interactions with
the protein environment (see Section 2.3.2, namely Figure 2.8 for a deeper insight on this
subject).
Since there is no experimental data on the Emod value for our heme group model compound
(see Figure 2.10), we opted to adopt Teixeira et al. [24] estimate, Emod = −249 mV. This
value was obtained in a rigid-structure PB/MC study with tautomers. -249 mV was found to
correspond to the Emod value that gave the lower RMSD between the Ehalf values obtained
from experimental and theoretical methods [24].
An experimental Ehalf (approx. -220 mV) was determined by Harbury et al. in 1965 [112]
for an octapeptide bis-histidinyl derivative of the cytochrome c heme group. This heme group
is affected by the particular environment (octapeptide and propionate groups) and can be
regarded at best as an indicative value to our model compound.
Figure 3.13 comprises the redox titration curves for each charge set, using Emod = −249 mV.
Since this work comes as an extension of Machuqueiro and Baptista’s work [29], it is imperative
to compare the results obtained here with the former ones. Thus, the redox titration curve
corresponding to the simulations at ε = 2 from [29] is also included in the aforementioned
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Figure 3.13: Redox titration curves for each charge set, using Emod = −249 mV. The
redox titration curve corresponding to the simulations at ε = 2 from [29] is also shown in order
to ease the comparison of results.
figure.
The main relevance of Figure 3.13 is that it allows us to see the different behavior between
past and present results. Furthermore, it also shows how sensitive the redox titration is towards
the different charge sets studied. It is remarkable how the horizontal displacement between the
curves of all charge sets tested in this work is so small. This is an indication of the consistency
of our results. The curves present a systematic behavior whether considering their elongation
and/or their slope. Compared to the curve extracted from [29], our curves seem to be titrating
at a more plausible reduction potential range. The proximity between our titration curves and
the experimental model titration range is expected to have a great impact on the fitted Emod
and Ehalf values. These values, specially the Emod, are expected to manifest greater agreement
with one another and with experimental data, when compared to the previous published work.
Figure 3.14 presents the total titration curves of each charge set fitted to the experimental
model, adapted from Turner et al. [14]. This allows a better comparison of individual results
against the experimental reference data.
From Figure 3.14 it is quite clear that our results lack sampling to some extent. This is
true for most charge sets tested, even though the multi-conformational RESP curves seem to
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Figure 3.14: Total titration curves of each charge set fitted to the experimental model
[14].
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fit particularly well to experimental data. Perhaps the worst fitted curve is relative to the
CHELPG charge set (see Figure 3.14e). The lack of sampling can come from the number
of replicates, the total simulation time (remember the Ergodic hypothesis, Section 2.2.3.1)
and even from the range of E tested. A bigger run time or more replicates would contribute
greatly to a better fitting and a smoother redox titration curve. Yet, as already mentioned,
this work was limited from the start, as we disposed of a restrict number of CPU’s and amount
of time to accomplish such an ambitious undertaking. Protonable/redox systems are much
more sensitive than any protonable one, as a large number of atoms are constantly changing
their electrostatic parameters due to the redox events, specially at E values near the midpoint
reduction potential of the four hemes present in DvH-TpI-c3. Each change in heme redox state
will have a significant electrostatic impact on the surrounding protein media7. Considering the
very low residue-heme ratio within DvH-TpI-c3, and the protein ε value of 2, one should
realize how great of a challenge this system represents, and, therefore, the fits presented in
Figure 3.14 can be quite satisfactory.
Again, with the exception of Figure 3.14e, all curve slopes seem to be relatively accurate, and
represent an improvement relatively to the previous results from [29] at ε = 2. This finding
has significant importance, as the slope of the redox titration curves is deeply related with the
magnitude of the interactions between hemes. In principle, a similar slope to that obtained
from experimental data proves that these interactions are well captured by our systems.
Table 3.7 comprises the Emod and Ehalf determined for each charge set. Additionally, the
root mean square deviation of the computed midpoint reduction potentials relative to the
experimental model values is also presented. Since there is no experimental Emod value for our
heme model compound, we determined an “optimal” Emod value for each charge set tested.
This was done by shifting the E values and determining the RMSD between the four computed
Ehalf and those obtained experimentally, at each step. The E value which gives the lowest
RMSD is taken as the best estimate of the “real” Emod.
The computed Emod agree well with one another, varying smoothly around an average Emod
value of -313 mV. However, they disagree greatly with the previously determined value pub-
lished by [29]. This is something we expected to achieve if we were to improve on past results.
Moreover, the shift of Emod towards more negative values than the Ehalf obtained by Har-
bury et al. [112] in their system, was highly desirable. The reasoning behind this is that
our model compound has the heme more exposed to the solvent than Harbury’s octapeptide
model. Considering that the oxidized form of our model has a positive global charge, it should
in principle be more stable in solution than the respective octapeptide bis-histidinyl derivative
7In principle, the electrostatic oscillations should be well accommodated by the MD steps. However, [29]
found their results to be dependent on the protein dielectric constant used. This indicates that the system
exhibits an incomplete reorganization upon heme reduction/oxidation. Our hypothesis is that this event can be
attenuated by using more accurate charge parameters, i.e. charge sets.
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Table 3.7: RMSD values and corresponding Emod and Ehalf obtained for each charge
set. Experimental values are presented as a reference. Machuqueiro and Baptista’s 2009 results
are relative to their simulations performed at ε = 2.
Ehalf (mV) RMSD
Charge set Emod (mV) heme I heme II heme III heme IV range mV pH units
Machuqueiro 2009 [29] -126 -360 -316 -243 -283 117 57 0.96
RESP -308 -305 -319 -258 -320 62 51 0.85
RESP MC X-ray -328 -309 -320 -223 -348 125 73 1.23
RESP MC Fixed -318 -314 -305 -232 -353 121 71 1.20
RESP MC Free -325 -298 -320 -243 -339 95 62 1.05
CHELPG -295 -336 -294 -243 -327 92 70 1.18
MK -302 -308 -310 -233 -350 117 61 1.03
Experimental [14] -220 [112] -302 -307 -336 -256 80
counterpart. Furthermore, the propionate sites, although probably ionized at the simulated
pH, are very likely to be strongly solvated, having no significant effect on the Emod [21]. As a
consequence, we expected the reduction potential of our model compound to be significantly
more negative than the reported value, -220 mV [21, 112].
As for the Ehalf values, it is easily noticeable that values relative to each heme for each charge
set are in close agreement with one another. As already suspected in Section 3.2.1, hemes I
and II seem to titrate at relatively close reduction potentials. Hemes III and IV show strong
divergence in Ehalf values. They are effectively titrating at distant E values. This is reflected
on the heme Ehalf range. With the punctual exception of RESP, the absolute Ehalf range
values lie around 110 mV. These values are in close agreement with the previously reported
range for the heme reduction potential, simulated at ε = 2 (see Table 3.7 first row). However,
they assume marginally higher values than that reported by [14] (see Table 3.7 last row).
Looking at the RMSD, once again, each simulated charge set yields similar results. The
stochastic titration method seems to be rather robust to small changes in partial atomic charge
parameters. Moreover, the computed RMSD values, when translated into pH units, assume
magnitudes not too far from that of the previously published stochastic titration method preci-
sion error, ∼ 0.8 pH units [33]. This emphasizes the high accuracy of the overall methodology
employed in these studies. Even so, given the fact that the ranges of the fitted Ehalf (presented
in Table 3.7) are quite small, a complementary analysis of the order of reduction of the hemes
is needed, in order to assess how correctly our methodology is able to predict closely related
redox titration events.
Table 3.8 presents the order of reduction of the heme groups for each charge set. The orders are
obtained by sorting the Ehalf values for each charge set, presented in Table 3.7, in ascending
order of E. As can be seen, previous results were not able to predict the correct order. With
the exception of RESP MC Fixed and CHELPG, we were able to correctly predict the order
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Table 3.8: Order of reduction of the heme groups for each charge set. Once again,
experimental results are presented as a reference. Machuqueiro and Baptista’s 2009 results are
also relative to their simulations performed at ε = 2. Each correct heme reduction order is
shaded in gray. By correct we mean convergence with experimental data.
Charge set low E high E
Machuqueiro 2009 [29] I < II < IV < III
RESP IV ≤ II < I < III
RESP MC X-ray IV < II < I < III
RESP MC Fixed IV < I < II < III
RESP MC Free IV < II < I < III
CHELPG I < IV < II < III
MK IV < II ≤ I < III
Experimental [14] III < II ≤ I < IV
of reduction of heme I and II relative to each other. Hemes III and IV are always out of
order. Surprisingly, this is something which is not new to us. Even when using higher ε values,
Machuqueiro and Baptista noticed that heme III is always out of order. Even more, only when
simulating at ε = 15, the authors are able to obtain the correct order of reduction for heme IV
relative to heme III. Yet, the difference between these heme Ehalf values is negligible (5 mV).
With the exception of CHELPG, which overestimates the negative nature of the reduction
potential of heme I, our results show systematically that heme IV is titrating at lower E and
heme III at higher E. A clear pattern can be extracted from Table 3.8 as the E increases: IV
< II < I < III. The systematic nature of these results, is something that cannot be disregarded
and has intrigued us deeply. How come are we systematically obtaining exchanged reduction
orders for hemes III and IV when using different charge parametrizations? This is particularly
strange because we were able to correctly predict the order of reduction of hemes I and II with
great precision in most cases.
Driven by the systematic nature of the results presented in both Table 3.7 and Table 3.8, we
decided to do a simple test. We exchanged the experimental Ehalf values for heme III and IV,
and then recomputed all RMSD values and the difference between them and those presented
in Table 3.7 (see Table 3.9. The alternative RMSD values obtained from this test are most
disturbing. We verified a concerted abrupt decrease in the magnitude of the RMSD for each
studied charge set (see ∆RMSD in Table 3.9). Altered RMSD values go as low as 9 mV or
0.16 pH units. Such low values reflect an amazing precision. Even Machuqueiro and Baptista’s
system yields a better fit to the altered experimental data.
When the experimental Ehalf of hemes III and IV are exchanged, we are able to predict the
complete order of reduction for all tested charge sets with the exception of RESP MC Fixed
and CHELPG. Despite this, RESP MC Fixed presents a very small difference between the
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Table 3.9: Alternative RMSD values obtained for each charge set, and a respective
comparison with previous values Table 3.7. RMSD values were determined assuming that
the reference Ehalf experimental values for heme III and IV are exchanged. Machuqueiro
and Baptista’s 2009 results are relative to their simulations performed at ε = 2. The new
RMSD values are shaded in gray to ease comparison with Table 3.7. Emod and Ehalf remain
unaltered as they do not depend on heme order.
RMSD Alt. RMSD ∆RMSD
Charge set mV pH units mV pH units mV pH units
Machuqueiro 2009 [29] 57 0.96 40 0.68 -17 -0.28
RESP 51 0.85 10 0.17 -41 -0.68
RESP MC X-ray 73 1.23 19 0.32 -54 -0.91
RESP MC Fixed 71 1.20 16 0.26 -55 -0.93
RESP MC Free 62 1.05 9 0.16 -53 -0.89
CHELPG 70 1.18 20 0.33 -50 -0.85
MK 61 1.03 14 0.23 -47 -0.80
Table 3.10: Alternative order of reduction of the heme groups for each charge set,
assuming that the reference Ehalf experimental values for heme III and IV are exchanged.
Machuqueiro and Baptista’s 2009 results are relative to their simulations performed at ε = 2.
Each correct heme reduction order is shaded in gray. By correct we mean convergence with
experimental data. Notice the increased number of fully correct predictions (see Table 3.8).
Charge set low E high E
Machuqueiro 2009 [29] I < II < IV < III
RESP IV ≤ II < I < III
RESP MC X-ray IV < II < I < III
RESP MC Fixed IV < I < II < III
RESP MC Free IV < II < I < III
CHELPG I < IV < II < III
MK IV < II ≤ I < III
Experimental [14] IV < II ≤ I < III
Ehalf of hemes I and II (9 mV). CHELPG, on the other hand, overestimates the Ehalf of heme
I, leading to an incorrect order of reduction.
Another interesting information that can be withdrawn from Table 3.9 is related with the
precision of each charge set in predicting the experimental results. The RMSD values are a
measure of this property. The lower the RMSD, the closer the four heme Ehalf values will be
relatively to their counterparts in the experimental data.
From what we have reasoned earlier in this work, if we knew nothing about the results, we
would state that multi-conformational RESP approaches would, in principle, be better suited to
represent the partial atomic charges of our model compound. From these multi-conformational
approaches, the fixed and free ones, seem to be better suited into describing our heme group
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model, as they comprehend structural information relative to protein relaxation in solution and
heme structural diversity8. From rational reasoning, the RESP MC Fixed approach would be
expected to yield the most accurate partial charges, as it does not allow a complete relaxation
of the heme model, mimicking the stereochemical restraints imposed by the protein main chain
on the model. However, when considering the unaltered RMSD values, we end up noticing
that the RESP MC Free approach gives the lowest RMSD of the three. RESP MC X-ray and
RESP MC Fixed yield negligibly similar results. The same is true when also considering the
results from the altered RMSD.
Surprisingly the multi-conformational charge sets do not seem to improve greatly on the quality
of the results. RESP, which is uniquely fitted regarding the X-ray structure of heme I, ends up
giving the lowest RMSD value of all methods in comparison for the unaltered RMSD. Altered
RMSD data show that this method is (approx.) drawn with RESP MC Free. The Merz-
Kollman method also shows good results. CHELPG and RESP MC X-ray seem to yield the
worst results. Despite this, it should be stressed that the total variation of the RMSD values
between the methods tested in this work is very small, specially when compared to the error
associated with the stochastic titration method. Thus, we can assert that all tested charge
sets and respective charge parametrization methods are valid. In fact, the main finding is that
the RMSD data lowers to incredibly accurate values upon the change in experimental data,
and even more interestingly, one is able to accurately predict the heme reduction order for
most tested systems. This finding is quite confusing and raises a lot questions, as we prove
unequivocally that each and every one of our systems systematically indicates the same trend,
regardless of the charge set being used. Theoretical and experimental results are in complete
disagreement when predicting the Ehalf values for hemes III and IV. The experimental heme
reduction order is ultimately dependent on the heme NMR chemical shift assignment [14, 113].
This assignment was achieved using two-dimensional NMR data together with a theoretical
calculation based on the classic Johnson-Bovey model [114]. In light of our results, we think
that a revision of this pioneer work, [14, 113], should be undertaken.
Even though the Emod, Ehalf and RMSD analysis are conclusive about the quality of the
theoretical predictions done in this work, they do not give much insight about intermolecular
interactions, i.e. homotropic and heterotropic events. For that one needs to determine the
coupling between sites.
The coupling between sites, specially electron-proton couplings, is usually analyzed in terms of
direct interactions9. However this methodology is considered static, as it neglects the existence
8Remember that the four heme groups assume distinct individual conformations, both in the initial X-ray
structure and in the dynamic protein structure in solution.
9A direct interaction can only happen between two neighbor sites who are directly influenced by each
other electrostatic properties. Distant sites can only show coupling effects through indirect interaction(s). An
hypothetical example would be the coupling of hemes I and IV of DvH-TpI-c3. These two heme groups are far
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of indirect effects, which are a part of the effective coupling between two sites. Thus, a more
appropriate measure for coupling is the calculation of the statistical correlation between the
binding states for a given pair of sites. Therefore, we computed the correlations between
all possible non-redundant pairs of titratable sites10 (i,j) as a function of the variances and
covariance of their binding states [21]:
ρij =
cov(ni, nj)
[var(ni)var(nj)]1/2
, (3.2)
where ni is the occupancy (0 or 1) of site i.
The correlation between two sites is not a constant of the system, but rather a function of its
thermodynamic state, and in this case a function of pH and E. However, this is only possible
because the constant-(pH,E) MD method considers both redox and protonation equilibria11
[21]. From an electrostatic point of view, one expects directly interacting protonable and redox
sites to be positively correlated, as protons and electrons tend to stabilize each other. The
exact opposite is expected for homotropic interactions, i.e. interactions between redox sites,
in this case heme-heme interactions [21, 22, 30]. However, indirect interactions may result in
less obvious coupling events, as already stated in [21, 30].
Figure 3.15 shows the correlations between pairs of sites for each charge set. A cutoff of
±0.08 was applied, as done in [29]. Propionates usually shown high positive correlations
with their respective hemes and with other nearby propionates. Nevertheless, these groups are
hardly titrating at the simulated pH and, therefore, their correlations were omitted. These high
positive correlations were also reported in previous rigid-structure PB/MC studies [21, 22, 30].
All directly interacting redox sites, i.e. hemes I-II, I-III and III-IV, were found to be negatively
correlated throughout the simulated E range12. This result agrees with our electrostatics
based reasoning, and with previously published studies [21, 22, 29, 30]. However, all these
theoretical results contrast with experimental ones published by Turner et al. in 1996 [14].
These authors showed that hemes I and II show a positive cooperativity and none of the
aforementioned studies, including ours, is able to predict that. In fact, our results show that
hemes I and II possess a strong negative correlation, which is the same as saying that at each
simulated E hemes I and II tend to be in opposite redox states. The indirect interaction of
hemes I and II, mediated by propionate D from heme I, does not seem to be strong enough
enough from each other to be able to “feel” each other’s electrostatics. However both hemes interact directly
with heme III. A direct interaction between hemes I and III, can result in a perturbation of the interaction
between hemes III and IV. Thus, hemes I and IV are said to be interacting indirectly through heme III.
10Which include the four hemes, their propionates, the N-terminal and histidine 67.
11See [21, 29, 30] for further insight on this subject.
12Notice that the E range presented in Figure 3.15 is already adjusted to the Emod which minimizes the
RMSD for each charge set (see Table 3.7).
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(a) RESP (b) RESP MC X-ray
(c) RESP MC Fixed (d) RESP MC Free
(e) CHELPG (f) Merz-Kollman
Figure 3.15: Correlations between pairs of sites for each charge set. Correlations within
the shaded area are not presented (cutoff zone). Both homotropic and heterotropic interactions
are presented. All interactions with and within propionates were discarded as propionates are
hardly titrating at the simulated pH. The correlation sign between hemes is interpreted as
follows: positive - coupled redox events; negative - aversive redox events. Cooperativity events
between redox and protonable sites are interpreted in an opposed fashion relatively to the
previous ones, i.e. in a positive correlation event between a heme and a histidine residue, when
the histidine residue acquires a proton, the heme group is compelled to acquire an electron,
and vice-versa.
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to overcome the destabilizing direct interaction between hemes. This was first reported by
Baptista (1999) and Teixeira (2002) [21, 30] and was suggested to be a consequence of the
lack of conformational rearrangements in the models used then (remember that these are rigid-
structure PB/MC studies). In 2009, Machuqueiro and Baptista obtained the same results
with the constant-(pH,E) MD methodology, which includes conformational rearrangements
explicitly as a consequence of the MD steps. They reasoned that these results were either
due to the protein experiencing larger conformational changes at longer time scales or that
the positive cooperativity reported in [14] between hemes I and II is an artifact of the fitting
procedure.
The direct interactions between protonable and redox sites present at the pH value used in this
work are between histidine 67 and hemes II and IV, and between the N-terminal and heme I. We
were unable to obtain any correlations involving the N-terminal above the established cutoff,
similarly to [29]. Excluding the Merz-Kollman charge set, all other sets produced significant
correlations between histidine 67 and hemes II and IV. In general terms, these correlations
showed to be positive, meaning that at the simulated pH there are correlated electron and
proton titrations in the same molecule, i.e. redox-Bohr effect. The later is in agreement with
previous studies [21, 22, 29, 30].
Correlations between hemes I and IV, II and III, II and IV; and histidine 67 and hemes I
and III; are mainly a result of indirect interactions mediated by other redox/protonable sites.
Thus, they are expected to vary in an unpredictable manner within charge set and simulated E
values. This expectation is corroborated by our results. From Figure 3.15 it is indeed difficult
to establish a rational cause-effect relation for most cases. However, Figure 3.15a presents
a striking example of how an unlikely positive cooperativity can be established by indirect
interactions. Correlations of any kind between hemes II and IV are usually not noticeable in
most studies [21, 29, 30]. Yet, because these two heme groups are positively correlated with
the protonable site histidine 67, they are prone to exist in the same redox state. In other
words, given the fact that the correlation values at E ' −300 mV for heme II and histidine
67, and heme IV and histidine 67 are positive with similar magnitudes, these heme groups are
very often in the same redox state, thus, showing a strong positive correlation between them.
On a different note, it is relevant to mention that the correlations obtained with this work are,
in absolute terms, higher than any of those previously published [21, 30]. A direct comparison
of our results with the correlations obtained by Machuqueiro and Baptista for simulations at
ε = 2 [29] (unpublished data), shows that both sets of results differ qualitatively (a sign that
they are electrostatically different), but assume similar magnitudes (a consequence of using
the same dielectric constant for the protein).
Finally, we come to the last part of this chapter. We now turn our focus to the distribution
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(a) RESP. The plots correspond form left to right: E = −140,−180,−240,−280,−320 mV.
(b) RESP MC X-ray. E values are the same as in (a).
(c) RESP MC Fixed. E values are the same as in (a).
Figure 3.16: Histograms of the electron populations at different average reduction
(< ne >) for each charge set. The reduction values range from 0 (fully oxidized) to 4 (fully
reduced).
of electron populations at different reduction potentials. As noted before by Baptista (1999)
[21], given certain E values it is possible to define overall electronic states for DvH-TpI-c3,
according to the individual computed Ehalf values for each heme group. For example, at
a reduction potential close to the global midpoint reduction potential, there are on average
two heme reducing electrons present in the system. However, given the total ensemble, only
approximately half of the total protein population is composed by molecules with two electrons.
In fact, each average reduction, < ne >, which goes from 0 (fully oxidized) to 4 (fully reduced),
presents wide distributions to the total number of electrons. This can be easily noticed from
Figure 3.16.
This finding may be attributed to the fact, that under non-equilibrium conditions, DvH-TpI-
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(d) RESP MC Free. E values are the same as in (a).
(e) CHELPG. The plots correspond form left to right: E = −140,−180,−260,−300,−320 mV.
(f) Merz-Kollman. The plots correspond form left to right: E = −140,−220,−280,−300,−320 mV.
Figure 3.16: Histograms of the electron populations at different average reduction
(< ne >) for each charge set. The reduction values range from 0 (fully oxidized) to 4 (fully
reduced).
c3 can act as a reservoir of electrons, accommodating a deficit or excess of electrons. This is
thought to be crucial to DvH-TpI-c3 function, as it enables it to perform its characteristic con-
certed transfer of two electrons and two protons, i.e. “proton thrusting” energy transduction,
something which was already discussed in Section 1.5.
Chapter 4
Concluding remarks
The work presented in this thesis came as an outlook to Machuqueiro and Baptista’s 2009
publication in the Journal of the American Chemical Society [29]. In this paper, the authors
presented their new implementation of the stochastic titration method [30], the constant-
(pH,E) MD method. This method was and still is, one of a kind, as it allows for the joint
sampling of protein conformation, protonation, and reduction states, in a way that is impossible
to obtain with other available methods [29].
In order to test the performance of their new methodology, the authors decided to apply it on
the redox titration of Desulfovibrio vulgaris Hildenborough type I cytochrome c3. As already
mentioned before, specially in Chapter 1, this hemeprotein exhibits strong coupling between
its heme (redox) groups and nearby acid/base groups, thus making heme reduction potential
dependent on the redox state of the other three heme groups (redox interaction potentials), and
on the pH (redox-Bohr effect). These events have been extensively studied by experimental
and theoretical approaches [12, 14, 17–26]. Furthermore, the heme reduction potentials are
very close, i.e. within a range of 80 mV, or 1.3 pH units, which is very close to the constant-pH
MD method pKa prediction error previously reported [33].
Altogether, the aforementioned facts turn DvH-TpI-c3 into a very demanding test subject for
the new constant-(pH,E) MD method. In spite of this, the outcome of the validation of the
method presented a major setback. The authors encountered a dependence of the quality of
their results on the dielectric constant being assigned to the protein. This was found to be quite
surprising as no such dependence was ever found in previous studies with the constant-pH MD
method [31–33]. In fact, this is something one would expect to obtain with rigid-structure
PB/MC studies, where all structural reorganization must be entirely captured by the dielectric
constant. Non-structural events, such as charge redistribution upon change in heme redox state,
were proposed as the main cause for the poor results at low ε.
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Hence, the main goal of this work was to try to solve the aforementioned problem, by refining
the quantum mechanical parametrization of the heme redox centers, in order to obtain new
and more accurate charge sets.
With that in mind, we first chose to revise the heme group model compound. In an attempt to
add detail to the model, we tested the inclusion of deprotonated propionates (propionate pKa
<< simulated pH) as integral part of the heme group model compound. However, QM studies
of this improved model turned out to be problematic. Valence molecular orbital location
and electronic spin density analysis gave unequivocal evidence that this model is chemically
incorrect at a quantum level (when done in vacuum). Alternative models and methodologies
were proposed, but the limited temporal character of this work precluded further investigation.
As a consequence, we chose to perform our studies over the same heme group model used in
previous studies [29, 35]. Nevertheless, we showed the validity of this model at the quantum
level, something which was never done before.
DvH-TpI-c3 four hemes are of the same kind. Yet, they differ in spacial conformation. This
is enough to produce significantly different partial atomic charge sets for each heme model.
Hence, we were not comfortable with the idea of deriving all partial atomic charges from only
one heme structure, and then apply it over all different four heme groups, as usually done
in previous studies [29, 35]. Therefore, we decided to explore multiple multi-conformational
approaches with the RESP fitting procedure. From all possible combinations we decided to
perform a fit considering the four heme groups as they are presented in the X-ray structure; an-
other one considering a free geometry optimization of the four X-ray structures; and finally one
considering a fixed geometry optimization, where key atoms were restrained to their X-ray posi-
tion. Apart from these multi-conformational approaches, we also tested single-conformational
methods such as CHELPG and Merz-Kollman. The RESP fitting procedure was also per-
formed on a single heme conformation, similarly to what was done by Oliveira et al. in 2005
[35]. Heme I conformation was used in all single-conformational approaches, as it presented
the lowest cross RMSD values when compared to the other three heme groups.
A comparative analysis of the six charge sets obtained, showed that CHELPG charges diverge
quite a bit from all the other charge sets. This could be expected because the CHELPG
scheme sampling method differs from that of Merz-Kollman, and ultimately from RESP which
is based on the Merz-Kollman scheme. Multi-conformational approaches yield different results
from those given by single-conformation methods. This was also expected, since different
conformations have different ESP, and thus different partial atomic charges. In general, all
charge sets agreed very well with chemical intuition.
Another interesting finding was that atoms closer to the coordination center presented the
highest variation. This is a significant finding, as these atoms are closely involved in the
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redox event that occurs at each heme iron coordination center. Such sensitivity presented by
these particularly important atoms, proves how delicate the system being studied is towards
electrostatics. It also emphasizes the importance of an extensive charge parametrization of
this model and subsequent constant-(pH,E) MD testing.
Having determined six suitable charge sets, we were then able to test them with the constant-
(pH,E) MD method. Triplicates of each of the six different charge parametrizations were tested
at eight different reduction potentials. A new force field, 53A6 GROMOS, was also tested. A
total of 144 simulations, 10 ns long each, were performed. At the end, over 3642 days/CPU
of constant-(pH,E) MD simulation were performed in order to obtain a total of 1.44 µs of
simulation.
Each simulation equilibration was analyzed by its RMSD value overtime and by the reduction
fraction of the four heme groups. In general terms, all simulations (regardless of the charge set
being used) showed to be equilibrated after the fifth nanosecond of simulation. Furthermore,
all hemes were shown to be effectively titrating during each entire simulation.
In order to assess protein stability, we performed a complete analysis of the proteins radius
of gyration, heme perimeter, residue RMSF and DSSP. From these analyses we concluded
that the vast majority of the simulations were indeed very stable. There were, however, some
individual cases where the protein was found to suffer from some degree of instability. High
hairpin and turn RMSF values were found to be a consequence of the adaptation of the protein
to the solvent, with no major impact on the overall stability of the protein structure. Helical
instability could easily be a consequence of the 53A6 GROMOS force field, which has been
proved to destabilize helices in peptides and even in proteins [109–111]. Yet, these rare cases
were found to be insignificant when compared to the majority of the simulations, and did not
compromise the validity of the simulations. Furthermore, even in the least stable simulations,
the four hemes were found to titrate normally, attending to the patterns previously established.
Without wishing to disparage the previous findings, the most important conclusions of this
work are related with the redox titration curves of DvH-TpI-c3 and all the information that
can be withdrawn from them.
The overall redox titraion curves, obtained for each charge set tested, showed enormous consis-
tency, whether considering their elongation and/or their slope. Our curves were also found to be
titrating at a more plausible reduction potential range, than that obtained from Machuqueiro
and Baptista’s 2009 work [29]. Also, the fittings of the individual total titration curves to the
experimental model [14], were found to be quite satisfactory, even though it is notorious that
they lack sampling to some extent.
Once computed, the Emod, Ehalf and RMSD values for each charge set proved to be, once
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again, in great agreement with one another. As a general finding, the stochastic titration
method showed to be rather robust to small changes in partial atomic charge parameters. On
an individual note, the Emod values disagree greatly with the previously determined value,
published in [29]. We noticed a shift of the Emod towards more negative values than the
Ehalf obtained by Harbury et al. [112] in their system. This represents an improvement
on past results, as we expected the reduction potential of our model compound to be more
negative than the reported value for the octapeptide bis-histidinyl derivative, -220 mV [112].
An analysis of the computed Ehalf values, showed that hemes I and II titrate at relatively
close reduction potentials. Hemes III and IV showed strong divergence in Ehalf values. They
are effectively titrating at distant E values. This is reflected on the heme Ehalf range.
The orders of reduction of the heme groups, obtained by sorting the Ehalf values for each
charge set, showed that, with the exception of RESP MC Fixed and CHELPG, we were able
to correctly predict the order of reduction of hemes I and II, relative to each other. Hemes III
and IV were shown to be always out of order, something which is not the first time that has
been reported [29]. The systematic nature of these results, was something that we could not
disregard. Therefore, we conducted a simple test. We exchanged the experimental Ehalf values
of hemes III and IV, and recomputed all RMSD values for each charge set. The alternative
RMSD values obtained from this test were most disturbing. We obtained a concerted abrupt
decrease in the magnitude of the computed RMSD values. Such low values reflect an amazing
precision. Moreover, upon exchanging the experimental Ehalf values of hemes III and IV,
we were able to predict the complete order of reduction for all tested charge sets, with the
exception of RESP MC Fixed and CHELPG. This interesting result is something which should
definitely be studied with greater detail in following research.
The coupling between protonating/redox titrating sites was studied through the analysis of the
correlation between pairs of sites. In general terms, our findings tend to partially agree with
previous rigid-structure PB/MC studies [21, 22, 30], and Machuqueiro and Baptista’s 2009
work [29]. We are, however, able to capture more direct and, specially, indirect interactions
between hemes, such as those mediated by histidine 67. This emphasizes the accuracy of our
electrostatic model. Despite this, we were not able to capture the, experimentally reported,
positive cooperativity between hemes I and II [14], which has been previously suggested as a
possible artifact of the experimental fitting procedure [29].
Finally, we showed that the partially reduced protein can accommodate a number of titrating
electrons below or above its average value, which has been reported to be of relevance under
non-equilibrium conditions [5, 17].
On a general framework, we can assert that all tested charge sets and respective charge
parametrization methods are valid. Given the overall results, there is not enough margin
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to unequivocally select one method as the absolute best. Still, the RESP fitting procedure is
much more versatile than CHELPG and Merz-Kollman, making it a better suited tool for gen-
eralized derivation of partial atomic charges. Furthermore, our QM settings and parameters
proved to be well suited for this type of model compound, yielding a good compromise be-
tween accuracy, speed and transferability. When applied to the constant-(pH,E) MD method,
these new and more accurate charge sets, enabled us to improve Machuqueiro and Baptista’s
results [29]. However, we were unsuccessful to fully reproduce all experimental data [14].
Theoretical and experimental results systematically disagree when predicting the Ehalf values
for hemes III and IV. The reason behind this incongruity is something we plan to investigate
in future work. A hypothetical first approach would be to undertake an exhaustive revision of
the pioneer work of Turner et al. [14, 113].

Appendix A
RMSD crossing tables: heme group
model structures
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Table A.1: Structure RMSD crossing table. All four hemes versus one another.
Fixed optimization at the reduced redox state (nm).
Reduced Heme – Fixed
I X-ray I II III IV
R
e
d
u
c
e
d
H
e
m
e
–
F
ix
e
d
I X-ray - 0.0228 0.0441 0.0719 0.0370
I - 0.0452 0.0620 0.0301
II - 0.0789 0.0570
III - 0.0661
IV -
Table A.2: Structure RMSD crossing table. All four hemes versus one another.
Free optimization at the reduced redox state (nm).
Reduced Heme – Free
I X-ray I II III IV
R
e
d
u
c
e
d
H
e
m
e
–
F
re
e I X-ray - 0.0320 0.0467 0.0750 0.0320
I - 0.0418 0.0660 0.0002
II - 0.0780 0.0417
III - 0.0660
IV -
Table A.3: Structure RMSD crossing table. All four hemes versus one another.
Fixed optimization at the oxidized redox state (nm).
Oxidized Heme – Fixed
I X-ray I II III IV
O
x
id
iz
e
d
H
e
m
e
–
F
ix
e
d
I X-ray - 0.0212 0.0443 0.0710 0.0370
I - 0.0457 0.0611 0.0311
II - 0.0783 0.0588
III - 0.0652
IV -
Table A.4: Structure RMSD crossing table. All four hemes versus one another.
Free optimization at the oxidized redox state (nm).
Oxidized Heme – Free
I X-ray I II III IV
O
x
id
iz
e
d
H
e
m
e
–
F
re
e
I X-ray - 0.0332 0.0503 0.0746 0.0333
I - 0.0501 0.0671 0.0008
II - 0.0778 0.0501
III - 0.0672
IV -
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Table A.5: Structure RMSD crossing table. Reduced versus oxidized redox states,
fixed optimization (nm).
Oxidized Heme – Fixed
I X-ray I II III IV
R
e
d
u
c
e
d
H
e
m
e
–
F
ix
e
d
I X-ray - - - - -
I - 0.0039 - - -
II - - 0.0063 - -
III - - - 0.0045 -
IV - - - - 0.0039
Table A.6: Structure RMSD crossing table. Reduced versus oxidized redox states,
free optimization (nm).
Oxidized Heme – Free
I X-ray I II III IV
R
e
d
u
c
e
d
H
e
m
e
–
F
re
e I X-ray - - - - -
I - 0.0035 - - -
II - - 0.0137 - -
III - - - 0.0052 -
IV - - - - 0.0038
Table A.7: Structure RMSD crossing table. Fixed versus free optimization, at the
reduced redox state (nm).
Reduced Heme – Free
I X-ray I II III IV
R
e
d
u
c
e
d
H
e
m
e
–
F
ix
e
d
I X-ray - - - - -
I - 0.0186 - - -
II - - 0.0199 - -
III - - - 0.0132 -
IV - - - - 0.0243
Table A.8: Structure RMSD crossing table. Fixed versus free optimization, at the
oxidized redox state (nm).
Oxidized Heme – Free
I X-ray I II III IV
O
x
id
iz
e
d
H
e
m
e
–
F
ix
e
d
I X-ray - - - - -
I - 0.0209 - - -
II - - 0.0178 - -
III - - - 0.0139 -
IV - - - - 0.0259

Appendix B
Simulation equilibration supplementary
figures: temporal evolution of the
RMSD and shifting average of the
reduction fraction
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(a) Temporal evolution of the root mean square
deviation (RMSD). The fit and RMSD values are
computed using all atoms, Cα atoms and heme
group atoms, relatively to the X-ray structure.
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(b) Temporal evolution of the shifting average
(window size of 200 ps) of the reduction fraction
of the hemes.
Figure B.1: RMSD and reduced fraction plots of a chosen replicate of the RESP
MC X-ray charge set at the reduction potential of -240 mV.
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APPENDIX B. SIMULATION EQUILIBRATION SUPPLEMENTARY FIGURES:
TEMPORAL EVOLUTION OF THE RMSD AND SHIFTING AVERAGE OF THE
REDUCTION FRACTION
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(a) Temporal evolution of the root mean square
deviation (RMSD). The fit and RMSD values are
computed using all atoms, Cα atoms and heme
group atoms, relatively to the X-ray structure.
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(b) Temporal evolution of the shifting average
(window size of 200 ps) of the reduction fraction
of the hemes.
Figure B.2: RMSD and reduced fraction plots of a chosen replicate of the RESP
MC Fixed Opt. charge set at the reduction potential of -240 mV.
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(a) Temporal evolution of the root mean square
deviation (RMSD). The fit and RMSD values are
computed using all atoms, Cα atoms and heme
group atoms, relatively to the X-ray structure.
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(b) Temporal evolution of the shifting average
(window size of 200 ps) of the reduction fraction
of the hemes.
Figure B.3: RMSD and reduced fraction plots of a chosen replicate of the RESP
MC Free Opt. charge set at the reduction potential of -240 mV.
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(a) Temporal evolution of the root mean square
deviation (RMSD). The fit and RMSD values are
computed using all atoms, Cα atoms and heme
group atoms, relatively to the X-ray structure.
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Figure B.4: RMSD and reduced fraction plots of a chosen replicate of the CHELPG
charge set at the reduction potential of -300 mV.
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(a) Temporal evolution of the root mean square
deviation (RMSD). The fit and RMSD values are
computed using all atoms, Cα atoms and heme
group atoms, relatively to the X-ray structure.
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Figure B.5: RMSD and reduced fraction plots of a chosen replicate of the Merz-
Kollman (MK) charge set at the reduction potential of -240 mV.
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(a) Temporal evolution of the root mean square
deviation (RMSD). The fit and RMSD values are
computed using all atoms, Cα atoms and heme
group atoms, relatively to the X-ray structure.
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Figure B.6: RMSD and reduced fraction plots of a chosen replicate of the RESP
MC Fixed Opt. charge set at the reduction potential of -260 mV.
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(a) Temporal evolution of the root mean square
deviation (RMSD). The fit and RMSD values are
computed using all atoms, Cα atoms and heme
group atoms, relatively to the X-ray structure.
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Figure B.7: RMSD and reduced fraction plots of a chosen replicate of the RESP
MC Free Opt. charge set at the reduction potential of -240 mV.
Appendix C
Protein stability supplementary figures:
radius of gyration, heme perimeter,
residue RMSF and secondary structure
analysis (DSSP).
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(a) Temporal evolution of the protein radius of
gyration. The dashed line represents the Rg of the
reference crystallographic structure.
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(b) Heme perimeter difference. The perimeter is
defined by a quadrilateral polygon whose vertices’s
are the Cartesian coordinates of the four heme iron
atoms. The values presented in the figure are ob-
tained by subtracting the crystallographic heme
perimeter, which is 5.2233 nm.
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(c) Temporal evolution of the root mean square
fluctuations of each amino acid residue present in
the protein. Heme and propionate residues are
not included. The shaded areas correspond to the
residues which take part in secondary structure
motifs.
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(d) Time variation of the number of residues in-
volved in each of the four different secondary struc-
ture motifs by the DSSP criterion: α-helix, β-
sheet, turn and coil.
Figure C.1: Protein stability analysis relative of a chosen replicate of the RESP
MC X-ray charge set at the reduction potential of -240 mV. Radius of gyration, heme
perimeter difference, residue RMSF and secondary structure analysis (DSSP).
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(a) Temporal evolution of the protein radius of
gyration. The dashed line represents the Rg of the
reference crystallographic structure.
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(b) Heme perimeter difference. The perimeter is
defined by a quadrilateral polygon whose vertices’s
are the Cartesian coordinates of the four heme iron
atoms. The values presented in the figure are ob-
tained by subtracting the crystallographic heme
perimeter, which is 5.2233 nm.
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(c) Temporal evolution of the root mean square
fluctuations of each amino acid residue present in
the protein. Heme and propionate residues are
not included. The shaded areas correspond to the
residues which take part in secondary structure
motifs.
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(d) Time variation of the number of residues in-
volved in each of the four different secondary struc-
ture motifs by the DSSP criterion: α-helix, β-
sheet, turn and coil.
Figure C.2: Protein stability analysis relative of a chosen replicate of the RESP
MC Fixed Opt. charge set at the reduction potential of -240 mV. Radius of gyration,
heme perimeter difference, residue RMSF and secondary structure analysis (DSSP).
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(a) Temporal evolution of the protein radius of
gyration. The dashed line represents the Rg of the
reference crystallographic structure.
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(b) Heme perimeter difference. The perimeter is
defined by a quadrilateral polygon whose vertices’s
are the Cartesian coordinates of the four heme iron
atoms. The values presented in the figure are ob-
tained by subtracting the crystallographic heme
perimeter, which is 5.2233 nm.
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(c) Temporal evolution of the root mean square
fluctuations of each amino acid residue present in
the protein. Heme and propionate residues are
not included. The shaded areas correspond to the
residues which take part in secondary structure
motifs.
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(d) Time variation of the number of residues in-
volved in each of the four different secondary struc-
ture motifs by the DSSP criterion: α-helix, β-
sheet, turn and coil.
Figure C.3: Protein stability analysis relative of a chosen replicate of the RESP
MC Free Opt. charge set at the reduction potential of -240 mV. Radius of gyration,
heme perimeter difference, residue RMSF and secondary structure analysis (DSSP).
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(a) Temporal evolution of the protein radius of
gyration. The dashed line represents the Rg of the
reference crystallographic structure.
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(b) Heme perimeter difference. The perimeter is
defined by a quadrilateral polygon whose vertices’s
are the Cartesian coordinates of the four heme iron
atoms. The values presented in the figure are ob-
tained by subtracting the crystallographic heme
perimeter, which is 5.2233 nm.
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(c) Temporal evolution of the root mean square
fluctuations of each amino acid residue present in
the protein. Heme and propionate residues are
not included. The shaded areas correspond to the
residues which take part in secondary structure
motifs.
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(d) Time variation of the number of residues in-
volved in each of the four different secondary struc-
ture motifs by the DSSP criterion: α-helix, β-
sheet, turn and coil.
Figure C.4: Protein stability analysis relative of a chosen replicate of the CHELPG
charge set at the reduction potential of -300 mV. Radius of gyration, heme perimeter
difference, residue RMSF and secondary structure analysis (DSSP).
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(a) Temporal evolution of the protein radius of
gyration. The dashed line represents the Rg of the
reference crystallographic structure.
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(b) Heme perimeter difference. The perimeter is
defined by a quadrilateral polygon whose vertices’s
are the Cartesian coordinates of the four heme iron
atoms. The values presented in the figure are ob-
tained by subtracting the crystallographic heme
perimeter, which is 5.2233 nm.
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(c) Temporal evolution of the root mean square
fluctuations of each amino acid residue present in
the protein. Heme and propionate residues are
not included. The shaded areas correspond to the
residues which take part in secondary structure
motifs.
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(d) Time variation of the number of residues in-
volved in each of the four different secondary struc-
ture motifs by the DSSP criterion: α-helix, β-
sheet, turn and coil.
Figure C.5: Protein stability analysis relative of a chosen replicate of the Merz-
Kollman (MK) charge set at the reduction potential of -240 mV. Radius of gyration,
heme perimeter difference, residue RMSF and secondary structure analysis (DSSP).
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(a) Temporal evolution of the protein radius of
gyration. The dashed line represents the Rg of the
reference crystallographic structure.
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(b) Heme perimeter difference. The perimeter is
defined by a quadrilateral polygon whose vertices’s
are the Cartesian coordinates of the four heme iron
atoms. The values presented in the figure are ob-
tained by subtracting the crystallographic heme
perimeter, which is 5.2233 nm.
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 10  20  30  40  50  60  70  80  90  100
R
M
S F
 ( n
m )
Residue number
(c) Temporal evolution of the root mean square
fluctuations of each amino acid residue present in
the protein. Heme and propionate residues are
not included. The shaded areas correspond to the
residues which take part in secondary structure
motifs.
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(d) Time variation of the number of residues in-
volved in each of the four different secondary struc-
ture motifs by the DSSP criterion: α-helix, β-
sheet, turn and coil.
Figure C.6: Protein stability analysis relative of a chosen replicate of the RESP
MC Fixed Opt. charge set at the reduction potential of -260 mV. Radius of gyration,
heme perimeter difference, residue RMSF and secondary structure analysis (DSSP).
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(a) Temporal evolution of the protein radius of
gyration. The dashed line represents the Rg of the
reference crystallographic structure.
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(b) Heme perimeter difference. The perimeter is
defined by a quadrilateral polygon whose vertices’s
are the Cartesian coordinates of the four heme iron
atoms. The values presented in the figure are ob-
tained by subtracting the crystallographic heme
perimeter, which is 5.2233 nm.
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(c) Temporal evolution of the root mean square
fluctuations of each amino acid residue present in
the protein. Heme and propionate residues are
not included. The shaded areas correspond to the
residues which take part in secondary structure
motifs.
 0
 5
 10
 15
 20
 25
 30
 35
 40
 45
 50
 0  1  2  3  4  5  6  7  8  9  10
N
u m
b e
r  o
f  r
e s
i d
u e
s
Time (ns)
α−helix
β−sheet
Coil
Turn
(d) Time variation of the number of residues in-
volved in each of the four different secondary struc-
ture motifs by the DSSP criterion: α-helix, β-
sheet, turn and coil.
Figure C.7: Protein stability analysis relative of a chosen replicate of the RESP
MC Free Opt. charge set at the reduction potential of -240 mV. Radius of gyration,
heme perimeter difference, residue RMSF and secondary structure analysis (DSSP).
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