The geologic sequestration of carbon dioxide (CO 2 ) in structural and stratigraphic 9 traps is a viable option to reduce anthropogenic emissions. While dissolution of the 10 CO 2 stored in these traps reduces the long-term leakage risk, the dissolution process 11 remains poorly understood in systems that reflect the appropriate subsurface geometry.
Introduction

28
Geologic sequestration of carbon dioxide is a promising option to mitigate climate . We study CO2 dissolution in a porous layer that exhibits features of structural traps such as anticlines and stratigraphic traps such as pinchouts between low-permeability rock. The layer is semi-infinite to represent the large lateral extent of a deep, geologic reservoir. A portion of the top boundary (blue line) is held at the saturated CO2 concentration to represent the finite CO2-groundwater interface.
sent the finite extent of the interface. To account for the observation that many traps 94 exist in reservoirs that are laterally extensive relative to the thickness of the layer and 95 width of the trap, we set the right boundary at infinity. This combination of a finite CO 2 96 source in a laterally extensive layer represents either a stratigraphic trap or a structural 97 trap like an anticline that is nearly symmetric about its axial plane (figure 1).
98
While this system represents a geologic trap, it is an idealization. In contrast to an 99 actual trap, the porous layer is two dimensional, homogeneous, isotropic, rectilinear, and 100 perfectly horizontal. There is also no natural background flow and we neglect hydrody-101 namic dispersion. We invoke these simplifications to focus on the physics of dissolution 102 from a finite CO 2 source, and address some of the limitations they entail in the Appli-103 cation section.
104
In contexts outside of CO 2 sequestration, some studies have investigated natural con-105 vection in geometries similar to our idealized CO 2 trap. Elder (1967) studied heat transfer 106 in a porous medium in which a portion of the lower boundary was held at an elevated 107 temperature. This system, sometimes called the Elder problem, is similar to ours in that 108 both involve a laterally finite source modeled by a Dirichlet boundary condition; it differs the inner regions of the source far from the edge, the dissolution mechanisms are nearly ∇ · u = 0, (2.1) effective diffusion coefficient, k is the permeability, µ is the dynamic viscosity, φ is the 144 porosity, p is the pressure, g is the gravitational acceleration, ρ is the density, and u =
145
(u, v) is the pore velocity (sometimes called the intrinsic, volume-averaged velocity). We 146 take the effective diffusion coefficient, D, the permeability, k, the dynamic viscosity, 147 µ, and the porosity, φ, as constants. We assume the density, ρ, is a linear function of The key variable we use to characterize the system is the mean dissolution flux. The 169 point flux, f , is defined at every location along the CO 2 -brine interface via Fick's law; 170 the mean dissolution flux through the interface, f , is the lateral average:
When all the equations are made dimensionless, there are two governing parameters.
172
One is the Rayleigh number, Figure 3 . Initially, dissolution occurs via diffusion without convection along the interior of the CO2 source, but convection occurs immediately at the edge (all results for Ra = 4000). a. Convection causes a single finger to form at the edge for high Ra (t = 927D/V 2 , λc = 90D/V ), as shown by this zoomed-in image of the top boundary (the bottom boundary is at z/λc ≈ 44). b. This finger triggers the formation of an adjacent finger (t = 3015D/V 2 ). c. The evolution of fingering for longer times can be shown in a surface plot of the point fluxes along the source as a function of time. Since finger roots are highly saturated, the vertical concentration gradient immediately above a finger is small, and the dissolution flux is therefore also small. As a result, the dark red branches in the plot trace the finger movements. The plot shows that fingering propagates inward until the entire source becomes unstable. Here, a small perturbation is present (ε = 1×10 −14 ), so the fingering front can advance far to the left before the perturbation triggers fingering everywhere. d. When a larger perturbation is present (ε = 1 × 10 −3 ), the perturbation triggers fingering across the whole source relatively quickly before the fingering front can advance far from the edge.
convective enhancement in regions far from the edge of the source. This process creates 197 a diffuse layer of CO 2 -rich fluid directly under the top boundary.
198
At the edge of the source, however, convection begins immediately since the small- 
208
Under this perturbation, only one or two fingers form at the edge before the entire bound-
209
ary layer destabilizes (figure 3d). This choice is motivated by the expectation that large 210 perturbations will be present during CO 2 storage in real geologic traps.
211
When the length of the CO 2 source is large, the initial convection exerts a negligible identical to the fingering process described in previous studies: as the fingers fall, rela-235 tively unsaturated water simultaneously rises to the source, which maintains large con-236 centration gradients that increase the dissolution rate compared to the previous regime.
237
Near the edge of the source, however, the unsaturated water comes dominantly from the 238 porous layer outside the source region (figure 5a). Since the water does not travel up-
239
ward between descending fingers to reach the source, it is nearly completely unsaturated, 
243
Directly at the edge, the inflow of water stabilizes a small boundary layer, which can be 
278
To model the mean dissolution flux in this regime, we first obtain models for each 279 of the three zones, focusing on high-Ra systems (Ra 2000). In the outer zone, the 280 dissolution mechanism is very similar to the previous regime and the mean dissolution 281 flux can be modeled with the previous result (see eq. 3.2):
where the tilde denotes a lateral average over a region of the constant-concentration 283 boundary and subscripts denote the specific region. While the actual flux is slightly 284 higher due to the inflow of nearly completely unsaturated water, we use this value for 285 simplicity and find it to be a reasonable approximation of the numerically measured flux.
286
The outer zone extends over the range x mz x 0, where x mz is the right boundary 287 of the middle zone (figure 6a). We find empirically that x mz ≈ − 0.3H, although we 288 currently cannot rule out that x mz might exhibit some dependence on other parameters 289 as well.
290
In the inner zone, dissolution occurs via the convective shutdown mechanism described . In the shutdown/fingering regime, the source region can be divided into three zones as shown by the dashed orange lines. a. In the inner zone, dissolution decreases due to the accumulation of dissolved CO2. In the outer zone, dissolution remains at relatively high rates due to the inflow of unsaturated water along the top of the layer. In the middle zone, the dissolution rate transitions between the neighbouring zones. b. The horizontal velocities in the middle zone are dominantly to the left in the upper part of the layer, sweeping dissolved CO2 toward the interior. In the lower part of the layer, they are dominantly to the right, carrying dissolved CO2 outside of the source region. c. The vertical velocities in the middle zone are large in the upper part of the layer but nearly vanish at the centreline, indicating that fingering is mostly confined to the top. d. Analytical models for the dissolution flux in each zone (red; eqs 3.5, 3.8, and 3.2) agree well with numerically-measured fluxes along the source (black). e. We average the flux models from each zone to find the mean dissolution flux over the entire source. The averaged model (long dashed: W = 5H, short dashed: W = 10H; eq 3.10) agrees well with numerical results for Ra 2000.
they derived:
(3.5)
These formulas are box models in that they describe the average behavior of the system 295 over a box-shaped region. In these formulas, c ′ iz is the dimensionless mean concentration derived the value to be κ = 0.028 based on analogy to Rayleigh-Bénard convection; both 301 used t 0 = 0. We empirically find that κ = 0.028 and t 0 = 5H/V provide the best fit to 302 the data.
303
In the middle zone, we develop a model for the upper part of the layer that couples 
320
Under these assumptions, we derive an advection equation that incorporates the ex-321 pression for the dissolution flux from the shutdown model (eq 3.5) as a forcing term: we find:
Based on this definition, the location of the left boundary continually moves toward 337 the interior as the inner region becomes more saturated, which agrees with observations 338 from the simulations. We set the thickness of the top layer and the velocity empirically 339 from numerical data: η ≈ 0.3H and u mz ≈ − 0.07V . We set the mean concentration 340 at the right boundary to ensure continuity of the dissolution flux with the outer zone:
22 (see eq 3.5). This value matches observations from the 342 simulations (figure 6a).
343
We find that, for Ra 2000, the dissolution flux at every location along the CO 2 source 344 can be approximated by combining the models for each of the three zones (figure 6d).
345
To determine the mean dissolution flux over the source, we average the models:
As shown in figure 6e, the solution for the mean flux agrees with numerical measurements.
347
The solution becomes inaccurate at t ss ≈ 100H/V , when the system transitions to the 348 next regime.
349
Shutdown/slumping (ss). In the shutdown/slumping regime, the source region ex- contrast to the previous regime, the location of the boundary is fixed in this regime.
375
To quantify the flux into the gravity current, we model the migration of the current.
376
We assume that vertical velocities in the current are negligible compared to the horizontal 377 velocities (Dupuit approximation), which is justified by the large lateral extent of the 378 current relative to its height in this regime (Bear 1972 ). We also assume sharp interfaces.
379
Since diffusion is the only mechanism by which mass enters the system, the interface is number.
400
To model the mean dissolution flux over the entire source, f ss , we average the fluxes 401 from both zones: inner zone outer zone Figure 7 . a. In the shutdown/slumping regime, the source region can be divided into two zones as shown by the dashed orange lines (Ra = 10, 000). The inner zone is the same as in the previous regime. The flux into the outer zone, e foz, can be modeled from the flux into the dense gravity current, b f (x = 0). b. The flux into the gravity current can be derived from a sharp-interface model of the current (dashed; eq 3.13), which matches the shape of the current from full, 2D simulations (Ra = 10, 000). 
443
The simplified boundary condition permits the Taylor slumping model to be solved 
where f iz is given by eq 3.20. This expression agrees with numerically measured fluxes.
473
The agreement improves for larger Rayleigh numbers because the shutdown model be- 
482
(2013), we define the effective Rayleigh number as Ra e = 4Ra(1 − c ′ iz ). We take the 483 critical Rayleigh number to be Ra c = 4π 2 , which is the appropriate value for a Rayleigh- lor slumping (eq 3.22), we find the time at which diffusion dominates to be t ld2 =
518
(8/405π
519
For lower Rayleigh numbers, the transition to dissolution via lateral diffusion occurs at 520 a different time. For Ra 55, the previous regime is early diffusion, in which dissolution 521 occurs dominantly via diffusion in the vertical direction without convective enhancement.
522
When vertical diffusion is the preceding mechanism, the transition occurs when the dif- 
Summary of regimes
535
We classify dissolution into seven regimes. In the early diffusion regime, dissolution 
Application
565
Since all the models have been derived for an idealized system, their applicability to 566 real geologic traps is uncertain. While our system is 2D, rectilinear, perfectly horizon- tal, and homogeneous, real geologic traps typically exhibit complex 3D geometries and 568 heterogeneity at a variety of scales due to features such as lenses and layers of fine-569 grained rock. In addition, the length of the CO 2 -brine interface in a real trap continually 570 decreases as the CO 2 dissolves, whereas the interface length in our system is constant 571 (figure 1). Due to the large number of differences and their complexity, we can not at this 572 stage rigorously evaluate the accuracy of our models in real traps or determine whether 573 they provide upper or lower bounds on the dissolution rates. Some features of real traps, 574 such as slope and natural groundwater flow, will likely lead to higher dissolution rates in 575 practice, but the effect of other features such as heterogeneity is more difficult to predict.
576
Consequently, we emphasize that the main contribution of the study is, strictly speaking, 577 the elucidation of how dissolution is affected by the finite CO 2 -brine interface that exists 578 during storage in geologic traps.
579
While our models are based on several assumptions, applying them to real geologic 580 traps can be useful. Since the models are all analytical, they can quickly provide rough 581 estimates of the dissolution rates that can be expected in practice, and can help con- rates over the lifetime of the project. While large simulations incorporating site-specific 587 geometry and geology play an important role in quantifying these rates, they are time-
588
consuming to develop and the information they provide is also highly uncertain due to 589 uncertainty in the subsurface properties. In addition, uncertainty arises from the inability 590 of conventional simulations to resolve the small length scales associated with the fingering 591 instability, which plays a key role in the dissolution process.
592
With their limitations in mind, we apply the models to a few simplified geologic traps.
593
The traps are characterized by six dimensional parameters: the layer thickness, H; the Table 1 . We apply the dissolution models to four types of simplified geologic traps.
width of the CO 2 -brine interface, W ; the length of the trap in theŷ-direction, L (see 
598
While all of these parameters exhibit variability, for simplicity we set most of them 
607
While the traps are idealizations, they reflect properties from real sequestration projects.
608
The thin, low-permeability trap displays similarities to the upper zones in the Nagaoka 
619
For each idealized trap, we calculate the dissolution flux over ten million years. For 620 most of the traps, the models completely specify the behavior. However, for the thin, 
625
The results show a few similarities between the traps, but several differences. The . We use the simplified models to calculate the evolution of the dissolution flux in four idealized geologic traps characterized in table 1. The short dashed line on the purple curve marks the time period we did not explicitly model, but that we approximate. The steep drop in the purple curve is due to the fact that the model for the Taylor slumping regime (Ts) represents a lower bound on the flux. a. The fluxes in each trap exhibit the same general trend: a monotonic decrease, with a period of constant flux during the fingering regime (f). In addition, the wide traps (dashed; W = 15 km) exhibit lower fluxes at late times compared to the narrow traps (solid; W = 5 km). However, the detailed trajectories for each trap exhibit several differences, such as orders of magnitude variation in the transition times between the regimes (black circles) and the magnitude of the flux during the regimes. b. These discrepancies are highlighted by comparing the trajectories on the same plot (W = 5 km).
30 kton/km 2 /yr (all tons are metric tons), but in the low-permeability traps fingering The high-permeability traps (red, green) dissolve more CO2 at short times compared to the low-permeability traps (blue, purple). At late time, however, the quantity of dissolved CO2 depends on the trap thickness: the thick traps (red, blue) ultimately dissolve more than the thin traps (green, purple). In all traps, large interface widths (large W s) lead to more dissolved CO2 for all times we consider (we only show one example for clarity). Comparison to figure 11 shows the opposite effect on the flux.
the thick, low-permeability trap. The magnitude of the fluxes during these regimes also 639 vary widely among the traps.
640
By integrating the dissolution fluxes, we calculate the cumulative mass of CO 2 dissolved 641 over time in each trap (figure 12). In practice, this quantity is of course constrained by 642 the storage capacity of the trap, but in our idealized model the storage capacity is 643 undetermined because the trap geometry is not fully specified. We find that at early 644 times, the high-permeability traps dissolve more CO 2 than the low-permeability traps 
656
While the width of the CO 2 -brine interface in our models is constant, the results
657
illustrate that this parameter has a complex effect on dissolution. For the large interface 658 width (W = 15 km), the mean dissolution flux is always lower at late times than for 659 the small width (W = 5 km) ( figure 11a ). This is due to the fact that, for small W , the 660 relatively large dissolution rates in the outer zone have a stronger impact on the mean 6. Discussion and conclusion
669
We find that CO 2 dissolution in a geologic trap varies both spatially and temporally.
670
In general, the CO 2 source region exhibits at least two zones of different behavior: an 671 outer zone adjacent to the edge of the source, and an inner zone far away from the edge.
672
In the inner zone, the dissolution mechanisms are nearly identical to those observed in 
