ABSTRACT Rolling bearing fault diagnosis can greatly improve the safety of rotating machinery. In some cases, plenty of labeled data are unavailable, which may lead to low diagnosis accuracy. To deal with this problem, a deep transfer nonnegativity-constraint sparse autoencoder (DTNSAE) is proposed, which takes advantage of deep learning and transfer learning. First, a novel NSAE is adopted to enhance sparsity. Then, a base deep NSAE (DNSAE) is established to automatically capture the latent features from raw vibration signals. Next, a parameter transfer learning strategy is used to build the DTNSAE to tackle the diagnosis problems with a few labeled data. Finally, two datasets from different domains are used to verify the effectiveness of the proposed method. The testing results suggest that the proposed method is able to remove manual feature extraction and is more effective than the existing intelligent methods when only a few labeled data are available.
I. INTRODUCTION
Rolling bearing plays an important role in rotating machinery. Any unexpected faults of rolling bearing may result in downtown and economic losses [1] - [3] . To enhance the reliability and security, rolling bearing fault diagnosis has attracted more and more attention in recent years.
Traditional fault diagnosis methods usually utilize artificial neural network (ANN) [4] - [6] and support vector machine (SVM) [7] - [9] , for fault recognition. Several results have pointed out that the shallow models have limited nonlinear feature learning capability in fault diagnosis problems [10] . Thus, manual feature extraction is a critical step to ensure high diagnosis accuracy. However, manual feature extraction with signal processing techniques requires related domain expertise and prior knowledge as well as consumes amounts of time [11] . Furthermore, the handcrafted features usually show poor generalization ability, that is, new sensitive
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features have to be extracted over again for different problems [12] .
To get rid of manual feature extraction, deep learning has been introduced for fault diagnosis in most recent years [13] . Through multilayer nonlinear transformations, deep learning methods automatically learn useful features from raw vibration signals [14] - [16] , and many satisfactory diagnosis results have been published so far. For example, Shao et al. used convolutional deep belief network and deep wavelet auto-encode for rolling bearing fault diagnosis [17] , [18] . Jiang et al. utilized a deep recurrent neural network for rolling bearing fault recognition [19] . Ma et al. applied a deep coupling autoencoder for fault recognition [20] . Pan et al. proposed a convolutional neural network for rolling bearing fault diagnosis [21] .
However, deep learning methods mentioned above generally require a substantial set of labeled training data which have same distribution with the testing data. Some research has suggested that the testing accuracy will greatly decrease when only few labeled data are used to train the deep network [22] . In some cases especially in real-world applications, plenty of high-quality labeled data are often unavailable. To recollect and label sufficient data are sometimes extremely expensive or even impossible. Moreover, some related existing data are often not fully used. Therefore, it is quite meaningful to develop a suitable method for rolling bearing fault diagnosis with few labeled data.
Transfer learning has emerged as a prospective machine learning framework to tackle this problem. The core idea of transfer learning is to improve the performance of the target task utilizing the knowledge acquired from some different but related tasks (source tasks) when few or even no labeled target domain data are available [23] . At present, transfer learning has been successfully applied for image recognition, text classification as well as fault diagnosis [24] . For instance, Guo et al. proposed a maximum mean discrepancy based deep domain adaption network for rolling bearing fault diagnosis with unlabeled target domain data [25] . Because no labeled target domain data were available, which greatly increased the difficulty of fault diagnosis, the final diagnosis accuracy was still lower than 90%. Shao et al. improved the training efficiency and diagnosis accuracy using parameter transfer learning [26] . In that paper, the authors implemented parameter transfer learning based on two unrelated domains and acquire highly accurate results. However, their proposed method still required amount of labeled data and signal preprocessing. Considered that parameter transfer learning is a useful and easy-to-implement method, it is adopted to deal with the fault problems with few labeled target domain data in this paper.
In this paper, a novel deep transfer nonnegativity-constraint sparse autoencoder (DTNSAE) is proposed for rolling bearing fault diagnosis with few labeled target domain data. The proposed method makes full use of deep learning and parameter transfer learning. Firstly, a novel nonnegativity-constraint sparse auto encoder (NSAE) is constructed to enhance sparsity [27] . Secondly, multiple individual NSAEs are stacked to construct a base deep NSAE (DNSAE) for adaptive feature learning. Finally, parameter transfer learning is applied for constructing a DTNSAE by combining with DNSAE. The weights and biases of the base DNSAE and softmax classifier pre-trained with source domain data are transferred to initialize the target network with a same architecture, and then these parameters are fine-tuned with a small set of labeled target domain data. In the paper, two datasets from different domains are used to verify the effectiveness of the proposed method. The testing results show that the proposed method is not only able to remove manual feature extraction but also is more effective than existing traditional methods and deep learning methods. The main contributions of this paper can be summarized as follows:
1) To remove manual feature extraction, a base DNSAE is constructed to automatically capture useful features from raw vibration signals.
2) To tackle the diagnosis problem with few labeled data, parameter transfer learning is used to improve the performance of target task. 3) To make advantage of deep learning and parameter transfer learning, a deep transfer learning framework called DTNSAE is proposed for rolling bearing fault diagnosis. The testing results show that it is much more effective than the traditional methods and deep learning methods.
The rest of the paper is organized as follows. In Section II, basic theory of sparse autoencoder is introduced. In Section III, the proposed method is described in detail. In Section IV, experiment verification is carried out and the results are analyzed. In Section V, conclusions are summarized.
II. BASIC THEORY OF SPARSE AUTOENCODER
As is shown in Fig.1 , conventional sparse autoencoder comprises two parts, one is the encoder and the other is the decoder [28] . The encoder is used to obtain the representative features of input data, and the decoder is able to reconstruct the input data from the representative features.
Given the input data X = {X 1 , X 2 , . . . , X i , . . . , X n }, X i = {x 1 , x 2 , . . . , x j , . . . , x m } represents the ith sample, which comprises m data points. The encoder learns the representation by
where W 1 denotes the weight matrix between the input layer and the encoding layer, and b 1 is the corresponding bias vector. Then encoding features h are input to the decoder to acquire the reconstruction data bŷ
where W 2 represents the weights between the encoding layer and decoding layer, and b 2 is the corresponding bias vector. The learning process is to minimize the cost function
where θ = {W 1 , W 2 , b 1 , b 2 } represents the parameter set; J E (θ ) represents the reconstruction error; J KL (r||r) is Kullback-Leibler (KL) divergence function, β is the sparsity penalty, n l is the number of hidden units, r represents the VOLUME 7, 2019 sparsity parameter, andr i is the average activation value of the jth hidden unit.
III. THE PROPOSED METHOD
In this paper, a novel deep transfer learning approach named DTNSAE is proposed for rolling bearing fault diagnosis with few labeled data. The proposed method is dedicated to making advantage of parameter transfer learning and deep learning, and the details are described as follows.
A. MOTIVATION OF TRANSFER LEARNING
Intelligent fault diagnosis methods have achieved great attention in recent years. As is shown Fig. 2 , traditional intelligent methods like SVM and ANN usually rely on manual feature extraction to get state-of-the-art results. However, this requires prior knowledge and domain expertise as well as takes amounts of time. Deep learning methods have been demonstrated as effective tools for fault diagnosis, which are able to automatically learn representative features from raw data. Nevertheless, both traditional methods and existing deep learning methods have two common limitations in fault diagnosis problems. One is that they mostly require numerous labeled training data, and the other is that training data have to come from the same distribution with the testing data. In many cases especially in real-world applications, it is very expensive, time-consuming and even impossible to recollect enough labeled data. Thus, it is quite meaningful to develop new methods for rolling bearing fault diagnosis when only few labeled data are available. At present, transfer learning have been a new focus of fault diagnosis area. Transfer learning aims to help solve a target domain problem by employing the knowledge learned from a different but related domain. As is shown in Fig. 2 (c), this paper applies the parameter transfer learning to tackle the problems with few labeled target domain data. Parameter transfer learning is a useful and easy-to-implement method. Suppose that D s denotes the source domain and X s is the source domain data; D t represents the target domain and X t is the target domain data. It is noted that D s and D t are two different but related domains. X s includes amounts of labeled auxiliary data while X t only comprises a tiny set of labeled data [29] . The basic process of parameter transfer learning for fault diagnosis can be described as follows. Firstly, construct an intelligent learning system A; secondly, train intelligent learning system A using the source domain training data and validate the well pre-trained learning system using the corresponding testing data; thirdly, construct the other intelligent learning system B, whose architecture is same with system A; fourthly, transfer the knowledge of pre-trained system A to initialize system B; fifthly, fine-tune system B using limited labeled target domain data; finally, test the transfer learning system using the rest unlabeled target domain data.
B. BASE DNSAE CONSTRUCTION
Recently, a novel sparse autoencoder with nonnegative constraints is proposed for image recognition. Similar to SAE, NSAE is capable of learning robust and sparse representative features from high dimensional data [27] . Thus, NSAE is adopted to construct a deep network for fault diagnosis in this paper.
The most significant difference between NSAE and SAE is that nonnegative constraint is added to the cost function. So the final cost function of NSAE is given as
with respect to
where the third part of the function is nonnegative constraint term, µ is the nonnegative constraint penalty; n l and n l+1 denote the dimensionalities of two adjacent layers; W l ij is the weight between the ith unit of lth layer and the jth unit of (l+1)th layer. Through iteratively minimizing this cost function in the learning process, better sparsity of the encoder and fewer negative weights will be achieved.
The parameters of NSAE is updated through the backpropagation algorithm as follows where η is the learning rate, and the corresponding gradients can be calculated by
To get rid of manual feature extraction and adaptively learn sparse representative features from raw vibration signals, a DNSAE is constructed by stacking multiple individual NSAEs. As is shown in Fig. 3 , each NSAE is trained by minimizing the cost function (5), and the encoding features of previous autoencoder are referred as the input of next autoencoder.
Then a nonnegativity-constraint softmax classifier is stacked on top of the last NSAE to recognize the fault modes. The cost function of nonnegativity-constraint softmax classifier is
whereŷ k and y k are the actual label and predicted label of the kth sample, c is the number of health conditions, n L represents the hidden unit number of the final autoencoder, and W L denotes the weights between the final hidden layer and softmax classifier. After layer-wise unsupervised feature learning, supervised fine-tuning is a necessary step to ensure great fault diagnosis results. The cost function of DNSAE for fine-tuning is defined as
where θ s = {W l , b l , l = 1, 2, . . . , L} comprises all the weights and biases of DNSAE. 
C. DTNSAE IMPLEMENTATION FOR FAULT DIAGNOSIS
As is mentioned above, transfer learning is suitable for tackling fault diagnosis problems with few labeled data. Deep learning is capable of adaptively capturing representative features from raw data without manual feature extraction.
To take advantage of deep learning and transfer learning, this paper proposes a new method called DTNSAE for rolling bearing fault diagnosis based on parameter transfer learning and DNSAE. As is shown in Fig. 4 , the specific procedure of the proposed method is as follows.
Step 1: Organize the source domain data X s into training samples and testing samples.
Step 2: Construct a base deep network called DNSAE (A) by stacking multiple NSAEs.
Step 3: Train DNSAE (A) using the source domain data and acquire a well-trained deep network with excellent testing performance.
Step 4: Acquire the target domain data X t and select few available labeled data as training data and unlabeled data as testing data.
Step 5: Construct a target deep network DNSAE (B), which has same architecture with DNSAE (A).
Step 6: Transfer the parameters of well-trained DNSAE (A) and softmax classifier including weights and biases to initialize DNSAE (B) and its classifier as follows
where U l is the weights between lth layer and (l+1)th layer, a l represents the bias vector of (l+1)th layer of DNSAE (B).
Step 7: Fine-tune DNSAE (B) using limited labeled target domain data and optimize these parameters by minimizing the following cost function where θ t ={U l , a l , l = 1, 2, . . . , L} is the parameter set of DNSAE (B).
Step 8: Test the effectiveness of the fine-tuned DTNSAE using unlabeled target domain data. In this paper, the Limited-memory BFGS (L-BFGS) quasiNewton method is used to optimize all the cost functions on Matlab 2014a [30] .
IV. EXPERIMENT VERIFICATION A. DATA DESCRIPTION
In this paper, a deep transfer learning method called DTNSAE is proposed for rolling bearing fault diagnosis. Two datasets from different domains are required to verify the effectiveness of the proposed method. Here, the motor bearing dataset A from Case Western Reserve University (CWRU) is selected as the source domain dataset, and the other real-world railway locomotive bearing dataset B is used as the target domain dataset. Details about these two datasets are demonstrated as follows.
1) SOURCE DOMAIN DATA
In this dataset, the vibration signals were acquired with a sampling rate of 12 kHz for ten seconds. Five fault modes are introduced in the dataset, including normal condition, ball fault (BF, 0.007 in.), inner race fault (IRF, 0.007 in.), outer race fault (ORF, 0.007 in.), outer race fault (ORF, 0.021 in.). According to the difference of motor speeds and loads, four data subsets are constructed i.e. A1 (1797 rpm, 0 hp), A2 (1772 rpm, 1 hp), A3 (1750 rpm, 2 hp) and A4 (1730 rpm, 3 hp). Finally, 200 samples are obtained for each fault mode, 150 (75%) of which are selected as the training samples and the others as testing samples. Each sample contains 600 data points. More details about this dataset can be found in [31].
2) TARGET DOMAIN DATA
Railway locomotive bearing dataset is used as the target domain data, and the test rig is demonstrated in Fig. 5 . The vibration signals are acquired with a sampling rate of 12.8 kHz. Similarly, five fault modes are introduced in this dataset, including normal condition, ball fault (BF), inner race fault (IRF), outer race fault (ORF, slight), outer race fault (ORF, severe). According to testing samples. Each sample also contains 600 data points. More details about this dataset can be found in [32] .
As mentioned above, these two datasets come from different machines with different bearings, speeds, loads and sampling rates yet similar fault components and modes. Therefore, it is very suitable to refer them as the source domain data and target domain data, respectively.
B. DTNSAE VALIDATION
As is shown in Section III, a base DNSAE should be constructed to acquire a well-trained deep network first of all. In this paper, four base DNSAEs are obtained, which are trained by training samples from source domain data subsets A1, A2, A3, and A4, respectively. Also, the corresponding testing samples are used to test their effectiveness. Next, the parameters including weights and biases of the four highperformance DNSAEs are individually transferred to initialize the target DNSAE. Finally, few labeled target domain samples are used to fine-tune the target DNSAE, and the final DTNSAE is built for rolling bearing fault diagnosis with few labeled data.
(1) Structure selection. Structure selection will greatly influence the performance of machine learning methods. To select a more suitable structure of the proposed method, the testing results of the proposed method with different number of layers and labeled target domain samples are shown in Fig.6 . It is obvious that the testing accuracies of the proposed method increase with the increasing of the number of hidden layers. However, the training time will synchronously increase when more hidden layers are constructed. It is noted that the training time represents the average value of four conditions where the number of labeled target domain samples are 1, 2, 4, and 10, respectively. In addition, it can be found that the diagnosis accuracies will reach a very high level and hardly increase too more when three or more hidden layers are selected. Thus, to balance the diagnosis accuracy and computation efficiency, a 3-hidden-layer base DNSAE is finally selected to construct the proposed DTNSAE.
It is noted that the hyper parameters selection is a challenging task in machine learning area. Only number of hidden layers is simply discussed, more related study is not conducted considering that it is not the focus of this paper.
(2) Specific results discussion. The specific hyper parameters of DTNSAE are as follows. Take the condition with 10 (5%) labeled target domain samples for example, the architecture of Base DNSAEs is selected as ''600-250-150-50-5'', the iteration number of each NSAE is 200, and r, β, µ are determined as 0.3, 3, and 0.0001 in pre-trained process, respectively. The iteration number of DTNSAE is 35 in finetuning process. These parameters are all empirically selected by experiments. Table 3 shows the testing accuracy comparison among the base DNSAE, deep sparse autoencoders (DSAE), deep denosing autoencoder (DDAE) [33] , and deep belief network (DBN) [34] , on the source domain data. The testing results shown in Table 3 are all the average values of 10 trails. The testing accuracy of four Base DNSAEs is 99.85%, 99.72%, 99.80% and 100%, respectively. What's more, the average testing accuracy of the Base DNSAEs is 99.84%, while the testing accuracy of DSAE, DDAE, and DBN is 98.28%, 97.87, and 95.74, respectively. The results suggest that the Base DNSAEs acquire state-of-the-art performance and are more effective than the other methods on the four data subsets. Thus, DNSAE is suitable and effective for rolling bearing fault diagnosis. Then TABLE 4 and Fig.7 show the testing accuracies of the proposed method with different number of labeled target domain samples. Through these results, two points can be basically concluded. One is that the larger the number of the labeled target domain samples is, the higher the testing accuracies of the proposed method are. The other is that when the number of the labeled target domain samples increases to 4(2%) or larger, the average testing accuracy of the proposed method increases to a very high level and doesn't change a lot any more. Therefore, the proposed method is able to accurately recognize the fault modes when only a tiny set of labeled target data are available. 
C. COMPARISON WITH OTHER METHODS
In this part, experiment is carried out to compare the proposed method with other existing methods, including DNSAE, DSAE, BP and SVM. DNSAE and DSAE belong to deep learning methods, while BP and SVM belong to traditional intelligent methods. These methods don't involve in transfer learning.
(1) TABLE 5 and Fig.8 show testing results comparison of five methods with different number of labeled samples. Based on these results, three points can be intuitively summarized as follows. Firstly, with the number of the labeled samples increasing, the testing accuracies of the five methods all increase synchronously. Secondly, the proposed method performs better than the other methods. Particularly, the testing accuracy of the proposed method is much higher than those of the other methods when the number of the labeled samples is less than 10 (5%). Thirdly, deep learning methods generally have higher testing accuracies than BPNN and SVM. When the number of the labeled samples increases to 150 (75%), DNSAE and DSAE achieve quite high diagnosis accuracies, whereas the shallow methods perform not so well, especially BPNN shows the worst performance.
(2) In order to conduct more specific comparison, the diagnosis accuracies of each fault modes are shown Fig. 9 . The results indicate that the proposed method can recognize each fault modes quite accurately even though only 10(5%) labeled samples are available, whereas the other methods can not accurately recognize the normal condition and the slight outer race faults. This further confirms that the proposed method is more effective than the other methods for fault recognition of rolling bearing with few labeled data.
(3) In order to demonstrate the superiority of the proposed method in feature learning, Fig.10 shows three-dimensional visualization of the original data and features learned by different methods. Take the fourth condition for example, where only 10 (5%) labeled samples are available, kernel principle component analysis (KPCA) is adopted to visualize the original data and the third-layer features of the proposed method, DNSAE and DSAE. As is shown in Fig. 11, KPC1 to KPC3 denote the first three principle components, respectively. Marks of different shapes and colors represent different fault modes.
As is shown in Fig. 10 (a) , the projection of original data is partly overlapped among different fault modes. The features of each fault modes learned by the proposed method compactly cluster together, which are much more distinguishable and identifiable than those learned by DNSAE and DSAE in the 3-D projection. The main cause is that the proposed method makes advantages of both deep learning and transfer learning. Particularly, transfer learning is able to improve the feature learning of target domain task by applying the knowledge learned from source domain tasks when few labeled target domain data are available.
The evidences above firmly confirm that the proposed method is much more effective for rolling bearing fault diagnosis than DNSAE, DSAE, BPNN and SVM when few labeled samples are available. Even though when plenty of labeled samples are available, the proposed method also have higher diagnosis accuracy.
The hyper parameters of the five methods in the fourth condition (5% labeled samples are available) are as follows. (4) SVM: the gauss kernel is adopted, the radius of gauss kernel and the penalty factor are selected as 0.625 and 2 by 10-fold cross validation, respectively. It is noted that the above hyper parameters of the five methods are all manually and empirically determined by lots experiments.
D. COMPARISON BETWEEN NSAE AND SAE
In this paper, to evaluate the weight sparseness of NSAE and conventional SAE, the following sparseness criterion is adopted [35] .
S(w)
where w represents a vector, m and denotes the dimensionality of w. It is noted that the larger S(w) is, the higher the sparseness degree of w is. Fig.11 and Fig.12 show the histogram of the sparseness criterion measured on 250 receptive fields and 250 decoding filters, respectively. Generally, the sparseness criterion values of NSAE's receptive fields and decoding filters are both higher than those of SAE. This confirms that the nonnegativity constraints is able to enhance the weights sparseness of encoding layer and decoding layer. Moreover, KL divergence of NSAE is 0.0025 for the testing samples, which is much smaller than 0.0908 of SAE. This suggests that NSAE can learn sparser features.
V. CONCLUSION
In this paper, a deep transfer learning method called DTNSAE is proposed to tackle rolling bearing fault diagnosis problem with few labeled data. The proposed method makes full advantage of parameter transfer learning and deep learning. The results suggest that combining parameter transfer learning and deep leaning is promising for tackling the fault diagnosis problems with few labeled data. Compared with traditional methods and pure deep learning methods, the proposed method is able to much more effectively recognize the fault modes of rolling bearing with few labeled data. Moreover, it is more suitable for real-world applications, and it can get rid of manual feature extraction.
