The motivation for writing U.S. Geological Survey Open-File Report 85-95 was to (1) show that the linear regression approach of transferring low-flow statistics (e.g., 7-day, 10-year low flow) from an index station to a partialrecord site was biased and (2) propose an alternative unbiased estimator. Most analysts who use a mathematical technique, use linear regression analysis to relate base-flow measurements to concurrent daily flows at an index station. Therefore it is important to document that this technique is biased. The purpose of this summary is to clarify the important conclusions presented in Open-File Report 85-95.
Unless otherwise noted, all estimates of low flows, means and variances are expressed in log units (base 10). Estimates of a and b are made by relating base-flow measurements at the partial-record site to concurrent daily mean flows at the index station. Riggs (1972) used graphical techniques to estimate a and b. As the use of computers became more prevalent, many analysts began to use linear regression analysis to define a and b. This latter technique is shown to be biased in Open-File Report 85-95 and an unbiased technique is proposed.
The proposed unbiased technique (Stedinger and Thomas, 1985) involves first estimating the mean and variance of the annual D-day low flows at the partial-record site. These two statistics are then used to estimate the D-day, T-year low flows at the partial-record site. This is in contrast to equation 1 where the D-day, T-year low flow is estimated directly from the corresponding value at the index station. The following estimators for the mean and variance were proposed. 
where K y is the Pearson Type III standard deviate for recurrence interval T and is estimated by K x , the corresponding value at the index station. This substitution assumes that the logarithms of the D-day low flows at the partialrecord site and index station are both distributed as Pearson Type III random variables with equal skew coefficients. This assumption implies that one should choose index stations that have watershed characteristics (such as drainage area and soil type) that are similar to the watershed characteristics of the partial-record site.
A third estimator was also evaluated. This estimator is similar to equation 4 except that y σ is estimated differently. Gilroy (1972) suggested that 2 y σ could be estimated by The final estimator evaluated was the maintenance of variance extension (MOVE.1) proposed by Hirsch (1982) . This estimator is similar to equation 1 except that the regression coefficient (b) is estimated differently (i.e., r is assumed to equal 1.0). The MOVE.1 estimator
of the D-day, T-year low flow is as follows.
( )
where ỹ m = mean of base-flow measurements of partial-record site, x m = mean of concurrent daily mean flows at index station, and other terms previously defined.
In order to compare this estimator to the linear regression approach, equation 1 can be rewritten as follows
where all the terms are previously defined. Note the only difference between equations 6 and 7 is the way the slope of the line is computed. The MOVE.1 estimator was originally suggested (Hirsch, 1982) for record extension or augmentation because it perserves or maintains the variance of the observed record. Hirsch (1982) did not recommend the use of MOVE.1 for estimating low flows at partial-record sites but Stedinger and Thomas (1985) elected to evaluate the technique because of its applicability in record augmentation.
In summary four estimators are evaluated. Two estimators directly relate the D-day, T-year low flow at the partial-record site to the corresponding value at the index station (linear regression, MOVE.1). The other two estimators (Stedinger and Thomas, 1985 and Gilroy, 1972) require estimating the mean and variance of the D-day annual low flows at the partialrecord site. These statistics are then used to estimate the D-day, T-year low flow at the partial-record site. Stedinger and Thomas (1985) show that the linear regression estimator ( Ŷ to underestimate the D-day, T-year low flow. This is illustrated later using an actual data set. The assumption of approximately equal skew coefficients at the partial-record site and index station (i.e., K y = K x ) is more reasonable than assuming that the K y value for the partial-record site is always less than K x for the index station (see tables 4 and 5 in Open-File Report 85-95). This latter assumption is necessary for 
For recurrence intervals T greater than about 5 years, T X will generally be less than x m , the mean of the concurrent daily mean flows at the index station. Therefore the difference
will be negative, implying that the linear regression estimate will generally be larger than the MOVE.1 estimate. Regardless of the recurrence interval T, equation 9 will give the difference between the two estimates.
The four estimators described above were applied to an actual data set of 20 pairs of continuous-record stations as described by Stedinger and Thomas (1985) . For each pair of stations, one station was designated as a partial-record site and the estimates of the D-day, T-year low flows from the four techniques were compared to corresponding estimates based on the actual record. The four estimators were compared by computing the bias (BIAS) and root-mean-square error (RMSE) in both log units and cubic feet per second by the following equations The conclusions to be drawn from tables 1-3 are as follows:
1. There is little difference among the methods when estimating the 7-day, 2-year low flow. This results because K y and K x in equation 8 given earlier are close to zero and, therefore, equation 8 Stedinger and Thomas (1985) is theoretically the most correct approach but really does not perform significantly better than Gilroy's or the MOVE.1 methods.
The overall conclusion to be drawn from tables 1-3 is that the linear regression estimator is biased and should not be used in actual studies. Although the data set is very limited, the empirical results support the theoretical argument given earlier. Either MOVE.1 ( )
will give better results than the linear regression estimator. The MOVE.1 method apparently performs well because the assumption that r always equals 1.0 satisfies equation 8. Stedinger and Thomas (1985) provide an estimate of the variance of their estimator ( )
. This variance can be computed from the following equation 
