Background. Literal or theoretical replications are important to evaluate and assess empirical results. However, there are still few replications in software engineering, and fewer external replications, i.e., developed by researchers other than the original ones. Aim. This paper discusses the difficulties found and the lessons learned from performing two literal replications of an experiment involving human subjects. Results. Our results apparently contradict the conclusions of the original experiment. However, several differences in context made it difficult to achieve valid comparability. Conclusion. Experiments involving human subjects should collect and report as many qualitative context information as possible, so the results can be related to the conditions under which the hypothesis were found to be true. Besides, given the difficulties found in this study, literal replication does not seem to be the best strategy for experiments involving human subjects in software engineering.
INTRODUCTION
The importance of replicating experiments and case studies in Software Engineering has significantly increased. According to Flyvbjerg (2006) , a scientific discipline without a large number of thoroughly executed and replicated studies is an ineffective one. However, there are only few studies available in the literature. According to Lung et al. (2008) , this dearth of replications is not a specific problem of the Software Engineering field, but common to many other disciplines.
Experiment replication is the repetition of an experiment to double-check its results (Juristo & Vegas, 2009) . Multiple replications of an experiment increase the credibility of its results (Shull, et al., 2002) . Nevertheless, replication is difficult. Even though reporting guidelines for some types of experiments in Software Engineering are available, the experience of Lung et al. (2008) has shown that many threats to validity of literal replications, especially when human participants are involved, are related not only to incomplete reports, but also to the experiment design and issues which cannot be easily controlled, such as cost of the replication, variability of human behavior, or observer s tacit knowledge, inasmuch as they are likely to introduce biases to the results of replications (Jedlitschka & Pfahl, 2005) . Lung et al. (2008) claim that unwanted (and often unavoidable) variations reduce the value of a replication, because they reduce the reliability of comparisons with the results of the original experiment.
This article describes a literal replication of the experiment studied in Lung et al. (2008) . This experiment was replicated at the Universidade Federal de Pernambuco (UFPE) and the difficulties of performing this replication were compared to the ones faced and reported in Lung et al. (2008) .
The experiment was first designed by Bornat in 2006 (Dehnadi & Bornat, 2006) . The researchers claimed to have developed a test able to predict which students would succeed in an introductory programming course, by assessing the student s reasoning strategies. Even though that paper was unpublished and strongly criticized, researchers started to replicate the experiment in different countries (Dehnadi, et al., 2009; Lung, et al., 2008) . Later, Dehnadi et al. (2009) performed a meta-analysis combining the results of six replications, and found some correlation to the original experiment results. However, in 2008 Lung et al. (2008 had published the results of a replication of the same experiment. They discussed a set of problems that made the comparison of their results to the original experiment impossible. This raised the contention that other comparisons of replications of this same experiment, included that above cited meta-analysis, might not make sense as well.
This paper presents the results of two literal replications of Dehnadi and Bornat´s experiment, and discusses issues related to literal replication with human subjects. We chose to perform a literal, instead of theoretical, replication because we were mainly interested in replication issues in experiments that involve people, and not so much on the theory (although we believe it is an interesting and useful work)
The results of our replications do not corroborate the conclusions of the original experiment, although variations in context threat the validity of the comparison of the results. On the other hand, almost all of the difficulties reported by Lung et al. (2008) were faced in our replications as well.
Our conclusions go in two complementary directions. First, given the difficulties mainly related to isolate and control context variables, experiments involving human subjects should collect and report as many qualitative context information as possible, so the results can be related to the conditions under which the hypothesis were found to be true. Second, following the conclusions of Lung et al. (2008) , literal replication does not seem to be the best strategy for experiments involving human subjects.
BACKGROUND

The Original Experiment
Dehnadi s experience of teaching led him to believe that some novices appear to use prior rational mechanisms, distinct from those taught in the initial programming course, to explain program behaviour. Therefore, he designed a test to predict success or failure before students have had any contact with any programming language. In Dehnadi and Bornat (2006) , success" means that a participant passes the course in which he or she is enrolled (Lung, et al., 2008) .
The test consists on a set of 11 different anticipated mental models, by which students are likely to interpret assignment instructions (Table 1) and short sequences of assignments (Table 2 ).
The result of the test is based on the hypothesis that students who answer the test questions using mostly the same anticipated mental model are able to build and use a mental model in a consistent way. Thus, these consistent students tend to succeed in initial programming courses, whereas inconsistent students tend to fail. Figure 1 shows a sample assignment question. It is important to notice that, as shown in Figure 1 , only one mental model is bound to the correct answer (CM2). However, the study focuses on consistency instead correctness, and uses the notion of rational misconceptions to support the fact that even though the chosen mental model is wrong, the student can be considered consistent. In order to verify the effectiveness of their test, Dehnadi and Bornat have administered it to 30 students on a further-education programming course at Barnet College and 31 students in the first-year programming course at Middlesex University, at the very beginning of their course and a second time to the same subjects after the topic had been taught. Dehnadi and Bornat, then, correlated the test results of the first and second administrations and the course pass/fail results of the end-of-course exams. The 2 test showed that consistent students (C) tend to succeed, whereas inconsistent (I) students tend to fail (Table 3) . Blank (B) refers to those students who did not answer enough questions to be considered consistent or inconsistent. At first, the experiment was strongly criticized because of the presence of several threats to its validity. For instance, no information was recorded about earlier education, programming experience, age or sex. Also, the judgement of consistency was not explicit and repeatable. Later, Dehnadi et al. (2009) improved the research protocol by adding background questions, adding two more anticipated mental models, making the judgement of consistency explicit and repeatable, and identifying 4 different levels of consistency (C 0 , C 1 , C 2 , C 3 ).
The improved experiment was repeated twice at Middlesex University and also at six more universities, by different experimenters. The results of six of these experiments have supported the hypothesis of the relation between consistency and success on early learning of programming. Moreover, a meta-analysis of these six experiments showed that programming background has only a weak and insignificant relation to the novices success. It also showed that the success rate of wrong-model consistent students is almost as good as the consistent group. The overall result confirms the result of the original experiment, although the details of each sample or casual adaptations in the original procedure were not reported. Dehnadi et al. (2009) described also two experiments which are, as they call them, apparent refutations. Both experiments found no correlation between consistency and success. Dehnadi et al. (2009) say that some confounding factors, for example lenient examinations, might have affected the results of these replications. On the other hand, Wray (2007) argue that since the objective of an introductory programming course is to teach students and train them to pass the exams, a high pass rate should not be considered as leniency, and trying to predict which students are likely to succeed or fail may not make much sense.
University of Toronto s replication
In an attempt to better understand replications, Lung et al. (2008) performed a replication of Dehnadi and Bornat´s experiment at the University of Toronto. According to the authors, that experiment was chosen for several reasons: it had generated a considerable buzz on the internet in 2006; several groups around the world had set out to replicate the experiment; the results were interesting; the designed procedure appeared to be sound, but had a number of potential threats to validity; and the experimental materials were readily available from the original experimenters.
Therefore, they opted to perform a literal replication, that is, to perform identical measurements on similar experimental units. Ideally, the only difference between the original experiment and a literal replication would be the set of participants involved. However, even though they did not intentionally modify the procedure to improve it, they faced several inevitable changes, mainly for local circumstances. Table 4 shows the differences and changes to the experimental phase in the University of Toronto s replication. In the data analysis phase, some modifications were intentionally made in order to improve the reliability of the comparison. For example, they developed a PhytonTM script that calculates the degree of consistency, avoiding any subjective mistake; they excluded students who did not complete the course; and they also considered a different threshold for pass/fail than the actual course results, better matching the Dehnadi and Bornat´s pass/fail meaning. Table 5 shows the differences and changes to the analysis phase. In University of Toronto s replication, being consistent has no significant correlation with being successful at the end of the course. Moreover, they found no significant difference in average marks between the consistent and inconsistent groups.
That result is expected to weaken the theory. However, Lung et al. (2008) identified a set of relevant confounding factors which could not be treated in the replication, and which can reduce the validity of this comparison. These factors are listed in Table 6 .
METHODOLOGY
Goals and Hypothesis
The main objective of this research was to execute two literal replications of the Dehnadi and Bornat´s experiment, which means to perform the same experimental design and analysis procedure in a different population. However, some adaptations had to be done to make the experiment feasible at the Universidade Federal de Pernambuco (Federal University of Pernambuco), but these adaptations were carefully planned in order to preserve the validity of the comparison of its results to the original experiment. Additionally, this research aimed to compare the difficulties faced to perform the two replications to the difficulties reported in Lung et al. (2008) , in order to better understand some experimental design issues which can risk the replicability of an experiment. The set of hypotheses and variables investigated in this research are specified in Table 7 and Table 8 .
Experiment Design
Two replications were performed, one in the Computer Science Introduction to Programming (CS-IP) course and other in Computer Engineering Introduction to Programming (CE-IP). Moreover, the tables of contents and the examination questions are similar to Dehnadi and Bornat s original experiment. However, while in the CS-IP course the students learn, and also are supposed to not have any previous contact with, Java TM programming language, in the CE-IP course they learn C, which uses a very similar syntax of assignment and sequential instructions.
The authors of the original paper were contacted first to explain some questions, related to experimental design details that were not completely clearly reported in the past publications. Then, Dehnadi sent by e-mail the material and information necessary to run our replication using the same improved procedure of the six replications carried out in Dehnadi et al. (2009) . Therefore, the instruments used were exactly the same of Dehnadi and Bornat s improved experiment, with no adaptations. Since the students are required to know English to take CS-IP and CE-IP courses, the test was not translated to Portuguese.
Some of the difficulties reported in Lung et al. (2008) were also faced in our replication, for instance, in order to comply with the University Ethics Committee, our students were asked to sign an Informed Consent Form (ICF), explaining that attending the tests would be facultative and confidential. All variations of our adaptation are summarized in Table 9 . Given the Dehnadi and Bornat s test results and the final courses results, the anomalous data (students who took the test, but did not finished the course) were identified and removed from the analysis, and the individual hypotheses were tested using the Fisher exact test, inasmuch as the 2 (chisquared) test is not accurate for a small sample (N<40).
RESULTS AND ANALYSIS
Sample
Even though it was clearly stated that attending the research was facultative, the level of participations could be considered high, covering 38 valid students in the CS-IP course and 35 valid students in the CE-IP course. Tables 10-13 show respectively the distribution of the final course results, consistency levels, prior programming experience, and the CM2 consistency level. The proportion of people belonging to the blank, consistent, and inconsistent groups was significantly different in the two instances of the experiment, so the results are not comparable to the original experiment at all. On the other hand, it also shows that the test is not psychometric, such as in Wray (2007) . Another important comparison shows that in almost all past replications, CM2 people are about 90 per cent successful, whereas in our data set they were between 50 per cent (CS-IP) and 65 per cent (CE-IP), which is also significantly different.
Hypothesis Testing
In our two set of data, we found no significant correlation between consistency and success. Almost all results were the opposite of Dehnadi and Bornat original experiment, but H 3 , which states that there is no correlation between relevant prior programming experience and success in passing the programming course. Moreover, none of the variables tested showed any correlation. Table 14 shows the H 1 hypothesis test, from which C 0 consistency level and success are not correlated. Table 15 shows the H 2 hypothesis test, from which C 0 C 3 consistency levels and success are not correlated either. Table 16 shows the H 3 hypothesis test, from which prior programming experience and success also are not correlated. Table 17 shows the H 4 hypothesis test, from which CM2 mental model of consistency and success are not correlated. Finally, Table 18 shows the H 4 hypothesis test, from which wrong mental models of consistency (CM2 excluded) and success are not correlated. 
Comparison to the University of Toronto s replication
As in Lung et al. (2008) , many unintended an unavoidable variations were faced during the planning and executing phases of the replication. Although the adaptations were planned to maintain the comparability of our replications to the original experiment, some variations could not be anticipated. Table 19 shows the differences between the University of Toronto s replication and ours. Responses by participants were coded using a subjective system. Our research data have shown no correlation between consistency and success. However, our experience has had almost all weaknesses described by Lung et al. (2008) in Table 6 . Therefore, even though the procedure was planned to be as similar as possible to the original, we agree with Lung et al. (2008) when they say that their results could not strictly be compared to those in Dehnadi and Bornat, so neither does ours.
However, instead of testing several distinct operationalizations in order to find some justification for our results, as in Lung et al. (2008) , we have concentrated in strictly following the plan, to avoid both adding comparison problems and fishing results.
Discussion
Our results clearly show no correlation between consistency and success. However, it does not mean that the theory is wrong or not useful. Our results may be indicating that the theory is not covering all possible variables, though. One possible interpretation is that this test is not psychometric, as discussed in Wray (2007) .
Another possible interpretation for our results is that the slight adaptations were sufficient to completely invalidate comparisons of our results to the original experiment. However, according to Juristo and Vegas (2009) , when we find that the results of two non-identical replications are inconsistent, we should not always consider the replications to have failed and give up trying to aggregate the results. We should examine, one by one, which experimental conditions have changed and then try to discover new influential variables.
Additionally, Lung et al. (2008) have reported many flaws in the original experiment design which could make it impossible to be literally replicated. Several of these flaws are related to the understanding of the theory. For instance, success as defined by Dehnadi and Bornat, means passing in the course examinations, but the course examination is nothing but a set of subjective marking system, completely dependent on the tutor or the institution passing policy.
Three other replications have achieved results similar to ours. In Dehnadi et al. (2009) , the theory authors blame the leniency on examinations, which could bias the research results. However, they do not consider that good tutors should be able to prepare their students to pass even in the most difficult examination, so how is leniency on examination distinct from efficacy on teaching?
The Dehnadi and Bornat s results are relevant inasmuch as it shows an existing correlation between consistency and success. It is important to notice, though, that this existent correlation might not be interpreted as an effect of consistency on success. Conversely, it could be interpreted as evidence that something beyond this test may be related to success. Therefore, they may be looking for cognitive models which are defined as the way people build and use mental models (Lycan, 1999) . There are some cognitive theories whose relation to success in learning programming should be indeed broadly investigated.
Moreover, their interpretation of mental models may not be completely right, since mental models should be created during the learning process, instead before learning some subject. As Lung et al. (2008) also say, an alternative interpretation of this theory is that inconsistent people should be more flexible when it comes to learning and thus should have a higher success rate.
At this point, we should argue why we did not relate our results with the other replications available in the literature using meta-analysis, a validity and important tool to increase statistical power of empirical results (Glass, 1977) . The main reason is that a known weakness of the method is important in this context: meta-analysis does not control sources of biases or design flaws. In fact, a metaanalysis of a badly designed experiment will not produce good statistics. In this context, we are particularly concerned about the design problems of the original experiment, thus using meta-analysis does not seem to be a good strategy.
Lessons Learned
In the planning phase of our replications, it was clear that it is difficult to retrieve all details of the experiment procedure from reported papers. According to Shull et al. (2002) , the main difficulty is to understand the concepts underlying the techniques under study and to master the knowledge involved in running the experiment. Additionally, transferring the tacit knowledge may be impossible in some cases. The tacit knowledge refers to information that is important to the experiment but is not coded into the lab package.
In our replication, the authors of the original experiment were completely available both to supply tools and information, and also to clarify any doubts eventually found about the overall procedure. This was indeed extremely important to planning these two replications.
The replication design was simple, since we could access all the instruments designed in the original experiment. It was necessary to make some changes to adapt the experiment to the Universidade Federal de Pernambuco s local characteristics and environment, but without risking too much the comparability of the results (Juristo & Vegas, 2009 ). The experience reported in Lung et al. (2008) also helped to predict difficulties and variations in the execution.
During all the replication process, we have noticed that several flaws in the original experiment design challenged the replication. The problems could be categorized as follows:
A) Theory understanding: the theory has to be extensively covered to generate replicable experiments. In this specific case, the experiment has problems in the definition of success and also in use of mental models prior to learning:
we cannot say whether or not someone has learned to program, but only that some individual has earned a certain grade as assessed by the instructor; theory should be adjusted to limit its scope to programming aptitude on tests; as a humble suggestion, Dehnadi and Bornat could be looking at cognitive models instead mental models.
B) Hypotheses generation:
the hypothesis generation can also be a problematic phase in the research design. In the original paper, the hypotheses are not explicitly declared. The process of generating hypotheses should be extensively covered in the reports. This experiment also had problems related to hypotheses generation: The psychometric characteristic of the test should be addressed before raising hypotheses about the relation between consistency and success; An alternative interpretation of this theory is that inconsistent people should be more flexible when it comes to learning and thus should have a higher success rate; There are several facts that lead students to pass, struggle, or fail in a programming course. Therefore, a qualitative research should have captured these characteristics before, so the quantitative study could have adequately isolated them. 
D)
Interpretation of the Results: the experimenter s expectancy effect may also turn to be a significant problem to make experiments replicable. As discussed before, the initial results of Dehnadi and Bornat s experiments may have been over-startling, but after some replication attempts and critics, they organized and improved the original design. However, some problems still can be seen in the interpretation of their experiment:
External validity of the results was not addressed in the original experiment; Correlation tested with 2 does not clarify the cause-effect relation between consistency and success as described by the authors; How is leniency on examination distinct from efficacy on teaching?
One of the most important lessons learned from this replication is that even though an experiment seems to be easy to be replicated, it does not necessarily mean that it is suitable to be replicated. The replication s experimenter should consider checking the theory understanding, the hypotheses generation process, the interference reliability, the interpretation of the results and the comparability of the experiments results.
According to Juristo and Vegas (2009) , it is possible to use differences among replications of Software Engineering experiments to generate knowledge, either by improving the procedure, revealing new confounding factors, changing hypotheses or improving the analyses. However, since improving the original experiment has to be listed as a goal of a replication, it should be clearly stated in what ways the experiment can be improved.
FINAL CONSIDERATIONS
This paper presented a literal external replication of an experiment on the effect of reasoning strategies on success in early learning of programming. The original experiment proposed a test which could predict success or failure in introductory programming courses, before students have had any contact with any programming language. The results presented by Dehnadi and Bornat (2006) have motivated several researchers to replicate that experiment. However, while some replications do achieve the same results of the original experiment, others do not. We performed two replications, none of which have confirmed the hypothesis of correlation between consistency according to the Dehnadi and Bornat s test and the success of students in passing introductory programming courses.
However, even though we decided to perform a literal replication, by repeating the same procedure executed in the original experiment, a set of planned adaptations, unintended variations, and unpredicted environmental variables may have impacted the validity of the comparison between our experiment and the original.
According to Juristo and Vegas (2009) , one of the most effective ways to generate knowledge from non-exact replications is by giving suggestions to improve the overall experiment. Therefore, the main contributions of this paper are not only the results of the replicated experiment, but a set of suggestion of improvements to the experiment.
As further steps, we plan (1) to redesign the Dehnadi and Bornat experiment, focusing the study of cognitive models and personality profiles to investigate the relation of these factors to the success in learning and developing programming skills; and (2) perform a systematic literature review on replication of software engineering experiments in order to gain more knowledge on the pros and cons of performing replication of experiments involving human subjects in software engineering.
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