We propose an affine extension of the Linear Gaussian term structure Model (LGM) such that the instantaneous covariation of the factors is given by an affine process on semidefinite positive matrices. First, we set up the model and present some important properties concerning the Laplace transform of the factors and the ergodicity of the model. Then, we present two main numerical tools to implement the model in practice. First, we obtain an expansion of caplets and swaptions prices around the LGM. Such a fast and accurate approximation is useful for assessing the model behavior on the implied volatility smile. Second, we provide a second order scheme for the weak error, which enables to calculate exotic options by a Monte-Carlo algorithm.
Motivation and overview of the paper
Affine Term Structure Models (ATSM) are an important class of models for interest rates that include the classical and pioneering models of Vasicek [31] and Cox-Ingersoll-Ross [9] . These models have been settled and popularized by the papers of Duffie and Kan [15] , Dai and Singleton [12] and Duffie, Filipović and Schachermayer [14] . We refer to Filipović [18] for a textbook on these term structure models. The Linear Gaussian Model (LGM) is a simple but important subclass of ATSM that assumes that the underlying factors follow a Gaussian process. It has been considered by El Karoui and Lacoste [17] and El Karoui et al. [16] , and is now become a market standard for pricing fixed income derivatives, thanks to its simplicity. However, this model has a main drawback to be calibrated to market data: it produces implied volatility smiles that are flat.
The goal of this paper is to present a quite natural extension of the LGM that keeps the affine structure and generates an implied volatility smile. To do so, we consider an affine diffusion of Wishart type on the set of semidefinite positive matrices and replace, roughly speaking, the constant volatility matrix by (a linear function of) this process. The dependence between the factors and their volatility is made through a specific covariation that keeps the affine structure and that has been proposed by Da Fonseca et al. [11] in an equity framework. Thanks to this, the proposed model which is a stochastic variance-covariance affine term structure model (see Definition 6) , is able to produce an implied volatility smile. It has many parameters and may seem at first sight difficult to handle. For this reason, we present it as a perturbation of the LGM. Thus, the calibration of the model to market data can be made in two steps: first, one can calibrate the LGM and then calibrate the new parameters to the implied volatility smile. The calibration of this model is discussed on some examples in Palidda [25] . In the present paper, we do not tackle the practical calibration issue: our goal is to set up the model and give important numerical methods for this model in order to use it in practice. Namely, we define in Section 2 the model and present some important properties such as the value of the Laplace transform under the initial and forward measures or the ergodicity property. Then, we give two tools that are important to implement the model in practice. First, we present in Section 3 a price expansion for caplets and swaptions around the LGM when the volatility of the volatility of the factor Y is small. These explicit formulas are useful to calculate quickly the impact of the parameters on the volatility cube and thus to calibrate the model. Second, we propose in Section 4 a discretization scheme for the model that is of second order for the weak error. Having an accurate scheme is important in practice since it allows to calculate exotic options by a Monte-Carlo algorithm. Besides, this scheme can be easily adapted to other models relying on the same affine structure such as the one of Da Fonseca et al. [11] .
The Linear Gaussian Model (LGM) in a nutshell
The model that we present is meant to extend the classical LGM, and we need thus to recall briefly the LGM. We work under a risk-neutral measure P, and consider a p-dimensional standard Brownian motion Z. Let Y be the solution of the following Ornstein-Uhlenbeck SDE
where κ ∈ M p (R) is a matrix of order p, V is a semidefinite positive matrix of order p and θ ∈ R p . The LGM assume that the spot rate is an affine function of the vector Y :
and the coordinates Y i are usually called the factors of the model. It is not restrictive to assume that the weight of each factor in (2) is the same for all factors and equal to one: if we had r t = ϕ + ⊤ is also an Ornstein-Uhlenbeck process. Affine Term Structure models generally assume that the parameters (here κ, θ and V ) are fixed and are valid over a long time period. Instead the factors (here the vector Y ) evolve and reflect the current state of the market. Therefore, one often assumes that the process Y is stationary to reflect some market equilibrium. Also, it is usually assumed distinct speed of mean-reversion for each factors. Thus, the factors embody the different time scales of the interest rate: a factor with a small (resp. large) mean-reversion will influence the long-term (resp. short-term) behaviour. This leads to assume that κ = diag(κ 1 , . . . , κ p ) with 0 < κ 1 < · · · < κ p , and we work under this assumption in the sequel. It can be easily checked (see for example Andersen and Piterbarg [3] ) that any linear Gaussian model such that κ has distinct positive eigenvalues can be rewritten, up to a linear transformation of the factors, within the present parametrization. Let (F t ) t≥0 denote the natural filtration of Z. For 0 ≤ t ≤ T , the price P t,T = E exp − T t r s ds |F t at time t of the zero-coupon bond with maturity T is an exponential affine function of Y :
where B(τ ) = −(κ ⊤ ) −1 (I p − e ds for τ ≥ 0. Here, 1 p stands for the vector in R p that has all its entries equal to one. The function B(τ ) maps the factors variations ∆Y into the yield curve variations and is often called the support function. The factors Y i associated with the larger parameters κ i impact on the short term behaviour of the yield curve while the one associated with the smaller parameters κ i will drive more the long term behaviour. We now briefly introduce some of the basic notions on the interest rates vanilla option market. The most liquid traded interest rates options are swaptions and caplets. They bring respectively on the forward Libor rate and the forward swap rate that are defined as follows for 0 ≤ t ≤ T , δ > 0 and m ∈ N * :
L t (T, δ) = 1 δ P t,T P t,T +δ − 1
The prices of caplets and swaptions are respectively given by C t (T, δ, K) = E e Caplets are usually available for short tenors δ (up to 1 year) and swaptions are quoted for tenors mδ from 2 to 30 years. The market practice is to apply a standard change of numeraire technique (see Geman et al. [20] ) and rewrite the above expressions as
where E T +δ (resp. E A ) denotes the expectation taken with respect to the measure T + δ-forward neutral (resp. annuity) measure associated with the numeraire P t,T +δ (resp. m i=1 δP t,T +iδ ). The market prices are then quoted and analyzed in terms of either the log-normal or normal implied volatility obtained by inverting respectively the pricing formulas (4) and (5) w.r.t. the Black-Scholes and Bachelier (62) formulas. Within the LGM model, the log-normal implied volatility of the caplet is given by
see formula (33) below. This implied volatility does not depend on the strike. It shows that the mean-reversion parameter κ plays a role in shaping the form of the caplets volatility cube, according to the different time scales. The role of the diagonal coefficients of the matrix V is determined by the support functions m ii (τ, δ) = (
. The effect of off-diagonal elements of the variance-covariance matrix V is determined by the support functions m ij (τ, δ) =
(κi+κj)τ . These functions are plotted in Figure 1 . Also, by Figure 1 : Support functions for the volatility term structure in a two factors model with κ = diag(0.01, 1.) for a 3 months (left) and 2 years (right) maturity.
using a standard approximation, we can obtain the normal implied volatility of the swaptions (see formula (54)):
. This implied volatility has a rather similar structure than the one of the caplets, but it is not time homogeneous.
Both implied volatilities for caplets and swaptions do not depend on the strike and give thus a flat smile, which is a well-known fact. This is unfortunate if one aims to reproduce the volatility cube observed on market data (i.e. the implied volatility with respect to the maturity T , the tenor δ or mδ and the strike K). The extension of the LGM that we introduce in Section 2 is meant to correct this drawback.
An affine extension of the LGM with stochastic covariance
This section is devoted to the definition of the model that we study in this paper. This model is a stochastic variance-covariance perturbation of the LGM. We chose a quite general specification that keeps the model affine and gives a stochastic instantaneous covariance for the factors, which will generate a smile for the Caplets and Swaptions. We first present the dynamics of the factor and then present some properties of the model that rely on its affine structure.
State variables dynamics
We consider W a d-by-d square matrix made of independent standard Brownian motions, and Z an independent Brownian motion of dimension p. We will denote by (F t ) t≥0 the filtration generated by (W, Z). We consider the following SDE for the state variables (or factors)
The matrix I
, and the parameters are taken as follows
where
, and M p×d (R) denote respectively the set of semidefinite positive matrices of order d, the set of square matrices of order d, and the set of matrices with p rows and d columns. The process X is an affine diffusion on S + d (R), and the instantaneous covariance at time t of the factors Y is given by cX t c ⊤ . When ǫ = 0 and Ω = −bx−xb ⊤ , we have X t = x and get back the Gaussian model with V = cxc ⊤ . The dependence structure between Y and X through the driving Brownian motions is the same as the one proposed by Da Fonseca, Grasselli and Tebaldi [11] . As explained in [11] , this is the most general way to get a non trivial instantaneous correlation between Y and X while keeping the affine structure. In particular, the instantaneous quadratic covariations are linear with respect to (Y, X) and we have for
We notice that only the n first components of ρ matters, and we can assume without loss of generality that
From (7), we easily get
Therefore, the process Y is uniquely determined once the processes Z, W and X are given. We know by Cuchiero et al. [10] that the SDE on X has a unique weak solution when
, and a unique strong solution if we assume besides that x is invertible and Ω − 2ǫ
. This leads to the following result.
exists a unique weak solution of the SDE (7). If we assume moreover that
Ω − 2ǫ 2 I n d ∈ S + d (R) and x ∈ S + d (R) is positive definite,
there is a unique strong solution to the SDE (7).
The affine structure of the process (X, Y ) allows us to give formulas for the Laplace transform of the marginal laws by the mean of a Matrix Riccati Differential Equations (MRDE). Similar calculations have been made in equity modelling by Da Fonseca et al. [11] or Benabid et al. [4] . The following proposition states the precise result, which is useful for the pricing of Zero-Coupon bonds.
Let us assume that there exists Υ ∈ S d (R) such that
Then, the following system of differential equations
has a unique solution, which is defined on R + . It satisfies Υ − g(t) ∈ S + d (R) for any t ≥ 0. Besides, we have for any 0 ≤ t ≤ T :
Proof : The proof is quite standard for affine diffusion. First, we notice that if (16) holds, we necessarily have
is a martingale. We apply Itô's formula and use (9), (10) and (11) . The martingale property yields tō
By identifying the constant term and the linear terms with respect to Y t and X t , we get (15) andλ = −κλ + Λ, λ(0) = Λ, which leads to (12) since κ is diagonal with positive entries. By applying Lemma 13 to Υ − g, the solution of (15) exists and is well defined for t ≥ 0. Besides, Υ − g stays in S + d (R) by using (13) and (14) . Then, it remains to check that we have indeed (16) , and it is sufficient to check it for t = 0. To do so, we apply Itô's formula to M and get
Thus, M is a positive local martingale and thus a supermartingale, which gives
, we use the argument presented by Rydberg [27] . We define N t = M t /M 0 in order to work with probability measures. We define for
Clearly, E[N (K)
T ] = 1, and under
, and we have to prove that this probability goes to 1. To do so, we focus on the following SDE
starting fromX 0 = X 0 . We check that X solves before τ K and under P (K) the same SDE asX under P. This yields to
Since the SDE satisfied byX is the one of an affine diffusion on S + d (R), it is well defined for any t ≥ 0. In particular max t∈[0,T ] Tr(X t ) < ∞ a.s., which gives
✷ Remark 3 -The conditions (13) and ( 
Since
With the Laplace transform (16), we have a mathematical tool to check if the process (X, Y ) is stationary. This is important for our modeling perspective: unless for some transitory period, one may expect that the factors are stable around some equilibrium. The next proposition give a simple sufficient condition that ensures stationarity. It is proved in Appendix C. 
Proposition 4 -If
−(b + b ⊤ ) ∈ S + d (R) is
Model definition
Definition 6 -We assume that (X t , Y t ) t≥0 follows (6) and (7) under a risk-neutral measure. Then, we define the short interest rate by
with ϕ ∈ R and γ ∈ S d (R).
From Proposition 2, we easily get the following result on the Zero-Coupon bonds. 
Then, by using Remark 3, P t,T is given by
with A(t) = η(t) − ϕt, D(t) = g(t) and B(t) = λ(t), where (η, g, λ) is the solution of (15) with (12) , Λ = 0,
. Let us make now some comments on the model.
• In order to keep the same factors as in the LGM, one would like to take γ = 0. However, this choice is possible only if the perturbation around the LGM is small enough provided that −(b + b ⊤ ) is positive definite, see Remark 8. Besides, even if P t,T may be well defined for T − t small enough, it would be then given by the same formula, and therefore the yield curve dynamics depends anyway on the factor X.
• In order to have a clear interpretation of the volatility factor X on the factor Y , a possible choice is to consider d = q × p with q ∈ N * and c i,j = ½ (i−1)×p<j≤i×p . Thus, from (9), the principal matrix (X k,l ) (i−1)×p<k,l≤i×p rules the instantaneous quadratic variation of the factor Y i while the submatrix (X k,l ) (i−1)×p<k≤i×p,(j−1)×p<l≤j×p rules the instantaneous covariation between the factors Y i and Y j .
• The model does not prevent from having a negative short rate or from having E[|P t,T | k ] = ∞ for any k > 0, unless we consider the degenerated case (p = 0) where the yield curve is driven by the volatility factors X and the factors Y are null. This particular model has been studied by Gnoatto in [21] .
• Affine Term Structure models generally consider constant parameters that are fixed over a large period and reflects the market behaviour, while the current value of factors are fitted to market data. This is why we consider constant parameters here. However, in order to fit exactly Zero-Coupon Bond prices, it is possible to take a time-dependent function ϕ while keeping the tractability of the model. 
Remark 8 -The condition
Since for t ≥ 0, λ(t) takes values in a compact subset of R p , there is ǫ 0 > 0 such that this condition is satisfied for any ǫ ∈ (0, ǫ 0 ).
, and consider the model
This model may seem a priori more general, but this is not the case. In fact, let n be the rank of a and u ∈ M d (R) be an invertible matrix such that
Since the law of (X, Y ) is characterized by its infinitesimal generator, we can assume without loss of generality
, and therefore (X, Y ) follows the same law as the solution of (6) and (7), and we have
Change of measure and Laplace transform
In the fixed income market, the pricing of vanilla products is often (if not always) made under a suitably chosen equivalent martingale measure different from the risk-neutral measure. It is thus important to characterize the distribution of the underlying state variables under these measures. The forward-neutral measures are probably the most important example of such pricing measures. In this paragraph, we will see that the dynamics of the factors remains affine and keeps the same structure under the forward measures.
Dynamics under the forward-neutral measures
We assume that the condition (19) holds. Let Q U denote the U -forward neutral probability, which is defined on F U by dQ
This is the measure associated with the numeraire P t,U . It comes from the martingale property of discounted asset prices that for t ∈ (0, U ),
From Girsanov's theorem, the processes
are respectively matrix and vector valued Brownian motions under Q U and are independent. This yields to the following dynamics for Y and X under Q U :
Laplace transforms
We are now interested in calculating the law of (X T , Y T ) under the U -forward measure for T ≤ U . More
T ] by using again Proposition 2. We assume that condition (19) holds and have
We consider Γ ∈ S d (R) and Λ ∈ R p such that
. By Proposition 2, condition (19) and Remark 3, we get that the expectation is finite and that
with
is the solution of (15) withB
and is given by (23) .
Let us mention that in practice, the formula above for A U (t, T ), D U (t, T ) and B U (t, T ) requires to solve two different ODEs. It may be more convenient to use the following one that can be easily deduced from dynamics of (X, Y ) under the U -forward measure:
Expansion of the volatility smile around the LGM
The goal of this section is to provide the asymptotic behaviour of the Caplet and Swaption prices when the volatility parameter ǫ is close to zero. The practical interest of these formulas is to give a proxy for these prices. Thus, they give a tool to calibrate the model parameters to the smile. Let us mention here that alternative pricing methods that exploit the affine structure of the model may be used to price these vanilla options. First, the methods based on the Fourier inversion and the Fast Fourier Transform (FFT) that have been presented by Carr and Madan [7] and Lee [23] can be applied directly for Caplets by working with the forward Caplet price. In order to apply these methods for swaptions we need to perform the same approximation step as the one that we use below to derive the expansion. We refer to Schrager and Pelsser [28] and Singleton and Umantsev [29] for a detailed description of these methods which directly apply to our model. Second, series expansion methods of Gram-Charlier type can be also directly applied for both caplets and swaptions. These methods have previously been applied for pricing swaptions, see for example Collin-Dufresne and Goldstein [8] and Tanaka et al. [30] . With respect to these methods, getting an expansion on the smile is complementary. On the one hand, it is less accurate to calculate a single price since we only calculate here the expansion up to ǫ 2 . On the other hand, it is more tractable for a first calibration of the model and gives a good approximation for key quantities on the smile.
The arguments that we use in this section to obtain the expansion have been developed in the book of Fouque et al. [19] . They rely on an expansion of the infinitesimal generator with respect to ǫ. Recently, this technique was applied by Bergomi and Guyon [5] to provide approximation under a multi factor model for the forward variance. Here, we have to take into account some specific features of the fixed income and work under the appropriate probability measure to apply these arguments. Not surprisingly the zero order term in the expansion is exactly the volatility of the LGM with a time-dependent variance-covariance matrix. More interestingly the higher order terms allow to confirm the intuitions on the role of the parameters and factors that determine the shape and dynamics of the volatility.
Last, we have to mention that the calculations presented in this section are rather formal. In particular, we implicitly assume that the caplet and swaption prices are smooth enough and admits expansions with respect to ǫ. A rigorous proof of these expansions is beyond the scope of this paper.
Price and volatility expansion for Caplets
From (4), the only quantity of interest in order to understand the Caplets volatility cube is what we call the forward Caplet price
which can be rewritten as a call option on the forward zero coupon bond
Since (X, Y ) is a Markov process, FCaplet(t, T, δ) is a function of (X t , Y t ) and therefore we can define the forward price function
The goal of Subsection 3.1 is to obtain the second order expansion (27) of P with respect to ǫ.
A convenient change of variable
We want to get an expansion of the caplet price with respect to ǫ. To do so, we need a priori to get an expansion to ǫ of the infinitesimal generator of the process (X, Y ) under the probability Q T +δ . However, we can make before a change of variable that simplifies this approach. Thus, we define
Thus, we have
Ht . It is well known that
is a martingale under Q T +δ , see e.g. Proposition 2.5.1 in Brigo and Mercurio [6] . Thus, we get by Itô calculus from (21) and (22) that (X, H) solve the following SDE
Therefore, P (t, x, y) = E
T +δ
where h = ∆B(t, T, δ) ⊤ y + Tr (∆D(t, T, δ)x) + ∆A(t, T, δ), and we still denote by a slight abuse of notations
Let us emphasize that this change of variable is crucial in order to apply an expansion procedure similar to the one of Bergomi and Guyon [5] . It allows to reduce the dimensionality of the underlying state variable. The variable H is one-dimensional and it is the only variable that appears in the payoff of the caplet. Though this is obvious from the definition of the model, we insist on the fact the implied volatility of caplets is a function of the factors X only. This appears clearly in the SDE (26) , H t can be viewed as continuous version of the forward Libor rate and its volatility depends on the factors X only.
Expansion of the price
From the SDE (26), (9), (10) and (11), we get the following PDE representation of P :
Some simplifications occur when we apply this operator to P since it is a function of a symmetric matrix, and therefore satisfies ∂ xi,j P = ∂ xj,i P . Thus, we have
We assume that P admits a second order expansion
Our goal is to explain how to calculate in a quite explicit way the value of P 0 , P 1 and P 2 , in order to show the tractability of the model. We assume in our derivations that these functions P 0 , P 1 and P 2 are smooth enough.
To determine the value of P 0 , P 1 and P 2 , we proceed as Bergomi and Guyon [5] and make an expansion of the generatorL(t) =L 0 (t) + ǫL 1 (t) + ǫ 2L 2 (t) + . . . in order to obtain the PDEs satisfied by P 0 , P 1 and P 2 . We first note that B does not depend on ǫ and that
We only need an expansion up to order 1 for D, and we get from (15) 
The order 0 term is easily determined:
This is the operator associated to the following diffusion
The first and second order terms in the expansion of the generator are given bỹ
By plugging the expansions of the generator and the price in the pricing PDE and identifying each order in ǫ, we get the sequence of PDEs that are satisfied by P 0 , P 1 and P 2 :
with realized volatility v. It satisfies the following PDE
that links the gamma, the delta and the vega. It will be used intensively in our calculations. We get that
The higher order terms are given by
We can calculate explicitly these quantities by using on the one hand the Gamma-Vega relationship (32) and on the other hand the fact that ∂
The details of the calculations are provided in Appendix B.1, and we obtain that
and
The formulas for the d i 's and the e i 's are given in Appendix B.1.
Expansion of the volatility
From the price expansion we can derive an expansion for the implied volatility. We denote by v Imp the implied volatility of the Caplet and have by definition
We assume that the implied volatility satisfies an expansion with respect to ǫ up to order 2, i.e.
By expanding the Black-Scholes price we get the following second order expansion for the caplet price:
This has to be equal to P 0 (t, x, h) + ǫP 1 (t, x, h) + ǫ 2 P 2 (t, x, h) + o(ǫ 2 ), and we obtain by identification of each order in ǫ that
The first equality gives
From (36), (32) and the formulas given in Appendix A.1, we obtain
With the same arguments, we can also obtain an explicit but cumbersome formula for v 2 .
It is worth to underline at this stage that neither c 1 nor c 2 depend on the strike, see formulas (65) and (66). Therefore, the skew is at the first order in ǫ proportional to c 1 , that is at its turn a linear function of ρ. We have in particular a flat smile at the first order when ρ = 0, as one may expect. However, we can also check that the second order term is different from zero when ρ = 0 and therefore the smile is not flat, at the second order. Besides ρ, it is interesting to notice that the coefficient c 1 depends on the factor x and on all the parameters involved in the (mean-reverting) drift, namely κ, θ, b and Ω. These coefficients determine the short and long term behaviour of the implied volatility surface.
Price and volatility expansion for Swaptions
From (5), the only quantity of interest in order to understand the swaptions volatility cube is what we call the annuity-forward swaption price
It is standard to view swaptions as a basket option of forward Libor rates with stochastic weights, we have
The difficulty here comes from the fact that forward Libor rates, and the stochastic weights are complicated functions of the state variables (X, Y ). The first implication is that the change of measure between P and Q A is also complicated and the dynamics of the state variables under this new measure is quite unpleasant to work with. The second implication is that we cannot directly operate a convenient change of variable as we did for caplets. In order to derive an expansion for swaptions we thus proceed stepwise. First, we use a standard approximation that freezes the weights at their initial value (see for example Brigo and Mercurio [6] p. 239, d'Aspremont [13] and Piterbarg [26] ). This is justified by the fact the variation of the weights is less important than the variation of the forward Libor rates 1 . Second, we use a similar approximation for the swap rate. Thus, the approximated swap rate is an affine function of the underlying state variables, which enables us to take advantage of the affine structure of the model. Let us mention that this technique is similar to the quadratic approximation of the swap rate proposed by Piterbarg in [26] . Finally we perform our expansion on the affine approximation of the swap rates and obtain the second order expansion (49), which is the main result of Subsection 3.2.
Dynamics of the factors under the annuity measure
The annuity measure knowing the information up to date t, Q A |F t is defined by
It comes from the martingale property of discounted asset prices under the risk neutral measure that
(43) From Girsanov theorem, the change of measure is given by
This allows us to calculate from (6) and (7) the dynamics of the state variables under the annuity measure Q A :
The stochastic weights ω k t are complicated functions of the state variables and the solution of the above SDE is not easily characterized, in particular its infinitesimal generator is not a priori affine in the state variables. It is a rather classic approach to freeze the weights ω k t to their value at 0, this leads to an approximated SDE for the state variables under the measure Q A which is affine.
An affine approximation of the forward swap rate
The forward swap rate is a martingale under the annuity measure Q A . Therefore, we can only focus on the martingale terms when applying Itô's formula to
, and we get from (20) that
By a slight abuse of notations, we will now drop the (T, m, δ) dependence of the swap rate and simply denote by S t its time t value. We now use the standard approximation that consists in freezing the weights ω k t and the value of the swap rate S t in the right-hand side to their value at zero. We then have
These coefficient are time-dependent and deterministic. We do the same approximation on X and get
Thanks to this approximation, we remark that the process, that we still denote by (S t , X t ) for simplicity, is now affine. This enables us to use again the same argument as for the Caplet prices to get an expansion of the price. The only difference lies in the fact the expansion is around the Gaussian model rather then around the log-normal model.
The swaption price expansion
Let P S (t, x, s) = E A (S t − K) + |S t = s, X t = x denote the price of the Swaption at time t ∈ [0, T ]. This is a function of the symmetric matrix x, and we assume that it is smooth enough for all the following derivations. Then, it solve the following pricing PDE
Again, we assume that P S admits a second order expansion
and that the functions P 
where the functions D 0 and D 1 are given by (28) and (29) . For convenience, we also introduce the notation
From (48), we get
We note thatL S 0 (t) is the operator associated to the following diffusion
) denote the European call price with strike K in the
Bachelier model with realized volatility v > 0 and spot price s ∈ R. It satisfies the heat equation
that links the gamma and the vega. The order zero term is the price one would obtain by assuming that the forward swap rate is a normal process with time dependent volatility given, and we have
Besides, we have
exactly like (34) and (35) for the caplets.
We finally obtain 
and v
.
This yields to v
by using the formulas in Appendix A.2. An explicit but cumbersome formula can also be obtained for v S 2 . As for the caplets, the skew is at the first order in ǫ proportional to c 1 , which is at its turn a linear function of ρ. Thus, we have a flat smile at the first order when ρ = 0, but we can also check that v S 2 does not vanish when ρ = 0 and the smile is not flat at the second order.
Numerical results
We now assess on some examples the accuracy of the expansions we have developed. In practice we are interested in knowing up to what level of parameters and for what set of maturities and tenors the accuracy of the expansion is satisfactory. Let us recall that our expansion for caplets results from the combination of two expansions, the first on the support matrix function D up to the order 1 in ǫ is given by (28) and (29), the second on the infinitesimal generator of the Markov process (X, H) defined by (26) . By construction the approximation of D(τ ) will be more accurate for a small τ . As a consequence, for a given set of parameters, the full expansion will likely to be more accurate for short maturities, short tenors caplets. The expansion for swaptions results from a supplementary approximation step, which consists in freezing the weights ω i in the diffusion of the Markov process (X, S) defined by (45) and (46). This approximation can be inaccurate for long maturities and long tenors swaptions. Therefore, we expect the full expansion to be more accurate for short maturities, short tenors swaptions. Figure 2 shows the contribution of the terms P i in the expansion of the price of the caplet. The zero order expansion is the implied volatility in the LGM model, and gives a flat caplet normal smile. The first order expansion captures the skew of the smile and gives the slope of the smile. Note that the first order expansion does not change the level of the at-the-money implied normal volatility. The second order expansion gives the convexity of the smile, and changes the level of the at-the-money volatility. The higher the value of ǫ the more the at-the-money volatility will depart from the level given by the zero order term, and the higher the convexity of the smile. However this is only true for small values of ǫ, which will be discussed at the end of the section. We assess the quality of the price expansion for caplets and swaptions. We compare the expanded price with the price computed using Monte Carlo simulation and the discretization scheme 1 described in Section 4 on a regular time grid. The expanded prices and the Monte Carlo prices are compared in terms of the normal implied volatility of the forward Libor rate for caplets and of the forward swap rate for swaptions. The implied volatility is given in basis points (10 −4 ). In abscissa is indicated the difference between the strike and the at-the-money value, and the unit is one percent. A 6M × 2Y caplet will denote a caplet with maturity T = 2 years and tenor δ = 0.5 years, while a 5Y × 2Y swaption will denote a swaption with maturity T = 2 years and tenor mδ = 5 years.
We have tested different set of model parameters. The parameters values have been chosen in such a way that the yield curve and volatility levels generated by the model are in line with today's US and EUR interest rates market levels.
Parameters set 1 is a p = 2, d = 2 model with the following set of model parameters: 
In both parameter sets, −(b + b ⊤ ) = −2b is positive definite. We know from Remark 8 that the condition of non-explosion will be verified in general for these set of parameters when ǫ is small enough, and we have checked that the yield curve given by these parameters sets is well defined up to 50 years.
In all the graphics the dotted line gives the Monte Carlo smile obtained with 100000 simulation paths, the solid line with small arrows is the expanded smile, the two continuous solid lines are the upper and lower bounds of the 95% confidence interval of the Monte Carlo price. Figures 3 and 4 show the accuracy of the expansion for the valuation of caplets. The approximation is accurate for expiries up to 2 years and less accurate with the same parameters for longer expiries. For maturities up to 2 years, the at-the-money volatility of the expanded smile is almost identical to the Monte Carlo smile and the whole expanded smile stays within the 95% confidence interval. Figures 5 show the accuracy of the expansion for the valuation of swaptions. We observe that the expansion is more accurate for negative values of the correlation parameters ρ (a similar behaviour is observed for Caplets). This can be intuitively understood from the Riccati equation (15): a negative ρ pushes D to zero while a positive one pushes D away from zero, and the expansion that we use on D (see (28) and (29)) is then less accurate. Overall the expansion is accurate at-the-money and is much less accurate out-of-the-money. For example, the graphic on the right hand side of Figure 4 shows that the expanded smile of the 6 months maturity 5 years expiry smile is quite inaccurate and the expanded smile fails to fit the skew of the Monte Carlo smile. However, the difference in the at-the-money volatility between the expanded price and Monte Carlo is around 1 bp. Figure 6 shows the accuracy of the expansion for caplets and swaptions in a d = 4, p = 4 model. The accuracy of the expansion shows similar patterns than in a p = 2, d = 2 model, but the expansion may be less accurate when the dimension of the model increases. In fact, we have taken in Figure 6 a smaller value of ǫ for the Swaption case in order to have a good approximation of the expansion.
In both parameter sets 1 and 2, the value of γ is relatively small. In fact, there can be some side effects of choosing a high value for γ. The specification of our model is designed to be a perturbation of the LGM model. The parameter ǫ controls the size of the perturbation. At first glance we would expect the convexity of the volatility smile to increase as the parameter increases. However, the effect of ǫ on the smile shape is not so straightforward, and depends on the value of γ. Let us recall that the yield curve is driven by both the factors Y and X. When ǫ is small, the main driver of the curve are the factors Y , and the factors X acts as the volatility of the curve. As ǫ increases, we have two different effects. On the one hand the volatility of volatility of the factors Y increases, which leads to an increase in the volatility of volatility of the curve, and implies a larger convexity of the smile. On the other hand the contribution of the factors X to the yield curve dynamics becomes more important. This second effect implies that both the yield curve and its volatility are driven by the factors X, which eventually means that the model is close to a local volatility model. As a consequence, an increase in the parameter ǫ will not necessarily lead to an increase in the convexity of the smile. Let us mention also that the accuracy of the expansion will also decay when γ takes relatively large values with respect to ǫ. The heuristic reason is the same as the one for positive values of the entries of ρ: large values of γ will push D away from zero (see the Riccati equation (15) withΓ = −γ), and the expansion that we use on D is then less accurate.
Second order discretization schemes for Monte Carlo simulation
The goal of this section is to construct discretization schemes for the process (X, Y ) defined by (6) and (7). It is crucial to have an efficient way to simulate the model in order to use it in practice. Ideally, the model should be calibrated to market data to vanilla options such as caplets and swaptions and then be used to calculate exotic option prices. The calculation of these prices is generally made with a Monte-Carlo algorithm which requires to simulate the process (X, Y ).
It is worth to recall that the standard Euler-Maruyama scheme is not well defined for square-root diffusions even in dimension one, see Alfonsi [2] . We have then to consider a different scheme. We use here the splitting technique that is already used by Ahdida and Alfonsi [1] for Wishart processes. We explain here briefly the main line of this method and refer to [2] for precise statements in a framework that embeds affine diffusions. Let us consider that we want to approximate an SDE ξ with infinitesimal generator L on the regular time grid t i = iT /N , for i = 0, . . . , N . A scheme is fully described by a probability lawp x (t, dz) that approximates the law of ξ t given ξ 0 = x. We denote byξ given (ξ tj , 0 ≤ j ≤ i). Then, one would like to know the error made when using the approximation scheme instead of the original process ξ. We have basically the following result, up to technical details that are given in [2] . Ifξ x t satisfies the following expansion
for any smooth function f , then
Thus, to get a weak error of order 2, we mainly have to construct a schemeξ x t that satisfies (57). We can construct iteratively second order schemes by splitting the infinitesimal generator. In fact, let us assume that L = L 1 + L 2 and thatξ i,x t is a second order scheme for L i . Let B be an independent Bernoulli variable with parameter 1/2. Then, the following schemesξ
and Bξ
satisfy (57) and are thus second order schemes for L. Therefore, a strategy to construct a second order scheme is to split the infinitesimal generator into elementary pieces for which second order schemes or even exact schemes are known.
To use this splitting technique, we first have to calculate the infinitesimal generator of (X, Y ). It is defined for a C 2 function f :
. From (9), (10) and (11), we easily get
When ρ = 0, this operator is simply the sum of the infinitesimal generators for X and the generator for Y when X is frozen. We know from [1] a second order scheme for X. When X is frozen, Y follows an Ornstein-Uhlenbeck process and the law of Y t is a Gaussian vector that can be sampled exactly. By using the composition rule (58), we get a second order scheme for (X, Y ). Thus, the difficulty here comes from the correlation between X and Y that has to be handled with care. We first make some simplifications. The first term ′ (t) = κ(θ − y(t)) that is solved exactly by y(t) = e −κt y(0) + (I p − e −κt )θ. Therefore, it is sufficient to have a second order scheme for L − p m=1 (κ(θ − y)) m ∂ ym , which is the generator of (6) and (7) when κ = 0. When κ = 0, we have Y t = y + c(Ỹ t −Ỹ 0 ) with
We can then focus on getting a second order scheme for (X,Ỹ ), which amounts to work with p = d and c = I d . It is therefore sufficient to find a second order scheme for the SDE
with the infinitesimal generator
A second order scheme
q of the operator (59), with 
Thus, X follows an elementary Wishart process and stays in S + d (R). Using the notation of [1] , X t follows the law W IS d (x, d − 1, 0, e q d , ǫ 2 t). Theorems 9 and 16 in [1] gives respectively an exact and a second (or higher) discretization scheme for this process. We now explain how to calculate Y t once that X t has been sampled. From (61), we have for
This yields to
Using these formula together with the exact (resp. second order) scheme for X t , we get an exact (resp. second order) scheme for (61). By using the composition rules (58), we get a second order scheme for (59).
A faster second order scheme when
As explained in [1] , the sampling of each elementary Wishart process in L q requires a Cholesky decomposition that has a time complexity of O(d 3 ). Since the second order scheme proposed above calls n ≤ d times this routine, the whole scheme requires at most O(d 4 ) operations. However, by adapting an idea that has been already used in [1] for Wishart processes, it is possible to get a faster scheme if we assume in addition that
. We now present this alternative scheme that only requires O(d 3 ) operations. We consider the splitting L =L ′ +L ′′ +L of the operator (59), with
Again,L ′ is the operator of the linear ODE x
⊤ that can be solved exactly and stays in the set of semidefinite positive matrices by Lemma 27 in [1] since
We have already seen above that the generator L ′′ can be sampled exactly, and we focus now on the sampling ofL. It relies on the following result.
Lemma 11 -For
Then, the process (X, Y ) has the infinitesimal generatorL.
which precisely gives the generatorL. ✷ Thanks to Lemma 11, it is sufficient to construct a second order scheme for (U, Y ).
We use now the splittingL = n q=1L q with
By straightforward calculus, we find thatL q is the generator of the following SDE
We note that only the q th row of U is modified. For
By using these formulas, we can then sample exactly (U t , Y t ) and then get a second order scheme forL. 
Numerical results
We now turn to the empirical analysis of the convergence of the discretization schemes we have proposed. We will use the following notations.
• Scheme 1 is the second order scheme given in Subsection 4.1, where we use the exact sample of the Wishart part and the exact simulation the Gaussian variables. 
The value obtained by solving the ODE: 0.357901. For each scheme, the two curves represent the upper and lower bound of the 95% confidence interval.
• Scheme 2 is the second order scheme given in Subsection 4.1, where we use the second order scheme for the Wishart part and replacing the simulation of Gaussian variables by random variables that matches the five first moments, see Theorem 16 and equation (36) in [1] .
• Scheme 3 is the second order scheme given in Subsection 4.2.
In order to assess that the potential second order schemes we have proposed for L give indeed a weak error of order 2, we start by analyzing the weak error for quantities that we can compute analytically. Namely, we consider E exp −i Tr(ΓX T ) + Λ ⊤ Y T , which can be calculated by solving a system of differential equations similar to (15) . We then compare the values obtained by Monte Carlo simulation and the value obtained by solving the system of differential equation. As shown by Figures 7, we observe a weak error which is compatible with the rate of O(1/N 2 ). When it is well defined, Scheme 3 has to be preferred since it is much faster than the others.
A Black-Scholes and Bachelier prices and greeks

A.1 Log-normal model
We provide here the expression of the Black-Scholes call price as a function of the underlying log-price and of the cumulative variance between the pricing and the maturity dates. We consider a fixed strike K and want to calculate ∂ k l BS(h, v), where
Here, Φ denotes the cumulative distribution function of the normal distribution and
2 /2 and have ϕ ′ (x) = −xϕ(x). Thus, we have
with P 1 (x) = 0 and
A.2 Normal model
We provide here the expression of the normal or Bachelier call price as a function of the underlying asset price and of the cumulative variance between the pricing and the maturity dates.
where Φ and ϕ are respectively the cumulative distribution function and density of the normal distribution and
.We provide the derivatives up to the order which appear in the expression of the price expansion:
B Expansion of the price and volatility: details of calculations B.1 Caplets price expansion
Let us calculateL 1 (s)P 0 (s, x, h). We denote by ∂ x P 0 the symmetric matrix (∂ x P 0 ) i,j = ∂ xi,j P 0 . From (30), we getL
We now observe from (32) that
We denote by ∂ x v the symmetric matrix (∂ x v) i,j = ∂ xi,j v. Since v is linear with respect to x, ∂ x v does not depend on x and we have
where e i,j is the matrix defined by (e i,j ) k,l = ½ i=k,j=l . We now use that ∂ h andL 0 (t) commute, which gives that
is a martingale and we have
From (34), we obtain (36) with
is the solution of dX t = (Ω + bX t + X t b ⊤ )dt starting from x.
Last, we calculateL 2 (s)P 0 (s, x, h) and get
We obtain by using (64) 
B.2 Swaption price expansion
Let us first calculateL We therefore obtain (55) with 
C Study of the Matrix Riccati Differential Equation
We recall the following useful result ∀x, y ∈ S 
Then, the solution X does not explode and is well defined for t ∈ R + . Besides, we have X(t) ∈ S + d (R) for any t ≥ 0.
Proof : We follow Levin [24] , and consider the following time-dependent linear differential equation on
, t ≥ 0, with M 1 (0) = M 4 (0) = I d and M 2 (0) = M 3 (0) = 0. This linear differential equation has a unique solution that is well defined for t ≥ 0, and we define y(t) = M 1 (t)X(0) + M 2 (t), x(t) = M 3 (t)X(0) + M 4 (t).
We observe thaṫ
x(t) = [a(t)M 1 (t) − b(t) ⊤ M 3 (t)]X(0) + a(t)M 2 (t) − b(t) ⊤ M 4 (t) = a(t)y(t) − b(t) ⊤ x(t), y(t) = [b(t)M 1 (t) + c(t)M 3 (t)]X(0) + b(t)M 2 (t) + c(t)M 4 (t) = b(t)y(t) + c(t)x(t), We now use that the entries of λ decay exponentially. Since 
