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これらの課題を解決するために，本研究では，R e c u r r e n t  N e u r a l  N e t w o r k  
(以下， R N N )を用いた機械学習モデルを使用している．本研究の中心的なア
プローチは以下の三点である．  
	 1 .  R N N 型のエンコーダデコーダモデル（ E n c o d e r— d e c o d e r  m o d e l ;  以
下， E D M）によるロボット行動と言語表現の変換のボトムアップ学習．  
	 2 .  状況依存性を解決するための視覚情報の統合．  
	 3 .  双方向性を実現するための内部表現の共有．  






語」をも R N N の潜在表現の操作機能として埋め込まれることも確認してい
る．また言語と行動の双方向変換を達成するため，行動用と言語用の 2 つの
E D M を用意し，それらの内部表現を互いに共有するように訓練するモデルを
提案し，その有効性を確認している．またその神経回路モデルの内部解析か
ら，文法，運動，などの表現獲得の枠組みについても詳しく解析している．  









	 3 章では，最初の二課題，すなわち（ 1）状況依存性の解決および（ 2）内
容語・機能語双方の処理を達成するための手法であるマルチモーダル情報受
容型の R N N 型 E D M を提案する．これは前述の第一，第二アプローチを統合
したものである．まず一般的な N e u r a l  N e t w o r k  (以下，N N )，R N N，および
E D M について順を追って説明したのち，提案手法についてその構造と挙動を
詳しく説明する．提案モデルは，まずエンコーダ R N N が言語指示（ロボッ
ト行動）を固定次元のベクトルとして潜在空間に埋め込んだのち，それをデ


































	 以 上 をまとめると，本研究は記号接地問題という大問題を背景として，文
脈依存する言語をロボットの運動への変換，さらにはその逆変換を，深層学
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