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Introduction
In this paper, we consider an open tandem queueing network with constant service times and population constraint. The total number of customers simultaneously present in the network can not exceed a given value IC. Customers arriving while the network has Ii' or more customers are forced to wait in an external queue which is assumed to have an infinite capacity. As soon as a customer leaves the network, the first customer in the external queue is allowed to enter the network.
Population constrained queueing network were used to model window flow control mechanisms see Reiser The paper is organized as follow. In section 2, we describe the queueing network under study, and we present an equivalent queueing network as far as a customer's waiting time is considered. In section 3, we give an upper and lower bound of the mean waiting time in the queueing network. Improved bounds are given in section 4. In section 5, we establish the tightness of these bounds using simulation results. Finally, conclusions are given in section 6.
An open tandem queueing network with population constraint
Let us consider an open tandem queueing network with a population constraint and constant service times. We assume that the queueing network consists of N nodes. The arrival process to the queueing network is assumed to be a generally independent with rate A and the service time at each node is constant equal to s i , i = 1 , 2 . . . N . The population constraint of the queueing network is controlled by a semaphore as shown in Figure 1 . The semaphore mechanism consists of a pool of K tokens and an external queue. An arriving customer takes a token and enters the queueing network. The customer holds this token until it leaves the network. At that time, the token is returned to the pool in zero time. Customers that arrive during the time when the pool is empty are forced to wait in the external queue. The first customer in the external queue enters the queueing network as soon as a token is returned to the pool. Consider now the rearranged queueing network. Since no queueing takes place after the first node, the time a customer spends in the remaining nodes is the sum of the service times si. In view of this, we can represent the queueing network by a simpler twonode queueing network as shown in For presentation purposes we shall refer to these two node as the first node and the second node. s* represents the longest service time in the network and S is the sum of the remaining service times, i.e.,
-s = ELl si -s*. The number of parallel servers at the second node is infinite. A customer's waiting time in the two-node queueing network is the same as in the rearranged queueing network, and consequently it is the same as in the original queueing network under study. Below, we shall concentrate on the two-node queueing network. For all customers, the interdeparture times from the first node are greater than or equal to s*.
Let us consider the two-node queueing network as shown in Figure 2 . If Ks' 2 T, then a customer's waiting time in the queueing network is that of a GI/D/1 queue with a service time s*. The proof is given in Rhee and Perros [13] . For a queueing network with constant service times, the number of tokens in the network, i.e. the size of the window, may influence where customers wait internally in the network. However, a customer's waiting time in the network is independent of the number of tokens in the network, when K 2 K' where 
w -PI

A lower bound on the mean waiting time
Let us consider the equivalent queueing network shown in Figure 2 . We note that the tokens are used in the order in which they arrive at the token pool. For presentation purpose, let us number the tokens from 1 to K . Then, since service times are all constant, token i will always be behind token (i -1). In view of this, every K t h arriving customer will use the same token. If we regard each token as a separate server, the queueing network can be represented by Ii' queues in parallel. Each queue will consist of customers waiting to use the same token. The service time at each queue is the time it takes for a token to traverse the two nodes inside the semaphore controlled queueing network. Obviously, this service time depends on how many other tokens are being used at the same time.
In other words, the service time in a queue depends on the state of the remaining (K -1) quedes.
A lower bound on the mean waiting time can be easily obtained by setting the service time of each of these Ii' queues equal to T (= CL, si), i.e., independent of the state of the other queues. If the arrival process to the original queueing network is a general independent process with arrival rate A, then the arrival process to each of the K queues is the convolution of Ii' general arrival process with an arrival rate +. Thus, each queue can be analyzed as a G I @ GI @ . . . @ G I / D / l queue, where G I @ GI 8 . . .@GI is the convolution of the Ii' arrival processes, and the service time is equal to T . When the arrival process to the queueing network is Poisson with an arrival rate A, the arrival process to each queue becomes an Erlang distribution with K phases and an arrival rate A for each phase.
An upper bound on the mean waiting time
Let us consider the queueing network under study assuming that the external queue is saturated. That is, there is always at least one customer waiting in the external queue. In this case, all K tokens are continuously used. Let us consider the case where $ > S I .
Since the external queue is always saturated, sooner or later there will be no token left in the token pool. The interdeparture time from the first node is larger than or equal to s*, which means that the interarrival time of a token to the pool is larger than or equal to s*. Thus, a token arriving to the first node always finds the node empty. The time it takes for a token to return to the token pool is s* +s = T and the average departure rate for customer is g. Thus, when the external queue is saturated, the average throughput is 9. The conjecture from this is that the average throughput of the two-node queueing network lies between 5 and 6 . Therefore, an upper bound on the mean waiting time can be obtained by representing a G I / D / 1 queue with a service time equal to maz{s*, g}.
An improved bound on the mean waiting time
In the previous section, we obtained an upper and lower bounds of the mean waiting time in the queueing network using single server queues. Below, we obtain tighter bounds by appropriately combining these single server queues.
An improved upper bound
During the time that the external queue is busy (i.e., the token pool is empty), we approximate the mean waiting time in the two-node queueing network by that of a G I / D / l queue with service time $ ( i.e., the upper bound ). This is because, in this case, the average throughput is 4. However, during the time that the external queue is idle, we approximate the mean waiting time in the queueing network by that of a GI @ GI @ . . . @ G I / D / l queue with service time T . This is because, in this case, an arriving customer may go straight into the first node, if there is a token in the pool upon arrival. Let Pb and Pi be the probability that the external queue of the two-node queueing network is busy and idle respectively. We 
. . @ G I / D / l queue with service time
T .
For the Poisson arrival process, we first obtain probabilities Pb and Pi that an MID11 queue with service time % is busy and idle respectively. We have Pt, = p and Pi = 1 -p , where p = g. Thus This lower bound in section 3.1 was derived by d e composing the two-node queueing network into K parallel and independent queues. Let p = $ be the probability that one of the parallel queues is busy. Then, pK is the probability that all K queues are busy. When all K tokens in the two-node queueing network are used, this is approximately equivalent to all parallel queues being busy.
The improved lower bound is obtained as follows. When all tokens are being used, the mean waiting time in the two-node queueing network is approximated by that of a G I / D / l queue with service time 5. This event is assumed to occur approximately with probability p K . However, when not all tokens are used, the mean waiting time in the two-node queueing network is approximated by the lower bound given in section 3.1, referred to as W2 . Thus, the improved lower bound on the mean waiting time, W l can be obtained by combining W1 and W2 as follows: 
Example 2
The arrival process is an Erlang 2 with a phase arrival arrival rate = , s* = 2.5 and 3 = 28. We consider an open tandem queueing network with population constraint and constant service times.
It is shown that this queueing network can be transformed into a simple queueing network involving only two nodes. Using this simple queueing network, we obtain an upper and lower bound on the mean waiting time. These bounds can be easily calculated. Simulation experiments showed that the lower bound is a very good approximation when the number of tokens is small. The upper bound also gives a good approximation as the number of tokens increases.
