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We investigate the ground state properties of Bose-Bose mixtures with Rashba-type spin-orbit
(SO) coupling in a square lattice. The system displays rich physics from the deep Mott-insulator
(MI) all the way to the superfluid (SF) regime. In the deep MI regime, novel spin-ordered phases
arise due to the effective Dzyaloshinskii-Moriya type super-exchange interactions. By employing
the non-perturbative Bosonic Dynamical Mean-Field-Theory (BDMFT), we numerically study and
establish the stability of these magnetic phases against increasing hopping amplitude. We show
that as hopping is increased across the MI to SF transition, exotic superfluid phases with magnetic
textures emerge. In particular, we identify a new spin-spiral magnetic texture with spatial period 3
in the superfluid close to the MI-SF transition.
PACS numbers: 67.85.-d, 37.10.Jk, 71.70.Ej
I. INTRODUCTION
Spin-orbit (SO) effects have been known in solid-state
physics for a long time and have for example been ob-
served in graphite more than four decades ago [1]. But
their main effects were believed to simply split the spin
degenerate band structures [2]. It is only until recently
that both theory and experiment have revealed that
strong spin-orbit coupling can give rise to dramatic qual-
itative effects, leading to distinct and novel phases of
matter such as topological band insulators [3, 4]. This
has motivated experimental developments in the field of
quantum simulation with ultracold atoms, where tunable
SO coupling and more generally synthetic non-abelian
gauge fields are created in both neutral bosonic atoms
[5–7] and fermionic atoms [8, 9] via Raman processes or
by driven optical lattices [10].
This progress has stimulated interesting studies on the
physics of SO coupled Bose-Bose mixtures subjected to
an optical lattice [11–16], where the Mott insulator to
superfluid phase transition [11, 12], magnetic order in
the deep Mott insulator regime [12–15], and superfluid
phases [11, 12, 14, 16] are investigated. In particular, in
the strongly interacting regime, a super-exchange spin
model with Dzyaloshinskii-Moriya (DM) type interac-
tions [17, 18] can be derived by second-order perturbation
theory. And various exotic spin-textures are predicted
by classical Monte-Carlo simulations or spin-wave analy-
sis of the effective spin model [12–15]. Similar spin tex-
tures induced by the DM-type interactions have also been
found in various solid state materials and attracted great
interest [19–21]. Moreover, it is interesting to notice that
bosons in a certain class of frustrated lattices have simi-
lar dispersion relations as particles with isotropic Rashba
SO coupling [22], which could indicate that similar exotic
magnetic phases may also be relevant in these systems.
However, there remain fundamental open questions.
Generally, the second-order super-exchange model only
applies in the deep Mott regime, not to mention certain
cases, e.g. in presence of geometric frustration, where it
does not even apply in the deep Mott regime [23]. One
highly relevant question for experiments aiming at di-
rect observation of these exotic spin-textures at realistic
temperature is whether they are stable against increas-
ing hopping amplitude, in particular in the Mott regime
close to the Mott insulator to superfluid (MI-SF) phase
transition, where the second-order super-exchange model
no longer holds true. Another important issue is that the
two-particle interactions play a fundamental role in de-
termining the properties of the superfluid phase in the
vicinity of the MI-SF phase transition, where the spin-
orbit coupling can induce exotic superfluid phases.
In this work, we investigate these fundamental is-
sues within the non-perturbative theoretical framework
of Bosonic Dynamical Mean Field Theory (BDMFT) [24–
27]. We find that the exotic spin-textures are robust
throughout the whole Mott regime, see Fig. 2. This is
of practical importance for experimental observation of
these phases at realistic temperatures. In the vicinity
of the MI-SF transition, we show that exotic superfluid
phases arise as a result of the interplay between onsite in-
teraction and SO coupling, as shown in Fig. 3. In partic-
ular, we identify a new spin-spiral magnetic texture with
spatial period 3 on the SF side near the MI-SF transition,
see Fig. 3.b1.
II. MODEL AND METHOD
We consider two species of bosons with SO coupling
loaded in a square optical lattice. For sufficiently low
filling, we model the system by a two-component Bose-
Hubbard model in the lowest band approximation, which
reads
H = −t
∑
〈i,j〉
(ψ†iRijψj + h.c.) +
1
2
∑
iσσ′
Uσσ′ aˆ
†
iσaˆ
†
iσ′ aˆiσ′ aˆiσ.
(1)
2Here 〈i, j〉 denotes nearest-neighbor sites, ψ†i ≡ (aˆ
†
i↑, aˆ
†
i↓)
with aˆ†iσ(aˆiσ) being bosonic creation (annihilation) oper-
ators of the two species labeled by pseudo-spin σ =↑, ↓,
on site i in the Wannier representation. t is the over-
all hopping amplitude and the matrix Rij = exp[i ~A ·
(ri − rj)] , where ~A = (ασy , βσx, 0) denotes a static,
non-abelian gauge field which can be generated by us-
ing a two-photon Raman process [28]. Here, σx, σy
and σz are the Pauli matrices. We shall consider the
case β = −α, which implies that the SO coupling is
of Rashba type. In this case, the explicit form of Rij
reads: Rij = cosα · I ± i sinασy, for ri − rj = ±xˆ and
Rij = cosα · I ∓ i sinασx, for ri − rj = ±yˆ. We re-
mark here that a similar type of SO coupling, which is
a mixture of Rashba and Dresselhaus coupling, has been
recently realized experimentally in trapped two-species
bosonic quantum gases [7]. The second term in Eq. (1)
describes the on-site interactions. We choose the intra-
species repulsion U↓↓ = U↑↑ ≡ V , and set the inter-
species interaction U↑↓ = U↓↑ ≡ U = λV with a di-
mensionless parameter λ. In our investigation, we shall
focus on the ground state properties of the system at to-
tal filling per site ρ ≡
∑
i〈aˆ
†
i↑aˆi↑+ aˆ
†
i↓aˆi↓〉/Nlat = 1, with
Nlat being the number of lattice sites.
To investigate the properties of the system in the full
range of interactions, i.e. from the strong coupling deep
MI regime all the way to the SF at weak coupling, we
apply BDMFT [24–27], which is non-perturbative and
can capture the local quantum fluctuations exactly. For
exploring various possible exotic magnetic or superfluid
phases which break the translational symmetry of the lat-
tice, here we specifically employ real-space BDMFT (R-
BDMFT) [29], which generalizes BDMFT to a position-
dependent self-energy and captures inhomogeneous quan-
tum phases. Within this approach, the physics on each
lattice site is determined from a local effective action ob-
tained by integrating out all other degrees of freedom in
the lattice model, excluding the lattice site considered.
The local effective action is then represented by an An-
derson impurity model [24–27]. We use exact diagonal-
ization (ED) [30, 31] of the effective Anderson Hamil-
tonian with a finite number of bath orbitals to solve
the local action. For the results presented in this work,
nbath = 4 bath orbitals and a 12× 12 lattice are chosen.
Typical physical results are checked with a larger num-
ber of bath orbitals (nbath = 5) and lattice size (24× 24)
and no qualitative difference are found. Details of the
R-BDMFT method can be found in previous work [29].
III. RESULTS
A. Mott-insulator regime
In the deep MI regime for Uσσ′ ≫ t, the physics of
the system can be captured by an effective spin model
obtained by second order perturbation theory [12–15],
which is given by
Heff =
∑
i,δ=xˆ,yˆ
[ ∑
a=x,y,z
Jaδ S
a
i S
a
i+δ +Dδ · (Si × Si+δ)
]
,
(2)
where Sai ≡ ψ
†
i σ
aψi/2 with a = x, y, z. The first and the
second term denote the Heisenberg-type (H-type) and
Dzyaloshinskii-Moriya type (DM-type) super-exchange
coupling respectively. Jaδ and Dδ are the correspond-
ing coupling strengths. The explicit form of Jaδ and
Dδ are given by J
x
xˆ = J
y
yˆ = −4t
2 cos(2α)/λV , Jyxˆ =
Jxyˆ = −4t
2/λV , Jzxˆ = J
z
yˆ = −4t
2(2λ − 1) cos(2α)/λV,
Dxˆ = −4t
2 sin(2α)yˆ/λV and Dyˆ = 4t
2 sin(2α)xˆ/λV .
Since these two types of couplings favor qualitatively dif-
ferent types of magnetic orders, namely, H-type couplings
favor either ferromagnetic or anti-ferromagnetic type or-
der while the DM-type couplings favor spiral type order,
the interplay between them can drive the system into
various exotic magnetically ordered states.
Instead of studying the effective exchange Hamilto-
nian (2), we directly simulate the original lattice bo-
son Hamiltonian (1) within BDMFT. Our results in the
deep MI regime are summarized in Fig. 1, which shows
a phase diagram of the system at a fixed small hopping
t = 0.001U and an interaction ratio λ = 0.8. When
the SO coupling is weak (|α| ≪ 1) the system is dom-
inated by the H-type exchange interactions. For λ < 1
the spin-exchange in the xy-plane is larger than the one
in the z-direction and ferromagnetic, hence the system
favors an xy−ferromagnetic phase as expected. Upon
further increasing the SO coupling, the DM-type inter-
action begins to play a role and drives a transition from
the xy−ferromagnet to the spiral magnetic phases (red
interval in the phase diagram in Fig. 1). Due to the limi-
tation of finite system size in our simulations, we are not
able to resolve possible incommensurate spiral order. For
simulations on a 12 × 12 lattice presented in this paper,
we are able to resolve commensurate spiral order of spa-
tial period 12, 6 and 4 lattice sites, denoted as spiral-12,
spiral-6 and spiral-4 for simplicity. To be more specific,
in the simulations on a 12× 12 lattice, we observe a se-
quence of transitions from spiral-12 to spiral-6 to spiral-4
upon increasing SO coupling strength α. Further increas-
ing α drives the system from the spiral phase to a 3 × 3
skyrmion phase (blue interval in the phase diagram in
Fig. 1).
Further increasing α drives another transition from the
3 × 3 skyrmion phase to a 2 × 2 spin vortex whose exis-
tence can be attributed to the spin-flip hopping process
due to SO coupling. To make this point more specific,
let us focus on the limit |α−π/2| ≪ 1. From the explicit
form of the hopping matrix element Rij , we can see that
the conventional spin-conserving hopping is strongly sup-
pressed in this case, i.e. particles on neighboring sites
are mainly coupled by spin-flip hopping processes aris-
ing from SO coupling. This gives rise to an unconven-
tional H-type interaction in the effective spin Hamilto-
3FIG. 1: (color online). Ground state phase diagram in the
deep Mott-insulator regime (t = 0.001U) in terms of Rashba-
type SO coupling parameter α at a fixed interaction ratio
λ = 0.8 obtained by simulations on a 12 × 12 square lattice.
Four types of phases, i.e. xy-ferromagnetic (black interval),
spiral (red interval), 3×3 skyrmion lattice (blue interval), and
2 × 2 spin-vortex (green interval) phases are found. The 2D
vector plots of the xy-ferromagnetic and the 2×2 spin-vortex
phases correspond to the xy-magnetization distribution, since
these two phases are co-planar. The 3D vector plots show the
magnetization vector in 3D space, where the color of the arrow
denotes the magnetization in z-direction.
nian with a spatially-isotropic antiferromagnetic interac-
tion in z-direction, and exchange interactions which are
anisotropic both in the spatial directions and spin orien-
tations in the xy-plane. Since the H-type exchange cou-
plings dominate over the DM-type ones in this regime,
they determine the magnetic order. For λ < 1 the spin
interaction in the xy-plane is larger than the one in the z-
direction, hence the system favors a co-planar magnetic
order. As we can see from the explicit form of Jaδ the
exchange for the x component is antiferromagnetic along
the spatial x direction, but ferromagnetic along the y
direction. This indicates that the x-component of the
spins favors to align parallel along the (spatial) y direc-
tion, while anti-parallel along the x direction. Similarly,
one can see that the y-component of the spins favors to
align parallel along the x direction but anti-parallel along
the y direction. As a result, this unconventional H-type
interaction gives rise to a 2× 2 spin vortex configuration
in the xy-plane, as shown in the right bottom part of
Fig. 1.
Although we thus confirm numerically that the ex-
change Hamiltonian Eq. (2) is a good description in
the deep MI regime, due to the perturbative nature of
the effective spin model, it is important to investigate
whether these exotic magnetic phases are stable against
quantum fluctuations for large hopping t/U . For this
FIG. 2: (color online). Ground state phase diagram in terms
of SO coupling strength α and hopping amplitude t at a fixed
interaction ratio λ = 0.8, obtained by simulations on a 12×12
square lattice. There are four magnetic phases in the Mott-
insulator regime: xy-ferromagnet, spiral phase, 3×3 skyrmion
lattice phase and 2 × 2 spin-vortex phase. In the SF regime
three phases exist, namely the homogenous superfluid (HSF),
a superfluid with 2 × 2 spin-vortex magnetic texture (2 × 2
spin-vortex-SF), and a superfluid with spiral magnetic texture
with spatial period of 3 lattice sites (spiral-3-SF).
purpose, we calculate the full α− t phase diagram within
BDMFT, as shown in Fig. 2. We find that, although
the validity of the effective spin model (2) is restricted to
the deep MI regime, the exotic spin-textures are robust
throughout the whole Mott regime up to small shifts of
the boundaries between the different phases. These re-
sults are of practical importance in experiments aiming
at observing these exotic magnetic phases, since the ef-
fective exchange interaction strengths are proportional
to t2, yielding higher critical temperatures (∼ k−1B t
2/V
with kB being the Boltzmann constant) of the magnetic
phases for larger values of t.
B. MI-SF transition and exotic superfluid phases
with magnetic textures
As it is well known, the MI-SF transition occurs when
the bandwidth (∼ 8t for square lattice) is comparable
to the interaction strength U . However, in Fig. 2 we
find an α-dependence of the SF-MI transition boundary.
This can be qualitatively understood within the slave-
boson picture [12]. The spinful lattice boson annihilation
(creation) operator aˆiσ(aˆ
†
iσ) in the original lattice boson
Hamiltonian (1), can be decomposed into the bosonic an-
nihilation (creation) operators of “spinon” fˆiσ(fˆ
†
iσ) and
“chargon” cˆi(cˆ
†
i ), with aˆiσ =
1√
nˆi
cˆifˆiσ, nˆi = cˆ
†
i cˆi, and
the constraint
∑
σ fˆ
†
iσ fˆiσ = cˆ
†
i cˆi projected to the physi-
cal Hilbert space. Then, the lattice-boson Hamiltonian
(1) assumes another representation, denoted as HSC, in
terms of annihilation (creation) operators of spinon and
4FIG. 3: (color online). Typical superfluid phases with non-uniform magnetic order. From up to down, different rows of plots
correspond to 2 × 2 spin-vortex SF phase, spiral-3 SF phase and spiral-4 SF phase respectively. From left to right different
columns corresponds to the real-space distribution of magnetization, arg(〈ai↑〉), arg(〈ai↓〉) and arg (〈ai↑〉∗〈ai↓〉). For the 2× 2
spin-vortex SF phase since the magnetization is co-planar, only a 2D vector plot is shown. The 3D vector plots correspond to
the magnetization vector in 3D space and the color of the arrow denotes the magnetization in z-direction.
chargon,
HSC = −t(
1√
nˆinˆj
cˆ†i cˆjΦˆ
†
iRijΦˆj + h.c.) (3)
−µ
∑
i
Φˆ†i Φˆi −
∑
i
µci (cˆ
†
i cˆi − Φˆ
†
i Φˆi)
+
U
2
∑
i
(nˆ2f,i,↑ + nˆ
2
f,i,↓ + 2λnˆf,i,↑nˆf,i,↓),
where Φˆ†i ≡ (fˆ
†
i↑, fˆ
†
i↓) and µ
c
i is introduced to keep the lo-
cal constraint satisfied on average 〈
∑
σ fˆ
†
iσ fˆiσ〉 = 〈cˆ
†
i cˆi〉.
By making a mean-field approximation to the spinon,
i.e. Φˆi → Φi with Φi’s being c-number valued vec-
tors, and keeping only the leading order contribution of
the “spinon” to the physics of the chargon, the effective
Hamiltonian of the chargon degree of freedom, denoted as
HeffC , assumes the form of the conventional Bose-Hubbard
model
HeffC = −
∑
〈i,j〉
(t˜ij cˆ
†
i cˆj + h.c.) +
U
2
∑
i
cˆ†i cˆ
†
i cˆicˆi. (4)
where t˜ij = tΦ
†
iRijΦj can be regarded as the “spinon-
renormalized” hopping amplitude of the chargon. Since
the MI-SF transition is driven by the chargons, from Eq.
(4) we directly see that different mean-field configura-
tions of the spinon, which correspond to different mag-
netic configurations, give rise to different renormalized
chargon hopping amplitudes t˜ij , and hence make the MI-
SF transition boundary α-dependent.
From the phase diagram in Fig. 2, we see that SF
phases with magnetic textures emerge near the MI-SF
transition. In particular, we observe a new spin-spiral
magnetic texture with spatial period of 3 (spiral-3) in the
SF phase near the MI-SF transition [see Fig. 3(b1)]. A
qualitative picture is that the chargon degree of freedom
undergoes drastic changes across the MI-SF transition,
and the feedback of the chargon to the spinon degree of
freedom modifies the magnetic textures in the SF phase
pronouncedly. From our simulation results, we observe
that the phase angle distribution of the superfluid order
parameters has complex structures [see Fig. 3(a2), (b2),
(c2), (a3), (b3), and (c3)]. Interestingly, for the super-
fluid with 2×2 spin-vortex magnetic structure, superfluid
vortices are observed as well [see Fig. 3(a3)]. Moreover, it
is interesting to see that the relative phase∆θi ≡ θi↓−θi↑
between the two superfluid components has a simple tex-
ture which coincides with the corresponding magnetic
5texture on the x−y plane [see Fig. 3(a4), (b4), and (c4)].
Qualitatively, this can be understood within the slave-
boson picture. The condensate order parameter in the
slave-boson representation reads φσ ≡ 〈aiσ〉 = 〈cifiσ〉.
Assuming that the correlations between chargon and
spinon are small, we approximate φiσ ≈ 〈ci〉〈fiσ〉. Then
the relative phase between the two superfluid components
is given by arg(φ∗i↑φi↓) = arg(〈fi↑〉
∗〈fi↓〉), together with
the fact that the magnetization on the x−y plane is given
by 〈Sxi 〉 = Φ
†
iσxΦi/2 = |〈fi↑〉〈fi↓〉| cos (arg(〈fi↑〉
∗〈fi↓〉))
and 〈Syi 〉 = Φ
†
iσyΦi/2 = |〈fi↑〉〈fi↓〉| sin (arg(〈fi↑〉
∗〈fi↓〉)),
we see that the texture of the relative phase between
the two superfluid components is indeed the same as the
magnetic texture in the x− y plane.
IV. CONCLUSION
We have investigated ground state properties of Bose-
Bose mixtures with Rashba-type spin-orbit (SO) cou-
pling loaded in a square optical lattice, within the non-
perturbative theoretical framework of BDMFT. The sys-
tem shows rich spin physics in both the Mott-insulator
and the superfluid regime. We found that the exotic
magnetic phases are robust in the whole MI regime. In
the proximity of the MI-SF transition, exotic superfluid
phases with magnetic textures arise as a result of the in-
terplay between onsite interaction and SO coupling. In
particular, we identify a new spin-spiral magnetic tex-
ture with spatial period 3 on the SF side near the MI-SF
transition. These results are of practical importance for
experimental observation of these exotic spin texture and
novel SF phases.
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